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Abstract
Using the concept of a twisted trace density on a cyclic groupoid, a trace is constructed on a formal
deformation quantization of a symplectic orbifold. An algebraic index theorem for orbifolds follows as a
consequence of a local Riemann–Roch theorem for such densities. In the case of a reduced orbifold, this
proves a conjecture by Fedosov, Schulze, and Tarkhanov. Finally, it is shown how the Kawasaki index
theorem for elliptic operators on orbifolds follows from this algebraic index theorem.
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0. Introduction
Index theory originated with the seminal paper [3] of Atiyah and Singer almost 40 year ago.
They proved that the index of an elliptic operator on a closed Riemannian manifold M depends
only on the class of the principal symbol in the K-theory of T ∗M . Ever since, many new proofs
and generalizations of this theorem have appeared. To mention, the index theorem has been
extended to the equivariant case, to families of operators, and to foliations.
The generalization this paper is concerned with is the index theorem for formal deforma-
tion quantizations originally proved by Fedosov [10] and (independently) by Nest–Tsygan [23].
This theorem, which in the literature is known as the algebraic index theorem, is in principle
an abstract result computing the pairing of K-theory classes with the cyclic cocycle given by
the unique trace on a formal deformation quantization of a symplectic manifold. However, as
shown in [24], the nomenclature “index theorem” may be justified by the fact that in the case of
the cotangent bundle with its canonical symplectic form and the deformation quantization given
by the asymptotic pseudodifferential calculus, one recovers the original Atiyah–Singer index
theorem.
Here, we prove an algebraic index theorem for formal deformation quantizations of symplectic
orbifolds and derive from it its analytic version, the well-known Kawasaki index formula for
orbifolds. Let us explain and state the theorem in some more detail.
In our setup, see Section 1 for more details, a symplectic orbifold X is modeled by a proper
étale groupoid G : G1 ⇒ G0 with an invariant, nondegenerate two-form on G0. Consequently,
we consider formal deformation quantizations of the convolution algebra of G. As in [29], these
are constructed by a crossed product construction of a G-invariant formal deformation Ah¯ of G0
by G, denoted Ah¯ G. This is the starting point for the algebraic index theorem.
By computing the cyclic cohomology of the algebra Ah¯  G we have given a complete clas-
sification of all traces in our previous paper [25]: the dimension of the space of traces equals the
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in contrast to the case of symplectic manifolds, there is no unique (normalized) trace on the de-
formation of the convolution algebra of G. In this paper, we construct a particular trace Tr using
the notion of a twisted trace density, the appropriate generalization of a trace density to orbifolds.
Standard constructions in K-theory, see Section 1, yield a map
Tr∗ :K0orb(X)→ C((h¯)),
associated to the trace Tr, called the index map. Here, K0orb(X) is the Grothendieck group gener-
ated by isomorphism classes of so called orbifold vector bundles. The index theorem proved in
this paper expresses the value of this map on a virtual orbifold vector bundle [E] − [F ] in terms
of the characteristic classes of E, F , the orbifold X and the chosen deformation.
Theorem. Let G be a proper étale Lie groupoid representing a symplectic orbifold X. Let E and
F be G-vector bundles which are isomorphic outside a compact subset of X. Then the following
formula holds for the index of [E] − [F ]:
Tr∗
([E] − [F ])= ∫
X˜
1
m
Chθ
(
RE
2πi − R
F
2πi
)
det
(
1 − θ−1 exp (− R⊥2πi )) Aˆ
(
RT
2πi
)
exp
(
− ι
∗Ω
2πih¯
)
.
In this formula, the right-hand side is a purely topological expression that we now briefly
explain: Let B0 be the space of objects of the groupoid modeling the inertia orbifold X˜, and
ι :B0 → G0 the canonical map explained in Section 1. This groupoid has a canonical cyclic
structure θ acting on the fibers of the vector bundles E and F as well as the normal bundle to the
map ι. This enables one to define the twisted Chern character Chθ , see Section 5. The coefficient
function 1/m is defined in terms of the order of the local isotropy groups (see Sections 1.3
and 4.3). The factor Aˆ(. . .) is the standard characteristic class of the symplectic manifold B0
associated to the bundle of symplectic frames, and the factor det(. . .) is the inverse of the twisted
Chern character associated to the symplectic frame bundle on the normal bundle to ι :B0 →G0.
Finally, Ω is the characteristic class of the deformation quantization of G0.
Let us make several remarks about this theorem. First, indeed notice that the right-hand side is
a formal Laurent series in C((h¯)). Only when the characteristic class of the deformation quantiza-
tion is trivial, it is independent of h¯. This happens for example in the case of a cotangent bundle
T ∗X to a reduced orbifold X, with the canonical deformation quantization constructed from as-
ymptotic pseudodifferential calculus, in which case we show in Section 6 that the left-hand side
equals the index of an elliptic operator on X. This is exactly the Kawasaki index theorem [19],
originally derived from the Atiyah–Segal–Singer G-index theorem [2,4]. An alternative proof
using operator algebraic methods has been given by Farsi [9].
Notice that, since we work exclusively with the convolution algebra of the groupoid and its
deformation, the abstract theorem above also holds for nonreduced orbifolds. In the reduced
case it proves a conjecture of Fedosov–Schulze–Tarkhanov [13]. Although they work with the
different algebra of invariants ofAh¯(G0) instead of the crossed product, one can show that in the
reduced case the two are Morita equivalent, allowing for a precise translation.
The methods used to prove our main result are related to the proof of the algebraic index
theorem on a symplectic manifold in [14]. One of the main tools in that paper is the construction
of a trace density [12] for a deformation quantization on the underlying symplectic manifold.
We generalize the construction of such a trace density to symplectic orbifolds. Hereby, our ap-
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has been discovered in our previous paper [25], and includes an essential new feature, a local
“twisting” on the inertia groupoid.
Let us finally mention that by the local nature of the proof of our index theorem an even
stronger results holds true, namely a local algebraic index formula for orbifolds. The precise
statement of this is given in Theorem 6.2.
Our paper is set up as follows. After introducing some preliminary material in Section 1,
we introduce in Section 2 the concept of a twisted trace density. In Section 3, we construct
certain local twisted Hochschild cocycles, which in Section 4 will be “glued” to a twisted trace
density. Thus, we obtain a trace on the deformation quantization of the groupoid algebra, and
consequently the index map on K0orb(X). In Section 5, we use Chern–Weil theory on Lie algebras
to determine the cohomology class of the trace density defined in Section 4, and obtain a local
algebraic Riemann–Roch formula for symplectic orbifolds. Finally, in Section 6 we prove the
above theorem and use it to give an algebraic proof of the classical Kawasaki index theorem
for orbifolds. In the appendices, we provide some material needed for the proof of our index
theorem. More precisely, in Appendix A we determine several Lie algebra cohomologies and in
Appendix B we explain the asymptotic pseudodifferential calculus and its relation to deformation
quantization.
1. Preliminaries
In this section we briefly recall some of the essential points of [25]. For any orbifold X, we
choose a proper étale Lie groupoid G1 ⇒G0 for which G0/G1 ∼= X. Such a groupoid always
exists and is unique up to Morita equivalence [21,22], although being étale is not Morita invari-
ant. The groupoid is used to describe the differential geometry of the orbifold. For example, an
orbifold vector bundle is equivalent to a G-vector bundle, that is, a vector bundle E → G0 with
an isomorphism s∗E ∼= t∗E. The notion of a G-sheaf is similarly defined.
The Burghelea space of G, also called “space of loops,” is defined by
B0 =
{
g ∈G1 | s(g) = t (g)
}
,
where s, t :G1 →G0 are the source and target map of the groupoid G. Denote by ι the canonical
embedding B0 ↪→ G1. The groupoid G acts on B0 by conjugating the loops and this defines the
associated inertia groupoid ΛG := B0  G. This groupoid turns out also to be proper and étale,
and therefore models an orbifold, X˜, called the inertia orbifold.
An important property of the inertia groupoid which will be essential in this paper is the
existence of a cyclic structure [7]: there is a canonical section θ :ΛG0 →ΛG1 of both the source
and target maps of ΛG, given by g → θg . Here θg = g, viewed as a morphism from g to g.
The convolution algebra of G is defined as the vector space C∞c (G1) with the following prod-
uct:
(f1 ∗ f2)(g) =
∑
g1g2=g
f1(g1)f2(g2), f1, f2 ∈ C∞c (G1), g ∈G1. (1.1)
The convolution algebra is denoted byAG, whereA here and everywhere in this article means
the G-sheaf of smooth functions on G0.
When the orbifold X is symplectic, one can choose G in such a way that G0 carries a sym-
plectic form ω which is invariant, i.e., s∗ω = t∗ω. For such a groupoid, we choose a G-invariant
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uct algebra Ah¯ G defines a formal deformation quantization of the convolution algebra AG
with its canonical noncommutative Poisson structure induced by ω. Recall thatAh¯G is defined
as the vector space Γc(G1, s∗Ah¯) with product
[a1 c a2]g =
∑
g1g2=g
([a1]g1g2)[a2]g2, a1, a2 ∈ Γc(G1, s∗Ah¯), g ∈G, (1.2)
where [a]g denotes the germ of a at g. Closely related is the algebra Γinv,c(Ah¯) of G-invariant
sections, first considered in [28]. In fact, when X is reduced, the two are Morita invariant, cf. [25,
Proposition 6.5.], the equivalence bimodule being given by Ah¯c (G0).
Let us finally mention that for every G-sheaf S on G0, we will denote the sheaf s−1S = t−1S
also by S . Since G is assumed to be proper étale, this will be convenient and not lead to any
misunderstandings.
1.1. Traces on Ah¯ G
The starting point of the present article is the classification of traces on the deformed convo-
lution algebra Ah¯ G in [25], which we now briefly recall. A trace on the algebra Ah¯ G is an
h¯-adically continuous linear functional Tr :Ah¯  G → K, where K denotes the field of Laurent
series C((h¯)), such that
Tr(a c b)= Tr(b c a).
Of course, a trace on an algebra is nothing but a cyclic cocycle of degree 0. Moreover, the space
of traces on Ah¯  G is in bijective correspondence with the space of traces on the extended
deformed convolution algebraA((h¯)) G, whereA((h¯)) =Ah¯ ⊗Ch¯ K. One of the main results of
[25] now asserts that
HCp
(A((h¯)) G)∼=⊕
l0
Hp−2l (X˜,K), (1.3)
and therefore HC0 equals H 0(X˜,C) ⊗ K. From this it follows that the number of linear inde-
pendent traces on Ah¯ G equals the number of connected components of the inertia orbifold X˜.
In [25], a construction of all these traces was given using a ˇCech-like description of cyclic co-
homology, however the resulting formulas are not easily applicable to index theory. Therefore,
we start in Section 2 by giving an alternative, more local, construction of traces on deformed
groupoid algebras using the notion of a twisted trace density.
1.2. The index map
Here we briefly explain the construction of the index map, given a trace Tr :Ah¯ G → K on
the deformed convolution algebra. As is well known, a trace τ :A → k on an algebra A over a
field k induces a map in K-theory τ∗ :K0(A) → k by taking the trace of idempotents in Mn(A).
In our case, we obtain a map
Tr∗ :K0
(A((h¯)) G)→ C((h¯)).
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Ah¯  G is a deformation quantization of the convolution algebra of G, one has, by rigidity of
K-theory
K0
(Ah¯ G)∼=K0(AG)∼=K0(G).
Here, K0(G) is the Grothendieck group of isomorphism classes of G-vector bundles on G0, also
called the orbifold K-theory K0orb(X). To be precise, the isomorphism K0(A  G) ∼= K0(G),
supposing that X is compact, associates to any G-vector bundle E →G0 the projective C∞c (G)-
module Γc(E), where f ∈ C∞c (G) acts on s ∈ Γc(E) by
(f · s)(x) =
∑
t (g)=x
f (g)s(x), for x ∈G0.
Putting all these maps together, the trace Tr defines a map
Tr∗ :K0orb(X)→ C((h¯)). (1.4)
As we have seen in the previous paragraph, traces onA((h¯)) G are highly non-unique on general
orbifolds, and all induce maps as in (1.4). The trace we will construct in this paper using the
index density has the desirable property that it has support on each of the components of X˜.
Consequently, we will refer to the map (1.4) induced by this trace as the index map and the main
theorem proved in this paper gives a cohomological formula for the value on a given orbifold
vector bundle E. Notice that because of the support properties of this “canonical trace,” this
theorem in principle solves the index problem for any other element in HC0(A((h¯)) G).
1.3. Integration on orbifolds
Let Γ be a finite group acting by diffeomorphisms on a smooth manifold M of dimension n.
Consider the orbifold X = M/Γ , and assume X to be connected. Recall that X carries a natural
stratification by orbit types (see [27, Section 4.3]). Denote by X◦ the principal stratum of X and
by M◦ ⊂M its preimage under the canonical projection M →X. Now let μ be an n-form on X
or in other words a Γ -invariant n-form on M . The integral
∫
X
μ then is defined by∫
X
μ := m|Γ |
∫
M
μ, (1.5)
where m ∈ N is the order of the isotropy group Γx of some point x ∈ M◦. Observe that by the
slice theorem m does not depend on the particular choice of x, since X is connected. Let us
mention that formula (1.5) is motivated by the fact that on the one hand the covering M◦ → X◦
has exactly |Γ |/m sheets and on the other hand the singular set X \X◦ has measure 0.
Assume now to be given an arbitrary orbifold X. To define an integral over X choose a cov-
ering of X by orbifold charts and a subordinate smooth partition of unity. Locally, the integral is
defined by the above formula for orbit spaces. These local integrals are glued together globally
by the chosen partition of unity. The details of this construction are straightforward.
M.J. Pflaum et al. / Advances in Mathematics 210 (2007) 83–121 892. Twisted trace densities
SinceAh¯ is a G-sheaf of algebras, the pull-back sheaf ι−1Ah¯ is canonically a ΛG-sheaf. This
implies that every stalk ι−1Ah¯g , g ∈ B0, has a canonical automorphism given by the action of
the cyclic structure θg ∈ Aut(ι−1Ah¯g). Alternatively, θ defines a canonical section of the sheaf
Aut(ι−1Ah¯) of automorphisms of ι−1Ah¯. This facilitates the following definition.
Definition 2.1. A θ -twisted trace density on a ΛG-sheaf of algebras ι−1Ah¯ is a sheaf morphism
ψ : ι−1Ah¯ →Ω topΛG which satisfies
ψ(ab)−ψ(θ(b)a) ∈ dΩ top−1ΛG . (2.1)
In this definition Ω topΛG means the sheaf of top degree de Rham forms on every connected
component of B0. Therefore, the integral of a twisted trace density over B0 is well defined.
Notice that although Ω•ΛG is a ΛG-sheaf, the action of θ is trivial, and therefore the twisting in
the definition only involves ι−1Ah¯. As we will see later this involves the normal bundle to the
embedding ι :B0 ↪→G1.
Proposition 2.2. When ψ is a θ -twisted trace density, the formula
Tr(a)=
∫
B0
ψ(a|B0), a ∈A((h¯)) G,
defines a trace on the deformed convolution algebra A((h¯)) G.
Proof. The map a → a|B0 is the degree 0 part of a natural morphism
C•
(A((h¯)) G)→ Γc(B•, σ−1A((h¯))
G•+10
)
,
of complexes called “reduction to loops.” Using the notation from [25, Section 2.6],
A((h¯))
G
p
0
denotes here the sheaf (A((h¯)))p on the Cartesian product Gp0 , Bp the Burghelea space
given by
Bp =
{
(g0, . . . , gp) ∈Gp+1 | t (g0)= s(gp), . . . , t (gp)= s(gp−1)
}
,
and σ :Bp → Gp+10 the map (g0, . . . , gp) → (s(g0), . . . , s(gp)). Moreover, the differential on
C• is the standard Hochschild differential on A((h¯))  G, and the differential on the right-hand
side is given in [7,25]. In the following, we will only need the first one
d0 − d1 :Γc
(
B1, σ
−1A((h¯))
G20
)→ Γc(B0, ι−1A((h¯))G0 ). (2.2)
At the level of germs it is given by
d0[a0, a1](g0,g1) = [a0g1a1]g0g1,
d1[a0, a1](g0,g1) = [a1g0a0]g1g0 .
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bra A. Since HH0(A)=A/[A,A], a trace on A is nothing but a linear functional on HH0(A).
It was proved in [25, Proposition 5.7] that reduction to loops induces a quasi-isomorphism
of complexes, in particular commutes with the differentials. Therefore, to construct a trace on
Ah¯  G, it suffices to construct a linear functional on the vector space Γc(B0, ι−1A((h¯))G0 ) which
vanishes on the image of the map (2.2). From the definition of the simplicial operators d0 and d1
above, we see that the germ at g ∈ B0 of such a section is given by∑
g0g1=g
([a0]g1[a1] − [a1]g1g−1[a0])= ∑
g0g1=g
([a0]g1[a1]g1 − θ([a1])g1[a0]),
where, to pass over to the right-hand side, we have used that A((h¯)) is a G-sheaf of algebras. By
the defining property of the twisted trace density such elements will be mapped into dΩ top−1B0 .
Integrating, it follows from Stokes’ theorem that the functional given by integrating the trace
density vanishes on the image of d0 − d1. Combined with the restriction to B0, it follows that the
formula in the proposition defines a trace. 
Remark 2.3. A warning is in order here, as the formula in Proposition 2.2 for the trace appears
to suggest that the trace only depends on the restriction of a formal power series a ∈ C∞c (G)h¯
to B0. This is not true, since the reduction to loops maps an element a to its germ at B0, viewed
as an element of Γc(B0, ι−1Ah¯), and otherwise the twisting condition would be trivial. In fact,
we will see that the normal bundle to B0 ⊂G1 plays an essential role in the computations below.
Concluding, to construct a trace, it suffices to construct a twisted trace density. Inspired by
the recent construction in [14] of a trace density from a certain Hochschild cocycle, we aim for a
similar construction in a twisted Hochschild complex.
3. A twisted Hochschild cocycle
3.1. Twisted Hochschild cohomology
Let A be an algebra equipped with an automorphism γ ∈ Aut(A). There is a standard way to
twist the Hochschild homology and cohomology of A by γ : Recall that the Hochschild homology
and cohomology H•(A,M) and H •(A,M) are defined with values in any bimodule M . Then one
defines
HHγ• (A) :=H•(A,Aγ ), HH •γ (A) :=H •
(
A,A∗γ
)
, (3.1)
where Aγ is the A-bimodule given by A with bimodule structure
a1 · a · a2 = a1aγ (a2), a1, a2 ∈A, a ∈Aγ ,
and A∗γ denotes its dual. Clearly this definition is functorial with respect to automorphism
preserving algebra homomorphisms. In the case of cohomology, let us write out the standard
complex computing this twisted cohomology.
On the space of cochains Cp(A) = Hom(A⊗p,A∗) ∼= Hom(A⊗(p+1),K), introduce the dif-
ferential bγ :Cp → Cp+1 by
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p∑
i=0
(−1)if (a0, . . . , aiai+1, . . . , ap+1)
+ (−1)p+1f (γ (ap+1)a0, a1, . . . , ap). (3.2)
One checks that b2γ = 0, and the cohomology of the resulting cochain complex is called the
twisted Hochschild cohomology of A. When γ = 1, this definition reduces to the ordinary
Hochschild cohomology HH •(A).
3.2. The local model
Let V = R2n equipped with the standard symplectic form
ω =
n∑
i=1
dpi ∧ dqi,
in coordinates (p1, . . . , pn, q1, . . . , qn) ∈ R2n. The Weyl algebra W2n of (R2n,ω) is given
over the field K = C((h¯)) by the vector space K[p1, . . . , pn, q1, . . . , qn] of polynomials in
(p1, . . . , pn, q1, . . . , qn) with the Moyal product defined by
a  b =m( exp h¯α(a ⊗ b)).
Here, m :W2n ⊗ W2n → W2n is the commutative product on polynomials and
α(a ⊗ b)=
n∑
i=1
∂a
∂pi
⊗ ∂b
∂qi
− ∂b
∂pi
⊗ ∂a
∂qi
denotes the action of the Poisson tensor on W2n⊗W2n. The Weyl algebra is in fact a functor from
symplectic vector spaces to unital algebras over K, which implies that there is a canonical action
of Sp2n, the group of real linear symplectic transformations, on W2n by automorphisms. This
induces an action of sp2n(K) := sp2n ⊗R K, where sp2n is the Lie algebra of Sp2n, by deriva-
tions. In fact, this action is inner, sp2n(K) being identified with the degree two homogeneous
polynomials in W2n acting by the commutator. In particular, a linear symplectic transformation
γ ∈ Sp2n acts on the Weyl algebra by automorphisms and we can consider the twisted Hochschild
homology of W2n.
Proposition 3.1. (Cf. [1].) Let γ be a linear symplectomorphism of R2n, and 2k the dimension
of the fixed point space of γ . Then the twisted Hochschild homology of W2n is given by
HH
γ
p (W2n)=
{
K for p = 2k,
0 for p = 2k. (3.3)
Proof. Although the proposition can be extracted from [25], let us give the (standard) argu-
ment. First note that there is a decomposition of the symplectic vector space W = R2n as
W =Wγ ⊕W⊥, where Wγ = ker(1 − γ ) is the fixed point space of γ and W⊥ = im(1 − γ ) its
symplectic orthogonal. Since γ ∈ Sp2n, this is a symplectic decomposition, and by assumption
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tic basis (y1, . . . , y2n) of W . Observe now that the filtration by powers of h¯ induces a spectral
sequence with E0-term the classical twisted Hochschild homology of the polynomial algebra
A2n = K[p1, . . . , pn, q1, . . . , qn]. To compute this homology, one chooses a Koszul resolution
of A:
0 ←−A m←−Ae ∂←− · · · ∂←−Ae ⊗Λ2n−1W ∗ ∂←−Ae ⊗Λ2nW ∗ ←− 0,
where the differential ∂ is defined in the usual way by
∂(a1 ⊗ a2 ⊗ dyi1 ∧ · · · ∧ dyip )
=
p∑
j=1
(−1)j (yij a1 ⊗ a2 − a1 ⊗ yij a2)⊗ dyi1 ∧ · · · ∧ d̂yij ∧ · · · ∧ dyip .
This is a projective resolution of A in the category of A-bimodules. Since by definition, cf. (3.1),
HH
γ• (A) = TorAe• (Aγ ,A), we apply the functor Aγ ⊗Ae − to this resolution and compute the
cohomology. This yields the complex
0 ←−Aγ m←−Aγ ⊗W ∗ ∂←− · · · ∂←−Aγ ⊗Λ2n−1W ∗ ∂←−Aγ ⊗Λ2nW ∗ ←− 0
with differential
∂(a ⊗ dyi1 ∧ · · · ∧ dyip )=
p∑
j=1
(−1)j (yij a − γ (yij )a)⊗ dyi1 ∧ · · · ∧ d̂yij ∧ · · · ∧ dyip .
Since y1, . . . , y2k form a basis of V γ , their contribution in the differential will vanish. The de-
composition W =Wγ ⊕W⊥ yields a decomposition of exterior products
ΛlW ∗ =
⊕
p+q=l
Λp
(
Wγ
)∗ ⊕Λq(W⊥)∗,
and from the previous remark we see that the differential on the Λp(Wγ )∗-part is zero. In the
q-direction one finds a direct sum of degree shifted Koszul complexes of the ring A associated
to the regular sequence (yk+1 − γ (yk+1), . . . , y2n − γ (y2n)). Recall that a Koszul complex of a
regular sequence x = (x1, . . . , xn) in an algebra A has homology concentrated in degree 0 equal
to A/I , where I = (x)A. In our case this ideal is exactly the vanishing ideal of Wγ , and one finds
HHγ• (A) =Ω•A2k/K,
where A2k = K[y1, . . . , y2k] and Ω•A2k/K is the algebra of Kähler differentials. Notice that this
argument proves a twisted analogue of the Hochschild–Kostant–Rosenberg theorem.
We therefore find E0p,q = Ωp+qA2k/K, and the differential d0 :E0p,q → E0p,q−1 is the algebraic
version of Brylinski’s Poisson differential [5] on the symplectic variety Wγ . Using the symplectic
M.J. Pflaum et al. / Advances in Mathematics 210 (2007) 83–121 93duality transform this complex is isomorphic to the algebraic de Rham complex of Wγ shifted
by degree. Therefore one finds
E1p,q = K iff p + q = 2k.
The spectral sequence collapses at this point and the result follows. 
It is not difficult to check that the cocycle
c2k =
∑
σ∈S2k
sgn(σ )1 ⊗ yσ(1) ⊗ · · · ⊗ yσ(2k)
is a generator of HHγ2k(W2n). Notice that the cocycle only involves the basis elements on W
γ
.
3.3. The external product
Let A and B be algebras equipped with automorphisms γA and γB . Since, as we have seen, the
twisted Hochschild cohomology is nothing but the ordinary Hochschild cohomology with values
in a twisted bimodule, the external product in Hochschild cohomology (see e.g. [30, Section 9.4])
yields a map
# :HHpγA(A)⊗HHqγB (B)→HHp+qγA⊗γB (A⊗B). (3.4)
Let us describe its construction. Denote by B•(A) and B•(B) the bar resolution of A re-
spectively B in the category of bimodules. Their tensor product B•(A) ⊗ B•(B) carries the
structure of a bisimplicial vector space, which, by the Eilenberg–Zilber theorem is chain homo-
topy equivalent to its diagonal. But the diagonal Diag(B•(A) ⊗ B•(B)) is naturally isomorphic
to the Bar complex of A ⊗ B . Explicitly, the Eilenberg–Zilber theorem is induced by the so
called Alexander–Whitney map, see [30, Section 8.5], which in our case gives rise to maps
fpq :Bp+q(A⊗B)→ Bp(A)⊗Bq(B). Taking the Hom in the category of bimodules over A⊗B
to Aγ ⊗Bγ , combined with the natural map
HomAe
(
Bp(A),AγA
)⊗ HomBe(Bp(B),BγB )→ HomAe⊗Be(Bp(A⊗B),AγA ⊗BγB )
yields a map Cp(A)⊗Cq(B)→ Cp+q(A⊗B) commuting with the twisted differentials, which
induces (3.4). The explicit expression on the level of Hochschild cocycles can be read off from
the Alexander–Whitney mapping. We will only need the following special case:
Assume γA = 1, and for notational simplicity put γ := γB . As one easily observes from the
definition of the differential (3.2), a cocycle of degree 0 in the Hochschild cochain complex
is nothing but a γ -twisted trace. Recall that a γ -twisted trace on a K-algebra B with a fixed
automorphism γ ∈ Aut(B) is a linear functional trγ :B → K such that
trγ (b1b2)= trγ
(
γ (b2)b1
)
. (3.5)
Taking the external product with such a cocycle yields the following:
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trace trγ on a K-algebra B with an automorphism γ , the formula
τ
γ
k
(
(a0 ⊗ b0)⊗ · · · ⊗ (ak ⊗ bk)
) := τk(a0 ⊗ · · · ⊗ ak) trγ (b0 · · ·bk)
defines a γ -twisted Hochschild cocycle of degree k on A⊗B .
Proof. Of course, one can prove this by checking that τγk = τk# trγ , a fact which can be read
off from the precise form of the Alexander–Whitney map, and using that the map # passes to
cohomology, as in (3.4). However it can also be done by a direct computation:(
bγ τ
γ
k
)(
(a0 ⊗ b0)⊗ · · · ⊗ (ak+1 ⊗ bk+1)
)
=
k∑
i=0
(−1)iτk(a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ak+1) trγ (b0 · · ·bk+1)
+ (−1)k+1τk(ak+1a0 ⊗ · · · ⊗ ak) trγ
(
γ (bk+1)b0 · · ·bk
)
= (bτk)(a0 ⊗ · · · ⊗ ak+1) trγ (b0 · · ·bk+1)= 0,
since τk is a Hochschild cocycle. Here, b denotes the ordinary (untwisted) Hochschild cobound-
ary operator on the complex Ck(A) and we have used the twisted trace property (3.5) of trγ . 
3.4. The cocycle
In this subsection we will construct a cocycle of degree 2k in the twisted Hochschild complex
of W2n, where the twisting is induced by γ ∈ Sp2n. We use the notation from the proof of Propo-
sition 3.1 and recall, in particular, the symplectic decomposition Cn = Ck ⊕C(n−k), where Ck =
ker(1 − γ ) and C(n−k) = Im(1 − γ ). By this, the Weyl algebra has form W2n = W2k ⊗W2(n−k),
and we can use the external product to construct the Hochschild cocycle. For notational sim-
plicity, put WT2n := W2k and W⊥2n := W2(n−k). The computation of the twisted Hochschild
cohomology of W, WT and W⊥ follows from Proposition 3.1. The twisted Hochschild cohomol-
ogy of W2n is one-dimensional and concentrated in degree 2k. Since the twisting induced by γ
is trivial on WT2n, its (ordinary, i.e., untwisted) Hochschild cohomology is also one-dimensional
and in degree 2k. Finally, W⊥2n has cohomology concentrated in degree 0 and equal to K. There-
fore, the only way to construct a nontrivial twisted Hochschild cocycle on W2n is by taking the
external product of an untwisted Hochschild cocycle of degree 2k on WT2n with a twisted trace
on W⊥2n.
In [14], a Hochschild cocycle of degree 2k on W2k was constructed. Let us recall its definition.
For 0 i = j  2k, denote by αij the Poisson tensor on C2k on the ith and j th slot of the tensor
product W⊗(2k+1)2k :
αij (a0 ⊗ · · · ⊗ a2k)= 12
k∑
l=1
(
a0 ⊗ · · · ⊗ ∂ai
∂pl
⊗ · · · ⊗ ∂aj
∂ql
⊗ · · · ⊗ a2k
− a0 ⊗ · · · ⊗ ∂ai ⊗ · · · ⊗ ∂aj ⊗ · · · ⊗ a2k
)
.∂ql ∂pl
M.J. Pflaum et al. / Advances in Mathematics 210 (2007) 83–121 95The operator π2k ∈ End(W⊗(2k+1)2k ) is defined as
π2k(a0 ⊗ · · · ⊗ a2k)=
∑
σ∈S2k
sgn(σ ) a0 ⊗ ∂a1
∂yσ(1)
⊗ · · · ⊗ ∂a2k
∂yσ(2k)
.
Let μ2k :W⊗2k+12k → K be the operator μ2k(a0 ⊗· · ·⊗a2k)= a0(0) · · ·a2k(0), where ai(0) is the
constant term of ai . With these operators at hand, define
τ2k(a)= μ2k
∫
Δ2k
∏
0i<j2k
eh¯(2ui−2uj+1)αij π2k(a) du1 ∧ · · · ∧ du2k, (3.6)
where a := a0 ⊗ a1 ⊗ · · ·⊗ a2k ∈ W⊗2k+12k , and Δ2k is the standard simplex in R2k+1. As proved
in [14, Section 2], this defines a nontrivial Hochschild cocycle of degree 2k. It is an explicit
cocycle representative of the only nonvanishing cohomology class.
In the “transverse direction,” i.e., on W⊥2n, we need a twisted trace. Fortunately, such traces
have been constructed in [11]. For this, we choose a γ -invariant complex structure on V ⊥, iden-
tifying V ⊥ ∼= Cn−k so that γ ∈U(n− k). The inverse Caley transform
c(γ )= 1 − γ
1 + γ
is an anti-Hermitian matrix, i.e., c(γ )∗ = −c(γ ). With this, define
trγ (a) := μ2(n−k)
(
det−1
(
1 − γ−1) exp(h¯c(γ−1)ij ∂
∂zi
∂
∂z¯j
)
a
)
,
where c(γ−1)ij is the inverse matrix of c(γ−1) and we sum over the repeated indices i, j =
1, . . . , n. It is proved in [11, Theorem 1.1], see also [13, Lemma 7.3], that this functional is a γ -
twisted trace density, i.e., satisfies Eq. (3.5). Clearly, trγ (1)= det−1(1−γ−1), so we immediately
see from Proposition 3.1 that trγ is independent of the choice of a complex structure. This is also
explicitly proved in [11], but we view it as a “cohomological rigidity.”
With the Hochschild cocycle τ2k on W2k and the twisted trace density τγ on W2(n−k) we can
now define the twisted Hochschild cocycle τγ2k on W2n = W2k ⊗W2(n−k) of degree 2k using the
formula given in Lemma 3.2.
As we have seen in Section 3.2, the Lie algebra sp2n acts on W2n by derivations. Since
γ ∈ Sp2n, it will act on sp2n by the adjoint action. In the following, we will be interested in
the γ -fixed Lie subalgebra under this action:
h := spγ2n ∼= sp2k ⊕ spγ2(n−k).
The isomorphism follows from the decomposition Cn = Ck ⊕Cn−k , which is a decomposition of
representations of the cyclic group generated by γ , Ck being the isotypical summand of the trivial
one. In general, h is a semisimple Lie subalgebra of sp2n. The following is the twisted analog of
Theorem 2.2 in [14] and lists the properties of the cocycle obtained by means of Lemma 3.2:
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complex which has the following properties:
(i) The cochain τγ2k is h-invariant which means that
2k∑
i=0
τ
γ
2k
(
a0 ⊗ · · · ⊗ [a, ai] ⊗ · · · ⊗ a2k
)= 0 for all a ∈ h.
(ii) The relation τγ2k(c2k)= det−1(1 − γ−1) holds true.
(iii) For every a ∈ h one has
2k∑
i=1
(−1)iτ γ2k(a0 ⊗ · · · ⊗ ai−1 ⊗ a ⊗ ai ⊗ · · · ⊗ a2k−1)= 0.
Proof. It follows from Lemma 3.2 that τγ2k is a twisted Hochschild cocycle of degree 2k. Since
τ2k is normalized on W2n, see [14, Theorem 2.2], the twisted cocycle τγ2k is normalized as well.
For the first property, we write an element in a ∈ h acting on W2n as a = x ⊗ 1 + 1 ⊗ y with
x ∈ sp2k and y ∈ spγ2(n−k). Consequently, we verify the equality in (i) for x and y separately. For
x ∈ sp2k this is nothing but [14, Theorem 2.2(i)]. For y ∈ spγ2(n−k), one has
2k∑
i=0
trγ
(
a0 · · · [y, ai] · · ·a2k
)= 0,
because y commutes with γ . Property (ii) follows at once from the fact that τ2k(c2k)= 1, cf. [14,
Theorem 2.2(ii)]. Finally, (iii) again splits into two parts for a = x⊗1+1⊗y as above. The first
part vanishes because of [14, Theorem 2.2(iii)]. The second is zero since τ2k is normalized. 
4. Construction of a twisted trace density
4.1. Twisted Lie algebra cohomology
Let h ⊂ g be an inclusion of Lie algebras. Recall that for a g module M , the Lie algebra
cochain complex is given by Ck(g;M) := Hom(Λkg,M), with differential ∂Lie :Ck(g;M) →
Ck+1(g;M) defined as
(∂Lief )(x1 ∧ · · · ∧ xk+1)=
k+1∑
i=1
(−1)i+1xi · f (x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xk+1)
+
∑
i<j
(−1)i+j f ([xi, xj ] ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xk+1).
This forms a complex, i.e., ∂2Lie = 0, and its cohomology is the Lie algebra cohomology
H •(g;M). Likewise, the relative Lie algebra cochain complex Ck(g,h;M)= Hom(Λk(g/h),M)h
is the subcomplex of C•(g;M) consisting of h-invariant cochains vanishing when any of the
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coefficients in M .
For an algebra A over K, we denote by glN(A) the Lie algebra of N × N matrices with
entries in A. On equals footing, an A-bimodule M yields a glN(A)-module MN(M) of N ×N
matrices with entries in M and module structure given by the matrix commutator combined with
the left and right A-module structure. For M =A∗γ , we therefore obtain the Lie algebra complex
C•(glN(A);MN(A∗γ )). This is the twisted Lie algebra cohomology complex, and we denote the
differential by ∂γLie. Consider now the map φN :C
•(A,A∗γ )→ C•(glN(A);MN(A∗γ )) given by
φN(τ)(M1 ⊗ a1, . . . ,Mk ⊗ ak)(M0 ⊗ a0)
:=
∑
σ∈Sk
sgn(σ )τ (a0 ⊗ aσ(1) ⊗ · · · ⊗ aσ(k)) tr(M0Mσ(1) · · ·Mσ(k)),
where τ ∈ Ck(A,A∗γ ), M0,M1, . . . ,Mk ∈ glN(K), a0, . . . , ak ∈ A, and tr is the canonical trace
on glN(K). It is immediately clear by inspection of the differentials that this defines a morphism
φN :
(
C•(A), bγ
)→ (C•(glN(A);MN (A∗γ )), ∂γLie)
of cochain complexes. Using this morphism we define the following 2k-cocycle in the Lie algebra
complex:
Θ
N,γ
2k := φN
(
τ
γ
2k
)
. (4.1)
For N = 1 we simply write Θγ2k for this cocycle.
4.2. The construction
We now come to the actual construction, which is in fact just a twisted version of the con-
struction in [14]. As is well known, any deformation quantization of a symplectic manifold is
isomorphic to a Fedosov deformation. On the symplectic manifold G0 this implies that there is
a resolution
0 −→Ah¯(G0)−→Ω0(G0,W2n) D−→Ω1(G0,W2n) D−→ · · ·
of the space of global sections of the sheaf Ah¯, where Ωp(G0,W) is the space of p-forms with
values in the Weyl algebra bundle W2n, and D is a so-called Fedosov connection. Recall that
W2n is the bundle of algebras defined by
W2n = F 2nSp ×Sp2n W2n, (4.2)
where F 2nSp denotes the bundle of symplectic frames on the tangent bundle TG0. Combining the
wedge product of forms with the algebra structure in the fibers of W turns Ω•(G0,W) into a
graded algebra, with product denoted by •. By definition, a Fedosov connection is a connection
on the Weyl algebra bundle which is a derivation with respect to this product, i.e.,
D(α • β)= (Dα) • β + (−1)deg(α)α • (Dβ).
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with its algebra structure. The Fedosov connection can be decomposed as
D = ∇ + [A,−], (4.3)
where ∇ is a symplectic connection on TG0, i.e., ∇ω = 0, [−,−] is the commutator with respect
to the product •, and A ∈Ω1(G0,W2n). Since D2 = 0, the quantity
∇A+ 1
2
[A,A] =Ω (4.4)
must be central, i.e., is a Ch¯-valued two form. Since G is a proper étale Lie groupoid, the Weyl
algebra bundle W2n is automatically a G-bundle, i.e., carries an action of G. We choose D to
be an invariant Fedosov connection with respect to this action. Then this construction actually
yields a resolution of Ah¯ in the category of G-sheaves. The associated symplectic connection ∇
andW2n-valued 1-form A are therefore G-invariant. Let us recall now that the pull-back by s (or
equivalently by t) extendsW2n (respectively D, ∇ , A) in a natural way to a bundle (respectively
to connections respectively a 1-form) defined over G1. For convenience, we will denote in the
following the thus obtained objects by the same symbol as their restrictions to G0.
Consider now a sector O of G, that is, a minimal G-invariant component of B0. Using the
natural embedding ι :O ↪→ G1, we can pull back the bundle of Weyl algebras on G1 to ι∗W2n.
As a pull-back, this bundle inherits a natural Fedosov connection ι∗D = ι∗∇ + ι∗A defined by
(ι∗D)(ι∗α)= ι∗(Dα), (4.5)
with Weyl curvature
(ι∗∇)(ι∗A)+ 1
2
[ι∗A, ι∗A] = ι∗Ω. (4.6)
By definition (4.5), restriction to O maps flat sections of Ω•(G0,W2n) to flat sections over O.
Combined with the natural inclusion Ah¯(G0) → Ω0(G0,W2n) above as flat sections with re-
spect to the connection D, we obtain a natural morphism of sheaves ι−1Ah¯ → ι−1W2n which
we write on sections as a → ι∗a. Indeed notice that the map ι∗ : ι−1Ah¯(O) → Ω0(O, ι∗W2n)
thus defined, depends on the germ at O of a section of Ah¯ on G0, since its definition uses an
embedding as a flat section of D on G0 before restricting to O. Applying this construction on
every sector O ⊂ B0, one obtains a map ι∗ : ι−1Ah¯(B0)→Ω0(B0, ι∗W2n).
After these preparations, define
ψD(a) := (−1)
k
(2k)! Θ
γ
2k(ι
∗A∧ · · · ∧ ι∗A)(ι∗a). (4.7)
Lemma 4.1. ψD is a well-defined morphism of sheaves ψD : ι−1Ah¯ → Ω topB0 h¯ which depends
only on the Fedosov connection D.
Proof. We have already showed that the germ of ψD(a) at x ∈ B0 depends only on the germ of
a at x in G0, i.e., the morphism is defined on ι−1Ah¯. Next, we have to show that it is independent
of the choice of A, for a given Fedosov connection D. In general, the splitting (4.3) is unique up
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B0 of the difference between two choices of A is given by an h-valued 1-form on B0. Therefore,
it follows from Proposition 3.3(iii) that ψD only depends on the choice of D. 
Proposition 4.2. ψD defines a θ -twisted trace density on ι−1Ah¯.
Proof. The proof is the same as in [14], except for the twisting: Consider ϕ : ι−1Ah¯ ⊗ ι−1Ah¯ →
Ω
top−1
B0
h¯ defined by
ϕ(a ⊗ b) := (−1)
k
(2k)! Θ
γ
2k(ι
∗A∧ · · · ∧ ι∗A∧ ι∗a)(ι∗b).
In the definition of ι∗a, we extended a to a flat section in Ω0(G0,W2n). By (4.5), ι∗a therefore
is flat with respect to ι∗D which means that ι∗∇(ι∗a)+ [ι∗A, ι∗a] = 0. Now we compute
dϕ(a, b)= (2k − 1)Θγ2k
(
(ι∗∇)ι∗A∧ · · · ∧ ι∗A∧ ι∗a)(ι∗b)
+Θγ2k(ι∗A∧ · · · ∧ ι∗A∧ ι∗∇ι∗a)(b)
+Θγ2k(ι∗A∧ · · · ∧ ι∗A∧ ι∗a)(ι∗∇ι∗b)
= −2k − 1
2
Θ
γ
2k
([ι∗A, ι∗A] ∧ ι∗A · · · ∧ ι∗A∧ ι∗a)(ι∗b)
−Θγ2k
(
ι∗A∧ · · · ∧ ι∗A∧ [ι∗A, ι∗a])(ι∗b)
−Θγ2k(ι∗A∧ · · · ∧ ι∗A∧ ι∗a)
([ι∗A, ι∗b])
=Θγ2k(ι∗A∧ · · · ∧ ι∗A)
(
θ(ι∗a)(ι∗b)− (ι∗b)(ι∗a))
=ψD
(
θ(a)b − ba),
where we have used Eq. (4.6). In the last step we have used the fact that Θγ2k is a twisted Lie
algebra cocycle, together with the fact that the connection ι∗A is G-invariant: θ(ι∗A)= ι∗A. 
Applying Proposition 2.2 we obtain a trace on the deformed convolution algebra explicitly
given by
Tr(a)=
∫
B0
1
(2πih¯)k
ψD(a)=
∫
B0
1
(2πih¯)k
Θ
γ
2k(ι
∗A∧ · · · ∧ ι∗A)(ι∗a). (4.8)
Remark 4.3. In this formula and the remainder of this paper, k will be regarded as an integer-
valued function on B0 (respectively on X˜) which for every loop g ∈ B0 gives half of the dimen-
sion of the fixed point space of the action of the isotropy group Gx on TxG0, where x = s(g).
Clearly, k is constant on each sector O ⊂ B0 by construction.
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To evaluate the image of the general index map (1.4), it is convenient to twist the construction
of the density ψD by an orbifold vector bundle E. By definition, an orbifold vector bundle is a
G-vector bundle on G0. The Fedosov construction can be twisted by a vector bundle, see [10],
by tensoring the Weyl algebra bundle W2n with End(E). Choosing a connection ∇E on E, there
is a flat Fedosov connection DE on W2n ⊗ End(E) which may be written as DE = ∇ ⊗ 1 + 1 ⊗
∇E + [AE,−], modifying (4.3). The space of flat sections is a formal deformation Ah¯E(G0) of
the algebra Γ (G0,End(E)) of smooth sections of the bundle End(E). In this section, we will
construct traces on the crossed product Ah¯E G. Notice that since Ah¯E G is Morita equivalent
to Ah¯  G, its Hochschild and cyclic homology are isomorphic and they have the same number
of independent traces.
Since G acts on the orbifold vector bundle, the restriction of E (or more precisely s∗E)
to B0 carries a canonical fiberwise action of the cyclic structure θ . Let V be the typical fiber
of E, which is a representation space of the finite group Γ generated by θ = γ . In the local
model, we therefore switch from W2n to the Weyl algebra with twisted coefficients WV2n :=
W2n ⊗ End(V ). As in Section 4.1, the WV2n-bimodule WV ∗2n,γ , with the right action, in both
components, twisted by γ , yields a natural gl(WV2n)-module. Again, there is a natural morphism
φV :C
•(WV2n,W
V ∗
2n,γ )→ C•(gl(WV2n);WV ∗2n,γ ) given by
φV (τ)(M1 ⊗ a1, . . . ,Mk ⊗ ak)(M0 ⊗ a0)
:=
∑
σ∈Sk
sgn(σ )τ (a0 ⊗ aσ(1) ⊗ · · · ⊗ aσ(k)) trV (γM0Mσ(1) · · ·Mσ(k)),
where τ ∈ Ck(WV2n,WV ∗2n,γ ), M0,M1, . . . ,Mk ∈ End(V ), a0, . . . , ak ∈ WV2n, and trV is the canon-
ical trace on End(V ). The appearance of the γ -twisted trace trV,γ can be explained by factorizing
this maps as the Morita equivalence
trV,γ :C•
(
W2n,W
∗
2n,γ
)→ C•(WV2n,WV ∗2n,γ ),
combined with the natural morphism C•(WV2n,W
V ∗
2n,γ ) → C•(gl(WV2n);WV ∗2n,γ ) of Section 4.1.
For any Γ -representation V we therefore define
Θ
V,γ
2k := φV
(
τ
γ
2k
) ∈ C2k(gl(WV2n);WV ∗2n,γ ). (4.9)
Continuing as in Section 4.2, the trace density ψDE : ι−1Ah¯E →Ω topB0 h¯ is defined by
ψDE(a)=ΘV,γ2k
(
ι∗AE ∧ · · · ∧ ι∗AE
)
(ι∗a).
The analogues of Lemma 4.1 and Proposition 4.2 are proved in exactly the same manner.
Therefore the integral over B0 of this density gives a trace TrE on Ah¯E  G. Its virtues lie in
the following proposition. Recall from (1.4) that the trace defined in Eq. (4.8) induces a map
Tr∗ :K0 (X)→ K.orb
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compact subset. Then [E] − [F ] ∈K0orb(X), and one has
Tr∗
([E] − [F ])= ∫
X˜
1
(2πih¯)km
(
ψDE(1)−ψDF (1)
)
.
Hereby, m : X˜ → N is the locally constant function which coincides for every sector O ⊂ B0
with mO , the order of the isotropy group of the principal stratum of O/G⊂ X˜.
Remark 4.5. Note that both ψDE(1) and ψDF (1) are G-invariant, and therefore define differ-
ential forms on X˜. Moreover, since E and F are isomorphic outside a compact subset of X,
ψDE(1)−ψDF (1) is compactly supported on X˜.
Proof. First recall from Section 1.2 that for every orbifold vector bundle E, the section space
Γc(E) is a projective C∞c (G)-module. Hence, Γc(E) defines a projection e in the matrix algebra
MN(C∞c (G)) of C∞c (G), for some large N . Observe that e is a projection with respect to the con-
volution product on C∞c (G), and generally is not a projection valued matrix function. According
to [10, Theorem 6.3.1], the projection e now has an extension to a “quantized” projection eˆ in
MN(A((h¯)) G). By definition, Tr∗([E]) equals Tr(eˆ).
In the following, we will express Tr(eˆ) in terms of an integral over the inertia orbifold. We will
do the computation locally, and use a partition of unity later to glue the formulas. When restricted
to a small open set U of the orbifold X, the groupoid representing U is Morita equivalent to a
transformation groupoid M  Γ ⇒M , where M is symplectomorphic to an open set of R2n
with the standard symplectic form, and Γ is a finite group acting by linear symplectomorphisms
on M . The restriction of e to M  Γ can be computed explicitly.
Any Γ -vector bundle E on M can be embedded into a trivial Γ -vector bundle of high enough
rank. Denote by E′ the complement of E in this trivial Γ -vector bundle, and let eΓ be the
projection valued Γ -invariant function corresponding to the decomposition E ⊕ E′. Let eˆΓ be
the quantization of eΓ . By [6, Theorem 3], one has ψDE(1) = ψDE+DE′ (eˆΓ ) for some Fedosov
connection DE′ on E′.
Now let Π denote the function 1|Γ |
∑
γ∈Γ δγ on M Γ , where δγ denotes the element (1, γ )
in C∞(M)  Γ . Observe that Π is a projection with respect to the convolution product on
C∞c (M)  Γ . The subspace MΠ := (C∞c (M)  Γ ) · Π generated by Π in C∞c (M)  Γ is a
left C∞c (M)  Γ -module and a right C∞c (M)Γ -module. Tensoring with MΠ thus defines a map
from the projective modules on C∞c (M)Γ to C∞c (M) Γ . Hence, it induces a map on the corre-
sponding projectors. It is not hard to see that eΓ is mapped to e, and e can be expressed by eΓ as
follows,
e = 1|Γ |
∑
γ∈Γ
eΓ δγ .
The quantizations of e and eΓ also satisfy this relation, hence
eˆ = 1|Γ |
∑
eˆΓ δγ .γ∈Γ
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∐
γ∈Γ Mγ , where Mγ is the
fixed point set of γ . Hence, over U , the trace TrU∗ ([E]) is computed as follows:
TrU∗
([E])= ∫
B0
1
(2πih¯)k
ψD(eˆ)=
∑
γ∈Γ
∫
Mγ
1
(2πih¯)k
ψD(eˆ)
=
∑
γ∈Γ
∫
Mγ
1
(2πih¯)k|Γ |ψD
(
eˆΓ
)
=
∑
〈γ 〉
∫
Mγ
1
(2πih¯)k|C(γ )|ψD
(
eˆΓ
)
=
∑
O
∫
O/Γ
1
(2πih¯)kmO
ψD
(
eˆΓ
)
.
Hereby, 〈γ 〉 denotes the conjugacy class of γ ∈ Γ , C(γ ) is the centralizer of γ , O ⊂ B0 runs
through the sectors of M  Γ , and O/Γ ⊂ U˜ is the quotient of O in the inertia (sub)orbifold
U˜ ⊂ X˜. Let us briefly justify the last equality in this formula. To this end recall first the definition
of an orbifold integral from Section 1.3 and second that each sector O/Γ coincides with the
quotient of some connected component of Mγ by the centralizer C(γ ). Let x be an element of
the open stratum of this connected component Mγα with respect to the stratification by orbit types.
By definition, mO is given by the order of the isotropy group C(γ )x . The orbit of C(γ ) through x
then has |C(γ )|/mO elements, and the integral
∫
O/Γ μ over an invariant form μ coincides with
mO|C(γ )|
∫
M
γ
α
μ. This proves the claimed equality (cf. also [13, Section 5]).
Using the fact that ψDE(1)=ψDE+DE′ (eˆΓ ), we thus obtain the following equality:
TrU∗
([E])= ∫
X˜U
1
(2πih¯)km
ψDE(1). (4.10)
Finally, note that the constructions of the projections e and eΓ , and of the bimodule MΠ are
local with respect to X. Therefore, one can glue together the local expressions (4.10) for the
traces TrU∗ by a partition of unity over X. This completes the proof. 
5. A local Riemann–Roch theorem for orbifolds
Our goal in this section is to use Chern–Weil theory in Lie algebra cohomology to express the
form ψD(1) constructed in Proposition 4.2 by characteristic classes.
Recall that in Section 4, we have defined ψD(a) as ΘN,γ2k (ι
∗A∧ · · · ∧ ι∗A)(ι∗a), where
Θ
N,γ
2k ∈ C•
(
glN(W2n),glN(K)⊕ sp2k(K)⊕ spγ2n−2k(K);MN
(
W
∗
2n,γ
))
is a cocycle. Consider now the morphism ev1 :MN(W∗2n,γ ) → K, which is the evaluation at the
identity. Because of the nontrivial γ -action, this is not a morphism of glN(W2n)-modules, but of
glN(W
γ
)-modules. Consequently, we put2n
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(
W
γ
2n
)
,
h := glN(K)⊕ sp2k(K)⊕ spγ2n−2k(K), (5.1)
and consider the Lie algebra cohomology cochain complex C2k(g,h;K). It is in this cochain
complex that we explicitly identify the cocycle ev1 ΘN,γ2k . Notice that this suffices to compute
ψD(1), since the restricted connection ι∗A is by assumption invariant under the action of the
cyclic structure θ .
5.1. Chern–Weil theory
In the following, we use Chern–Weil theory of Lie algebras to determine the cohomology
groups Hp(g,h;K) for p  2k.
First, recall the construction of Lie algebra Chern–Weil homomorphism. As above, let g be
a Lie algebra and h a Lie subalgebra with an h-invariant projection pr :g → h. Define the cur-
vature C ∈ Hom(∧2g,h) of pr by C(u ∧ v) := [pr(u),pr(v)] − pr([u,v]). Let (S•h∗)h be the
algebra of h-invariant polynomials on h graded by polynomial degree. Define the homomor-
phism χ : (S•h∗)h → C2•(g,h;K) by
χ(P )(v1 ∧ · · · ∧ v2q)= 1
q!
∑
σ∈S2q
σ(2i−1)<σ(2i)
(−1)σP (C(vσ(1), vσ(2)), . . . ,C(vσ(2q−1), vσ(2q))).
The right-hand side of this equation defines a cocycle, and the induced map in cohomology
χ : (S•h∗)h →H 2•(g,h;K) is independent of the choice of the projection pr. This is the Chern–
Weil homomorphism.
In our case, that means with g and h given by Eq. (5.1), the projection pr :g → h is defined by
pr(M ⊗ a) := 1
N
tr(M)a2 +Ma0,
where aj is the component of a homogeneous of degree j in y. The essential point about the
Chern–Weil homomorphism in this case is contained in the following result.
Proposition 5.1. For N  n, the Chern–Weil homomorphism
χ :
(
Sqh∗
)h →H 2q(g,h;K)
is an isomorphism for q  2k.
Proof. The proof of this result goes along the same lines as the proof of Proposition 4.2 in [14],
bearing in mind that h is semisimple. The only difference is that we need the following result on
the cohomology H •(g;Sqg∗) for q > 0 proved in Corollary A.5:
Hp
(
glN
(
W
γ
2n
);SqMN (Wγ2n))= {0 for j < 2k,Kl for j = 2k. 
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By the isomorphism proved in Proposition 5.1, it follows that the cohomology class[
ev1
(
Θ
N,γ
2k
)] ∈H 2k(g,h;K)
corresponds, under the Chern–Weil isomorphism, to a unique element Pγ2k in (S
2kh)∗h. To find
this polynomial, we restrict the Chern–Weil homomorphism to a Lie subalgebra Wγk,n−k,N ⊂ g.
Pick coordinates (p1, . . . , pk, q1, . . . , qk) of R2k and (zk+1, . . . , zn−k) of Cn−k as in Sec-
tion 3. Recall that γ ∈ Sp2n acts trivially on the pi , qi , 1  i  k. Moreover, we assume
that the zj , k + 1  j  n, are chosen to diagonalize γ . Let K be the polynomial algebra
K := K[q1, . . . , qk, zk+1, . . . , zn]. Introduce the Lie algebra Wk,n−k,N := Der(K)  glN(K),
the semidirect product of polynomial vector fields by glN(K). This is the Lie subalgebra of
glN(W2n) of elements of the form∑
i
fipi ⊗ 1 +
∑
j
gj z¯j ⊗ 1 +
∑
k
hk ⊗Mk, with fi, gj , hk ∈K.
This Lie algebra has a natural γ -action, and Wγk,n−k,N is defined to be the γ -invariant part of
Wk,n−k,N . The Lie algebra h1 =Wγk,n−k,N ∩ h is isomorphic to
glk ⊕ gli1 ⊕ · · · ⊕ glil ⊕ glN,
where glis corresponds to the eigenspace of the γ -action on C
n with a given eigenvalue. Given
this Lie subalgebra h1 ⊂Wγn,n−k,N , we now consider the Chern–Weil homomorphism
χ :
(
Sqh∗1
)h1 →H 2q(Wγk,n−k,N ,h1;K). (5.2)
Proposition 5.2. For q  k, the Chern–Weil homomorphism (5.2) is injective.
Proof. By definition, H •(Wγk,n−k,N ,h1;K) is the cohomology of the Cartan–Eilenberg cochain
complex
(
Hom
( •∧(
W
γ
k,n−k,N/h1
)
,K
)h1
, ∂Lie
)
.
Write down a basis of Wk,n−k,N as follows:
qαi zβi pi ⊗ 1, qαj zβj z¯j ⊗ 1, qαst zβst ⊗Est , (5.3)
where qαi zβi pi , qαj zβj z¯j , and qαst zβst are polynomials. In the above formulas, αi , αj , αst , βi ,
βj , βst are multi-indices. If αi = (α1i , . . . , αki ), then
qαi := qα1i · · ·qα
k
i .1 k
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zβj := zβ
1
j
1 · · · z
βn−kj
n−k .
Finally, Est , 1  s, t  N , denotes the elementary matrix with 1 at the (s, t)-position and 0
everywhere else. Since γ acts diagonally on this basis, the γ -invariant elements in (5.3) form a
basis of Wγk,n−k,N .
Next, consider the h1-action on Hom(
∧•
(W
γ
k,n−k,N ),K). Note that the following elements
act diagonally on Wγk,n−k,N and commute with each other:
σ1 :=
k∑
i=1
qipi ⊗ 1, 1 i  k, and σ2 :=
n−k∑
j=1
zj z¯j ⊗ 1, 1 j  n− k.
Let us write down the formulas for the action of these elements:
(1) σ1-action.
(a) [σ1, qαi′ zβi′pi′ ⊗ 1] = ((∑kl=1 αli′) − 1)qαi zβi pi ⊗ 1, where αli′ is the lth component
of αi′ .
(b) [σ1, qαj zβj z¯j ⊗ 1] = (∑kl=1 αlj )qαj zβj z¯j ⊗ 1, where αlj is the lth component of αj .
(c) [σ1, qαst zβst ⊗Est ] = (∑kl=1 αlst )qαst zβst ⊗Est , where αlst is the lth component of αst .
(2) σ2-action.
(a) [σ2, qαi′ zβi′pi′ ⊗ 1] = (∑n−kl=1 βli′)qαi′ zβi′pi′ ⊗ 1, where βli′ is the lth component of βi′ .
(b) [σ2, qαj ′ zβj ′ z¯j ′ ⊗ 1] = (∑n−kl=1 βlj ′ − 1)qαj ′ zβj ′ z¯j ′ ⊗ 1, where βlj ′ is the lth component
of βj ′ . Note that z¯i is not γ -invariant, and therefore does not belong to W
γ
k,n−k,N . If
q
αj ′ zβj ′ z¯j ′ ⊗ 1 is γ -invariant, ∑n−kl=1 βlj ′ has to be greater than or equal to 1.
(c) [σ2, qαst zβst ⊗Est ] = (∑n−kl=1 βlst )qαst zβst ⊗Est , where βlst is the lth component of αst .
In the following, we denote by |αi | the sum of the components of αi , and similarly for |βj |. Since
σ1, σ2 are in h1, we know that only those elements of
Hom
( •∧(
W
γ
k,n−k,N/h1
)
,K
)
which have eigenvalue 0 will contribute to the h1-relative cohomology. Note that σ2 acts only
with nonnegative eigenvalues. Therefore, we can reduce our considerations to the σ2-invariant
Lie subalgebra of Wγk,n−k,N . This Lie subalgebra will be denoted by W˜
γ
k,n−k,N and has the fol-
lowing basis:
qαipi ⊗ 1, qαjj ′ zj z¯j ′ ⊗ 1, qαst ⊗Est , (5.4)
where zj and zj ′ have the same eigenvalue for the γ -action, and where 1  i  k, 1  j, j ′ 
n − k, and 1  s, t  N . By passing to the quotient W˜ γ /h1, no elements of the formk,n−k,N
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we consider the absolute cochain complex(
Hom
( •∧(
W˜
γ
k,n−k,N/h1
)
,K
)h1
, ∂Lie
)
.
The Lie algebra W˜ γk,n−k,N is closely related to the Lie algebra Wn considered in Theorem 2.2.4
of [17]. In particular, by the same arguments from invariant theory which show Lemma 1 in the
proof of [17, Theorem 2.2.4] one concludes that (Hom(∧•(W˜ γk,n−k,N/h1),K)h1 , ∂Lie) is gener-
ated by even degree polynomials. Let us explain this in the following in some detail.
First, denote the dual basis of (5.4) for W˜ γk,n−k,N as follows:
wαi =
(
qαipi ⊗ 1
)∗ ∈ Hom(W˜ γk,n−k,N ,K),
wαjj ′ =
(
q
αjj ′ zj z¯j ′ ⊗ 1
)∗ ∈ Hom(W˜ γk,n−k,N ,K),
wαst =
(
qαst ⊗Est
)∗ ∈ Hom(W˜ γk,n−k,N ,K).
Moreover, if I is a finite set of indices αi , denote by wI the antisymmetric product
wI =wα1i1 ∧ · · · ∧wαlil ,
where α1i1 < · · ·< αlil are the elements of I ordered by lexicographic (or some other fixed) order
on I . Likewise define wJ and wS for each finite set of indices αjj ′ respectively αst . Then, every
element ψ ∈ Hom(∧•(W˜ γk,n−k,N/h1),K)h1 can be written as a linear combination
ψ =
∑
I,J,S
ψI,J,S wI ∧wJ ∧wS,
where ψI,J,S ∈ K, I runs through all finite sets of indices αi , J through the finite sets of indices
αjj ′ with |αjj ′ |  1 and S through all finite sets of indices αst with |αst |  1. Note that the
restriction on the elements of the sets J and S comes from the fact that zj z¯j ′ ⊗ 1 and 1 ⊗ Est
vanish in the quotient Wγk,n−k,N/h1.
Since ψ is h1-invariant and the σ1-action is diagonal, the sum of the eigenvalues of the σ1-
action of each single component of wI ∧ wJ ∧ wS has to vanish, in case ψI,J,S = 0. In other
words, if ψI,J,S = 0, we have the following identity:∑
αi∈I
(|αi | − 1)+ ∑
αjj ′ ∈J
(|αjj ′ |)+ ∑
αst∈S
(|αst |)= 0. (5.5)
Suppose now that in wI ∧wJ ∧wS there are mI,J,S elements of the form wi = (pi ⊗ 1)∗. Then
Eq. (5.5) entails
mI,J,S =
∑
αi>0
αi∈I
(|αi | − 1)+ ∑
αjj ′>0
α ′ ∈J
(|αjj ′ |)+ ∑
αst>0
αst∈S
(|αst |). (5.6)
jj
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one concludes from the glk-invariance of ψ , that the wi ’s have to be paired with distinct terms of
wαk or wαjj ′ or wαst such that |αk| 2, |αjj ′ |, |αst | 1. Thus, one has for ψI,J,S = 0 that mI,J,S
is less than the total number of terms of wαk , wαjj ′ , and wαst appearing in wI ∧ wJ ∧ wS with|αk|, |αjj ′ |, |αst | 1. Thus one has
mI,J,S 
∑
αi>0
αi∈I
1 +
∑
αjj ′>0
αjj ′ ∈J
1 +
∑
αst>0
αst∈S
1. (5.7)
Equations (5.6) and (5.7) together show that wαi , wαjj ′ , and wαst cannot appear in wI ∧wJ ∧
wS for nonvanishing ψI,J,S , if |αi | 3 or |αjj ′ | 2, or |αst | 2. Hence, by Eq. (5.6) again, we
have that mI,J,S is equal to the number of terms wαi , wαjj ′ and wαst showing up in wI ∧wJ ∧wS
with |αi | = 2, |αjj ′ | = 1, and |αst | = 1. Therefore,
mI,J,S =
∑
|αi |=2
1 +
∑
|αjj ′ |=1
1 +
∑
|αst |=1
1.
This shows that the degree of wI ∧ wJ ∧ wS with ψI,J,S = 0 is equal to 2mI,J,S , which
is even. The above arguments also show that Hom(
∧•
(W˜
γ
k,n−k,N/h1),K)h1 is generated
by even degree polynomials. This implies that the differential on the cochain complex
Hom(
∧•
(W˜
γ
k,n−k,N/h1),K)h1 degenerates. Therefore, in order to prove that χ is injective for
q  k, it is enough to show that for every nonzero polynomial P ∈ (Sqh1)∗h1 the image
χ(P ) ∈H 2q(Wγk,n−k,N ,h1;K)= Hom( 2q∧(W˜ γk,n−k,N/h1),K)h1
does not vanish on
∧2q
(W˜
γ
k,n−k,N/h1). But this follows from a straightforward check. 
5.3. Calculation of ev1(ΘN,γ2k )
By Propositions 5.1 and 5.2, one obtains the following commutative diagram:
(Skh∗)h
χ
(Skh∗1)h1
χ
H 2k(g,h;K) H 2k(Wγk,n−k,N ,h1;K).
(5.8)
The left vertical arrow in (5.8) is the isomorphism χ proved from Proposition 5.1. The right
vertical arrow has been constructed in Proposition 5.2 and has been proved to be injective. The
two horizontal arrows are restriction maps. Since h and h1 have the same Cartan subalgebra a
spanned by
qipi ⊗ 1, 1 i  k, zj z¯j ⊗ 1, k + 1 j  n, 1 ⊗Er, 1 r N,
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is injective. This implies that the lower horizontal map is also injective. Therefore, to determine
a polynomial Pγk ∈ (Skh∗)h such that χ(P γk ) = ev1(ΘN,γ2k ), one only needs to work with the
restriction of ev1(ΘN,γ2k ) to W
γ
k,n−k,N .
Let X = X1 ⊕ X2 ⊕ X3 ∈ sp2k(K) ⊕ spγ2(n−k)(K) ⊕ glN(K) = h. Define (Aˆh¯ Chγ Ch)q ∈
(Sqh∗)h to be the homogeneous terms of degree q in the Taylor expansion of
(Aˆh¯ Chγ Ch)(X) := Aˆh¯(X1)Chγ (X2)Ch(X3),
where Aˆh¯(X1) is det( h¯X1/2sinh(h¯X1/2) )
1/2
, and Chγ (X2) is trγ (exp(X2)) of the star exponential of X2,
and Ch(X3) is tr(exp(X3)). Recall now that ev1(ΘN,γ2k ) is given by the formula
ev1 Θ
N,γ
2k (v1, . . . , v2k)=ΘN,γ2k (v1, . . . , v2k)(1).
Theorem 5.3. For N  n, the following identity holds in H 2k(g,h;K):[
ev1 Θ
N,γ
2k
]= (−1)kχ((Aˆh¯ Ch Chγ )k).
Proof. Let us construct an invariant polynomial Pγk ∈ (S•h∗)h as follows. Since Pγk is required
to be invariant under the adjoint action, it is determined by its value on the Cartan subalgebra a
which is spanned by piqi ⊗ 1, 1 i  k, zj z¯j ⊗ 1, 1 j  n− k, and 1⊗El , 1 l N . Define
P
γ
k in (S
kh∗)h to be the unique homogeneous polynomial whose restriction to a is
P
γ
k (M1 ⊗ a1 ⊗ b1, . . . ,Mk ⊗ ak ⊗ bk)
= tr(M1 · · ·Mk)μk
( ∫
[0,1]k
∏
1ijn
eh¯ψ(ui−uj )αij (a1 ⊗ · · · ⊗ ak) du1 · · ·duk
)
trγ (b1  · · ·  bk),
with μk is as in Section 3.4 and ψ as in Section 2 of [14].
Remark 5.4. If we define Pk(M1 ⊗ a1, . . . ,Mk ⊗ ak) simply as Pγk (M1 ⊗ a1 ⊗ 1, . . . ,Mk ⊗
ak ⊗ 1), the polynomial Pk is the same as the one in the proof of Theorem 4.1 in [14]. Clearly,
P
γ
k is the product of Pk and trγ .
In the following, we prove that [ev1 ΘN,γ2k ] = (−1)kχ(P γk ). By h-invariance, it is enough to
show the equality on the Cartan subalgebra a. Let us define uij , vir ,wis ∈ Wγk,n−k,N for i, j =
1, . . . , k, r = 1, . . . ,N , and s = k + 1, . . . , n as follows:
uij :=
{ 1
2q
2
i pi, i = j ,
qiqjpj i = j , vir := qi ⊗Er, wis := qizs z¯s .
It is not difficult to check that
[pi,uij ]h¯ = qjpj , [pi, vir ]h¯ =Er, [pi,wis]h¯ = zs z¯s .
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C(pi, uij )= −piqi, C(pi, vir )= −Er, and C(pi,wis)= −zs z¯s .
Let xi be of the form ujk with j  k or vjr , or wjs . Then it is straightforward to check that
ev1 Θ
N,γ
2k (p1 ∧ x1 ∧ · · · ∧ pk ∧ xk)= (−1)kP γk
(
x1
q1
, . . . ,
xk
qk
)
.
Note that in the definition of Pγk , we did not change the component of trγ , so the computation is
the same as in the proof of [14, Theorem 4.1].
Now, we explicitly evaluate the polynomial Pγk on the diagonal matrices in the Cartan alge-
bra. Let X = Y + Z, where Y :=∑νiqipi +∑σrEr and Z :=∑ τszs z¯s , with νi, σr , τs ∈ K.
Consider the generating function
S(X) :=
∞∑
m=1
1
m!P
γ
m(X, . . . ,X).
Then
S(X)=
∑
m0
1
m!P
γ
m(X, . . . ,X)
=
∑
m0
1
m!
∑
0lm
m!
l!(m− l)!Pl(Y, . . . , Y︸ ︷︷ ︸
l
) trγ (Z  · · ·  Z︸ ︷︷ ︸
m−l
)
=
∑
m0
∑
0lm
1
l!(m− l)!Pl(Y, . . . , Y ) trγ
(
Z(m−l)
)
=
∑
l0
1
l!Pl(Y, . . . , Y )
∑
k=m−l0
1
k! trγ
(
Zk
)
.
According to [14, Theorem 4.1], the first term
∑
l0
1
l!Pl(Y, . . . , Y )
in the above equation is equal to (Aˆh¯ Ch)(Y ). For the second term, we can pull the sum into trγ
and find trγ (exp(Z)). Hence,
S(X)= (Aˆh¯ Ch)(Y )Chγ (Z).
Since Pγk is the degree k component of S, it is equal to (Aˆh¯ Ch Chγ )k . 
The same argument proves the twisted analogue for the cocycle ΘV,γ defined in (4.9):2k
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ev1 Θ
V,γ
2k
]= (−1)kχ((Aˆh¯ ChV Chγ )k).
Remark 5.6. In Theorem 5.5, ChV is a twisted Chern character on glV (K)γ defined by
ChV (X) := tr(γ exp(X)) for X ∈ glV (K)γ .
6. The algebraic index for orbifolds
In this section, we use the local Riemann–Roch formula in Theorem 5.3 to prove an algebraic
index theorem on a symplectic orbifold and thus confirm a conjecture by [13]. As an application
of this algebraic index theorem, we provide in Section 6.2 an alternative proof of the Kawasaki
index theorem for elliptic operators on orbifolds [19].
6.1. The conjecture by Fedosov–Schulze–Tarkhanov
Recall the set-up as described in Section 1. Consider a G-invariant formal deformation quan-
tization Ah¯ of G0 with characteristic class Ω ∈ H 2(X,K). Using the twisted trace density of
Section 3, the trace Tr :Ah¯ G→ K on the crossed product defined by Eq. (4.8) gives rise to an
index map by (1.4). The following theorem computes this map in terms of characteristic classes
on the inertia orbifold X˜ of X.
Theorem 6.1. Let E and F be orbifold vector bundles on X, which are isomorphic outside a
compact subset. Then we have
Tr∗
([E] − [F ])= ∫
X˜
1
m
Chθ
(
RE
2πi − R
F
2πi
)
det
(
1 − θ−1 exp(− R⊥2πi )) Aˆ
(
RT
2πi
)
exp
(
− ι
∗Ω
2πih¯
)
.
Proof. First, observe that by definition the left-hand side computes the pairing between the cyclic
cocycle of degree 0 given by the trace, and K-theory. Therefore, the left-hand side only depends
on the K-theory class of [E] − [F ] ∈K0orb(X) and will not change when we add a trivial bundle
to E and F . Indeed, the right-hand side is invariant under such changes as well, as for a trivial
bundle we have Chθ = Ch = 1. Consequently, we can assume without loss of generality that
rk(E) = rk(F )  n, enabling the use of the local Riemann–Roch Theorem 5.3 of the previous
section.
Let us first compute the local index density of Theorem 5.3 of the trivial vector bundle. In this
local computation we put θ = γ as the twisting automorphism. Notice that since A is G-invariant,
ι∗A defined in Section 4.2, Eq. (4.5) is also G-invariant. Therefore,
ψD(1)= ev1
(
Θ
N,γ
2k
)
(ι∗A∧ · · · ∧ ι∗A)
can be identified with the help of Theorem 5.3 as follows. Since the symplectic connection and
ι∗A are γ -invariant, it follows that the curvature ι∗R˜ is also γ -invariant. As in [14, Section 4.7],
we thus get
F
(
ι∗A(ξ), ι∗A(η)
)= ι∗R˜(ξ, η)− ι∗Ω(ξ,η)
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and we have used Eq. (4.6) to arrive at this result. To apply Theorem 5.3, we split the curvature
ι∗R˜ = ι∗R˜t + ι∗R˜⊥
according to the decomposition spγ2n = sp2k ⊕ spγ2(n−k). Substituting this into the formula for
ev1(Θ
γ
2k) of Theorem 5.3, we find
(−1)k
(2k)! ev1 Θ
γ
2k
(
ι∗A2k
)= (−1)k ev1 Θγ2k(ι∗A∧ · · · ∧ ι∗A)
= 1
n!P
γ
k
(
(ι∗R˜ − ι∗Ω)k)
= (Aˆh¯(ι∗R˜T )Ch(−ι∗Ω)Chγ (ι∗R˜⊥))k
= h¯k
(
Aˆ
(
RT
)
Ch
(
−1
h¯
ι∗Ω
)
trγ
(
exp
(
ι∗R˜⊥
h¯
)))
k
.
By the constructions in [11, Section 5] and the computations in [11, Theorem 4.1], one has
trγ
(
exp
(
ι∗R˜⊥
h¯
))
= (det(1 − γ−1 exp(−R⊥)))−1.
Inserting this expression into the above formula, we obtain (modulo exact forms)
ψD(1)= ev1
(
Θ
γ
2k
)= h¯k Aˆ(RT )Ch(− ι∗Ωh¯ )
det(1 − γ−1 exp(−R⊥)) .
For a general (i.e., nontrivial) vector bundle E, we put V equal to the typical fiber of E and use
Theorem 5.5 to find (modulo exact forms)
ψDE(1)= ev1
(
Θ
V,γ
2k
)= h¯k Chγ (RE)
det(1 − γ−1 exp(−R⊥)) Aˆ
(
RT
)
Ch
(
− ι
∗Ω
h¯
)
. (6.1)
Applying Proposition 4.4, the result now follows. 
The preceding proof shows even a stronger result, namely the following local version of the
algebraic index theorem which we expect to have wider applications.
Theorem 6.2. Let E be an orbifold vector bundle E on X, and, as before, denote by k the locally
constant function on the inertia orbifold X˜ which over each sector O coincides with 12 dimO.
Then the form
1
h¯k
ψDE(1)−
Chθ (RE)
det(1 − θ−1 exp(−R⊥)) Aˆ
(
RT
)
Ch
(
− ι
∗Ω
h¯
)
on X˜ is exact.
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denotes the trivial orbifold vector bundle of rank N . Next choose Fedosov connections DE for
E and D for the symplectic orbifold X. Recall that then DE ⊕ND is a Fedosov connection for
E ⊕ NX . Now all the assumptions necessary for the local index formula (6.1) are satisfied for
both the vector bundles E ⊕NX and NX . Hence the forms
1
h¯k
ψDE⊕ND(1)−
N + Chθ (RE)
det(1 − θ−1 exp(−R⊥)) Aˆ
(
RT
)
Ch
(
− ι
∗Ω
h¯
)
and
N
h¯k
ψD(1)− Ndet(1 − θ−1 exp(−R⊥)) Aˆ
(
RT
)
Ch
(
− ι
∗Ω
h¯
)
are both exact. Since ΨDE(1) + NΨD(1) − ΨDE⊕ND(1) is exact as well, the claim then fol-
lows. 
6.2. The Kawasaki index theorem
In this section, we derive Kawasaki’s index theorem [19] from Theorem 6.1 for orbifolds.
Hereby, we apply the methods introduced by Nest–Tsygan in [24], where the relation between
formal and analytic index formulas has been studied for compact Riemannian manifolds.
Let X be a reduced compact Riemannian orbifold, represented by a proper étale Lie groupoid
G1 ⇒ G0. We look at its cotangent bundle T ∗X, which is a symplectic orbifold and is repre-
sented by the groupoid T ∗G1 ⇒ T ∗G0 with the canonical (invariant) symplectic structure ω on
T ∗G0. The standard asymptotic calculus of pseudodifferential operators on manifolds can be
extended to X, as explained in Appendix B.
According to (B.2), the operator product on pseudodifferential operators defines an invariant
star product Op on T ∗G0. Since it is invariant, this star product descends to a star product OpX
on T ∗X. By (B.3) and (B.4), the operator trace on trace class operators defines a trace TrOp on
the deformation quantization of T ∗G0 and also a trace TrOpX on T ∗X.
In the case of a reduced orbifold T ∗X, one knows that the deformed groupoid algebra on T ∗G
constructed by Fedosov’s approach as in [29] is Morita equivalent to the deformed G-invariant
algebra on T ∗G0 with Fe as product [25, Proposition 6.5]. Recall that the latter is a deformation
quantization for T ∗X. By this Morita equivalence, Tr as defined by (4.8) reduces to a trace TrFeX
on the deformation quantization FeX of T ∗X.
By the classification of star products on a symplectic manifold by Nest and Tsygan [23], the
deformation quantization on T ∗G0 constructed in Appendix B is equivalent to the G-invariant
deformation quantization Fe of T ∗G0 obtained by Fedosov quantization with Weyl curvature
equal to −ω. Since G is a proper étale Lie groupoid, one can choose the equivalence Φ between
Op and Fe to be G-invariant. The pull-back of the trace TrFeX by Φ thus defines a trace on 
Op
X .
We denote this pull-back trace by TrFeX as well.
Proposition 6.3. The pull-back trace TrFeX is equal to the trace Tr
Op
X .
Proof. Consider a smooth function f on T ∗X with support in an open subset O ⊂ T ∗X such
that O is isomorphic to the orbit space of a transformation groupoid O˜  Γ , where O˜ is a
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linear symplectomorphisms. When restricted to O , the traces TrFeO and Tr
Op
O both correspond to
operator traces, but are defined by different polarizations of O˜ . By construction, TrOpX is defined
by a real polarization, while TrFeX is defined by a complex polarization. The Hilbert spaces cor-
responding to these different polarizations are related by a Γ -invariant unitary operator. Hence,
one concludes that TrFeO = TrOpO , and therefore TrFeX (f )= TrOpX (f ).
To check that TrFeX (f ) = TrOpX (f ) for any compactly supported smooth function f on T ∗X
one now uses an appropriate partition of unity to reduce the claim to the local case which just
has been proved. The proposition follows. 
The symbol σ(D) of an elliptic operator D on X defines an isomorphism between two orb-
ifold vector bundles E and F on T ∗X outside a compact subset. Similar to [10, Eq. (4.2.2)], the
index of D can be computed by TrOpX ([E]−[F ]). By Proposition 6.3, we can use TrFeX ([E]−[F ])
to calculate this. By Theorem 6.1 we have
TrFeX
([E] − [F ])= ∫
T˜ ∗X
1
m
Chθ
(
RE
2πi − R
F
2πi
)
det
(
1 − θ−1 exp(− R⊥2πi )) Aˆ
(
RT
2πi
)
Ch
(
− ι
∗Ω
2πih¯
)
.
Now recall that in the construction of the star product FeX , we have fixed −ι∗Ω to ι∗ω. Since the
canonical symplectic form ω is exact, one concludes that Ch(− 1
h¯
ι∗Ω) is equal to 1 in this case.
Hence we obtain the following theorem as an application of Theorem 6.1.
Theorem 6.4. [19] Given an elliptic operator D on a reduced compact orbifold X, one has
index(D)=
∫
T˜ ∗X
1
m
Chθ
(
σ(D)
2πi
)
det
(
1 − θ−1 exp (− R⊥2πi )) Aˆ
(
RT
2πi
)
,
where σ(D) is the symbol of D.
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Appendix A. Twisted Hochschild and Lie algebra cohomology
In this section we consider the cohomology of the Lie algebra glN(W2n  Γ ) for N  0,
where W2n is the (formal) Weyl algebra over R2n and Γ is a finite group which is assumed to act
114 M.J. Pflaum et al. / Advances in Mathematics 210 (2007) 83–121effectively by symplectomorphisms on R2n. More precisely, we will compute for 0  p  nΓ ,
N  n, and q ∈ N∗ the Lie algebra cohomology groups
Hp
(
glN(W2n  Γ );SqMN(W2n  Γ )∗
)
, (A.1)
where nΓ is a natural number depending on Γ and SqM denotes for every vector space M
the qth symmetric power. Clearly, if M is a bimodule over an algebra A, then SqM carries the
structure of a glN(A)-module as follows:
[a,m1 ∨ · · · ∨mq ] =
q∑
i=1
m1 ∨ · · · ∨ [a,mi] ∨ · · · ∨mq,
where a ∈A, m1, . . . ,mq ∈M and [a,mi] = ami −mia.
A.1. Z2-graded Hochschild and Lie algebra cohomology
For the computation of the above Lie algebra cohomology we will make use of the super or
in other words Z2-graded versions of Hochschild and Lie algebra (co)homology [15]. Let us
briefly describe the construction of these super homology theories. To this end consider first a
Z2-graded unital algebra A = A0 ⊕ A1. For a homogeneous element a ∈ A we then denote by
|a| its degree, that means the unique element i ∈ Z2 such that a ∈ Ai . Now there exist uniquely
defined face maps bj :Cp(A) → Cp−1(A), 0 j  p, which satisfy the following relations for
homogeneous a0, a1, . . . , ap ∈A:
bj (a0 ⊗ · · · ⊗ ap)
=
{
a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ap for 0 j < p,
(−1)|ap |(|a0|+···+|ap−1|)apa0 ⊗ a1 ⊗ · · · ⊗ ap−1 for j = p. (A.2)
Moreover, one has degeneracy maps sj :Cp(A) → Cp+1(A), 0  j  p, and cyclic operators
tp :Cp(A)→ Cp(A) defined as follows:
sj (a0 ⊗ · · · ⊗ ap)= a0 ⊗ · · · ⊗ aj ⊗ 1 ⊗ aj+1 ⊗ · · · ⊗ ap,
tp(a0 ⊗ · · · ⊗ ap)= (−1)|ap |(|a0|+···+|ap−1|)(ap ⊗ a0 ⊗ · · · ⊗ ap−1). (A.3)
It is straightforward to check that these data give rise to a cyclic object in the category of super
vector spaces, hence to the Hochschild and cyclic homology of the super algebra A.
As a particular example consider the super algebra C[ε], where ε is of degree 1 and satisfies
ε2 = 0 (cf. [16, Section 3.1]). One proves immediately, that for each p, the chains ω1p := 1 ⊗ ε⊗
· · ·⊗ε and ω2p := ε⊗ε⊗· · ·⊗ε are Hochschild cycles which generate the Z2-graded Hochschild
homology HHp(C[ε]). Moreover, one checks that B(ω1p) = B(ω0p) = 0 and B(ω2p) = ω1p+1,
where ω0p denotes the cycle 1 ⊗ · · · ⊗ 1. Consider Connes’ periodicity exact sequence
−→HHp
(
C[ε]) I−→HCp(C[ε]) S−→HCp−2(C[ε]) B−→HHp−1(C[ε])−→,
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is generated by [ω0p] and [ω2p] in case p is even, and by [ω0p], if p is odd. Thus, one has in
particular
HCp
(
C[ε])∼=HCp(C)⊕ C for every p ∈ N. (A.4)
Next consider a super Lie algebra g = g0 ⊕ g1. The super Lie algebra homology or in other
words Z2-graded Lie algebra homology H•(g,C) is then defined as the homology of the complex
−→Λlg d−→Λl−1g d−→ · · · d−→Λ1g d−→Λ0g = C,
where Λlg :=⊕p+q=l Epg0 ⊕ Sqg1 means the super exterior product, and
d(ξ1 ∧ · · · ∧ ξp)=
∑
1i<jp
[ξi, ξj ] ∧ ξ1 ∧ · · · ∧ ξˆi ∧ · · · ∧ ξˆj ∧ · · · ∧ ξp.
Clearly, every super algebra A gives rise to a super Lie algebra glN(A). Recall that one has the
following relation between the (super) Lie algebra homology and the Z2-graded cyclic homology
of A (cf. [20, Theorem 10.2.5]):
H•
(
glN(A);C
)∼=Λ•(HC[1](A)), N  0, (A.5)
where Λ• denotes the functor which associates to a graded vector space its graded symmetric
algebra.
A.2. Computation of the Lie algebra cohomology
Let us come back to our original goal, the computation of the Lie algebra homology groups
in (A.1). To this end recall first the following result which has been proved in various forms in
[1,8,25].
Proposition A.1. Let Γ be a finite group which acts (from the right) by automorphisms on an
algebra A over a field k. Then the Hochschild (co)homology of the convolution algebra A  Γ
satisfies
HH•(A Γ )=H•(A,A Γ )Γ , (A.6)
HH •(A Γ )=H •(A,A Γ )Γ . (A.7)
Now let us consider again the (formal) Weyl algebra W2n on R2n (over the field K =
C((h¯))) and let Γ act by symplectomorphisms on R2n. Then note that Hp(glN(W2n  Γ );
SqMN(W2n Γ )) is dual to Hp(glN(W2n Γ );SqMN(W2n Γ )∗), the Lie algebra cohomol-
ogy we are interested in. Hence it suffices to determine the homology groups Hp(glN(W2nΓ );
SqMN(W2n  Γ )). Define the super algebra A as the Z2-graded tensor product
A= (W2n  Γ )⊗C C[ε].
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Hp(A,K)∼=
⊕
p+q=k
Hp
(
W2n  Γ ;SqW2n  Γ
)
.
Recall from Proposition 3.1 that for every γ ∈ Γ the (twisted) Hochschild homology Hγ• (W2n)=
H•(W2n,W2nγ ) is concentrated in degree 2k〈γ 〉, where 2k〈γ 〉 is the dimension of the fixed point
space of γ (which depends only on the conjugacy class 〈γ 〉). Using the twisted Hochschild
(co)homology of W2n and Proposition A.1 one can derive the following result exactly as in [1],
where the case of the nonformal Weyl algebra has been considered.
Theorem A.2. (Cf. [1, Theorem 6.1].) Let Γ be a finite group which acts effectively by symplec-
tomorphisms on R2n and consider its induced action (from the right) on the formal Weyl algebra
over R2n. Denote for every p ∈ N by lp(Γ ) the number of conjugacy classes of elements of Γ
having a p-dimensional fixed point space. Then the following formula holds for the Hochschild
(co)homology of the crossed product algebra W2n  Γ :
dimK Hp(W2n  Γ )= dimK H 2n−p(W2n  Γ,W2n  Γ )= lp(Γ ). (A.8)
Now choose for every element γ of Γ a Hochschild cycle αγ the homology class of which
generates H2k〈γ 〉(W2n,W2nγ ), and denote by unionsq the exterior (shuffle) product. Then it is clear that(
C•−2k〈γ 〉(K), b,B
) −→unionsqαγ (C•(W2n), bγ ,B) (A.9)
is a morphism of mixed complexes. Moreover, by the properties of W2n it is even a quasi-
isomorphism for twisted Hochschild homology, hence a quasi-isomorphism of mixed complexes.
Next consider the following composition of morphisms of mixed complexes⊕
〈γ 〉∈Conj(Γ )
(
C•−2k〈γ 〉(K), b,B
) α−→ (C•(W2n,W2n  Γ ), b,B) ι→ (C•(W2n  Γ ), b,B),
(c〈γ 〉)〈γ 〉∈Conj(Γ ) → (c〈γ 〉 unionsq αγ )γ∈Γ , (A.10)
where Conj(Γ ) denotes the set of conjugacy classes of Γ , and where we have used the natural
identification (
C•(W2n,W2n  Γ ), b,B
)∼=⊕
γ∈Γ
(
C•(W2n), bγ ,B
)
.
One now checks easily that the αγ can be chosen in such a way that
αγ γ˜ γ−1 = γ αγ˜ for all γ, γ˜ ∈ Γ. (A.11)
Under this assumption on the αγ the composition ι ◦ α is a quasi-isomorphism of mixed com-
plexes. Let us show this in some more detail. By the choice of the αγ it is clear that the image of
the morphism α is invariant under the action of Γ . Moreover, α is injective on homology by con-
struction. Since the restriction of ι to the invariant part is a quasi-isomorphism in Hochschild
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rem A.2 that the composition ι◦ is a quasi-isomorphism in Hochschild homology as well. Hence
ι ◦ α is also a quasi-isomorphism of mixed complexes. Thus, if 2k is minimal among the dimen-
sions of fixed point spaces of the elements of Γ , one gets
HCp(W2n  Γ )=
{
0 for 0 p < 2k,
K
l2k(Γ ) for p = 2k. (A.12)
By construction and the Kunneth-isomorphism, the Hochschild complex C•(A) is quasi-
isomorphic to the tensor product complex (C•(A  Γ ), b) ⊗ C•(C[ε]). Hence, by the above
considerations ⊕
〈γ 〉∈Conj(Γ )
(
C•−k〈γ 〉
(
K[ε]), b,B)−→ (C•(A), b,B)
is a quasi-isomorphism of mixed complexes as well, which implies that
HCp(A)=
{
0 for 0 p < 2k,
K
2l2k(Γ ) for p = 2k. (A.13)
Inspecting formula (A.5) both for W2n and A one now obtains the main result of this section.
Theorem A.3. Let γ be a linear symplectomorphism of R2n of finite order, Γ be the cyclic group
generated by γ , and put 2k := dim(R2n)γ . Then for N  n,
Hp
(
glN(W2n  Γ );SqMN(W2n  Γ )
)= {0 for 0 p < 2k,
K
l for p = 2k, (A.14)
where l := l2k(Γ ) is the number of elements of Γ having a fixed point space of dimension 2k.
Remark A.4. In the “untwisted case,” i.e., for Γ the trivial group, these Lie algebra homology
groups have been determined in [16].
By Eq. (A.5) one concludes easily that the Lie algebra (co)homology groups of glN(W2nΓ )
with values in SqMN(W2n  Γ ) are Morita invariant. But one knows that W2n  Γ is Morita
equivalent to the invariant algebra WΓ2n (see [8]). Thus the preceding theorem entails immediately
Corollary A.5. Under the assumptions from above, one has for the invariant algebra Wγ2n,
Hp
(
glN
(
W
γ
2n
);SqMN (Wγ2n))= {0 for 0 p < 2k,Kl for p = 2k. (A.15)
We can extend the above Corollary A.5 to the Weyl algebra with twisted coefficients WV2n :=
W2n ⊗ End(V ), where V is a complex vector space γ acts on diagonally.
Note that WV2n is Morita equivalent to W2n by the bimodule W2n⊗V , and WV2n Γ is Morita
equivalent to W2n  Γ by the bimodule (W2n ⊗ V ) Γ . We have that
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(
W
V
2n  Γ
)=HH •(W2n  Γ ),
HH•
(
W
V
2n  Γ
)=HH•(W2n  Γ ).
Hence, by the same arguments as Corollary A.5, we have the following result for the Lie
algebra homology of glN((WV2n)
γ ).
Corollary A.6. For (WV2n)γ , one has when N  n,
Hp
(
glN
((
W
V
2n
)γ );SqMN ((WV2n)γ ))= {0 for 0 p < 2k,Kl for p = 2k. (A.16)
Appendix B. Asymptotic pseudodifferential calculus
In the following we sketch the construction of the asymptotic calculus of pseudodifferen-
tial operators on a proper étale Lie groupoid. Hereby, we adapt the presentation in [24] to the
groupoid case. For more details on the pseudodifferential calculus for proper étale groupoids, we
refer the reader to Hu’s thesis [18]. See also [31] for the complete symbol calculus on Riemannian
manifolds, and [26] for its application to deformation quantization.
Let G⇒G0 be a proper étale Lie groupoid and fix a G-invariant Riemannian metric on G0.
Then check that the canonical action of G on the diagonal Δ ⊂ G0 × G0 can be extended to a
G-action on a neighborhood W ⊂G0 ×G0 of Δ, since G is proper étale. Next construct a cut-off
function χ :G0 ×G0 → [0,1] with the following properties:
(1) suppχ ⊂W , and the restriction χ|W is invariant under the diagonal action of G on W .
(2) One has χ(x, y) = χ(y, x) for all x, y ∈G0.
(3) On a neighborhood of the diagonal, one has χ ≡ 1.
(4) For every x ∈ G0, the set Qx = {y ∈ G0 | (x, y) ∈ supp(χ)} is compact and geodesically
convex with respect to the chosen metric.
For every open U ⊂G0 denote by Sm(U), m ∈ Z, the space of symbols of order m on U , that
means the space of smooth functions a on T ∗U such that in each local coordinate system of U
and each compact set K in the domain of the local coordinate system there is an estimate of the
form ∣∣∂αx ∂βξ a(x, ξ)∣∣ Cα,β(1 + |ξ |2)m−|β|2 , x ∈K, ξ ∈ T ∗x G0, α,β ∈ Nn,
for some CK,α,β > 0. Clearly, the Sm(U) are the section spaces of a sheaf Sm on G0. Moreover,
each Sm is even a G-sheaf, i.e., carries a right G-action on the stalks. Finally, one obtains two
further symbol sheaves by putting
S∞ :=
⋃
m∈Z
Sm, S−∞ :=
⋂
m∈Z
Sm.
Similarly, one constructs the presheaves Ψm of pseudodifferential operators of order m ∈ Z ∪
{−∞,∞} on G0. Next let us recall the definition of the symbol map σ and its quasi-inverse,
the quantization map Op. The symbol map associates to every operator A ∈ Ψm(U) a symbol
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a(x, ξ) :=A(χ(·, x)ei〈ξ,Exp−1x (·)〉)(x),
where Exp−1x is the inverse map of the exponential map on Qx . The quantization map is given
by
Op : Sm(U) → Ψm(U)⊂ Hom(C∞cpt(U),C∞(U)),(
Op(a)f
)
(x) :=
∫
T ∗x G0
∫
G0
ei〈ξ,Exp−1x (y)〉χ(x, y)a(x, ξ)f (y) dy dξ.
The maps σ and Op are now quasi-inverse to each other in the sense that the induced morphisms
σ and Op between the quotient sheaves S∞/S−∞ and Ψ∞/Ψ−∞ are isomorphisms such that
Op−1 = σ .
By the space ASm(U), m ∈ Z, of asymptotic symbols over an open U ⊂ G0 one understands
the space of all q ∈ C∞(T ∗U × [0,∞)) such that for each h¯ ∈ [0,∞) the function q(−, h¯) is in
Sm(U) and such that q has an asymptotic expansion of the form
q ∼
∑
k∈N
h¯kam−k,
where each am−k is a symbol in Sm−k(U). More precisely, this means that one has for all N ∈ N
lim
h¯↘0
(
q(−, h¯)− h¯−N
N∑
k=0
h¯kam−k
)
= 0 in Sm−N(U).
Clearly, the ASm(U) are the sectional spaces of a G-sheaf ASm. By forming the union re-
spectively intersection of the sheaves ASm like above one obtains two further G-sheaves AS∞
and AS−∞. Moreover, since G acts on these in a natural way, we also obtain the sheaf
AS±∞G := (AS±∞)G of invariant asymptotic symbols and the convolution algebra AS∞ G.
For m ∈ Z ∪ {−∞,∞} consider now the subsheaves JSm ⊂ ASm and JSmG ⊂ ASmG consisting of
all (invariant) asymptotic symbols which vanish to infinite order on h¯ = 0. The quotient sheaves
Am := ASm / JSm and AmG := ASGG / JSmG can then be identified with the formal power series
sheaves Smh¯ respectively SmGh¯.
The operator product on Ψ∞ now induces a (asymptotically associative) product on AS∞(G0)
by defining for q,p ∈ AS∞(G0)
q  p(−, h¯) :=
{
ιh¯−1σ(Op(ιh¯q(−, h¯)) ◦ Op(ιh¯p(−, h¯))) if h¯ > 0,
q(−, h¯) · p(−, h¯) if h¯= 0. (B.1)
Hereby, ιh¯ : S∞(G0) → S∞(G0) is the map which maps a symbol a to the symbol (x, ξ) →
a(x, h¯ξ). By standard techniques of pseudodifferential calculus (cf. [26]), one checks that the
“star product”  has an asymptotic expansion of the following form:
q  p ∼ q · p +
∞∑
ck(q,p)h¯
k, (B.2)k=1
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c1(a, b)− c1(b, a)= −i{a, b} for all symbols a, b ∈ S∞(G0).
Hence,  is a star product on the quotient sheaf A∞ and also on A∞G , since by construction the
star product of invariant symbols is again invariant. Thus one obtains deformation quantizations
for both the sheaf AT ∗G0 of smooth functions on TG0 and the sheaf AT ∗X =AGT ∗G0 of smooth
functions on the orbifold X represented by the groupoid G.
The invariant Riemannian metric on G0 gives rise to Hilbert spaces L2(G0) and L2(X) =
πGL
2(G0), where πG is the orthogonal projection on the space of invariant functions. Hence
there is a natural operator trace TrL2 on the space Ψ
−dimX
cpt (G0) of pseudodifferential operators
of order −dimX with compact support. Thus there is a map
TrOp :A−∞cpt (G0)→ C
[
h¯−1, h¯
]
, q → TrL2
(
Op ιh¯
(
q(−, h¯))),
which by construction has to be a trace with respect to  and is ad(A∞)-invariant. Moreover,
by the global symbol calculus for pseudodifferential operators [26,31] the following formula is
satisfied as well:
TrOp(q)= 1
h¯dimX
∫
T ∗G0
q(−, h¯)ωdimX. (B.3)
Finally, we obtain a trace TrOpG on the algebra (A
−∞
G,cpt(G0), ) of invariant asymptotic symbols
as follows:
TrOpG (q) := TrL2
(
πG
(
Op ιh¯
(
q(−, h¯)))πG). (B.4)
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