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This paper considers the measurement of the equity risk premium in financial markets. While 
there exists a vast amount of research into its behaviour, particularly in US markets, this is 
largely based on regression based techniques which do not capture well the dynamic and 
forward looking nature of the risk premium. In this paper the time variation of the 
unobserved risk premium is modelled by a system of stochastic differential equations 
connected by arbitrage arguments between the spot equity market, the index futures and 
options on index futures. Although various processes for the dynamics of the risk premium 
may be considered, we motivate and analyse a mean-reverting form. Since the risk premium 
is not directly observable, information on it is extracted using an unobserved component state 
space formulation of the system and Kalman filtering methodology. In order to cater for the 
time variation of volatility we use the option implied volatility in the dynamic equations for 
the index and its derivatives.  This quantity is in a sense treated as a signal that impounds the 
market’s forward looking view on the equity risk premium. The results using monthly 
Australian and U.S. market data over a period of five years are presented. The model fit is 
found to be statistically significant for both markets. The time series of the mean and 
standard deviation of the risk premia generated by the Kalman filter are compared with risk 
premia computed from ex-post returns. It is found that the ex-post risk premia have a general 
tendency to lie within a two standard deviations band around the filtered mean. However 
there are frequent movements outside the band, particularly on the downside, indicating that 
the ex-post measure may be understating the risk premium. 
   3
1. Introduction 
 
This paper focuses on a topical and important area of finance theory and practice, namely the   
analysis of the equity market risk premium. In particular the paper suggests a new approach 
to the estimation of the equity market risk premium by making use of the theoretical 
relationship that links it to the prices of traded derivatives and their underlying assets. The 
volume of trading in equity derivatives, particularly on broad indices, is enormous and it 
seems reasonable that prices of the underlying and the derivative should impound in them the 
market’s view on the risk premium associated with the underlying. To our knowledge no 
attempt has been made to get at the risk premium from this perspective. 
  
The approach we adopt also has the advantage of quite naturally leading to a dynamic 
specification of the equity risk premium. This aspect of our framework is pertinent in the 
context that a great deal of recent research has pointed to the significance of time varying risk 
premia. Consider for instance research on the predicability of asset returns and capital market 
integration. If markets are completely integrated then assets with the same risk should have 
the same expected return irrespective of the particular market. Bekaert and Harvey (1995) use 
a time varying weight to capture differing price of variance risk across countries. Ferson and 
Harvey (1991) and Evans (1994) showed that although changes in covariance of returns 
induce changes in betas, most of the predictable movements in returns could be attributed to 
time changes in risk premia.  
 
Some authors have investigated the time variation of both the systematic and specific risks of 
portfolios in a number of equity markets using suitable dynamic specifications (such as 
GARCH-M type models) for return volatility eg Giannopoulos (1995).  
 
According to the equilibrium capital asset pricing model (CAPM), expected return from a 
risky asset is directly related to the market risk premium through its covariance with the 
market return (i.e. its beta). Although in CAPM beta is assumed to be time invariant, many 
studies (eg Bos and Newbold (1984), Bollerslev, Engle and Wooldridge (1988), Chan, 
Karolyi and Stulz (1992)) have confirmed instability of betas over time. These authors also 
show that betas of financial assets can be better described by some type of stochastic model 
and hence explore the conditional CAPM.   4
 
It is in this context that the modelling of risk-premia across time is important, particularly 
from the point of view of domestic fund managers looking to diversify their portfolios 
internationally. The fact that risk is time varying has significant implications for portfolio 
managers. This is because many risk management strategies are based on the assumption of a 
static measure of risk, which does not offer satisfactory guide to its possible future evolution.  
 
The modelling of the dynamic behaviour of risk premia is a difficult exercise since it is not 
directly observable in the financial market. It can only be inferred from the prices of other 
related observable financial variables. Evans (1994) points out a number of information 
sources that can be used to measure risk-premia. These are, for example, lagged realised 
return on a one-month Treasury bill, the spread between the yield on one- and six-month 
Treasury bills, the spread between dividend-price ratio on the S&P500 and one month 
Treasury bill. However, one encounters some significant econometric problems such as 
multicollinearity when attempting to estimate risk-premia from these variables. Besides, the 
dynamic behaviour of risk-premia is still not well captured by such regression-based 
techniques.  
 
In this paper we propose to model the dynamic behaviour of risk-premia using the stochastic 
differential equations for underlying price processes that arise from an application of the 
arbitrage arguments used to price derivatives on the underlying, such as index futures and 
options on such futures contracts. This stochastic differential system is considered under the 
so-called historical (or real world) probability measure rather than the risk neutral probability 
measure required for derivative security pricing. The link between these two probability 
measures is the risk-premium. The price process can thus be expressed in a dynamic form 
involving observable prices of the derivative securities and their underlying assets and the 
unobservable risk-premium. A mean reverting process for the dynamics of the risk premium 
is considered.  This system of prices and risk-premium can be treated as a partially observed 
stochastic dynamic system. In order to cater for the time variation of volatility we use the 
option implied volatility in the dynamic equations for the index and its derivatives.  This 
quantity is in a sense treated as a signal that impounds the market’s forward looking view on 
the equity risk premium.  The resulting system of stochastic differential equations can then be 
cast into a state space form from which the risk-premia can be estimated using Kalman 
filtering methodology. We apply this approach to estimate the market risk premium at   5
monthly frequency in the Australian and US markets over the period January 1995 to 
December 1999.  
 
The plan of the paper is as follows. Section 2 lays out the theoretical framework linking the 
index, the futures on the index and the index futures option. The stochastic differential 
equations driving these quantities are expressed under both the risk-neutral measure and the 
historical measure. The role of the equity risk premium linking these two measures is made 
explicit. In section 3 a stochastic differential equation modelling the dynamics of the market 
price of equity risk is proposed. The dynamics of the entire system of index, index futures, 
index futures option and market price of equity risk is then laid out and interpreted in the 
language of state-space filtering. Section 4 describes the Kalman filtering set-up and how the 
equity risk premium is estimated. Section 5 describes the data set. Section 6 gives the 
estimation results and various interpretations. Section 7 concludes and makes suggestions for 
future research.  
 
 
2.  The Theoretical Framework 
 
We use S to denote the index value, F a futures contract on the index and C an option on the 
futures. We assume that S follows the standard lognormal diffusion process, 
 
dZ S dt S dS                     σ + µ = ,   (1)
 
where Z is a Wiener process under the historical probability measure P, µ is the expected 
instantaneous index return and σ  its volatility. The spot/futures price relationship is, 
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where q is the continuous dividend yield on the index and T is the maturity date of the index 
futures. Applying Ito’s lemma to (2), we derive the stochastic differential equation (SDE) for 
F, viz., 
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Application of the standard Black-Scholes hedging argument to a portfolio containing the call 
option and a position in the futures yields the stochastic differential equations for S, F and C, 
namely 
 
Z d   S         dt   S   q) - r       dS
~
( σ + = ,  (5a)
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~
σ = ,  (5b)
 
Z d   C         dt   C   r       dC C
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 is a Wiener process under the risk-neutral measure P
~
 and is related to the Wiener 
process  under the historical measure  Z P  according to, 
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where   is the instantaneous market price of risk of the index. This latter quantity can be 
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as the amount investors require instantaneously to be compensated for a unit increase in the 
volatility of the index. In this study we interpret  as the risk premium of the market, as it 
measures the compensation that an investor would require above the cost-of-carry (  
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and the partial derivative is the option delta with respect to the futures price. 
 
                                                           
1 We recall that the expected excess return relation equation (7) arises from expressing the condition of no 
riskless arbitrage between the index option and the underlying as 
c F
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Equation (5) is converted into the traditional Black’s (1976) futures call option pricing 
formula via the observation that Ce is a martingale under the risk-neutral probability 
measure and is given by, 
rt −
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(10)
 
In the expression (10), T is the maturity of the option contract and is typically a few days 
before the futures delivery date
2. 
 
Our purpose is to use market values of S, F and C to extract information about the market 
price of risk, λ . Thus, we use equation (6) to convert the dynamic system (5) into a diffusion 
process under the historical measure P, namely, 
  
dZ   S         dt   S   )     q - r       dS σ + λσ + = ( , (11a) 
 
dZ   F         dt   F            dF σ + σ λ = , (11b) 
  
dZ   C         dt   C   ) (r       dC C C σ + λσ + = ,  (11c) 
 














Equations (11) describe the dynamic evolution of the value of the index, its futures price and 
the price of a call option on the futures under the historical probability measure and assuming 
that there are no arbitrage opportunities between these assets. The volatility σ  and the market 
price of risk λ  are the only unobservable quantities. In the next section we describe how 
filtering techniques may be used to infer these quantities from the market prices.  
 
                                                           
2 In this study we treat the option maturity and futures maturity as contemporaneous   8
 
3.  The Continuous Time State Space Framework 
 
A fundamental question is how should the time variation of λ  be modelled? Here we have 
little theory to guide us, though we could appeal to a dynamic general equilibrium 
framework. However this in turn requires many assumptions such as specification of utility 
function and process(es) for underlying factor(s). For our empirical application we prefer to 
simply assume λ  follows the mean reverting diffusion process, 
 
() dd t λ λκ λ λ σ =− + d Z .  (13) 
 
Here,  λ  is the long-run value of  , κ  is the speed of reversion and σ is the standard 
deviation of changes in λ . We assume that the process for   is driven by the same Wiener 
process that drives the index. The motivation for this assumption is the further assumption 
that the market price of risk is some function of S and t. An application of Ito’s Lemma 




The specification (13) has a certain intuitive appeal. Through the mean reverting drift it 
captures the observation that ex-post empirical estimates of λ  appear to be mean reverting. 
The only open issue with the specification (13) is whether we should specify a more 
elaborate volatility structure rather than just assuming σ is constant. Here we prefer to let 
the data speak; if the specification (13) does not provide a good fit then it would seem 
appropriate to consider more elaborate volatility structures (and indeed also for the drift). 
λ
 
Thus we end up considering a four dimensional stochastic dynamic system for S, F, C and λ  
which we write in full here: 
 
dZ   S         dt   S   )     q - r       dS σ + λσ + = ( , (14a) 
 
dZ   F         dt   F            dF σ + σ λ = , (14b) 
 
dZ   C         dt   C   ) (r       dC C C σ + λσ + = ,  (14c) 
 
d    ( )  dt  dZ λ λ= κ λ−λ +σ .  (14d) 
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It will be computationally convenient to express the system (14) in terms of logarithms of the 

















c cc dc r dt dZ λσ σ σ =+ − + , 
(15c) 
 
() dd t λ λκ λ λ σ =− + d Z ,  (15d) 
 
where we set  s = lnS,  f = lnF  and  c = lnC .        
              
In filtering language equation (15) is in state-space form and we are dealing with a partially 
observed system since the prices s, f and c are observed but the market price of risk, λ , is not. 
In setting up the filtering framework in the next section it is most convenient to view   as the 
unobserved state vector (here a scalar) and changes in s, f and c as observations dependent on 
the evolution of the state. 
λ
 
We know from a great deal of empirical work that the assumption of a constant σ  is not valid. 
Perhaps the most theoretically satisfactory way to cope with the non-constancy of σ  would be 
to develop a stochastic volatility model. However we then would not have a simple option 
pricing model such as (9), furthermore this would introduce a further market price of risk- 
namely that for volatility, into our framework. Thus as a practical solution to handling the 
non-constancy of σ  we shall use implied volatility calculated from market prices using 
Black’s model. Given a set of observations f and c we can use equation (9) to infer the 
implied volatility   Here we use a notation that emphasises the functional 
dependence of   on f, c and t. This dependence becomes important when we set up the 
filtering algorithm in the next section. 
ˆ(f,c,t). σ
ˆ σ
   10
The corresponding option price volatility   would be calculated from equation (12), bearing 
in mind that the quantityd  in equation (10), also is now viewed as a function of σ . 
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We can view the system (15) as a state-space system with (s, f, c,λ ) being the state vector. 
This is a partially observed system in that we have observations of s, f and c but not of λ . 
 
It is worth making the point that by using the implied volatility we are using a forward-
looking measure of volatility as this quantity can be regarded as a signal that impounds the 
market’s most up-to-date view about risk in the underlying index.  
 
 
4.  The Kalman Filtering Framework 
 
The ideal framework to deal with estimation of partially observed dynamical systems is the 
Kalman filter (see, for example, Jazwinski (1970) and Lipster and Shiryaev (2000) as general 
references and, Harvey (1989) and Wells (1996) for economic and financial applications).   
 
Financial implementations of the Kalman filter are usually carried out in a discrete time 
setting as data are observed discretely.  To this end we discretise the system (15) using the 
Euler-Maruyama discretisation, which has as one advantage that it retains the linear 
(conditionally) Gaussian feature of the continuous time conterpart.   
 
Considering first equation (15d) for the (unobserved) state variable X ( λ ≡ ), after time 
discretisation its evolution from time period k ( to k+1 is given by  t k t) =∆
 
1 kk k Xa T X R
+ =+ + ε




() , 1 ,  k at T t R λ κλ κ σ ≡∆ ≡ − ∆ ≡ t ∆ ,  (18) 
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and, the disturbance term ε k ( 0,1 N ∼ )  is serially uncorrelated. In filtering terminology the 
equation (17) is known as the state transition equation. 
 
The observation equation in this system consists of changes in log of the spot index, index 
futures and the call option prices (obtained by discretising equations 15a-15c). In matrix 
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and we use σ  and   to denote the values of   and  k , ck σ ˆ σ  
c σ  respectively at time  .  kt ∆
 
In addition to the system noise we have assumed in (19) the existence of an observation 
noise term 
k ε
kk Q η , where   is serially uncorrelated and independent of the  .  The 
( ) diagonal matrix   has elements whose values would depend on features (such as 
bid-ask spread) of the market for each of the assets in the observation vector. 
( 0, )
k





Equation (19) can be written more compactly as, 
 
kkk k k kk YdD XH Q =+ +ε +η ,  (21) 
 
where we use Y  to indicate the observation vector over the interval k to k+1, and its 
elements consist of the log price changes in s, f and c.  
k  12
 
In order to express the observation equation (21) in standard form we define the combined 
noise term 




,  (22) 
 
so that   where  ( 0, k vNV ∼
()
'' 1 2 ,, kk k k k k k k VH HQ Qd i a g V V V =+ ≡ .  (23) 
 
With these notations the observation equation (21) may then be written 
kkk k YdD Xv =+ + .  (24) 
 
The state transition equation (17) together with observation equation (24) constitute a state-
space representation to which the Kalman filter as outlined in Jazwinski (1970) and Harvey 
(1989) may be applied.  It needs to be noted that we are dealing with the case in which there 
is correlation between the system noise and observation noise
3 since 
{ }
'1 2 3 ,, kk k k k k Ev V V V C  ε= ≡  .  (25) 
With the system now in state space form, the recursive Kalman filter algorithm can be 
applied to compute the optimal estimator of the state at time k, based on the information 
available at time k. This information set consists of the observations of Y up to and including 
at time k.  We also note that the basic assumption of Kalman filtering viz. that the distribution 
of the evolution of the state vector is conditionally normal is satisfied in our case since the 
Wiener increments are normal and the implied volatilities   and   (that affect the 
coefficients in the observation equation) depend on Y up to time (k-1). Therefore, the state 
variable is completely specified by the first two moments. It is these quantities that the 
Kalman filter computes as it proceeds from one time step to the next. Here we merely 
summarise these updating equations, full details of which are available in Jazwinski (1970), 
Lipster and Shiryaev (2000), Harvey (1989) and Wells (1996). 
k σ , ck σ
 
Given the values of  and  , the optimal one step a head predictor of  is given by (for 
k=0,1, , …,N-1) 
k X k P k1 X +
 
                                                           
3 See Jazwinski, section 7.3, pp 209-210. 
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1 1 kk kk X TX a + + =+ ,  (26) 
 
while the covariance matrix (here a scalar) of the predictor is given by,  
 
1           kk k k PT P TR R + ′ =+ .  (27) 
 
The equations (26) and (27) are known as the prediction equations.  Once the next new 
observation becomes available, the estimator of  in equation (26) can be updated as,  k1 X +
 
() () 1 11 1 1 11 1 1
1
11 '
k kk k k kk k k k k k kk XXP D R C F Y D X d
+ ++ + + ++ + +
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() () 11 11 1 1 1
1
1k + 1  D' +RC     D   ' kk kk kk kk kk kk PP P F P C ++ ++ + + +
−




11 1 1 1 k+1 k+1 k+1 k+1  P D ' +  D R  C  +  C R  D '    V kk k kk k FD ++ + + + ′ =+ .  (30) 
 
In order to clarify the notation we note that Xk | k, Xk+1 | k, Xk+1 | k+1, Pk+1 | k, Pk+1 | k+1, ak, T and 
R are scalars, dk, Dk and   are 3-dimensional column vectors, C k v
3 ×
k is a 3-dimensional row 
vector and, Fk, Vk are 3  matrices. 
 
The set of equations (26)-(30) essentially describes the Kalman filter and these are specified 
in terms of the initial values X0 and Va . Once these initial values are given, the 
Kalman filter produces the optimal estimator of the state vector, as each new observation 
becomes available. It should be noted that the equations (28) and (29) assume that the inverse 
of the matrix   exists. It may, however, be replaced, if needed, by a pseudo inverse.  
0 r(X ) P = 0
k1 F +
 
The updating equations step forward through the N observations. For in-sample estimation, 
as we are doing here, it is possible to improve the estimates of the state vector based upon the 
whole sample information. This is referred to as Kalman smoother and it uses as the initial 
conditions the last observation, N, and steps backwards through the observations at each step 
adjusting the mean and covariance matrix so as to better fit the observed data. The estimated   14
mean and the associated covariance matrix at the N
th observation are X  respectively. 
The following set of equations describes the smoother algorithm, for k = N, N-1, … 2: 
N|N N|N , P
 
() k1 | N k1 | k1 k1 k | N k | k1 XX J X y −− − − =+ − −
−
,  (31a) 
 




k1 k1 | k1 k | k1 JPT P
−
−− − − ′  =  .  (31c) 
 
Clearly to implement the smoothing algorithm the quantities   generated during the 
forward filter pass must be stored. 
k|k k|k X , P
 
The quantity within the second parentheses on the R.H.S.in equation (28) is known as the 
prediction error. For the conditional Gaussian model studied here, it can be used to form the 
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(32) 
 
where m is the number of elements in the state vector (in this study equal to 1). To estimate 
the parameter vector  ( ,,λ κ λ σ ) θ≡  the likelihood function (32) can be maximised using a 
suitable numerical optimisation procedure. This will yield the consistent and asymptotically 
efficient estimator   (see Lo (1988)).   θˆ
 
 
5.  The Data Set 
 
The estimation methodology is applied to monthly data from the Australian and US markets 
for the period January 1995 to December 1999.  For the Australian market, we use the market 
index (All Ordinaries Index), index futures, and call options on the index futures for all the 
four delivery months (March, June, September and December). For the US market we use 
S&P 500, index futures and call options on the index futures for all the four delivery months   15
(March, June, September and December). The data were taken for the first trading day of 
each month. To avoid possible thin trading problems we construct a time series that uses only 
the last three months of a particular futures contract before switching to the next.  
 
For the Australian market, we collected all futures and futures options market data, including 
the implied volatility from the Sydney Futures Exchange and all the spot market data from 
Datastream.  The 13-weeks Treasury note approximates the data for the risk-free interest rate 
and the information on dividend yield is provided by the Australian Stock Exchange.   For 
the US market futures and futures options market data, including the implied volatility, were 




6. Estimation  Results 
 
The estimation results are set out in Tables 1 and 2. Table1 gives the results for the 
estimation of the coefficients  ,  κ λ  and  for both the Australian and US markets. The 
numbers in parentheses below the parameters represent t-ratios and * indicates significance at 
the 5% level.  
λ σ
 
The t-statistic focuses on the significance of parameter estimates. We have also applied a 
range of other tests that focus on goodness-of-fit of the model itself, in particular residual 
diagnostics and model adequacy. The relevant tests are the portmanteau test, ARCH test, KS 
(Kolmogorov-Smirnov) test, the MNR (modified von Neuman ratio) test and the recursive t-
test. The results of these are displayed in Table 2. Entries are p-values for the respective 
statistics except for the KS statistic. These diagnostics are computed from the recursive 
residual of the measurement equation, which corresponds to the spot index process. The null 
hypothesis in the portmanteau test is that the residuals are serially uncorrelated and this 
hypothesis is clearly accepted. The ARCH test checks for no serial correlations in the squared 
residual up to lag 26 and the results in Table 2 indicate there are very little ARCH effects in 
the residuals. Both these test are applicable to recursive residuals as explained in Wells 
(1996, page 27). MNR is the modified Von Neumann ratio test using recursive residuals for 
model adequacy (see Harvey (1990, chapter 5) and the results confirm model adequacy.   16
Similarly,we conclude correct model specxification on the basis of the recursive T since if 
the model is correctly specified then the recursive T has a Student’s t-distribution (see 
Harvey (1990, page 157). The KS (Kolmogorov-Smirnov) statistic represents the test statistic 
for normality. The 95% and 99% significance levels in this test are 0.088 and 0.105 
respectively (when the KS statistic is less than 0.088 or 0.105 the null hypothesis of 
normality cannot be rejected at the indicated level of significance) and so the results provide 
support for the normality assumption underpinning the Kalman filter approach. Overall the 
set of tests in Table 2 indicate a good fit for the model in both markets. 
 
The result of the procedure of stepping forward and then stepping backward through the filter 
updating equations yield us estimates of the conditional mean  kk X  and variance  kk P  of the 
distribution of the market price of risk λ . These are turned into estimates of the conditional 
mean and variance of the equity risk premium at each k by appropriately scaling with the 
implied volatility  . In figure 1 (for the S&P 500) and figure 2 (for the SFE) we plot the 
estimates of the conditional mean of the equity risk premium together with a two standard 
deviations band. The actual computed vales are given in tables 3 and 4. 
k σ
∧
   
For comparison purposes we have also calculated the ex-post equity risk premium.  This has 
been calculated simply by subtracting from monthly returns, the proxy for the risk free 
interest rate.  
 
For the S&P 500 the ex-post estimates remain within the two standard deviations band about 
60% of the time, furthermore most movements out of the band are in the downward direction. 
So compared to the estimates of the equity risk premium implied by index futures options 
prices the ex-post estimates tend to be underestimates. The two standard deviation band of 
the SFE is wider than that for the S&P 500, and the ex-post estimates remain within the band 
about 84 % of the time. This could indicate a greater degree of uncertainty about the equity 




   17
In this paper we have expressed the no-riskless arbitrage relationship between the value of 
the stock market index, the prices of futures on the index and the prices of options on the 
futures as a system of stochastic differential equations under the historical probability 
measure, rather than the risk neutral measure used for derivative pricing. As a consequence 
the stochastic differential equation system involves the market price of risk for the stochastic 
factor driving the index. This market price of risk is an unobserved quantity and we posit for 
its dynamics a simple mean-reverting process. We view the resulting stochastic dynamic 
system in the state-space framework with the changes in index value, futures prices and 
option prices as the observed components and the market price of risk as the unobserved 
component. In order to cater for time varying (and possibly stochastic) volatility we replace 
the volatility of the index by the implied volatility calculated by use of Black’s model. We 
use Kalman filtering methodology to estimate the parameters of this system and use these to 
estimate the time varying conditional normal distribution of the equity risk premium implied 
by futures options prices. 
 
The method has been applied to daily data on the Australian All Ordinaries index and options 
on the SPI futures and the S&P 500 and index futures options for the period 1995-1999. 
Estimations were performed at monthly frequency. As well as applying the usual t-test to 
determine significance of the parameter estimates a range of tests were conducted to 
determine the adequacy of the model. It was found that parameter estimates are significant 
and the model fit is quite good based on a range of goodness-of-fit tests. The estimates of the 
conditional mean and standard deviation of the distribution of the equity risk premium seem 
reasonable, when compared with point estimates computed simply from ex-post returns. For 
the S&P 500 the filtered estimates yield a much tighter band than the ex-post estimates.   
 
Overall we conclude that the approach of using filtering methodology to infer risk premia 
from derivative prices is a viable one and is worthy of further research effort. One advantage 
as we have discussed in section 3 is that it gives a forward-looking measure of the risk 
premium. Also it gives a time varying distribution of the equity risk premium as opposed to 
the point estimates of the ex-post calculation.   
 
A number of avenues for future research suggest themselves. First, a careful comparison of 
the equity risk premium computed by the methods of this paper with that calculated using the   18
traditional method based on ex-post returns should be carried out. Second, the technique 
could be extended to options on heavily traded stocks and risk premia for individual stocks 
could be calculated. These could be used to determine the beta for the stock implied by the 
option prices. These in turn could be used as the basis of portfolio strategies and the results 
could be compared with use of the beta calculated by traditional regression based methods. 
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Table 1 
Estimated Parameters of Market Price of Risk  
  κ   λ   λ σ  
    
Australia AOI  17.41
*          1.1541
*        0.0468
*      
 (1.90)  (0.3526)  (0.0075) 
     




 (0.13)  (0.2835)  (0.0043) 
    
 
Data set spans monthly (beginning) observations from January 1995 to December 1999. The numbers in 
parentheses below the parameters represent standard errors. Significance at 5% level is indicated by * and at 1% 








Residual Diagnostics and Model Adequacy Tests  
 Portmanteau  ARCH  KS  Test  MNR 
     
Australia AOI  0.785 0.603 0.099 0.465 
USA S&P  0.493 0.748 0.133 0.956 
     
 
Entries are p-values for the respective statistics except for the KS statistic. These diagnostics 
are computed from the recursive residual of the measurement equation, which corresponds to 
the spot index process. The null hypothesis in portmanteau test is that the residuals are 
serially uncorrelated. The ARCH test checks for no serial correlations in the squared residual 
up to lag 26. Both these test are applicable to recursive residuals as explained in Wells (1996, 
page 27). MNR is the modified Von Neumann ratio test using recursive residual for model 
adequacy (see Harvey (1990, chapter 5). KS statistic represents the Kolmogorov-Smirnov 
test statistic for normality. 95% and 99% significance levels in this test are 0.179 and 0.214 
respectively. When KS statistic is less than 0.179 or 0.214 the null hypothesis of normality 
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Table 3 
Filtered mean and s.d. for S&P 500 
 
date rp_xpost  rp_model  rp_model-2sd  rp_model+2sd 
Mar-95 0.2903 0.1679  -0.1404  0.4761 
Apr-95 0.3326 0.2070  -0.1013  0.5153 
May-95 0.3694 0.2049  -0.1033  0.5132 
Jun-95 0.2264  0.1332  -0.1751  0.4415 
Jul-95 0.3428  0.2010  -0.1073  0.5092 
Aug-95 -0.0348 0.1649 -0.1434  0.4731 
Sep-95 0.4750 0.0784  -0.2299  0.3866 
Oct-95 -0.0867  0.1049  -0.2034  0.4131 
Nov-95 0.4684 0.2481  -0.0602  0.5563 
Dec-95 0.1876 0.0714  -0.2369  0.3796 
Jan-96 0.3331  0.1989  -0.1093  0.5072 
Feb-96 0.0593 0.1252  -0.1830  0.4335 
Mar-96 0.0718 0.2034  -0.1049  0.5116 
Apr-96 0.1238 0.1969  -0.1113  0.5052 
May-96 0.2398 0.1995  -0.1087  0.5078 
Jun-96 -0.0001  0.2338  -0.0745  0.5420 
Jul-96 -0.5354  0.0400  -0.2683  0.3482 
Aug-96 0.1988 0.2354  -0.0729  0.5436 
Sep-96 0.6070 0.3054  -0.0028  0.6137 
Oct-96 0.2789 0.1954  -0.1129  0.5036 
Nov-96 0.8931 0.3342 0.0259  0.6425 
Dec-96 -0.2769 0.1412 -0.1671  0.4494 
Jan-97 0.6904  0.3158  0.0075  0.6241 
Feb-97 0.0453 0.2325  -0.0758  0.5407 
Mar-97 -0.5351 0.2331 -0.0751  0.5414 
Apr-97 0.6764 0.3273 0.0191  0.6356 
May-97 0.6794 0.2942  -0.0141  0.6025 
Jun-97 0.4804  0.3408  0.0326  0.6491 
Jul-97 0.8857  0.3486  0.0403  0.6569 









Table 3   23
Filtered mean and s.d. for S&P 500 
(continued) 
date rp_xpost  rp_model  rp_model-2sd  rp_model+2sd 
Aug-97 -0.7592 0.1424 -0.1659 0.4507 
Sep-97 0.5709 0.4748 0.1665  0.7830 
Oct-97 -0.4407 0.1870 -0.1213  0.4953 
Nov-97 0.5460 0.3894 0.0811 0.6976 
Jan-98 0.1784 0.3346 0.0264  0.6429 
Jan-98 0.0331 0.2737  -0.0346  0.5819 
Feb-98 0.8827 0.3488 0.0405  0.6570 
Mar-98 0.5317 0.3066 -0.0017  0.6148 
Apr-98 0.0732 0.2673 -0.0410  0.5756 
May-98 -0.2721 0.1933  -0.1150 0.5016 
Jun-98 0.4142 0.3592 0.0509  0.6674 
Jul-98 -0.1737 0.2100 -0.0983  0.5182 
Aug-98 -1.7531 0.0271 -0.2812 0.3354 
Sep-98 0.7250 1.0509 0.7427  1.3592 
Oct-98 0.9493 0.4747 0.1664  0.7829 
Nov-98 0.6682 0.3063 -0.0020  0.6145 
Dec-98 0.6321 0.4903 0.1820 0.7985 
Jan-99 0.4848 0.3508 0.0425  0.6590 
Feb-99 -0.4524 0.2594 -0.0489  0.5677 
Mar-99 0.3952 0.4510 0.1427 0.7593 
Apr-99 0.4296 0.3347 0.0264  0.6430 
May-99 -0.3587 0.2396  -0.0687 0.5479 
Jun-99 0.5683 0.4417 0.1335  0.7500 
Jul-99 -0.4256 0.1932 -0.1151  0.5015 
Aug-99 -0.1066 0.2282 -0.0800 0.5365 
Sep-99 -0.3853 0.3955  0.0873 0.7038 
Oct-99 0.7520 0.3894 0.0812  0.6977 
Nov-99 0.1794 0.1862 -0.1221  0.4945 
Dec-99 0.6397 0.5283 0.2200 0.8365 
       
Average  0.2071 0.2744     
sd   0.1541    
Corr. with expost   0.5488  
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Table 4 
Filtered mean and s.d. for SFE 
 
date rp_xpost  rp_model  rp_model-2sd  rp_model+2sd 
Mar-95 0.5687  0.3490  -0.0616  0.7597 
Apr-95 -0.1503 -0.1004  -0.5110  0.3103 
May-95 0.9242  0.3618  -0.0488  0.7725 
Jun-95 -0.1485  0.0386  -0.3721  0.4492 
Jul-95 -0.1347 -0.0322  -0.4428  0.3785 
Aug-95 0.6885  0.3305  -0.0801  0.7412 
Sep-95 0.0468 -0.0033  -0.4139  0.4073 
Oct-95 -0.0106  0.1949  -0.2157  0.6055 
Nov-95 -0.4999  -0.1200  -0.5306  0.2907 
Dec-95 0.6032  0.3608  -0.0499  0.7714 
Jan-96 0.2996 -0.0077  -0.4183  0.4029 
Feb-96 0.2881  0.1496  -0.2610  0.5603 
Mar-96 0.1192  0.1704  -0.2403  0.5810 
Apr-96 -0.4561 -0.0918  -0.5025  0.3188 
May-96 0.4202  0.3564  -0.0542  0.7670 
Jun-96 -0.4320 -0.1732  -0.5838  0.2375 
Jul-96 0.0544 0.3394  -0.0712  0.7501 
Aug-96 -0.3154  -0.0639  -0.4746  0.3467 
Sep-96 0.3145  0.1772  -0.2335  0.5878 
Oct-96 0.1327  0.1520  -0.2586  0.5626 
Nov-96 0.2495  0.1206  -0.2901  0.5312 
Dec-96 0.2033  0.1471  -0.2635  0.5578 
Jan-97 0.1038  0.0757  -0.3350  0.4863 
Feb-97 0.0535  0.0989  -0.3117  0.5095 
Mar-97 -0.0504  0.0775  -0.3331  0.4881 
Apr-97 -0.3796  0.1598  -0.2508  0.5704 
May-97 0.6690  0.2174  -0.1932  0.6280 
Jun-97 0.6241  0.1755  -0.2351  0.5862 
Jul-97 0.4423 0.1282  -0.2825  0.5388 













date rp_xpost  rp_model  rp_model-2sd  rp_model+2sd 
Aug-97  0.0117  0.1693 -0.2414 0.5799 
Sep-97 -0.6035  -0.2030  -0.6136  0.2076 
Oct-97 0.8737  0.6444  0.2338  1.0550 
Nov-97 -1.1092  -0.2647  -0.6753  0.1460 
Dec-97  0.0418  0.1689 -0.2418 0.5795 
Jan-98 0.4233  0.4483  0.0377  0.8590 
Feb-98  0.2646  0.1283 -0.2823 0.5390 
Mar-98  0.1242  0.0016 -0.4091 0.4122 
Apr-98  0.2369  0.3767 -0.0340 0.7873 
May-98  0.2149  0.1468 -0.2639 0.5574 
Jun-98 -0.4954  -0.1063  -0.5170  0.3043 
Jul-98 0.0360  0.4317  0.0210  0.8423 
Aug-98  -0.1184  0.1125 -0.2982 0.5231 
Sep-98 -1.0284  -0.1685  -0.5791  0.2421 
Oct-98 0.5413  0.8017  0.3911  1.2123 
Nov-98 0.4494  -0.0180  -0.4287  0.3926 
Dec-98  0.2804  0.1579 -0.2527 0.5686 
Jan-99  0.3740  0.1443 -0.2664 0.5549 
Feb-99  0.4076  0.1653 -0.2453 0.5760 
Mar-99  -0.0699  0.0698 -0.3409 0.4804 
Apr-99  0.2369  0.1983 -0.2123 0.6090 
May-99  0.3732  0.2289 -0.1817 0.6395 
Jun-99 -0.6664  -0.1446  -0.5552  0.2661 
Jul-99 0.3468  0.4963  0.0856  0.9069 
Aug-99 -0.0222  -0.0171  -0.4277  0.3936 
Sep-99  -0.0254  0.1097 -0.3010 0.5203 
Oct-99  -0.3576  0.2359 -0.1748 0.6465 
Nov-99 -0.0828  -0.0021  -0.4128  0.4085 
Dec-99  0.5832  0.2859 -0.1247 0.6965 
        
Average  0.0943 0.1412     
sd   0.2053     
Corr.with expost      0.7391 
   