Two dosimetry protocols based on absorbed dose to water have recently been implemented: TG-51 and TRS-398. These protocols use different beamquality indices: %dd(10) x and TPR 20,10 . The effect of electron contamination in measurements of %dd(10) x has been proposed as a disadvantage of the TG-51. For actual measurements of %dd(10) x in five clinical beams (Primus 6-18 MV, SL-75/5 6 MV, SL-18 6-15 MV) a purging magnet was employed to remove the electron contamination. Also, %dd(10) x was measured in the different ways described in TG-51 for high-energy beams: with a lead foil at 50 cm from the phantom surface, at 30 cm, and for open beam. Moreover, TPR 20,10 was determined. Also, periodic quality-control measurements were used for comparing both quality indices and variation over time, but D 20,10 was used instead of TPR 20,10 and measurements in open beam for the %dd(10) x determination. Considering both protocols, S w,air and k Q were calculated in order to compare the results with the experimental data. Significant differences (0.3% for k Q ) were only found for the two high-energy beams, but when the electron contamination is underestimated by TG-51, the difference in k Q is lower. Differences in the other cases and variations over time were less than 0.1%.
(AAPM); and an International Code of Practice for Dosimetry based on Standards of Absorbed Dose to Water (TRS-398) of the International Atomic Energy Agency (IAEA). Both propose procedures in which dose to water in the user beam is derived from an absorbed-dose-towater calibration factor,N D,w,Q 0 , in a reference beam quality Q 0 . Previous protocols (TG-21, TRS-381, TRS-277) were based on air kerma standard. Comparisons between new and old protocols can be found in Cho et al (2000) for AAPM's protocols, and in Andreo et al (2002) for IAEA's codes of practices. A beam-quality correction factor, denoted as k Q,Q 0 , is used to fit to the user-beam quality, Q. Direct measurements of k Q,Q 0 at the same quality as the user beam are not feasible in most standard laboratories, and therefore theoretical values (Hohlfeld 1988 , Andreo 1992 , Rogers 1992 ) are commonly used. Each protocol uses a different beam-quality index: TPR 20,10 in TRS-398 and %dd(10) x in TG-51. TPR 20,10 is defined as the ratio of the absorbed doses at depths of 20 cm and 10 cm in a water phantom, measured with a constant source-chamber distance of 100 cm and a field size of 10 × 10 cm 2 at the plane of the chamber. %dd(10) x is defined as the photon component of the photon beam percentage depth-dose at 10 cm depth in a 10 × 10 cm 2 field on the surface of a water phantom at a source-surface distance (SSD) of 100 cm.
The effect of electron contamination in measurements of %dd(10) x has been proposed as a disadvantage of TG-51 (Andreo 2000a (Andreo , 2000b , while other authors (Rogers 1999 , 2000 , Li and Rogers 1994 , Kosunen and Rogers 1993 have remarked the benefits of using %dd(10) x , as the linearity of the relationship between stopping-power ratio and %dd(10) x even for non-clinical beams, such as photon beams of some standards laboratories (e.g., in the UK, Australia, Belgium and Canada).
The main argument against the use of %dd(10) x expressed by Andreo (2000a Andreo ( , 2000b ) is that electron contamination is calculated for general machines, considering some clinical spectra, but not for the actual machine where measurements are being performed. Electron contamination is machine-dependent, but should not affect the beam-quality correction factor. The use of clinical beams for direct k Q,Q 0 measurements in primary standards laboratories has been proposed by this author together with the use of TPR 20,10 as the beam-quality index.
The aims of the present paper are to measure the electron contamination, to determine both beam-quality indices, and to compare the obtained stopping-power ratios and beam-quality correction factor. A purging magnet was employed to remove the electron contamination in order to measure actual values of %dd(10) x in five clinical beams. The electron contamination was determined for each beam, and the measured %dd(10) x was compared with the calculated %dd(10) x in the three different ways described in TG-51 for high-energy beams (10 MV and above): with a lead foil at 50 ± 5 cm from the phantom surface, at 30 ± 1 cm from the phantom surface and for open beam. TPR 20,10 was also determined. Any variations in the beam quality index will affect the calculated values of S w,air and k Q . Periodic quality-control measurements were also used for comparing both quality indices and variation over time. In this case D 20, 10 (the ratio of the absorbed doses at depths of 20 cm and 10 cm in a water phantom, measured with a constant source-surface distance of 100 cm and a field size of 10 × 10 cm 2 at the water surface) were used instead of TPR 20, 10 , and measurements were performed in open beam for the %dd(10) x determination instead of measurements with lead foil. With protocols as well as related literature being considered, S w,air and k Q were calculated in order to compare the results with the experimental data.
Materials and methods
The measurements were performed in five photon beams in a Siemens Primus, an Elekta SL-18 and an Elekta SL75/5 linear accelerators. The five clinical beams were: 6 and 18 MV by Primus, 6 and 15 MV by SL-18, and 6 MV by SL-75/5 installed in the Department of Radiotherapy of the Hospital do Meixoeiro.
Data presented in this paper correspond to the average of six readings, half of these taken with positive polarity and half with negative, to discard polarity effects in measurements. Experimental uncertainty is considered the standard deviation of measurements. Periodic quality-control data correspond to the measurements made during the previous two years for Elekta machines (monthly measurements for SL-18 and three-monthly for SL-75) and during the last three months for Siemens machines. Uncertainty was established following the guidelines in TRS-398 appendix IV. Thus, the uncertainty of type A is the standard deviation of the mean value for experimental quantities, and a combination in terms of variances for non-directly measured quantities as the theory of propagation of uncertainties states. Type B standard uncertainties are based on standard deviation of used fits to calculate: (a) %dd(10) x from measured percentage depth-doses, (b) TPR 20,10 from D 20,10 and (c) S w,air from a quality index. The 95% confidence limit has not been used, because there is no statistical basis for combining confidence limits.
Purging magnet design
For measurements of %dd(10) x in five clinical beams a purging magnet was used, based on two permanent magnets of Nd-Fe-B, with a remanent field B r = 1.23 T, and a coercitive field of H c = 860 kA m −1 (10.8 kOe). Each magnet has the following dimensions: 2 × 10 × 10 cm 3 . A U-shaped iron structure was constructed in order to confine the magnetic field. Each magnet was placed on one arm of the U-shaped structure. The iron structure and magnets were arranged on two trays (one for Elekta machines, and the other one for the Primus linear accelerator) with a square hole which was larger than the pole gap of the magnet (see figure 1 ). This modified tray with the magnet was placed below the treatment head in the accessory holder. The influence contaminant electrons generated in air at the maximum is considered negligible; because their energy spectrum is softer than electrons generated in high Z materials and their relative importance is much lower (Sjögren and Karlsson 1996) . The magnetic field was measured with a Hall probe connected to a PHYWE teslameter and the magnetic field in the central plane between poles, perpendicular to the beam incidence, is shown in figure 2 . At the centre of the beam was 0.2 T and a pole gap of 10 cm was established. The magnetic field at the centre of the magnet was similar to previous measurements with purging magnets: 0.12 T (20 MV) in Sjögren and Karlsson (1996), 0.08 T (4, 8, 10, 15 and 25 MV) in Biggs and Russell (1983) , 0.23 T (10 MV) in Ling et al (1982) , and 0.39 T (25 MV) in Biggs and Ling (1979) .
Several films (see figure 3) were irradiated with electron beams of 6-18 MeV in order to estimate the tilt angle of contaminant electrons. These films were placed in the central plane of the incident beam, parallel to magnets, where the magnetic field was weaker. For a centred circular field of 3 cm diameter, the tilt angle was 17.4
• for an 18 MeV beam, so that electrons are deflected 10.6 cm before reaching the water surface, because the magnet is positioned at 34 cm. Lower energy electrons are deflected even more. The maximum energy of contaminant electrons is lower than photon nominal energy, and therefore contaminant electrons could not reach the water surface. Petti et al (1983) have shown by means of Monte Carlo simulation that for a 25 MV photon beam of the Clinac-35 (Varian), the maximum energy of the contaminant electrons is about 12 MeV. Beauvais et al (1993) obtained a maximum electron energy of 13.6 MeV for an 18 MV photon beam using their measurements and considering that electron contamination has a similar spectral distribution to β particles. Thus, the magnet removes contaminant electrons coming from the treatment head, and the influence of contaminant electrons generated in air at the maximum depth can be considered negligible.
The measured relative dose due to electron contamination is the difference between the percentage depth-dose normalized at 10 cm depth without magnet and the same quantity measured with the magnet.
Beam-quality specification
Central axis depth-dose scans were measured with a Wellhöfer IC-10 cylindrical ionization chamber in a computerized Scanditronix-Wellhöfer WP700 water tank. For the measurement of %dd (10) x , the field size at beam axis was set at 10 × 10 cm 2 , and SSD was fixed at 100 cm. The inner radius (r cav ) of this chamber was 3 mm, and the shift of the effective point of measurement was 1.8 mm (TG-51: 0.6r cav ). For low-energy measurements, only two depthdose curves were determined for each beam: with magnet and in open beam.
For the Primus 18 MV beam eleven depth-dose curves were measured: in open beam, with the magnet, with a 1 mm thick lead foil at 51, 50, 49, 45.2 and 30 cm from the phantom surface, and using the magnet with the lead foil at 51, 50, 49 and 45.2 cm. The last set of measurements with the magnet and the lead foil was performed to determine any additional beam-hardening effect. Also, variation with lead-foil positioning was measured.
For the SL-18 15 MV beam five depth-dose scans were measured: in open beam, using the magnet, with the lead foil at 46.2 and 29.2 cm from the phantom surface, and using the magnet with the lead foil at 46.2 cm.
%dd (10) x was determined directly with depth-dose curves measured using the magnet and estimated with TG-51 formulae for open beam and measurements with lead foil. In the case of open beam and low energies, TG-51 estimates %dd(10) x = %dd(10), but for higher energies (75% < %dd(10) < 89%) uses the following expression:
( 1) which reduces (Kosunen and Rogers 1993 ) the type B uncertainty in S w,air to 0.2% (0.4% with no correction). %dd (10) is the percentage depth-dose for an open beam at 10 cm depth in a 10 × 10 cm 2 field on the surface of a water phantom at a source-surface distance (SSD) of 100 cm. No information about uncertainty in %dd(10) x owing to this fit was found.
When the lead foil is positioned at 50 ± 5 cm from the phantom surface and %dd(10) Pb 73%, the correcting expression is:
where %dd(10) Pb is the percentage depth-dose for a filtered beam at 10 cm depth in a 10 × 10 cm 2 field on the surface of a water phantom at a source-surface distance (SSD) of 100 cm. Finally, if a lead foil is placed at 30 ± 1 cm from the phantom surface and %dd(10) Pb 71%, then:
These last two corrections have a maximum uncertainty (Rogers 1999) of 0.5%. Thus, if a rectangular probability density is considered, the type B uncertainty due to these fits can be set to 0.3%. According to Rogers and Yang (1999) , the relationship between %dd(10) x and S w,air is:
The associated standard deviation for this fit is 0.0011. TPR 20,10 was measured in the five beams with the Wellhöfer IC-10 chamber using the same scanning system by varying the water level instead of moving the chamber. No shift was considered in these measurements, which were made as described in Brahme and Andreo (1986) , while TPR 20,10 in SL-18 was performed with a source-chamber distance equal to 110 cm. For the calculation of the stopping power ratio, S w,air , the next cubic fit (Andreo 1994) was used:
This expression fits the data better than 0.15%, and type B standard uncertainty of 0.09% was used. When no experimental data are available, and Bragg-Gray theory can be applied, k Q,Q 0 is calculated using S w,air in TRS-398. These S w,air values are calculated using (5) for a quality index. For the estimation of the variation of both beam-quality indices in time, quality-control measurements of depth-dose curves for an open beam were used. For calculating %dd(10) x in high-energy beams, equation (1) was used. TPR 20,10 was calculated from the depth-dose ratio at 10 and 20 cm, D 20,10 , using this linear relationship (Followill et al 1998 No information concerning uncertainty in TPR 20,10 due to this fit was found but calculations of S w,air with this parameter add a type B uncertainty of 0.125%. Both new protocols are based on absorbed dose to water, and S w,air has been used for calculations of k Q , until direct measurements are available. S w,air and p wall are the main source of uncertainty in k Q calculations. In any case, tabulated values of k Q have been compared from both protocols for each beam.
Results

Electron contamination
Depth-dose measurements were normalized at 10 cm depth, and the relative dose referred to the percentage depth-dose considering this normalization. As a result of measurements with and without the magnet, depth-ionization variation due to electron contamination was measured for a field size of 10 × 10 cm 2 at SSD = 100 cm. For the three low-energy beams, the relative dose due to electron contamination from the treatment head was determined as shown in figure 4 . The relative dose due to electron contamination at the maximum depth can be estimated from measured values of %dd(10) and %dd(10) Pb and calculated values of %dd (10) According to TG-51, it is recommended that the lead foil be placed at 50 ± 5 cm from the water surface. Variations in electron contamination due to positioning lead foil from 45 cm to 51 cm (greater distances were not possible) were studied for the Primus 18 MV beam. Variations were less than experimental uncertainty as shown in figure 7. Table 2 shows the quality indices measured for the three low-energy beams. The estimated uncertainty is also shown. In the low-energy measurements, only experimental uncertainty was considered, because fits were not necessary in calculating %dd(10) x . Experimental uncertainty of type A for %dd(10) x in high energy beams was calculated from one standard deviation of measurements and considering error propagation in formulae (1), (2) and (3). In the case of TPR 20,10 , the experimental uncertainty was calculated considering the usual expression for a quotient. Quality-control measurements of D 20,10 , for Primus present low standard deviation since few periodic measurements were performed in a short period of time and this machine has newer technology. The greatest experimental uncertainty was associated with qualitycontrol measurements in SL-18. This could be because quality control is performed monthly, although maintenance service is performed every three months, whereas in SL-75 the quality control is performed only after maintenance service. Two measurements in this The uncertainty of S w,air (u AB ) was divided into two independent uncertainties: those associated with experimental uncertainty (u A ) of quality indices, and uncertainties (u B ) caused by stopping-power-ratio fitting as a function of beam-quality index and %dd(10) x calculations from %dd(10) Pb . With the use of Followill's fit, there was no information about added uncertainty when TPR 20,10 was calculated from D 20,10 , but its influence in S w,air was considered. Also, uncertainty in the calculations of %dd(10) x from %dd(10) in an open beam was not considered, but its influence in S w,air calculations was 0.2% (Kosunen and Rogers 1993) .
Quality indices and stopping power ratios (S w,air )
S w,air varied significantly (0.4%) in SL-18 15 MV beam depending on the chosen beamquality index and the measurement procedure, especially for open-beam measurements and TG-51 formalism. For this open beam, TG-51 underestimates electron contamination, so this difference could be explained by this result.
With respect to quality-control measurements, the behaviour of both quality indices over time proved quite similar and variations over the time of the stopping-power ratio did not depend on the quality index chosen. Figure 8 presents variations over time of calculated S w,air for SL-18 15 MV beam.
Beam-quality correction factor (k Q,Q 0 )
Interpolated values of k Q for the chamber NE2571 were calculated from tables of TRS-398 and TG-51. The results are shown in the last columns of tables 2 and 3. The greatest difference Table 3 . Quality indices measured in the different ways for the three 15 MV and 18 MV beams and calculated stopping-power ratios and k Q values for NE2571 chamber. u is the experimental uncertainty (1 sd) for quality indices measurements combined, unless for lead foil measurements, where experimental uncertainty is combined with fit uncertainties of calculations of %dd(10) x from %dd(10) Pb . QC indicates quality control measurements. Note that purging-magnet measurements have less uncertainty, because the fit uncertainty has not to be applied. u A is the uncertainty of the calculated value of S w,air considering error propagation, and u B is the uncertainty of the calculated value of S w,air due to fit uncertainty, while u AB is the combined uncertainty. Beam-hardening effects were also considered, but the comparison of measurements using the magnet and with or without lead foil showed that no beam hardening effect was measured beyond experimental uncertainty, as reflected by values of quality indices in tables 2 and 3.
Discussion
The theoretical comparison between TRS-398 and TG-51 made by Huq et al (2001) shows that the quotient of beam-quality factors, k Q , from both protocols was 1.000 ± 0.001, except for 75% < %dd(10) x < 85% or 0.70 < TPR 20,10 < 0.77, where lower values were found, although the k Q values agreed within 0.2% for almost the entire range of photon beam qualities used in hospitals. As described in the present paper, greater discrepancies were experimentally found for stopping-power ratios than for k Q values, because the perturbation factors tend to compensate for these deviations. The greatest difference in calculated k Q from our measurements was found for SL-18 15 MV beam: 0.3% (for purging-magnet measurements), but for stopping-power ratios, S w,air , the biggest difference was 0.4%, for open beam (for purging-magnet measurements the difference was only 0.15%). Electron contamination was underestimated in TG-51 for this open beam (see table 1) but this fact tends to counteract the expected difference between the two protocols. The theoretical maximum difference was found for TPR 20,10 = 0.75, similar to the beam-quality index of measured the 15 MV beam (TPR 20,10 = 0.765). The theoretical expected difference for this beam is 0.3%, which was the difference value obtained for measurements with the magnet, while measurements in open beam, where electron contamination is underestimated, differs only 0.1%, due to error compensation. Landoni et al (2003) found similar results comparing TRS-398 and TG-51. In a Clinac 2100CD 15 MV beam (%dd(10) x = 77.7; TPR 20,10 = 0.756) the difference for the two protocols was 0.4% measuring with a PTW 30002 chamber.
Experimental k Q values have been determined in the last few years (e.g. Guerra et al 1995 , Palmans et al 1999 , Shortt et al 1993 . More experimental data have been compiled for the chamber NE2571, so the following discussion will consider only k Q for this chamber. Experimental values of k Q , as reviewed by Andreo (2000c) (data for NE2561, PR06 and PTW30001 chambers were also reviewed), vary from 0.991 to 0.995 for 0.670 < TPR 20,10 < 0.705. These values are comparable to data from table 2 for both protocols for the three 6 MV beams.
The TPR 20,10 for the SL-18 15 MV beam was 0.765, so that the expected value of k Q was 0.974 ± 0.010 (Andreo 2000c) . Values from table 3 vary from 0.980 to 0.977. The value closest to experimental data is k Q determined with TG-51 formalism based on measured %dd(10) Pb or measured %dd(10) x with the purging magnet, although uncertainty in experimental k Q determination is greater than these differences.
For the Primus 18 MV beam, the best agreement between k Q calculated from our measurements and experimental values is again resulted for measurements of %dd (10) On the other hand, Seuntjens et al (2000) have determined that the uncertainty regarding the calorimetric determination of k Q for a single chamber is typically 0.36%, and 0.45% for a set of chambers of the same type. Reviewed values of Andreo (2000c) have an uncertainty varying from 0.3% to 1.0%.
There has been an interesting debate on the adequacy of these beam-quality specifiers (Andreo 2000a , 2000b , 2000c , Rogers 2000 . Electron contamination calculation for generic beams was considered by Andreo as one important source of uncertainty. Lead is discussed by Andreo (2000a) as the best material to remove electron contamination, although Li and Rogers (1994) using Monte Carlo, concluded that tungsten and lead would be the best electron filters for a 23.75 MeV mono-electron beam, considering a 50 cm air gap. The greatest difference between calculated %dd(10) x from %dd(10) Pb and directly measured %dd(10) x was for the SL-18 15 MV beam, this being 0.3% (see table 3 ). This difference is to be expected, because the maximum deviation of this fit (Rogers 1999 ) is 0.5%. Differences in S w,air were kept below 0.06%, lower than uncertainty associated with S w,air linear fit. Measurements in open beam were quite different: for the same beam, the difference between S w,air (TPR 20, 10 ) and S w,air (%dd(10) x ) from open-beam measurement was +0.2%. In any event, with regard to this energy, the theoretical difference for SL-18 15 MV beam (Huq et al 2001) is −0.3%.
Also, it should be noted that electron contamination is not always reduced by placing a lead foil. Figure 6 shows that electron contamination is higher when the lead foil is positioned at 30 cm from the water surface, but differences between %dd(10) x from %dd(10) Pb and directly measured %dd(10) x are of the same order as uncertainty.
Conclusions
A purging magnet was employed based on a permanent magnet of Nd-Fe-B and removed all the electrons produced in the treatment head. Electron contamination from the treatment head was measured for a squared field of 10 × 10 cm 2 and SSD = 100 cm. It was found that electron contamination is machine dependent, and does not depend solely on beam energy.
Pure photon-beam depth-dose curves were used to measure %dd(10) x directly, using the purging magnet, and these values were compared with TG-51 calculated values from measurements in filtered and open beams. When the beam-quality index was calculated using TG-51, associated-to-fit uncertainties were reviewed and compared with TRS-398 uncertainties. Similar values were found in both protocols. For comparing protocols, two parameters were used: S w,air and k Q . Calculated k Q values were compared with recent experimental k Q values. For measurements at low energies, differences are lower than uncertainty and the deviation in experimental data reported by several authors was much higher. For high energy beams, the closest agreement with experimental data was found using %dd(10) x . Electron contamination was underestimated by TG-51 for the 15 MV open beam and differences with TRS-398 of k Q were lower in this case than theoretically expected. Nonetheless, the greatest discrepancy observed between the two protocols was 0.3%, as theoretical studies have shown (Huq et al 2001) .
