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Development of exponentially scaling methods has seen great progress in tackling larger systems than pre-
viously thought possible. One such technique, full configuration interaction quantum Monte Carlo, is a useful
algorithm that allows exact diagonalization through stochastically sampling determinants. The method derives
its utility from the information in the matrix elements of the Hamiltonian, along with a stochastic projected
wave function, to find the important parts of Hilbert space. However, the stochastic representation of the wave
function is not required to search Hilbert space efficiently, and here we describe a highly efficient determin-
istic method to achieve chemical accuracy for a wide range of systems, including the difficult Cr2 dimer. We
demonstrate that such calculations for systems like Cr2 can be performed in just a few cpu hours. In addition
our method also allows efficient calculation of excited state energies, for which we illustrate with benchmark
results for the excited states of C2.
Introduction: The scope of traditional approaches to full
configuration interaction (FCI) has been limited to simple di-
atomic molecules [1, 2], and there has been little progress in
diagonalizing spaces much larger than a billion determinants
in recent times [3–5]. However, recent progress in alterna-
tive approaches to FCI problems has increased the scope of
FCI beyond simple diatomic molecules. Two techniques in
particular have been important in this progress, full configu-
ration quantum Monte Carlo (FCIQMC) [6], and density ma-
trix renormalization group (DMRG) [7–9]. Both algorithms
provide unique advantages, with DMRG being the definitive
method for systems in which one can identify degrees of free-
dom with low levels of entanglement [10, 11], and FCIQMC
showing promise for molecules and extended systems in two
or more dimensions [12, 13]. The success of DMRG and
FCIQMC in quantum chemistry is highlighted by their recent
applications to unprecedented large-size determinant spaces
while also achieving chemical accuracy [14–23].
The FCIQMC method is a useful technique with a few
limitations which include biased sampling and comparatively
computationally expensive simulations. The biased sampling
is a result of the initiator approximation [24], generally em-
ployed in FCIQMC calculations which additionally limits the
space in which determinants can be sampled. The initiator
approximation can cause errors in FCIQMC calculations that
can be unexpectedly large [25]. The need for this approxi-
mation is related to the Monte Carlo sampling and not neces-
sarily related to power of the technique which we suggest is
finding important determinants. In this Letter we suggest an
alternative to stochastic sampling in favor of a completely de-
terministic version of the FCIQMC technique that efficiently
samples the determinant space. We denote this deterministic
FCIQMC algorithm by Adaptive Sampling CI (ASCI). Our
approach should be contrasted to other techniques for finding
energetically important determinant subspaces. The majority
of traditional CI methods encode relevant physical degrees of
freedom based on excitation levels from a reference determi-
nant [26]. These excitation-based methods can also suffer
from inaccuracy as they miss important parts of determinant
space. Within the CI framework several promising ways to
circumvent this problem have been suggested that focus on se-
lected CI approaches where one selects relevant determinants
based on different criteria [27–42]. After presenting the ASCI
method, we establish a connection between FCIQMC and var-
ious selected CI approaches. We then apply the ASCI method
to the Cr2 dimer, a classic hard problem for many computa-
tional electronic structure methods [25]. Finally, we demon-
strate that excited states are straightforward to calculate with
ASCI. We note that the calculation of excited states within
stochastic FCIQMC is possible, but require specialized tech-
niques [43], or stochastic orthogonalization between walker
sets, which is quite different from the method described here.
A path to a deterministic algorithm: In the initial develop-
ment of FCIQMC, one of the original improvements on the
method was to take part of the projection step and make it de-
terministic [21]. In this work, we go further and develop a
completely deterministic algorithm. Our approach here is to
find important determinants in the same manner as FCIQMC,
i.e. to sample determinants based on the absolute value of the
ground state wave function amplitudes. The FCIQMC tech-
nique was originally presented as a projector method in imag-
inary time and we use this approach to motivate our method.
We start by expanding a wave function in the space of deter-
minants,
ψ(τ) =
∑
i
Ci(τ)|Di〉, (1)
and the propagator in imaginary time,
− dCi
dτ
= (Hii − E)Ci +
∑
i 6=j
HijCj , (2)
which has an asymptotic solution of a stationary state with
dCi
dτ = 0. In FCIQMC, the parameter E is a free parameter
that controls the population of walkers. Here we will consider
E to be the ground state energy or our best approximation
thereof. The power of FCIQMC is that it ignores the unim-
portant parts of determinant space, finds important determi-
nants, and samples them according to their amplitudes. For a
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2stationary state we can solve for the individual coefficients as
Ci = −
∑
i6=j HijCj
(Hii−E) .
The RHS of this equation captures all aspects of the
FCIQMC algorithm. TheHij in the numerator corresponds to
the spawning step (transition moves between determinants),
the sign of Hij in the numerator and specifically summing
over positive and negative terms corresponds to the annihi-
lation step (cancelation of positive and negative walkers), and
the denominator corresponds to the death/cloning step (adding
or removing walkers from the simulation). The key to turn-
ing FCIQMC into a non-stochastic algorithm is to remove the
stochastic sampling and replace it with a deterministic rank-
ing of important determinants. In both approaches the Hamil-
tonian matrix elements and a wave function are needed. In
FCIQMC the wave function is represented by the distribution
of walkers at any given step, whereas for our deterministic
algorithm, we use an approximate wave function at each iter-
ation as follows,
C1i =
∑
j 6=iHijC
0
j
(Hii − E) . (3)
In this equation, we have labeled the coefficients of the initial
wave function as C0, and the output coefficients as C1. Thus
for any good approximation to the ground state wave function
we can use Eq. 3 to determine the importance of determinants
in a much larger space that what is initially included in C0.
ThisC1 is essentially a first-order perturbation estimate for CI
coefficients in the Epstein-Nesbet perturbation theory [32].
The Deterministic Algorithm: The technique described in
this section can be considered a variant of CIPSI (Con-
figuration Interaction by Perturbation with multiconfigura-
tional zeroth-order wave functions Selected by Iterative pro-
cess) [32], with a modified search procedure. For the largest
systems considered here, only a modest amount of memory
is needed, and all parts except the diagonalization step can be
trivially parallelized. The algorithm is defined by two deter-
minant subspaces: a core space of size cdets and a target space
of size tdets. The core space determines the number of terms
j we include in the sum in Eq. 3. This is to say we select j
determinants with the largest C0j , and consider only those to
be non-zero in the sum of equation Eq. 3. The space to be
searched is the set of single and double excitations of the core
set of determinants. Since our objective is to find the deter-
minants with the largest amplitudes, we in general only need
to search determinants connected to those with large ampli-
tudes. We illustrate the use of this approximation with numer-
ical tests in the next section. The target space contains the top
tdet determinants, as determined from the ranking, and is the
rank of the matrix diagonalized in each iteration.
Initalize: set size of core (cdets) and target space (tdets). Set
the starting wave function to the Hartree Fock wave function
(C0 = 1, Ci>0 = 0; E=EHF ).
(1) Evaluate the perturbed wave function amplitudes over
al the single and double substitutions from the core space.
Ai =
∑core
j 6=i HijCj
Hii − E . (4)
(2) For the core determinants of the current wave function
{Ci}core, and the current perturbed wave function {Ai}search,
select the tdet largest absolute values to define the new target
space.
(3) Form and diagonalize H in the target space.
(4) The lowest eigenvalue is the new energy E. The largest
cdet amplitudes, by magnitude, define the new core space. If
the energy is not converged, return to step (1).
The determinants found at the end of the simulation will
in general be the most important determinants for the ground
state wave function. Unlike FCIQMC this technique has no
population bias, initiator bias, and no sign problem. The tech-
nique described here provides an inherently variational en-
ergy. However, it is possible to extend the accuracy of the
technique with perturbation theory, which comes at the ex-
pense of the energy no longer being variational [44].
Discussion: When performing an ASCI calculation the first
few steps involve the exploration of higher order excitations.
If the starting wave function is a single determinant, then each
step increases the maximum number of excitations that have
been explored by 2. The coefficients A, as calculated in step
(1), can span all single and double excitations from the cur-
rent wave function, and is generally very large. Truncating
the coefficients that are calculated for A in the main part of
the self-consistent loop allows us to consider applying our al-
gorithm to large systems. To maintain size consistency, the
value of tdets and cdets will have to grow with system size.
For the systems considered in this work, it was possible to
converge the value of cdets, as the energy with respect to this
parameter can be extrapolated by running with a few different
values.
Apart from the diagonalization step, the most computation-
ally expensive task is forming the A matrix and finding its
largest values. This can be split among many processors, with
the only non-trivial communication occurring during the final
aggregation of the final values.
Further improvements are possible by generating the natu-
ral orbitals after an initial run and using them to recalculate
the electron integrals. The natural orbitals can be generated at
any point in the simulation from the current best wave func-
tion. The natural orbitals are generally thought to produce
highly compact representations of a wave function [45]. For a
difficult system like Cr2, we find the use of natural orbitals to
be crucial to obtain accurate energies.
Before we present our results we consider numerical tests
for our approximation of the matrix A. In general, the coef-
ficients of the ground state wave function will span many or-
ders of magnitude, and searching over the determinants with
the smallest amplitude coefficients is inefficient. Using cdets
as a parameter to limit the search to only the important deter-
minants is a well controlled approximation that can be con-
3verged. This approach has similarities to the FCIQMC initia-
tor approximation [24].
We demonstrate the accuracy of this approximation by con-
sidering CN in an STO-3G basis (6240 determinants). We
show that we can find the most important determinants in
Hilbert space without having to perform a diagonalization
over a larger determinant space. Table I provides a compar-
ison of the most important determinants found with different
values of cdets and tdets to those obtained from a full diago-
nalization over the entire space. For a simulation of 100 core
determinants and a target space of 200 determinants (100/200)
we found 182 of the top 200 determinants (91%). The re-
maining 9% of missed determinants were found to be close in
amplitude to the determinants that replaced them in the target
space. Similar result can be seen for for all the simulations
presented. These results suggest that for some simulations
that the search algorithm isn’t highly dependent on the size
of the core space and the small percentage of determinants
that are missed by the algorithm are replaced by determinants
that are similar in importance. Thus we argue that extremely
high accuracy is not needed in determining the ranking order.
This approximation is even further reduced when perturbation
corrections are used, which can correct for any important de-
terminants that were missed.
cdets tdets energy top 200 top 400 top 800
100 200 -91.17389 182 (91%) 200 200
100 400 -91.17637 200 373 (93%) 400
100 800 -91.17749 200 400 724 (91%)
200 400 -91.17657 200 387 (97%) 400
200 800 -91.17753 200 400 758 (95%)
400 800 -91.17755 200 400 776 (97%)
FCI -91.17767
Table I. Test of the CN dimer using the full search algorithm. The
energies are in units of Ha. The columns with ’top 200; is the number
of determinants we found that agree with the top 200 determinants,
by amplitude, of the exact answer. Likewise for ’top 400’ and ’top
800’. The total FCI space is 6240 determinants
Benchmark results: Our main goal in presenting this analy-
sis is to demonstrate that a deterministic method is capable of
exploring determinant space in a similar manner to FCIQMC.
We did not focus on algorithmic speed and we only provide
timings here to suggest an upper bound of what can be ex-
pected. For the results presented here we built our own imple-
mentation of this algorithm and incorporated tools from var-
ious codes [46–48] and electron integrals from various pack-
ages [49, 50].
C2 with the cc-pVDZ basis set: For C2 simulations, the
convergence of energies to chemical accuracy was easily
achieved, and neither the use of natural orbitals nor pertur-
bation corrections are needed. In comparison with the exact
results [4], we were able to achieve an accuracy of 1 mHa
using a diagonalization no larger than 200,000 determinants.
The total computer time for a simulation of this size was less
cdets tdets energy
4,000 10,000 -75.71842
4,000 50,000 -75.72626
4,000 100,000 -75.72786
8,000 100,000 -75.72795
4,000 200,000 -75.72878
10,000 200,000 -75.72891
20,000 200,000 -75.72895
20,000 300,000 -75.72928
15,000 500,000 -75.72953
FCI 27,900,000 -75.72985
Table II. Energy of C2 molecule in units of Hartrees, at bond length
1.27273 Å. The size of the determinant space is given by the D2h
point group and with a frozen core. The benchmark results for this
molecule with cc-pVDZ basis set is given from the following refer-
ence [4, 6].
than 2 cpu hours. Results are presented in Table II, using dif-
ferent values of tdets and cdets.
Cr2 with the SV basis set: Fig. 1 shows the convergence
of our results for Cr2. In order to make a comparison with
previous studies [25], Cr2 calculations were carried out with
the SV basis set [51] at 1.5 Å with 24 active electrons in 30
orbitals and a frozen core. A compact representation of the
wave function in this system is dependent on having a good
set of orbitals. As part of our algorithm, we run a preliminary
calculation with a target space of 100,000 determinants, after
which we calculated the natural orbitals. The resulting natural
orbitals were used to recalculate the integrals for the produc-
tion run. The total energy for our most accurate simulation
converged to within 16 mHa of the predicted full CI basis set
energy [25].
A perturbation theory analysis [44] was performed bringing
the final energy within 1 mHa of the predicted exact result.
The timing for the largest simulation (tdets=106), including
the initial run for calculating the natural orbitals but not in-
cluding the perturbation correction, requires approximately 7
cpu hours when run on a single core of a 2.40 GHz Intel Xeon
processor. While this is a relatively fast calculation, we ex-
pect further improvements will speed up the simulation sig-
nificantly.
To demonstrate the distribution of the determinants located
by ASCI we plot a histogram of excitations from the dominant
determinants for Cr2 in Fig. 2. The ratio between different
excitations sectors does not change much in increasing tdet
values from 105 to 106. For this range, the quadruple excita-
tions generally make up half the wave function, while higher
excitations above the quadruples make up roughly 30% of the
wave function.
Excited states: We are also able to calculate excited
states with our technique, as they are obtained automatically
within the diagonalization procedure. For a 6-31G* basis
of C2, we compare against previous FCI simulations for
4Figure 1. (Color online): Cr2 energy as a function of tdet size, with
the largest target space going up to 1 million determinants. The
plotted energies have been shifted by 2086 Ha. The PT correction
line represents our result with the added perturbation theory cor-
rection, which brings our final energy to within 1 mHa of the pre-
dicted exact result. Our best energy without the perturbation cor-
rection is -2086.40388 (Ha). With the perturbation correction it is
-2086.4203 (Ha). The DMRG benchmark is -2086.420948 (Ha) [25].
Figure 2. (Color online): The distribution of determinants of Cr2 by
excitations from the dominant determinant. The x-axis is excitation
level from the dominant determinant, and the y-axis is the fraction of
determinants. Plots (a), (b), (c), (d) have tdets = 100k, 400k, 800k,
and 1 million respectively. Simulations with different tdet spaces (for
the ones shown here) have roughly the same fractional importance
in the different excitation levels. Thus even for our smallest tdet
simulations, large determinant excitations are important.
the first two excited states [52]. For a simulation at a
distance of 1.25 Å with cdets=104 and tdets=800000, we
have the following energies for the ground state and the
first two excited states (−75.7256,−75.6345,−75.6271)
in units of Ha. The exact results
are (−75.725995,−75.636861,−75.628883) [52]. Thus,
although the accuracy of the excited states is not as good as
the ground state, it is still straightforward to achieve chemical
accuracy (which is generally defined as 0.0016 Ha).
We can improve the accuracy of excited states by noting
that any eigenstate can be used in Eq. 3. Thus we can find
and rank determinants by their importance to individual ex-
cited states. The excited state optimization can be done si-
multaneously with the ground state method, or in a state-by-
state bootstrap method. For the simultaneous optimization al-
gorithm, we determine a set of important determinants to re-
tain for each excited state. There is a separate search step for
each excited state, but one diagonalization step that combines
all retained determinants. In contrast, the bootstrap method
would converge each excited state one by one, where at each
step determinants would be added in specifically for the tar-
geted excited state. The use of natural orbitals averaged over
various excited states may also be used to improve the algo-
rithm [38, 53]. A detailed study of the targeted excited state
technique will be presented elsewhere.
Connection to selected CI: As mentioned earlier, the ASCI
method may also be considered a variant of selected CI tech-
niques [32, 33, 36, 40] in which there is considerable current
interest [27, 42, 44, 54]. Our method employs first-order per-
turbation coefficients for selecting determinants, and is thus
closely resembles the CI method, CIPSI. Another related tech-
nique is the Λ+SD-CI [27] method which uses a one-step en-
ergy criteria, and a one-step approach together with our Eq. 3
in order to find important determinants. Despite these simi-
larities, none of these algorithms have been pushed to achieve
chemical accuracy for hard systems, and do not appear to have
been benchmarked against FCIQMC or DMRG. The largest
Λ+SD-CI calculations included roughly 50,000 determinants
and attained 1–3 mHa accuracy for C2 6-31G* (comparable
to our results in Table II). As shown in this work, it is easy to
go more than an order of magnitude in accuracy using our it-
erative scheme, without significantly increasing the computa-
tional effort. The largest selected CI techniques we are aware
of have been extended up to 4 million determinants [55], but
for systems in which no benchmarks exist.
For the future development of ASCI and other selected CI
techniques, it is important to consider how such methods are
different from standard CI methods. The difference is largely
due to the construction of the Hamiltonian. Selected CI tech-
niques need unique data structures in order to construct the
Hamiltonian efficiently [55, 56]. A previous study demon-
strated that much larger scale simulations, than what we pre-
sented here, is possible for selected CI techniques [55]. We
are currently considering various data structures used previ-
ously [55, 57] and new structures, to determine the best way
to scale up our simulations.
Conclusions: We have shown that the underlying dynam-
ics of FCIQMC can be used to generate a deterministic al-
gorithm that can be efficiently used to calculate both ground
and excited states of chemical systems. We have applied this
technique to a known difficult problem in electronic structure
theory, the Cr2 molecule, and shown that chemical accuracy
can be achieved with the cpu power available on any mod-
ern computer. Our results suggest that the ASCI method (and
5selected CI methods in general) should be considered as a
state of the art CI method in both accuracy and efficiency. It
will be interesting to determine where ASCI stands in rela-
tionship to DMRG and FCIQMC, as all these methods have
different strengths. Certainly the use of ASCI and FCIQMC
is currently important since DMRG and post-DMRG meth-
ods are not yet well suited for simulations in two and three
dimensions. The ASCI method also distinguishes itself from
FCIQMC in that excited states and other properties, such as
the 2-RDM, are inherently easy to calculate [58, 59].
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