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Let (X, 7, +) be a finite, nonatomic, measure space. Let G=span[g1 , g2 , ..., gn]
L1 , and let the support of G be X, a.e. For f # L , put M( f )=(X fg1 d+,
X fg2 d+, ..., X fgn d+). Then Q=[M( f ) : f # B(L)] is a compact convex set.
Liapunov’s classsical theorem is that also Q=[M(s) : s # ext B(L)]. This paper
characterizes when the functions, s, in Liapunov’s theorem can further be restricted
to being the signs of continuous functions. That is, suppose there is a topology on
X, and that 7 is the Baire sets. Let S be the collection of supports of continuous
non-negative functions.
Theorem. The following are equivalent:
(i) Q=[M(s) : s # ext B(L), and s=sgn f for some f # C(X )],
(ii) for every g # G, [x : g(x)>0] and [x : g(x)0] are in S, a.e.
The theorem is proved in a general setting. If the _-field in the general theorem is
arbitrary, the theorem becomes Liapunov’s Theorem. The theorem above results
when the _-field is the Baire sets. A setting with the Borel sets produces Q as the
range of M over extreme functions that are both lower semi-continuous a.e. and
upper semi-continuous a.e.  2001 Academic Press
Key Words: nonatomic Baire measures; vector measures; convex sets; supports of
continuous functions; extreme points.
1. INTRODUCTION
Liapunov’s Theorem [6] is equivalent to saying Q+=[M(IK) : K # 7]
is convex. Render and Stroetmann [9] initiated research on topological
versions of Liapunov’s Theorem by proving sufficient conditions that Q+
be realized when the sets K are restricted to the open sets of a topological
space X, (and where 7 is the Borel sets). Kellerer [5] provided the com-
plete characterization by showing that Q+=[M(IU) : U open] if and only
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if for every g # G, supp(g+) and [supp(g+)]c are both open sets, a.e. (that
is, each differs from an open set by a set of measure zero).
This paper has two puposes. The first is to prove topological versions
of Liapunov’s theorem that realize Q as the range of M over smaller
fundamental classes of extreme functions. These will include the class of
extreme functions that are the sign of a continuous function, and the class
of extreme functions that are both lower semi-continuous a.e. and upper
semi-continuous a.e.
The second purpose is to present a general setting from which these
different theorems (including Liapunov’s original theorem) are derived as
special cases by specifing the _-algebras involved.
Comments
(i) An elegant direct proof of Liapunov’s Theorem is in [7].
(ii) For the characterization involving continuous functions, we
require that 7 be the Baire sets (i.e., the _-algebra generated by the
supports of non-negative continuous functions). Often, with regularity con-
ditions assumed in analysis settings, the Borel sets are also Baire sets. In
general they are distinct. For example, Hewitt [4] found a regular space
(i.e., K closed and x  K implies there are open disjoint sets U and V with
x # U and KV ) on which every continuous function is constant. Note
that a Baire measure on such a space would be atomic.
(iii) The paper assumes no regularity conditions on the topology or
on the associated measure space.
(iv) Various proofs and applications of the classical Liapunov
theorem are found in Refs. [1, 3, 6, 8, 11, 12].
2. NOTATION AND DEFINITIONS
Measure Spaces. Throughout the paper (X, 7, +) will be a measure
space.
For U, K # 7, we say that U splits K if +(K )>+(K & U )>0. A set K # 7
is an atom of + if +(K )>0, and no U in 7 splits K. (X, 7, +) is nonatomic
if no set in 7 is an atom with respect to +.
We use a.e. as an abbreviation for the term ‘‘almost everywhere.’’ For
example, we will write U is open a.e. to mean there is an open set V such
that +((U&V ) _ (V&U ))=0. Other authors call this +-equivalent to an
open set.
We will sometimes write L1 for L1(X, 7, +). If there is also a topology on
X, a set in the smallest _-algebra containing the open sets is a Borel set.
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The _-algebra generated by the supports of the non-negative, continuous
real functions is the Baire sets.
Functions. The linear span of a collection of functions, F, is span F.
The sign of a function f is sgn f (x) :=[1 if f (x)>0; &1 if f (x)<0; and
0 if f (x)=0]. We will use f + and f & to be max[ f (x), 0] and &min
[ f (x), 0], respectively. The characteristic or indicator function of a set
AX is IA(x) :=[1 if x # A; and 0 if x  A].
Spaces of Functions. The essentially bounded functions on X are written
as L . Its closed unit ball is B(L), and the extreme points of the unit ball
is ext B(L)=[ f # L ; | f |=1, a.e.]. For a collection of functions H, we
use H+=[h # H : h0].
The continuous functions are written C(X ), and C+(X )=[ f # C(X ) :
0 f ]. If GL1 , then G==[ f # L : X fg d+=0 for all g # G]. f is upper
semi-continuous a.e. if for all real numbers a, f &1(a, ) is open a.e.
Sets. For sets K and U, we use K&U to represent [x # K : x  U ], and
the complement of K is K c :=X&K.
Let f be a real-valued function defined on X. The support of f is supp( f )
:=[x : f (x){0]. We define the support of G to be supp G :=ni=1
supp(gi). The zero set of f is Zf =Z( f ) :=[x # X : f (x)=0]. We may also
use the notation such as [ f>a] for [x : f (x)>a] when it is easier to read.
For example, (supp g+)c is more easily recognized as [g0].
Reserved Notation for This Paper. For G=span[g1 , g2 , ..., gn]L1 ,
and an f # L we reserve the notation
M( f )=\|X fg1 d+, |X fg2 d+, ..., |X fgn d++ ,
Q=[M(h) : h # L , &1h1],
and
Q+=[M(h) : h # L , 0h1].
Definition. Let S7. We will say that a function f is S-supported if
the three sets supp f +, Zf, and supp f & are in S a.e. (that is, each differs
from a set in S by a set of measure zero). We say that a collection of func-
tions H is S-supported if each member of H is S-supported. We alert the
reader, that this definition of S-supported is not a standard definition.
We list below variations of this definition that we use later.
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Lemma 2.1. Let S be closed under finite unions and finite intersections.
Let H be a linear subspace of functions. The following are equivalent:
(1) H is S-supported,
(2) for each h # H the sets [h>0] and [h0] are in S, a.e.
(3) for each h # H, [h>0] and Zh are in S a.e.
Lemma 2.2. If S=[supp f : f # C+(X )], then s # ext B(L) is S-supported
if and only if there is a continuous function f such that s=sgn f.
3. THE SETTINGS
In this section we isolate the properties used in the proof of the unified
Liapunov theorem, Theorem 4.1, below.
Let L be a convex cone of functions in L , and let S=[supp f : f #
L+] generate 7. We hypothesize:
(i) S is closed under finite unions and intersections; and if [Ni] and
[Pi] are disjoint sequences of nested sets in S (i.e., Ni Ni+1 . a.e. and
Pi Pi+1 . a.e.) such that the disjoint (a.e.) sets N=i=1 Ni and P=
i=1 Pi union (a.e.) to X; then N and P are in S.
(ii) If S1 , S2 , and S3 are pairwise disjoint a.e. subsets in S that union
to X a.e., and f1 , f2 , and f3 are functions in L, then there is an f in L such
that sgn f=sgn fi on Si .
(iii) There is an f # L+, such that +( f &1(a))=0 for all real a and
such that
[+([x : f (x)>a]) : 0a& f &]=[0, +(X )].
(iv) If H is a finite dimensional subspace of L1(X, 7, +), there is a
q # L, such that, sgn q # H=, and +(Z(q))=0.
Lemma 3.1. The following satisfy the conditions above:
(a) L=L , and S=7.
(b) 7 is the Baire sets in X; L=C(X ); and S consists of the supports
(a.e.) of non-negative, bounded, continuous functions.
(c) S is the subsets of X that are both open a.e. and closed a.e.; 7 is
the _-field generated by S; and L=[ f # L : f &1(a, ) # S].
(d) Suppose that the subsets of X that are both open a.e. and closed
a.e. form a basis for the topology on X (e.g., Lebesgue measure on Rn). Then
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let S be the open sets (a.e.); 7 the Borel sets; and L the lower semi-
continuous (a.e.) functions.
Proof. Condition (i) is readily verifiable.
To show that L satisfies condition (ii) let f =fi on Si . In C(X ) let si
be a non-negative, bounded continuous function whose support is Si .
Condition (ii) is satisfied by putting f =s1 f1+s2 f2+s3 f3 . If f is a
function from either setting (c) or (d), then f =sgn fi on S i , fulfills
condition (ii).
Condition (iii) is Theorem 5.2 and Lemma 6.2 in Wulbert [14].
Condition (iv) follows from Lemma 5.1 in Wulbert [13]. That lemma
states that if Q is an n+1-dimensional subspace of bounded measurable
functions such that +(Zq)=0 for all q in Q; then, If H is n&1-dimensional,
there is a q # Q for which sgn q # H=. In the three settings (a), (b), and (c)
of the current lemma, the function f satisfying condition (iv) has the
property that +( f &1(a))=0 for all real numbers a. Hence, Q=[ p b f : p a
polynomial of degree n], satisfies the referred to lemma. Hence there is
a q # Q such that sgn q # H=. The L in settings (a), (b), and (c) form an
algebra. So, q is also in that space, satisfies condition (iii). Setting (d) for
the lower semi-continuous (a.e.) functions follows from setting (c), since the
functions in (c) are all lower semi-continous a.e. K
Comments. Condition (i) will be used to show that a particular L1 limit
of S-supported functions is also S-supported. The condition is, of course,
less restictive then assuming that S is closed under countable unions. This
less restrictive condition was used to include the sets that are both open a.e.
and closed a.e. (setting (c) in the lemma above).
If Q=[M(sgn f ) : f # L, +(Zf)=0] then of course (since 0 # Q) there is
a q # L such that sgn q # G=, and +(Z(q))=0. Condition (iv) requires the
conclusion holds for all finite dimensional subspaces HL1 . The setting
that did not readily satisfy condition (iv) is: L the lower semi-continuous
functions, S the open sets a.e., and 7 the Borel sets. This is the setting of
Kellerer’s Theorem. Our proof that the settings (a), (b), and (c) of the
lemma satisfied condition (iv) used the fact that in those settings L is an
algebra.
4. A UNIFIED LIAPUNOV THEOREM
Lemma 4.1. Let L and S be as hypothesized in Section 3. If G is S-sup-
ported, then Q=[M(sgn f ) : f # L, +(Zf)=0].
Proof. For simplicity, we assume that +(X )=1. The proof will be by
induction on the dimension of G. The case for G=span[g1] will follow
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from hypothesized condition (iii) of Section 3. We apply the condition
separately to each of the sets [g1>0], and [g1<0]. By hypothesis both
sets are in S. We start the proof of the one dimensional case by showing
that for &&g+1 &a1&g
+
1 & , there is a function f1 # L such that
a1=|
[g1>0]
sgn( f1) g+1 d+.
To find this f1 apply condition (iii) to the nonatomic measure, &, corre-
sponding to g+1 d+. This gives us a non-negative, y # L, defined on X such
that
[&([x : y(x)>a]) : 0a&y&]=[0, &(X )]=[0, &g+1 &].
For all numbers a, &( y&1(a))=0. Hence,
{|X sgn( y&a) g+1 d+; 0a&y&==[&&g+1 & , &g+1 &].
Choose a* so that X sgn( y&a*) g+1 d+=a1 .
Similarly for &&g&1 &a2&g
&
1 & there is an f2 # L such that,
a2=|
[g1<0]
sgn( f2) g&1 d+.
Since Z(g1) is also in S, hypothesized condition (ii) of Section 3 provides
an f # L such that sgn f =sgn f1 on [g1>0]; sgn f =sgn f2 on [g1<0];
and sgn f =1 on Z(g1).
Now if h # B(L), let a1= hg+1 d+, and a2= hg
&
1 d+. Then the above
shows that there is an f # L with +( f &1(0))=0 such that  sgn fg1 d+=
 hg1 d+. Hence,
{|X sg1d+ : s # ext B(L) : s is S-supported==[&&g1& , &g1&].
That shows that the theorem is true if the dimension of G is one.
Now we assume that the lemma is true for G having dimension up to
n&1. Let h # B(L). We seek an f # L such that +(Z( f ))=0, and M(h)=
M(sgn f ). If h # G=, then hypotesized condition (iv) of Section 3 guaran-
tees that such an f exists. Otherwise let
Gh={g # G : |X gh d+=0= .
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Let gh # G be such that &gh &1=1, and gh has 0 as a best approximation
(in L1) from Gh . Then there is a w # L such that:
(a) &w&=1,
(b) X wg d+=0 for g # Gh , and
(c) X wgh d+=&gh&1 .
Condition (c) implies that w=sgn gh , a.e. on supp gh .
We seek an s that is an S-supported function in G=h & ext B(L), such
that
|
X
sgh d+=:=|
X
hgh d+.
If such an s exists, then for all g # G,
|
X
sg d+=:=|
X
hg d+.
Furthermore, the hypothesized condition (ii) of Section 3 provides that
s is the sign of a function in L and the proof would be completed.
We will inductively construct a sequence of functions [ai] that converges
in L1 to such an s.
We first construct a1 . We will define an upper and lower bound (u1 and
l1) for a1 .
By hypothesis Z(gh) # S. It is possible that +(Z(gh))=0. But in any case,
by the induction hypothesis, applied to the space Gh (where X=Z(gh) and
w plays the role of ‘‘h’’), there is a v0 # L, supported on Z(gh) such that
|
Z(gh)
g sgn v0 d+=|
Z(gh)
gw d+ for all g # Gh , and
+(Z(v0) & Z(gh))=0.
Put
u1={sgn gh ,sgn v0 ,
on supp gh ,
on Z(gh).
Notice that Z(u1)=0.
From the hypothesized condition (iv), there is an l1 # ext B(L) (and
hence Z(11)=0) such that l1 is S-supported, and
|
X
l1 g d+=0, for all g # G.
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Put
:=|
X
hgh d+.
We have that l1 and u1 are S-supported functions in G=h & ext B(L),
such that
0=|
X
l1 gh d+:=|
X
hgh d+|
X
u1gh d+=|
X
| gh | d+.
Notice that we have assumed that :>0. If that were not the case, we
would use &u1 in place of u1 above. This would still be an S-supported
function of absolute value 1 a.e. The inequalities in the line above would
be reversed (as well as in the following argument), but all the subsequent
logic is the same and yields the same conclusion.
We now start the construction of the general step in the inductive
construction of the functions converging in L1 to s.
Let U0=<. Suppose that we have constructed, li , ui , and Ui&1 with the
following properties:
(1) li , ui # G=h & ext B(L), (hence +(Z(ui))=+(Z(li))=0).
(2) li and ui are S-supported,
(3) X l igh d+:=X hgh d+X uigh d+, and
(4) li (x)=ui (x) for x # U i&1 ,
(5) Ui&2 Ui&1 for i>1, and
(6) +(U ci&1)=12
i&1 for i>1.
Put Ui=[x # X : ui (x)=li (x)]. We proceed to define l i+1 and ui+1 . Let
ai=(ui+li)2. Then Ui=supp ai and U ci =Z(ai). Both U i and U
c
i are in S.
For example, U ci =[[ui>0] & [li<0]] _ [[ui<0] & [li>0]]. Also P i=
[x # X; ai (x)=1] and Ni=[x # X; ai (x)=&1] are disjoint sets in S that
union to Ui .
From condition (iv) (applied to the restriction of + to U ci , and to the
space generated by G, li , and u i) there is a function vi # L such that |vi |=1
on U ci , +(Z(vi) & U
c
i )=0, and U ic vi g d+=0 for g # G, or g # [li , ui].
Put
mi (x)={a i (x)vi (x)
for x # Ui ,
for x # U ci .
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Then mi # G=h & ext B(L), and
|
X
m i gh d+= 12 _|X uigh d++|X li gh d+& .
If X mi gh d+:X ui gh d+, then put
ui+1=ui , and l i+1=mi .
Otherwise put
ui+1=mi , and l i+1=li .
The only condition remaining to be satisfied is that +(U ci )=12
i.
We compute that
1
2i
=
1
2
+(U ci&1)=|
Uci&1
1
2
|ui | d+=|
U ci&1
1
2
[ui+l i] ui d+=|
U ci&1
IUi d+
=+(Ui & U ci&1).
The second equality follows from |ui |=1; the third from our requirement
that vi&1 # [ui&1 , li&1]=, hence Uci&1 l iui d+=0; and the fourth from the
fact that,
ui+li
2
(x)={ui (x)0
for x # U i
for x # U ci= =uiIUi .
Since U ci U
c
i&1 ,
+(U ci )=+(U
c
i&1)&+(Ui & U
c
i&1)=
1
2i&1
&
1
2i
=
1
2i
.
Hence,
.

i=1
Ui=X, a.e.
We have constructed li+1 , ui+1 and Ui to satisfy the properties corre-
sponding to (1) through (6) above. The final step is to employ those
properties to construct the desired function, s, that is, (a) S-supported, (b)
in G=h & ext B(L), and (c) X sgh d+=:=X hgh d+.
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Again let ai=(ui+li)2, Pi=[x # X; ai (x)=1], and N i=[x # X; ai (x)=
&1]. Again Pi Pi+1 and Ni Ni+1 . Since i j implies that ai=1 on Pj ,
and ai=&1 on Nj ; we conclude that a i converges pointwise to
s(x)={
1
&1
for x # .

i=1
Pi=P,
for x # .

i=1
N i=N.
Since
_.

i=1
Pi&_ _.

i=1
N i&= .

i=1
Ui=X, a.e.,
from the Dominated Convergence Theorem, aip converges to sp with
respect to L1 for all integrable functions p. In particular, for all g # G,
|
X
sg d+= lim
i   |X a i g d+.
Hence, X sg d+=0 for g # Gh . Also
lim
i   |X a igh d+=:
since
|
X
li gh d+:|
X
u i gh d+,
|
X
li gh d+|
X
ai gh d+|
X
ui gh d+,
and
} |X ai gh d+&: }|X ui gh d+&|X li gh d+|X |u i&li | | gh | d+
|
X
2IUic | gh | d+.
From the Dominated Convergence Theorem, the last integral converges to
zero. Finally we observe that from hypothesized condition (i) of Section 3,
i=1 Pi=P, and 

i=1 Ni=N are in S. Therefore, s is S-supported. K
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Corollary 4.2 (Liapunov’s Theorem). Let (X, 7, +) be a finite non-
atomic measure space. Then
[M(h) : h # B(L)]=[M(s) : s # ext B(L)].
Proof. This is immediate from Theorem 4.1 and Lemma 3.1 part (a).
K
5. NECESSITY OF G BEING S-SUPPORTED
Let (X, 7, +) be any measure space. Let G be an n-dimensional subspace
of L1(X, 7, +). Let S be a subcollection of 7 that is closed under finite
intersections and finite unions.
Theorem 5.1. Suppose supp G=X, a.e. If Q+=[M(IA) : A # S], then
G is S-supported.
Comment. The proof consists of showing that if g0 # G, then the two
sets P0=[g0>0] and Pc0=[g00] are in S, a.e. The argument is a
delicate inductive construction. The notation of lexicographic ordering
would provide an alternate procedure for visualizing the construction
below. For example, the sets, below, wi=0 Pi , and P0 _ [
w
i=1 N i] would
become [x : (g0 , g1 , ..., gw)o0] and [x : (g0 , &g1 , &g2 , ..., &gw)o0],
respectively, where we define [x : (h0 , h1 , ..., hw)o0] if and only if (i) there
is some j in [0, 1, ..., w] such that hj (x){0, and (ii) hmin[ j : hj (x){0]>0.
A lexicographic procedure such as this was used by Kellerer [5, p. 212].
Proof. Let g0 # G. We will show that P0=[g0>0] and Pc0=[g00]
are both in S, a.e. We first show that P0 # S a.e. This involves a construc-
tion that will be used a second time to show also that Pc0 # S, a.e. Let
N0=[g0<0].
Suppose that we have inductively chosen g1 , g2 , ..., gk # G so that for
1 jk,
+ \supp gj & _ ,
j&1
i=0
Z(g i)&+>0,
and that we have defined
Pj=[gj>0] & _ ,
j&1
i=0
Z(gi)&, and N j=[g j<0] &_ ,
j&1
i=0
Z(g i)& .
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Notice that the 2j+2 sets [Pi] ji=0 and [Ni]
j
i=0 are disjoint. In particular
we have the following, which we use later:
\.
j
i=0
P i+
c
=\.
j
i=0
Ni+_ \,
j
i=0
Z(g i)+ .
If +(ki=0 Z(gi)){0, we choose gk+1 so that
+ \supp gk+1 & _,
k
i=0
Z(g i)&+>0,
and define Pk+1 and Nk+1 as above.
Since supp G=X, this recursive process terminates for some w (n)
steps when +(wi=0 Z(gi))=0. If both of the sets 
w
i=0 Pi , and P0 _
[wi=1 Ni] are in S, a.e., then their intersectionwhich is P0would also
be in S, a.e.
The following sublemma shows that both these sets are in S. We apply
the sublemma once to the functions g0 , g1 , g2 , ..., gw , and then a second
time to g0 , &g1 , &g2 , ..., &gw .
Sublemma. If gi , Pi , and Ni , are defined as above, then K=wi=0 Pi
# S, a.e.
Proof of the Sublemma. By hypothesis there is an A # S, a.e. such that
X gIK d+=X gIA d+ for all g # G. To prove that K=A, a.e., we will show
that for each i=0, 1, ..., w, (i) PiA, a.e., and (ii) A & Ni=<, a.e. This is
done inductively. The first induction step is included when k=0.
Suppose (i) and (ii) are true for each i<k where 0k<w. Now X is the
union of the five disjoint sets,
.
k&1
i=0
Pi , .
k&1
i=0
Ni , Pk , Nk , ,
k
i=0
Z(gi).
We rewrite each integral in the equation
|
X
gkIA d+=|
X
gkIK d+
as the sum of five integrals over these sets.
From the definition of K and from the induction assumption (i), we have
that k&1i=0 Pi is contained, a.e., in both K and in A. Therefore gkIK= gk=
gk IA a.e. on the first set. Also gkIK vanishes a.e. on the second, fourth, and
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fifth set, and gkIA vanishes a.e. on the second and fifth set. Hence we
get,
|
Pk _ Nk
gkIA d+=|
Pk
gk IK d+=|
Pk
g+k d+=|
Pk _ Nk
g+k d+.
But for any B # 7 and any integrable function h, B hIA d+=B h+ d+,
implies that:
(a) B & [h>0]A, a.e., and (b) A & [B & [h<0]]=<, a.e.
In our setting (a) and (b) become
(a$) PkA, a.e., and (b$) A & Nk=<, a.e.
Since (a$) and (b$) are true for all k, and using the fact that
+(wk=0 Z(gk))=0, we have that
K= .
w
k=0
PkA, a.e., and
A & \ .
w
k=0
Nk+=A & \ .
w
k=0
Nk+_ \ ,
w
k=0
Z(gk)+=A & \ .
w
k=0
Pk+
c
=<, a.e.
Hence K=A, a.e., and the proof of the sublemma is completed. K
We have shown that for every g # G, [g>0] # S, a.e.
The second part of the proof of the lemma is to show that for g # G,
[g0] # S, a.e. We will apply the sublemma above.
Let g0=&g. So, [g0]=[g0>0] _ Z(g0). We repeat the construction
preceding the sublemma. We put P0=[g0>0]. We choose g1 , g2 , ..., gk # G,
and w<n so that: for jk, +(supp gj & [ j&1i=0 Z(gi)])>0, and +(
w
i=0
Z(gi))=0. We define Pi and Ni as in the first part of the proof.
The two sets wi=0 Pi , and P0 _ [
w
i=1 N i] union to [g0>0] _ Z(g0),
a.e. Hence, if both of these sets are in S, their unionwhich is also equal
[g0]is also in S. The sublemma shows that both sets are in S. We
apply the sublemma once to the functions g0 , g1 , g2 , ..., gw , and then a
second time to g0 , &g1 , &g2 , ..., &gw .
We now have shown that for all g # G both [g>0] and [g0] are
in S. Since S is closed under finite intersections and unions we have that
G is S-supported K
Corollary 5.2. Let (X, 7, +) be a finite, nonatomic, measure space. Let
G be a finite dimensional subspace of L1(X, 7, +) such that supp G=X, a.e.
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In the following settings properties (1), (2), and (3) below are equivalent.
(a) (X, 7, +) is a Baire measure space, and S=[supp f : f # C+(X )];
(b) S is the subsets of X that are both open a.e. and closed a.e., and
7 is the _-field generated by S;
(c) Suppose that the subsets of X that are both open a.e. and closed
a.e. form a basis for the topology on X. Then let S be the sets are both
open a.e. and closed a.e., and let 7 the Borel sets.
(1) Q=[M(s) : s # ext B(L), and s is S-supported],
(2) Q+=[M(IA) : A # S], and
(3) G is S-supported.
Proof. Theorem 5.1 shows that (2) implies (3), and Theorem 4.1 shows
that (3) implies (1).
So suppose that (1) is true, and that h # L , and 0h1. There is an
S-supported s in ext B(L) such that for all g # G.
|
X
[2h&1] g d+=|
X
sg d+.
So then
|
X
hg d+=|
X
1
2 [1+s] g d+.
Since 12[1+s] is the indicator function for [s>0] # S, we conclude that
(2) is true. K
Example. There is a lower semi-continuous function, f, on the real unit
interval, whose level sets have Lebesgue measure zero, but such that f is
not supported by the sets S that are both open a.e. and closed a.e.
To construct such an f, let [ri] be a listing of the rational numbers in
[0, 1]. Let U=i=1 [x : |x&ri |<12
i+1]. Let f (x)=x for x # U, and let
f (x)=x&1 for x  U. Then f &1(a) contains at most one point for all
&1a1.
To show that f is lower semicontinuous let a be a real number. We need
to show that Ua= f &1(a, ) is open. If a0 then Ua=U & (a, ). Since
U is open, Ua is open. If a0, then f &1((&, a])=Uc & (&, a+1],
and so is closed, Hence its complement, Ua is open.
The set U=supp f + is open. We want to observe that it is not closed
a.e. We need to show that there do not exist sets V and W of zero measure
such that (U&V ) _ W is closed. Suppose there were such sets. We will
contridict the conclusion that the measure of (U&V ) _ W is equal that of
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U, and that the measure of U is less than 12 . Since V has zero measure, V
can not contain a sphere around any of the points ri . Hence for each i,
U&V contains a sequence of points converging to r i . It follows that the
closure of U&V is all of [0, 1]. But the closure of U&V must be
contained in (U&V ) _ W.
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