Path planning problems are classical optimization problems in many fields, such as computers, mathematics, transportation, robots, etc., which can be described as an optimization problem in mathematics. In this paper, the mathematical model of obstacle environment is established. The characteristics of neural network algorithm, simulated annealing algorithm and adaptive variable stepsize via linear reinforcement are studied respectively. A new neural network 3D space obstacle avoidance algorithm for mobile robot is proposed, which solves the problem of the computational duration and minimum distance of the traditional neural network obstacle avoidance algorithm in solving the optimal path. According to the characteristics of the improved neural network algorithm, it is fused with a variety of algorithms to obtain the optimal path algorithm that achieves the shortest path distance and meets the requirements of obstacle avoidance security. The simulation experiment of the algorithm is simulated by Matlab. The results show that the improved neural network spatial obstacle avoidance algorithm based on the multiple algorithms proposed in this paper can effectively accelerate the convergence speed of path planning, realize the minimum path distance, and achieve very good path planning effect.
global path planning problems based on environmental prior information, the typical methods proposed in [7] [8] [9] are visibility graph, artificial potential field method and so on. The advantage of the visibility graph is that the shortest path can be obtained, but there is a drawback of the combined explosion problem. The artificial potential field method overcomes the combinatorial explosion problem by finding the minimum value point of the path point energy function, avoiding the combined explosion problem, but has the problem of local minimum value and is not suitable for finding the shortest path. Since the computational time of deterministic algorithms and complexity increases exponentially with the dimensions of the configuration space, these algorithms cannot provide a reliable solution for real-time applications [10, 11] .
In order to solve the problem of mobile robot movement in 3D environment, it is an effective method to apply neural network to mobile robot motion trajectory automatic generation and mobile robot path planning in literature. Neural network path planning algorithm introduces the network structure method according to the basic idea of the artificial potential field method. The calculation is simple and can avoid some local extreme values [12, 13] . In this paper, the simulated annealing algorithm is used to optimize the collision penalty function of the neural network algorithm. The adaptive variable step size algorithm is used to optimize the iterative step size parameters of the neural network algorithm. The two algorithms complement each other to further achieve the optimization effect. Therefore, based on the algorithm, an improved algorithm for neural network path planning based on adaptive variable stepsize via linear reinforcement and simulated annealing algorithm is proposed. It not only has the advantages of the original algorithm, but also runs faster than the original algorithm. In particular, the planned collision-free path can quickly reach the shortest path of the destination, basically meeting the needs of real-time path planning.
The rest of this paper is structured as follows: Sect. 2 is the main part of this paper. It will briefly introduce the principles and specific steps of traditional neural network obstacle avoidance algorithms, and show the description of obstacles and obstacle modeling. Section 3 improved neural network 3D obstacle avoidance path planning algorithm is proposed, which solves the problem of the computational duration and minimum distance when the traditional algorithm solving the optimal path. And in Sect. 4 the problem of the improved neural network in solving the nonconvex optimization problem is obtained, and the algorithm is combined with the continuous simulated annealing algorithm. Section 5 based on the previous algorithm, the adaptive selection of the step size is realized by the linear reexcitation learning method. Its future development trends are studied in Sect. 6.
Related Work

Principle of Neural Network Obstacle Avoidance Algorithm
As a highly parallel distributed system, neural network provides a great possibility to solve the problem of high real-time requirements of robot systems, and is applied to intelligent autonomous mobile robot navigation and path planning. In this section, the idea of solving the path planning problem is using neural network to describe the environmental constraints and calculate the collision energy function. The sum of the collision energy function and the distance function of the iterative path point set is used as the optimization objective function, and the optimization objective function is obtained. The extremum determines the equation of motion for the point set and eventually makes the set of iterative path points tend to the optimal planning path.
Neural Network Modeling of Obstacles
The collision penalty function of a path is defined as the sum of the collision penalty functions of each path point, and the collision penalty function of one point is obtained through its neural network representation of each obstacle. The obstacle is assumed to be a polygon, which can be represented by a set of linear inequalities, so that the points in the obstacle must satisfy the limits of all inequalities. Figure 1 The operational relationships in the neural network model are:
O Hm ¼ f (I Hm ) ð3Þ
Where x i , y i are the horizontal and vertical coordinates of the path point, C is the top node output, I 0 is the top node input, h T is the top node threshold, O Hm is the output of the m-th node middle layer, I Hm is the m-th node the middle layer input, h Hm is the threshold of the m-th node of the middle layer, w xm , w ym is the coefficient of the m-th inequality constraint. The sigmoid function is selected as the excitation function shown in Eq. (5).
Figure 1(c) shows the shape of the single obstacle collision penalty function in the two-dimensional obstacle environment of the mobile robot obtained by the simulation of the collision penalty function, which corresponds to the environment shown in Fig. 1(b) .
The working environment of mobile robots often has multiple obstacles, and one path is also composed of multiple path points, so the collision penalty function of one path point is defined as the sum of the collision penalty functions of all intermediate path points on the path. The collision penalty function of a point is obtained through its neural network representation of each obstacle. Figure 2 (a) shows a neural network model of multiple obstacle environments. In this way, as long as the x coordinate and the y coordinate of each intermediate point of the path are sequentially input to each layer, the model output is the total energy of the collision penalty function corresponding to the entire path to be adjusted.
Based on the simulation results of Figs. 2(b) and 1(c), it can be concluded that the collision energy function of the iterative path point set can accurately describe the obstacle environment of the mobile robot. Combined with the distance function of another factor that path planning should consider, the obstacle environments can successfully realize the static environment path planning task of mobile robot. 
Path Point Motion Equation
The entire path corresponds to the energy of the collision function as follow,
Where K is the number of obstacles, N is the number of path points, C k i represents the collision function of the i-th path point P(x i , y i , z i ) against the k-th obstacle.
The energy corresponding to the length of the path is defined as the sum of the squares of the lengths of all the line segments, for all path points P(x i , y i , z i ), that is
The total energy function of the entire path is defined as
Where w l and w c respectively represent the weighting of each part. The above analysis shows that the shorter the path, the smaller the energy function E and the smaller the collision penalty function value, and the farther the path is from the center of the obstacle, the smaller the energy function E is.
If E is used to derive the derivative of time
And the dynamic equation of motion about the point P(
Where
And
Traditional Neural Network Obstacle Avoidance Algorithm Steps
The initial path point sequence selects a uniformly distributed point sequence on the line connected from the start point to the end point. The entire energy is a function of the various path points, moving each path point in a direction that reduces energy. In the traditional path planning algorithm, different dynamic equations of motion are selected according to different locations of the path points located inside and outside the obstacle. First, three assumptions are made here: (1) The obstacle is a plane figure enclosed by polygons. (2) The robot is a circular point robot, and the size of the obstacle has been appropriately expanded according to the radius of the robot. (3) The obstacle is static.
The traditional neural network obstacle avoidance algorithm steps are as follows:
Step 1. Enter the coordinates of the starting point P(x 1 , y 1 , z 1 ) and the target point (x N , y N , z N ). For t = 0, the initial path is generally taken as a point array uniformly distributed on the straight line from the starting point to the target point.
Step 2. For the path point P(x i , y i , z i ), i = 2, 3,…, N − 1, the parameters are w l ¼ w c ¼ 0:5, g 1 ¼ 0:1, g 2 ¼ 2:5, If P(x i , y i , z i ) is in the obstacle, move according to Eqs. (10)-(12), If P(x i , y i , z i ) is outside the obstacle, move according to Eqs. (14)-(16).
Step 3. Repeat step 2 until the path converges.
3 Improved Neural Network Obstacle Avoidance Algorithm
Principle of Improved Neural Network Obstacle Avoidance Algorithm
In each iteration of the improved algorithm, if the line connecting any one of the path points and the target point does not collide with the obstacle, the coordinates of all the path points following the path point take the same value as the coordinates of the path point. This method allows the path to converge quickly to the shortest path without collision. The improved algorithm avoids the modeling of space by collision detection of sampling points in the state space, and can effectively solve the path planning problem of high dimensional space and complex constraints.
Steps of Improved Neural Network Obstacle Avoidance Algorithm
The improved fast neural network path planning algorithm is given below:
Step 1. After determining the starting point and the target point, connect the starting point and the target point and evenly take n intermediate path points, same as the traditional algorithm.
Step 2. Connect the target point to the first, second, and n-th path points, and determine whether the two points are in collision with the obstacle.
Step 3. If the connecting line of the two points does not collide with the obstacle, then all the path point coordinates after the path point are taken to be the same as the path point. The execution result of the path planning algorithm is shown in Fig. 3 . 
Comparison of Algorithm Performance
The following Fig. 4 shows the trajectory comparison of the traditional neural network obstacle avoidance algorithm and the improved neural network obstacle avoidance algorithm. The red line is the traditional algorithm and the green line is the improved algorithm.
Since the traditional neural network will judge whether each path point is outside the obstacle in each iteration step, the improved algorithm only needs to judge whether the connection line between each path point and the target point collides with the obstacle. If the line do not collide, only other path points need to be judged to be related to obstacles, which saves running time and iteration times. By comparison, the path planned by the traditional neural network obstacle avoidance algorithm is not the optimal path, the path is long, the number of iterations is large, and the running time is long. The improved neural network obstacle avoidance algorithm can ensure the path is smooth and shortest, and can also reduce unnecessary iterative and obstacle collision detection steps, save path planning time.
Simulated Annealing Algorithm
Principle of Simulated Annealing Algorithm
Simulated annealing is a random search method that is inspired by the annealing process. The basic idea is to first set the temperature to a level high enough that most of the random motion directions are feasible, and a relatively low target area can be found in a relatively large space. As the temperature slowly decreases according to certain rules, the probability that each direction is selected will become different, and of course the accuracy of the search will continue to increase. 
Parameter Setting
When using the simulated annealing algorithm to solve the optimization problem, whether the parameter setting is reasonable or not greatly affects the performance of the algorithm. However, in practical applications, the algorithm is only required to give a solution that satisfies the accuracy in a reasonable time. In order to meet the requirements of accuracy and efficiency, it is necessary to analyze and design several main parameters of the simulated annealing algorithm and set the size reasonably.
• Initial temperature T 0 selection When the value of the parameter T is different, the model diagram of the obstacle is as shown in Fig. 5 . It can be obtained through simulation that when the parameter T taken in (5) is appropriate, the collision penalty function can accurately reflect the distribution of obstacles in the environment where the mobile robot is located.
• Selection of Temperature Drop Function
Using the relationship between the parameter T and the penalty function energy surface, by starting with a higher "temperature" T, the path point is coarsely adjusted, then gradually decreasing T, and fine-tuning the path point to achieve simulated annealing effect.
It can be shown that when the "temperature" T changes according to the following rules:
Since the convergence speed is slower according to the above formula, the following simulated annealing law can be adopted:
Adopting this rule greatly accelerates the convergence speed and shortens the calculation time of path planning. 
Steps of Simulated Annealing and Improved Algorithm Combined
In this algorithm, the simulated annealing algorithm is combined with the improved neural network obstacle avoidance algorithm obtained in Sect. 3. The main steps can be described as follow:
Step 1. According to the method in Sect. 3 to generate uniform track points. And determine the initial temperature T 0 .
Step 2. For the path points P(x i , y i , z i ), the derivatives of the points in the x, y, z direction are calculated according to the improve algorithm, thereby performing iterative operations and moving.
Step 3. Repeat step 2 until the temperature is reached at the internal circulation stop condition (sampling stability condition), then go to step 4;
Step 4. Decrease the temperature T according to Eq. (21) and proceed to step 2. The search is terminated when the temperature T drops enough to converge the entire path to the global minimum.
Comparison of Algorithm Performance
In this paper, the simulation platform is used as the Matlab program, and the comparison of the results is shown in Table 1 . In the table, the improved algorithm refers to the improved neural network algorithm in Sect. 3, and the optimization algorithm is combination of the simulated annealing method and the improved algorithm in Sect. 3.
In the case where the results are same, the latter is nearly 1/2 faster than the former. The results in the above table show that the neural network is combined with the continuous simulated annealing algorithm to solve the non-convex optimization problem by using the local optimization ability. The results show that the combination of neural network and annealing algorithm overcomes the limitation of neural network for solving nonconvex optimization problems, and it is more efficient.
Adaptive Variable
Step Size via Linear Reinforcement
Principle of Adaptive Variable Step Size via Linear Reinforcement
In the improved NA algorithm in Sect. 3, the step rolling g 1 , g 2 is constant. When the selection of g 1 , g 2 is too large, the path planning will be divergent. When the selection of g 1 , g 2 is too small, the convergence speed is slow, especially for different planning path, there is no universal fixed step size, and sometimes it has to be re-selected. In this paper, we combine this algorithm with the improved algorithm obtained in the previous chapter, use the idea of re-energized learning to find an adaptive variable step size algorithm to realize the automatic selection of step size, accelerate the convergence speed of NA algorithm, and reduce the number of iterations of path planning. The basic idea of the adaptive variable step size algorithm is: if two iterations are repeated, the gradient direction foot is opposite to the sign, which means "falling too much", the step size is too large, the step size should be reduced, conversely, if it is consecutive iteration, the sign of the gradient direction is the same, which means that the decline is slow and has not reached a minimum, the step size should be increased. This paper adopts the following method in the combined algorithm, as the Eqs. (22)-(23). g 1 ðg þ 1Þ ¼ g 1 ðnÞ þ k Â sgnððEðnÞ À Eðn À 1ÞÞ Â ðEðn À 1Þ À Eðn À 2ÞÞÞ ð22Þ
Where k is a constant ranging from 0.001 to 0.003. The above algorithm actually utilizes and memorizes the symbol change information in the gradient direction.
Comparison of Algorithm Performance
The comparison of the results is shown in Table 2 . In the table, the optimization algorithm is combination of the adaptive variable step size algorithm and the Sect. 4 optimization algorithm.
Using this combined algorithm for path planning, the same shortest obstacle avoidance path as in Fig. 3 is obtained, and the convergence speed of path planning is nearly 10 times faster. The results in the above Table 2 show that the adaptive selection of the step size is realized by the linear re-excitation learning method, the path planning of the adaptive variable-step neural network path planning algorithm using adaptive variable stepsize via linear reinforcement algorithm is faster than the improved NA algorithm in the previous sections.
Conclusion
This paper mainly introduces an improved neural network obstacle avoidance method that combines multiple algorithm. which saves the planning time, effectively speeds up the convergence of path planning, and achieves the minimum path distance, achieving very good path planning results. The innovations of this paper includes: (a) A new neural network 3D space obstacle avoidance algorithm for mobile robot is proposed, which solves the problem of the computational duration and minimum distance of the traditional neural network obstacle avoidance algorithm in solving the optimal path. (b) The characteristic of the algorithm is combined with a variety of algorithms to obtain an optimal path algorithm that achieves the shortest path distance and meets the requirements of obstacle avoidance security. The improved neural network spatial obstacle avoidance algorithm based on the proposed algorithm can combine the advantages of each algorithm to achieve the path obstacle avoidance planning. (c) The characteristics of neural network algorithm, simulated annealing algorithm and linear re-energized adaptive variable step size algorithm are studied respectively, and their advantages are combined to form a new algorithm. The future work mainly includes: (a) Adding fuzzy control algorithm to neural network path planning algorithm to solve obstacle avoidance problems in dynamic environments. (b) Combining powerful visual directions to solve the problem of obstacle avoidance in unknown 3D space.
