I. INTRODUCTION
The optimum code resulted from a study of Nadler's (1962) nonlinear 32-word code and Green's (1966) 64-word nonlinear code. These codes have a minimum Hamming distance of 5, with the former having length 12 and the latter length 13. Both have twice as many words as the best linear code with the same length and minimum distance (Wagner, 1965 ).
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Shortening this code by dropping one information bit yields a 128-word code having length 13 with minimum distance 5. Deleting two information bits results in Green's (1966) code, three bits yields Nadler's (1962) code. Next we compare these codes from (1) Surprisingly, these codes have the weight-distance relationship of a linear code. Any given code word can be normalized to the all-zero word by complementing all words in the appropriate positions. The resulting code is the same as the originM code with possibly a permutation of the positions. Thus the weight spectrum of the code gives the distance properties. In Table I we list the weight spectra of these codes obtained from (1).
III. METHODOLOGY
In order to determine the distance properties of Nadler's (1962) code and Green's (1965) code, a computer program was written to calculate the distance for all possible combinations of pairs of words. The distance spectr& of these two codes were found to be very similar and it was hypothesized that the codes were closely related.
The next step was to put the codes in the same form. Green's code was in a normalized form in that it had one all-zero word. Nadler's code was normalized to this form by changing all the ones in a particular word to zeroes and then changing the corresponding positions in all of the other words.
As the two codes appeared very similar, it was suggested that Nadler's code was contained in Green's code. This was checked by dropping one of the columns of Green's so that it had the same length and form as Nadler's. The shortened 64-word code was then divided into two 32-word codes. By switching certain columns of the first, a 32-word code that was exactly the same as Nadler's was found. By taking the second and normalizing it, and then switching certain columns, t~adler's code was again found in this half of the 64-word code.
Since the column that was dropped contained 32 ones and 32 zeroes, the idea for building a 128-word nonlinear code came to mind. By taking two of Green's codes and adding an extra column of ones to one of them, an extra column of zeroes to the other and then changing all the numbers of certain columns of the first one, a 128-word code could be built.
A suitable program was written which tried all possible combinations of complementing columns. It was successful and a new 128-word nonlinear code was discovered. Extending the technique another step resulted in the optimum code (1) with 256 words of length 15 and distance 5.
IV. CONCLUDING REMARKS
This note presents an optimum nonlinear code with considerable structure and regularity. It is felt that the structure should allow reason-able decoding algorithms. A quasi-algebraic decoding scheme has been proposed (Robinson, 1968) . The functional form suggests that a general class of good nonlinear codes may exist.
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