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MATRIX-VALUED GEGENBAUER POLYNOMIALS
ERIK KOELINK, ANA M. DE LOS RI´OS, AND PABLO ROMA´N
Abstract. We introduce matrix-valued weight functions of arbitrary size, which are ana-
logues of the weight function for the Gegenbauer or ultraspherical polynomials for the param-
eter ν > 0. The LDU-decomposition of the weight is explicitly given in terms of Gegenbauer
polynomials. We establish a matrix-valued Pearson equation for these matrix weights leading
to explicit shift operators relating the weights for parameter ν and ν + 1. The matrix coeffi-
cients of the Pearson equation are obtained using a special matrix-valued differential operator
in a commutative algebra of symmetric differential operators.
The corresponding orthogonal polynomials are the matrix-valued Gegenbauer polynomials
which are eigenfunctions for the symmetric matrix-valued differential operators. Using the
shift operators we find the squared norm and we establish a simple Rodrigues formula. The
three-term recurrence relation is obtained explicitly using the shift operators as well. We
give an explicit non-trivial expression for the matrix entries of the matrix-valued Gegenbauer
polynomials in terms of scalar-valued Gegenbauer and Racah polynomials using the LDU-
decomposition and differential operators. The case ν = 1 reduces to the case of matrix-valued
Chebyshev polynomials previously obtained using group theoretic considerations.
1. Introduction
Matrix-valued orthogonal polynomials have been introduced and studied by Krein in con-
nection with spectral analysis and moment problems, see [32], [33] and [8]. Matrix-valued
orthogonal polynomials have applications in the study of higher order recurrences and their
spectral analysis, see e.g. [2], [15], [19], communication theory [18], Toda lattices [4], [6], [17]
to name a few.
Using matrix-valued spherical functions [16] one is able to associate matrix-valued orthog-
onal polynomials to certain symmetric pairs. The first case was studied by Gru¨nbaum et al.
[21] for the case of the symmetric pair (G,K) = (SU(3),U(2)) relying heavily on invariant
differential operators. Another more direct approach was developed in [27], [28] for the case of
(SU(2)× SU(2), diag) inspired by [30]. See also [23], [38] for the general set-up in the context
of the so-called multiplicity free pairs. In particular, [27], [28] gives a detailed study of the
matrix-valued orthogonal polynomials, which can be considered as matrix-valued analogues
of the Chebyshev polynomials, i.e. the spherical polynomials on (SU(2)× SU(2), diag) better
known as the characters on SU(2), see also [3] for the quantum group case.
The purpose of this paper is to extend the family of matrix-valued Chebyshev polynomials
in [27], [28] to a family of matrix-valued Gegenbauer polynomials using shift operators, where
the lowering operator is the derivative. In the matrix-valued setting the raising operator,
being the adjoint of the derivative, is harder to obtain and involves a matrix-valued analogue
of the Pearson equation. The ingredients for the matrix-valued Pearson equation are obtained
Date: April 15, 2016.
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from a matrix-valued differential operator which is well suited for a Darboux factorisation.
The use of shift operators is a well established technique in special functions, see e.g. [31],
[35] for explicit examples and [5], [24], [25] for general information.
Let us recall the classical case of the shift operators for the Gegenbauer polynomials. The
Chebyshev polynomials can be considered as the Gegenbauer polynomials C
(ν)
n with ν = 1
and by successive derivation the Gegenbauer polynomials C
(ν)
n with ν ∈ N \ {0} can be
obtained. Moreover, many properties of the Chebyshev polynomials can be transported to
Gegenbauer polynomials C
(ν)
n with integer ν. Then one can obtain the general family of
Gegenbauer polynomials C
(ν)
n by continuation in ν, or one can extend differentation using
suitable fractional integral operators. Let us recall this in some more detail, see e.g. [5], [24],
[25]. The Gegenbauer polynomials
(1.1) C(ν)n (x) =
(2ν)n
n!
2F1
(−n, n + 2ν
ν + 1
2
;
1
2
(1− x)
)
are eigenfunctions to an explicit second-order differential operator of hypergeometric type;
(1.2) D(ν)C(ν)n = −n(n + 2ν)C(ν)n , (D(ν)y)(x) = (1− x2)y′′(x)− (2ν + 1)xy′(x).
The orthogonality for the Gegenbauer polynomials is
(1.3)
∫ 1
−1
C(ν)n (x)C
(ν)
m (x)w
(ν)(x) dx = δm,nh
(ν)
n , h
(ν)
n =
(2ν)n
√
π Γ(ν + 1
2
)
n! (n+ ν) Γ(ν)
with w(ν)(x) = (1 − x2)ν−1/2. In particular, using (1.1) shows that dC(ν)n
dx
(x) = 2ν C
(ν+1)
n−1 (x).
We view the derivative d
dx
as an unbounded operator L2(w(ν)) → L2(w(ν+1)) with respect
to the integral over (−1, 1). It is a shift (or lowering) operator since it lowers the degree
of a polynomial by one. Its adjoint −S(ν) : L2(w(ν+1)) → L2(w(ν)) is explicitly given by(
S(ν)f
)
(x) = (1− x2) df
dx
(x)− (2ν + 1)xf(x). This follows from the Pearson equation
(1.4) w(ν+1)(x) = (1− x2)w(ν)(x), dw
(ν+1)
dx
(x) = −(2ν + 1)xw(ν)(x),
see also [39]. It follows that S(ν) : C
(ν+1)
n−1 7→ −n(2ν+n)2ν C(ν)n by considering the orthogonality
relations and the leading coefficients. Then D(ν) = S(ν) ◦ d
dx
gives a factorisation in terms
of a lowering and a raising operator of the differential operator (1.2) having the Gegenbauer
polynomials as eigenfunctions. In particular, we find d
dx
◦ D(ν) = d
dx
◦ S(ν) ◦ d
dx
, so that
C
(ν+1)
n−1 (x), being a multiple of the derivative of C
(ν)
n (x), is an eigenfunction to
d
dx
◦ S(ν).
This Darboux transformation, i.e. interchanging the raising and lowering operators, gives
d
dx
◦ S(ν) = D(ν+1) − (2ν + 1), and this is also known as a transmutation property.
The main results of this paper are stated in Sections 2 and 3. In Section 2 we define the
weight function and we state its LDU-decomposition which is essential in most of the proofs in
this paper. The inverse of the matrix L in this decomposition is a particular case of the results
of Cagliero and Koornwinder [9]. We obtain a commutative algebra generated by two matrix-
valued differential operators which are symmetric with respect to the matrix weight. From
these differential operators we obtain the ingredients for a matrix-valued Pearson equation
which, in turn, gives us the matrix-valued adjoint of the derivative. Finally, in Section 2 we
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describe the commutant algebra of the weight, showing that there is a non-trivial orthogonal
decomposition for each weight. In [29] we show that no further reduction is possible. The
proofs of these statements are given in Section 4.
In Section 3 we discuss the corresponding monic matrix-valued orthogonal polynomials.
Using the shift operators we explicitly evaluate the squared norms and we obtain a simple
Rodrigues formula for the polynomials. Moreover, the polynomials are eigenfunctions for the
matrix-valued differential operators in Section 2. The matrix entries of the monic matrix-
valued orthogonal polynomials are explicitly calculated in terms of Gegenbauer and Racah
polymomials. We give the three-term recurrence relation for the polynomials explicitly. We
give the proofs in Section 5.
In Section 4 we give an elementary approach to symmetry of matrix-valued differential
operators which we expect to be useful in other cases as well. We have relegated all the proofs
that only involve Gegenbauer polynomials to the appendices.
Remark 1.1. All proofs are direct and only use special functions. Anyway we have benefited
of the use of computer algebra as Maple, in order to come up with explicit conjectures.
This means that we have checked many of our results up to a sufficiently large size of the
matrices involved. For the reader’s convenience the worksheet is available via the first author’s
webpage.1
Acknowledgement. We thank Ruiming Zhang for asking the questions at a presentation by
one of us (EK) on [27], [28], which eventually led to this paper. The research of AMdlR is
partially supported by MTM2012-36732-C03-03 (Ministerio de Economı´a y Competitividad),
FQM-262, FQM-4643, FQM-7276 (Junta de Andaluc´ıa) and Feder Funds (European Union).
Part of the work was done while EK was visiting Universidad Nacional Co´rdoba and while
AMdlR or PR was visiting Radboud Universiteit. We thank both universities for their hospi-
tality. PR’s visit to Nijmegen was supported by a NWO-Visiting Grant 040.11.366. PR was
also supported by the Coimbra Group Scholarships Programme at KULeuven in the period
February-May 2014.
2. The weight function and symmetric differential operators
The weight function is introduced by defining its matrix entries, which are taken with
respect to the standard orthonormal basis {e0, e1, · · · , e2ℓ} of C2ℓ+1 for ℓ ∈ 12N. We suppress ℓ
from the notation as much as possible, which occurred initially as the spin of a representation
of SU(2), see [27]. After defining the weight we discuss its LDU-decomposition, and we study
commuting symmetric matrix-differential operators for the weight. These matrix-differential
operators follow directly using the fact that we want the transmutation property with the
derivative. Then we obtain in this algebra a symmetric second-order matrix-valued differential
operator on which we can apply the Darboux factorisation, which gives the entries for the
matrix-valued Pearson equation as in [10].
1http://www.math.ru.nl/~koelink
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Definition 2.1. For ℓ ∈ 1
2
N and ν > 0, we define the (2ℓ + 1) × (2ℓ + 1)-matrix-valued
functions W (ν) by(
W (ν)(x)
)
m,n
= (1− x2)ν−1/2
m∑
t=max(0,n+m−2ℓ)
α
(ν)
t (m,n)C
(ν)
m+n−2t(x)
α
(ν)
t (m,n) = (−1)m
n!m! (m+ n− 2t)!
t! (2ν)m+n−2t (ν)n+m−t
(ν)n−t(ν)m−t
(n− t)! (m− t)!
(n+m− 2t+ ν)
(n+m− t+ ν)
× (2ℓ−m)!(n− 2ℓ)m−t(−2ℓ− ν)t (2ℓ+ ν)
(2ℓ)!
(2.1)
where n,m ∈ {0, 1, · · · , 2ℓ} and n ≥ m. The matrix is extended to a symmetric matrix,(
W (ν)(x)
)
m,n
=
(
W (ν)(x)
)
n,m
. Finally, put W (ν)(x) = (1− x2)ν−1/2W (ν)pol (x).
In order to show that matrix-valued weight fits into the general theory of matrix-valued
orthogonal polynomials we calculate its LDU-decomposition. This is also very useful in es-
tablishing symmetry of matrix-valued differential operators and in the study of the derivative
in this context.
Theorem 2.2. For ν > 0, W (ν)(x) has the following LDU-decomposition
W (ν)(x) = L(ν)(x)T (ν)(x)L(ν)(x)t, x ∈ (−1, 1),
where L(ν) : [−1, 1]→M2ℓ+1(C) is the unipotent lower triangular matrix-valued polynomial
(
L(ν)(x)
)
m,k
=
0 if m < km!
k!(2ν + 2k)m−k
C
(ν+k)
m−k (x) if m ≥ k.
and T (ν) : (−1, 1)→M2ℓ+1(C) is the diagonal matrix-valued function(
T (ν)(x)
)
k,k
= t
(ν)
k (1− x2)k+ν−1/2, t(ν)k =
k! (ν)k
(ν + 1/2)k
(2ν + 2ℓ)k (2ℓ+ ν)
(2ℓ− k + 1)k (2ν + k − 1)k .
Theorem 2.2 is proved in Appendix A, and it is a straightforward extension of the proof in
[28]. L(x) is invertible, its inverse being an unipotent lower triangular matrix as well. Cagliero
and Koornwinder [9] give the matrix entries of L(x)−1 explicitly in terms of Gegenbauer
polynomials with negative ν, see (5.4). Note that Theorem 2.2 gives that W (ν)(x) > 0 for
x ∈ (−1, 1). It is possible to extend Definition 2.1 and Theorem 2.2 to −1
2
< ν ≤ 0, but
for ν = 0 the weight W (ν) is indefinite and for −1
2
< ν < 0 it is has non-trivial signature
depending on the size. So in this paper we assume ν > 0.
For matrix-valued functions P and Q with, say, C([−1, 1])-entries we define for ν > 0 the
matrix-valued inner product
(2.2) 〈P,Q〉(ν) =
∫ 1
−1
P (x)W (ν)(x) (Q(x))∗ dx ∈M2ℓ+1(C).
Note that the integral of the entries are well-defined.
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A matrix-valued differential operator acts from the right;
(2.3)
(
PD
)
(x) =
d2P
dx2
(x)F2(x) +
dP
dx
(x)F1(x) + P (x)F0(x)
where D = d
2
dx2
F2 +
d
dx
(x)F1 + F0, Fi are matrix-valued functions and P is a matrix-valued
function with C2-entries. The derivatives in (2.3) of a matrix-valued function are taken entry-
wise. A matrix-valued differential operatorD is symmetric for the weightW (ν) if 〈PD,Q〉(ν) =
〈P,QD〉(ν) for all matrix-valued functions P and Q with C2([−1, 1])-entries.
Theorem 2.3. For ν > 0, let D(ν) and E(ν) be the matrix-valued differential operators
D(ν) =
(
d2
dx2
)
(1− x2) +
(
d
dx
)
(C − x(2ℓ+ 2ν + 1)I)− V,
E(ν) =
(
d
dx
)
(xB1 + B0) + A
(ν)
0 ,
where the matrices C, V , B
(ν)
0 , B
(ν)
1 and A
(ν)
0 are given by
C =
2ℓ−1∑
i=0
(2ℓ− i)Ei,i+1 +
2ℓ∑
i=1
iEi,i−1, V = −
2ℓ∑
i=0
i(2ℓ− i)Ei,i
2ℓB0 =
2ℓ−1∑
i=0
(2ℓ− i)Ei,i+1 −
2ℓ∑
i=1
i Ei,i−1, ℓ B1 = −
2ℓ∑
i=0
(ℓ− i)Ei,i,
ℓ A
(ν)
0 =
2ℓ∑
i=0
((ℓ+ 1)(i− 2ℓ)− (ν − 1)(ℓ− i))Ei,i.
Then D(ν) and E(ν) are symmetric with respect to the weightW (ν), and D(ν) and E(ν) commute.
The operator D(ν) matches the case ν = 1 in [28, Thm. 3.1]. The explicit expression of E(ν)
for ν = 1 corrects a mistake in [28, Thm. 3.1] and upon a change of variables x = 1−2umatches
[28, Cor. 4.1]. The explicit expressions for D(ν) and E(ν) for ν = 1 are given in [27], [28]. With
this definition we have E(ν+1) ◦ d
dx
= d
dx
◦ E(ν) and (D(ν+1) − (2ℓ+ 2ν + 1)I) ◦ d
dx
= d
dx
◦D(ν).
In order to prove the statement on the symmetry in Theorem 2.3 we use Theorem 2.2.
We next look for a second-order matrix-valued differential operator generated by the com-
muting operators D(ν) and E(ν) having no constant term, i.e. F0 = 0 in the notation of
(2.3). The reason is that in the matrix-valued case the constant term F0 cannot be moved
into the eigenvalue matrix, see e.g. Theorem 3.2, unless F0 is a multiple of the identity. A
straightforward calculation gives
D
(ν) = (E(ν))2 + (2ℓ+ 2)E(ν) +
(
(ℓ+ ν)2
ℓ2
)
D(ν) +
ν (ν − 1) (2 ℓ+ ν + 1) (ν + 2 ℓ)
ℓ2
I
(PD (ν)) =
d2P
dx2
(x)
(
Φ(ν)(x)
)
∗
+
dP
dx
(x)
(
Ψ(ν)(x)
)
∗
(2.4)
and this defines matrix-valued polynomials Φ(ν) and Ψ(ν) of degree 2 and 1. The explicit
expressions for Φ(ν) and Ψ(ν) are given in (4.9) and (4.10). In particular we find that the
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ν-dependence of Φ(ν)(x) = Φ(x) + (ℓ+ν)
2
ℓ2
(1 − x2)I is rather simple. Now D (ν) is factored as
derivation followed by a first order matrix-valued differential operator, and in order to study
this operator we need the analogue of the Pearson equation (1.4).
Theorem 2.4. We have
d(W (ν)Φ(ν))
dx
(x) = W (ν)(x)Ψ(ν)(x), W (ν+1)(x) = c(ν)W (ν)(x)Φ(ν)(x),
c(ν) =
(2ν + 1)(2ℓ+ ν + 1)ℓ2
ν(2ν + 2ℓ+ 1)(2ℓ+ ν)(ℓ + ν)
.
The matrix-valued Pearson equation of Theorem 2.4 is much more involved than its scalar
companion (1.4), and it fits into the framework of [10, §3].
The space of matrix-valued functions with continuous entries with respect to (2.2) forms
a pre-Hilbert C∗-module, see [34], with M2ℓ+1(C) the corresponding (finite-dimensional) C
∗-
algebra. Note that we consider the pre-Hilbert C∗-module as a left module for M2ℓ+1(C) and
the inner product to be conjugate linear in the second variable, in contrast with [34]. Let
H(ν) be the Hilbert C∗-module which is the completion [34, p. 4], then d
dx
: H(ν) → H(ν+1) is
an unbounded operator with dense domain and dense range in H(ν) and H(ν+1). In general, a
linear operator from one Hilbert C∗-module to another does not necessarily have an adjoint,
but in this case it does.
Corollary 2.5. (i) Define the first order matrix-valued differential operator S(ν) by(
QS(ν)
)
(x) =
dQ
dx
(x)
(
Φ(ν)(x)
)
∗
+Q(x)
(
Ψ(ν)(x)
)
∗
,
then 〈dP
dx
, Q〉(ν+1) = −c(ν)〈P,QS(ν)〉(ν) for matrix-valued functions P and Q with C1([−1, 1])-
entries, with c(ν) as in Theorem 2.4.
(ii) 〈PD (ν), Q〉(ν) = −c(ν)〈dP
dx
, dQ
dx
〉(ν+1) for matrix-valued functions P and Q with C2([−1, 1])-
entries.
Note that Corollary 2.5(ii) gives the symmetry of D (ν), which is a consequence of Theorem
2.4. However, we use the symmetry of D (ν) in the proof of Theorem 2.4, so that we need
another proof of the symmetry of D (ν). The required symmetry follows from Theorem 2.3 and
(2.4).
Having factorised D (ν) as a product of a lowering operator and a rising operator in (2.4)
and Corollary 2.5, we can take its Darboux transform. The Darboux transform does not
give the D (ν+1) up to an affine transformation but it is an element the algebra generated by
E(ν+1), D(ν+1), namely
d
dx
◦ S(ν) = d
2
dx2
Φ(ν)(x)∗ +
d
dx
(
d
dx
Φ(ν)(x)∗ +Ψ(ν)(x)∗
)
+
(
d
dx
Ψ(ν)(x)∗
)
=
(
E(ν+1)
)2
+ (2ℓ+ 2)E(ν+1) +
(
ℓ+ ν
ℓ
)2
D(ν+1) +
(
ν(ν − 1)(2ℓ+ ν)(2ℓ+ ν + 1)
ℓ2
)
Id.
Darboux transformations for matrix-valued differential operators require more study, see e.g.
[4], [11], [12], [20].
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Proposition 2.6. The commutant algebra A(ν) = {T ∈ M2ℓ+1(C) | [T,W (ν)(x)] = 0 ∀x ∈
(−1, 1)} is generated by J , where J ∈ M2ℓ+1(C) is the self-adjoint involution defined by
J : ej 7→ e2ℓ−j.
The commutant algebra A(ν) is related to orthogonal decompositions, and Proposition 2.6
states that there is an orthogonal decomposition with respect to the ±1-eigenspaces of J .
General non-orthogonal decompositions are governed by the real vector space A (ν) = {T ∈
M2ℓ+1(C) | TW (ν)(x) = W (ν)(x)T ∗ ∀x ∈ (−1, 1)}, see [22], [41]. In [29] we show that A (ν)
equals the Hermitian elements of A(ν), so that there is no further non-orthogonal decomposi-
tion. Proposition 2.6 is proven in Section 5.4.
3. The matrix-valued Gegenbauer polynomials and their properties
Since the matrix weight functionW (ν) is strictly positive definite on (−1, 1) one can associate
matrix-valued orthogonal polynomials, see e.g. [13], [22], [23]. Denote the corresponding monic
orthogonal polynomials with respect to the matrix-valued weight function W (ν) on (−1, 1) by
P
(ν)
n , i.e. ∫ 1
−1
P (ν)n (x)W
(ν)(x)
(
P (ν)m (x)
)
∗
dx = δn,mH
(ν)
n ,
P (ν)n (x) = x
n I + xn−1P
(ν)
n,n−1 + · · ·+ xP (ν)n,1 + P (ν)n,0 , P (ν)n,n = I, P (ν)n,i ∈M2ℓ+1(C),
(3.1)
where H
(ν)
n is a strictly positive definite matrix. Note that H
(ν)
0 can be calculated using the
explicit expression of Definition 2.1 and the orthogonality relations (1.3), which gives the
special case n = 0 of Theorem 3.1(i). In case Qn is another set of matrix-valued orthogo-
nalpolynomials with respect to weight function W (ν) on (−1, 1), then there exist invertible
matrices En so that Qn(x) = EnPn(x) for all x and all n, see [13], [22].
Theorem 3.1. (i) The squared norm H
(ν)
n in (3.1) is given by the diagonal matrix(
H(ν)n
)
k,k
=
√
π
Γ(ν + 1
2
)
Γ(ν + 1)
ν(2ℓ+ ν + n)
ν + n
n! (ℓ+ 1
2
+ ν)n(2ℓ+ ν)n(ℓ+ ν)n
(2ℓ+ ν + 1)n(ν + k)n(2ℓ+ 2ν + n)n(2ℓ+ ν − k)n
× k! (2ℓ− k)! (n+ ν + 1)2ℓ
(2ℓ)! (n+ ν + 1)k(n+ ν + 1)2ℓ−k
(ii)
dP
(ν)
n
dx
(x) = nP
(ν+1)
n−1 (x).
(iii) The following Rodrigues formula holds:
P (ν)n (x) = G
(ν)
n
(
dnW (ν+n)
dxn
(x)
)
W (ν)(x)−1
(
G(ν)n
)
j,k
= δj,k
(−1)n(ν)n(ℓ+ ν + 12)n(ℓ+ ν)n(2ℓ+ ν)n
(ν + 1
2
)n(ν + k)n(2ℓ+ ν + 1)n(2ℓ+ 2ν + n)n(2ℓ+ ν − k)n
.
Note that the Rodrigues formula has a compact nature very similar to the scalar case [25,
(9.8.27)], [26, (1.8.23)], [24, (4.5.12)] and works for any size. It differs from the Rodrigues
formula for the irreducible 2× 2-cases and ν = 1 in [27, §8].
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Theorem 3.2. For every integer n ≥ 0, the monic matrix-valued Gegenbauer polynomials are
eigenfunctions of D(ν) and E(ν);
P (ν)n D
(ν) = Λn(D
(ν))P (ν)n , Λn(D
(ν)) = −n(2ℓ + 2ν + n)I − V,
P (ν)n E
(ν) = Λn(E
(ν))P (ν)n , Λn(E
(ν)) = A
(ν)
0 + nB1.
It follows from (2.4) that P
(ν)
n are eigenfunctions to D (ν), where the eigenvalue matrix is
obtained using the same combination.
Matrix-valued orthogonal polynomials satisfy a three-term recurrence relation, see e.g. [13,
Lemma 2.6], [22, (2.1)].
Theorem 3.3. The monic matrix-valued orthogonal polynomials P
(ν)
n satisfy the three-term
recurrence relation
(3.2) xP (ν)n (x) = P
(ν)
n+1(x) +B
(ν)
n P
(ν)
n (x) + C
(ν)
n P
(ν)
n−1(x)
where the matrices B
(ν)
n , C
(ν)
n are given by
B(ν)n =
2ℓ∑
j=1
j(j + ν − 1)
2(j + n + ν − 1)(j + n+ ν)Ej,j−1+
2ℓ−1∑
j=0
(2ℓ− j)(2ℓ− j + ν − 1)
2(2ℓ− j + n+ ν − 1)(2ℓ+ n− j + ν)Ej,j+1
C(ν)n =
2ℓ∑
j=0
n(n+ ν − 1)(2ℓ+ n+ ν)(2ℓ+ n + 2ν − 1)
4(2ℓ+ n+ ν − j − 1)(2ℓ+ n+ ν − j)(j + n + ν − 1)(j + n+ ν)Ej,j.
Note that JB
(ν)
n = B
(ν)
n J and JC
(ν)
n = C
(ν)
n J , which essentially follows from Proposition
2.6, see [29, Lem. 3.1]. The coefficient matric C
(ν)
n in Theorem 3.3 follows from Theorem
3.1, but for the coefficient B
(ν)
n we need the one-but-leading coefficient of P
(ν)
n for which we
use the shift operators. In [28] we calculated the one-but-leading coefficients using Tirao’s
matrix-valued hypergeometric functions [40], and we note that a similar expression for the
rows of P
(ν)
n in terms of matrix-valued hypergeometric functions as in [28, §4] is possible.
The matrix-entries of the monic matrix-valued orthogonal polynomials can be expressed
in terms of scalar orthogonal polynomials. In this expression Racah polynomials [42, §4],
[25, §9.2] and Gegenbauer polynomials occur. The Gegenbauer polynomials with negative
parameter ν arise from L(x)−1 and have to be interpreted as in [9].
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Theorem 3.4. The monic matrix-valued Gegenbauer polynomials P
(ν)
n (x) have the explicit
expansion
(P (ν)n (x))k,i =
(−2)n
i!
c
(ν)
k,0(n)
min(2ℓ,n+k)∑
j=i
(n + k − j)!(−2ℓ)j(−1)j(−n− k)j
(2ν + 2j)n+k−j(2ν + j + i− 1)j−i(2ν + 2ℓ)j
× Rk(λ(j);−2ℓ− 1,−n− k − ν, ν − 1, ν − 1)C(ν+j)n+k−j(x)C(1−ν−j)j−i (x),
c
(ν)
k,0(n) =
2−n(ν)n(2ℓ+ 2ν)n(n+ k)!
(ν + k)n(2ℓ+ ν − k)n(2ν)n+k .
Theorem 3.4 is proved in Section 5.2.
The right hand side in Theorem 3.4 is not obviously a polynomial of degree at most n in
case k > i. In particular, the coefficients of xp with p > n are zero. In particular, for k > i
the leading coefficient of the right hand side is zero, and this gives
2ℓ∑
j=i
(ν + j)n+k−j(−2ℓ)j(−1)j(−n− k)j
(2ν + 2j)n+k−j(2ν + j + i− 1)j−i(2ν + 2ℓ)j
× (1− ν − j)j−i
(j − i)! Rk(λ(j);−2ℓ− 1,−n− k − ν, ν − 1, ν − 1) = 0.
(3.3)
Remark 3.5. From the orthogonality relations and Theorem 2.4 or Theorem 3.1 it follows
that the polynomial P
(ν+k)
n can be expanded in polynomials P
(ν)
m with n − 2k ≤ m ≤ n.
However, in general, the coefficients do not seem to have simple expressions. The case k = 1
can be done easily by differentiating the three-term recurrence relation of Theorem 3.3 and
using Theorem 3.1(ii).
Remark 3.6. The weight matrices W (ν+1) is obtained from W (ν) by a Christoffel transforma-
tion, given by multiplication by the polynomial Φ(ν) of degree two, see Theorem 2.4. Therefore
our Gegenbauer polynomials give a nontrivial example of arbitrary size for the theory devel-
oped in [4], see also [4, Example 3].
Remark 3.7. Pacharoni and Zurria´n [37] introduce 2×2 matrix-valued Gegenbauer polynomi-
als. Using Proposition 2.6 we have irreducible 2× 2 Gegenbauer polynomials upon restricting
to the ±1-eigenspaces of J for the cases ℓ = 1, 3/2, 2. The cases ℓ = 1 and ℓ = 2 can be
connected to the results in [37], but the case ℓ = 3/2 not.
4. Differential operators
In this section we prove the statements of Section 2 except for some technical statements,
which are deferred to the appendix, and the commutativity statement of Theorem 2.3 and
Proposition 2.6. These statements are easier to derive using the matrix-valued orthogonal
polynomials. Section 4.1 is of a general nature, and is next applied to this particular situation
in Section 4.2. The proof of the Pearson type result is the most technical, see Section 4.3.
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4.1. Differential operators and conjugation. We consider matrix-valued differential op-
erators of the form d
2
dx
F2(x) +
d
dx
F1(x) + F0(x), which act from the right on matrix-valued
functions G which have C2-matrix entries by
(4.1)
(
GD
)
(x) =
d2G
dx2
(x)F2(x) +
dG
dx
(x)F1(x) +G(x)F0(x).
In (4.1) the derivatives are taken entry-wise. Moreover, we assume that all entries of Fi,
i = 0, 1, 2, are C2([a, b]). In the application for this paper, Fi’s are polynomials.
Next we assume that we have matrix-valued weight function W on (a, b), so that its entries
are C2((a, b)), and we allow for an integrable singularity at the end points. The matrix-valued
operator D is symmetric with respect to W if for all matrix-valued C2([a, b])-functions G, H
we have
(4.2)
∫ b
a
(
GD
)
(x)W (x)H∗(x) dx =
∫ b
a
G(x)W (x)
((
HD
)
(x)
)
∗
dx
as long as both integrals exist. For the explicit weight functions W (ν) this is valid.
Lemma 4.1 is due to Dura´n and Gru¨nbaum [14, Thm 3.1], and can be proved directly by
integration by parts.
Lemma 4.1. D as in (4.1) is symmetric with respect to W if and only if the boundary
conditions
lim
x→a
F2(x)W (x) = 0 = lim
x→b
F2(x)W (x),
lim
x→a
F1(x)W (x)− d(F2W )
dx
(x) = 0 = lim
x→b
F1(x)W (x)− d(F2W )
dx
(x)
and the symmetry conditions
F2(x)W (x) =W (x)
(
F2(x)
)
∗
, 2
d(F2W )
dx
(x)− F1(x)W (x) =W (x)
(
F1(x)
)
∗
,
d2(F2W )
dx2
(x)− d(F1W )
dx
(x) + F0(x)W (x) = W (x)
(
F0(x)
)
∗
for all x ∈ (a, b) hold.
Note that such symmetric matrix-valued differential operators form a vector space and that
the product of two symmetric first order matrix-valued differential operators is a symmetric
second order matrix-valued differential operator.
We now consider the differential operator under conjugation. We assume L is a C2([a, b])
matrix-valued function such that L(x) is a unipotent lower-triangular matrix. In particular,
it follows that its inverse L(x)−1 is a unipotent lower-triangular matrix with C2([a, b])-entries.
Then L∗(x) and (L∗(x))−1 are unipotent upper-triangular matrix with C2([a, b])-entries. Note
that L as in Theorem 2.2 satisfies these conditions. Let D˜ = d
2
dx2
F˜2 +
d
dx
F˜1 + F˜0 be the
second-order matrix-valued differential operator obtained by conjugation of D by L, i.e.
(4.3)
d2(GL)
dx2
(x)F˜2(x) +
d(GL)
dx
(x)F˜1(x) + (GL)(x)F˜0(x) =
(
GD
)
(x)L(x)
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for all C2-matrix-valued functions G. Comparing (4.1) and (4.3) we obtain (as matrix-valued
functions)
(4.4) F2L = LF˜2, F1L = 2
dL
dx
F˜2 + LF˜1, F0L =
d2L
dx2
F˜2 +
dL
dx
F˜1 + LF˜0
By symmetry, interchanging Fi ↔ F˜i and L↔ L−1, we get the expressions for Fi in terms of
F˜i. This can also be obtained by solving for F˜i from (4.4) and using the expressions for the
first and second order derivatives of L−1 obtained from deriving LL−1 = I.
Proposition 4.2. With the assumptions in Section 4.1 and assuming additionally for x ∈
(a, b) that W (x) = L(x)V (x)L∗(x), then D is symmetric with respect to W on the interval
(a, b) if and only if D˜ is symmetric with respect to V on the interval (a, b).
Note that in particular the entries of V are again in C2((a, b)).
Proof. Note that symmetry of D with respect to W is given by (4.2). Plugging in the decom-
position of W gives∫ b
a
((GD)L)(x)V (x)
(
H(x)L(x)
)
∗
dx =
∫ b
a
G(x)L(x)V (x)
(
(HDL)(x)
)
∗
dx
Replacing GL and HL by G˜ and H˜, and using (4.3) we find∫ b
a
(G˜D˜)(x)V (x)
(
H˜(x)
)
∗
dx =
∫ b
a
G˜(x)V (x)
(
(H˜D˜)(x)
)
∗
dx
since L, being a unipotent matrix with C2([a, b])-entries, has an inverse with the same prop-
erties. So D˜ is symmetric for V on (a, b).
Since we can interchange the roles of (D,W ) and (D˜, V ) by flipping L ↔ L−1 we obtain
the result. 
Proposition 4.2 can also be proved by showing that the symmetry relations of Lemma 4.1
for (D˜, V ) on (a, b) can be obtained from the symmetry relations for (D,W ) on (a, b) using
(4.4), and vice versa.
4.2. Differential operators E(ν) and D(ν). In order to prove the symmetry of E(ν) and
D(ν) as stated in Theorem 2.3 we use Lemma 4.1 with L = L(ν) as in Theorem 2.2, so that V
of Lemma 4.1 identifies with the diagonal weight T (ν).
Lemma 4.3. The conjugated differential operators (D(ν) − 2ℓE(ν))˜ and (E(ν))˜ are given
explicitly by
(D(ν) − 2ℓE(ν))˜ =
(
d2
dx2
)
(1− x2) +
(
d
dx
)
K1(x) +K0, (E
(ν))˜ =
d
dx
S
(ν)
1 (x) + S
(ν)
0 ,
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where
K1(x) = −x
2ℓ∑
i=0
2i Ei,i + (2ν + 1)I, K0 = −
2ℓ∑
i=0
i(2ν + i)Ei,i + 2ℓ(ν + 2ℓ+ 1)I,
S
(ν)
1 (x) = −
1
2
(1− x2)
2ℓ∑
i=1
i(i+ 2ν − 2)(2ν + i+ 2ℓ− 1)
ℓ(2ν + 2i− 1)(2ν + 2i− 3) Ei,i−1 −
2ℓ−1∑
i=0
(i− 2ℓ)
2ℓ
Ei,i+1,
S
(ν)
0 (x) = x
2ℓ∑
i=0
i(2ν + i− 2)(2ν + i+ 2ℓ− 1)
2ℓ(2ν + 2i− 3) Ei,i−1
+
2ℓ∑
i=0
i(2ν + i− 1)− 4ℓ(ℓ+ 1)− 2ℓ(ν − 1)
2ℓ
Ei,i
Moreover, (D(ν) − 2ℓE(ν))˜ and (E(ν))˜ are symmetric with respect to the weight T (ν).
Lemma 4.3 is proved in Appendix B. Lemma 4.3 and Proposition 4.2 imply the validity of
Theorem 2.3 except for the commutativity of the differential operators.
Using (4.4) we calculate (D(ν)−2ℓE(ν))˜ and (E(ν))˜ , and since this is an explicit calculation
involving Gegenbauer polynomials, we do so in Appendix B. Then the proof of the symmetry
can be reduced using Lemma 4.1, see Appendix B. The commutativity is proved in Section
5.2.
4.3. Pearson equation for the weight W (ν). In order to prove the Pearson equations of
Theorem 2.4 we use the fact that D (ν) is symmetric with respect to the weight W (ν) and we
use the LDU-decomposition of Theorem 2.2. We actually do not need the explicit expression
for Φ(ν) to prove Theorem 2.4, but we give it for completeness in (4.9) since it gives a highly
non-trivial example of the theory for Christoffel transformations for matrix-valued weights as
presented in [4].
Proof of Theorem 2.4. In case F0 = 0 in Lemma 4.1, we can integrate the last symmetry
condition using the last boundary condition to obtain d(F2W )
dx
(x) = F1(x)W (x). Note that
D (ν) in (2.4) has no constant term. D (ν) is expressed in terms of the symmetric differential
operators E(ν) and D(ν), see Theorem 2.3, hence symmetric with respect to W (ν). Noting
that F2 = (Φ
(ν))∗, F1 = (Ψ
(ν))∗, we find d((Φ
(ν))∗W (ν))
dx
(x) = (Ψ(ν))∗(x)W (ν)(x). Taking adjoints
proves the first identity of Theorem 2.4.
The proof of the second identity is more involved. We will show that
(4.5)
dW (ν+1)
dx
(x) = c(ν)W (ν)(x)Ψ(ν)(x),
implying dW
(ν+1)
dx
(x) = c(ν) d(W
(ν)Φ(ν))
dx
(x). Integrating gives the second identity, since W (ν+1)
vanishes at x = −1 by Definition 2.1 as does W (ν)Φ(ν) = (Φ(ν))∗W (ν) by the first boundary
condition of Lemma 4.1 applied to D(ν). 
In order to prove (4.5) we use the LDU-decompositions of the weights involved. For this
we need the relation between L(ν) and L(ν+1).
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Proposition 4.4. The matrix L(ν) satisfies the following identities
(L(ν)(x))−1 L(ν+1)(x) = M
(ν)
1 (x),
d((L(ν))−1)
dx
(x)L(ν+1)(x) = M
(ν)
2 (x),
M1(x) = I + (1− x2)
2ℓ∑
i=2
i(i− 1)
(2ν + 2i− 1)(2ν + 2i− 3) Ei,i−2,
M2(x) = −
2ℓ∑
i=1
i Ei,i−1 − x
2ℓ∑
i=2
i(i− 1)
(2ν + 2i− 3) Ei,i−2.
We prove Proposition 4.4 in Appendix C. Note that Proposition 4.4 implies
(4.6) (L(ν)(x))−1
dL(ν+1)
dx
(x) =
dM
(ν)
1
dx
(x)−M (ν)2 (x)
by differentiation of the first identity of Proposition 4.4 and using the second identity.
Using the LDU-decomposition of Theorem 2.2 for ν and ν + 1, and Proposition 4.4 and
(4.6) the identity (4.5) is equivalent to showing
(4.7) A(ν)(L(ν))t = c(ν)(L(ν))tΨ(ν),
where
A(ν)(x) = (T (ν)(x))−1
[(
dM
(ν)
1
dx
(x)−M (ν)2 (x))
)
T (ν+1)(x)(M
(ν)
1 (x))
t+
M
(ν)
1 (x)
dT (ν+1)
dx
(x)(M
(ν)
1 (x))
t +M
(ν)
1 (x)T
(ν+1)(x)
(
dM
(ν)
1
dx
(x)−M (ν)2 (x)
)t ]
The expression for A(ν) might look complicated, but since T (ν) is diagonal, and M
(ν)
1 , M
(ν)
2
only have two non-zero diagonals, A(ν) is band-limited. Using the expressions from Theorem
2.2 and Proposition 4.4 we find that A(ν) is a three-diagonal matrix-valued polynomial of
degree 2;
(4.8) 2ν(ν + 2ℓ)(ν + ℓ)A(ν)(x) =
2ℓ∑
k=1
(2ℓ− i+ 1)(2ν + 1)(ν + 2ℓ+ 1)(ν + i− 1)Ei,i−1
− x(2ν + 1)(ν + 2ℓ+ 1)
2ℓ∑
k=0
(2ν2 + 2νℓ+ 2νi+ i(i− 1))Ei,i
+ (1− x2)(2ν + 1)(2ℓ+ ν + 1)
2ℓ−1∑
k=0
(i+ ν)(i+ 1)(2ν + i− 1)(i+ 2ν + 2ℓ)
(2ν + 2i− 1)(2ν + 2i+ 1) Ei,i+1.
In order to prove (4.7) we need the explicit expression for Ψ(ν), and for completeness we
also write down the explicit expression for Φ(ν). The matrix-valued polynomials Φ(ν) and Ψ(ν)
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are introduced in (2.4). A straightforward calculation using Theorem 2.3 gives
Φ(ν)(x) = Φ(x) +
(ℓ+ ν)2
ℓ2
(1− x2)I,
Φ(x) = x2
2ℓ∑
i=0
(ℓ− i)2
ℓ2
Ei,i + x
2ℓ∑
i=1
(i− 1− 2ℓ)(2ℓ− 2i+ 1)
2ℓ2
Ei,i−1+
x
2ℓ−1∑
i=0
(i+ 1)(2ℓ− 2i− 1)
2ℓ2
Ei,i+1 +
2ℓ∑
i=2
(2ℓ− i+ 2)(2ℓ− i+ 1)
4ℓ2
Ei,i−2+
2ℓ∑
i=0
−i(2ℓ− i+ 1)− (2ℓ− i)(i+ 1)
4ℓ2
Ei,i +
2ℓ−2∑
i=0
(i+ 2)(i+ 1)
4ℓ2
Ei,i+2,
(4.9)
and
−ℓ2
2ℓ+ 2ν + 1
Ψ(ν)(x) = x
2ℓ∑
i=0
(ν + i)(ν + 2ℓ− i)Ei,i+
1
2
2ℓ∑
i=1
(i− 1− 2ℓ)(ν + i− 1)Ei,i−1 + 1
2
2ℓ−1∑
i=0
(i+ 1)(ν + 2ℓ− i− 1)Ei,i+1.
(4.10)
We prove (4.7) in Appendix C by showing that the matrix entries on both sides, each
consisting of at most three Gegenbauer polynomials, are equal using standard identities for
Gegenbauer polynomials. Note that a straightforward check of (4.5) using Definition 2.1 and
Gegenbauer polynomials is much more involved, but this can also be done.
5. Matrix-valued orthogonal polynomials
We prove all the statements of Section 3 concerning the corresponding matrix-valued or-
thogonal polynomials. We also prove the remaining statements of Section 4, i.e. Proposition
2.6 and the commutativity statement of Theorem 2.3.
5.1. Rodrigues formula and the squared norm.
Proof of Theorem 3.1. The leading coefficient nId of dP
(ν)
n
dx
is non-singular, and for k ∈ N with
k < n− 1 we get ∫ 1
−1
dP
(ν)
n
dx
(x)W (ν+1)(x)xk dx =
−c(ν)
∫ 1
−1
P (ν)n (x)
(d(W (ν)Φ(ν))
dx
(x)xk + kW (ν)(x)Φ(ν)(x)xk−1
)
dx
using integration by parts and Theorem 2.4. Consider the degrees using Theorem 2.4 again,
we see that the integral is zero for all k < n−1. Hence dP (ν)n
dx
(x) = nP
(ν+1)
n−1 (x), and (ii) follows.
By Corollary 2.5 and the factorisation PD (ν) =
(
dP
dx
)
S(ν) we see that S(ν) maps P
(ν+1)
n−1 to
a multiple of P
(ν)
n , and this multiple can be obtained from considering leading coefficients, or
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by considering the eigenvalues of D (ν) obtained from (2.4) and Theorem 3.2. This gives
(P
(ν+1)
n−1 S
(ν))(x) = K(ν)n P
(ν)
n (x),
ℓ2
2ℓ+ 2ν + n
(
K(ν)n
)
k,l
= −δk,l(ν + k)(2ℓ+ ν − k)
In particular, S(ν) is a shift or raising operator.
Now use Corollary 2.5 to see
n〈P (ν+1)n−1 , P (ν+1)n−1 〉(ν+1) = 〈
dP
(ν)
n
dx
, P
(ν+1)
n−1 〉(ν+1) = −c(ν)〈P (ν)n , P (ν+1)n−1 S(ν)〉(ν) =
−〈P (ν)n , P (ν)n 〉(ν)c(ν)
(
K(ν)n
)
∗
=⇒
H(ν)n =
−n
c(ν)
H
(ν+1)
n−1
(
(K(ν)n )
∗
)
−1
= (−1)nn!H(ν+n)0
(n−1∏
i=0
c(ν+i)K
(ν+i)
n−i
)
−1
since K
(ν)
n is a real diagonal matrix. Note that the matrices commute, so we do not need to
specify the order. It suffices to calculate H
(ν)
0 for general ν > 0, and this follows immediately
from the explicit expression of Definition 2.1 and the orthogonality relations of the (scalar)
Gegenbauer polynomials (1.3). This leads to (i).
For (iii), use Theorem 2.4 to write
(
QS(ν)
)
(x) =
(
c(ν)
)
−1 d
dx
(
Q(x)W (ν+1)(x)
)
W (ν)(x)−1,
which is a raising operator preserving polynomials. Iterating shows(
n−1∏
i=0
c(ν+i)
) ((
(QS(ν+n−1)) · · ·S(ν+1))S(ν))(x) = dn
dxn
(
Q(x)W (ν+n)(x)
)(
W (ν)(x)
)
−1
.
Now take Q(x) = P
(ν+n)
0 (x) = I, so that the left hand side equals
∏n−1
i=0 c
(ν+i)K
(ν+i)
n−i P
(ν)
n (x).
A calculation gives the diagonal matrix G
(ν)
n , and we obtain the Rodrigues formula (iii). 
5.2. Eigenfunctions of differential operators and scalar orthogonal polynomials.
Proof of Theorem 3.2. Since the differential operators of Theorem 2.3 are symmetric with
respect to the weight W (ν) on (−1, 1) by Theorem 2.3, and since the differential operators
also preserve the polynomials of fixed degree, we find that such a differential operator acting
on P
(ν)
n is an orthogonal polynomial of degree n with respect to the weight W (ν) on (−1, 1).
Hence it can be written as ΛnP
(ν)
n , and the eigenvalue matrix Λn follows by considering leading
coefficients. 
Final part of the proof of Theorem 2.3. Theorem 2.3 is proved in Section 4.2, except for the
commutativity of E(ν) and D(ν). By Theorem 3.2 we see that E(ν) and D(ν) acting on
the matrix-valued Gegenbauer polynomials commute, since the diagonal eigenvalue matri-
ces Λn(E
(ν)) and Λn(D
(ν)) commute. By [22, Proposition 2.8] it follows that E(ν) and D(ν)
commute. 
We can now use the differential operators, especially the diagonal (or uncoupled) differential
operator of Lemma 4.3, to obtain precise information on the matrix-valued orthogonal poly-
nomials. In particular, we can derive Theorem 3.4 in this way. Indeed, P
(ν)
n are eigenfunctions
of D(ν) − 2ℓE(ν). Hence, Lemma 4.3 shows that R(ν)n (x) = P (ν)n (x)L(ν)(x) are eigenfunctions
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to a diagonal differential operator. Note that in general R(ν)n is a matrix-valued polynomial
of degree n + 2ℓ with highly singular leading coefficient. Because of Lemma 4.3 the matrix
entry
(R(ν)n (x))k,j is a polynomial solution to the hypergeometric differential operator
(1− x2)f ′′(x)− x(2ν + 2j + 1)f ′(x) + (n+ k − j)(j + n + k + 2ν)f(u) = 0.
Since the polynomial solutions are unique up to a constant we find
(5.1)
(R(ν)n (x))k,j = c(ν)k,j(n)C(ν+j)n+k−j(x).
Similarly, by Theorem 3.2 and Lemma 4.3, we have that R(ν)n (E(ν))˜ = Λn(E(ν))R(ν)n . Note
that the eigenvalue does not change. Using the explicit expression of Lemma 4.3 and that
Λn(E
(ν)) is diagonal, plugging x = 1 gives the recurrence
(5.2) (2ν + 2i− 2)(2ℓ− i+ 1)c(ν)k,i−1(n) + (i(i+ 2ν − 1)− 4ℓ(ℓ+ 1)− 2ℓ(ν − 1))c(ν)k,i (n)
+
(i+ 1)(2ν + i− 1)(2ν + 2ℓ+ i)(n + k − i)(n + k + i+ 2ν)
(2ν + 2i− 1)(2ν + 2i)(2ν + 2i+ 1) c
(ν)
k,i+1(n)
= (−2n(ℓ− k) + (2ℓ+ 2)(k − 2ℓ)− 2(ν − 1)(ℓ− k))c(ν)k,i (n),
which can be solved in terms of Racah polynomials as in [28], see also [36];
c
(ν)
k,i = c
(ν)
k,0 (−1)i
(−2ℓ)i (−n− k)i (n+ k − i)!
i! (2ν + 2ℓ)i (2ν + 2i)n+k−i
Rk(λ(i);−2ℓ− 1,−n− k − ν, ν − 1, ν − 1)
= c
(ν)
k,0 (−1)i
(−2ℓ)i (−n− k)i (n+ k − i)!
i! (2ν + 2ℓ)i (2ν + 2i)n+k−i
4F3
(−i, i+ 2ν − 1,−k,−n− ν − 2ℓ
ν,−n− k,−2ℓ ; 1
)
.
(5.3)
Since the inverse of the lower triangular matrix L(ν) has been calculated explicitly by
Cagliero and Koornwinder [9, Thm. 4.1] as
(5.4)
(
L(ν)(x)−1
)
i,j
=
i!
j! (2ν + i+ j − 1)i−j C
(1−ν−i)
i−j (x), i ≥ j,
the proof of Theorem 3.4 follows directly from (5.1) and (5.3) up to an explicit expression of
c
(ν)
k,0.
It remains to compute c
(ν)
k,0. If we combine R(ν)n = P (ν)n L(ν) with Theorem 3.1(ii), we obtain
(5.5) nR(ν+1)n−1 (x) =
(
dR(ν)n (x)
dx
)
M
(ν)
1 (x) +R(ν)n (x)M (ν)2 (x).
It follows from (5.1) and Proposition 4.4 that the (k, 0)-th entry of (5.5), evaluated at x = 1,
is given by
(5.6) nc
(ν+1)
k,0 (n− 1) = 2ν c(ν)k,0(n)− c(ν)k,1(n)−
2(n+ k − 1)(n+ k + 2ν + 1)
(2ν + 1)(2ν + 2)(2ν + 3)
c
(ν)
k,2.
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If we write c
(ν)
k,2(n) in terms of c
(ν)
k,0(n) and c
(ν)
k,1(n) using the recurrence (5.3) for i = 1, and we
replace in (5.6), we obtain
(5.7)
nc
(ν+1)
k,0 (n−1) =
(
2ν +
2ℓ
(2ν + 2ℓ+ 1)
)
c
(ν)
k,0(n)−
(
1− (2ν − k(2ν + 2n+ 2ℓ) + 2ℓn)
2ν(2ν + 2ℓ+ 1)
)
c
(ν)
k,1(n).
Finally, from the recurrence (5.3) for i = 0 we write c
(ν)
k,1(n) in terms of c
(ν)
k,0(n). If we replace
this in (5.7) we get
(5.8) c
(ν+1)
k,0 (n− 1) = −
2(2ν + 1)(ν + k)(k − ν − 2ℓ)(2ν + n+ 2ℓ)
(2ν + 2ℓ+ 1)(ν + ℓ)(n+ k)(n+ k + 2ν)
c
(ν)
k,0(n).
Moreover, since R(ν)0 = L(ν), we have c(ν)k,0(0) = (2ν)k and therefore the recurrence (5.8) is
solved explicitly by
c
(ν)
k,0(n) =
2−n(ν)n(2ℓ+ 2ν)n(n + k)!
(ν + k)n(2ℓ+ ν − k)n(2ν)n+k .
Observe that for the case ν = 1, the initial value c
(ν)
k,0 differs from that in [28] by a factor
(−1)n2−n(n + k)!/(2ν)n+k. This is due to a different normalisation in (5.1) and the fact the
orthogonality interval is [−1, 1] and [0, 1] in [28, §6].
5.3. Three-term recurrence relation. To calculate the coefficients B
(ν)
n , C
(ν)
n in Theorem
3.3 we first note that C
(ν)
n follows from the squared norm;
C(ν)n = H
(ν)
n
(
H
(ν)
n−1
)
−1
and the explicit expression of Theorem 3.1.
Writing P
(ν)
n (x) = xnI + xn−1X
(ν)
n + · · · , we find
B(ν)n = X
(ν)
n −X(ν)n+1
by comparing coefficients of xn in the three-term recurrence relation. Now Theorem 3.3 follows
from these observations and Lemma 5.1.
Lemma 5.1. The one-but-leading coefficient X
(ν)
n is given by
n
2
2ℓ−1∑
i=0
i− 2ℓ
2ℓ+ ν + n− 1− iEi,i+1 −
n
2
2ℓ∑
i=1
i
ν + n− 1 + iEi,i−1
Proof. Differentiate P
(ν)
n and use Theorem 3.1(ii) to find (n − 1)X(ν)n = nX(ν+1)n−1 . Iterating
gives X
(ν)
n = nX
(ν+n−1)
1 , so that it suffices the check the polynomial of degree 1. Using the
Rodrigues formula of Theorem 3.1(iii) and the adjoint of the relations in Theorem 2.4, we find
P
(ν)
1 (x) = c
(ν)G
(ν)
1
(
Ψ(ν)(x)
)
∗
. Using (4.10) we find X
(ν)
1 , and hence X
(ν)
n . 
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5.4. Commutant. The commutant algebra A(ν) in Proposition 2.6 is a ∗-algebra, hence gen-
erated by its self-adjoint elements. Let T = T ∗ ∈ A(ν) be an invertible self-adjoint element,
then P 7→ PT is a symmetric operator with respect toW (ν), a matrix-valued differential oper-
ator of order 0. Since it preserves the polynomials, the matrix-valued Gegenbauer polynomials
are eigenfunctions. Hence, P
(ν)
n (x)T = TP
(ν)
n (x) for all n and all x by comparing leading coef-
ficients, cf. [29, Lem. 3.1(2)]. In particular, T commutes with the one-but-leading coefficient
of P
(ν)
n , i.e. X
(ν)
n T = TX
(ν)
n for all n ∈ N. From the explicit expression of X(ν)n in Lemma 5.1,
we find that Ti,j = 0 unless j = i or j = 2ℓ− i, Ti,i = Ti+1,i+1 and Ti,2ℓ−i = Ti+1,2ℓ−i−1 for all
i = 0, . . . , 2ℓ− 1. This implies that T ∈ 〈{I, J}〉.
Observe that W (ν)(x)J = JW (ν)(x) for all x ∈ (−1, 1) if and only if (W (ν)(x))2ℓ−n,m =
(W (ν)(x))n,2ℓ−m for all n,m and all x. This means that the weight matrix W
(ν)(x) is persym-
metric (or orthosymmetric). Using Definition 2.1 and comparing coefficients of the Gegenbauer
polynomials we need to prove
α
(ν)
t
(
min(2ℓ−m,n),max(2ℓ−m,n)) = α(ν)t+m−n(min(2ℓ− n,m),max(2ℓ− n,m)).
This is straightforwardly verified from the expression in Definition 2.1.
Appendix A. Proof of the LDU-decomposition
In Appendix A we prove Theorem 2.2. The proof is an extension of the result [28, Thm. 2.1,
App. A] for the case ν = 1. Note that the proof is verificational; it has initially been obtained
by use of computer algebra for specific values of ν and ℓ. We indicate all the steps and we
leave out the manipulation of shifted factorials. We assume ν > 0, but it is possible to extend
to argument to ν > −1
2
, ν 6= 0.
By using the symmetry and taking matrix elements we see that the LDU-decomposition is
equivalent to proving
(A.1)
m∑
t=0
α
(ν)
t (m,n)C
(ν)
m+n−2t(x) =
m∑
k=0
m!n! t
(ν)
k (1− x2)k
k! k! (2ν + 2k)m−k(2ν + 2k)n−k
C
(ν+k)
m−k (x)C
(ν+k)
n−k
for n ≥ m. Note first that the right hand side is a polynomial of degree n +m. We need to
find its expansion in terms of Gegenbauer polynomials C
(ν)
r (x), so that we need the integral
(A.2)
∫ 1
−1
C
(ν+k)
m−k (x)C
(ν+k)
n−k (x)C
(ν)
r (x) (1− x2)k+ν−1/2 dx.
Since the Gegenbauer polynomials are symmetric and by the orthogonality relations for the
Gegenbauer polynomials C
(ν+k)
n we see that this integral is zero for n + m − r odd and for
r < n − m, so that the expansion of the right hand side of (A.1) in terms of Gegenbauer
polynomials C
(ν)
r (x) only has non-zero terms for the summands in the left hand side of (A.1).
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Using (1.3) it remains to prove the identity
α
(ν)
t (m,n)
(2ν)m+n−2t
√
π Γ(ν + 1
2
)
(m+ n− 2t)!(m+ n− 2t + ν)Γ(ν) =
m∑
k=0
m!n! t
(ν)
k
k! k! (2ν + 2k)m−k(2ν + 2k)n−k
∫ 1
−1
C
(ν+k)
m−k (x)C
(ν+k)
n−k (x)C
(ν)
m+n−2t(x) (1− x2)k+ν−1/2 dx
(A.3)
for n ≥ m, t ∈ {0, · · · , m}.
The integral in (A.3) has been evaluated in [28, Rmk. 2.8] and in order to prove (A.3) we
follow the steps in [28, App. A]. The integral in (A.3) is equal to a balanced 4F3-series [28,
Rmk. 2.8],
(ν + k)m−k(2ν + 2k)n−k(−m)m−t(ν)n−tΓ(ν + k + 1/2)
(m− k)! (n− k)! (m− t)! Γ(ν +m+ n− t+ 1)
√
π
× 4F3
(
k −m,−m− k − 2ν + 1, t−m, ν + 1 + n− t
−m,−m− ν + 1, n−m+ 1 ; 1
)
Using Whipple’s transformation, see e.g. [5, Thm. 3.3], twice (once with (n, a, d) of [5,
Thm. 3.3] as (m− k,−m− 2ν − k+ 1,−m) and the second time as (t,−m− n− ν + t,−m))
the 4F3-series can be rewritten as
(A.4)
(1− n−m− 2ν)m−k(−n)t(ν)t
(1 + n−m)m−k(1− ν −m)t(1−m− n− 2ν)t 4F3
(−k, k + 2ν − 1,−t, t−m− n− ν
−m, −n, ν ; 1
)
We now plug the obtained expression for the integral into the right hand side of (A.3), where
we replace the 4F3-series of (A.4) by its sum
∑k
j=0. We next interchange the summations over
k and j, and in the summation
∑m
k=j we replace k = p+ j. This gives for the inner sum (the
k-dependent part)
(2ν + 2ℓ)j(1− n−m− 2ν)m−j(2ν + j)j
(−2ℓ)j(2ν + j)m(m− j)! (1 + n−m)m−j
× 5F4
(
2ν + 2j − 1, ν + j + 1
2
, j − n, 2ν + 2l + j, j −m
ν + j − 1
2
, 2ν + j + n,−2ℓ+ j, 2ν +m+ j ; 1
)
=
(1− n−m− 2ν)m(n− 2ℓ)m
(−2ℓ)mm! (1 + n−m)m(2ν + n)m
(2ν + 2ℓ)j(−m)j(−n)j
(1− n−m+ 2ℓ)j
using the Dougall summation formula for a very-well-poised 5F4-series, see e.g. [5, Cor. 4.3],
[7, §4.3(3)]. This shows that the right hand side of (A.3) can be written as a single sum;
explicitly
(−m)m−t(ν)n−t
√
π(−n)t(ν)tn! (2ℓ+ ν)(ν)mΓ(ν + 12)(1− n−m− 2ν)m(n− 2ℓ)m
(n−m)! (m− t)! Γ(ν + n+m− t+ 1)(1− ν −m)t(1− n−m− 2ν)t(−2ℓ)m
× 1
(1 + n−m)m(2ν + n)m 3F2
(−t, t−m− n− ν, 2ν + 2ℓ
ν, 1− n−m+ 2ℓ ; 1
)
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The balanced 3F2-series is summable to
(1−m−n−2ν)t(−2ℓ−ν)t
(ν)t(2ℓ+1−m−n)t
by the Pfaff-Saalschu¨tz formula,
see e.g. [5, Thm. 2.2.6], [7, §2.2], [24, (1.4.5)]. Next a straightforward verification using the
expression of Definition 2.1 shows that this is equal to the left hand side of (A.3), which proves
Theorem 2.2.
Appendix B. Proof of Lemma 4.3
The following properties of the Gegenbauer polynomials
xC
(λ)
i (x) =
(i+ 1)
2(i+ λ)
C
(λ)
i+1(x) +
(i+ 2λ− 1)
2(i+ λ)
C
(λ)
i−1(x),(B.1)
(i+ λ)C
(λ)
i (x) = λ(C
(λ+1)
i (x)− C(λ+1)i−2 (x)),(B.2)
(1− x2)C(λ+1)i (x) = −
(i+ 1)(i+ 2)
4λ(i+ λ+ 1)
C
(λ)
i+2(x) +
(i+ 2λ)(i+ 2λ+ 1)
4λ(i+ λ+ 1)
C
(λ)
i (x),(B.3)
are useful, see e.g. [24, §4.5]. We follow the convention that polynomials of negative degree
are 0.
First we observe that D(ν) − 2ℓE(ν) = L(ν)(D(ν) − 2ℓE(ν))˜ (L(ν))−1 if and only if
2(1− x2)dL
(ν)
dx
(x) + L(ν)(x)K1(x) = (C − x(2ℓ + 2ν + 1)− 2ℓ(xB1 +B0))L(ν)(x),(B.4)
(1− x2)d
2L(ν)
dx2
(x) +
dL(ν)
dx
(x)K1(x) + L
(ν)(x)K0 = (−V − 2ℓA0)L(ν)(x).(B.5)
If we multiply the (m, k)-th entry of (B.5) by m!/(k!(2ν + 2k)m−k) we obtain
(B.6) (1− x2)d
2C
(ν+k)
m−k
dx2
(x)− x(2ν + 2k + 1)dC
(ν+k)
m−k
dx
(x)
+ (−k(2ν + k) + 2ℓ(ν + 2ℓ+ 1))C(ν+k)m−k (x)
= (m(2ℓ−m)− (2ℓ+ 2)(m− 2ℓ) + 2(ν − 1)(ℓ−m))C(ν+k)m−k (x).
Since −k(2ν + k) + 2ℓ(ν + 2ℓ + 1) − m(2ℓ − m) + (2ℓ + 2)(m − 2ℓ) − 2(ν − 1)(ℓ − m) =
(m− k)(m+ k+2ν), (B.6) is the differential equation for the Gegenbauer polynomial C(ν+k)m−k ,
see [24, §4.5], and hence (B.5) holds true.
On the other hand, if we multiply (B.4) by m!/(k!(2ν + 2k)m−k), we obtain
(B.7) 2(1− x2)dC
(ν+k)
m−k
dx
(x)− x(2ν + 2k + 1)C(ν+k)m−k (x)
= −x(2m+ 2ν + 1)C(ν+k)m−k (x) + 2(2ν +m+ k − 1)C(ν+k)m−1−k(x).
which can be verified using [1, (22.7.21)].
In order to prove the statement for (E(ν))˜ we observe that E(ν) = L(ν)(E(ν))˜ (L(ν))−1 if and
only
L(ν)S
(ν)
1 = (xB1 +B0)L
(ν), (L(ν))′S
(ν)
1 + L
(ν)S
(ν)
0 = A
(ν)
0 L
(ν).(B.8)
MATRIX-VALUED GEGENBAUER POLYNOMIALS 21
If we multiply the first equation in (B.8) by m!/(k!(2ν + 2k)m−k), we obtain
(B.9)
k(2ℓ− k + 1)(2ν +m+ k − 1)
4ℓ(2ν + 2k − 1)(ν + k − 1) C
(ν+k−1)
m−k+1 (x)
− (2ℓ+ 2ν + k)(2ν + k − 1)(ν + k)
ℓ(2ν + 2k − 1)(2ν + k +m) (1− x
2)C
(ν+k+1)
m−k−1 (x) = −
(ℓ−m)
ℓ
xC
(ν+k)
m−k (x)
− (2ν +m+ k − 1)
2ℓ
C
(ν+k)
m−k−1(x) +
(m+ 1)(2ℓ−m)
2ℓ(m+ k + 2ν)
C
(ν+k)
m−k+1(x).
On the left hand side of (B.9) we apply (B.2) on the first term and (B.3) on the second
term and on the right hand side of (B.9) we apply the three-term recurrence relation (B.1).
Now (B.9) only involves Gegenbauer polynomials C
(ν+k)
m−k−1 and C
(ν+k)
m−k+1 and we verify (B.9) by
showing that the coefficients for each of these polynomials are equal.
If we multiply the second equation in (B.8) by m!/(k!(2ν + 2k)m−k), we obtain
(B.10)
k(2ν +m+ k − 1)(2ℓ− k + 1)
4ℓ(ν + k − 1)(2ν + 2k − 1)
dC
(ν+k−1)
m−k+1
dx
(x)
− (ν + k)(2ν + k − 1)(2ν + k + 2ℓ)
ℓ(m+ k + 2ν)(2ν + 2k − 1) (1− x
2)
dC
(ν+k+1)
m−k−1
dx
(x)
+
(k2 − k + 2νk − 4ℓ2 − 2ℓ− 2νℓ)
2ℓ
C
(ν+k)
m−k (x)
+
(ν + k)(2ν + 2k + 1)(k − 1 + 2ν)(2ν + k + 2ℓ)
ℓ(m+ k + 2ν)(2ν + 2k − 1) xC
(ν+k+1)
m−k−1 (x)
= −(2ℓ
2 −mℓ+ ℓ+ νℓ− νm)
ℓ
C
(ν+k)
m−k (x).
In order to verify (B.10) we proceed as before. We use (B.2), (B.3) and (B.1) to write (B.10)
as a combination of Gegenbauer polynomials with parameter ν + k and we verify that the
coefficients for the coefficients on either side are equal.
The k-th diagonal entry of (D(ν) − 2ℓE(ν))˜ is, up to a constant, the differential operator
for the Gegenbauer polynomials C
(ν+k)
n and hence it is symmetric with respect to the k-th
diagonal entry of T (ν) being the weight for the Gegenbauer polynomials with parameter ν+k.
This implies the symmetry of (D(ν) − 2ℓE(ν))˜ .
We prove the symmetry of the operator (E )˜ by showing that the symmetry and boundary
conditions in Lemma 4.1 hold true, taking F2 = 0. The boundary conditions follow directly
from the explicit expressions of T (ν) in Theorem 2.2 and of S
(ν)
1 in Lemma 4.3. Finally we
need to prove
−S(ν)1 T (ν) = T (ν)(S(ν)1 )∗, −(S(ν)1 T (ν))′ + S(ν)0 T (ν) = T (ν)(S(ν)0 )∗.(B.11)
Writing down the (k, k − 1)-th and (k, k + 1)-th entries of the first equation of (B.11) we see
that it is equivalent to −(T (ν)(x))k−1,k−1/(T (ν)(x))k,k = (S(ν)1 )k−1,k/(S(ν)1 )k,k+1 which can be
verified from the explicit expressions of T (ν) and of S
(ν)
1 . On the other hand, the only non-zero
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entries of the second equation in (B.11) are the (k, k − 1)-th and (k − 1, k)-th entries. The
verification is straightforward from the explicit expressions of T (ν), S
(ν)
1 and S
(ν)
0 . 
Appendix C. Proof of the matrix-valued Pearson equation
Proof of Proposition 4.4. The first statement of Proposition 4.4 is equivalent to L(ν+1)(x) −
L(ν)(x)M
(ν)
1 (x) = 0. The (n,m)-entry, divided by m!/(n!(2ν + 2n + 2)m−n), of the left hand
side is given by
(C.1) C
(ν+n+1)
m−n (x)−
(2ν + n +m)(2ν + n +m+ 1)
(ν + n)(2ν + 2n+ 1)
C
(ν+n)
m−n (x)
+
2(ν + n+ 1)
(2ν + 2n+ 1)
(1− x2)C(ν+n+2)m−n−2 (x).
Use (B.2) in the second term of (C.1) and (B.3) in the third term of (C.1) to write in terms
of two Gegenbauer polynomials of parameter ν + n + 1 and degree m − n and m − n − 2.
By an easy calculation both coefficients are zero, hence the first statement of Proposition 4.4
follows.
Using dA
−1
dx
= −A−1 dA
dx
A−1 and the first statement of Proposition 4.4 it suffices to prove
(C.2)
dL(ν)
dx
(x)M
(ν)
1 (x) + L
(ν)(x)M
(ν)
2 (x) = 0.
The (n,m)-entry of the left hand side of (C.2), divided by m!/(n!(2ν + 2n)m−n), is given by
(C.3) 2(ν + n)C
(ν+n+1)
m−n−1 (x) +
8(ν + n)(ν + n+ 1)(ν + n+ 2)
(m+ n + 2ν)(m+ n + 2ν + 1)
(1− x2)C(ν+n+3)m−n−3 (x)
− 2(2ν + 2n+ 1)(ν + n)
(m+ n + 2ν)
C
(ν+n+1)
m−n−1 (x) +
4(ν + n)(ν + n+ 1)(2ν + 2n + 3)
(m+ n+ 2ν)(m+ n+ 2ν + 1)
xC
(ν+n+2)
m−n−2 (x).
Applying (B.2) in the first and third term of (C.3), (B.3) in the second term of (C.3) and
(B.1) in the fourth term of (C.3), we expand (C.3) in terms of two Gegenbauer polynomials
of parameter ν+n+2 and of degree m−n−1 and m−n−3. A straightforward computation
shows that the coefficients of C
(ν+n+2)
m−n−1 and C
(ν+n+2)
m−n−3 are zero. 
For the proof of Theorem 2.4 we finally have to prove (4.7). For this we rewrite (4.7) as
(C.4) A(ν)(x)(L(ν)(x))t − c(ν)(L(ν)(x))tΨ(ν)(x) = 0.
We write the three-diagonal matrices A(ν) and Ψ(ν) as
A(ν)(x) =
∑
k
Ak,k−1Ek,k−1 +
∑
k
xAk,kEk,k +
∑
k
(1− x2)Ak,k+1Ek,k+1,
c(ν)Ψ(ν)(x) =
∑
k
ψk,k−1Ek,k−1 +
∑
k
xψk,kEk,k +
∑
k
ψk,k+1Ek,k+1,
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where the explicit expression for the matrix entries follow from (4.10), (4.8). The (n,m)-entry
of the left hand side of (C.4) is given by
n(m+ n + 2ν − 1)
2(ν + n− 1)(2ν + 2n− 1) An,n−1C
(ν+n−1)
m−n+1 (x) + An,n xC
(ν+n)
m−n (x)
+
2(ν + n)(2ν + 2n+ 1)
(m+ n+ 2ν)(n + 1)
An,n+1 (1− x2)C(ν+n+1)m−n−1 (x)−
(m+ n + 2ν − 1)
m
ψm−1,m C
(ν+n)
m−n−1(x)
− ψm,m xC(ν+n)m−n (x)−
(m+ 1)
(m+ n + 2ν)
ψm+1,mC
(ν+n)
m−n+1(x).
Now we apply (B.2) in the first term, the three-term recurrence relation (B.1) in the second
and fifth term and (B.3) in the third term in order to rewrite this expression in terms of just
two Gegenbauer polynomials C
(ν)
m−n−1 and C
(ν)
m−n+1. Using the explicit expressions of A
(ν) and
Ψ(ν) it is a straightforward verification that the coefficients of C
(ν)
m−n+1 and C
(ν)
m−n−1 are zero.
This completes the proof of (4.5), and hence of Theorem 2.4.
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