Many modern applications require realtime processing of large volumes of high speed data. Such data processing can be specified in the form of a dataflow graph that exposes multiple opportunities for parallelizing its execution, in the form of data, pipeline and task parallelism. This paper focuses on the problem of effectively parallelizing ordered streaming computations by exploiting low overhead, shared memory parallelism on a multicore machine. We propose an adaptive runtime that dynamically maps the exposed parallelism in a streaming computation to that of the machine using scheduling heuristics. Further, we address some key problems in effectively realizing ordered data parallelism. We propose a new approach for parallelizing partitioned stateful operators that can handle load imbalance across partitions effectively and mostly avoid delays due to ordering constraints. We also present a low latency, non-blocking concurrent data structure to order outputs produced by concurrent workers on an operator. Finally, we perform an indepth empirical evaluation illustrating the trade-offs and effectiveness of our concurrent data-structures and scheduling heuristics using micro-benchmarks and on the TPCx-BB benchmark.
are specialized to address these needs. These systems enable users to define computation pipelines that operate on a continuous stream of incoming data and orchestrate their execution over a single or distributed set of machines.
Many stream processing systems today [1, 4, 12, 25] provide mechanisms to support ordered stream processing. Most of them are based on a micro-batch architecture, in which the input stream is broken down into streams of smaller batches, and each batch is processed like in a batch processing system. Such architectures try to support order sensitive pipelines by periodically sending watermarks, which denote that all events less than a specific timestamp have been received. However, these techniques are not suitable for latency critical applications. We show that it is possible to achieve this deterministic ordering guarantee at a much lower latency without constraining execution of the pipeline excessively.
In this paper, we focus on the shared-memory multicore architecture. We consider this an important problem for several reasons. Most streaming workloads can be efficiently handled in a single multicore machine without having to distribute it over a cluster of machines. Streaming pipelines generally have a low memory footprint as most of the operators are either stateless (maps, filters), or have a small bounded state (windowed aggregations). With increasing main memory sizes and prevalence of multicore architectures, the bandwidth and parallelism offered by a single machine today is often sufficient to deploy pipelines with large number of operators. For instance, TRILL [12] runs streaming computations on a single multicore machine at scales sufficient for several important applications. This is unlike batch processing systems, where the input, intermediate results and output data are often large and hence the pipeline needs to be split into many stages. Even when a streaming computation is scheduled on a distributed system, it can be split into many stages with each stage deployed in a multicore machine. Most distributed streaming systems [6, 25] today assume each core in a multicore node as an individual executor and fail to exploit the advantages of low overhead communication offered by shared-memory.
Opportunities and Challenges A streaming pipeline is represented as a dataflow graph of operators, where each operates on one or more input streams to produce one or more output streams. This representation exposes several types of parallelism that can be exploited to achieve better performance. When two operators are connected to each other such that the output of one forms the input to another, they are said to exhibit pipeline parallelism. If two operators are not connected to each other via an input-output relationship either directly or indirectly, they expose task parallelism. In both these cases, the two operators can operate on different tuples concurrently. An operator is said to be data parallel, if its inputs can be processed concurrently. Some operators are pure functions that do not have any state associated with its computation (e.g. map, filter). They are referred to as stateless operators. Some operators depend on an internal state to perform the computation on an incoming tuple (e.g. windowed aggregates, min-max values) and these are called stateful operators. Inputs to these operators must be processed one at a time and hence do not exhibit any data parallelism. On the other hand, in some cases the operator accesses only a part of the state (called a partition), while operating on a tuple and that can be predetermined by a key associated with every tuple. These are called partitioned stateful operators. They fall in-between stateless and stateful operators, in that, its inputs can be processed concurrently only if they belong to different partitions. They are said to exhibit partition parallelism.
The first challenge is in handling the contention between ordered processing and data or partitioned parallelism. Even if an operator allows for concurrent processing of its inputs, we must ensure that the parallel execution is semantically equivalent to one where they are processed one at a time, sequentially, in the order of their arrival. This constraint is in fundamental conflict with the ability to parallelize these operators. Secondly, ordered processing is a blocking constraint: even if we enable concurrent processing for these operators, output of a tuple cannot be sent to a downstream operator until outputs corresponding to all tuples that arrived before it have already been sent. This requires that the order in which tuples are processed concurrently is as close to sequential processing as possible so that they do not get blocked unnecessarily. Finally, designing a runtime that dynamically allocates resources to operators in the pipeline to achieve the optimum performance is a huge challenge. The operators can have different processing costs (amount of time taken to process a single tuple), memory requirements, selectivity (number of outputs produced per input) and these could change with time.
Contributions In this paper we addresses all the challenges mentioned above. (1) We present a low overhead, non-blocking reordering scheme to order outputs of an operator that are produced concurrently. It scales better than a standard lock-based scheme, and overall provides better throughput for long pipeline queries. (2) We propose a novel scheme for exploiting partitioned parallelism in the ordered setting. We observe that our scheme achieves better speedup than the predominantly used strategy for partitioned parallelism during partition-induced skews, and mostly avoids delay due to ordering constraints leading to much lower latency. (3) We propose several intuitive scheduling heuristics that can be used to dynamically schedule operators at runtime. We identify a single heuristic that produces the best throughput and near best latency. (4) We evaluate our runtime on streaming queries from TPCx-BB [11] and demonstrate that we can provide a throughput of millions of tuples per second on some queries with latency in the order of a few milliseconds.
System Overview
The system accepts a pipeline that consists of operators connected to each other as a linear chain. The operators can be of three types: stateless, stateful or partitioned stateful. In case of partitioned stateful operators, the user also specifies a key selector to obtain the key from a tuple and a partitioning strategy (e.g. hash or range partitioning) to map keys to partitions. The user implements the core processing logic for these operators and that is treated as a black box to our system. The goal of our system is to deploy this pipeline efficiently on a shared memory multicore machine by exploiting the various forms of parallelism that it exposes.
Our runtime is based on an asynchronous model of execution. We first decouple the pipeline into individual operators that can be executed independently by associating every operator with a worklist. Inputs are simply added to an operator's worklist instead of processing them synchronously. Each operator implementation individually guarantees ordered processing. Our design aims for a clear separation between correctness and performance: the operator implementation is responsible for correct execution while the scheduler is tasked with performance optimization. The worker threads are responsible for advancing the progress of operators. A worker, when allotted to an operator, dequeues an input tuple performs the operation and adds the output tuples produced to the worklist of next operator in pipeline. The worker is specified with a maximum number of tuples to process from an operator's worklist; it processes as many tuples and yields back control to the scheduler. It also collects runtime information about each operator such as number of inputs consumed, outputs produced, time taken to process them, which are then used to estimate operator characteristics like average processing cost per-tuple and selectivity.
Scheduling decisions such as which operator must be scheduled next on which worker thread are made by a central scheduler data structure. Worker allotment is non-preemptive: workers query the scheduler to obtain work and once it is done with that it queries again for more. The scheduling decision is made using estimated operator characteristics, current worklist sizes, and possibly observed throughput and latency measurements. We achieve this using various scheduling heuristics -we discuss several of them in section 4. When a heuristic chooses to schedule two different operators on different cores concurrently, it essentially exploits pipeline parallelism. When it schedules the same operator on different cores it exploits data parallelism of the operator. Overall the goal of scheduler is to dynamically determine an ideal combination of data and pipeline parallelism among operators to achieve optimal performance.
Ordered Processing
Formally, ordered processing specifies that processing of inputs to a streaming pipeline must be semantically equivalent to executing them sequentially one at a time. We achieve this by ensuring that individual operator implementations guarantee ordered processing and hence by extension any pipeline built by composing these implementations provides the necessary guarantees.
Stateful operators are processed by at most a single worker and hence ordered processing can be guaranteed simply by using a linearizable producer consumer queue. In case of stateless and partitioned stateful operators, however, multiple workers process inputs concurrently and so they need special constructs to support ordered processing. There are essentially two kinds of ordering requirements that must be handled correctly. The first kind is processing order: for some operators we need to ensure that tuples are exactly processed in the same order as they arrive. This is a key requirement for non-commutative stateful operators. On the other hand, there is no such constraint for stateless operators as any processing order is equivalent to ordered processing. Partitioned stateful operators present an interesting middle-ground where it is enough to guarantee that tuples with the same key are processed in their arrival order.
The second kind of requirement is output ordering, which specifies that the outputs of an operator are sent to the downstream operator in the same order as its inputs. In particular, even when input tuples i 1 and i 2 are processed concurrently (when they belong to different partitions or when the operator is stateless), we still need to ensure that the outputs o 1 and o 2 produced by these inputs are sent out in the right order. We need to ensure this property for both stateless and partitioned stateful operators. We describe a low-overhead, non-blocking solution to this problem in section 3.1.
Output ordering is innately a blocking constraint: even if o 2 is produced before o 1 , it gets blocked until o 1 is produced and sent downstream. This manifests as an advantage for parallelization schemes that processes inputs from the worklist almost in the order of their arrival even though the semantics does not impose a strict restriction on the processing order. For stateless operators, having a shared worklist directly enables this execution pattern. However, it is non-trivial to achieve this for partitioned stateful operators. We present a partitioning scheme that provides almost ordered processing in section 3.2.
Output Reordering
The output ordering constraint specifies that for all t, output o t produced by an input i t must be sent downstream (either to an operator or egress) only after o 1 , o 2 , ..., o t −1 . In our system, outputs are produced in no predetermined order by concurrent workers in case of data and partition parallel operators: o t +1 might be produced before o t and in that case o t +1 has to wait until o t is produced and sent. To implement per-operator ordering guarantee, we first assign a unique serial number (starting from 1) to every input when adding to the worklist of the operator denoting their arrival order. Workers obtain inputs from worklist to produce outputs 1 , which are then reordered using this serial number before sending downstream. We first describe a lock-based solution that implements this reordering scheme and then present our improved version that addresses some issues that arise in this straight-forward solution.
Lock-Based Solution. A standard approach would be to use a waiting buffer and a counter. The counter keeps track of the serial number of next output to be sent. Whenever the corresponding output is available it is sent downstream immediately and the counter incremented. If an output is not the next one to be sent, we simply add it to the waiting buffer and return to process more inputs. So, when an output is sent, we must check the waiting buffer for the next output and if present, send that to the downstream operator and repeat. Further, we do not want multiple workers to send the output(s) downstream or increment the counter concurrently as that will violate our ordering guarantee. So, we protect the overall logic using a global lock to ensure correctness and progress. This scheme is listed in fig. 1 
add o t to buffer 11 } 12 unlock (); 13 } However, this scheme results in sub-optimal performance due to unnecessary blocking of workers. Consider the scenario shown in fig. 2 : worker thread T 4 produces O 1 , which is the next output to send downstream, obtains the lock and keeps sending outputs O 2 and O 3 as they are already available in the waiting buffer. Meanwhile, workers T 1 ,T 2 ,T 3 that produced outputs O 4 , O 6 and O 8 respectively get blocked trying to acquire the lock. However, we know that outputs have pre-allotted serial numbers. So, adding them to the waiting buffer can be totally independent of sending them downstream. Ideally, workers T 1 ,T 2 must be able to add their outputs to the waiting buffer while another worker is sending outputs downstream and return back to do useful work.
Non-Blocking Solution. We improve this version by replacing the lock with an atomic flag, essentially to provide try_lock semantics. This scheme is listed elaborately in fig. 3 . Any worker w seeking to send an output downstream, first tries to add it in a bounded circular buffer. The buffer is used to store available outputs that are not yet ready to be sent. This step can either fail or succeed based on the size of buffer and current value of the next counter. If it fails, the worker tries again with the same output, after it exits the send function.
Before exiting, irrespective of success or failure in the add step, w tries to send pending outputs in the buffer to downstream operator(s). It can do so only when it can test_and_set a global atomic flag. If it cannot set the flag, it means that another worker w ′ is performing this step. In that case, w simply exits the function instead of getting blocked, unlike in the lock-based scheme. If w can set the flag, it has exclusive access to send the buffered outputs. First, it obtains the current value of next counter and the corresponding value from the buffer array. If this value is not EMPTY, it sends the output downstream, increments the counter and repeats this again for the new value of next. If the obtained value is EMPTY then, w clears the flag and exits the loop. Further, to ensure that every output is sent downstream as soon as it is ready to be, w checks the buffer array again and retries to send the previously unavailable output, if it is available now. This ensures that there is no ready-to-send output in the buffer, when there are no active workers inside send. The above theorem asserts that our non-blocking algorithm indeed guarantees the output ordering constraint. We omit the proof [23] for space considerations. Further, none of the concurrent workers get blocked when another worker is sending outputs. However, a worker can get blocked due to the buffer size: when it tries to send an output that corresponds to input with a serial number much higher than the current value of next, it can potentially get blocked trying and failing repeatedly to add the output. One simple way to eliminate this blocking behavior is to use a concurrent map instead of a bounded array. In practice, we observed that overheads in a simple array are much lesser compared to the alternatives and in the streaming setting a bounded circular array is often good enough as the objective is to move tuples forward constantly.
Partitioned Parallelism
The essence of partitioned parallelism is that every tuple to be processed has a key, and the state required to process tuples with different keys are disjoint. This allows us to process tuples with different keys in parallel, although those with the same key must be processed sequentially, in order. We assume that the key space can be statically partitioned into many disjoint buckets (e.g. using range or hash partitioning). The system treats tuples belonging to the same bucket as potentially having the same key and processes them sequentially. Limiting the number of partitions to p also limits the degree of parallelism to p. Ideally we would like to have as many buckets as the number of keys to exploit as much parallelism as possible. But systemic overheads and complexities in the key space force us to have a fewer, fixed number of buckets. Further, the implementation must support dynamic allotment of workers to operators due to our scheduling strategy. As we mentioned in section 3.1, we want the processing order of inputs belonging to different buckets to be as close to arrival order as possible. In the rest of this section, we first describe two simpler implementation strategies and then present our approach that possesses the above prescribed qualities.
Shared-Queue Approach. In the first approach, producers (preceding operators in the dataflow graph) enqueue their outputs to a single shared worklist (any linearizable concurrent queue) and all workers extract tuples from it to process them. This is a fairly straightforward strategy for stateless blocks. A partitioned operator, however, introduces a key challenge: we need to ensure that tuples with same key are processed sequentially and in order. A naive approach would be as follows: Each worker first dequeues an item t and then acquires a lock (or use any equivalent mechanism to ensure isolation) on the tuple's key so that two of them with same key are not processed concurrently. However, these two actions must be performed atomically: otherwise, two workers could concurrently dequeue items t 1 and t 2 with the same key k, but end up acquiring the lock on k out-of-order and thus process them out-of-order as shown in fig. 4 . This necessitates quite complex and expensive concurrency control. Further this strategy could introduce blocking behavior when one worker waits for another to release lock on a Partitioned-Queue Approach. The second approach avoids this problem by partitioning the worklist. We use separate queues for each bucket and the producers enqueue each tuple into the queue corresponding to its key. Different workers process different queues and so there is no need for explicit concurrency control. However, this approach has its own set of drawbacks: when number of workers assigned to a partitioned operator is less than p (number of buckets), the workers can process only a subset of the p queues which will eventually get blocked due to our output ordering constraint. This can cause further sub-optimal performance downstream as this behavior limits available pipeline parallelism between this and the downstream operator. We show via empirical experiments that this strategy can impede performance, especially in the ordered setting.
Hybrid-Queue Approach. We propose a hybrid approach that combines techniques from both the above strategies. We use separate queues, one for each bucket as in the partitioned approach. In addition, we utilize a master queue which is analogous to the shared queue approach. Actual tuples are stored in individual bucket queues while, the master queue stores the key of the tuples (listing 1). Every worker w dequeues a key k from the master queue, and then tries to gain exclusive access to the queue Q k that corresponds to k. If some other worker w ′ already has exclusive access to queue Q k , then worker w delegates the responsibility of processing the corresponding tuple to w ′ , by incrementing a concurrent counter count k associated with the key k. The counter count k denotes the number of tuples from Q k to be processed before the active worker of key k (w ′ in this case) tries to dequeue the next key from master queue. The same counter is used to provide exclusive access to the queue Q k . Having delegated the responsibility of processing the dequeued tuple to w ′ , worker w can return to process the next key from the master queue. If, on the other hand, worker w gains exclusive access to queue Q k , it dequeues the next tuple from Q k and processes it. After processing it, the worker checks if there are any delegated tuples that it needs to process from the same queue 
As long as the concurrent counter count k indicates there are delegated items, the worker continues to dequeue tuples from Q k and processes them. When the counter becomes zero, the worker returns to dequeue from the master queue. Theorem 3.2 (Correctness of hybrid-qeue algorithm). If inputs are added via the addInput procedure and workers consume inputs using consumeInputs procedure, then no two workers can operate on tuples having the same key k concurrently, and all tuples having the same key k are processed exactly once and in the order of their arrival.
The above theorem qualifies that our hybrid queue algorithm obeys the correctness conditions imposed by partitioned stateful operators. We skip the proof in interest of brevity, which can be found in our technical report [23] . In addition, no worker can blocked in the hybrid-queue approach: a worker that dequeues a tuple with same key as the one being concurrently processed by another worker will simply delegate it to the active worker and move on to the next key in the master queue. Outputs are also produced almost in their arrival order, which avoids blocking of outputs (sometimes workers themselves) by the reordering scheme.
Dynamic Scheduling
Our system consists of many workers that consume inputs from the worklist(s) of operators to produce outputs using the user-specified processing logic. Each worker queries a central scheduler to obtain some work and returns back for more, after it finishes the work allotted previously. The scheduler is responsible for answering two questions: (1) which operator to work on and (2) how many tuples to process. In this section, we propose some scheduling heuristics to perform this dynamic work allotment to workers.
We say an operator is schedulable, if the currently allotted number of workers is less than its maximum allowed degree of parallelism (DOP) and its worklist is not empty. The theoretical maximum DOP of a stateful operator is 1, of a partitioned stateful operator is the number of partitions p, and that of a stateless operator is ∞ (essentially the number of workers n). In all the heuristics we discuss below, we consider only those operators that are schedulable at the time we make the decision.
The scheduler tries to schedule each operator for a constant time slice s. When it chooses an operator to be scheduled, it also specifies the maximum number of tuples that must be processed.
That quantity is computed using this constant s and c i , the cost of processing a single input tuple by o i . If the worklist becomes empty before processing that many tuples, the worker does not get blocked, instead returns back to query the scheduler querying for more work. There are several alternatives for choosing the scheduling period. However, we use constant time slices here to help study the characteristics of proposed heuristics without any interference. Nevertheless, one has to be careful in choosing s. Higher the value of s, lower the contention for querying the scheduler and better amortization of scheduling overheads. On the other hand, a larger value of s makes the system less responsive to dynamic changes.
We first propose two heuristics based on the idea of orchestrating the flow of tuples through a pipeline. One aims to provide a thrust from ingress towards egress and the other applies a suction pressure from egress to pull items from ingress.
Queue-size-throttling (QST) In this heuristic, we push tuples from the entry point towards the exit point and try to focus on one operator at a time. We schedule an operator until it generates enough inputs for the downstream operators and then go on to schedule the next one in the pipeline. We implement this scheme using queue throttling: each operator has an upper bound on its output queue (worklist of the next operator) size and is not scheduled if current size is higher than this threshold. In short, the heuristic always picks the earliest operator in the pipeline that has current output queue size less than its threshold.
Each operator o i has a selectivity, denoted by s i , which is the average number of outputs produced by o i on processing a single input tuple. For example, map has a selectivity of 1, while filter can have at most 1 and flatmap has more than 1. Due to difference in selectivity, having a uniform threshold for all operators could potentially create a slack. So threshold T i for o i is set as follows, where cs i is the cumulative selectivity of operator o i since the entry point (cs i = i k=1 s k ) and C is a constant that can be imagined as capacity of the system.
Note that T i is proportional to the expected number of tuples produced by o i as input to o i+1 , when C n i =1 cs i tuples are processed in the overall pipeline.
Last-in-pipeline (LP)
This heuristic is based on the complementary idea of providing suction from the exit point to pull tuples from the entry point. In contrast to QST, this heuristic seeks to schedule operators later in the pipeline. Whenever an operator is not schedulable, this heuristic moves to its upstream operator and schedules that. This scheme depends entirely on the imminent dataflow between the operators and not on any of the operator characteristics. An alternative could be to have a minimum worklist size, in which case only operators with worklist at least as big as this threshold would be considered for scheduling. But, in our empirical evaluation we consider only the simpler case where this threshold is 1.
The next set of heuristics take a slightly different approach to scheduling by prioritizing operators based on a measure of priority, which is computed using operator characteristics and current status of the pipeline. Essentially, these heuristics answer the question: which operator in the pipeline currently needs more worker time to reach our performance goals? We discuss two heuristics designed using this strategy below.
Estimated-time (ET) In this heuristic, we prioritize operators based on the estimated time it would take to process its current worklist, if we allot a new worker to it. We compute priority p i of an operator o i , as follows, where I i denotes the current size of its worklist, c i denotes the cost of processing a single tuple by o i , w i denotes the number of workers currently assigned to o i , and M i is its maximum allowed degree of parallelism:
This strategy is based on the intuition that an operator that needs more worker time will lag behind and have a worklist that will take longer to complete. Current-throughput (CT) The idea here is to choose the operator which currently has the lowest throughput, as it is likely to be the bottleneck in the pipeline. We have to normalize the throughput to account for non-unit selectivity. We divide the time dimension into windows of size w and compute the effective number of tuples processed by an operator in that time window as a measure of its throughput. The effective number of tuples n w i that would be processed in the current window under current allocation of workers can be computed approximately as follows:
where, T w i is the total worker time spent on o i in the current window w, w i is the number of workers allotted to o i currently and s is the time slice for which each of the w i workers are allotted to o i . CT chooses the operator with the lowest n w i value. Another critical issue in the above heuristic is deciding on the window size w. It is possible for the scheduler to make sub-optimal decisions if the window size w is too low. Ideally, we would like to use a window size that would have same n w i for all the operators at the end of the window. This is similar to the period of a static schedule.
Correctness
In this section, we describe how we use the concurrent data structures described in Sec. 3.1 and 3.2 to implement the streaming operators and prove that our implementation always guarantees ordered processing. We start by defining the notion of correctness on the concurrent execution of a streaming computation.
Definition 5.1 (Ordered execution). A concurrent execution E of a streaming computation on any input sequence i 1 , i 2 , i 3 , ... is ordered, if and only if, the output sequence o 1 , o 2 , o 3 , ... produced by the execution is the same output sequence produced by a sequential execution of the pipeline on i 1 , i 2 , i 3 , ....
There are three types of operators supported in our system: stateless, stateful, and partitioned stateful operators. The implementation of a stateful operator is straight-forward. A worker of the upstream operator adds an input tuple to its worklist (a singleproducer single-consumer concurrent queue). Only a single worker is allotted to a stateful operator at any time and this worker consumes these inputs serially and adds the corresponding outputs to the worklist of the downstream operator. A stateless operator is built using a shared-worklist (a multi-producer multi-consumer concurrent queue) and our non-blocking reordering buffer (Sec. 3.1). Input tuples are added to the shared-worklist and every tuple is allotted a unique serial number using an atomic counter. Worker(s) allotted to this stateless operator dequeue an input from this worklist and process it to produce output, which are then sent to the downstream operator by invoking send on the reordering buffer( fig.  3 ). If it fails, the worker tries again until it successfully adds the output to this buffer. We implement the partitioned stateful operator by composing the hybrid partitioning scheme we described in Sec. 3.2 with our non-blocking reordering buffer. Inputs are allotted a unique increasing serial number in the order of their arrival and added by invoking the addInput method ( fig. 1 ). Workers allotted to this operator consumes inputs using the consumeInputs method and invokes the send method of our reordering buffer ( fig. 3) to send outputs downstream.
Theorem 5.2 (Correctness of pipeline implementation). Any pipeline built by composing the above three operators and executed using our dynamic runtime only allows ordered concurrent executions.
Proof. It is easy to see that the above theorem holds for a pipeline composed only of a single stateful operator. For a pipeline composed only of a stateless operator, even though i 1 , i 2 , i 3 , ... may be processed in any order, the corresponding output produced for i t is o t since the operator is stateless. The reordering buffer (Sec.
3.1) guarantees that reordered sequence sent out is
Now, let us consider a pipeline composed only of a partitioned stateful operator. For any two inputs i k and i l (k < l), if they belong to different keys, then irrespective of the order in which they are processed the corresponding outputs produced will be o k and o l respectively. When they have the same keys, the hybrid scheme guarantees that i k will be processed before i l and hence the outputs produced will be o k and o l . So, the output produced for i t is o t . Similar to a stateless operator pipeline, reordering scheme ensures that the output sequence produced is o 1 , o 2 , o 3 , ...
Since each of these single operator pipelines lead to correct executions, it is straightforward to see any linear composition of these operators will always lead to ordered executions in our runtime. □
Evaluation
In this section, we present results of our empirical evaluation of the scheduling heuristics and highlight benefits of our design for ordered stream processing. We use Intel Xeon E5 family 2698B v3 running Windows Server 2012 R2 Data Center operating system. It has 16 physical cores, with L1, L2 and L3 cache of size 32 KB, 256 KB and 40 MB. We implemented our research prototype in C++ on Windows using standard library implementations of concurrent queues and other atomic primitives. We use TPCx-BB benchmark suite [11] , a modern big data benchmark that covers various categories of data analytics. Specifically, we implemented all the streaming queries (1, 2, 3, 4 and 15) on our prototype.
Scheduling Heuristics
We compare the heuristics proposed in section 4 on TPCx-BB queries using the non-blocking reordering scheme and hybrid queue approach for partitioned stateful operators. Throughput and latency for these experiments as we vary the number of cores is presented in Fig. 5 . We increase the number of cores until peak throughput of the best heuristic beyond which performance drops 2 as overheads of parallelization outweigh its benefits.
We observe that heuristic CT scales almost linearly up to 16 cores for Q1, 12 for Q15 and 8 for Q2, Q3 and Q4, achieving a peak throughput of approximately millions of tuples per second. LP performs as well as CT for queries Q1 and Q15, but achieves sub-optimal performance on others; ET and QST follow a similar trend in speedup but lack severely compared to LP and CT in absolute throughput. LT is observed to be the best for low-latency processing, followed closely by CT. It achieves latency as low as a few milliseconds, which is the best known for stream processing systems. CT, which also yields the best throughput, processes tuples with such low latency in most cases and for some it shoots up to 100s of milliseconds. ET and QST have much higher latency like batched stream processing systems [12, 25] .
Discussion. From our analysis, we discovered that there is no significant difference in the overall worker time distribution (ratio of total worker time spent on each operator in the pipeline) between the heuristics. However, the difference arises in how workers are distributed across operators at a given time. CT and LP distribute workers across the pipeline simultaneously and hence establish a continuous pipeline flow yielding much better throughput and latency, while QST and ET tend to focus on a single operator at a time (by exploiting maximum data parallelism) which intensifies the parallelization overhead of the operators (cost of concurrent operations, data movement across cores, etc.) CT and LP exploit the dichotomy between pipeline and data parallelism quite efficiently. Choosing operator with the lowest normalized throughput in the current window easily establishes a pipeline flow. LP establishes this continuous flow as follows: Initially, it is forced to schedule earlier operators; as they are scheduled it generates inputs for later operators which are then scheduled immediately while some workers are still processing the earlier operator. However, LP prematurely over-allots workers to operators later in the pipeline which leads to sub-optimal performance as evident from some queries above. QST focuses on one operator at a time by design thereby scheduling operators one-by-one along the pipeline. ET is highly sensitive to the input stream throughput: for a value slightly higher than current system throughput, it focuses mainly on the earliest operator and leads to sub-optimal performance.
Partition Parallelism
We now highlight the difference between PQ (partitioned-queue) and HQ (hybrid-queue) approaches.
Load Balancing. Both schemes yield similar throughput when keys are uniformly distributed across the buckets. However, a skewed distribution could highly limit partitioned parallelism in the ordered setting. It is especially important to balance load across workers in the streaming setting as they are long running queries. We systematically induce skew in the distribution by sampling keys from a Gaussian distribution and perform range partitioning. We scale values in [−1, 1] generated by N (0, σ ) appropriately to fit the key space. We vary the skew using σ -higher is closer to a uniform distribution. The maximum number of partitions for PQ is limited to the number of workers, while HQ allows finer partitions and so is set to 100. We vary the skew (Fig. 6 ) and observe that skew heavily impedes scalability of PQ as skew increases but HQ is able to scale as much as the uniform distribution.
Latency. We now compare average processing latency in either schemes -the time since start of processing an input to the time at which its outputs exit the operator through the reordering scheme. We observe this for operators with various per-tuple processing costs (10, 100, 1000 and 10000 µs) and uniform distribution of keys across buckets ( fig. 7) . We can see that latency is much higher for PQ , while for HQ it is close to the corresponding per-tuple processing cost. Outputs produced through PQ approach has to wait longer in the reordering buffer for outputs with earlier serial numbers compared to HQ produces them almost in arrival order. We do not report throughput comparisons here as both yield similar throughput due to a uniformly random distribution of keys. However, we observe that this difference in individual operator processing latency leads to throughput differences as well in larger pipeline queries.
TPCx-BB Queries. Finally, we compare their performance on TPCx-BB queries (Fig. 8) . We use the heuristic CT for scheduling as it yields the best performance and change only the partitioning scheme keeping rest of the framework same. We report the peak throughput and latency as we vary the number of workers from 2 to 16. HQ achieves higher throughput than PQ in most queries. As expected, the difference is higher for queries that have more partitioned stateful operators. HQ performs better than PQ also in terms of latency in most queries. Query 15 contains only one partitioned stateful, which has a maximum limit of 10 partitions and hence we do not see significant difference between the schemes there.
Output Reordering
Now, we empirically compare the NB (non-blocking) and LB (lockbased) reordering schemes Light-weight Operators. When per-tuple processing cost of a stateless or partitioned-stateful operator is large and its computation profile is amenable to parallelization, the overhead of reordering outputs is relatively smaller and hence does not impede scalability of the operator. However, when this quantity is small, reordering could potentially become a huge bottleneck. We demonstrate that our improved NB strategy minimizes this overhead leading to better scalability of such operators. We use a stateless operator with a per-tuple processing cost in the order of 10µs. As we vary the degree of parallelism, we observe an increase in observed average per-tuple processing cost (includes the reordering cost) for both schemes due to reordering, but it is much lower for NB compared to LB as shown in fig. 9(b) . This confirms that the reordering overhead is higher for LB than NB due to unnecessary blocking of workers. Further, this difference also reflects on the speedup achieved -NB scales much better than LB as shown in fig. 9(a) .
High Selectivity Operators Similarly, when operators have a high selectivity, the amount of serial overhead involved in reordering is higher as it takes longer to add all outputs to the worklist of downstream operator. In such cases, NB performs better than LB , even for operators with higher computation sizes . To illustrate this, we construct a pipeline that consists of two operators: a stateless operator followed by a partitioned stateful operator. We use operators with a processing cost of approximately 100µs and the stateless operator has a selectivity of 50. Such high selectivity is not uncommon in real workloads. We report observed per-tuple processing cost of the highly selective operator (which includes reordering cost) and speedup achieved for this pipeline query in figure 10 . Every tuple in the batch of outputs generated by the stateless operator has to be added into the appropriate queue of the partitioned stateful operator. To ensure ordering constraints, this operation is performed serially, which leads to blocking of workers in LB strategy, while NB avoids such blocking.
Pipeline Queries To further validate the benefits of NB , we compare it against LB on the TPCx-BB queries. We report peak throughput using the best heuristic (CT) and by varying just the reordering scheme in fig. 11 . We can clearly see that NB consistently yields a better throughput than LB . They do not differ much in processing latency and hence we do not report them here.
Related Work
Concurrent Data Structures Many efficient non-blocking datastructures have been proposed in literature [15] . However the reordering scheme we presented has very specific requirements (nonblocking and low-latency buffering), which are not directly met by any other data structure. Most partitioned parallelism implementations are based on the partitioned-queue approach we mentioned in section 3.2, but they do not have the ordering constraint as in our case. To the best of our knowledge, none of the existing concurrent data structure address these specific requirements: per key ordering in combination with total output ordering.
Static Scheduling Static schedulers assume that the per-tuple processing cost and selectivity of the operators are known at compile time. Early streaming systems designed for applications from the digital signal processing domain focused on compiling down synchronous dataflow graphs (SDF), to single and multicores [8, 9] . For their application domain a purely static solution is not unreasonable as operator characteristics are pretty much fixed. There is a large body of literature on scheduling SDF graphs to optimize various metrics such as throughput, memory and cache locality [3, 20, 22] . StreamIt [13] , Brook [10] and Imagine [16] are some of the early systems designed based on this model of execution. However, none of these works address the case when operator characteristics change during runtime.
Dynamic Solutions Aurora [2] , Borealis [1] , STREAM [7] are some of the early prototypes of stream processing engines that make dynamic decisions. Most subsequent stream processing engines (NaiagraST [18] , Nile [14] , Naiad [19] ,Spark Streaming [25] , Storm [6] , S4 [21] ) make dynamic decisions. All these systems either focus on single core or shared-nothing architectures. Many other systems [12, 25] are based on the micro-batch architecture, which primarily relies the (data) parallelism within an operator.
The approach we present in this paper is based on dynamic scheduling. We seek to develop a customized solution for the streaming setting taking advantage of the extra information available in the form of a dataflow graph. Further in a typical task graph, total amount of work to be done is fixed and the scheduler just needs to pick the right order once whereas in a streaming setting the scheduler has to continuously choose based on the status of pipeline. So, classical notions like work stealing [24] do not apply to our setting.
Conclusions
We presented a new design for a dynamic runtime that executes streaming computations on a shared-memory multi-core machines, along with the guarantee of ordered processing. We empirically demonstrated that our runtime is able to achieve good throughput (in millions of tuples per second) without compromising on the latency (a few millseconds) on some TPCx-BB queries. We presented a couple of concurrent data structures that help achieve data and partitioned parallelism in the ordered setting and showed their usefulness using microbenchmarks and on TPCx-BB queries.
