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Resumo
O objeto central de estudo dessa dissertação são as hipersuperfícies algébricas. O principal as-
pecto que desejamos abordar é sobre como essas hipersuperfícies podem ser representadas. Mais
especificamente, discutimos sobre as representações implícita e paramétrica. Mostraremos quais
são as vantagens e desvantagens de cada uma delas e também discutimos o problema de obter uma
representação a partir da outra.
Palavras Chave: Polinômio, hipersuperfície algébrica, equação implícita, função racional, equa-
ções paramétricas.
Abstract
The central object of this dissertation are the algebraic hypersurfaces. The main aspect we wish to
address is how these hypersurfaces can be represented. More specifically, it is discussed implicit
and parametric representations. We will show the advantages and disadvantages of each one of
them and also discuss the problem of obtaining a representation from the other.
Keywords: Polynomial; algebraic hypersurfaces; implicit equation; rational function; parametric
equations.
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Introdução
Nessa dissertação nos ocupamos em fazer um breve estudo sobre um dos mais fundamentais obje-
tos da geometria algébrica, as chamadas hipersuperfícies algébricas. A grosso modo, estas hiper-
superfícies são conjuntos soluções de uma equação polinomial. Esta noção abrange como exem-
plos particulares diversas figuras geométricas que nos são familiares desde o ensino básico, tais
como retas, circunferências, elipses, hipérboles, parábolas, esferas, planos, cilindros, etc.
Fixada uma hipersuperfície algébrica, chamamos uma equação polinomial que a define de
representação implícita. De forma geral, essas representações são úteis para decidir se um ponto
pertence a hipersuperfície. Todavia, na maioria das situações, elas não são adequadas para produzir
pontos que pertencem a hipersuperfície. Assim, surge a demanda de saber se existe uma forma
alternativa de representar a hipersuperfície de modo a suprir essa deficiência da representação
implícita. É nesse contexto que a representação paramétrica racional surge.
Nesse trabalho estaremos interessados em discurtir sobre estas duas formas de representar hi-
persuperfícies algébricas, a implícita e a paramétrica. Para isso, dividimos o trabalho em três
capítulos os quais passamos a descrever brevemente.
No capítulo um fazemos um apanhado sobre os pré-requisitos algébricos que são necessários
para entender os conceitos e resultados em torno da noção de hipersuperfície algébrica. Por exem-
plo, são tratadas nessa parte do texto as definições de anel, domínio, corpo, polinômios em várias
variáveis e elementos irredutíveis. Um dos resultados mais importantes desse capítulo é o critério
de Eisenstein, que nos fornece condições suficientes para identificar se um polinômio é ou não
irredutível.
Iniciamos o capítulo dois introduzindo a definição precisa de uma hipersuperfície algébrica.
Como veremos, os objetos que as definem são exatamente as equações implícitas. Um dos aspec-
tos que tratamos neste capítulo é sobre a questão de quantas equações implícitas podem representar
uma mesma hipersuperfície. Também lidamos com a noção de hipersuperfícies irredutíveis e veri-
ficamos como a propriedade de fatoração única em um anel de polinômios com coeficientes sobre
um corpo se traduz em termos de decomposição de uma hipersuperfície em componentes irredutí-
veis.
No terceiro e último capítulo apresentamos a representação paramétrica racional. Com exem-
8
plos, discutimos em detalhes as representações paramétricas de hiperplanos e de esferas. Mostra-
mos também que nem toda hipersuperfície admite uma tal representação. Finalizamos o capítulo
apontando quais são as vantagens e desvantagens entre as representações implícitas e paramétricas.
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Capítulo 1
Preliminares algébricos
O objetivo deste capítulo é apresentar alguns conceitos e resultados de caráter algébrico que serão
úteis para a compreensão dos principais objetos desse trabalho. A principal referência utilizada
nessa parte do texto é [4]. Ressaltamos que esse é um trabalho introdutório que busca dar uma
visão panorâmica sobre o tema das representações implícita e paramétrica. Por essa razão, as
demonstrações de alguns resultados mais longos ou mais técnicos serão omitidas.
1.1 Exemplos de estruturas algébricas
1.1.1 A estrutura de anel
Definição 1.1.1. SejaA um conjunto não vazio. Considere + : A×A→ A e · : A×A→ A duas
operações em A chamadas, respectivamente, de adição e multiplicação de A. Diremos que a terna
(A,+, ·) é um anel comutativo com identidade se as seguintes propriedades forem verificadas:
(a) Associatividade da adição: quaisquer que sejam a,b, c ∈ A, (a+ b) + c = a+ (b+ c).
(b) Comutatividade da adição: quaisquer que sejam a, b ∈ A, a+ b = b+ a.
(c) Existência do elemento neutro: existe 0 ∈ A tal que para qualquer a ∈ A, 0 + a = a.
(d) Existência do elemento inverso: para cada a ∈ A existe −a ∈ A tal que a+ (−a) = 0.
(e) Associatividade da multiplicação: quaisquer que sejam a,b, c ∈ A, (a ·b) · c = a · (b · c).
(f) Comutatividade da multiplicação: quaisquer que sejam a,b ∈ A, a · b = b · a.
(g) Existência do elemento identidade: existe 1 ∈ A tal que para cada a ∈ A temos 1 ·a = a.
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(h) Distributividade da multiplicação com relação à adição: quaisquer que sejam a,b, c ∈ A,
a · (b+ c) = a · b+ a · c.
Uma terna (A,+, ·) satisfazendo as propriedades da Definição 1.1.1 exceto, possivelmente, as
propriedades (f) e (g) é chamado simplesmente de anel. O acréscimo dos adjetivos comutativo e
com identidade serve para enfatizar que a multiplicação satisfaz essas propriedades. Nesse texto
estamos interessados apenas nos anéis comutativos com identidade. Assim, para efeito de simpli-
cidade, cometeremos o abuso de chamá-los apenas de anéis.
Como percebemos da definição, a estrutura de anel é determinada pelo conjunto A e as opera-
ções de adição e multiplicação. É possível obter anéis distintos com o mesmo conjuntoA, bastando
para isso definir operações de adição ou multiplicação distintas. Desse modo, a rigor, toda vez que
nos referíssemos a um anel comutativo com identidade deveríamos fazê-lo explicitando toda a terna
(A,+, ·). Contudo, quando as operações estão bem entendidas pelo contexto, é comum utilizarmos
apenas o conjunto A para designar toda a estrutura.
Um instante de reflexão e rapidamente podemos nos dar conta que a noção de anel é uma for-
malização abstrata para o tipo de estrutura que encontramos em Z, Q, R e C com suas respectivas
operações de adição e multiplicação. Assim, em particular, esses são exemplos de anéis.
1.1.2 A estrutura de domínio de integridade
Definição 1.1.2. Seja A um anel. Um elemento a ∈ A é chamado um divisor de zero de A se
existe b ∈ A \ {0} tal que a · b = 0.
Utilizaremos a notação Z(A) para representar o conjunto de todos os elementos de A que são
divisores de zero em A. Claramente, {0} ⊂ Z(A). A situação extremal em que Z(A) = {0} é o
conteúdo da seguinte definição:
Definição 1.1.3. Um anel A é dito domínio de integridade (ou simplesmente domínio) se Z(A) =
{0}.
Assim, dizer que um anel é um domínio é equivalente a dizer que o produto de dois elementos
não nulos quaisquer é sempre um elemento não nulo. Obviamente, Z,Q,R e C são exemplos de
domínios. Apresentamos no exemplo a seguir um anel que não é domínio.
Exemplo 1.1.4. Denotemos o conjunto de todas as funções de R em R por F(R,R). Para cada
(f,g) ∈ F(R,R)× F(R;R) definimos f+ g e f · g ∈ F(X,R) por
(f+ g)(x) := f(x) + g(x) e (f · g)(x) := f(x) · g(x)
para todo x ∈ X. É facilmente verificado que:
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(a) A terna (F(R,R),+, ·) é um anel.
(b) A função identicamente nula é o zero do anel F(R,R).
(c) A função identicamente igual a 1 é a identidade de F(R,R).
Agora, consideremos f, g ∈ F(R,R) definidas por:
f(x) =
{
0, se x 6 0
1, se x > 1
e g(x) =
{
1, se x 6 0
0, se x > 1
Obviamente, f e g são elementos não nulos deF(R,R). No entanto, f·g = 0. Assim, Z(F(R,R)) 6=
{0}, ou seja, F(R,R) não é domínio.
1.1.3 A estrutura de corpo
Definição 1.1.5. Seja A um anel. Um elemento a ∈ A \ {0} é chamado invertível se existe b ∈ A
tal que a · b = 1.
Convencionamos que o inverso multiplicativo de a é a−1.
O conjunto de todos os elementos do anelA que são invertíveis emA será simbolizado porA∗.
Exemplo 1.1.6. Z∗ = {−1, 1}, Q∗ = Q \ {0}, R∗ = R \ {0} e C∗ = C \ {0}.
Por definição, A∗ ⊂ A \ {0}. Na situação extremal A∗ = A \ {0} temos a seguinte definição:
Definição 1.1.7. Um anel A é dito um corpo se A∗ = A \ {0}.
Claramente, Q, R e C são exemplos de corpos enquanto Z e F(R,R) não são corpos. As
noções de domínio e corpos estão relacionadas pela seguinte proposição.
Proposição 1.1.8. Se A é um corpo então A é um domínio.
Prova. Sejam a,b ∈ A tais que ab = 0. Digamos que a 6= 0. Devemos mostrar que b = 0. Como
A é corpo e a 6= 0 então existe o inverso a−1 de a. Assim a−1ab = a−10, ou seja, b = 0 como
queríamos provar.
Notadamente, a recíproca da Proposição 1.1.8 é falsa. Por exemplo, Z é um domínio que
não é um corpo. Todavia, a recíproca torna-se verdadeira se supusermos que A é finito. O leitor
interessado em maiores detalhes sobre essa afirmação pode consultar [4, Capítulo 1].
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1.2 Domínios de fatoração única
Definição 1.2.1. Seja D um domínio e a, b ∈ D com b 6= 0. Dizemos que b divide a em D, e
denotamos b|a, se existe elemento c ∈ D tal que:
a = bc. (1.1)
Também dizemos nesse caso que b é um divisor de a em D.
Um elemento a ∈ D não nulo e não invertível tem sempre como divisores em D os elementos
de D∗ e os elementos da forma ua, com u ∈ D∗. Chamamos esses divisores de a de divisores
triviais de a.
Definição 1.2.2. SejaD um domínio. Um elemento não nulo e não invertível deD é dito irredutível
se seus únicos divisores são os triviais.
Por exemplo, na terminologia acima, dizer que um número inteiro p é irredutível em Z significa
que os únicos divisores de p são ±1 e ±p. O leitor atento notará que o que estamos chamando de
número inteiro irredutível aqui é exatamente o que chamávamos no ensino básico de número inteiro
primo.
Definição 1.2.3. Um domínio D é chamado domínio de fatoração única (DFU) se cada elemento
a ∈ D não nulo e não invertível pode ser fatorado como produto de fatores irredutíveis e tal
fatoração é única no seguinte sentido: se a = p1 · · ·pr = q1 · · ·qs, onde pi e qi são elementos
irredutíveis, então r = s e, a menos de reordenação dos índices, pi = uiqi, com ui ∈ D∗, para
cada 1 6 i 6 r.
Notação: Dado um elemento não nulo e não invertível a em um domínio de fatoração única
escrevemos a fatoração em irredutíveis de a na forma a = pα11 · · ·pαnn onde pi 6= upj, ∀i 6= j e
u ∈ D∗, com os pi dois a dois distintos e os αi sendo exatamente a quantidade de vezes que pi
ocorre como fator de a.
Exemplo 1.2.4. Todo corpo é um domínio de fatoração única. Essa afirmação segue por vacuidade
pois o conjunto de elementos não nulo e não invertível de um corpo é vazio.
Exemplo 1.2.5. Do teorema fundamental da aritmética segue que Z é um domínio de fatoração
única.
Uma propriedade importante dos elementos irredutíveis em domínios de fatoração única é dada
pela seguinte proposição:
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Proposição 1.2.6. Seja D um domínio de fatoração única e p ∈ D um elemento irredutível de D.
Se p divide um produto ab, com a,b ∈ D, então p divide a ou p divide b.
Prova. Se p divide a então não há o que demonstrar. Assim, suponhamos que p não divide a.
Como p divide ab então p é um fator irredutível de ab. Mas os fatores irredutíveis de ab é a união
dos fatores irredutíveis de a com os fatores irredutíveis de b. Pela unicidade dos fatores irredutíveis
e pelo fato de que p não divide a segue que p divide b.
Definição 1.2.7. SejamD um domínio e a,b elementos deD (com a ou b não nulo). Um máximo
divisor comum de a e b em D é um elemento d ∈ D satisfazendo as seguintes propriedades:
(a) d divide a e d divide b.
(b) Se d ′ ∈ D é tal que d ′ divide a e d ′ divide b então d ′ divide d.
Algumas observações que seguem imediatamente da definição de máximo divisor comum são:
(i) Para cada a não nulo, um máximo divisor comum entre a e 0 é a.
(ii) Se a é um elemento invertível de D então um máximo divisor comum de a e b é a.
(iii) Seja d um máximo divisor comum de a e b. Então e é o outro máximo divisor comum de a
e b se, e somente se, d = ue para algum u ∈ D∗.
Notação: SejamD um domínio e a,b elementos deD (com a ou b não nulo). Usaremos a notação
mdc(a,b) para denotar um máximo divisor comum de a,b. Note pela observação (iii) acima que
mdc(a,b) é único a menos de multiplicação por elementos invertíveis de D.
Em geral, não é verdade que o máximo divisor comum entre dois elementos em um domínioD
exista. Todavia, se D for um domínio de fatoração única então dois elementos sempre admitirão
máximo divisor comum. Esse é o conteúdo da seguinte proposição:
Proposição 1.2.8. Seja D um domínio de fatoração única. Suponha a e b dois elementos não
nulos e não invertíveis de D. Digamos que a = pα11 · · ·pαnn e b = pβ11 · · ·pβnn são as fatorações
em irredutíveis de a e b. Então:
mdc(a,b) = pmin{α1,β1}1 · · ·pmin{αn,βn}n .
Prova. Denotemos d = pmin{α1,β1}1 · · ·pmin{αn,βn}n . Por construção, temos que d divide a e b.
Agora, suponhamos d ′ um divisor comum de a e b. Em particular, d ′ = pγ11 . . .p
γn
n . Note que
γi 6 min{αi,βi} para cada 1 6 i 6 n. Em particular, d ′ divide d e com isso provamos que
d = mdc(a,b).
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1.3 Anéis de polinômios
Um polinômio em n variáveis x1, . . . , xn com coeficientes em um anel A é uma expressão formal
do tipo ∑
(i1,...,in)∈Nn
ai1,...,inx
i1
1 · · · xinn , (1.2)
onde os ai1,...,in são elementos emA diferentes de zero apenas para uma quantidade finita de índices
(i1, . . . , in) ∈ Nn. Cada ai1,...,in é chamado de coeficiente do polinômio. Denotamos a coleção de
todos os polinômios em n variáveis x1, . . . , xn com coeficientes em A por A[x1, . . . , xn]. É usual
usarmos os símbolos
f(x1, . . . , xn), g(x1, . . . , xn), h(x1, . . . , xn), . . .
para representarmos polinômios de A[x1, . . . , xn] (para efeito de simplificar a notação também
escrevemos f, g, h, . . .). Dois polinômios
f(x1, . . . , xn) =
∑
(i1,...,in)∈Nn
ai1,...,inx
i1
1 · · · xinn e g(x1, . . . , xn) =
∑
(i1,...,in)∈Nn
bi1,...,inx
i1
1 · · · xinn
são iguais se seus coeficientes de mesmo índice forem iguais, ou seja, ai1,...,in = bi1,...,in para cada
(i1, . . . , in) ∈ Nn.
Um polinômio de A[x1, . . . , xn] da forma x
i1
1 · · · xinn é chamado de monômio. Por outro lado,
um polinômio da forma axi11 · · · xinn , com a ∈ A, é chamado de termo monomial. Identificamos
cada termo monomial da forma ax01 · · · x0n com o elemento a ∈ A Com isso, identificaremos A
como um subconjunto de A[x1, . . . , xn]. Estes polinômios serão chamados de polinômios constan-
tes.
Para simplificar a notação, dada uma n-upla α = (i1, . . . , in), escreveremos xα para denotar o
monômio xi11 · · · xinn . Com isso, um polinômio
f =
∑
(i1,...,in)∈Nn
ai1,...,inx
i1
1 · · · xinn
ficará representado por
f =
∑
α∈Nn
aαxα
Exemplo 1.3.1. f = x21 + x22 + x23 − 1 e h = ix1 + x2 + x3 − 7 são exemplos de polinômios de
C[x1, x2, x3].
Definição 1.3.2. Seja A um anel. Suponha f =
∑
α∈Nn aαxα e g =
∑
α∈Nn bαxα polinômios
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de A[x1, . . . , xn]. A adição entre os polinômios f e g é:
f+ g :=
∑
α∈Nn
(aα + bα)xα.
Exemplo 1.3.3. Sejam f(x1, x2, x3) = x21+x22+1 e g(x1) = x21+x1x2−2x1+1. Segue da definição
de adição que
f(x1) + g(x1) = 2x21 + x
2
2 + x1x2 − 2x1 + 2.
Observamos que todo polinômio de A[x1, . . . , xn] é escrito de forma única como uma soma
de termos monomiais. Assim, para definir uma multiplicação em A[x1, . . . , xn] podemos iniciar
definindo como multiplicar termos monomiais e, em seguida, estendemos esta multiplicação para
todos os polinômios através da distributividade. A maneira que definimos a multiplicação entre
dois termos monomiais axα e bxβ é:
axα · bxβ := abxα+β.
Exemplo 1.3.4. Sejam f(x1, x2) = x1 − x1x2 + 1 e g(x1, x2) = x21 + x22. Segue da definição de
multiplicação que
f(x1, x2) · g(x1, x2) = (x1 − x1x2 + 1) · (x21 + x22)
= x31 + x1x
2
2 − x
3
1x2 − x1x
3
2 + x
2
1 + x
2
2.
Proposição 1.3.5. Seja A um anel. O conjunto A[x1, . . . , xn] com as operações de adição e mul-
tiplicação acima definidas satisfaz as seguintes propriedades:
(a) A adição é associativa: para qualquer f,g,h ∈ A[x1, . . . , xn], (f+ g) + h = f+ (g+ h).
(b) A adição é comutativa: para qualquer f,g ∈ A[x1, . . . , xn], f+ g = g+ f.
(c) Existe elemento neutro para a adição: para qualquer f ∈ A[x1, . . . , xn], 0+f = f+0 = f.
(d) Existência do elemento inverso para a adição: Para cada f ∈ A[x1, . . . , xn], f+(−1)f = 0
(usamos a notação −f para denotar o polinômio (−1)f).
(e) A multiplicação é associativa: para qualquer f,g,h ∈ A[x1, . . . , xn], (f ·g) ·h = f · (g ·h).
(f) A multiplicação é comutativa: para qualquer f,g ∈ A[x1, . . . , xn], f · g = g · f.
(g) Existe elemento neutro para a multiplicação: para qualquer f ∈ A[x1, . . . , xn], f · 1 = f.
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(h) A multiplicação é distributiva com relação à adição: para qualquer f,g,h ∈ A[x1, . . . , xn],
f · (g+ h) = f · g+ f · h
Em particular, A[x1, . . . , xn] é um anel.
Prova. Ver [4, Capítulo 3].
Doravante, chamaremos A[x1, . . . , xn] de anel de polinômios em n variáveis com coeficientes
sobre A.
Na proposição abaixo listamos algumas propriedades que podem ser observadas no anel
A[x1, . . . , xn].
Proposição 1.3.6. Seja A um anel. Então:
(a) A[x1, . . . , xn] é domínio se, e somente se, A é domínio.
(b) Se A é domínio, então A[x1, . . . , xn]∗ = A∗.
(c) A[x1, . . . , xn] = A ′[xn], onde A ′ = A[x1, . . . , xn−1].
Prova. Ver [2, Capítulo 3].
O item (c) da proposição acima é bastante útil pois permite que possamos reduzir muitos argu-
mentos à anéis de polinômios em uma única variável.
Uma forma de “medir"um polinômio em uma variável é dada pelo conceito de grau.
Definição 1.3.7. Seja A um anel e f(x) = a0 + a1x + · · · + anxn ∈ A[x] um polinômio em
uma variável não nulo. O grau de f(x), denotado gr f(x), é o maior índice i tal que ai 6= 0. O
coeficiente ad, com d = gr f(x), é chamado de coeficiente líder de f.
Resumimos algumas propriedades do grau na próxima proposição.
Proposição 1.3.8. Sejam A um anel e f(x),g(x) polinômios de A[x] não nulos. Então:
(a) Se f(x) + g(x) 6= 0, então gr(f(x) + g(x)) 6 max{gr f(x), gr(g(x)}.
(b) Se f(x)g(x) 6= 0, então gr(f(x)g(x)) 6 gr f(x) + grg(x).
(c) Se A é domínio, então f(x)g(x) 6= 0 e gr(f(x)g(x)) = gr f(x) + grg(x).
Prova. Ver [4, Capítulo 3].
Observação 1.3.9. Do item (c) da Proposição 1.3.8 segue que se A é um domínio então A[x] é
domínio. Em particular, usando a Proposição 1.3.6(c) e indução segue queA[x1, . . . , xn] é domínio
se A é domínio.
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Um importante resultado na teoria dos anéis de polinômios é:
Teorema 1.3.10. Sejam A um anel f(x),g(x) ∈ A[x] polinômios em uma única variável com
coeficientes em A. Suponha que g(x) é não nulo e tem coeficiente líder invertível em A. Então
existem polinômios q(x), r(x) ∈ A[x], com r(x) = 0 ou gr r(x) < grg(x), tais que
f(x) = g(x)q(x) + r(x).
Prova. Ver [4, Capítulo 3].
1.4 Irredutibilidade e fatoração única em anéis de polinômios
Teorema 1.4.1. Se D é um domínio de fatoração única então o anel de polinômios D[x] é um
domínio de fatoração única.
Prova. Ver [4, Capítulo 2].
Observação 1.4.2. (a) Se D é um domínio de fatoração então o anel de polinômios D[x1, . . . , xn]
é também um domínio de fatoração única. Essa afirmação pode ser justificada por indução. Com
efeito, para n = 1 a afirmação é exatamente o teorema anterior. Agora suponhamos que a afir-
mação é verdadeira para n − 1, isto é, D ′ = D[x1, . . . , xn−1] é domínio de fatoração única. Em
particular, usando mais uma vez o teorema anterior segue queD ′[xn] é domínio de fatoração única.
Mas, pela Proposição 1.3.6 (c), D[x1, . . . , xn] = D ′[xn]. Portanto, segue a afirmação desejada.
(b) Se k é um corpo então k[x1, . . . , xn] é um domínio de fatoração única. De fato, pelo Exemplo
1.2.4, k é um domínio de fatoração única. Assim, pelo item (a) desta observação segue o afirmado.
Toda vez que estamos diante de um domínio de fatoração única uma questão natural é entender
como detectar se um elemento é ou não irredutível. Nesse trabalho estamos particularmente inte-
ressados nessa questão na situação em que o domínio de fatoração única é um anel de polinômios.
Discutiremos logo a seguir duas classes de polinômios que são irredutíveis. Antes porém, fazemos
uma pausa para a seguinte definição:
Definição 1.4.3. Seja D um domínio de fatoração única. Um polinômio f(x) = anxn + · · · +
a1x+a0 ∈ D[x] de grau n > 1 é dito primitivo se não existe elemento irredutível deD que divida
todos os coeficientes an, . . . ,a0 simultaneamente.
Agora podemos ver a primeira classe de polinômios irredutíveis.
Proposição 1.4.4. SejaD um domínio de fatoração única. Então todo polinômio primitivo de grau
1 de D[x] é irredutível.
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Prova. Seja f(x) ∈ D[x] primitivo de grau 1, então f(x) é da forma f(x) = ax + b com a 6= 0.
Digamos que g(x),h(x) ∈ D[x] são tais que f(x) = g(x)h(x). Para provar que f(x) é irredutível
devemos concluir que g(x) ∈ D∗ ou h(x) ∈ D∗. Obviamente, g(x) e h(x) são não nulos, pois
f(x) é não nulo. Por outro lado, pela Proposição 1.3.8(c), grg(x) = 0 ou grh(x) = 0, ou seja,
g(x) ∈ D\ {0} ou h(x) ∈ D\ {0}. Sem perda de generalidade, digamos que g(x) ∈ D\ {0}. Então,
g(x) = c para algum c ∈ D \ {0}. Note que c tem que ser um elemento invertível de D pois, caso
contrário, f(x) não seria primitivo. Portanto, g(x) ∈ D∗ e isso conclui a demonstração.
Uma consequência imediata desta proposição é:
Corolário 1.4.5. Seja k um corpo. Então todo polinômio de grau 1 de k[x] é irredutível.
Prova. Um corpo é um domínio de fatoração única que não contém elementos irredutíveis. Assim,
em particular, todo polinômio de k[x] é primitivo. Em particular, todo polinômio de grau 1 de k[x]
é primitivo. Com esta observação e a proposição anterior segue o desejado.
Outros exemplos de polinômios irredutíveis podem ser obtidas através do seguinte teorema:
Teorema 1.4.6 (Critério de Eisenstein). SejamD um domínio de fatoração única e f(x) = anxn+
· · ·+ a1x+ a0 um polinômio em D[x] de grau n > 1 primitivo. Se existe um elemento irredutível
p ∈ D tal que
(i) p não divide an.
(ii) p divide an−1, . . . ,a0.
(iii) p2 não divide a0
então f(x) é irredutível em D[x].
Prova. Suponhamos que f(x) não é irredutível. Então existem g(x),h(x) ∈ D[x] \ D∗ tais que
f(x) = g(x)h(x). Observe que g(x) e h(x) não são polinômios constantes, pois do contrário
f(x) não seria primitivo. Assim, r := grg(x) > 1 e s = grh(x) > 1. Digamos que g(x) =
brx
r+ · · ·+b1x+b0 e h(x) = csxs+ · · ·+c1x+c0. Efetuando o produto g(x)h(x) e comparando
seus coeficientes com os de f(x) obtemos:
a0 = b0c0
a1 = b0c1 + b1c0
a2 = b0c2 + b1c1 + b2c0
...
aj = b0cj + b1cj−1 + · · ·+ bjc0
...
an = b0cn + b1cn−1 + · · ·+ bnc0
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Como p divide a0 = b0c0 então, pela Proposição 1.2, p divide b0 ou p divide c0. Observe que
p não pode dividir b0 e c0 simultaneamente pois por hipótese p2 não divide a0. Sem perda de
generalidade, podemos supor que p divide b0 e p não divide c0. Temos que p divide a1 = b0c1 +
b1c0. Como p também divide b0c1 segue que p divide b1c0. Usando novamente a Proposição 1.2
e o fato de que p não divide c0 obtemos que p divide b1. Como p divide a2 = b0c2 + b1c1 + b2c0
e p divide b0c2 + b1c1 obtemos que p divide b2c0. Novamente pela Proposição 1.2 e o fato de que
p não divide c0 concluímos que p divide b2. Continuando dessa maneira concluímos que p divide
todos os coeficientes de g(x). Em particular, p divide an = b0cj + b1cj−1 + · · ·+ bjc0. Mas isso
é um absurdo, pois por hipótese p não divide an. Sendo assim, f(x) é irredutível como queríamos
provar.
Exemplo 1.4.7. Seja k um corpo. Afirmamos que f(x,y) = x2+y2−1 é um polinômio irredutível
de k[x,y]. Com efeito, pela Proposição 1.3.6(c), podemos olhar k[x,y] como o anel de polinômios
em uma variável D[y], onde D = k[x]. Nessa perspectiva, f(x,y) pode ser pensado como um
polinômio de grau 2 na variável y da seguinte maneira
f(x,y) = a2y2 + a1y+ a0,
onde a2 = 1, a1 = 0 e a0 = x2 − 1 = (x + 1)(x − 1). Como a2 = 1, não pode existir polinômio
irredutível que divide todos os coeficientes de f(x,y). Logo, f(x,y) é polinômio primitivo deD[y].
Considere agora p = x+ 1. Pelo Corolário 1.4.5, p é um polinômio irredutível deD = k[x]. Além
disso, p não divide a2, p divide a1 e a0 e p2 não divide o termo independente a0. Dessa forma,
pelo critério de Eisenstein, segue que f(x,y) é irredutível.
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Capítulo 2
Hipersuperfícies algébricas
Nesse capítulo apresentamos o principal objeto de estudo desse trabalho, as hipersuperfícies al-
gébricas. Veremos que elas são entes geométricos definidos por equações polinomiais. Estas
equações polinomiais que definem as hipersuperfícies algébricas são exatamente o que chamamos
de representação implícita.
2.1 Definições e resultados preliminares
Seja k um corpo e f (x1, . . . , xn) um polinômio não constante em n variáveis com coeficientes em
k. A hipersuperfície algébrica H de kn, definida pelo polinômio f , é o conjunto solução da equação
f (x1, . . . , xn) = 0 (2.1)
Chamamos (2.1) de equação implícita da hipersuperfície H.
As hipersuperfície algébricas de k2 e k3 são chamadas, respectivamente, de curvas algébricas
planas e superfícies algébricas espaciais.
Observação 2.1.1. Hipersuperfícies algébricas são objetos muito manejáveis do ponto de vista
computacional pois as equações que as definem envolvem somente um número finito de opera-
ções elementares de soma e multiplicação. Essa característica das hipersuperfícies algébricas é
explorada em diversos contextos. Um destes diz respeito aos métodos existentes de aproximar
hipersuperfícies “menos manejáveis"por hipersuperfícies algébricas (ver por exemplo o princípio
por trás dos polinômios de Taylor em [6, Capítulo 3]).
Exemplo 2.1.2 (Hiperplanos). Um hiperplano de kn é uma hipersuperfície algébrica determinada
por uma equação implícita da forma
a1x1 + · · ·+ anxn − b = 0, (2.2)
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onde ao menos um dos coeficientes a1, . . . ,an é não nulo. Observe que, paran = 2, os hiperplanos
são exatamente as retas de k2. Por outro lado, para n = 3 os hiperplanos correspondem aos planos
de k3.
Figura 2.1: Hiperplano de R2 Figura 2.2: Hiperplano de R3
Exemplo 2.1.3 (Esfera (n − 1)-dimensional). A esfera (n − 1)-dimensional é a hipersuperfície
algébrica de kn determinada pela seguinte equação implícita:
x21 + · · ·+ x2n − 1 = 0. (2.3)
A esfera 1-dimensional é o que costumamos chamar de circunferência. A esfera 2-dimensional é
chamada simplesmente de esfera.
Figura 2.3: Esfera de R2 Figura 2.4: Esfera de R3
Exemplo 2.1.4 (Rosácea). A rosácea de quatro pétalas é a curva cuja equação polar é r = sen 2θ
(ver Figura 2.5). Afirmamos que esta curva também pode ser notada como uma curva algébrica
plana definida pela equação implícita
(x2 + y2)3 − 4x2y2 = 0. (2.4)
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Com efeito, relembramos que a relação entre as coordenadas cartesianas e polares é dada por{
x = r cos θ
y = r sen θ
(2.5)
A afirmação segue das seguintes equivalências:
(x2 + y2)3 − 4x2y2 = 0⇔ (r2cos2θ+ r2sen 2θ)3 − 4r4 cos2 θsen 2θ = 0⇔ r2 − 4 cos2 θsen 2θ
⇔ r2 = (2 cosθsen θ)2 ⇔ r2 = (sen 2θ)2 ⇔ r = sen 2θ.
Figura 2.5: Rosácea r = sen 2θ
2.2 Ambiguidade da representação implícita
Observamos que a definição de hipersuperfície algébrica de kn associa cada polinômio não cons-
tante em n variáveis com coeficientes em um corpo k a um subconjunto de kn. De fato, temos a
seguinte função
V : k[x1, . . . , xn] \ k→ {hipersuperfícies algébricas dekn} (2.6)
onde, para cada f ∈ k[x1, . . . , xn], V(f) é a hipersuperfície algébrica com equação implícita
f(x1, . . . , xn) = 0.
Em particular,
V(f) = {(a1, . . . ,an) | f(a1, . . . ,an) = 0}.
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Por construção, V é um sobrejeção. A questão natural é:
Questão 2.2.1. Existe uma aplicação V que seja injetora? Ou seja, quando as hipersuperfícies
algébricas de kn são determinadas unicamente por sua equação implícita?
Veremos que de modo geral a resposta para essa pergunta é negativa.
Proposição 2.2.2. Sejam f e g polinômios não constantes de k[x1, . . . , xn] que tem os mesmos
fatores irredutíveis. Então, V(f) = V(g).
Prova. Digamos que f = pα11 · · ·pαnn e g = pβ11 · · ·pβnn , com α1, . . . ,αn,β1, . . . ,βn > 1, sejam
as fatorações em irredutíveis de f e g. Suponhamos que o ponto (a1, . . . ,an) pertence a V(f).
Então,
p1(a1, . . . ,an)α1 · · ·pn(a1, . . . ,an)αn = 0. (2.7)
Como um corpo é um domínio de integridade (ver Proposição 1.1.8) segue da igualdade (2.7) que
pi(a1, . . . ,an) = 0 para algum 1 6 i 6 n. Dessa forma,
g(a1, . . . ,an) = p1(a1, . . . ,an)β1 · · ·pi(a1, . . . ,an)βi · · ·pn(a1, . . . ,an)βn
= p1(a1, . . . ,an)β1 · · · 0βi · · ·pn(a1, . . . ,an)βn
= 0. (2.8)
Daí, (a1, . . . ,an) ∈ V(g). Logo, V(f) ⊂ V(g). Por um argumento análogo concluímos a inclusão
contrária V(g) ⊂ V(f) e daí temos a igualdade desejada.
Definição 2.2.3. Dizemos que um polinômio f ∈ k[x1, . . . , xn] é reduzido se para todo fator ir-
redutível p de f, tivermos que p2 não divide f, i.e., se p1, . . . ,pn são os fatores irredutíveis de f,
onde pi 6= upj, ∀i 6= j e u ∈ k∗, então f = p1 · · ·pn.
Seja f um polinômio não constante de k[x1, . . . , xn]. Digamos que f = p
α1
1 · · ·pαnn é a fatoração
em irredutíveis de f. Definimos o reduzido de f por
fred = p1 · · ·pn.
Assim, um polinômio f ∈ k[x1, . . . , xn] \ k é reduzido se f = fred. Segue da Proposição 2.2.2 que
se restringirmos a aplicação V ao conjunto dos polinômios reduzidos de k[x1, . . . , xn] \ k teremos
ainda uma sobrejeção no conjunto de todas as hipersuperfícies de kn. Precisamente, a função
V : {f ∈ k[x1, . . . , xn] \ k | f é reduzido}→ {hipersuperfície algébrica dekn} (2.9)
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é sobrejetora. A questão agora é se esta restrição é injetora. Podemos ver que de modo geral não.
De fato, consideremos f,g ∈ k[x1, . . . , xn] sendo polinômios reduzidos tais que f = λg, onde
λ ∈ k∗. É imediato notar que nesse caso V(f) = V(g). Todavia, sob certas hipóteses sobre o corpo
k esse é o único tipo de ambiguidade que pode ocorrer. Veremos que esse é o caso quando k = C.
Teorema 2.2.4. Sejam f,g ∈ C[x1, . . . , xn] \ C polinômios reduzidos. Então as seguintes afirma-
ções são equivalentes:
(a) V(f) = V(g).
(b) f = λg para algum λ ∈ C∗.
Prova. Ver [1, Capítulo 1].
2.3 Hipersuperfícies algébricas irredutíveis
Uma hipersuperfície algébricaH de kn é irredutível se pode ser definida por uma equação implícita
f(x1, . . . , xn) = 0,
com f(x1, . . . , xn) sendo um polinômio irredutível de k[x1, . . . , xn].
Exemplo 2.3.1. Consideremos o hiperplano H de kn definido pela equação implícita
a1x1 + · · ·+ anxn − b = 0
com a1, . . . ,an,b ∈ k e ao menos um dos ai diferente de zero. Sem perda de generalidade,
suponhamos que an 6= 0. Consideremos D = k[x1, . . . , xn−1]. Podemos olhar f(x1, . . . , xn) =
a1x1 + · · ·+ anxn − b como um polinômio de D[xn] da seguinte maneira:
f(x1, . . . , xn) = anxn + c
onde c = a1x1 + · · · + an−1xn−1 − b. Observe que visto dessa maneira, f(x1, . . . , xn) é um po-
linômio de grau 1 com coeficientes emD e primitivo. Assim, pela Proposição 1.4.4, f(x1, . . . , xn)
é irredutível em D[xn] = k[x1, . . . , xn]. Portanto, o hiperplano H é hipersuperfície algébrica irre-
dutível.
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Exemplo 2.3.2. Consideremos a esfera S de k2 definida pela equação implícita
x2 + y2 − 1 = 0.
De acordo com o Exemplo 1.4.7, o polinômio f(x,y) = x2 + y2 − 1 é irredutível. Sendo assim, a
esfera S de k2 é uma hipersuperfície algébrica irredutível.
As hipersuperfícies algébricas irredutíveis são uma espécie de “blocos fundamentais” para o
conjunto de todas as hipersuperfícies algébricas. Essa afirmação é melhor compreendida através
da seguinte proposição:
Proposição 2.3.3. Toda hipersuperfície algébrica de kn pode ser escrita como união finita de
hipersuperfícies algébricas irredutíveis de kn.
Prova. Seja H uma hipersuperfície de kn com equação implícita
f(x1, . . . , xn) = 0.
Digamos que f(x1, . . . , xn) = p1(x1, . . . , xn) · · ·pr(x1, . . . , xn) é a fatoração em irredutíveis de
f(x1, . . . , xn). Para cada 1 6 i 6 r, seja Hi a hipersuperfiície algébrica de kn com equação
implícita:
pi(x1, . . . , xn) = 0.
Afirmamos que
H = H1 ∪ · · · ∪Hr.
Com efeito, considere (a1, . . . ,an) ∈ H. Então,
p1(a1, . . . ,an) · · ·pr(a1, . . . ,an) = 0.
Recordemos que a conta nessa igualdade é realizada em um corpo k. Assim, como um corpo é um
domínio segue que
pi(a1, . . . ,an) = 0
para algum 1 6 i 6 r, ou seja, (a1, . . . ,an) ∈ Hi para algum 1 6 i 6 r. Logo,
H ⊂ H1 ∪ · · · ∪Hr.
Agora suponhamos (a1, . . . ,an) ∈ H1 ∪ · · · ∪Hr. Então, existe 1 6 i 6 r tal que (a1, . . . ,an) ∈
Hi. Assim, pi(a1, . . . ,an) = 0. Logo,
f(a1, . . . ,an) = p1(a1, . . . ,an) · · ·pi(a1, . . . ,an) · · ·pr(a1, . . . ,an) = 0.
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Logo, (a1, . . . ,an) ∈ H. Desse modo,
H1 ∪ · · · ∪Hr ⊂ H
e com isso concluímos que
H = H1 ∪ · · · ∪Hr.
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Capítulo 3
Representação paramétrica racional de
hipersuperfícies algébricas
Nesse capítulo introduzimos o conceito de representação paramétrica racional. Damos alguns
exemplos de hipersuperfícies que são representadas parametricamente e de hipersuperfícies que
não admitem tal representação. Também discutimos quais são as vantagens desse tipo de representa-
ção em comparação com a representação implícita.
3.1 Funções racionais
Sejam k um corpo e p := p(t1, . . . , tn), q := q(t1, . . . , tn) ∈ k[t1, . . . , tn] com q 6= 0 dois
polinômios em n variáveis com coeficientes em um corpo k. A fração
p
q
é chamada de função
racional de kn. Duas funções racionais
p
q
e
p ′
q ′
de kn são iguais se pq ′ = p ′q.
Proposição 3.1.1. Sejam p,q ∈ k[t1, . . . , tn] com q 6= 0. Então existem p ′,q ′ ∈ k[t1, . . . , tn],
com q ′ 6= 0, tais que o máximo divisor de p ′,q ′ é igual a 1 e tais que p
q
=
p ′
q ′
.
Prova. Sejam p = pa11 · · ·pann e q = pb11 · · ·pbnn as fatorações em irredutíveis de p e q. Definamos
ci = min{ai,bi}. Fazendo p ′ = p
a1−c1
1 · · ·pan−cnn e q ′ = pb1−c11 · · ·pbn−cnn segue a afirmação
desejada.
Segue da proposição acima que sempre podemos supor a representação
p
q
de uma função raci-
onal em sua forma reduzida, ou seja, com o máximo divisor comum de p e q igual a 1.
Definição 3.1.2. Dizemos que a função racional
f
g
, escrita em sua forma reduzida, está definida
em um ponto (α1, . . . ,αn) de kn se g(α1, . . . ,αn) 6= 0.
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Exemplo 3.1.3. f(t) =
2t
t2 + 1
é uma função racional de R. Como t2 + 1 6= 0 para cada t ∈ R,
então f (t) está definida em todo R.
Exemplo 3.1.4. f(t1, t2) =
1
t21 + t
2
2
é uma função racional de R2. Esta função não está definida
em (0,0).
3.2 Parametrizações racionais
Uma parametrização racional de uma hipersuperfície algébrica H de kn é determinada por uma
coleção de funções racionais f1(t1, . . . , tn−1), . . . , fn(t1, . . . , tn−1) tal que todo ponto com coor-
denadas 
x1 = f1(t1, . . . , tn−1)
...
...
xn = fn(t1, . . . , tn−1)
(3.1)
pertence a H e “quase todo ponto"de H é dessa forma.
A formulação matemática precisa para a expressão “quase todo ponto” é realizada por meio da
topologia de Zariski. Todavia, como esse é apenas um trabalho introdutório, não nos aprofundare-
mos nesse aspecto. Apenas ressaltamos que:
(I) No caso específico em que a hipersuperfície é uma curva algébrica plana a expressão “quase
todo ponto” é equivalente a dizer que, exceto uma quantidade finita de pontos, todos os
demais tem a representação citada.
(II) No caso de hipersuperfícies algébricas arbitrárias, um caso particular para a expressão “quase
todo ponto” é dizer que, exceto uma quantidade finita de pontos, todos os demais tem a
representação citada.
Exemplo 3.2.1. Seja H um hiperplano de kn com equação implícita
a1x1 + · · ·+ anxn − b = 0,
onde ao menos um dos coeficientes a1, . . . ,an é não nulo. Sem perda de generalidade, podemos
supor que a1 6= 0. Assim, podemos escrever
x1 = b/a1 + (−a2/a1)x2 + · · ·+ (−an/a1)xn.
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Com isso, uma representação paramétrica racional para H é:
x1 = b/a1 + (−a2/a1)t1 + · · ·+ (−an/a1)tn−1
x2 = t1
...
xn = tn−1
(3.2)
Exemplo 3.2.2. Seja v = (v1, . . . , vn) um vetor de kn e p = (a1, . . . ,an) um ponto de kn. A reta
de kn que passa pelo ponto p e tem v como vetor diretor é o conjunto dos pontos (x1, . . . , xn) de
kn da forma 
x1 = a1 + v1t
x2 = a2 + v2t
...
xn = an + vnt
com t ∈ k.
Exemplo 3.2.3. Consideremos a esfera (n− 1)-dimensional S com equação implícita
x21 + · · ·+ x2n − 1 = 0.
Dada uman-upla (t1, . . . , tn−1, 0) ∈ Rn, consideremos a reta r que passa pelo ponto (0, . . . , 0, 1) ∈
Rn e tem v = (t1, . . . , tn−1,−1) como vetor diretor. Pelo que vimos anteriormente, as coordena-
das dos pontos da reta r são descritos pelas seguintes equações.
x1 = t1t
x2 = t2t
...
xn−1 = tn−1t
xn = 1 − t
Queremos inicialmente encontrar os pontos de interseção entre a reta r e a esfera S. Para isso, basta
encontrar os valores de t que satisfazem a equação:
(t1t)
2 + · · ·+ (tn−1t)2 + (1 − t)2 − 1 = 0.
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Fazendo as contas observamos que
t = 0 ou t =
2
1 + t21 + · · ·+ t2n−1
.
Assim, os pontos de interseção entre a reta r e a circunferência S são
(0, . . . , 0, 1) e
(
2t1
1 + t21 + · · ·+ t2n−1
, . . . ,
2tn−1
1 + t21 + · · ·+ t2n−1
,
t21 + · · ·+ t2n−1 − 1
1 + t21 + · · ·+ t2n−1
)
.
Com isso chegamos a conclusão que pontos (x1, . . . , xn) ∈ Rn tais que
x1 =
2t1
1 + t21 + · · ·+ t2n−1
...
xn−1 =
2tn−1
1 + t21 + · · ·+ t2n−1
xn =
t21 + · · ·+ t2n−1 − 1
1 + t21 + · · ·+ t2n−1
(3.3)
pertencem a S. Em particular, para mostrar que as equações em (3.3) definem uma parametriza-
ção racional de S é suficiente verificar que todo ponto de S, com exceção de p, tem coordenadas
representadas pelas equações em (3.3). Para isso, consideremos (x¯1, . . . , x¯n) um ponto de S di-
ferente de (0, 0, . . . , 0, 1). Consideremos a reta r que passa pelo ponto (0, . . . , 0, 1) ∈ Rn e tem
v = (x¯1, . . . , x¯n−1, x¯n−1) como vetor diretor. Por definição, as coordenadas dos pontos dessa reta
são dados por 
x1 = x¯1t
x2 = x¯2t
...
xn−1 = x¯n−1t
xn = 1 − (x¯n − 1)t
(3.4)
A interseção da reta r com o hiperplano xn = 0 é justamente o ponto em que t satisfaz a equação
1 − (x¯n − 1)t = 0,
ou seja,
t =
1
x¯n − 1
.
(lembre que x¯n−1 6= 0 pois (x¯1, . . . , x¯n) é diferente do ponto (0, . . . , 0, 1)). Portanto, a interseção
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da reta r com o hiperplano xn = 0 é o ponto com coordenadas (t1, . . . , tn−1, 0) onde
t1 =
x¯1
x¯n − 1...
tn−1 =
x¯n−1
x¯n − 1
(3.5)
Para esses valores de t1, . . . , tn−1 temos
x¯1 =
2t1
1 + t21 + · · ·+ t2n−1
...
x¯n−1 =
2tn−1
1 + t21 + · · ·+ t2n−1
x¯n =
t21 + · · ·+ t2n−1 − 1
1 + t21 + · · ·+ t2n−1
(3.6)
Observação 3.2.4. Seja S a esfera de Rn com equação implícita
x21 + · · ·+ x2n − 1 = 0.
No exemplo acima construimos uma correspondência que associa cada ponto de (x1, . . . , xn) ∈
S \ {(0, . . . , 1)} a um único ponto
(
x¯1
x¯n − 1
, . . . ,
x¯n−1
x¯n − 1
, 0
)
pertencente ao hiperplano xn = 0.
Essa correspondência é muito importante e aparece em diversos contextos da matemática. Ela é
usualmente denominada de projeção estereográfica da esfera.
Observação 3.2.5. No caso da esfera 1-dimensional os elementos geométricos que aparecem na
dedução da parametrização da esfera são ilustrados através da seguinte figura:
Figura 3.1
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Observe que a medida que o ponto (t, 0) se desloca para a direita o ponto P tende a se aproximar
do ponto (0, 1) e a reta r em vermelho tende a reta tangente à circunferência no ponto (0, 1).
Observação 3.2.6. Uma particularidade da representação paramétrica racional da esfera (n− 1)-
dimensional obtida em (3.3) é que os coeficientes das funções polinomiais envolvidas são números
inteiros. Isso permite encontrar uma infinidade de pontos da esfera (n− 1)-dimensional cujas co-
ordenadas são números racionais. Além disso, também é possível através dela encontrar soluções
inteiras para a equação
x21 + · · ·+ x2n = z2. (3.7)
De fato, para cada (n − 1)-upla (t1, . . . , tn−1) de números inteiros temos por (3.3) que a (n + 1)
-upla (x1, . . . , xn, z) dada por 
x1 = 2t1
...
xn−1 = 2tn−1
xn = t
2
1 + · · ·+ t2n−1 − 1
z = 1 + t21 + · · ·+ t2n−1
(3.8)
é uma solução inteira para (3.7). Assim, como podemos perceber com esse exemplo, parametriza-
ções racionais desse tipo onde os coeficientes dos polinômios envolvidos são números inteiros são
bastante apropriadas para tratar problemas de teoria dos números.
Observação 3.2.7. Observe que no caso particular da esfera 1-dimensional a representação para-
métricas obtida no Exemplo 3.2.3 tem o seguinte formato:
x =
2t
t2 + 1
y =
t2 − 1
t2 + 1
Todavia, sabemos que uma outra representação paramétrica para a esfera 1-dimensional é{
x = cos t
y = sen t
Obviamente, este segundo tipo de representação paramétrica não é racional. Comparando esses
dois tipos de representações paramétricas vemos que o primeira é mais interessante do ponto de
vista de cálculos, uma vez que as expressões que as definem envolvem apenas uma quantidade
finita de operações aritméticas elementares.
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3.3 Sobre a existência da representação paramétrica racional
Segue da própria definição de hipersuperfície algébrica a existência da representação implícita. O
que não é óbvio é se uma hipersuperfície algébrica admite ou não uma representação paramétrica.
De fato, nem sempre uma tal representação é possível. Para ilustrar esse fenômeno, apresentamos
o seguinte exemplo.
Exemplo 3.3.1. Seja H a curva algébrica plana com equação implícita
xm + ym − 1 = 0,
com m sendo um inteiro > 3. Afirmamos que H não admite uma parametrização racional. Para
provar essa afirmação, argumentaremos por redução ao absurdo. Assim, suponhamos queH admite
uma representação paramétrica racional
x =
f(t)
g(t)
y =
p(t)
q(t)
Escrevendo
f(t)
g(t)
=
f(t)q(t)
q(t)g(t)
e
p(t)
q(t)
=
p(t)g(t)
q(t)g(t)
,
podemos supor a parametrização da seguinte forma:
x =
h1(t)
r(t)
y =
h2(t)
r(t)
(3.9)
onde h1(t),h2(t), r(t) não possuem fator irredutível comum aos três. Temos:(
h1(t)
r(t)
)m
+
(
h2(t)
r(t)
)m
= 1. (3.10)
Derivando os dois lados dessa igualdade com respeito a t vem:(
h1(t)
r(t)
)m−1(
h1(t)
r(t)
) ′
+
(
h2(t)
r(t)
)m−1(
h2(t)
r(t)
) ′
= 0. (3.11)
Consideremos agora o seguinte sistema linear:
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
(
h1(t)
r(t)
)
u+
(
h2(t)
r(t)
)
v = 1(
h1(t)
r(t)
) ′
u+
(
h2(t)
r(t)
) ′
v = 0
(3.12)
Afirmação: δ(t) :=
(
h1(t)
r(t)
)(
h2(t)
r(t)
) ′
−
(
h2(t)
r(t)
)(
h1(t)
r(t)
) ′
6= 0.
Para provarmos essa afirmação iniciamos observando que as funções racionais
h1(t)
r(t)
e
h2(t)
r(t)
não são ambas constantes, pois, do contrário, apenas um ponto de H seria representado pela para-
metrização racional (3.9), o que contradiz a definição de parametrização racional. Assim, podemos
supor por exemplo que
h2(t)
r(t)
não é constante. De (3.10), temos(
h1(t)/r(t)
h2(t)/r(t)
)m
+ 1 =
1
(h2(t)/r(t))m
.
Como o lado direito dessa igualdade não é constante, segue que
h1(t)/r(t)
h2(t)/r(t)
não é constante. Em
particular, (
h1(t)/r(t)
h2(t)/r(t)
) ′
6= 0,
ou seja,
(h1(t)/r(t)) (h2(t)/r(t))
′
− (h2(t)/r(t)) (h1(t)/r(t))
′
(h2(t)/r(t))2
6= 0.
Logo, δ(t) 6= 0 e a afirmação segue.
Dessa afirmação segue que o sistema (3.12) tem uma única solução que é dada por
u =
(h2(t)/r(t))
′
δ(t)
e v = −
(h1(t)/r(t))
′
δ(t)
Mas, por (3.10) e (3.11),
u = (h1(t)/r(t))
m−1 e v = (h2(t)/r(t))m−1
também é solução de (3.12). Assim,
(h1(t)/r(t))
m−1 =
(h2(t)/r(t))
′
δ(t)
e (h2(t)/r(t))m−1 = −
(h1(t)/r(t))
′
δ(t)
,
ou seja,
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(h2(t)/r(t))
′ = δ(t)(h1(t)/r(t))m−1 e (h1(t)/r(t)) ′ = −δ(t)(h2(t)/r(t))m−1.
Desenvolvendo os cálculos nessas duas igualdades obtemos
(h ′2(t)r(t) − h2(t)r
′(t))r(t)m−1 = (h1(t)h ′2(t) − h2(t)h
′
1(t))h1(t)
m−1
e
(h ′1(t)r(t) − h1(t)r
′(t))r(t)m−1 = −(h1(t)h ′2(t) − h2(t)h
′
1(t))h2(t)
m−1.
Dessas igualdades e do fato que h1(t),h2(t), r(t) não possuem fator irredutível comum aos três
segue que r(t)m−1 divide h1(t)h ′2(t) − h2(t)h
′
1(t). Fazendo a divisão obtemos que h1(t)
m−1
divide h ′2(t)r(t) − h2(t)r
′(t) e que h2(t)m−1 divide h ′1(t)r(t) − h1(t)r
′(t). Usando esses fatos e
comparando graus segue que
(m− 1)grau(h1(t)) 6 grau(h2(t)) + grau(r(t)) − 1,
(m− 1)grau(h2(t)) 6 grau(h1(t)) + grau(r(t)) − 1
e
(m− 1)grau(r(t)) 6 grau(h1(t)) + grau(h2(t)) − 1.
Somando essas três desigualdades membro a membro vem
(m− 1)[grau(h1(t)) + grau(h2(t)) + grau(r(t))] 6 2[grau(h1(t)) + grau(h2(t)) + grau(r(t))] − 3,
ou seja,
(m− 3)[grau(h1(t)) + grau(h2(t)) + grau(r(t))] 6 −3.
Mas isso é um absurdo, pois, comom > 3, (m− 3)[grau(h1(t))+ grau(h2(t))+ grau(r(t))] > 0.
3.4 Representação implícita versus representação paramétrica
Como vimos acima uma desvantagem da representação paramétrica racional é que nem toda hiper-
superfície algébrica admite uma tal representação. Outro inconveniente é que em várias situações
essas representações deixam de fora alguns pontos da hipersuperfície. Dito isso, o leitor pode
então estar se perguntando sobre qual é a utilidade de introduzí-las. Em partes, a motivação para
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investigar representações paramétricas é dada por questões da seguinte natureza
Questão 3.4.1. Dada uma hipersuperfície algébrica H como produzir muitos pontos de H? Por
exemplo, como podemos instruir um computador a desenhar uma curva algébrica plana?
Por exemplo, considere a hipersuperfície algébrica H de R3 definida pela equação algébrica
−4x3z+ 3x2y2 − 4y3 + 6xyz− z2 = 0
Como produzir pontos pertencentes a H? Observe que, de posse apenas dessa representação um
maneira de produzir pontos em H seria a seguinte: para cada para (x0,y0) ∈ R2 fixado, considera-
mos a equação na variável z
−z2 + (−4x30 + 6x0y0)z+ 3x
2
0y
2
0 − 4y
3
0 = 0. (3.13)
Para cada solução z0 de (3.13) temos que a terna (x0,y0, z0) é um ponto de H. Observe que essa
forma de obter pontos de H tem como dificuldade o fato de necessitar resolver uma equação como
(3.13) (de fato, essa dificuldade poderia ser mais drástica caso o grau da equação (3.13) fosse
maior). Por outro lado, se considerássemos a representação paramétrica de H dada por
x = t1 + t2
y = t21 + 2t1t2
z = t31 + 3t
2
1t2
(3.14)
produzir pontos de H seria bastante simples, bastaria atribuirmos valores aos parâmetros t1 e t2 e
efetuar operações aritméticas elementares de soma e multiplicação.
Vemos com essas discussões que a melhor forma de tratar problemas como na Questão 3.4.1 é
através da representação paramétrica.
Por outro lado, de forma geral, a representação implícita é útil para decidir se pontos pertencem
a hipersuperfície. Por exemplo, considere o ponto (1, 0, 1). Para decidir se esse ponto pertence a
hipersuperfície com equação ímplicita
−4x3z+ 3x2y2 − 4y3 + 6xyz− z2 = 0
basta fazer uma substituição. Em contrapartida, para resolver essa mesma questão usando a para-
metrização (3.14) necessitaríamos resolver o sistema:
t1 + t2 = 1
t21 + 2t1t2 = 0
t31 + 3t
2
1t2 = 1
(3.15)
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3.5 Implicitação
Um problema que desperta muito interesse dos especialistas é:
Problema 3.5.1. Dada uma coleção de funções racionais
x1 = f1(t1, . . . , tn−1)
...
...
xn = fn(t1, . . . , tn−1)
(3.16)
existe alguma hipersuperfície algébricaH da qual essa coleção de funções racionais definam uma
parametrização? Em caso afirmativo, como determinar a representação implícita de H?
Este tipo de problema é chamado de implicitação. Existe muita teoria em geometria algébrica
e álgebra comutativa dedicada a fornecer métodos para tratar esse tipo de problema. Algumas das
ferramentas utilizadas para tratar esse tipo de problema são resultados como o Teorema 1.3.10, ou
suas generalizações, realizadas através das chamadas bases de Grobner (ver por exemplo [1] para
maiores detalhes sobre as bases de Grobner).
Para ilustrar como resultados tais como o Teorema 1.3.10 pode ser utilizado para tratar o pro-
blema de implicitação, consideremos {
x = t2
y = t3
(3.17)
Suponhamos a priori que de fato estas funções definem uma parametrização racional de uma hi-
persuperfície H. Digamos que a representação implícita de H é
f(x,y) = 0.
Desejamos explicitar f(x,y). Considere o polinômio g(x,y) = y2−x3. Denotemos porH ′ a curva
algébrica plana com equação implícita g(x,y) = 0. Observe que
g(t2, t3) = 0,
para todo t. Temos com isso que, a menos de uma quantidade finita de pontos,
H ⊂ H ′. (3.18)
Agora, olhando k[x,y] = A[y] com A = k[x] e usando o Teorema 1.3.10 temos
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f(x,y) = (y2 − x3)q+ r,
onde q, r ∈ k[x,y] = A[y] e r = 0 ou grau r 6 1 (observe que o grau de r aqui é pensado no anel
A[y]). Em particular, existem a(x),b(x) ∈ A tais que
r = a(x)y+ b(x).
Logo,
f(x,y) = (y2 − x3)q+ a(x)y+ b(x).
Dessa forma,
0 = f(t2, t3) = a(t2)t3 + b(t2),
ou seja,
a(t2)t3 = −b(t2).
Note que a(x) = 0 pois caso contrário do lado direito dessa última igualdade teríamos um po-
linômio de grau ímpar e do lado esquerdo um polinômio de grau par, o que é um absurdo. Assim,
b(t2) = 0 o que implica b = 0. Dessa forma, r = 0, ou seja,
f(x,y) = (y2 − x3)q.
Com essa igualdade concluímos que
H ′ ⊂ H. (3.19)
De (3.18) e (3.19) segue que H e H ′ são iguais a menos de um conjunto finito de pontos. Todavia,
é possível mostrar que duas hipersuperfícies que coincidem a menos de uma quantidade finita de
pontos são iguais (ver [1, Capítulo 1]). Sendo assim, H = H ′. Portanto, a equação implícita de H
é
y2 − x3 = 0.
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