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Abstract
We investigate the problem of the existence of trajectories asymptotic
to elliptic equilibria of Hamiltonian systems in the presence of resonances.
1 Introduction
In the recent Congress held in Saint Petersbourg, dedicated to the 50th anniver-
sary of A.M. Lyapunov, the V.V. Kozlov conference [4] has been devoted to the
so-called Lyapunov’s First Method, applied in particular to the problem of the
existence of O+-curves (resp. O−-curves) that are integral curves asymptotic in
the future (resp. in the past) to the equilibria of Lagrangian systems. This prob-
lem is obviously related to the problem of the inversion of Dirichlet-Lagrange
Theorem and the papers [5, 9] contain the first important results for analytic
potential functions with degenerate critical point. We refer to [8] for a review
on further researches in this subject.
In the framework of Hamiltonian systems, a large number of papers have
been devoted to the study of the relationship between instability (as well sta-
bility) of equilibria and resonances. We quote here just some essential refer-
ences [2, 3, 7, 11]: in all these papers the instability was proved by constructing
suitable Cetaev’s functions.
We were therefore stimulated to study, by means of the First Method, the
existence of O-curves of Hamiltonian systems in the presence of resonances. The
Hamiltonian function we consider is supposed to have a non degenerate elliptic
fixed point F (see Section 2). The corresponding Birkhoff normal form turns
out to be a perturbation of an integrable Hamiltonian function. Moreover the
integrable system admits two distinct straight lines r± which are O
±-curves.
Following the russian terminology, these orbits are called “rays of the model
system”. Their existence is the starting point to build up the Cetaev function
for the complete Hamiltonian system (resonances of order 3 or 4 are considered
in [3]). In Section 3 we prove that the complete Hamiltonian system admits
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O-curves, that have as asymptotic direction one of the two rays of the model
system.
To prove this result we analyze the Hamiltonian system in a neighborhood
of each ray. Then, by using a suitable set of variables we build up a new dif-
ferential system with a non degenerate hyperbolic equilibrium. According to
the choice of the ray, the relationship between these two differential systems al-
lows us to conclude that the local stable manifold of this hyperbolic equilibrium
corresponds either to a family of O+-curves or to a family of O−-curves of the
Hamiltonian system.
Before concluding, let us recall that the existence of O-curves was analyzed
by Lyapunov in the case of analytic differential systems. Many results on this
subject can be found in the book of Zubov [12]. In particular, in Chapter III,
perturbations of homogeneous polynomial differential systems having rays are
studied and O-curves are obtained as power series of the variable t−α, α being a
positive rational number depending on the degree of the homogeneous system.
Moreover, in the general case, the coefficient of each term in the expansion is
found to be a polynomial function of the variable log t.
The Hamiltonian functions we consider here are just Cr functions (the in-
teger r depending on the degree of the resonance) therefore we need to apply
general hyperbolic theory, i.e. fixed point theorems in suitable functional spaces.
In the case C∞ the method of expansion in power series could still be used,
at least at a formal level. In fact the existence of formal series representing
O-curves is effective: a deep result by Kutsnesov [6] allows to conclude that
there exist true O-curves having the formal series as asymptotic expansion.
In conclusion, we can repeat here the words one can read at the end of the
introduction to Chapter III of the book of Zubov : “the basic ideas of almost
all the results are in the works of Lyapunov”.
2 Preliminaries
We start by considering a Hamiltonian function H ∈ C∞(Ω,R), Ω a domain in
R
2n, containing the critical point x = 0. Precisely, we assume that x = 0 is an
elliptic critical point, and therefore we write
H(x) = H[2](x) +H(x),
where
H[2](x) =
n∑
i=1
ωi(x
2
i + x
2
i+n), H(x) = O(|x|3).
We consider the case in which the quadratic form H[2] has non trivial zeros.
Moreover we assume the following hypotheses.
(H1) There exists an integer N ≥ 3 such that, for any h = (h1, . . . , hn) ∈
Z
n
+ \ {0}, |h| :=
∑n
i=1 hi ≤ N − 1,
〈ω, h〉 6= 0.
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(H2) There exists a vector k, k ∈ Zn+ \ {0}, |k| = N , such that
〈ω, k〉 = 0.
Moreover, if k′ ∈ Zn+ \ {0, k} is such that 〈ω, k′〉 = 0 then |k′| > M :=
3N − 1.
In other words we assume a unique direction of resonance along e := k|k| , up to
order 3N .
Under the previous hypotheses, by means of a symplectic change of variables
x = y + Φ(y) in a neighborhood of x = 0, we obtain the Birkhoff form of the
Hamiltonian [10],
HB(I, θ) =
3
2
N∑
j=1
HB[j](I) +H
B
R (I, 〈θ, k〉) +RB(I, θ), (2.1)
where we also introduced the action-angle variables I = (I1, . . . , In), θ =
(θ1, . . . , θn), with {
yi =
√
2Ii cos θi
yi+n =
√
2Ii sin θi
i = 1, . . . , n.
In (2.1) we have:
• HB[j](I), j ∈
{
1, . . . , 32N
}
, is a homogeneous polynomial of degree j in the
variables (I1, . . . , In). In particular
HB[1] = 〈ω, I〉.
• HBR , the resonant term, takes the form
HBR (I, 〈θ, k〉) =
N∑
r=0
Hr(I, 〈θ, k〉),
where, for r ≤ N − 1,
Hr =
∑
j1+...+jn=r
{
h
(1,r)
j1,...,jn
cos〈θ, k〉+h(2,r)j1,...,jn sin〈θ, k〉
} n∏
α=1
I
kα
2
+jα
α (2.2)
and
HN =
∑
j1+...+jn=N
{
h
(1,N)
j1,...,jn
cos〈θ, k〉+ h(2,N)j1,...,jn sin〈θ, k〉
+ h
(3,N)
j1,...,jn
cos 2〈θ, k〉+ h(4,N)j1,...,jn sin 2〈θ, k〉
} n∏
α=1
I
kα
2
+jα
α .
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• RB(I, θ) collects the higher order terms:
RB(I, θ) = O(|I| 3N+12 ).
We now make two further assumptions on the system.
(H3) I = k is a channel of instability, that is
HB[j](k) = 0 ∀ j ∈
{
1, . . . ,
N − 1
2
}
.
(H4) Let Ψ : R→ R be defined by setting
Ψ(σ) := HB[ 1
2
N ](k) +H0(k, k
2
1σ), σ ∈ R, (2.3)
with HB
[ 1
2
N ]
and H0 as in (2.1) and (2.2) respectively. We assume that Ψ
has a simple zero at σ = c.
Remark 2.1 The assumption (H3) is satisfied if N ≤ 4, otherwise it implies
that Arnol’d condition of non degeneracy [1] is violated up to the order N .
Remark 2.2 The general form of (2.3) can be written
Ψ(σ) = A cos[k21(σ + σ0)] +B.
The hypothesis (H4) implies that there exist two roots c± of Ψ such that
Ψ′(c+)Ψ
′(c−) < 0. Let Ψ
′(c+) > 0. Then the ray r+ (resp. r−) corresponds
to c+ (resp. c−). Obviously, if N is odd then B = 0 and therefore Ψ
′′(c±) =
−k41Ψ(c±) = 0. This fact will be exploited in Section 3.
We are now able to state the main result of the paper.
Theorem 2.3 Under Hypotheses (H1), (H2), (H3), and (H4) the Hamiltonian
system admits a (n − 1)-parameters family of O+-curves as well as a (n − 1)-
parameters family of O−-curves.
The proof of the theorem is given in the next section.
Remark 2.4 The theorem still hold if we assume H ∈ Cr(Ω,R), r = 3N + 1.
3 Proof of Theorem 2.3
Without loss of generality we may assume k1 > 0. We then introduce the
symplectic linear change of coordinates (I, θ)→ (J, ψ) = (A1I, A2θ) given by
J1 = k1I1, Jα = k1Iα − kαI1, α = 2, · · · , n,
ψ1 =
〈θ, k〉
k21
, ψα =
θα
k1
, α = 2, · · · , n.
4
The Hamiltonian function K(J, ψ) = H(A−11 J,A
−1
2 ψ) then reads
K(J, ψ) = K(J) +KR(J, ψ1) +R(J, ψ),
where
K(J) =
3
2
N∑
j=1
K[j](J), K[j](J) = H
B
[j](A
−1
1 J),
KR(J, ψ1) =
N∑
r=0
Kr(J, ψ1), Kr(J, ψ1) = Hr(A
−1
1 J, k
2
1ψ1),
R(J, ψ) = RB(A−11 J,A−12 ψ). (3.1)
We next introduce the following notation for n-components vectors,
x = (x1, xˆ), xˆ ≡ (x2, . . . , xn).
The Hamiltonian system then reads

J˙1 = −∂K
R(J1, Jˆ , ψ1)
∂ψ1
− ∂R(J1, Jˆ , ψ1, ψˆ)
∂ψ1
,
˙ˆ
J = −∂R(J1, Jˆ , ψ1, ψˆ)
∂ψˆ
,
ψ˙1 = Ω1(J1, Jˆ) +
∂KR(J1, Jˆ , ψ1)
∂J1
+
∂R(J1, Jˆ , ψ1, ψˆ)
∂J1
,
˙ˆ
ψ = Ωˆ(J1, Jˆ) +
∂KR(J1, Jˆ , ψ1)
∂Jˆ
+
∂R(J1, Jˆ , ψ1, ψˆ)
∂Jˆ
,
(3.2)
where
Ω1(J) =
∂K(J)
∂J1
, Ωˆ(J) =
∂K(J)
∂Jˆ
.
We observe that, by virtue of Hypotheses (H3) and (H4), since A
−1
1 (J1, 0) =
J1k
−2
1 k,
Ω1(J1, 0) +
∂KR(J1, 0, c)
∂J1
=
3
2
N∑
j=N
2
+δ
∂K[j]
∂J1
(J1, 0) +
N∑
r=1
∂Kr(J1, 0, c)
∂J1
, (3.3)
where
δ =
{
1/2 if N is odd,
1 if N is even,
and
γ :=
∂K0
∂ψ1
(1, 0, c) 6= 0. (3.4)
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For definiteness we consider the case γ > 0; the case γ < 0 will be briefly
discussed at the end of the section. We look for solutions to (3.2) of the form
J1(t) =
[
2
(N − 2) t
] 2
N−2
{Γ + u1(t)} ,
Jˆ(t) =
[
2
(N − 2) t
]N+2
N−2
uˆ(t),
ψ1(t) = c+
[
2
(N − 2) t
] 2δ
N−2
{
c1 + c2
[
2
(N − 2) t
] 2δ
N−2
+ v1(t)
}
,
ψˆ(t) =
[
2
(N − 2) t
]−1 {
Ωˆ0 + vˆ(t)
}
, (3.5)
where
Γ := γ−
2
N−2 , Ωˆ0 :=
2
k1(N − 2)(ω2, . . . , ωn)
and u(t) = (u1(t), uˆ(t)), v(t) = (v1(t), vˆ(t)) are such that
lim
t→∞
u(t) = 0, lim
t→∞
v(t) = 0.
The explicit values of the parameters c1 and c2 are given in Proposition 3.1
below. We introduce the new independent variable z by setting
z =
[
2
(N − 2) t
] 2
N−2
and write the differential equations for the functions
ξ(z) := u(t(z))), η(z) := v(t(z)). (3.6)
This is the content of the following proposition.
Proposition 3.1 Let, for N odd,
c1 = −2 Γ
N−1
2
N + 1
∂K[N+1
2
](1, 0)
∂J1
, c2 = − 2 Γ
N
2
N + 2
∂K1(1, 0, c)
∂J1
(3.7)
and, for N even,
c1 = − 2 Γ
N
2
N + 2
{
∂K[N
2
+1](1, 0)
∂J1
+
∂K1(1, 0, c)
∂J1
}
, c2 = 0. (3.8)
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The functions (ξ(z), η(z)) are solutions to the differential system

z
dξ1
dz
=
N − 2
2
ξ1 + d0z + U1(z, ξ, η),
z
dξˆ
dz
= −N + 2
2
ξˆ + Uˆ(z, ξ, η),
z
dη1
dz
= −N + 2δ
2
η1 + d1z + d2ξ1 + V1(z, ξ, η),
z
dηˆ
dz
=
N − 2
2
ηˆ + dˆz + Vˆ (z, ξ, η),
(3.9)
where, for N odd,
d0 = Γ
N+2
2
∂K1(1, 0, c)
∂ψ1
− Γk
4
1
2
c21,
d1 = −ΓN+12
∂K[N+3
2
](1, 0)
∂J1
− c1ΓN2 ∂
2K1(1, 0, c)
∂J1∂ψ1
,
d2 = −N − 1
2
Γ
N−3
2
∂K[N+1
2
](1, 0)
∂J1
− c1Γ−1N(N − 2)
4
, (3.10)
and, for N even,
d0 = Γ
N+2
2
∂K1(1, 0, c)
∂ψ1
+ c1
∂2K0(1, 0, c)
∂ψ21
,
d1 = −ΓN2 +1
{
∂K[N
2
+2](1, 0)
∂J1
+
∂K2(1, 0, c)
∂J1
}
− c1ΓN2 ∂
2K1(1, 0, c)
∂J1∂ψ1
+ k41c
2
1 Γ
N−2
2
∂K0(1, 0, c)
∂J1
,
d2 = −N
2
Γ
N
2
−1
∂K[N
2
+1](1, 0)
∂J1
− c1Γ−1N(N − 2)
4
. (3.11)
Finally, for any N ,
dˆ = Γ2
{
∂K[2](1, 0)
∂Jˆ
+ δN,4
∂K0(1, 0, c)
∂Jˆ
}
. (3.12)
In particular dˆ = 0 if N = 3.
The functions U = (U1, Uˆ) and V = (V1, Vˆ ) are C
1 functions in a “right
neighborhood” N+ of zero in R2n+1,
N+ := {(z, ξ, η) ∈ R2n+1 : z ∈ [0, ε), ‖(ξ, η)‖ < ε}.
Moreover the Jacobian matrices satisfy
DU(0, 0, 0) = 0, DV (0, 0, 0) = 0.
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Proof. The proof is straightforward but cumbersome. Of course one has to
rewrite the system (3.2) in terms of the independent variable z and the unknowns
(ξ, η), according to (3.6). The main point is then to extract from the r.h.s. of
the system the linear part and verify the regularity property of the remainder.
By (3.5) and (3.6) we have
J1 = z(Γ + ξ1), Jˆ = z
N+2
2 ξˆ, ψ1 = c+ z
δ
(
c1 + c2z
δ + η1
)
,
ψˆ = z−
N−2
2
(
Ωˆ0 + ηˆ
)
, (3.13)
whence, since z˙ = −z N2 ,

−z−N2 J˙1 = Γ + ξ1 + z dξ1
dz
,
−z−N2 ˙ˆJ = N + 2
2
z
N
2 ξˆ + z
N+2
2
dξˆ
dz
,
−z−N2 ψ˙1 = c1δzδ−1 + 2c2δz2δ−1 + δzδ−1η1 + zδ dη1
dz
,
− ˙ˆψ = −N − 2
2
(
Ωˆ0 + ηˆ
)
+ z
dηˆ
dz
.
(3.14)
By comparing (3.9) and (3.14) it follows that
U1(z, ξ, η) = −z−N2 J˙1 − Γ− N
2
ξ1 − d0z, Uˆ(z, ξ, η) = −z−N ˙ˆJ, (3.15)
V1(z, ξ, η) = −z1−δ−N2 ψ˙1 − c1δ − 2c2δzδ + N
2
η1 − d1z − d2ξ1, (3.16)
Vˆ (z, ξ, η) = − ˙ˆψ + N − 2
2
Ωˆ0 − dˆz, (3.17)
where the time derivatives (J˙ , ψ˙) are given by the r.h.s. of (3.2) expressed in
terms of the variables (z, ξ, η) by means of (3.13).
In the sequel we shall denote by NLT a generic C1 function of (z, ξ, η) which
vanishes with its first partial derivatives in (0, 0, 0). Since
A−11 J =
1
k1
J +
J1
k21
(0, kˆ) = z
{
Γ + ξ1
k21
(k1, kˆ) + z
N
2
1
k1
(0, ξˆ)
}
, (3.18)
recalling the definition of R in (3.1) we have:
∂R(z(Γ + ξ1), z N+22 ξˆ, c+√z(c1 + c2√z + η1), z−N−22 (Ωˆ0 + ηˆ))
∂ψ
= zN NLT ,
(3.19)
∂R(z(Γ + ξ1), z N+22 ξˆ, c+√z(c1 + c2√z + η1), z−N−22 (Ωˆ0 + ηˆ))
∂J
= z
N
2 NLT .
(3.20)
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By the second equality in (3.15) and (3.19) we get Uˆ = NLT . Moreover, by
(3.17), (3.20) and the definition (3.12) of dˆ it is straightforward to conclude also
that Vˆ = NLT , we omit the details. The analysis of the functions U1 and V1 is
more delicate and the cases N odd and N even have to be treated separately.
Case N odd. By Remark 2.2 we have
∂2K0(1, 0, c)
∂ψ21
= 0,
∂3K0(1, 0, c)
∂ψ31
= −k41
∂K0(1, 0, c)
∂ψ1
.
By the definitions (3.1), (3.18), and recalling δ = 12 in this case,
∂K0(z(Γ + ξ1), z
N+2
2 ξˆ, c+
√
z(c1 + c2
√
z + η1))
∂ψ1
= z
N
2
∂K0(Γ + ξ1, z
N
2 ξˆ, c+
√
z(c1 + c2
√
z + η1))
∂ψ1
= z
N
2 (Γ + ξ1)
N
2
∂K0(1, 0, c)
∂ψ1
{
1− k
4
1
2
c21z +NLT
}
,
while, for r ≥ 1,
∂Kr(z(Γ + ξ1), z
N+2
2 ξˆ, c+
√
z(c1 + c2
√
z + η1))
∂ψ1
= z
N
2
+r ∂Kr(Γ + ξ1, z
N
2 ξˆ, c+
√
z(c1 + c2
√
z + η1))
∂ψ1
= z
N
2
+r(Γ + ξ1)
N
2
+r ∂Kr(1, 0, c)
∂ψ1
+ z
N
2 NLT .
Then, recalling the definitions (3.4), (3.10), and Γ = γ−
2
N−2 ,
−z−N2 J˙1 = γ(Γ + ξ1)N2
(
1− k
4
1
2
c21z
)
+
∂K1(1, 0, c)
∂ψ1
Γ
N+2
2 z +NLT
= Γ +
N
2
ξ1 + d0z +NLT .
The previous expansions imply U1 = NLT .
Analogously, recalling also (3.3),
ψ˙1 = z
N−1
2
{∂K[N+1
2
](Γ + ξ1, 0)
∂J1
+ (c1 + c2
√
z + η1)
∂2K0(Γ + ξ1, 0, c)
∂J1∂ψ1
}
+ z
N
2
∂K1(Γ + ξ1, 0, c)
∂J1
+ c21z
N+1
2
∂3K0(Γ + ξ1, 0, c)
∂J1∂ψ21
+ c1z
N+1
2
∂2K1(Γ + ξ1, 0, c)
∂J1∂ψ1
+ z
N+1
2
∂K[N+3
2
](Γ + ξ1, 0)
∂J1
+ z
N−1
2 NLT ,
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whence
z
1−N
2 ψ˙1 = (Γ + ξ1)
N−1
2
∂K[N+1
2
](1, 0)
∂J1
+ c1(Γ + ξ1)
N−2
2
∂2K0(1, 0, c)
∂J1∂ψ1
+(c2
√
z + η1)(Γ + ξ1)
N−2
2
∂2K0(1, 0, c)
∂J1∂ψ1
+
√
z Γ
N
2
∂K1(1, 0, c)
∂J1
+ c21z Γ
N−2
2
∂3K0(1, 0, c)
∂J1∂ψ21
+ c1z Γ
N
2
∂2K1(1, 0, c)
∂J1∂ψ1
+ z Γ
N+1
2
∂K[N+3
2
](1, 0)
∂J1
+ z
N−1
2 NLT .
On the other hand, by the explicit form of the functions K0, recalling |k| = N
and Remark 2.2, it is easy to verify that
∂2K0(1, 0, c)
∂J1∂ψ1
=
N
2
∂K0(1, 0, c)
∂ψ1
=
N
2
γ,
∂3K0(1, 0, c)
∂J1∂ψ21
= −k41
∂K0(1, 0, c)
∂J1
= 0.
By inserting the previous expression of z
1−N
2 ψ˙1 in (3.16), expanding up to the
first order in the variable ξ1, and recalling the definitions (3.7), (3.10) of c1, c2,
d1, and d2, we get V1 = NLT .
Case N even. To prove U1 = NLT we argue as before; the only difference is
that δ = 1 and c2 = 0 in this case, so that
∂K0(z(Γ + ξ1), z
N+2
2 ξˆ, c+ z(c1 + η1))
∂ψ1
= z
N
2 (Γ + ξ1)
N
2
{
∂K0(1, 0, c)
∂ψ1
+
∂2K0(1, 0, c)
∂ψ21
c1z +NLT
}
,
whence the definition of d0 in (3.11) for N even.
We finally have
ψ˙1 = z
N
2
{
∂K[N
2
+1](Γ + ξ1, 0)
∂J1
+ (c1 + η1)
∂2K0(Γ + ξ1, 0, c)
∂J1∂ψ1
}
+ z
N
2
∂K1(Γ + ξ1, 0, c)
∂J1
++c21z
N
2
+1 ∂
3K0(Γ + ξ1, 0, c)
∂J1∂ψ21
+ c1z
N
2
+1 ∂
2K1(Γ + ξ1, 0, c)
∂J1∂ψ1
+ z
N
2
+1
∂K[N
2
+2](Γ + ξ1, 0)
∂J1
+ z
N
2
+1 ∂K2(Γ + ξ1, 0, c)
∂J1
+ z
N
2 NLT ,
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whence
z−
N
2 ψ˙1 = (Γ + ξ1)
N
2
∂K[N
2
+1](1, 0)
∂J1
+ c1(Γ + ξ1)
N−2
2
∂2K0(1, 0, c)
∂J1∂ψ1
+Γ
N
2
∂K1(1, 0, c)
∂J1
+ η1(Γ + ξ1)
N−2
2
∂2K0(1, 0, c)
∂J1∂ψ1
+ c1z Γ
N
2
∂2K1(1, 0, c)
∂J1∂ψ1
+ c21z Γ
N−2
2
∂3K0(1, 0, c)
∂J1∂ψ21
+ z Γ
N
2
+1
∂K[N
2
+2](1, 0)
∂J1
+ z Γ
N
2
+1 ∂K2(1, 0, c)
∂J1
+NLT .
By inserting the previous expression of z−
N
2 ψ˙1 in (3.16), expanding up to the
first order in the variable ξ1, using that in this case we still have
∂2K0(1, 0, c)
∂J1∂ψ1
=
N
2
∂K0(1, 0, c)
∂ψ1
=
N
2
γ,
∂3K0(1, 0, c)
∂J1∂ψ21
= −k41
∂K0(1, 0, c)
∂J1
,
and recalling the definitions (3.8) and (3.11) of c1, c2, d1, and d2, we get V1 =
NLT . 
System (3.14) is equivalent to the autonomous system:

dz
dτ
= −z,
dξ1
dτ
= −N − 2
2
ξ1 − d0z − U1(z, ξ, η),
dξˆ
dτ
=
N + 2
2
ξˆ − Uˆ(z, ξ, η),
dη1
dτ
=
N + 2δ
2
η1 − d1z − d2ξ1 − V1(z, ξ, η),
dηˆ
dτ
= −N − 2
2
ηˆ − dˆz − Vˆ (z, ξ, η).
(3.21)
The origin (z, ξ, η) = (0, 0, 0) is an hyperbolic equilibrium. In order to apply
the hyperbolic theory we have to get rid of the fact that the system is defined
in N+, and not in a full neighborhood of the origin. However the proof of the
existence of the stable manifold can be easily adapted to this case. Then we
have a local invariant stable manifold, parametrized by (z, ξ1, ηˆ), which is the
graph of a C1 function defined in a neighborhood Bε ⊂ N+.
In conclusion, coming back to the original variables we have obtained W+,
an (n− 1)-dimensional surface of O+-curves.
We conclude this section by briefly considering the case γ < 0. We consider
the problem (3.2) in the past, or equivalently, we change the sign of the Hamil-
tonian function and let t > 0. In particular we replace γ by |γ| everywhere it
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appears. We thus get again a system of the same form of (3.21). In conclusion,
to the stable manifold corresponds now W−, an (n− 1)-dimensional surface of
O−-curves.
Finally, recalling that we have two different rays of the model system, the
proof of Theorem 2.3 is accomplished.
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