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ON THE DIFFERENCE OF SPECTRAL PROJECTIONS
CHRISTOPH UEBERSOHN
ABSTRACT. For a semibounded self-adjoint operator T and a compact self-
adjoint operator S acting on a complex separable Hilbert space of infinite dimen-
sion, we study the difference D(λ) := E(−∞,λ)(T+S)−E(−∞,λ)(T ), λ ∈ R,
of the spectral projections associated with the open interval (−∞, λ).
In the case when S is of rank one, we show that D(λ) is unitarily equivalent
to a block diagonal operator Γλ ⊕ 0, where Γλ is a bounded self-adjoint Hankel
operator, for all λ ∈ R except for at most countably many λ.
If, more generally, S is compact, then we obtain that D(λ) is unitarily equiv-
alent to an essentially Hankel operator (in the sense of Martínez-Avendaño) on
ℓ2(N0) for all λ ∈ R except for at most countably many λ.
1. INTRODUCTION AND MAIN RESULTS
When a self-adjoint operator T is perturbed by a bounded self-adjoint operator
S, it is important to investigate the (spectral) properties of the difference
f(T + S)− f(T ),
where f is a real-valued Borel function on R. It is also of interest to predict the
smoothness of the mapping S 7→ f(T +S)− f(T ) with respect to the smoothness
of f . There is a vast amount of literature dedicated to these problems, see, e. g.,
Kreı˘n, Farforovskaja, Peller, Birman, Solomyak, Pushnitski, Yafaev [4, 9, 16, 17,
24, 25, 27–30], and the references therein.
It is well known (see Kreı˘n [16]; see also Peller [25]) that if f is an infinitely
differentiable function with compact support and S is trace class, then f(T +S)−
f(T ) is a trace class operator.
On the other hand, if f = 1(−∞,λ) is the characteristic function of the interval
(−∞, λ) with λ in the essential spectrum of T , then it may occur that
f(T + S)− f(T )
is not compact, see Kreı˘n’s example [15, 16]. In the latter example, S is a rank
one operator, and the difference 1(−∞,λ)(T + S)− 1(−∞,λ)(T ) is a bounded self-
adjoint Hankel integral operator on L2(0,∞) that can be computed explicitly for
all 0 < λ < 1.
Formally, a bounded Hankel integral operator Γ on L2(0,∞) is a bounded inte-
gral operator such that the kernel function k of Γ depends only on the sum of the
variables:
(Γg)(x) =
∫ ∞
0
k(x+ y)g(y)dy, g ∈ L2(0,∞).
For an introduction to the theory of Hankel operators, we refer to Peller’s book [26].
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Inspired by Kreı˘n’s example, we may pose the following question.
Question 1. Let λ ∈ R. Is it true that
D(λ) = E(−∞,λ)(T + S)− E(−∞,λ)(T ),
the difference of the spectral projections, is unitarily equivalent to a bounded self-
adjoint Hankel operator, provided that T is semibounded and S is of rank one?
Pushnitski [27–30] and Yafaev [30] have been studying the spectral properties
of the operator D(λ) in connection with scattering theory. If the absolutely con-
tinuous spectrum of T contains an open interval and under some smoothness as-
sumptions, the results of Pushnitski and Yafaev are applicable, cf. Section 5 below.
In this case, the essential spectrum of D(λ) is a symmetric interval around zero.
Here and for the rest of this paper, we consider a semibounded self-adjoint op-
erator T acting on a complex separable Hilbert space H of infinite dimension. We
denote the spectrum and the essential spectrum of T by σ(T ) and σess(T ), respec-
tively.
Furthermore, we denote by span{xi ∈ H : i ∈ I} the linear span generated by
the vectors xi, i ∈ I, where I is some index set. If there exists a vector x ∈ H such
that
span {EΩ(T )x : Ω ∈ B(R)} := span {EΩ(T )x : Ω ∈ B(R)} = H,
then x is called cyclic for T . Here B(R) denotes the sigma-algebra of Borel sets
of R.
The following theorem is the main result of this paper.
Theorem 2. Let T and S be a semibounded self-adjoint operator and a self-
adjoint operator of rank one acting on H, respectively. Then there exists a number
k inN∪{0} such that for all λ inR except for at most countably many λ in σess(T ),
the operator D(λ) is unitarily equivalent to a block diagonal operator Γλ ⊕ 0 on
L2(0,∞) ⊕ Ck, where Γλ is a bounded self-adjoint Hankel integral operator on
L2(0,∞).
The theory of bounded self-adjoint Hankel operators has been studied inten-
sively by Rosenblum, Howland, Megretskiı˘, Peller, Treil, and others, see [11, 22,
31, 32]. In their 1995 paper [22], Megretskiı˘, Peller, and Treil have shown that ev-
ery bounded self-adjoint Hankel operator can be characterized by three properties
concerning the spectrum and the multiplicity in the spectrum, see [22, Theorem 1].
We present a version of [22, Theorem 1] for differences of two orthogonal pro-
jections in Section 2, see Theorem 2.2 below.
Denote by ℓ2(N0) the space of all complex square summable one-sided se-
quences x = (x0, x1, ...). A bounded operator H on ℓ2(N0) is called essentially
Hankel if A∗H −HA is compact, where A : (x0, x1, ...) 7→ (0, x0, x1, ...) denotes
the forward shift on ℓ2(N0). The set of essentially Hankel operators was intro-
duced in [20] by Martínez-Avendaño. Clearly, every operator of the form ’Hankel
plus compact’ is essentially Hankel, but the converse is not true (see [20, Theorem
3.8]).
For compact perturbations S, we will prove the following version of Theorem
2.
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Theorem 3. Let T and S be a semibounded self-adjoint operator and a compact
self-adjoint operator acting on H, respectively. Let 1/4 > a1 > a2 > ... > 0 be
an arbitrary decreasing null sequence of real numbers. Then for all λ inR except
for at most countably many λ in σess(T ), there exist a bounded self-adjoint Hankel
operator Γλ and a compact self-adjoint operator Kλ acting on ℓ2(N0) with the
following properties:
(1) D(λ) is unitarily equivalent to Γλ +Kλ.
(2) either Kλ is a finite rank operator or νj(λ)/aj → 0 as j → ∞, where
ν1(λ), ν2(λ), ... denote the nonzero eigenvalues of Kλ ordered by decreas-
ing modulus (with multiplicity taken into account).
In particular, Γλ +Kλ is essentially Hankel.
Moreover, the operator Kλ in Theorem 3 can always be chosen of finite rank if
S is of finite rank.
In Sections 3–5, the operator T is supposed to be bounded. The case when T is
semibounded (but not bounded) will be reduced to the bounded case by means of
resolvents, see Subsection 6.2 and the remark in Subsection 6.1.
In Section 3, we will show that the dimensions of Ker(D(λ) ± I) differ by at
most N ∈ N if S is of rank N , where I denotes the identity operator. We write
this as
(1.1) ∣∣dim Ker(D(λ)− I)− dim Ker(D(λ) + I)∣∣ ≤ rank S, λ ∈ R.
Furthermore, an example is given where equality is attained.
However, there may exist λ ∈ R such that
dim Ker
(
D(λ)− I) =∞ and Ker(D(λ) + I) = {0}
if S is a compact operator with infinite dimensional range.
Section 4 provides a list of sufficient conditions so that Question 1 has a positive
answer, see Proposition 4.1.
Moreover, if S = 〈·, ϕ〉ϕ is a rank one operator and the vector ϕ is cyclic for
T , then we will show in Theorem 4.3 that the kernel ofD(λ) is trivial for all λ in the
interval (minσess(T ),max σess(T )) and infinite dimensional for all λ in
R \ [minσess(T ),max σess(T )].
In the case when ϕ is not cyclic for T , Example 4.2 shows that Question 1
may have to be answered negatively. In this situation, we need to consider the
block operator representation of D(λ) with respect to the orthogonal subspaces
span{T jϕ : j ∈ N0} and H⊖ span{T jϕ : j ∈ N0} of H, see Subsection 4.2.
In Section 5, we will show that the operator D(λ) is non-invertible for all λ in
R except for at most countably many λ in σess(T ), see Theorem 5.1.
Section 6 completes the proofs of Theorems 2 and 3. In particular, it is shown
that D(λ) is unitarily equivalent to a self-adjoint Hankel operator of finite rank for
all λ ∈ R if T has a purely discrete spectrum and S is a rank one operator (see
Proposition 6.6 and p. 19).
Some examples, including the almost Mathieu operator, are discussed in Section
7 below.
The results of this paper will be part of the author’s Ph.D. thesis at Johannes
Gutenberg University Mainz.
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2. THE MAIN TOOLS
In this section, we present the main tools for the proofs of Theorems 2 and 3.
First, we state a lemma which follows immediately from [7, Theorem 6.1].
Lemma 2.1. Let Γ be the difference of two orthogonal projections. Then σ(Γ) ⊂
[−1, 1]. Moreover, the restricted operators Γ|H0 and (−Γ)|H0 are unitarily equiv-
alent, where the closed subspace H0 := [Ker (Γ− I)⊕Ker (Γ + I)]⊥ of H is
reducing for Γ.
In [22], Megretskiı˘, Peller, and Treil solved the inverse spectral problem for
self-adjoint Hankel operators. In our situation, [22, Theorem 1] reads as follows:
Theorem 2.2. The difference Γ of two orthogonal projections is unitarily equiv-
alent to a bounded self-adjoint Hankel operator if and only if the following three
conditions hold:
(C1) either Ker Γ = {0} or dim Ker Γ =∞;
(C2) Γ is non-invertible;
(C3) |dim Ker(Γ− I)− dim Ker(Γ + I)| ≤ 1.
If dimKer(Γ−I) =∞ or dimKer(Γ+I) =∞, then (C3) has to be understood
as dim Ker(Γ− I) = dim Ker(Γ + I) =∞ (cf. [22, p. 249]).
Proof of Theorem 2.2. Combine Lemma 2.1 and [22, Theorem 1]. 
As will be shown in Section 3, the operator D(λ) satisfies condition (C3) for all
λ ∈ R if S is a rank one operator. Therefore, a sufficient condition for D(λ) to be
unitarily equivalent to a bounded self-adjoint Hankel operator is given by:
the kernel of D(λ) is infinite dimensional.
In Proposition 4.1 below, we present a list of sufficient conditions such that the
kernel of D(λ) is infinite dimensional.
More generally, a self-adjoint block-Hankel operator of order N is a block-
Hankel matrix (aj+k)j,k∈N0 , where aj is an N × N matrix for every j, see [22,
p. 247]. We will need the following version of Theorem 2.2:
Theorem 2.3. The difference Γ of two orthogonal projections is unitarily equiva-
lent to a bounded self-adjoint block-Hankel operator of order N if and only if the
following three conditions hold:
(C1) either Ker Γ = {0} or dim Ker Γ =∞;
(C2) Γ is non-invertible;
(C3)N |dim Ker(Γ− I)− dim Ker(Γ + I)| ≤ N .
Again, if dim Ker(Γ− I) =∞ or dim Ker(Γ+ I) =∞, then (C3)N has to be
understood as dim Ker(Γ− I) = dim Ker(Γ + I) =∞.
Proof of Theorem 2.3. Combine Lemma 2.1 and [22, Theorem 2]. 
3. ON THE DIMENSION OF Ker
(
D(λ)± I)
In this section, the self-adjoint operator T is assumed to be bounded. The main
purpose of this section is to show that the dimensions of Ker
(
D(λ) ± I) do not
exceed the rank of the perturbation S, see Lemma 3.1 below.
In particular, condition (C3)N in Theorem 2.3 is fulfilled for all λ ∈ R if the
rank of S is equal to N ∈ N
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Lemma 3.1. Let T and S be a bounded self-adjoint operator and a self-adjoint
operator of finite rank N acting on H, respectively. Then for all λ in R, one has
dim Ker
(
D(λ)± I) ≤ N.
Proof. Let us write Pλ := E(−∞,λ)(T + S) and Qλ := E(−∞,λ)(T ).
We will only show that dim Ker(Pλ − Qλ − I) ≤ N ; the other inequality is
proved analogously.
Assume for contradiction that there exists an orthonormal system x1, ..., xN+1
in Ker(Pλ −Qλ − I). Choose a normed vector x˜ in
span{x1, ..., xN+1} ∩ (Ran S)⊥ 6= {0}.
Hence Pλx˜ = x˜ and Qλx˜ = 0 and this implies
〈(T + S)x˜, x˜〉 < λ and 〈T x˜, x˜〉 ≥ λ
so that
λ > 〈(T + S)x˜, x˜〉 = 〈T x˜, x˜〉 ≥ λ,
which is a contradiction. 
Remark. If we consider an unbounded self-adjoint operator T , then the proof of
Lemma 3.1 does not work, because x˜ might not belong to the domain of T .
The following example shows that Inequality (1.1) above is optimal.
Example 3.2. (1) Consider the bounded self-adjoint diagonal operator
T = diag(−1,−1/2,−1/3,−1/4, ...) : ℓ2(N0)→ ℓ2(N0)
and, for N ∈ N, the self-adjoint diagonal operator
S = diag(−1, ...,−1︸ ︷︷ ︸
N times
, 0, ...) : ℓ2(N0)→ ℓ2(N0).
Then S is of rank N , and we see that
dim Ker
(
E(−∞,λ)(T + S)− E(−∞,λ)(T )− I
)
= N
and Ker
(
E(−∞,λ)(T + S)− E(−∞,λ)(T ) + I
)
= {0}
for all λ ∈ (−1− 1/N,−1).
(2) Let a0 := −1, a1 := −1/2, a2 := −1/3. Consider the bounded self-
adjoint diagonal operator
T = diag
(
a0, a0 +
1/2
4
, a1, a1 +
1/6
4
, a0 +
1/2
5
, a1 +
1/6
5
, a0 +
1/2
6
, ...
)
on ℓ2(N0). Since |a0 − a1| = 1/2 and |a1 − a2| = 1/6, it follows that the
compact self-adjoint diagonal operator
S = −2 · diag
(
0,
1/2
4
, 0,
1/6
4
,
1/2
5
,
1/6
5
,
1/2
6
, ...
)
: ℓ2(N0)→ ℓ2(N0)
is such that
(+)
{
dim Ker
(
E(−∞,λ)(T + S)− E(−∞,λ)(T )− I
)
=∞
and Ker
(
E(−∞,λ)(T + S)− E(−∞,λ)(T ) + I
)
= {0}
for λ ∈ {−1,−1/2}.
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Clearly, this example can be extended such that (+) holds for all λ in
{−1,−1/2,−1/3, ...}.
4. ON THE DIMENSION OF Ker D(λ)
In this section, we deal with the question whether the operator D(λ) fulfills
condition (C1) in Theorem 2.3.
Suppose that the self-adjoint operators T and S are bounded and of finite rank,
respectively. We will provide a list of sufficient conditions such that the kernel of
D(λ) is infinite dimensional for all λ in R.
Furthermore, we will prove that the kernel of D(λ) is trivial for all λ in the
interval (minσess(T ),max σess(T )) and infinite dimensional for all λ in
R \ [minσess(T ),max σess(T )], provided that S = 〈·, ϕ〉ϕ is a rank one opera-
tor and the vector ϕ is cyclic for T , see Theorem 4.3 below.
4.1. Sufficient conditions such that dim Ker D(λ) = ∞. Let λ ∈ R. If the
kernel of D(λ) = E(−∞,λ)(T + S) − E(−∞,λ)(T ) is infinite dimensional, then
D(λ) fulfills conditions (C1) and (C2) in Theorem 2.3.
Let N ∈ N be the rank of S. The following proposition provides a list of
sufficient conditions such that the kernel of D(λ) is infinite dimensional.
Proposition 4.1. If at least one of the following three cases occurs for X = T
or for X = T + S, then the operator D(λ) is unitarily equivalent to a bounded
self-adjoint block-Hankel operator of order N with infinite dimensional kernel for
all λ ∈ R.
(1) The spectrum of X contains an eigenvalue of infinite multiplicity. In par-
ticular, this pertains to the case when the range of X is finite dimensional.
(2) The spectrum of X contains infinitely many eigenvalues with multiplicity
at least N + 1.
(3) The spectrum of the restricted operatorX|E⊥ has multiplicity at leastN+1
(not necessarily uniform), where E := {x ∈ H : x is an eigenvector of X}.
Proof. By Lemma 3.1, we know that condition (C3)N in Theorem 2.3 holds true
for all λ ∈ R. It remains to show that dim Ker D(λ) =∞ for all λ ∈ R.
First, suppose that there exists an eigenvalue λ0 of X = T with multiplicity
m ≥ N + 1, i. e. m ∈ {N + 1, N + 2, ...} ∪ {∞}. Define
M :=
(
Ran E{λ0}(T )
) ∩ (Ran S)⊥ 6= {0}.
It is easy to show that M is a closed subspace of H such that
• dimM ≥ m−N ,
• T |M = (T + S)|M,
• T (M) ⊂M and T (M⊥) ⊂M⊥,
• (T + S) (M) ⊂M and (T + S) (M⊥) ⊂M⊥.
Therefore, M is contained in the kernel of D(λ) for all λ ∈ R.
It follows that the kernel of D(λ) is infinite dimensional for all λ ∈ R whenever
case (1) or case (2) occur for the operator X = T ; in the case when X = T + S
the proof runs analogously.
Now suppose that case (3) occurs for X = T . Write
S =
N∑
k=1
αk〈·, ϕk〉ϕk : H→ H,
ON THE DIFFERENCE OF SPECTRAL PROJECTIONS 7
where ϕ1, ..., ϕN form an orthonormal system in H and α1, ..., αN are nonzero real
numbers. Define the closed subspace N := span
{
T jϕk : j ∈ N0, k = 1, ..., N
}
of H. It is well known that
• T |N⊥ = (T + S)|N⊥ ,
• T (N) ⊂ N and T (N⊥) ⊂ N⊥,
• (T + S) (N) ⊂ N and (T + S) (N⊥) ⊂ N⊥.
Therefore, N⊥ is contained in the kernel of D(λ) for all λ ∈ R. A standard proof
using the theory of direct integrals (see [5, Chapter 7], see in particular [5, Theorem
1, p. 177]) shows that N⊥ is infinite dimensional.
If X = T + S, then the proof runs analogously.
Now the proof is complete. 
4.2. The case when S is a rank one operator. For the rest of this section, let us
assume that S = 〈·, ϕ〉ϕ is a rank one operator.
The following example illustrates that dim Ker D(λ) may attain every value in
N, provided that ϕ is not cyclic for T . Recall that when dim Ker D(λ) is neither
zero nor infinity, Theorem 2.2 shows that Question 1 has to be answered negatively.
Example 4.2. Essentially, this is an application of Kreı˘n’s example from [16,
pp. 622–624].
Let 0 < λ < 1. Consider the bounded self-adjoint integral operators Aj , j = 0, 1,
with kernel functions
a0(x, y) =
{
sinh(x)e−y if x ≤ y
sinh(y)e−x if x ≥ y and a1(x, y) =
{
cosh(x)e−y if x ≤ y
cosh(y)e−x if x ≥ y
on the Hilbert space L2(0,∞). By [16, pp. 622–624], we know that A0 −A1 is of
rank one and that the difference E(−∞,λ)(A0)−E(−∞,λ)(A1) is a Hankel operator.
Furthermore, it was shown in [15, Theorem 1] that E(−∞,λ)(A0) − E(−∞,λ)(A1)
has a simple purely absolutely continuous spectrum filling in the interval [−1, 1].
In particular, the kernel of
E(−∞,λ)(A0)− E(−∞,λ)(A1)
is trivial. Let k ∈ N. Now consider block diagonal operators
A˜j := Aj ⊕M : L2(0,∞) ⊕ Ck → L2(0,∞) ⊕Ck, j = 0, 1,
where M ∈ Ck×k is an arbitrary fixed self-adjoint matrix. Then one has
dim Ker
(
E(−∞,λ)(A˜0)− E(−∞,λ)(A˜1)
)
= k.
The following consideration shows that (up to at most countably many λ in the
essential spectrum of T ) this is the only type of counterexample to Question 1
above.
The closed subspace N⊥ of H might be trivial, finite dimensional, or infinite
dimensional, where N := span{T jϕ : j ∈ N0}.
Case 1. If N⊥ is trivial, then ϕ is cyclic for T and Proposition 6.1 below implies
that D(λ) is unitarily equivalent to a bounded self-adjoint Hankel operator
for all λ in R except for at most countably many λ in σess(T ).
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Case 2. Suppose that dim (N⊥) =: k ∈ N. We will reduce this situation to the
first case. Let us identify N⊥ with Ck. The restricted operators T |N⊥
and (T + S)|N⊥ coincide on N⊥, and since N reduces both T and T + S
there exists a self-adjoint matrix M in Ck×k such that T and T +S can be
identified with the block diagonal operators T |N⊕M and (T + S)|N⊕M
acting on N⊕ Ck, respectively. Therefore,
D(λ) =
(
E(−∞,λ)
(
T |N + S|N
)− E(−∞,λ)(T |N ))⊕ 0, λ ∈ R,
and ϕ is cyclic for T |N.
Case 3. Since N⊥ ⊂ Ker D(λ) for all λ in R, it follows from Lemma 3.1 and
Theorem 2.2 that D(λ) is unitarily equivalent to a bounded self-adjoint
Hankel operator for all λ in R if N⊥ is infinite dimensional.
4.3. The case when ϕ is cyclic for T . This subsection is devoted to the proof of
the following theorem:
Theorem 4.3. Suppose that the self-adjoint operators T and S = 〈·, ϕ〉ϕ are
bounded and of rank one, respectively, and that the vector ϕ is cyclic for T . Let
λ ∈ R \ {minσess(T ), maxσess(T )}. Then the kernel of D(λ) is
(1) infinite dimensional if and only if λ ∈ R \ [minσess(T ),max σess(T )].
(2) trivial if and only if λ ∈ (minσess(T ),max σess(T )).
In particular, one has
either KerD(λ) = {0} or dim Ker D(λ) =∞.
The proof is based on a result by Liaw and Treil [19] and some harmonic anal-
ysis.
Theorem 4.3 will be an important ingredient in the proof of Proposition 6.1 be-
low. Likewise, it is of independent interest. Note that, according to Theorem 4.3,
the kernel of D(λ) is trivial for all λ between minσess(T ) and maxσess(T ), no
matter if the interval (minσess(T ),max σess(T )) contains points from the resol-
vent set of T , isolated eigenvalues of T , etc.
It will be useful to write S = Sα = α〈·, ϕ〉ϕ for some real number α 6= 0 such
that ‖ϕ‖ = 1.
Let λ ∈ R. Again, we write
Pλ = E(−∞,λ)(T + Sα) and Qλ = E(−∞,λ)(T ).
Observe that the kernel of Pλ −Qλ is equal to the orthogonal sum of (Ran Pλ) ∩
(Ran Qλ) and (Ker Pλ)∩(Ker Qλ). Therefore, we will investigate the dimensions
of (Ran Pλ) ∩ (Ran Qλ) and (Ker Pλ) ∩ (Ker Qλ) separately.
Now we follow [19, pp. 1948–1949] in order to represent the operators T and
T + Sα such that [19, Theorem 2.1] is applicable.
Define Borel probability measures µ and µα on R by
µ(Ω) := 〈EΩ(T )ϕ,ϕ〉 and µα(Ω) := 〈EΩ(T + Sα)ϕ,ϕ〉, Ω ∈ B(R),
respectively. According to [33, Proposition 5.18], there exist unitary operators
U : H → L2(µ) and Uα : H → L2(µα) such that UTU∗ = Mt is the multi-
plication operator by the independent variable on L2(µ), Uα(T + Sα)U∗α = Ms
is the multiplication operator by the independent variable on L2(µα), and one has
both (Uϕ)(t) = 1 on R and (Uαϕ)(s) = 1 on R. Clearly, the operators U and
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Uα are uniquely determined by these properties. By [19, Theorem 2.1], the unitary
operator Vα := UαU∗ : L2(µ)→ L2(µα) is given by
(Vαf) (x) = f(x)− α
∫
f(x)− f(t)
x− t dµ(t)(4.1)
for all continuously differentiable functions f : R → C with compact support.
For the rest of this subsection, we suppose that Vα satisfies (4.1). Without loss of
generality, we may further assume that T is already the multiplication operator by
the independent variable on L2(µ), i. e., we identify H with L2(µ), T with UTU∗,
and T + Sα with U(T + Sα)U∗.
In order to prove Theorem 4.3, we need the following lemma.
Lemma 4.4. Let λ ∈ R \ {maxσess(T )}. Then one has that the dimension of
(Ran Pλ) ∩ (Ran Qλ) is
(1) infinite if and only if λ > maxσess(T ).
(2) zero if and only if λ < maxσess(T ).
Proof. The idea of this proof is essentially due to the author’s supervisor, Vadim
Kostrykin.
The well-known fact (see, e. g., [33, Example 5.4]) that supp µα = σ(T + Sα)
implies that the cardinality of (λ,∞) ∩ supp µα is infinite [resp. finite] if and only
if λ < max σess(T ) [resp. λ > maxσess(T )].
Case 1. The cardinality of (λ,∞) ∩ supp µα is finite.
Since λ > maxσess(T ), it follows that
dim Ran E[λ,∞)(T + Sα) <∞ and dim Ran E[λ,∞)(T ) <∞.
Therefore, Ran E(−∞,λ)(T + Sα) ∩ Ran E(−∞,λ)(T ) is infinite dimensional.
Case 2. The cardinality of (λ,∞) ∩ supp µα is infinite.
If λ ≤ minσ(T ) or λ ≤ minσ(T + Sα), then (Ran Pλ) ∩ (Ran Qλ) = {0}, as
claimed. Now suppose that λ > minσ(T ) and λ > minσ(T + Sα).
Let f ∈ (Ran Pλ) ∩ (Ran Qλ). Then one has
f(x) = 0 for µ-almost all x ≥ λ and (Vαf) (x) = 0 for µα-almost all x ≥ λ.
Choose a representative f˜ in the equivalence class of f such that f˜(x) = 0 for
all x ≥ λ. Let r ∈
(
0, maxσess(T )−λ3
)
. According to [14, Corollary 6.4 (a)] and
the fact that µ is a finite Borel measure on R, we know that the set of continuously
differentiable scalar-valued functions onR with compact support is dense in L2(µ)
with respect to ‖ · ‖L2(). Thus, a standard mollifier argument shows that we can
choose continuously differentiable functions f˜n : R → C with compact support
such that∥∥f˜n − f˜∥∥L2() < 1/n and f˜n(x) = 0 for all x ≥ λ+ r, n ∈ N.
In particular, we may insert f˜n into Formula (4.1) and obtain(
Vαf˜n
)
(x) = α
∫
(−∞,λ+r)
f˜n(t)
x− tdµ(t) for all x ≥ λ+ 2r.
It is readily seen that
(Bg) (x) :=
∫
(−∞,λ+r)
g(t)
x− tdµ(t), x ≥ λ+ 2r,
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defines a bounded operator B : L2
(
1(−∞,λ+r)dµ
) → L2(1[λ+2r,∞)dµα) with
operator norm ≤ 1/r. It is now easy to show that
(∗)
∫
(−∞,λ]
f˜(t)
x− tdµ(t) = 0 for µα-almost all x ≥ λ+ 2r.
As r ∈
(
0, max σess(T )−λ3
)
in (∗) was arbitrary, we get that∫
(−∞,λ]
f˜(t)
x− tdµ(t) = 0 for µα-almost all x > λ.
From now on, we may assume without loss of generality that f˜ is real-valued.
Consider the holomorphic function from C \ (−∞, λ] to C defined by
z 7→
∫
(−∞,λ]
f˜(t)
z − tdµ(t).
Since λ < maxσess(T ), the identity theorem for holomorphic functions implies
that ∫
(−∞,λ]
f˜(t)
z − tdµ(t) = 0 for all z ∈ C \ (−∞, λ].
This yields
(∗∗)
∫
(−∞,λ]
f˜(t)
(x− t)2 + y2dµ(t) = 0 for all x ∈ R, y > 0.
Consider the positive finite Borel measure ν1 : B(R) → [0,∞) and the finite
signed Borel measure ν2 : B(R) → R defined by
ν1(Ω) :=
∫
Ω∩(−∞,λ]
dµ(t), ν2(Ω) :=
∫
Ω∩(−∞,λ]
f˜(t)dµ(t);
note that f˜ belongs to L1(µ).
Denote by pνj : {x+iy ∈ C : x ∈ R, y > 0} → R the Poisson transform of νj ,
pνj(x+ iy) := y
∫
R
dνj(t)
(x− t)2 + y2 , x ∈ R, y > 0, j = 1, 2.
It follows from (∗∗) that
pν2(x+ iy) = 0 for all x ∈ R, y > 0.
Furthermore, since ν1 is not the trivial measure, one has
pν1(x+ iy) > 0 for all x ∈ R, y > 0.
Now [12, Proposition 2.2] implies that
0 = lim
yց0
pν2(x+ iy)
pν1(x+ iy)
= f˜(x) for µ-almost all x ≤ λ.
Hence f˜(x) = 0 for µ-almost all x ∈ R. We conclude that (Ran Pλ) ∩ (Ran Qλ)
is trivial. This finishes the proof. 
Analogously, one shows that the following lemma holds true.
ON THE DIFFERENCE OF SPECTRAL PROJECTIONS 11
Lemma 4.5. Let λ ∈ R \ {minσess(T )}. Then one has that the dimension of
(Ker Pλ) ∩ (Ker Qλ) is
(1) infinite if and only if λ < minσess(T ).
(2) zero if and only if λ > minσess(T ).
Remark. The proof of Lemma 4.4 does not work if T is unbounded. To see this,
consider the case where the essential spectrum of T is bounded from above and T
has infinitely many isolated eigenvalues greater than max σess(T ).
Proof of Theorem 4.3. Taken together, Lemmas 4.4 and 4.5 imply Theorem 4.3.

5. ON NON-INVERTIBILITY OF D(λ)
In this section, the self-adjoint operator T is assumed to be bounded. The main
purpose of this section is to establish the following theorem.
Theorem 5.1. Let S : H → H be a compact self-adjoint operator. Then the
following assertions hold true.
(1) If λ ∈ R \ σess(T ), then D(λ) is a compact operator. In particular, zero
belongs to the essential spectrum of D(λ).
(2) Zero belongs to the essential spectrum of D(λ) for all but at most count-
ably many λ in σess(T ).
Note that we cannot exclude the case that the exceptional set is dense in σess(T ).
Remark. Martínez-Avendaño and Treil have shown “that given any compact subset
of the complex plane containing zero, there exists a Hankel operator having this set
as its spectrum” (see [21, p. 83]). Thus, Theorem 5.1 and [21, Theorem 1.1] lead
to the following result:
for all λ in R except for at most countably many λ in σess(T ), there exists a
Hankel operator Γλ such that σ(Γλ) = σ
(
D(λ)
)
.
First, we will prove Theorem 5.1 in the case when the range of S is finite dimen-
sional. If S is compact and the range of S is infinite dimensional, then the proof
has to be modified.
5.1. The case when the range of S is finite dimensional. Throughout this sub-
section, we consider a self-adjoint finite rank operator
S =
N∑
j=1
αj〈·, ϕj〉ϕj : H→ H, N ∈ N,
where ϕ1, ..., ϕN form an orthonormal system in H and α1, ..., αN are nonzero real
numbers.
Note that if there exists λ0 in R such that
dim Ran E{λ0}(T ) =∞ or dim Ran E{λ0}(T + S) =∞,
then dim Ker D(λ) = ∞ (see the proof of Proposition 4.1 (1) above) and hence
0 ∈ σess
(
D(λ)
)
for all λ ∈ R.
Define the sets M(X), M−(X), and M+(X) by
M(X) := {λ ∈ σess(X) : there exist λ±k in σ(X) such that λ−k ր λ, λ+k ց λ},
M−(X) := {λ ∈ σess(X) : there exist λ−k in σ(X) such that λ−k ր λ} \M(X),
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M+(X) := {λ ∈ σess(X) : there exist λ+k in σ(X) such that λ+k ց λ} \M(X),
where X = T or X = T + S. The following well-known result shows that these
sets do not depend on whether X = T or X = T + S.
Lemma 5.2 (see [1, Proposition 2.1]; see also [3, p. 83]). Let A and B be bounded
self-adjoint operators acting on H. If N := dim Ran B is in N and I ⊂ R is a
nonempty interval contained in the resolvent set of A, then I contains no more than
N eigenvalues of the operator A+B (taking into account their multiplicities).
In view of this lemma and the fact that the essential spectrum is invariant under
compact perturbations, we will write M instead of M(X), M+ instead of M+(X),
and M− instead of M−(X), where X = T or X = T + S.
Lemma 5.3. Let λ ∈ R \ (M ∪M−). Then D(λ) is a trace class operator.
Proof. There exists an infinitely differentiable function ψ : R → R with compact
support such that
E(−∞,λ)(T + S)− E(−∞,λ)(T ) = ψ(T + S)− ψ(T ).
Combine [4, p. 156, Equation (8.3)] with [25, p. 532] and [25, Theorem 2], and it
follows that D(λ) is a trace class operator. 
An analogous proof shows that D(λ) is a trace class operator for λ in M−,
provided that E{λ}(T + S)− E{λ}(T ) is of trace class.
Proposition 5.4. One has 0 ∈ σess
(
D(λ)
) for all but at most countably many
λ ∈ R.
In the proof of Proposition 5.4, we will use the notion of weak convergence for
sequences of probability measures.
Definition 5.5. Let E be a metric space. A sequence ν1, ν2, ... of Borel probability
measures on E is said to converge weakly to a Borel probability measure ν on E if
lim
n→∞
∫
fdνn =
∫
fdν for every bounded continuous function f : E→ R.
If ν1, ν2, ... converges weakly to ν, then we shall write νn
w→ ν, n→∞.
Proof of Proposition 5.4. First, we note that if λ < min (σ(T ) ∪ σ(T + S)) or
λ > max
(
σ(T )∪ σ(T + S)), then D(λ) is the zero operator, and there is nothing
to show. So let us henceforth assume that λ ≥ min (σ(T ) ∪ σ(T + S)) and
λ ≤ max (σ(T ) ∪ σ(T + S)).
The idea of the proof is to apply Weyl’s criterion (see, e. g., [33, Proposition
8.11]) to a suitable sequence of normed vectors. In this proof, we denote by
‖g‖∞,K the supremum norm of a function g : K → R, where K is a compact
subset of R, and by ‖A‖op the usual operator norm of an operator A : H→ H.
Choose a sequence (xn)n∈N of normed vectors in H such that
x1 ⊥ {ϕk : k = 1, ..., N} , x2 ⊥ {x1, ϕk, Tϕk : k = 1, ..., N} , ...,
xn ⊥
{
x1, ..., xn−1, T
jϕk : j ∈ N0, j ≤ n− 1, k = 1, ..., N
}
, ...
Consider sequences of Borel probability measures (νn)n∈N and (ν˜n)n∈N that are
defined as follows:
νn(Ω) := 〈EΩ(T )xn, xn〉, ν˜n(Ω) := 〈EΩ(T + S)xn, xn〉, Ω ∈ B(R).
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It is easy to see that by Prohorov’s theorem (see, e. g., [23, Proposition 7.2.3]), there
exist a subsequence of a subsequence of (xn)n∈N and Borel probability measures
ν and ν˜ with support contained in σ(T ) and σ(T + S), respectively, such that
νnk
w→ ν as k →∞ and ν˜nkℓ
w→ ν˜ as ℓ→∞.
Due to this observation, we consider the sequences
(
xnkℓ
)
ℓ∈N
,
(
νnkℓ
)
ℓ∈N
, and(
ν˜nkℓ
)
ℓ∈N
which will be denoted again by (xn)n∈N, (νn)n∈N, and (ν˜n)n∈N.
Put NT := {µ ∈ R : ν({µ}) > 0} and NT+S := {µ ∈ R : ν˜({µ}) > 0}. Then
the set NT ∪NT+S is at most countable. Consider the case where λ does not belong
to NT ∪ NT+S . Define ξ := min {minσ(T ), minσ(T + S)} − 1. Consider the
continuous functions fm : R→ R, m ∈ N, that are defined by
fm(t) :=
(
1+m(t−ξ))·1[ξ−1/m, ξ](t)+1(ξ, λ)(t)+(1−m(t−λ))·1[λ,λ+1/m](t).
The figure below shows (qualitatively) the graph of fm.
✄
✄
✄
✄ ❈
❈
❈
❈
FIGURE 1. The graph of fm.
For all m ∈ N, choose polynomials pm,k such that
‖fm − pm,k‖∞,K → 0 as k →∞,(5.1)
where K :=
[
min
(
σ(T ) ∪ σ(T + S)) − 10, max (σ(T ) ∪ σ(T + S))+ 10].
By construction of (xn)n∈N, one has
pm,k(T + S)xn = pm,k(T )xn for all n > degree of pm,k.(5.2)
For all m ∈ N, the function |1(−∞,λ) − fm|2 is bounded, measurable, and
continuous except for a set of both ν-measure zero and ν˜-measure zero.
Now (5.2) and the Portmanteau theorem (see, e. g., [13, Theorem 13.16 (i) and
(iii)]) imply
lim sup
n→∞
∥∥(E(−∞,λ)(T + S)− E(−∞,λ)(T ))xn∥∥
≤
(∫
R
|1(−∞,λ)(t)− fm(t)|2dν(t)
)1/2
+
(∫
R
|1(−∞,λ)(s)− fm(s)|2dν˜(s)
)1/2
+ ‖fm(T )− pm,k(T )‖op
+ ‖fm(T + S)− pm,k(T + S)‖op
for all m ∈ N and all k ∈ N. First, we send k → ∞ and then we take the limit
m→∞. As m→∞, the sequence |1(−∞,λ) − fm|2 converges to zero pointwise
almost everywhere with respect to both ν and ν˜. Now (5.1) and the dominated
convergence theorem imply
lim
n→∞
∥∥(E(−∞,λ)(T + S)−E(−∞,λ)(T ))xn∥∥ = 0.
14 C. UEBERSOHN
Recall that (xn)n∈N is an orthonormal sequence. Thus, an application of Weyl’s
criterion (see, e. g., [33, Proposition 8.11]) concludes the proof. 
Remark. If T is unbounded, then the spectrum of T is unbounded, so that the
proof of Proposition 5.4 does not work. For instance, we used the compactness of
the spectrum in order to uniformly approximate fm by polynomials.
Moreover, it is unclear whether an orthonormal sequence (xn)n∈N as in the
proof of Proposition 5.4 can be found in the domain of T .
5.2. The case when the range of S is infinite dimensional. In this subsection,
we suppose that S is compact and the range of S is infinite dimensional. The
following lemma is easily shown.
Lemma 5.6. Let λ ∈ R \ σess(T ). Then D(λ) is compact.
Furthermore, Proposition 5.4 still holds when S is compact and the range of S
is infinite dimensional. To see this, we need to modify two steps of the proof of
Proposition 5.4.
Let us write S =
∑∞
j=1 αj〈·, ϕj〉ϕj , where ϕ1, ϕ2, ... is an orthonormal system
in H and α1, α2, ... are nonzero real numbers.
(1) In contrast to the proof of Proposition 5.4 above, we choose an orthonormal
sequence x1, x2, ... in H as follows:
x1 ⊥ ϕ1, x2 ⊥ {x1, ϕ1, ϕ2, Tϕ1, Tϕ2}, ...,
xn ⊥ {x1, ..., xn−1, ϕk, Tϕk, ..., T n−1ϕk : k = 1, ..., n}, ...
By construction, one has
p(T + Fℓ)xn = p(T )xn for all n > max(ℓ, degree of p),
where p is a polynomial, ℓ ∈ N, and Fℓ :=
∑ℓ
j=1 αj〈·, ϕj〉ϕj .
(2) We continue as in the proof of Proposition 5.4 above and estimate as follows:
lim sup
n→∞
∥∥(E(−∞,λ)(T + S)− E(−∞,λ)(T ))xn∥∥
≤
(∫
R
|1(−∞,λ)(t)− fm(t)|2dν(t)
)1/2
+
(∫
R
|1(−∞,λ)(s)− fm(s)|2dν˜(s)
)1/2
+ ‖fm(T )− pm,k(T )‖op
+ ‖fm(T + S)− pm,k(T + S)‖op
+ ‖pm,k(T + S)− pm,k(T + Fℓ)‖op
for all k, ℓ,m ∈ N, where ‖ · ‖op denotes the operator norm. It is well known
that the operators Fℓ uniformly approximate the operator S as ℓ tends to infinity.
Therefore, ‖pm,k(T + S)− pm,k(T + Fℓ)‖op → 0 as ℓ→∞.
Analogously to the proof of Proposition 5.4 above, it follows that
lim
n→∞
∥∥(E(−∞,λ)(T + S)−E(−∞,λ)(T ))xn∥∥ = 0.
Hence, we have shown that zero belongs to the essential spectrum of D(λ) for
all but at most countably many λ ∈ R.
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5.3. Proof of Theorem 5.1. Taken together, Lemma 5.3 and Proposition 5.4 show
that Theorem 5.1 holds whenever the range of S is finite dimensional.
In the preceding subsection, we have shown that Theorem 5.1 also holds when
S is compact and the range of S is infinite dimensional.
Now the proof is complete. 
5.4. The smooth situation. In order to apply a result of Pushnitski [27] to D(λ),
we check the corresponding assumptions stated in [27, p. 228].
First, define the compact self-adjoint operator G := |S| 12 : H → H and the
bounded self-adjoint operator S0 := sign(S) : H → H. Obviously, one has S =
G∗S0G. Define the operator-valued functions h0 and h on R by
h0(λ) = GE(−∞,λ)(T )G
∗, h(λ) = GE(−∞,λ)(T + S)G
∗, λ ∈ R.
In order to fulfill [27, Hypothesis 1.1], we need the following assumptions.
Hypothesis. Suppose that there exists an open interval δ contained in the absolutely
continuous spectrum of T . Next, we assume that the derivatives
h˙0(λ) =
d
dλ
h0(λ) and h˙(λ) =
d
dλ
h(λ)
exist in operator norm for all λ ∈ δ, and that the maps δ ∋ λ 7→ h˙0(λ) and
δ ∋ λ 7→ h˙(λ) are Hölder continuous (with some positive exponent) in the operator
norm.
Now [27, Theorem 1.1] yields that for all λ ∈ δ, there exists a nonnegative real
number a such that
σess
(
D(λ)
)
= [−a, a] .
The number a depends on λ and can be expressed in terms of the scattering matrix
for the pair T , T + S, see [27, Formula (1.3)].
Example 5.7. Again, consider Kreı˘n’s example [16, pp. 622–624]. That is, H =
L2(0,∞), the initial operator T = A0 is the integral operator from Example 4.2,
and S = 〈·, ϕ〉ϕ with ϕ(x) = e−x. Put δ = (0, 1). Then Pushnitski has shown
in [27, Subsection 1.3] that, by [27, Theorem 1.1], one has σess
(
D(λ)
)
= [−1, 1]
for all 0 < λ < 1.
In particular, the operator D(λ) fulfills condition (C2) in Theorem 2.2 for all
0 < λ < 1.
6. PROOF OF THE MAIN RESULTS
This section is devoted to the proof of Theorem 2 and Theorem 3. First, we need
to show two auxiliary results.
6.1. Two auxiliary results.
Proposition 6.1. Let T and S = 〈·, ϕ〉ϕ be a bounded self-adjoint operator and a
self-adjoint operator of rank one acting on H, respectively.
(1) The operator D(λ) is unitarily equivalent to a self-adjoint Hankel operator
of finite rank for all λ in R \ [minσess(T ),max σess(T )].
(2) Suppose that ϕ is cyclic for T . Then D(λ) is unitarily equivalent to a
bounded self-adjoint Hankel operator for all λ in R \ σess(T ) and for all
but at most countably many λ in σess(T ).
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Proof. (1) follows easily from Lemma 3.1 and Theorem 2.2, because
D(λ) = E(−∞,λ)(T + S)− E(−∞,λ)(T )
= E[λ,∞)(T )−E[λ,∞)(T + S)
is a finite rank operator for all λ in (−∞,minσess(T )) ∪ (maxσess(T ),∞).
(2) is a direct consequence of Lemma 3.1, Theorem 4.3, Theorem 5.1, and The-
orem 2.2.
This concludes the proof. 
Lemma 6.2. The statements of Theorem 3 hold if T is additionally assumed to be
bounded.
Proof. Let λ ∈ R. It follows from Halmos’ decomposition (see [10]) of H with
respect to the orthogonal projections E(−∞,λ)(T + S) and E(−∞,λ)(T ) that we
obtain the following orthogonal decomposition of H with respect to D(λ):
H =
(
Ker D(λ)
)
⊕
(
Ran E{1}
(
D(λ)
))⊕ (Ran E{−1}(D(λ)))⊕ H(λ)g .
Here H(λ)g is the orthogonal complement of
H˜
(λ) :=
(
Ker D(λ)
)
⊕
(
Ran E{1}
(
D(λ)
))⊕ (Ran E{−1}(D(λ)))
in H. Clearly, H(λ)g is reducing for the operator D(λ). It follows from Lemma 2.1
that D(λ)|
H
(λ)
g
is unitarily equivalent to −D(λ)|
H
(λ)
g
.
It is elementary to show that there exists a compact self-adjoint block diagonal
operator K˜λ ⊕ 0 on H˜(λ) ⊕ H(λ)g with the following properties:
• K˜λ ⊕ 0 fulfills assertion (2) in Theorem 3.
• the range of K˜λ ⊕ 0 is infinite dimensional if and only if one of the closed
subspaces Ran E{1}
(
D(λ)
)
, Ran E{−1}
(
D(λ)
)
is finite dimensional and
the other one is infinite dimensional.
• the kernel of D(λ)− (K˜λ ⊕ 0) is either trivial or infinite dimensional.
• if H˜(λ) 6= {0}, then the spectrum of D(λ)|
H˜(λ)
− K˜λ is contained in the in-
terval [−1, 1] and consists only of eigenvalues. Moreover, the dimensions
of Ran E{t}
(
D(λ)|
H˜(λ)
− K˜λ
)
and Ran E{−t}
(
D(λ)|
H˜(λ)
− K˜λ
)
differ by
at most one, for all 0 < t ≤ 1.
The block diagonal operator K˜λ ⊕ 0 serves as a correction term for D(λ). In
particular, no correction term is needed if H˜(λ) = {0}.
Theorem 5.1 and the invariance of the essential spectrum under compact pertur-
bations imply that zero belongs to the essential spectrum of D(λ)− (K˜λ ⊕ 0) for
all λ in R except for at most countably many λ in σess(T ).
Therefore, an application of [22, Theorem 1] yields that D(λ) − (K˜λ ⊕ 0) is
unitarily equivalent to a bounded self-adjoint Hankel operator Γλ on ℓ2(N0) for all
λ in R except for at most countably many λ in σess(T ).
Thus, by the properties of K˜λ ⊕ 0 listed above, the claim follows. 
Remark. If we consider E(−∞,λ](T ) − E(−∞,λ](T + S), the difference of the
spectral projections associated with the closed interval (−∞, λ] instead of the open
interval (−∞, λ), then all assertions in Lemma 3.1, Proposition 4.1, Theorem 4.3,
Theorem 5.1, Proposition 6.1, and Lemma 6.2 remain true. All proofs can easily
be modified.
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6.2. The case when T is semibounded. In this subsection, which is based on
Kreı˘n’s approach in [16, pp. 622–623], we deal with the case when the self-adjoint
operator T is semibounded but not bounded. As before, we write
D(λ) = E(−∞,λ)(T + S)− E(−∞,λ)(T )
if S is a compact self-adjoint operator and λ ∈ R.
First, consider the case when T is bounded from below. Choose c ∈ R such that
T + cI ≥ 0 and T + S + cI ≥ 0.(6.1)
It suffices to consider D(λ) for λ ≥ −c. Compute
D(λ) = E[λ,∞)(T )− E[λ,∞)(T + S)
= E(−∞,µ]
(
(T + (1 + c)I)−1
)− E(−∞,µ]((T + S + (1 + c)I)−1),
where µ = 1λ+1+c . By the second resolvent equation, one has(
T+S+(1+c)I
)−1
=
(
T+(1+c)I
)−1−(T+S+(1+c)I)−1S(T+(1+c)I)−1.
The operator
(6.2) S′ := −(T + S + (1 + c)I)−1S(T + (1 + c)I)−1
is compact and self-adjoint. One can easily show that rank S′ = rank S.
In particular, if S = 〈·, ϕ〉ϕ has rank one and ϕ′ := (T+(1+c)I)−1ϕ
‖(T+(1+c)I)−1ϕ‖
, then there
exists a number α′ ∈ R such that S′ = α′〈·, ϕ′〉ϕ′.
We have shown:
Lemma 6.3. Let T be a self-adjoint operator which is bounded from below but
not bounded, let S be a compact self-adjoint operator, and let c be such that (6.1)
holds. Then D(λ) = 0 for all λ < −c and
D(λ) = E(−∞,µ]
(
T ′
)− E(−∞,µ](T ′ + S′) for all λ ≥ −c.
Here µ = 1λ+1+c , T
′ =
(
T + (1 + c)I
)−1
, and S′ is defined as in (6.2).
The case when T is bounded from below can now be pulled back to the bounded
case, see the remark in Subsection 6.1 above.
Proposition 6.4. Suppose that S = 〈·, ϕ〉ϕ is a self-adjoint operator of rank one
and that T is a self-adjoint operator which is bounded from below but not bounded.
Assume further that the spectrum of T is not purely discrete and that the vector ϕ
is cyclic for T . Then the kernel of D(λ) is trivial for all λ > minσess(T ).
Furthermore, D(λ) is unitarily equivalent to a bounded self-adjoint Hankel op-
erator for all λ inR \σess(T ) and for all but at most countably many λ in σess(T ).
Proof. Let c be such that (6.1) holds.
It is easy to show that (T + (1 + c)I)−1ϕ is cyclic for (T + (1 + c)I)−1 if ϕ is
cyclic for T .
Furthermore, it is easy to show that the function x 7→ 1x+1+c is one-to-one from
σess(T ) onto σess
(
(T + (1 + c)I)−1
) \ {0}.
One has that minσess
(
(T+(1+c)I)−1
)
= 0 and, since the spectrum of T is not
purely discrete, maxσess
(
(T +(1+c)I)−1
)
= 1λ0+1+c , where λ0 := minσess(T ).
Therefore, µ = 1λ+1+c belongs to the open interval
(
0, 1λ0+1+c
)
if and only if
λ > λ0.
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In view of Lemma 6.3 and the remark in Subsection 6.1 above, the claims follow.

Moreover, standard computations show:
Corollary 6.5. Suppose that S is a self-adjoint operator of finite rank N ∈ N and
that T is a self-adjoint operator which is bounded from below but not bounded. We
obtain the same list of sufficient conditions for D(λ) to be unitarily equivalent to a
bounded self-adjoint block-Hankel operator of order N with infinite dimensional
kernel for all λ ∈ R as in Proposition 4.1 above.
Proof. Let X = T or X = T + S and let c be such that (6.1) holds. One has:
• The real number λ is an eigenvalue of X with multiplicity k ∈ N ∪ {∞}
if and only if 1λ+1+c is an eigenvalue of (X + (1 + c)I)
−1 with the same
multiplicity k.
• The spectrum of the restricted operator X|E⊥ has multiplicity at leastN+1 if
and only if the spectrum of the restricted operator (X + (1 + c)I)−1
∣∣
E⊥
has
multiplicity at least N + 1, where E := {x ∈ H : x is an eigenvector of X}.
In view of Lemma 6.3 and the remark in Subsection 6.1 above, the claim follows.

In Proposition 6.4, we assumed that the spectrum of T is not purely discrete.
Now consider the case when T has a purely discrete spectrum. By the invariance
of the essential spectrum under compact perturbations, it is clear that the operator
T +S also has a purely discrete spectrum, for all compact self-adjoint operators S.
Moreover, since T is bounded from below, we know that T + S is bounded from
below as well. Therefore, the range of D(λ) is finite dimensional for all λ ∈ R,
and in particular conditions (C1) and (C2) in Theorem 2.3 are fulfilled.
Combining this with Lemma 3.1 and the remark in Subsection 6.1 above, we
have shown:
Proposition 6.6. Suppose that S is a self-adjoint operator of finite rank N ∈ N
and that T is a bounded from below self-adjoint operator with a purely discrete
spectrum. Then D(λ) is unitarily equivalent to a finite rank self-adjoint block-
Hankel operator of order N for all λ ∈ R.
This proposition supports the idea that there is a structural correlation between
the operator D(λ) and block-Hankel operators.
Now, consider the case when T is bounded from above. Choose c ∈ R such that
T − cI ≤ 0 and T + S − cI ≤ 0.
It suffices to consider D(λ) for λ ≤ c. Compute
D(λ) = E(µ,∞)
(
(T + S − (1 + c)I)−1)− E(µ,∞)((T − (1 + c)I)−1)
= E(−∞,µ]
(
(T − (1 + c)I)−1)− E(−∞,µ]((T + S − (1 + c)I)−1),
where µ = 1λ−(1+c) . By the second resolvent equation, one has(
T+S−(1+c)I)−1 = (T−(1+c)I)−1−(T+S−(1+c)I)−1S(T−(1+c)I)−1.
The operator S′′ := −(T + S − (1 + c)I)−1S(T − (1 + c)I)−1 is compact and
self-adjoint with rank S′′ = rank S.
ON THE DIFFERENCE OF SPECTRAL PROJECTIONS 19
In particular, if S = 〈·, ϕ〉ϕ has rank one and ϕ′′ := (T−(1+c)I)−1ϕ
‖(T−(1+c)I)−1ϕ‖
, then there
exists a number α′′ ∈ R such that S′′ = α′′〈·, ϕ′′〉ϕ′′.
Now proceed analogously to the case when T is bounded from below.
It follows that Proposition 6.4 holds in the case when T is bounded from above
but not bounded if we replace λ > minσess(T ) by λ < maxσess(T ).
Furthermore, Corollary 6.5 still holds if T is bounded from above but not
bounded.
Obviously, Proposition 6.6 holds in the case when T is bounded from above.
6.3. Proof of Theorem 2 and Theorem 3. Let us first complete the proof of The-
orem 2.
Proof of Theorem 2. If the operator T is bounded, then the statement of Theorem
2 follows from Proposition 6.1 and the discussion of Case 1 – Case 3 in Subsection
4.2 above.
Now suppose that T is bounded from below but not bounded and let c be such
that (6.1) holds. First, assume that the spectrum of T is not purely discrete. If ϕ
is cyclic for T , then the claim follows from Proposition 6.4. In the case when ϕ is
not cyclic for T , we consider the bounded operator T ′ and the rank one operator S′
defined as in Lemma 6.3 above. As we have noted in the proof of Proposition 6.4,
it is easy to show that the function x 7→ 1x+1+c is one-to-one from σess(T ) onto
σess
(
T ′
) \ {0}. Now the statement of Theorem 2 follows from the remark in Sub-
section 6.1, Proposition 6.1, and the discussion of Case 1 – Case 3 in Subsection
4.2 above.
If T has a purely discrete spectrum, then Proposition 6.6 shows that D(λ) is
unitarily equivalent to a finite rank self-adjoint Hankel operator for all λ ∈ R.
If T is bounded from above but not bounded, then the proof runs analogously.
This finishes the proof. 
Now let us prove Theorem 3.
Proof of Theorem 3. In view of Lemma 6.2, it suffices to consider the case when
T is semibounded but not bounded.
First, let T be bounded from below but not bounded and let c be such that (6.1)
holds. Again, recall that the function x 7→ 1x+1+c is one-to-one from σess(T ) onto
σess
(
(T + (1 + c)I)−1
) \ {0}. Now the statements of Theorem 3 follow from
Lemma 6.3, the remark in Subsection 6.1 above, and Lemma 6.2.
If T is bounded from above but not bounded, then the proof runs analogously.

7. SOME EXAMPLES
In this section, we apply the above theory in the context of operators that are of
particular interest in various fields of (applied) mathematics, such as Schrödinger
operators.
In any of the following examples, the operator D(λ) is unitarily equivalent to a
bounded self-adjoint (block-) Hankel operator for all λ in R.
First, we consider the case when T has a purely discrete spectrum.
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Example 7.1. Let H = L2(Rn) and suppose that V ≥ 0 is in L1loc(Rn) such that
Lebesgue measure of {x ∈ Rn : 0 ≤ V (x) < M} is finite for all M > 0. Then
the self-adjoint Schrödinger operator T ≥ 0 defined by the form sum of−∆ and V
has a purely discrete spectrum, see [37, Example 4.1]; see also [35, Theorem 1].
Therefore, if S is any self-adjoint operator of finite rank N , then Proposition 6.6
implies that D(λ) is unitarily equivalent to a finite rank self-adjoint block-Hankel
operator of order N for all λ ∈ R.
Next, consider the case when S = 〈·, ϕ〉ϕ is of rank one and ϕ is cyclic for T .
Example 7.2. Once again, consider Kreı˘n’s example [16, pp. 622–624].
The operators T = A0 and T+〈·, ϕ〉ϕ = A1, where ϕ(x) = e−x, from Example
4.2 both have a simple purely absolutely continuous spectrum filling in the interval
[0, 1]. Therefore, D(λ) is the zero operator for all λ ∈ R \ (0, 1).
(∗) The function ϕ is cyclic for T .
Hence, Theorem 4.3 implies that the kernel of D(λ) is trivial for all 0 < λ < 1.
Furthermore, an application of Proposition 6.1 yields that D(λ) is unitarily
equivalent to a bounded self-adjoint Hankel operator for all λ in R except for at
most countably many λ in [0, 1].
Note that, in this example, explicit computations show that there are no excep-
tional points (see [16]).
Proof of (∗). Let k be inN0. Define the kth Laguerre polynomial Lk on (0,∞) by
Lk(x) :=
ex
k!
dk
dxk
(xke−x). Furthermore, define ψk on (0,∞) by ψk(x) := xke−x.
A straightforward computation shows that(
A0ψk
)
(x) =
1
2
e−x
{
xk+1
k + 1
+
1
2k+1
k−1∑
ℓ=0
(2x)k−ℓ
k!
(k − ℓ)!
}
.
By induction on n ∈ N0, it easily follows that p · ϕ belongs to the linear span of
Aℓ0ϕ, ℓ ∈ N0, ℓ ≤ n, for all polynomials p of degree ≤ n.
In particular, the functions φj defined on (0,∞) by φj(x) :=
√
2 Lj(2x)e
−x
are elements of span
{
Aℓ0ϕ : ℓ ∈ N0, ℓ ≤ n
}
for all j ∈ N0 with j ≤ n.
Since (φj)j∈N0 is an orthonormal basis of L2(0,∞), it follows that ϕ is cyclic
for T . 
Example 7.2 suggests the conjecture that Proposition 6.1 (2) can be strengthened
to hold up to a finite exceptional set.
Last, we consider different examples where the multiplicity in the spectrum of
T is such that we can apply Proposition 4.1.
Example 7.3. (1) Let T be an arbitrary orthogonal projection on H, and let S
be a self-adjoint operator of finite rank. Then zero or one is an eigenvalue
of T with infinite multiplicity, and we can apply Proposition 4.1.
(2) Put H = L2(0,∞) and let T be the Carleman operator, i. e., the bounded
Hankel operator such that
(Tg)(x) =
∫ ∞
0
g(y)
x+ y
dy
for all continuous functions g : (0,∞) → C with compact support.
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It is well known (see, e. g., [26, Chapter 10, Theorem 2.3]) that the Car-
leman operator has a purely absolutely continuous spectrum of uniform
multiplicity two filling in the interval [0,pi]. Therefore, if S is any self-
adjoint operator of rank one, Proposition 4.1 can be applied.
Jacobi operators. Consider a bounded self-adjoint Jacobi operator H acting on
the Hilbert space ℓ2(Z) of complex square summable two-sided sequences.
More precisely, suppose that there exist bounded real-valued sequences a = (an)n
and b = (bn)n with an > 0 for all n ∈ Z such that
(Hx)n = anxn+1 + an−1xn−1 + bnxn, n ∈ Z,
cf. [36, Theorem 1.5 and Lemma 1.6]. The following result is well known.
Proposition 7.4 (see [36], Lemma 3.6). Let H be a bounded self-adjoint Jacobi
operator on ℓ2(Z). Then the singular spectrum of H has spectral multiplicity one,
and the absolutely continuous spectrum of H has multiplicity at most two.
In the case where H has a simple spectrum, there exists a cyclic vector ϕ for H ,
and we can apply Proposition 6.1 to H with the rank one perturbation S = 〈·, ϕ〉ϕ.
Otherwise, H fulfills condition (3) with N = 1 in Proposition 4.1. Let us
discuss some examples in the latter case with T = H . Since S can be an arbitrary
self-adjoint operator of rank one, we do not mention it in the following.
Example 7.5. Consider the discrete Schrödinger operator H = HV on ℓ2(Z) with
bounded potential V : Z→ R,(
HV x
)
n
= xn+1 + xn−1 + Vnxn, n ∈ Z.
If the spectrum of HV contains only finitely many points outside of the interval
[−2, 2], then [6, Theorem 2] implies that HV has a purely absolutely continuous
spectrum of multiplicity two on [−2, 2].
It is well known that the free Jacobi operator H0 with V = 0 has a purely
absolutely continuous spectrum of multiplicity two filling in the interval [−2, 2].
Let us consider the almost Mathieu operator H = Hκ,β,θ : ℓ2(Z) → ℓ2(Z)
defined by
(Hx)n = xn+1 + xn−1 + 2κ cos
(
2pi(θ + nβ)
)
xn, n ∈ Z,
where κ ∈ R \ {0} and β, θ ∈ R. In fact, it suffices to consider β, θ ∈ R/Z.
The almost Mathieu operator plays an important role in physics, see, for in-
stance, the review [18] and the references therein.
Here, we are interested in cases where Proposition 4.1 can be applied to the
almost Mathieu operator with an arbitrary self-adjoint rank one perturbation.
Sufficient conditions for this purpose are provided in the following lemma.
Lemma 7.6. (1) If β is rational, then for all κ and θ the almost Mathieu
operator Hκ,β,θ is periodic and has a purely absolutely continuous spec-
trum of uniform multiplicity two.
(2) If β is irrational and |κ| < 1, then for all θ the almost Mathieu operator
Hκ,β,θ has a purely absolutely continuous spectrum of uniform multiplicity
two.
Proof. (1) If β is rational, then Hκ,β,θ is a periodic Jacobi operator. Hence, it is
well known (see, e. g., [36, p. 122]) that the spectrum of Hκ,β,θ is purely absolutely
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continuous. According to [8, Theorem 9.1], we know that the absolutely continu-
ous spectrum of Hκ,β,θ is uniformly of multiplicity two. This proves (1).
(2) Suppose that β is irrational. Avila has shown (see [2, Main Theorem]) that
the almost Mathieu operator Hκ,β,θ has a purely absolutely continuous spectrum if
and only if |κ| < 1. Again, [8, Theorem 9.1] implies that the absolutely continuous
spectrum of Hκ,β,θ is uniformly of multiplicity two. This finishes the proof. 
Problems 4–6 of Simon’s list [34] are concerned with the almost Mathieu op-
erator. Avila’s result [2, Main Theorem], which we used in the above proof, is a
solution for Problem 6 in [34].
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