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We focus on cross-sectional parametric models, of the kind commonly seen in applications. Pooling time-series and cross-sectional variation leads to substantial additional complexity. Thus, we consider linear causal models like
where X = 1 or 0 according as the subject is in treatment or control; Z 1 and Z 2 are confounders, correlated with X. The random error U is independent of X, Z 1 , and Z 2 .
The "propensity score"p is an estimate for P (X = 1|Z 1 , Z 2 ), that is, the conditional probability of finding the subject in the treatment group given the confounders. Subjects with X = 1 receive weight 1/p; subjects with X = 0 receive weight 1/(1 −p). A "weighted" regression minimizes the weighted sum of squares.
We investigated the operating characteristics of weighting in a dozen simulation models. In these simulations, there were n = 1000 independent, identically distributed subjects. In some cases, we reran the simulation with n = 10,000 subjects, to see the effect of larger n on bias and variance.
Each simulation had two components. The first component was a model that explained selection into the treatment or control condition. The second component was a causal model that determined response to treatment and to confounders. (Responses may be continuous or binary.) Selection was exogenous, that is, independent of the error term in the causal model.
The simulations were all favorable to weighting, in three important ways: (i) subjects were independent and identically distributed, (ii) selection was exogenous, and (iii) the selection equation was properly specified. We report in detail on two simulations that were reasonably typical, and mention some others in passing. We write Y for the response, X for treatment status (0 if in control, 1 if in treatment), and Z for the confounder. Generally, Z is multivariate normal.
SIMULATION #1
Our first simulation had a continuous linear response and probit selection. The causal model is
where U is N(0, 1). The selection model is
where V is N(0, 1). Here, a, b, c 1 , c 2 , d, e, f 1 , and f 2 are parameters.
Propensity-Weighted Regression 3 Equation (3) may look a bit cryptic. More explicitly, the equation says that X = 1 if e + f 1 Z 1 + f 2 Z 2 + V > 0; otherwise, X = 0. By construction, U, V , and Z = (Z 1 , Z 2 ) are all independent, and Z is bivariate normal. The observables are (X, Z, Y ) . The variables U and V are not observable. In particular, X follows a probit model. To construct the weights, we fit this probit model to the data on (X, Z).
Letp be the estimated probability that X = 1 given Z. Subjects with X = 1 get weight w = 1/p. Subjects with X = 0 get weight w = 1/(1−p). Notice thatp depends on Z, so w depends on X and Z. Notice too that the selection equation is correctly specified.
For simplicity, we put a = b = c 1 = d = 1 and c 2 = 2 in equation (2). To keep variability in the weights within bounds, we make e = .5, f 1 = .25, and f 2 = .75 in equation (3). We set var(Z 1 ) = 2, var(Z 2 ) = 1, cov(Z 1 , Z 2 ) = 1, E(Z 1 ) = .5, and E(Z 2 ) = 1.
We run regressions of Y on X and Z, unweighted and weighted, getting estimates for a, b, . . . , and their nominal standard errors. ("Nominal" standard errors are computed from the usual regression formulae.) We also run a regression of Y on X and Z 1 . Finally, we run a simple regression of Y on X.
Without the weights, the latter two regressions are misspecified: there is omitted-variables bias. The point of the weighting, as in most of the social-science literature we reviewed, is to correct omitted-variables bias. In the simulations, truth is known, so we can evaluate the extent to which the correction succeeds.
We repeat the process 250 times, getting the mean of the estimates, the standard deviation of the estimates, and the root mean square of the nominal standard errors. We abbreviate SD for standard deviation, SE for standard error, and RMS for root mean square. The SD measures the likely size of the random error in the estimates.
If Z 1 and Z 2 are both included in the regression, the weighted multiple regression estimates are essentially unbiased. However, the SD of theb's is about double the SD in the unweighted regression. Furthermore, the nominal SEs are too small by a factor of three (Table 1 , first two blocks). When all the covariates are included, weighting the regression is therefore counterproductive. There is no bias to reduce, there is an increase in variance, and the nominal SEs become difficult to interpret.
Next, suppose Z 2 is omitted from the regression. The unweighted regression of Y on X and Z 1 then gives a biased estimate for b. The weighted regression of Y on X and Z 1 is still somewhat biased for b, and quite biased for a and c 1 . The bias inb is "small-sample bias." The other biases will not disappear with larger samples. The SDs in the weighted last two blocks) . Again, the bias in the weighted regression estimate for b is a small-sample bias: with an n of 10,000, this bias will largely disappear.
The bias inâ comes about because E(Z) = 0. This bias remains no matter how large the sample may be. If we wish to estimate the causal effects of the treatment and control regimes separately, conditional on the covariates, this bias cannot be ignored. (It does cancel if we estimate differential effects.)
Some of the trouble is due to variability in the weights. We did the simulation over again, truncating the weights at 20: in other words, when the weight is above 20, we replace it by 20. Qualitatively, results are similar. Quantitatively, there is a noticeable reduction in variance-even though we only trim 6 weights per 1000 subjects. However, there is some increase in bias. We also tried filtering out subjects with large weights. This was worse than truncation. Variability in the weights is a difficulty that is frequently encountered in applications.
The unweighted simple regression of Y on X has substantial bias, and the nominal SEs are far too optimistic. Why? The error term in this regression is c 1 Z 1 + c 2 Z 2 . Some of this will be picked up in the intercept and the coefficient of X, explaining the bias. The remainder is heteroscedastic, partly because X is a binary variable so (X, Z 1 , Z 2 ) cannot be jointly normal, partly because weighting converts homoscedastic errors to heteroscedastic. That explains the deficiencies in the nominal SEs.
We return to the weighted regressions. It seems natural to try the HuberWhite correction, but this is unlikely to help. With omitted variables, errors do not have conditional expectation 0 given the included variables, even after we subtract the projection of the error vector onto the regressors. Again, (X, Z 1 , Z 2 ) isn't normal, and the projection operator depends on the weights. The key assumption behind the correction is false. (Outliers are another problem.) Indeed, the Huber-White correction did not work very well for us, even in the full multivariate regression. The reason for this last failure may be the length of the tail in the distribution of 1/p, which is our next topic.
Recall that the weights w are defined as follows: w = 1/p for subjects with X = 1 and w = 1/(1 −p) for subjects with X = 0, wherep is the estimated value for P (X = 1|Z 1 , Z 2 ). A histogram for log log w in The height of each bar shows the number of observations falling in the corresponding class interval; there were 180 observations with X = 0 and 820 with X = 1. That is why the bottom histogram is bigger. It also has longer tails. The difference in the length of the tails in the two distributions is one of the problems faced by the weighting procedure. (The difference is not due to the difference in sample sizes.)
The two logs are needed to get a decent-looking histogram. The low end of the scale corresponds to weights just above 1, that is,p's just below 1. The high end of the scale corresponds to weights on the order of 50 to 250 for X = 0, and 5 to 15 for X = 1, depending on how the random numbers fall. For the particular replication reported here, the maximal weights were about 150 and 7, respectively. However, maxima are notoriously vulnerable to chance fluctuations, and larger weights do occur.
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Which way do our assumptions cut? The assumption that subjects are independent and identically distributed is favorable to the modeling enterprise. So is the exogeneity of the selection mechanism. Making V normal is another kindness; without it, the selection equation would be misspecified. Making U normal also seems to be generous, since the response equation is estimated by least squares.
Assuming Z to be normal presents tradeoffs that are more complicated. With shorter-tailed distributions, weighting may work better. With longertailed distributions, which seem more common in practice, weighting is likely to do worse.
In our simulations, the exogenous regressors Z 1 and Z 2 are randomized afresh on each of the 250 repetitions. Generating the Z's once and for all at the beginning and re-using the same Z's throughout makes almost no difference to the results. (We tried it.) In principle, the SDs should go down a little, but the difference is too small to see.
RESULTS FOR SIMULATION #2
Simulation #2 is just like simulation #1, with logit selection and logit response; the parameter values remain the same, along with the joint distribution of (Z 1 , Z 2 ). The causal model is
and the selection model is
where (Z 1 , Z 2 ), U , and V are independent; U and V follow the standard logistic distribution.
Results are much like those in Simulation #1. See Table 2 . However, with omitted variables, the weighted logistic regression performs very poorly at estimating the coefficient b of the treatment variable. (A "weighted" logistic regression maximizes the weighted log likelihood function.) When Z 1 and Z 2 are both omitted, the sign ofb is usually wrong. The unweighted simple logistic regression does substantially better.
The bad behavior of the weighted simple logistic regression is not a small-sample problem. It is quite reproducible. We think it is due to occasional large weights. However, if we truncate the weights above at 20, there is no improvement in the weighted estimator. At 10-and this affects only 65/1000 of the weights-b has a fair chance of being positive. In practice, of course, it might be hard to tell how much truncation to do. We return to this point later. 
COVARIATE BALANCE
Covariate balance in a sample after weighting is sometimes used to justify the results of propensity score weighted regression. We tried Simulation #1 with one covariate instead of two. Parameters values were a little different. About 40% of the time, the covariate balanced across treatment and control groups. In these data sets, the simple weighted regression estimator was nearly unbiased for b. But the SD of theb's was about double the SD in the unweighted multiple regression, and the nominal SE was much too small. Therefore, covariate balance in the data does not answer our arguments. In our setup, you are better off just running the unweighted multiple regression. Of course, the response equation is correctly specified, which counsels against weighting. The selection equation is correct too, but this counsels in favor of weighting.
DISCUSSION
When a linear causal model is correctly specified, weighting is counterproductive, because there is no bias to remove. On the other hand, when the model omits relevant variables, weighting regressions by propensity scores is worth considering. If the propensity scores can be accurately estimated, weighting may lead to a substantial reduction in bias-although, with realistic samples sizes, the bias that remains can be appreciable. The price of bias reduction is an increase in random error, along with a downward bias in the nominal SEs. See Table 1 .
There are two threshold questions. (i) Were relevant variables omitted from the causal model? (ii) Is there enough information to estimate the propensity scores with good accuracy? If the answer to both questions is "yes," the propensity scores are likely to help reduce bias. However, the conjunction is improbable. If variables are missing from the causal model, variables are likely to be missing from the selection model too. In all our simulation models, the selection model was correctly specified, shifting the balance in favor of weighting.
When the response model is logit, weighting creates substantial bias in coefficient estimates. See Table 2 . There are parameters that can usefully be estimated in a weighted logit specification, but these are not the usual parameters of interest. Similar comments apply to the probit model and the proportional hazards model. On the latter, see Hernán, Brumback, and Robins (2001) .
In the simulations reported here, as in many social-science papers, weighting is not intended to correct specification errors other than omittedvariables bias. The errors we have in mind include heteroscedasticity, dependence between subjects, endogeneity (selection into treatment correlated with the error term in the causal model), and so forth. In some of our simulations, weighting worsens endogeneity bias in multiple regression, but helps in simple regression.
With non-parametric models for response and selection-this is closer to Robins' original conception-the issues will be different. Still, you need to get at least one of the two models (and preferably both) nearly right in order for weighting to help much. If both models are wrong, weighting could easily be a dead end. There are papers suggesting that under some circumstances, estimating a shaky causal model and a shaky selection model should be doubly robust. Our results indicate that under other circumstances, the technique is doubly frail.
Robins and his collaborators were not estimating structural equations. They were estimating contrasts: what would happen if you put everyone into the treatment condition? the control condition? This is not a suggestion to replace structural equations by non-parametric modeling and contrasts. Our point is that caution is needed when using new techniques. Sometimes you do have to read the fine print. Non-parametric models, Robins' work, and contrasts versus structural equations will be discussed below.
The bottom line for social scientists is this. If you have a causal model that you believe, you should probably just fit it to the data. If there are omitted variables but the propensity scores can somehow be estimated with reasonable accuracy, weighting the regression should reduce bias. If you believe the propensity scores but not the causal model, a good option might be weighted contrasts between the treatment and control groups. On the other hand, weighting is likely to increase random error by a substantial amount, and nominal standard errors (the ones printed out by the software) can be much too small.
If you are going to weight, it rarely makes sense to use the same set of covariates in the response equation and the selection equation. Furthermore, you should always look at the weights. If results are sensitive to a few large weights, it is time to reconsider. Finally, if you go beyond continuous response variables and weighted least squares, each combination of response Propensity-Weighted Regression 11 model and fitting procedure has to be considered separately-to see what the weighted regression is going to estimate.
LITERATURE REVIEW
There have recently been a number of studies that apply propensity score weighting to causal models. Much of the research addresses topics of interest to social scientists. The studies proceed in two steps, which are mimicked by our simulations.
Step 1. A model (typically logit or probit) is used to estimate the probability of selection into the treatment and control groups. The treatment may be an explicit intervention such as hospice care (Gazalo and Miller, 2007) . Or, it may reflect some feature of an ongoing social process, such as marriage (Sampson et al., 2006) . The units of analysis may be individuals (Francesconi and Nicoletti, 2006) , or larger entities such as neighborhoods (Tita and Ridgeway, 2007) .
Step 2. Estimated probabilities from the first step are used to construct weights. The weights are then used to fit the causal model of substantive interest. The causal model can take a variety of forms: conventional linear regression (Francisco and Nicoletti, 2006) , logistic regression (Bluthenthal et al., 2006) , Poisson regression (Tita and Ridgeway, 2007) , hierarchical Poisson regression (Sampson et al., 2006) , or proportional hazards (McNiel and Binder, 2007) .
Sample sizes generally range from several hundred to several thousand. There will typically be several dozen covariates. In one example (Schonlau, 2006) , there were over 100 possible covariates to choose from, and the sample size was around 650.
Investigators differ on procedures used for choosing regressors in the causal model. Sometimes, all available covariates are used (McNiel and Binder, 2007) . Sometimes there is a screening process, so that only variables identified as important or out of balance are included (Ridgeway, McCaffrey, and Morral, 2006) . Typically, a multivariate model is used; sometimes, however, there are no covariates (Leslie and Theibaud, 2007) .
Some investigators use rather elaborate estimation procedures, including the lasso (Ridgeway, McCaffrey, and Morral, 2006) and boosting (Schonlau, 2006) . These estimation procedures, like the variable selection procedures and choice of response model-when combined with weighting-can change the meaning of the parameters that are being estimated. Thus, caution is in order.
Investigators may combine "robust" standard errors and non-linear response models like hierarchical Poisson regressions (Sampson et al., 2006) . The use of robust standard errors implicitly acknowledges that the model has the wrong functional form (Freedman, 2006) . However, specification error is rarely considered to be a problem.
In this literature, important details of the model specification often remain opaque. See, for instance, pp. 483-9 in Sampson et al. (2006) : although the selection model is clear, the response model remains unclear.
Few authors consider the bias in nominal standard errors, or the problems created by large weights. We saw no mention of definitional problems created by nonlinear response models or complex estimation procedures. Lunceford and Davidian (2004) summarize the theory of weighted regressions, with some informative simulations. However, the limitations of the technique are not fully described.
In a biomedical application, Hirano and Imbens (2001) recommend including interactions between the treatment dummy and the covariates. In our simulations, this sometimes reduced bias in the estimated intercept, but usually had little effect.
Two journals have special issues that explore the merits of propensity scores. This includes use of propensity scores in weighted regression and in earlier techniques, such as (i) creating match sets or (ii) computing weighted contrasts between treatment and control groups. See Other references of interest include Arceneaux, Gerber, and Green (2006) , Glazerman, Levy, and Myers (2003) , Wilde and Hollister (2007) . These authors point to serious weaknesses in the propensity-score methods that have been used for program evaluation.
Review of Economics and
The basic papers on weighted regression include Rotnitzky (1992, 1995) , Robins, Rotnitzky, and Zhao (1994) , Rotnitzky, Robins, and Scharfstein (1998) , Bang and Robins (2005) . The last describes simulations that show the power of weighted regressions when the assumptions behind the technique are satisfied, even approximately. Kang and Schafer (2008) criticize use of weighted regressions, a central issue being variability in the weights. There is a reply by Robins, Sued, Lei-Gomez, and Rotnitzky (2008) . Also see Crump, Hotz, Imbens, and Mitnik (2007) on handling variable weights. Freedman (2008) describes a measure-theoretic justification for weighting, in terms of Radon-Nikodym derivatives.
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Weighted regression should be distinguished from the methods suggested by Heckman (1978 Heckman ( , 1979 . For instance, if U and V in (2)-(3) are correlated, Heckman recommended maximum likelihood, or-in the linear case-including an additional term in the regression to center the errors.
When unbiased estimators do not exist, there are theorems showing that reduction in bias is generally offset by an increase in variance (Doss and Sethuraman, 1989) . Evans and Stark (2002) provide a broader context for this discussion.
THEORY
Suppose we have a linear causal model as in Simulation #1,
where (Z 1 , Z 2 ) is correlated with X. However, we omit Z 1 and Z 2 when we run the regression. Omitted-variables bias is the consequence, and the regression estimator is inconsistent. If we weight the regression using propensity weights, then Z 1 and Z 2 will be asymptotically balanced between treatment (X = 1) and control (X = 0). In other words, after weighting, covariates will be independent of treatment status, and hence cannot confound the causal relationship. From this perspective, what can we say aboutâ in a weighted simple regression? (See Table 1 , last block.) It turns out thatâ estimates, not a itself, but a + E(c 1 Z 1 + c 2 Z 2 ), which is the average effect of the control condition-averaged across all values of the confounders. Weighting changed the meaning of the estimand. This is often the case.
The discussion here is intended only as a useful heuristic, rather than rigorous mathematics. A rigorous treatment would impose moment conditions on weighted variables, distinguishing between estimated weights and true weights.
Theoretical treatments of weighted regression generally assume that subjects are independent and identically distributed (IID). This is a very strong assumption. By comparison, with structural models, the exogenous variables need not be independent or identically distributed across subjects. Instead, it is commonplace to condition on such variables.
The stochastic elements that remain are the latent variables in the selection and response equations. To be sure, if the latents in the two equations fail to be independent within subject, or fail to be IID across subjects, the models will be misspecified. With nonparametric models, the IID assumption may go deeper. That is our next topic.
NONPARAMETRIC ESTIMATION
Suppose subject i is observed for time t = 0, 1, 2, . . . . Subjects are assumed to be IID. In period t > 0, subject i chooses to be in treatment (X it = 1) or control (X it = 0). This choice depends on a vector of covariates Z it−1 defined in the previous period. There is a response Y it that depends on the choice of regime X it and on the covariates Z it−1 . Furthermore, Z it depends on Z it−1 , X it , and Y it . The functions f , g, and h determine choice, response, and evolution of covariates respectively. These functions are unknown in form, although subject to a priori smoothness conditions. We do not allow them to depend on i or t. There are unobserved random errors U it , V it , and W it . These are assumed to be independent within subject and IID across subjects, with
The system is assumed to be complete: apart from the random errors, there are no unobserved covariates that influence treatment choice or response.
(Social-science applications discussed above do not satisfy the completeness assumption-far from it.) This is a rather complex environment, in which parametric models might not do very well. It is for this sort of environment that Robins and his colleagues developed weighting. The object was to determine what would happen if the choice equation (7a) was no longer operative, and various treatment regimes were imposed on the subjects-without changing the response functions g, h, or the random errors-a prospect that makes little sense in social-science applications like Sampson et al. (2006) or Schonlau (2006) . Sampson et al. at least have the sort of longitudinal data structure where parametric models might run into trouble. Schonlau, among others, uses weights in a cross-sectional data structure.
CONTRASTS
Let i index the subjects in T and j index the subjects in C, so w i = 1/p i and w j = 1/(1 −p j ), where p k is the probability that subject k is in T . Assume that selection into T or C is exogenous, and the p k are well estimated.
We would like to know the average response if all study subjects were put into T . A sensible estimator is the weighted average response over the treatment group in the study,
Likewise, a sensible estimator for the average response if all subjects were put into C is the weighted average over the study's control group,
These are approximations to the familiar Horvitz-Thompson estimators. The difference between (8a) and (8b) is a weighted contrast. If selection is endogenous, or the weights are poorly estimated, the estimators in (8) are likely to be unsatisfactory. Even with exogenous selection, a large sample, and good estimates for the weights, variances may be large, and estimated variances may not be satisfactory-if there is a lot of variation in the weights across subjects. For instance, a relatively small number of subjects with large weights can easily determine the outcome, in which case the effective sample size is much reduced.
As a technical matter, the coefficient of the treatment variable in a weighted simple regression coincides with the weighted contrast (although the two procedures are likely to give different nominal variances). Anything distinctive about the weighted regression approach must involve the possibility of multiple regression when estimating the response equation. However, as we suggest above, it may be counterproductive to increase the analytic complexity by introducing multiple regression, variable selection, and the like.
CONTRASTS vs STRUCTURAL EQUATIONS
Linear causal models like (1) are called "response equations" or "structural equations." Implicitly or explicitly, the coefficients are often given causal interpretations. If you switch a subject from control to treatment, all else held constant, X changes from 0 to 1. The response should then increase by the coefficient of X, namely, b. Similarly, if Z 1 is increased by one unit, all else held constant, the response should go up by c 1 units. In the papers by Robins and his school, the focus is quite different. Nothing is held constant. The objective is to estimate the average response-over all values of the confounders-if all subjects are put in treatment, or all subjects are put in control. When weights are used, it can take some effort to identify the estimands. For additional discussion of structural equations, see Freedman (2005) .
CONCLUSIONS
Investigators who have a causal model that they believe in should probably just fit the equation to the data. If there are omitted variables but the propensity scores can be estimated with reasonable accuracy, weighting the regression should reduce bias.
On the other hand, weighting is likely to increase random error by a substantial amount, the nominal standard errors are often severely biased downward, and substantial bias can still be present in the estimated causal effects. Variation in the weights creates problems; the distribution of the weights should always be examined.
If the causal model is dubious but the selection model is believable, an option to consider is the weighted contrast between the treatment and control groups. However, this analysis may be fragile. Again, random errors can be large, and there can be serious problems in estimating the standard errors.
Going beyond continuous response variables and weighted least squares leads to additional complications. Each combination of response model and fitting procedure has to be considered on its own, to see what the weighted regression is going to estimate. Even with weighted least squares, some care is needed to identify estimands.
