Evaluating the patient impact of health professions education is a societal priority with many challenges. Researchers would benefit from a summary of topics studied and potential methodological problems. We sought to summarize key information on patient outcomes identified in a comprehensive systematic review of simulation-based instruction. DATA SOURCES: Systematic search of MEDLINE, EMBASE, CINAHL, PsychINFO, Scopus, key journals, and bibliographies of previous reviews through May 2011. STUDY ELIGIBILITY: Original research in any language measuring the direct effects on patients of simulationbased instruction for health professionals, in comparison with no intervention or other instruction. APPRAISAL AND SYNTHESIS: Two reviewers independently abstracted information on learners, topics, study quality including unit of analysis, and validity evidence. We pooled outcomes using random effects. RESULTS: From 10,903 articles screened, we identified 50 studies reporting patient outcomes for at least 3,221 trainees and 16,742 patients. Clinical topics included airway management (14 studies), gastrointestinal endoscopy (12), and central venous catheter insertion (8). There were 31 studies involving postgraduate physicians and seven studies each involving practicing physicians, nurses, and emergency medicine technicians. Fourteen studies (28 %) used an appropriate unit of analysis. Measurement validity was supported in seven studies reporting content evidence, three reporting internal structure, and three reporting relations with other variables. The pooled Hedges' g effect size for 33 comparisons with no intervention was 0.47 (95 % confidence interval [CI], 0.31-0.63); and for nine comparisons with non-simulation instruction, it was 0.36 (95 % CI, −0.06 to 0.78). LIMITATIONS: Focused field in education; high inconsistency (I 2 >50 % in most analyses). CONCLUSIONS: Simulation-based education was associated with small-moderate patient benefits in comparison with no intervention and non-simulation instruction, although the latter did not reach statistical significance. Unit of analysis errors were common, and validity evidence was infrequently reported.
INTRODUCTION
Evaluating the patient impact of health professions education has become a societal priority in the past decade, 1, 2 concurrent with increased emphasis on evidence-based medicine, patient safety, and practice efficiencies. Although there are legitimate concerns about the use of patient outcomes, 3 few would argue against the appeal of measuring patient effects as "translational" outcomes of medical education. 4 Systematic reviews indicate that patient outcomes are reported in 0-5 % of medical education studies. [5] [6] [7] [8] [9] However, such studies are at risk of being over-interpreted. The validity of the measurements and the integrity of the statistical analyses are particularly important, for if measurements are invalid or statistical analyses are flawed, the results cannot be trusted.
Researchers aspiring to measure patient outcomes would benefit from knowing the clinical topics that have and have not been studied, the methodological problems that should be avoided, and the magnitude of expected effects. The purpose of our study was to fill these gaps, using data from a comprehensive systematic review of simulation-based instruction.
Technology-enhanced simulation has emerged as a powerful tool in health professions education. [10] [11] [12] Previous reports from our review have demonstrated that simulation is superior to no intervention (609 studies) 13 and to nonsimulation instruction (92 studies), 14 and have used comparisons of different simulation interventions (289 studies) to identify evidence-based best practices. 15 The present study is a planned sub-analysis of these data. We aimed to summarize studies evaluating patient outcomes, identifying the clinical areas addressed, the methodological strengths and flaws common to such research, and the magnitude of effect that might be expected in such studies. We are not aware of such a review published in any field of medical education.
Methodological Issues in Patient Outcomes Studies
In this review, we focused on two methodological issues: measurement validity and statistical integrity. Measurement validity can be evaluated by accruing evidence from five sources: 1) content (steps to ensure that the instrument reflects what it is intended to measure); 2) internal structure (reproducibility or factor structure); 3) relations with other variables (associations with another measure or with training level); 4) response process (analysis of rater response or test security); and 5) consequences (the downstream impact of the assessment itself). 16, 17 Systematic reviews have documented that validity evidence is infrequently reported. Estimates vary widely depending on the sample, but content, internal structure, and relations with other variables evidence are typically reported in < 40 % of studies, 6, 9, 13, [18] [19] [20] [21] and response process and consequences are reported in < 10 %. 18 However, the reporting of validity evidence for patient outcomes is unknown.
In an education intervention study, the unit of intervention is the trainee, and thus the unit of statistical analysis should also be the trainee, not the patient. 22 Studies in which multiple patients contribute data for each trainee (patients clustered in trainees) require statistical techniques that account for such clustering. 23 Clinical research suggests that such unit of analysis errors are relatively common, ranging from 22 to 71 %, [24] [25] [26] [27] [28] [29] and generally inflate the power of the analysis. 26, 30 This may lead to conclusions of statistical significance when none are warranted. We are not aware of studies evaluating the prevalence of unit of analysis error in health professions education. The CON-SORT extension for cluster randomized trials 31 also requests information on how clustering was incorporated into sample size calculations, and how clusters and individuals (i.e., trainees and patients) progress through the trial. During our review, we further noted frequent independent analysis of multiple similar outcomes (multiple independent hypothesis testing). We sought to determine the prevalence of these methodological deficiencies.
METHODS
This review is a planned sub-analysis of a comprehensive systematic review of technology-enhanced simulation; more detailed methods have been published previously. 13 It was planned, conducted, and reported in adherence to current standards of quality for reporting systematic reviews. 32 
Questions
We sought to evaluate the type, clinical task, and average effect size of patient outcomes in simulation-based education.
For each outcome, we also sought to evaluate the frequency of validity evidence reporting and quality of statistical analysis.
Study Eligibility and Definitions
We included all comparative studies that used patient outcomes to evaluate technology-enhanced simulation for training health professionals in any field or stage of training. Health professionals included student and practicing physicians, nurses, emergency medicine technicians, and other allied health providers. We included studies making comparison with no intervention (i.e., a control arm or preintervention assessment) or alternate instruction. We made no exclusions based on language or year of publication. We defined technology-enhanced simulation as an educational tool or device with which the learner physically interacts to mimic an aspect of clinical care. 13 Computerbased virtual patients and human patient actors (standardized patients) did not qualify as technology-enhanced simulation, but did count as comparison interventions.
We defined patient outcome as a direct effect on a patient, such as complication or procedural success, in contrast with trainee behaviors such as proficiency or efficiency, which may or may not have the desired effect (e.g., a technically poor performance may still have a good outcome, and conversely a complication may follow a technically correct performance). We further classified patient effects as those that happen to the patient but may not affect morbidity or mortality (e.g., procedural success or delay in diagnosis), and those that arise within the patient (e.g., survival or complications; see Table 1 ).
Study Identification
With the assistance of a research librarian, we searched multiple databases including MEDLINE, EMBASE, CINAHL, PsychINFO, ERIC, Web of Science, and Scopus. We also examined the reference lists of key review articles and 190 included articles, and the full table of contents of two journals devoted to health professions simulation. The last search date was May 11, 2011 . This search strategy has been published in full. 13 
Study Selection
To identify studies for inclusion, two reviewers independently screened the titles and abstracts of all potentially eligible articles. For articles that could not be excluded based on title/abstract, we obtained and reviewed the full text, again independently and in duplicate. We resolved all disagreements by consensus. Chance-adjusted interrater agreement, determined using the intraclass correlation coefficient (ICC), was 0.69.
Data Extraction
We abstracted information from each study using a standardized abstraction form. Two independent reviewers abstracted all information for which reviewer judgment was required, with disagreements resolved by consensus. ICC for identification of patient outcomes (vs. other study outcomes) was 0.74. We coded the number and type of patient outcomes (ICC 0.84), and further classified these as within-patient or to-patient events (ICC 1.0).
We abstracted information on study methods, including outcome validity evidence, study design, method of group assignment, and blinding of assessments, using the Medical Education Research Study Quality Instrument 6 (MERSQI) and an adaptation of the Newcastle-Ottawa Scale (NOS) for cohort studies. 33 We coded additional methodological issues specific to our research questions, including: 
Data Synthesis
We synthesized outcomes quantitatively using random-effects meta-analysis. We first calculated a standardized mean difference (Hedges' g effect size) using methods described previously. 13 For articles reporting insufficient information to calculate an effect size, we requested additional information from authors. We conducted separate meta-analyses for studies making comparison with a) no intervention, b) nonsimulation instruction, and c) another simulation-based instructional intervention. For all analyses, we planned sensitivity analyses excluding studies that used p-value upper limits or imputed standard deviations to estimate the effect size. We also planned subgroup analyses based on topic, study design (randomized versus nonrandomized and onegroup pre-post vs. two-group), unit of analysis (trainee vs. patient), and blinding. We did not conduct subgroup analyses for the non-simulation and simulation-simulation comparisons, due to the paucity of studies.
For the simulation-simulation studies, we first coded each study arm for several key features of instructional design. 34 Then, for each feature we conducted a separate meta-analysis pooling the results of studies in which that feature varied between study arms (i.e., if a given feature were present equally in both arms, then that study would Perforation (colonoscopy) 46 Patient discomfort during event (7) Patient discomfort (colonoscopy) 39 Survival (6) Survival to discharge (cardiac resuscitation) 48 Stillbirth (obstetric delivery with umbilical cord prolapse) 57 Duration of stay (2) Duration of hospitalization (cardiac resuscitation) 48 Patient satisfaction (2) Patient satisfaction (intrauterine device insertion) 73 Patient symptoms / quality of life (0) To-patient outcomes: conditions or events that happen to the patient Procedural success (31) Successful endotracheal intubation 72 Reach cecum (colonoscopy) 44 Successful venous cannulation 83 Evaluation of final product (2) Tissue removed during transurethral resection of prostate 67 Accuracy of diagnosis (1) Major pathology identified (upper gastrointestinal endoscopy) 66 Delay in diagnosis (1) Time to computed tomography (CT) scan (major trauma) 65 Delay in critical action (1) Time to operating room (major trauma) 65 *Number of studies reporting one or more outcomes of this type (many studies reported >1 outcome) † Identified in advance as potential outcomes; none identified in this sample, but included here for completeness of the model not be included in the meta-analysis for that feature). This approach has been described in detail previously. 15 The weighting for all meta-analyses was based on the number of trainees, not the number of patients. We quantified between-study inconsistency (heterogeneity) using the I 2 statistic, 35 which estimates the percentage of variability not due to chance. I 2 values > 50 % indicate large inconsistency. We used SAS 9.1 (SAS Institute, Cary, NC) for all analyses. Statistical significance was defined by a two-sided alpha of 0.05, and interpretations of clinical significance emphasized confidence intervals in relation to Cohen's effect size classifications (0.5-0.8=moderate, 0.2-0.5=small). 36 
RESULTS

Trial Flow
Of the 985 studies meeting initial inclusion criteria, 50 (5 %) reported one or more patient outcomes (see Appendix eFigure 1). These studies enrolled at least 3,221 trainees and reported data on over 16,742 patients. Of the 34 studies making comparison with no intervention, 32 were included in our group's previous meta-analysis, 13 one was not included in that analysis due to missing information, 37 and for one, 62 we identified the patient outcome after publication of that review. In addition, we include in the present review nine studies making comparison with non-simulation instruction [71] [72] [73] [74] [75] [76] [77] [78] [79] and eight studies making comparison with alternate simulation. 71, [80] [81] [82] [83] [84] [85] [86] These comparisons with active interventions were included in previous meta-analyses. 14, 15 Three articles omitted the number of trainees; we contacted these authors and two provided needed information.
Study Features
Key information is summarized in Table 2 . The first study was published in 1979, with only seven more studies published over the ensuing 22 years (see eFigure 2). By contrast, over half the studies were published in or after 2008. One study was published in French and one in Spanish. Thirty studies originated from the USA, ten from Europe, five from Asia, four from Canada, and one from Central America. The most common clinical topics were airway management (N=14), gastrointestinal endoscopy (N= 12), and central venous catheter insertion (N= 8). Over half the studies involved postgraduate physician trainees (i.e., residents; N=31), followed by practicing physicians, nurses, and emergency medicine technicians (seven studies each). Studies involving medical and nursing students were few (three each).
Most studies (31) reported one or more outcomes indicating procedural success (e.g., successfully reaching the cecum in a colonoscopy), while 24 reported complications (such as bloodstream infection or pneumothorax). Seven reported patient discomfort during a procedure, six reported survival, and two reported duration of hospitalization (see Table 1 ).
Study Quality: Participant Flow, Analysis Errors, Validity Evidence Table 3 summarizes the methodological quality of included studies. Of the 50 studies, 47 articles reported the number of trainees enrolled and two authors supplied this information upon request. Among these 49 studies, the average enrollment was 65.7 trainees (median 34; range 5-300). Seven studies (of 50) did not report trainee follow-up (i.e., the number of trainees contributing to patient outcomes results). Forty studies reported the number of patients, with an average sample size of 419 (median 145; range 24-7,650). Among 36 studies providing information on both trainees and patients, the average number of patients per trainee ranged from 0.8 (i.e., the number of patients contributing information was fewer than the number of trainees) to 170, with a mean (median) 16.1 (3.8) .
Three studies reported one patient observation per trainee. Among the remaining 47 studies, 29 used an inappropriate unit of analysis (i.e., failed to account for clustering), and an additional seven reported insufficient information to discern the unit of analysis. Patient data were linked with the care-providing trainee in 38 studies; in the remainder, aggregate patient data were analyzed.
Few studies reported validity evidence to support the interpretations of outcome measurements: seven provided content evidence, three provided internal structure evidence, and three reported relations with other variables. None reported response process or consequences evidence.
The patient outcome was identified as the primary outcome in 13 studies, and as a secondary outcome in five studies. The patient outcome was not mentioned in the objective or methods in three studies. A power statement for the patient outcome was present in seven studies. None of these power statements made mention of clustering or unit of analysis, although in one case there was a 1:1 relation between trainees and patients, so no adjustment was required. Four studies reported and adjusted analyses based on patient demographic data, 18 studies reported demographics without adjustment, and one study adjusted for demographics without reporting this information.
Quantitative Synthesis: Comparison with No Intervention
Thirty-four studies made comparison with no intervention (e.g., single-group pretest-posttest study, or comparison with a no-training arm), and 33 of these (with 1,694 trainees providing data) contained sufficient information to include in meta-analysis. The pooled effect size (see Fig. 1 ) for these interventions was 0.47 (95 % confidence Three studies reported better outcomes from the untrained group, but differences were not statistically significant. A 10-min skill session did not improve first-attempt endotracheal intubation success (20/40 for trained residents vs. 15/24 for untrained). 58 Residents participating in a 10-h simulationbased course had significantly improved adherence to guidelines during cardiac resuscitation, but patient survival to discharge was slightly lower (9/20 for trained vs. 13/28 for untrained). 48 Self-directed hands-on practice with a manikin, added to multimodal training common to all trainees (computer, lecture, observation, and supervised practice on one patient), led to improved instructor ratings of competence, but slightly higher rate of perioral trauma during endotracheal intubation (3/10 for trained vs. 2/13 untrained). Sensitivity analysis excluding one study with imprecise effect size calculations did not appreciably alter the results. One group of investigators published a series of studies with overlapping dates, evaluating training in central venous catheterization using outcomes of arterial puncture, 51,52 pneumothorax, 52 procedural success, 52 and catheter-related bloodstream infection. 50 Because of possible non-independence among these three studies, we conducted a sensitivity analysis including only one of these studies, with virtually identical results.
Quantitative Synthesis: Comparative Effectiveness
Nine studies (494 participants) made comparison with nonsimulation training (e.g., lecture or standardized patient). [71] [72] [73] [74] [75] [76] [77] [78] [79] The pooled effect size (see Fig. 2 ) for these studies was 0.36 (95 % CI, −0.06 to 0.78; p=0.09), consistent with a small effect. Inconsistency was large (I 2 =70 %) and effect sizes ranged from −1.37 to 1.51. The seven randomized trials had an effect size of 0.53. The funnel plot was symmetric, and sensitivity analyses did not alter conclusions.
Eight studies evaluated the comparative effectiveness of two different simulation-based instructional approaches. 71, [80] [81] [82] [83] [84] [85] [86] For these studies, we conducted meta-analyses according to seven (2) 14 (28) Randomized 2-group (3) 27 (56) Sampling: No. institutions (maximum 1.5) 1 (0.5) 37 (74) 2 ( Subjective (1) 4 (8) Objective (3) 46 (92) Validity evidence (maximum 3) Content (1) 7 (14) Internal structure (1) 3 (6) Relations to other variables (1) 3 (6) Data analysis: appropriate (maximum 1)
Appropriate (1) 13 (26) Data analysis: sophistication (maximum 2)
Descriptive (1) 6 (12) Beyond descriptive analysis (2) 44 (88) Highest outcome type (maximum 3)
Patient/health care outcomes (3) 50 (100) Comparability of cohorts criterion A was present if the study a) was randomized, or b) controlled for a baseline learning outcome; criterion B was present if a) a randomized study concealed allocation, or b) an observational study controlled for another baseline learner characteristic. Follow-up was high if ≥75 % of those enrolled provided outcome data, or if authors described those lost to follow-up key instructional design features, by looking for differences in the presence of that feature between study arms (see Fig. 3 ). For example, increased clinical variation among simulated cases has been hypothesized to enhance learning. 34 The degree of clinical variation differed between interventions in three studies, and pooling these results confirmed that more clinical variation was associated with significantly improved outcomes (pooled effect size, 0.46 [95 % CI, 0.18-0.74; p=0.001]). Similar analyses suggested that use of multiple learning strategies and longer time spent learning are associated with improved patient outcomes. For cognitive interactivity, individualized learning, mastery learning, and range of difficulty, the differences were small and not statistically significant.
DISCUSSION
We identified 50 studies reporting patient outcomes in the evaluation of simulation-based education for health professionals. All of these studies involved procedural tasks such as airway management, gastrointestinal endoscopy, or central venous catheter insertion. Most outcomes reflected procedural success or complications, with a small minority reporting other outcomes such as survival and duration of hospitalization.
We found a high prevalence of statistical errors, most notably unit of analysis errors. Few studies assessed outcomes in a blinded fashion, defined a primary outcome, presented measurement validity evidence, or reported sample size estimates. Several studies omitted basic information, such as statistical methods or trainee sample size.
Meta-analytic synthesis demonstrated small-moderate effects favoring simulation in comparison with no intervention, and small nonsignificant effects favoring simulation in comparison with non-simulation instruction, confirming that simulationbased education is associated with downstream benefits on patient care. 4 Instructional design features of clinical variation, more learning strategies, and longer time spent learning were also associated with improved patient outcomes. However, these conclusions are tempered by the fact that only half these studies used trainees as the unit of analysis.
Limitations
We used intentionally broad inclusion criteria, and thus included studies reflecting varied training topics, simulation modalities, and comparison interventions. This increased the number of eligible studies and enhances the generalizability of our findings, but also likely contributed to between-study inconsistencies. To mitigate this limitation, we grouped studies for meta-analysis according to comparison, and explored inconsistency through planned subgroup analyses to investigate possible interactions with topic and study methods. While we have identified the prevalence of unit of analysis error, we could not determine the degree to which these errors affected study conclusions or meta-analysis results.
Strengths include a novel research question, a comprehensive literature search, rigorous coding with high reproducibility, and the use of meta-analysis to quantitatively synthesize results. We weighted all meta-analyses using the number of trainees.
Integration with Other Literature
Our findings regarding the prevalence of patient outcomes parallel those of previous reviews in medical education. [5] [6] [7] [8] [9] To these studies, we add a novel approach to classifying patient outcomes, a careful evaluation of methodological issues, and a quantitative synthesis. Our synthesis of evidence across 50 studies complements and expands upon proposed conceptual models for educationally-relevant patient outcomes. 22, 87, 88 The reporting of validity evidence in this sample was even less frequent than in previous reviews in medical education. 6, 9, 13, [18] [19] [20] [21] We discuss this below. Our findings regarding the prevalence of unit of analysis error mirror those in clinical medicine. [24] [25] [26] [27] [28] [29] The overall MERSQI scores of this sample were slightly lower than those of 13 patient outcomes studies of resident shift length. 21 
Implications for Practice and Research
Although this study focused on the field of simulation, we suspect several messages will apply broadly, including the novel within-patient versus to-patient classification framework, the need to avoid unit of analysis error, and the need for evidence to support measurement validity. Regarding the classification framework, early in our review activities we noted a tension between to-patient and within-patient outcomes: outcomes happening to the patient can be determined directly for every procedure, but might not necessarily result in demonstrable morbidity, whereas those arising within the patient are more difficult to measure and likely less sensitive to training. We believe this distinction is important, and that both types are useful and complementary.
Validity evidence was reported much less frequently than in other reviews. We suggest that in most instances it would enhance study rigor to evaluate properties such as interrater reliability for data abstraction or rater observations; content evidence in defining endpoints and complications to monitor; and relations (correlations) between measures such as endproduct evaluation, test results, and patient symptoms.
We do not suggest that the pooled effect size for each comparison reflects a single truth applicable across any simulation-based intervention. Rather, these represent rough estimates of the effect sizes that might be expected. Estimates such as these provide useful information to researchers planning future studies, and may facilitate reversal of the current trend to neglect sample size planning. 89 Researchers should consider the comparison intervention when planning, as pooled effect sizes were generally lower for comparisons with active interventions.
Certain study subgroups were absent or present in lower proportions compared with the larger cohort from which this sample was extracted, [13] [14] [15] including nonprocedural activities such as physical exam, patient counseling, or clinical reasoning; procedures such as surgery and anesthesiology; and some learner groups (notably medical students). This suggests selection bias in the topics and learners represented. If, as we suspect, it is more difficult to establish the link between instruction and outcomes for some educational activities than others, then a requirement for patient outcomes in education research could inadvertently exclude important themes from equal status in the literature. Moreover, the benefits of using patient outcomes appear to have come at the price of other methodological weaknesses, since MERSQI total scores are no higher in this sample than in the parent review, even though the MERSQI gives extra weigh to patient outcomes. Researchers, educators, and other stakeholders must consider these and other tradeoffs 90 as they draw inferences about study findings and make decisions based on these inferences.
