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Abstract
We investigate the interplay of crystal bases and completions in the sense of Enright on certain nonin-
tegrable representations of quantum groups. We define completions of crystal bases, show that this notion
of completion is compatible with Enright’s completion of modules, prove that every module in our cat-
egory has a crystal basis which can be completed and that a completion of the crystal lattice is unique.
Furthermore, we give two constructions of the completion of a crystal lattice.
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Introduction
In this paper we are concerned with bringing together two distinct notions of the representation
theory of quantized enveloping algebras—those of crystal bases and completions.
The theory of crystal and canonical bases is one of the most remarkable developments in rep-
resentation theory. It was introduced independently by M. Kashiwara [7,8] and G. Lusztig [11]
in a combinatorial and a geometric way, respectively. In this paper we follow Kashiwara’s
approach. Roughly speaking, a crystal basis of an integrable representation for the quantized
enveloping algebra Uq(g) of a finite-dimensional complex semisimple Lie algebra g (or more
generally, of a symmetrizable Kac–Moody Lie algebra) is a pair consisting of a lattice of the
module, called a crystal lattice, and a vector space basis of a quotient of the crystal lattice,
called a crystal. It is actually a certain parametrization of bases of the module with a number
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ial way. One of the most important combinatorial realizations of crystals is Littelmann’s path
model [9,10].
T. Enright [3] introduced a notion of completion with respect to a simple root of g on the cate-
gory I(g) of weight modules of g that are U−(g)-torsion free and U+(g)-finite. Completion is an
effective process of obtaining new representations from a given one, containing the original one
as a subrepresentation. Enright used the completion functor in order to algebraically construct the
fundamental series representations. Soon after, V. Deodhar [2] realized the completion functor
via Ore localization giving a concrete model of completion and used it to prove Enright’s unique-
ness conjecture arising from considering successive completions (stressing the “sl2-nature” of
completions). A. Joseph [5] then generalized this functor to the Bernstein–Gelfand–Gelfand
category O(g) and gave a refinement of the Jantzen conjecture by studying the lifting of a con-
travariant form under the action of the completion functor. Later, Y.M. Zou [15] extended some
of the results obtained by Enright and Deodhar to the quantum groups setting.
The starting motivation of this work was to study both crystal bases and completions of mod-
ules belonging to the category I(Uq(g)) (thus nonintegrable ones) and examine how the two
concepts relate to each other with the aim of introducing a notion of completion of crystal bases
which would be compatible with Enright’s completion of modules. It is natural to expect that
such a program may eventually lead to some potentially interesting interplay between the theory
of crystal bases and that of fundamental series representations. Furthermore, since all the Verma
modules in a lattice of inclusions of Verma modules may be obtained from the corresponding
irreducible one by means of completions, one may expect that a successful crystal base theory
related to completions could produce a combinatorial tool relevant for studying Jantzen filtrations
and some other Kazhdan–Lusztig Theory related topics.
Beside defining crystal bases of integrable representations, Kashiwara [8] also defined the
crystal basis of the quantization U−q (g) of the universal enveloping algebra of the nilpotent part
of g by considering U−q (g) as a module for Kashiwara’s algebra Bq(g). Although the former
was the main goal of [8], the latter provided a way to simultaneously consider the bases of all
integrable representations, and the interplay of the two notions of crystal bases played a central
role in the paper. Since [8] there have been only a few papers concerned with crystal bases
or crystals of representations which are not necessarily integrable, including [6,13,14]. Also,
in a joint work with V. Chari and A. Moura [1] we considered the problem of tensor product
decompositions into indecomposables for nonintegrable modules in the BGG category O by
introducing the combinatorial objects called branched crystals which satisfy a relaxed axiom for
formal invertibility of Kashiwara’s operators.
In this paper, we follow Kashiwara’s definition of crystal bases, thus the U−q -torsion free
modules in question are naturally viewed as Bq(g)-modules. On the other hand, in regard to
completions they are thought of as Uq(g)-modules. This aspect makes the situation more in-
teresting and a synchronization of the two structures becomes essential. As the Uq(sl2)-case is
already quite intricate, we restrict ourselves to that case in this paper leaving the consideration
on how to extend this theory to the higher rank case to a future work.
We introduce a category I˜ consisting of Uq -modules in I = I(Uq(sl2)) with a compatible
Bq -structure and obtain a decomposition of every module in I˜ into a direct sum of indecompos-
able Uq -submodules which are also Bq -invariant (cf. Theorem 2.4). Due to this decomposition,
we are able to introduce weight spaces into our consideration of crystal bases of modules in I˜
even though these crystal bases arise from the Bq -structures. Therefore, we get a setting resem-
bling the one of integrable Uq -modules. We define a notion of a complete crystal basis and a
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Kashiwara operators e˜ and f˜ on crystal bases. However, unlike the case of modules where the
completion of a module contains the module, one cannot expect a completion of a crystal lattice
to contain the crystal lattice; this being indeed clear from the case of Verma modules. Our de-
finition of completion of bases involves a very natural connection of crystal bases arising from
Bq -structures with the ones arising from Uq -structures. We prove that a crystal basis is complete
if and only if its corresponding module is. We also show that every module in I˜ has a crystal
basis which can be completed and moreover a completion of the crystal lattice is unique (cf.
Theorems 3.5 and 3.6).
The paper is arranged as follows. In Section 1, we set the notation and review relevant results
on completions and crystal bases. We think it instructive to have this section done for Uq(g),
where g is any simple Lie algebra, as it is then more transparent how crucial a step the Uq(sl2)-
case is in solving the problem. However, the remaining sections treat the Uq(sl2)-case, except
where stated otherwise. In Section 2, we consider some natural Bq -structures on the indecom-
posable Uq -modules in I , collect the desirable properties that a Bq -structure should have with
respect to a Uq -structure in order to define the category I˜ , and prove the simultaneous decompo-
sition theorem for modules in I˜ . In Section 3, we look into the crystal bases with which modules
in I˜ are naturally endowed via their Bq -structures, define complete crystal bases, show they
correspond to complete modules, define a completion of a crystal basis, and prove the afore-
mentioned Theorems 3.5 and 3.6. In Section 4 we give two constructions of the completion of a
crystal lattice—one obtained by modifying Deodhar’s model of completion of modules and the
other by applying an operator used by Kashiwara in [7] to construct the operators e˜ and f˜ .
1. Preliminaries
1.1. Let (aij )1i,jl be the Cartan matrix of a finite-dimensional complex simple Lie alge-
bra g and di unique positive integers such that gcd (d1, . . . , dl) = 1 and the matrix (diaij )1i,jl
is symmetric. Let q be an indeterminate and Q(q) the field of rational functions of q with co-
efficients in Q. Set qi = qdi . The quantized enveloping algebra Uq(g) is the Q(q)-algebra with
generators ei , fi , ti , t−1i , 1 i  l, and defining relations
ti t
−1
i = 1 = t−1i ti , ti tj = tj ti ,
tiej t
−1
i = q
aij
i ej , tifj t
−1
i = q
−aij
i fj ,
eifj − fj ei = δij ti − t
−1
i
qi − q−1i
,
1−aij∑
s=0
(−1)se(s)i ej e
(1−aij−s)
i = 0,
1−aij∑
s=0
(−1)sf (s)i fjf
(1−aij−s)
i = 0 (i = j)
where
e
(n)
i =
eni
[n]i ! , f
(n)
i =
f ni
[n]i ! , [n]i ! = [1]i[2]i . . . [n]i
(
n ∈ Z+), and
[n]i = q
n
i − q−ni
q − q−1 (n ∈ Z).i i
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tively fi ), 1  i  l. Let U0q (g) be the subalgebra of Uq(g) generated by ti and t−1i , 1  i  l.
Multiplication defines an isomorphism of Q(q)-vector spaces U−q (g) ⊗ U0q (g) ⊗ U+q (g) →
Uq(g).
Denote by Uq(g)i the subalgebra of Uq(g) generated by ei , fi , ti and t
−1
i . Then Uq(g)i ∼=
Uqi (sl2).
1.2. Let h be a Cartan subalgebra of g and Φ the root system of (g,h). Let {αi}1il ⊂ h∗ be
a set of simple roots of g and {hi}1il ⊂ h the corresponding set of coroots so that αj (hi) = aij .
Let Q =∑li=1 Zαi be the root lattice and P = {λ ∈ h∗ | λ(hi) ∈ Z, 1 i  l} the weight lattice
for g. Also, set Q+ =∑li=1 Z+αi and P+ = {λ ∈ h∗ | λ(hi) ∈ Z+, 1 i  l}. Denote by W be
the Weyl group of Φ and by si the reflection with respect to the simple root αi (1 i  l).
For a Uq(g)-module M and λ ∈ P , we define the λ-weight space of M as Mλ = {m ∈ M |
tim = qλ(hi)i m, 1  i  l}. M is a weight module if it is a direct sum of its weight spaces. If
in addition there exist λ ∈ P and a nonzero vector m ∈ Mλ such that ei · m = 0 for all i and
M = Uq(g) · m, then M is a highest weight module with highest weight λ and highest weight
vector m.
The Verma module M(λ) is the Uq(g)-module Uq(g)/J (λ) where J (λ) is the left ideal of
Uq(g) generated by {ti − qλ(hi)i , ei | 1 i  l}. M(λ) is the universal highest weight module of
weight λ. The unique irreducible quotient V (λ) of M(λ) is finite-dimensional iff λ ∈ P+.
1.3. We recall the definitions and some properties of category I , completions, and T modules
(cf. [2–4,15]).
Let I(Uq(g)) be the category of Uq(g)-modules M satisfying: (i) M is a weight module,
(ii) U−q (g)-action on M is torsion free, and (iii) M is U+q (g)-finite, i.e., ei acts locally nilpotently
on M for all i.
Fix i ∈ {1, . . . , l}. Set Mn = {m ∈ M | tim = qni m} for n ∈ Z, Mei = {m ∈ M | eim = 0},
and Mein = Mn ∩ Mei . A module M in I(Uq(g)) is said to be complete with respect to i if
f n+1i :M
ei
n → Mei−n−2 is bijective for all n ∈ Z+. A module N in I(Uq(g)) is a completion of M
with respect to i provided: (i) N is complete with respect to i, (ii) M is embedded in N , and
(iii) N/M is fi -finite.
Theorem. (Cf. [2,3,15].)
(i) Every module M in I(Uq(g)) has a completion Ci(M) with respect to i (1 i  l) and any
two such completions are naturally isomorphic.
(ii) Let w ∈ W and M ∈ I(Uq(g)). For any two reduced expressions w = si1 . . . sik = sj1 . . . sjk ,
there exists an isomorphism F :Ci1(Ci2 . . . (Cik (M)) . . .) → Cj1(Cj2 . . . (Cjk (M)) . . .) such
that F |M is the identity.
Thus the process of completion depends essentially on the Uq(sl2)-representation theory and
so we pay special attention to the case g = sl2.
1.4. For brevity, write Uq = Uq(sl2) and I = I(Uq(sl2)). Denote the generators of sl2 by e,
f , t±1.
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−1t−1
(q − q−1)2 + f e acts on the Verma module
M(n) as multiplication by scalar cn = q
n+1 + q−n−1
(q − q−1)2 . Consider the left ideal I (n) of Uq de-
fined by I (n) = Uq{t − q−n−2, en+2, (C − cn)2}. The T module T (n) is defined as T (n) = Uq/
I (n). It is an indecomposable module belonging to the category I and 0 → M(n) → T (n) →
M(−n− 2) → 0 is exact.
Theorem. (Cf. [3,15].)
(i) The M(n) (n ∈ Z) and the T (n) (n ∈ Z+) are precisely all the indecomposable objects of
the category I . Among these, the M(n) for n−1 and T (n) for n ∈ Z+ are the complete
ones. The completion of M(−n− 2) is M(n) for n−1.
(ii) Every module in I is a direct sum (not necessarily finite) of indecomposable ones.
1.5. In the subsections that follow, we recall the main results on Kashiwara’s crystal bases
(cf. [8]).
Let M be a finite-dimensional Uq(g)-module. Fix an index i (1 i  l). By the representa-
tion theory of Uq(sl2), M =⊕λ∈P,0kλ(hi ) f (k)i (Ker ei ∩Mλ). Hence, every element u ∈ Mλ
can be uniquely written as u =∑k0 f (k)i uk where uk ∈ Ker ei ∩Mλ+kαi . The Kashiwara oper-
ators e˜i and f˜i are defined by e˜iu =∑k1 f (k−1)i uk and f˜iu =∑k0 f (k+1)i uk . It follows that
e˜iMλ ⊆ Mλ+αi and f˜iMλ ⊆ Mλ−αi . Also, if u ∈ Ker ei and n > 0, then f˜inu = f (n)i u.
Let A be the subring of Q(q) consisting of rational functions regular at q = 0.
Definition. (See [8].) A free A-submodule L of M is called a crystal lattice if: (a) M ∼=
Q(q) ⊗A L, (b) L =⊕λ∈P Lλ where Lλ = L ∩ Mλ, and (c) e˜iL ⊆ L and f˜iL ⊆ L, 1  i  l.
A crystal basis of M is a pair (L,B) satisfying the following conditions: (i) L is a crystal
lattice of M , (ii) B is a Q-basis of L/qL, (iii) B = ⊔λ∈P Bλ where Bλ = B ∩ (Lλ/qLλ),
(iv) e˜iB ⊆ B ∪ {0} and f˜iB ⊆ B ∪ {0}, 1  i  l, and (v) for b, b′ ∈ B , f˜ib = b′ if and only
if b = e˜ib′.
For λ ∈ P+, consider the finite-dimensional irreducible Uq(g)-module V (λ) with highest
weight λ and highest weight vector uλ. Let L(λ) be the smallest A-submodule of V (λ) containing
uλ which is stable under f˜i ’s, i.e., L(λ) is the A-span of the vectors of the form f˜i1 . . . f˜ir uλ,
where 1 ij  l and r ∈ Z+. Set B(λ) = {b ∈ L(λ)/qL(λ) | b = f˜i1 . . . f˜ir uλ mod qL(λ)} \ {0}.
Then (L(λ),B(λ)) is a crystal basis of V (λ) (cf. [8, Theorem 2]).
Since crystal bases are stable under direct sums, every finite-dimensional Uq(g)-module M
has a crystal basis.
1.6. Isomorphism of crystal bases is defined as follows:
Definition. Let (L1,B1) and (L2,B2) be crystal bases of finite-dimensional Uq(g)-modules M1
and M2, respectively. We say that (L1,B1) ∼= (L2,B2) if there exists a Uq(g)-isomorphism
ϕ :M1 → M2 which induces an isomorphism of A-lattices ϕ :L1 → L2 such that ϕ(B1) = B2
where ϕ :L1/qL1 → L2/qL2 is the induced isomorphism of Q-vector spaces.
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isomorphism M ∼=⊕j V (λj ) by which (L,B) is isomorphic to ⊕j (L(λj ),B(λj )) (cf. [8, The-
orem 3]).
1.7. Kashiwara’s algebra Bq(g) (cf. [8,12]) is the Q(q)-algebra generated by e′i and fi , 1
i  l, subject to relations
e′ifj = q−aiji fj e′i + δij , (1.1)
1−aij∑
s=0
(−1)s(e′i)(s)(e′j )(e′i)(1−aij−s) = 0, 1−aij∑
s=0
(−1)sf (s)i fjf
(1−aij−s)
i = 0 (i = j). (1.2)
For the case g = sl2, write Bq = Bq(sl2). Then the generators e′ and f of Bq satisfy
e′f = q−2f e′ + 1. (1.3)
For each P ∈ U−q (g), there exist unique R,Q ∈ U−q (g) such that [ei,P ] =
tiQ− t−1i R
qi − q−1i
.
Define e′i ∈ End(U−q (g)) by e′i (P ) = R. Then, U−q (g) is a left Bq(g)-module where e′i acts as de-
scribed and fi acts by the left multiplication. Moreover, U−q (g) is an irreducible Bq(g)-module
and U−q (g) ∈ O(Bq(g)), where O(Bq(g)) is the category of Bq(g)-modules M satisfying that
for all u ∈ M , there exists r  0 such that e′i1e′i2 . . . e′ir u = 0 for any 1  i1, . . . , ir  l. Further-
more, O(Bq(g)) is semisimple and U−q (g) is the unique irreducible object of O(Bq(g)), up to
isomorphism.
Remark. For each i, e′i (1) = 0 and e′i (f pi ) = q−(p−1)i [p]if p−1i for p  1.
1.8. Let M belong to the category O(Bq(g)). Fix an index i (1 i  l). Then
M =
⊕
k0
f
(k)
i Ker e
′
i . (1.4)
Define Kashiwara’s operators e˜i , f˜i ∈ End(M) by
e˜i
(
f
(k)
i u
)= {f (k−1)i u, k  1,
0, k = 0,
f˜i
(
f
(k)
i u
)= f (k+1)i u, (1.5)
for u ∈ Ker e′i and extend linearly.
Then e˜i f˜i = 1. Also, f˜i e˜i is the projection onto fiM with respect to M = fiM ⊕ Ker e′i .
Definition. (See [8].) A free A-submodule L of M is called a crystal lattice if: (a) M ∼=
Q(q) ⊗A L, and (b) e˜iL ⊆ L and f˜iL ⊆ L, 1  i  l. A crystal basis of M is a pair (L,B)
satisfying the following conditions: (i) L is a crystal lattice of M , (ii) B is a Q-basis of L/qL,
(iii) e˜iB ⊆ B ∪ {0} and f˜iB ⊆ B , 1 i  l, and (iv) if b ∈ B such that e˜ib ∈ B , then b = f˜i e˜ib.
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of crystal bases of finite-dimensional modules replacing Uq(g) by Bq(g) in Definition 1.6.
It will be clear from the context if we mean crystal basis in the sense of Definition 1.5 or in
the sense of Definition 1.8. Otherwise, we will make the distinction.
Let L(∞) be the smallest A-submodule of U−q (g) containing 1 that is stable under f˜i ’s, i.e.,
L(∞) = A-span of {f˜i1 . . . f˜ir · 1 | 1  ij  l; r ∈ Z+}. Set B(∞) = {b ∈ L(∞)/qL(∞) | b =
f˜i1 . . . f˜ir · 1 mod qL(∞)}. Then (L(∞),B(∞)) is a crystal basis of U−q (g) [8, Theorem 4].
Moreover, any crystal basis of U−q (g) coincides with (L(∞),B(∞)) up to a constant multiple.
The relation of (L(∞),B(∞)) to (L(λ),B(λ)) is given by [8, Theorem 5].
2. Uq -modules with Bq -module structure
In this section we are concerned with Uq -modules endowed with Bq -module structures which
allow decompositions that are simultaneously Uq and Bq -invariant. In 2.1 we drop the assump-
tion g = sl2, but we uphold it otherwise.
2.1. For λ ∈ P , we consider M(λ), the Verma module with highest weight λ. If mλ is a
highest weight vector of M(λ), then M(λ) = Uq(g)mλ = U−q (g)mλ. Since U−q (g) is a Bq(g)-
module, M(λ) has a natural Bq(g)-structure via composition of Q(q)-algebra homomorphisms
Bq(g) → End
(
U−q (g)
) Θ−→ End(M(λ)).
Namely, if ϕλ :U−q (g) → M(λ) is the U−q (g)-module isomorphism sending 1 to mλ, then Θ(g) =
ϕλgϕ
−1
λ for g ∈ End(U−q (g)).
Hence, if fi, e′i ∈ End(U−q (g)), 1 i  l, are defined as in 1.7, then fi, e′i ∈ End(M(λ)) are
given as follows: fi · umλ = Θ(fi)(umλ) = ϕλfi(u) = fiumλ and e′i · umλ = Θ(e′i )(umλ) =
ϕλe
′
i (u) = e′i (u)mλ for u ∈ U−q (g). Using the same symbols for fi and e′i in both cases should
create no confusion.
Remark. The following conclusions are evident.
(1) e′i ·mλ = 0 for each i.
(2) fi, e′i ∈ End(M(λ)) do not depend on the choice of a highest weight vector.
(3) ϕλ :U−q (g) → M(λ) is also a Bq(g)-module isomorphism.
(4) M(λ) ∈O(Bq(g)).
(5) M(λ) is irreducible as a Bq(g)-module.
We emphasize Remark 2.1(5) at this point. For example, in sl2-case, M(−n−2) is a submod-
ule of M(n) (n ∈ Z+) with respect to the Uq -structure, but as Bq -modules M(−n− 2) ∼= M(n).
2.2. Next, we study the Bq -structure on T modules and therefore we consider g = sl2. Let
n ∈ Z+. We aim to extend the Bq -action on M(n) embedded in T (n) to the whole of T (n).
Let z be a Uq -generator of T (n) of weight −n− 2 and let v be a highest weight vector of the
Verma submodule of T (n) with highest weight n. Consider the U−q -decomposition
T (n) = U−q · v ⊕U−q · z. (2.1)
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f · uv = f uv, f · uz = f uz, e′ · uv = e′(u)v, e′ · uz = e′(u)z. (2.2)
The next assertion is easily seen.
Lemma. Equations (2.2) define a Bq -module structure on T (n).
Remark.
(1) Ker e′ = Q(q)v ⊕ Q(q)z (cf. Remark 1.7).
(2) T (n) ∈O(Bq).
We call the above standard Bq -structures on Verma and T modules.
2.3. We now consider the category I and collect together desirable properties that any Bq -
structure must have with respect to the Uq -structure so that a synchronization of the two would
be plausible.
Let M be in I and denote by Mc the generalized c-eigenspace of the quantum Casimir element
C on M . Since M is U+q -finite and C is central, then M =
⊕
r∈Z Mcr where cr =
qr+1 + q−r−1
(q − q−1)2 .
Clearly, cr = c−r−2.
Definition. Let I˜ be the category with objects all finitely generated Uq -modules M in the cate-
gory I which are also equipped with a Bq -module structure satisfying the following conditions:
(a) f ∈ Bq acts the same as f ∈ Uq .
(b) If e ·m = 0 for a weight vector m ∈ M \ f ·M of weight n ∈ Z, then e′ ·m = 0.
(c) If e · m = 0 for a weight vector m ∈ Mcn \ f · M of weight −n − 2 for n ∈ Z+, then there
exist a Q(q)-subspace T of M such that
(1) T is both Uq and Bq -submodule of M ,
(2) T ∼= T (n) both as Uq and Bq -module where T (n) is endowed with standard Bq -
structure,
(3) e ·m = e · m˜ for some Uq -generator m˜ of T of weight −n− 2.
Morphisms are defined to be Q(q)-linear maps that are both Uq and Bq -morphisms.
The following lemma and proposition are immediate.
Lemma. Let M be in I˜ , m ∈ M \ f ·M, and p  1. Then
e′f pm = q−2pf pe′m+ 1 − q
−2p
1 − q−2 f
p−1m.
By the above lemma, the action of e′ on M is determined by its action on M \ f ·M .
Proposition.
(i) The modules M(r), r ∈ Z, and T (n), n ∈ Z+, with the standard Bq -structures belong to I˜ .
(ii) Finite direct sums of modules in I˜ are also in I˜ .
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Theorem. Let M be in I˜ . Then M = M(1) ⊕ · · · ⊕M(s) for some s > 0, where:
(i) M(j) is a Uq and Bq -submodule of M ;
(ii) M(j) is Uq -isomorphic either to M(r), r ∈ Z, or T (n), n ∈ Z+;
(iii) M(j) is Bq -isomorphic either to M(r), r ∈ Z, or T (n), n ∈ Z+, with standard Bq -structures.
Proof. If follows from Theorem 1.4 and finite generation of M that M = N(1) ⊕ · · · ⊕ N(p) ⊕
· · · ⊕ N(s) where, as Uq -modules, N(j) ∼= M(rj ) for some rj ∈ Z for 1  j  p, and N(j) ∼=
T (nj ) for some nj ∈ Z+ for p + 1 j  s.
For 1  j  p, let mj be a highest weight vector of N(j). It is clear that mj /∈ f · M and
e · mj = 0. So by Definition 2.3(b), e′ · mj = 0. It then follows from Lemma 2.3 that N(j)
is stable under e′, i.e., N(j) is a Bq -submodule as well, and moreover it is equipped with the
standard Bq -structure.
Now consider N(p+1) which is Uq -isomorphic to T (np+1) and for simplicity let n = np+1
and N = N(p+1). Let z be a Uq -generator of N of weight −n − 2 and let v be a highest weight
vector of the Verma submodule of N with highest weight n. Note that z /∈ f · M , e · z = 0, and
z ∈ Mcn . So by Definition 2.3(c), there exist a Q(q)-subspace T of M which is both Uq and
Bq -isomorphic to T (n) with standard Bq -action and a generator z˜ of T such that e · z = e · z˜. Set
w = z − z˜. Then e ·w = 0 and w is of weight −n− 2.
Let R = ⊕sj=1, j =p+1 N(j). Then M = R ⊕ N . Hence w = wR + wN for some wR ∈ R,
wN ∈ N , and e · wR = 0 = e · wN . Since wN is of weight −n − 2, it is a linear combination
of z and f n+1v and since e · z = 0, then wN = αf n+1v for some α ∈ Q(q). Consider z0 =
z − wN = z − αf n+1v. Then, z0 also generates N and z0 = wR + z˜. Therefore N ⊆ R + T
and so M = R + T . It is easily seen by weight consideration that the Uq -submodule R ∩ T of T
cannot be isomorphic neither to T nor to Verma submodules of T since the corresponding weight
spaces of T and N have the same dimension and R + T = R ⊕ N . Hence R ∩ T = {0}, and so
M = R ⊕ T as Uq -modules.
Therefore, we can replace N(p+1) in the direct sum we started with by T . Denote T by T (p+1).
Now we replace in the same way one by one the Uq -submodules N(p+2), . . . ,N(s) by Uq -sub-
modules T (p+2), . . . , T (s) with standard Bq -module structure such that M = N(1)⊕· · ·⊕N(p)⊕
T (p+1) ⊕ · · · ⊕ T (s). This proves the theorem. 
Corollary. Let M be in I˜ . Then:
(i) Ker e′ =⊕r∈Z(Ker e′ ∩Mr);
(ii) Ker e has a Q(q)-basis consisting of weight vectors of the form f ku where k ∈ Z+ and
u ∈ Ker e′.
3. Completions of crystal bases of modules in the category ˜I
Now we consider crystal bases in the sense of Definition 1.8 for modules in I˜ with any Bq -
structure. Since every module in I˜ has completion belonging to I˜ , as well as a crystal basis,
it is natural to examine the interplay between these two concepts. We aim to define a notion of
completion of crystal bases of modules in I˜ that will be compatible with the notion of completion
of modules.
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(cf. [8]),
f
(n)
i f
(m)
i =
[
n+m
n
]
i
f
(n+m)
i , (3.1)
[n]i ∈ q−n+1i (1 + qA) for n = 0, (3.2)
[n]i ! ∈ q−
n(n−1)
2
i (1 + qA), (3.3)[
m
n
]
i
∈ q−n(m−n)i (1 + qA) (3.4)
where [
m
n
]
i
= [m]i[m− 1]i . . . [m− n+ 1]i[1]i[2]i . . . [n]i for n > 0 and
[
m
0
]
i
= 1.
Denote by A× the units in A. The next lemma is immediate and it holds for crystal lattices
both in the sense of Definition 1.8 and in the sense of Definition 1.5.
Lemma. Let L be a crystal lattice of a module M and let L˜ = qraL for some r ∈ Z and a ∈ A×.
Then L˜ is also a crystal lattice of M . If r > 0 then L˜  L, while if r < 0 then L˜  L. If r = 0
then L˜ = L.
3.2. The following proposition is an analogue of a statement for crystal bases of finite-
dimensional modules, i.e., in the sense of Definition 1.5. We give a proof for reader’s conve-
nience.
Proposition. Let M and M ′ be in O(Bq(g)) and let ϕ :M → M ′ be a Bq(g)-module isomor-
phism. If (L,B) is a crystal basis of M , then (ϕ(L),ϕ(B)) is a crystal basis of M ′, where ϕ is
the induced map L/qL → ϕ(L)/qϕ(L).
Proof. Consider the decompositions of both M and M ′ as in (1.4) and e˜i and f˜i defined as
in (1.5). It is plain that Ker e′i |M ′ = ϕ(Ker e′i |M) and both e˜i and f˜i commute with ϕ. Thus, ϕ(L)
is a crystal lattice of M ′. The restriction ϕ|L :L → ϕ(L) is an A-module isomorphism, and so
the induced map ϕ :L/qL → ϕ(L)/qϕ(L) is a Q-vector space isomorphism. Hence ϕ(B) is a
Q-basis of ϕ(L)/qϕ(L). Clearly both e˜i and f˜i commute with ϕ. 
For λ ∈ P , let mλ be a highest weight vector of the Verma module M(λ) and let ϕλ :U−q (g) →
M(λ) be a Bq(g)-module isomorphism such that ϕλ(u) = umλ. Let L(λ) be the A-span of
{f˜i1 . . . f˜ip · mλ | 1 ij  l; p ∈ Z+} and B(λ) = {f˜i1 . . . f˜ip · mλ | 1 ij  l; p ∈ Z+}, where
mλ = mλ + qL(λ). Since (L(∞),B(∞)) is a crystal basis of U−q (g), it immediately follows:
Corollary. (L(λ),B(λ)) is a crystal basis of the Verma module M(λ). Every crystal basis of M(λ)
is a nonzero scalar multiple of (L(λ),B(λ)).
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(L(r),B(r)) where L(r) =⊕k∈Z+ Af (k)mr and B(r) = {f (k)mr | k ∈ Z+} for a highest weight
vector mr .
3.3. From this point on, we focus exclusively on the Uq(sl2)-case.
We consider T modules. Recall that (L(∞)⊕2,B(∞)⊕2) is a crystal basis of U−q ⊕ U−q ,
where L(∞)⊕2 = L(∞)⊕L(∞), B(∞)⊕2 = (B(∞)×0)∪ (0×B(∞)) ⊂ L(∞)⊕2/qL(∞)⊕2,
L(∞) = ⊕k∈Z+ Af (k) · 1 and B(∞) = {f (k) · 1 | k ∈ Z+} where 1 = 1 + qL(∞). The next
corollary follows immediately from considering the map ψn :U−q ⊕ U−q → T (n) given by
(u1, u2) → u1v + u2z which is a Bq -module isomorphism where U−q ⊕ U−q is equipped with
the obvious Bq -structure.
Corollary. Let z be a Uq -generator of T (n) of weight −n − 2 and let v be a highest weight
vector of Verma submodule of T (n) with highest weight n. Set
L{n} =
(⊕
k∈Z+
Af (k)v
)
⊕
(⊕
k∈Z+
Af (k)z
)
and
B{n} = {f (k)v mod qL{n} ∣∣ k ∈ Z+}∪ {f (k)z mod qL{n} ∣∣ k ∈ Z+}.
Then (L{n},B{n}) is a crystal basis of T (n). Moreover, if (L,B) is any crystal basis of T (n), then
there exist z and v as above such that (L,B) is of the form (L{n},B{n}).
The following theorem now easily follows from Theorem 2.4, Corollaries 3.2 and 3.3.
Theorem. Let M be a module in the category I˜ . Then M belongs to the category O(Bq) and
there exist unique integers r1, . . . , rm and unique nonnegative integers n1, . . . , nt such that M
has a crystal basis (L,B) which is a direct sum of crystal bases of the form (L(ri ),B(ri )), for
i = 1, . . . ,m, and crystal bases of the form (L{nj },B{nj }), for j = 1, . . . , t . Furthermore, any
crystal basis of M is isomorphic to (L,B).
Definition. We call the crystal basis (L,B) from the previous theorem a standard crystal basis
of M .
Evidently, the integers r1, . . . , rm and n1, . . . , nt depend only on M and not on (L,B). Every
crystal basis of an indecomposable module in I˜ is obviously a standard crystal basis.
3.4. For M in I˜ , recall the decomposition M =⊕k0 f (k) Ker e′ (see 1.8). By Corollary 2.4,
Ker e′ =⊕n∈Z(Ker e′ ∩Mn). Thus we bring the weight spaces of M in the picture and have:
M =
⊕
k0
n∈Z
f (k)(Ker e′ ∩Mn). (3.5)
For a crystal lattice L of M , set Ln = L ∩ Mn. Then L =⊕n∈Z Ln. Also, set Le = {m ∈ L |
em = 0} = L∩Me and Len = Le ∩Mn = L∩Men.
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f˜ n+1(Len) ⊆ Le−n−2 for n ∈ Z+.
Proof. Let m ∈ Men . By Corollary 2.4, m =
∑
k0 f
(k)uk where f (k)uk ∈ Me and uk ∈
Ker e′ ∩Mn+2k . Thus f˜ n+1m =∑k0 f˜ n+1f (k)uk =∑k0 f (n+1+k)uk ∈ M−n−2. Furthermore,
utilizing (3.1) and commutation relations,
ef˜ n+1f (k)uk= 1[n+k+1
n+1
]ef (n+1)f (k)uk = 1[n+k+1
n+1
](f (n+1)e + f (n) q−nt − qnt−1
q − q−1
)
f (k)uk = 0
for all k  0. Therefore f˜ n+1m ∈ Me, and so f˜ n+1(Men) ⊆ Me−n−2. In addition, since f˜ (L) ⊆ L,
then f˜ n+1(Len) ⊆ Le−n−2. 
Definition. Let L be a crystal lattice of a module M in I˜ . We say L is complete if f˜ n+1 :Len →
Le−n−2 is bijective for all n ∈ Z+. A crystal lattice L˜ of the completion C(M) of M is said to be
a completion of a crystal lattice L of M provided
(i) Le ⊆ L˜ and L˜ ⊂ L;
(ii) L˜∩M = L˜∩L;
(iii) L˜/(L˜ ∩ L) is a crystal lattice of C(M)/M (to be precise, its image under L˜/(L˜ ∩ L) ↪→
C(M)/M).
Remark.
(i) Unlike the case of modules where C(M) contains M , one cannot expect L˜ to contain L.
If we consider crystal lattices of a reducible Verma module and its irreducible Verma
Uq -submodule, denoted by L1 and L2 respectively, although L1 is isomorphic to L2, when
talking about completions we are interested in their exact relationship and indeed L2  L1.
Moreover, we observe that there is no p ∈ Z such that qpL2 ⊆ L1. In fact, the actions of
the Kashiwara operators e˜ and f˜ on L1 and L2 are different, i.e., e˜M = (˜eC(M))|M and
f˜M = (f˜C(M))|M .
(ii) Condition (iii) in Definition 3.4 is a very natural connection to expect between crystal lat-
tices and completions. Also, we note that C(M)/M is a finite-dimensional Uq -module, thus
condition (iii) gives a connection between crystal lattices arising from the Bq -structures,
i.e., in the sense of Definition 1.8, with crystal lattices arising from the Uq -structures, i.e.,
in the sense of Definition 1.5.
(iii) The condition L˜ ⊂ L, i.e., L˜ is not properly contained in L, follows from condition (iii) in
the case that L is a crystal lattice of a module M that is not complete.
Proposition. Let L be a crystal lattice of a module M in I˜ and let L˜ be a completion of L. Then
L˜e−n−2 = Le−n−2 for all n ∈ Z+.
Proof. Let n ∈ Z+. We note that since C(M)/M is a finite-dimensional Uq -module, then
(C(M)/M)e−n−2 = 0, and so C(M)e−n−2 = Me−n−2. Now, by Definition 3.4(ii), L˜e−n−2 = L˜ ∩
C(M)e−n−2 = L˜∩Me−n−2 = (L˜∩M)∩Me−n−2 = (L˜∩L)∩Me−n−2 = L˜e−n−2 ∩Le−n−2. Hence,
L˜e ⊆ Le . The claim now follows from Definition 3.4(i). −n−2 −n−2
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Lemma. Let M be in I˜ and let (L,B) be a crystal basis of M . Then:
(i) f˜ n+1(Ben) ⊆ Be−n−2 for n ∈ Z+;
(ii) If L is complete, then f˜ n+1 :Ben → Be−n−2 is bijective for all n ∈ Z+.
Proof. Part (i) of the lemma follows from Lemma 3.4 and from B being invariant under f˜ . It is
easily seen from Corollary 2.4 that Ben is a basis of (Ln/qLn)e , thus implying part (ii). 
Let ϕ : L˜/qL˜ → L˜/(L∩ L˜)
q(L˜/(L∩ L˜))
be the induced Q-epimorphism from the canonical A-epi-
morphism ϕ : L˜ → L˜/(L∩ L˜).
Definition. A crystal basis (L,B) of M in I˜ is said to be complete if the crystal lattice L is
complete.
A crystal basis (L˜, B˜) of C(M) is a completion of a crystal basis (L,B) if
(1) L˜ is a completion of L,
(2) (L˜/(L∩ L˜), ϕ(B˜)) is a crystal basis of C(M)/M .
The next theorem verifies that the above definition of completeness for crystal bases is com-
patible with the notion of completeness for modules.
Theorem. Let (L,B) be a crystal basis of a module M in I˜ . Then (L,B) is complete if and only
if M is complete.
Proof. Let M be complete and let n ∈ Z+. Then f n+1 :Men → Me−n−2 is bijective. Since M is
in I˜ , its weight spaces are finite-dimensional. Hence,
dimQ(q) Men = dimQ(q) Me−n−2. (3.6)
L is a crystal lattice of M , so there is an A-basis of L that is also a Q(q)-basis of M . This basis
is made up of weight vectors of the form f (k)u where k  0 and u ∈ Ker e′. If a nonzero sum of
such vectors is annihilated by e, then also each of them is (see Theorem 2.4 and Corollary 2.4).
Thus, a Q(q)-basis of Men is an A-basis of Len. By (3.6), rankA Len = rankA Le−n−2. Now, since
A has the invariant dimension property and since e˜f˜ = 1 on M , then f˜ n+1 :Len → Le−n−2 is
bijective. The converse is true since f is injective on M , and the above steps can be reversed for
a fixed n. 
Example. The modules T (n) for n ∈ Z+ and M(n) for n  −1 are complete, so their crystal
bases defined in 3.3 and 3.2, respectively, are complete by the theorem. This can also be seen
directly from the Definitions 3.4 and 3.5.
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thermore, L is the only completion of itself.
Proof. By the previous theorem, (L,B) being complete implies M = C(M). It is obvious that
a crystal basis of a complete module satisfies Definitions 3.4 and 3.5 for being a completion of
itself. Now assume L˜ is another completion of L. Then L˜ = L˜ ∩C(M) = L˜ ∩M = L˜ ∩L, thus
L˜ ⊆ L. The desired conclusion follows from the condition L˜ ⊂ L. 
3.6. The rest of the section is devoted to the proof of the following theorem.
Theorem. A standard crystal basis (L,B) of any module M in I˜ has a completion. Moreover,
there exists a unique standard crystal lattice which is a completion of L.
By Theorem 3.3, every module M in category I˜ has a standard crystal basis, thus it has a
crystal basis that can be completed as in the above theorem.
We first prove:
Proposition. A crystal basis (L,B) of any indecomposable module M in I˜ has a completion.
Furthermore, L has a unique completion.
Proof. By Theorem 3.5 and Corollary 3.5, in order to show existence, we need to consider
only Verma modules in I˜ which are not complete. Let M be a Verma module with highest
weight −n − 2 for some n ∈ Z+ and let L be its crystal lattice. Then L =⊕k0 Af (k)m0 for
some highest weight vector m0 of M and L is clearly not complete. Since M has a completion
C(M) and f n+1 :C(M)en → C(M)e−n−2 = Me−n−2 is bijective, there exists m˜ in C(M)en such
that f (n+1)m˜ = m0. Let L˜ =⊕k0 Af (k)m˜ and B˜ = {f (k)m˜ + qL˜ | k ∈ Z+}. Then (L˜, B˜) is a
crystal basis of C(M) and we claim it is a completion of (L,B).
It follows from Section 3.1 that
L =
⊕
k0
Af (k)f (n+1)m˜ =
⊕
k0
A
[
n+ 1 + k
k
]
f (n+1+k)m˜ =
⊕
k0
Aq−k(n+1)f (n+1+k)m˜.
The last equality is a consequence of the elements of 1 + qA being units in A.
We have Le = Am0 ⊆ L˜, L˜ ∩ L = ⊕k0 Af (n+1+k)m˜, and L˜/(L˜ ∩ L) = ⊕nk=1 Af (k)m
where m = m˜ + q(L˜ ∩ L). Thus the conditions (i)–(iii) of Definition 3.4 are satisfied. It is now
easy to check condition (2) of Definition 3.5.
Uniqueness follows from parts (i) and (ii) of Definition 3.4. 
Remark.
(i) Considering the lattice L˜ from the proof of previous proposition, notice that L˜ ∩ M =⊕
k0 Af
(n+1+k)m˜ which is a proper A-submodule of the crystal lattice L =⊕
k0 Aq
−k(n+1)f (n+1+k)m˜ of M , i.e., in order to complete L to a crystal lattice of C(M)
that is invariant under Kashiwara operators e˜C(M) and f˜C(M), L has to be made “thinner” as
an A-lattice in a particular way.
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and let M = M(n) be the Verma module with highest weight n and M ′ its unique Verma
submodule. Let L be any crystal lattice of M and L′ any crystal lattice of M ′. Then, there
exists r ∈ Z+ such that L/(L ∩ q−rL′) is isomorphic to a crystal lattice of the irreducible
Uq -module M/M ′.
3.7.
Proposition. Direct sum of completions of crystal bases is a completion of direct sum of crystal
bases.
Proof. For i = 1,2, let (Li,Bi) be a crystal basis of Mi and (L˜i , B˜i) its completion. We claim
that (L˜1, B˜1) ⊕ (L˜2, B˜2) is a completion of (L1,B1) ⊕ (L2,B2). Since both crystal bases and
completions of modules in I˜ respect direct sums, (L˜1, B˜1)⊕ (L˜2, B˜2) = (L˜1 ⊕ L˜2, B˜1 unionsq B˜2) is a
crystal basis of C(M1)⊕C(M2) = C(M1 ⊕M2). Condition (i) of Definition 3.4 is evident since
(L1 ⊕L2)e = Le1 ⊕Le2 ⊆ L˜1 ⊕ L˜2. Furthermore, L˜1 ⊕ L˜2 ⊂ L1 ⊕L2. By definition, L˜i ∩Mi =
L˜i ∩ Li . Clearly, for i = j , Mi ∩ L˜j = 0. Therefore, (L˜1 ⊕ L˜2) ∩ (M1 ⊕ M2) = (L˜1 ⊕ L˜2) ∩
(L1 ⊕L2), so condition (ii) is satisfied, as well. Next,
(L˜1 ⊕ L˜2)/
(
(L˜1 ⊕ L˜2)∩ (L1 ⊕L2)
)= (L˜1 ⊕ L˜2)/((L˜1 ∩L1)⊕ (L˜2 ∩L2))
∼= L˜1/(L˜1 ∩L1)⊕ L˜2 \ (L˜2 ∩L2).
On the other hand,
C(M1 ⊕M2)/(M1 ⊕M2) =
(
C(M1)⊕C(M2)
)
/(M1 ⊕M2) ∼= C(M1)/M1 ⊕C(M2)/M2.
Condition (iii) now follows from crystal lattices respecting direct sums. Furthermore, it is easy
to see that ϕ(B˜1 unionsq B˜2) = ϕ(B˜1) unionsq ϕ(B˜2) proving condition (2) of Definition 3.5. 
Lemma. Let M be a module in I˜ and suppose Li,L′i , i = 1, . . . , k, are crystal lattices of inde-
composable submodules of M such that L1 ⊕L2 ⊕ · · ·⊕Lk = L′1 ⊕L′2 ⊕ · · ·⊕L′k . If L˜i , L˜′i are
the completions of Li,L′i , respectively, then L˜1 ⊕ L˜2 ⊕ · · · ⊕ L˜k = L˜′1 ⊕ L˜′2 ⊕ · · · ⊕ L˜′k .
Proof. It suffices to consider the case when M is a generalized eigenspace of the Casimir ele-
ment with eigenvalue cn. If all of the Li are complete, then so is L1 ⊕ L2 ⊕ · · · ⊕ Lk and we
are done using Proposition 3.7 and Corollary 3.5. To simplify the notation we consider only the
case when k = 2, L1 is a crystal lattice of a Verma submodule of M with highest weight n,
and L2 is a crystal lattice of a Verma submodule of M of highest weight −n − 2. The proof
of the general case is similar, but with more involved notation. It is clear that either L′1 or
L′2 is a crystal lattice of a Verma submodule of M with highest weight n, so we assume it
is L′1. Furthermore, it is then obvious from the condition L1 ⊕L2 = L′1 ⊕L′2 that we must have
L1 = L′1 = L˜1 = L˜′1. Let v ∈ Ker e′ ∩ Mn and u,u′ ∈ Ker e′ ∩ M−n−2 be such that L1,L2,L′2
are the A-spans of f (i)v, f (i)u, f (i)u′ (i  0), respectively. Clearly u′ = af (n+1)v + bu where
a, b ∈ A. Since u ∈ L′1 ⊕ L′2, then b ∈ A×. Let m,m′ be the unique elements in C(M) such
that f (n+1)m = u and f (n+1)m′ = u′. Then L˜2 =∑i0 Af (i)m and L˜′ =∑i0 Af (i)m′ by the2
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m′ = av + bm ∈ L˜1 ⊕ L˜2 and m = b−1(m′ − av) ∈ L˜′2 ⊕ L˜′1 proving the lemma in this case. 
3.8. It is convenient to have the following definition.
Definition. Let M1, M2 be modules in I˜ and let (L1,B1), (L2,B2) be crystal bases of M1,M2,
respectively. We say that (L1,B1) is strongly isomorphic to (L2,B2) if there exists a Bq -
isomorphism ϕ :M1 → M2 such that
(i) ϕ induces an isomorphism of the crystal bases (L1,B1) and (L2,B2);
(ii) ϕ is weight-preserving;
(iii) ϕ(Ker e|M1) = Ker e|M2 .
For example, any two standard crystal basis of a module in I˜ are strongly isomorphic.
Proof of Theorem 3.6. By Definition 3.3, a standard crystal basis is a direct sum of crystal
bases of the form (L(ri ),B(ri )), for i = 1, . . . ,m, and crystal bases of the form (L{nj },B{nj }),
for j = 1, . . . , t , where the integers ri and nj depend on M , i.e., these are the highest weights
of Verma and T modules present in a decomposition of M . The first claim of the theorem now
follows from Propositions 3.6 and 3.7.
We now prove the uniqueness of completion of L. Since L is a standard crystal lattice of M ,
then L = L1 ⊕ · · · ⊕ Lk for some crystal lattices Li, i = 1, . . . , k, of indecomposable Uq -sub-
modules Mi of M such that M = M1 ⊕ · · · ⊕ Mk . If L˜i denotes the completion of Li , then
L˜1 ⊕ · · · ⊕ L˜k is a completion of L. Let L˜′ denote another standard completion of L. Then L˜′
is a crystal lattice of C(M) = C(M1) ⊕ · · · ⊕ C(Mk), thus it is a direct sum of standard crystal
lattices L′′i , i = 1, . . . , k, of indecomposable submodules M ′′i of C(M) such that C(M) = M ′′1 ⊕
· · · ⊕ M ′′k and such that L′′i is strongly isomorphic to L˜i , i = 1, . . . , k (up to reordering). Since
L,L′′1, . . . ,L′′k are standard crystal lattices and L′′1 ⊕ · · · ⊕ L′′k is a completion of L, it is easily
seen that there exist crystal lattices L′i , i = 1, . . . , k, strongly isomorphic to Li, i = 1, . . . , k,
respectively, such that L′′i is a completion of L′i and L = L′1 ⊕ · · · ⊕ L′k . The conclusion now
follows from the previous lemma. 
4. Constructions of completions of crystal lattices
We now construct a completion of a crystal lattice modifying Deodhar’s construction of com-
pletion for modules in I˜ . By Theorems 2.4 and 3.5 and Proposition 3.7, it suffices to consider
crystal bases of Verma modules M(−n− 2) for n ∈ Z+.
4.1. We start by recalling Deodhar’s construction for Uq(sl2) (cf. [2,15]). Denote by A(Uq)
the category of Uq -weight modules that are U−q -torsion free. For M in A(Uq), let SM be the
set of formal symbols SM = {f−rm | r ∈ Z+, m ∈ M}. Define an equivalence relation ∼ on
SM by f−rm ∼ f−km′ iff f km = f rm′. Set D(M) = SM/∼. Then D(M) has a vector space
structure. For z ∈ Uq and r ∈ Z+, there exist u ∈ Uq and s ∈ Z+ such that f sz = uf r . Now, for
f−rm ∈ D(M) and z ∈ Uq , define z · f−rm = f−sum. This action makes D(M) a Uq -module.
Any nonzero element v ∈ D(M) can be uniquely expressed as f−nm (n ∈ Z+,m ∈ M) where
n is minimal with respect to this property. This expression is called the minimal expression for v.
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expression for v.
Set C(M) = {v ∈ D(M) | ekv = 0 for some k > 0}.
Theorem. (Cf. [2,15].) Let M be a module in the category I .
(i) C(M) is a completion of M .
(ii) Let v ∈ D(M) \M be a weight vector such that tv = qav for some a ∈ Z and let v = f−nm
be the minimal expression for v. Then v ∈ C(M) iff the following two conditions are satisfied:
(a) a = n− j for some j > 0, and
(b) ekf k−jm = 0 for some k  j .
The next corollary gives basis vectors for the completion C(M) of an irreducible Verma mod-
ule M .
Corollary. Let M be the Verma module with highest weight −n − 2 for n ∈ Z+ and let m0 be a
highest weight vector of M . Then the completion of M is C(M) =⊕k−n−1 Q(q)f km0.
Proof. Applying Deodhar’s construction on M = ⊕k0 Q(q)f km0, we obtain D(M) =⊕
k∈Z Q(q)f km0 because f is injective and f−rf km0 = f k−rm0 for r, k ∈ Z+. Since M ⊂
C(M), we need to consider only f−km0 for k > 0. By Theorem 4.1(ii), f−km0 ∈ C(M) iff
(a) −n − 2 + 2k = k − j for some j > 0, and (b) epf p−jm0 = 0 for some p  j . This is
equivalent to k < n+ 2 (p = j = n+ 2 − k). 
4.2. It is convenient to introduce the following formal notation. Set [−k]! = [−1] . . . [−k]
and f (−k)m = f
−km
[−k]! for k > 0 and m ∈ M . Then [−k]! = (−1)
k[k]! and f (k)m = f
km
[k]! for
k ∈ Z and m ∈ M.
For i, k ∈ Z+ and m ∈ M ,
f (i)f (−k)m = f
i
[i]!
f−km
[−k]! =
f i−km
[i]![−k]! =
[i − k]!
[i]![−k]!f
(i−k)m. (4.1)
Thus,
C(M) =
⊕
k−n−1
Q(q)f (k)m0 =
⊕
i0
Q(q)f (i)f (−n−1)m0,
where we follow the notation of Corollary 4.1.
4.3. We now construct directly from the crystal lattice of an irreducible Verma module a
crystal lattice of its completion.
Lemma.
(a) If i  n, then 1 = 1
1 + q−(i−n−1) a
∗ for some a∗ ∈ A×.
(b) If i > n, then qi−n−1 = 1
1 + q−(i−n−1) a
∗ for some a∗ ∈ A×.
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(b) For i > n, 1
1 + q−(i−n−1) =
qi−n−1
qi−n−1 + 1 , so let a
∗ = 1 + qi−n−1 ∈ A×. 
Proposition. Let M be the Verma module with highest weight −n − 2 for some n ∈ Z+ and let
m0 be a highest weight vector of M . Then
(i) the A-module L˜ generated by { 2q
n(i−n−1)
1 + q−(i−n−1) f
(i−n−1)m0 | i  0} is a crystal lattice of
C(M);
(ii) L˜ is a completion of the crystal lattice L =⊕k0 Af (k)m0 of M .
Proof. (1) By Corollary 4.1, C(M) is a Verma module with a highest weight vector f (−n−1)m0.
Thus, a crystal lattice of C(M) is of the form L˜ =⊕i0 Ar(q)f (i)f (−n−1)m0 for r(q) ∈ Q(q).
Utilizing (3.3), we have the following:
f (i)f (−n−1)m0 = (−1)n+1 [i − n− 1]![i]![n+ 1]! f
(i−n−1)m0
= (−1)n+1 [i − n− 1]!
q− 12 [(i−1)i+n(n+1)](1 + aq)
f (i−n−1)m0 for some a ∈ A.
Case 1. i  n+ 1.
f (i)f (−n−1)m0 = (−1)n+1 q
− 12 (i−n−2)(i−n−1)(1 + a′q)
q− 12 [(i−1)i+n(n+1)](1 + aq)
f (i−n−1)m0 for some a′ ∈ A
= a∗q(i−1)(n+1)f (i−n−1)m0 for some a∗ ∈ A×.
Case 2. 0 i  n.
f (i)f (−n−1)m0 = (−1)n+1(−1)n+1−i q
− 12 (n−i)(n+1−i)(1+a′q)
q− 12 [(i−1)i+n(n+1)](1+aq)
, f (i−n−1)m0 for some a′ ∈A
= a∗qnif (i−n−1)m0 for some a∗ ∈ A×. (4.2)
Hence, for r(q) = q−n(n+1), we have by Lemmas 3.1 and 4.3
L˜ =
⊕
i0
Aq−n(n+1)f (i)f (−n−1)m0
=
(
n⊕
i=0
Aqn(i−n−1)f (i−n−1)m0
)
⊕
( ⊕
in+1
Aq(n+1)(i−n−1)f (i−n−1)m0
)
=
⊕
A
qn(i−n−1)
1 + q−(i−n−1) f
(i−n−1)m0 =
⊕
A
2qn(i−n−1)
1 + q−(i−n−1) f
(i−n−1)m0.i0 i0
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L˜/(L˜∩L) =
n⊕
i=0
Aq−n(n+1−i)f (−n−1+i)m0 where m0 = m0 + L˜∩L
=
n⊕
i=0
Aq−n(n+1)f (i)f (−n−1)m0 by (4.2).
Since q−n(n+1)f (−n−1)m0 (in fact, its image under L˜/(L˜ ∩ L) ↪→ C(M)/M) is a highest
weight vector of C(M)/M , then L˜/(L˜ ∩ L) is a crystal lattice of C(M)/M . Thus, L˜ is a com-
pletion of L. 
Remark.
(i) The above proposition gives the basis vectors of a crystal lattice of C(M) in a closed form.
However, if we remove the A×-multiples from the given basis vectors of L˜, they come down
to {
qn(i−n−1)f (i−n−1)m0 for 0 i  n,
q(n+1)(i−n−1)f (i−n−1)m0 for i > n,
(4.3)
and they generate the same crystal lattice L˜.
(ii) If we start with the lattice from Proposition 4.3 and apply f (n+1) to its highest weight vector,
we get:
f (n+1)
(
2q−n(n+1)
1 + qn+1 f
(−n−1)m0
)
= 2q
−n(n+1)
1 + qn+1
[0]!
[n+ 1]![−n− 1]!m0
= a∗m0 for some a∗ ∈ A×.
In other words, m0 ∈ L˜.
4.4. In the last subsection, we show how an operator defined by Kashiwara in [7] can be
applied to a certain A-lattice in order to deform it to a crystal lattice of the completion.
We consider the A-lattices L in M = M(−n−2) and L
 in C(M) where L =⊕k0 Af (k)m0
and L
 =⊕k−n−1 Af (k)m0. Note that L is a crystal lattice of M , but L
 is not its completion.
Actually, L
 is not even a crystal lattice since e˜(L
)  L
 where e˜ denotes the Kashiwara operator
on C(M). However, we will directly transform L
 to a completion of L.
Let Δ = qt + q−1t−1 + (q − q−1)2f e − 2 be a central element of Uq and consider the ac-
tion of qtΔ on C(M). For k > 0, f kΔ = Δf k , thus Δf−km0 = f−kΔm0. Hence Δf (k)m0 =
f (k)Δm0 = (q−n−1 + qn+1 − 2)f (k)m0 for k −n− 1.
Now, qtΔf (k)m0 = (q−n−1 + qn+1 − 2)q−n−1−2kf (k)m0 = [(q−n−1 − 1)q−k]2f (k)m0.
We define (qtΔ) 12 ∈ End(C(M)) as follows: (qtΔ) 12 f (k)m0 = q−k(q−n−1 − 1)f (k)m0 for
k −n− 1 (cf. [7]). Thus, (qtΔ)− 12 ∈ End(C(M)) is defined by
(qtΔ)−
1
2 f (k)m0 = qk
(
q−n−1 − 1)−1f (k)m0 (4.4)
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Sn =
{
q−n−1(qtΔ)− 12 , on C(M) for −n− 2,
id, on C(M) for  > −n− 2.
(4.5)
Proposition. Let L =⊕k0 Af (k)m0 be a crystal lattice of the Verma module M with highest
weight −n − 2, and let L
 =⊕k−n−1 Af (k)m0. Then q−n(n+1)Sn(qtΔ)− n2 L
 is a completion
of L.
Proof. We note that q−n−1 − 1 = aq−n−1 where a = 1 − qn+1 ∈ A×. It follows from (4.4)
that (qtΔ)− n2 L
 = ⊕k−n−1 Aqnk(q−n−1)−nf (k)m0 = ⊕k−n−1 Aqn(k+n+1)f (k)m0. Also,
for k  0,
Snf
(k)m0 = q−n−1qk
(
q−n−1 − 1)−1f (k)m0 = qka−1f (k)m0. (4.6)
Therefore,
q−n(n+1)Sn(qtΔ)−
n
2 L
 = Sn
( ⊕
k−n−1
Aqnkf (k)m0
)
=
(⊕
k0
Aq(n+1)kf (k)m0
)
⊕
( ⊕
−n−1k<0
Aqnkf (k)m0
)
.
Hence, q−n(n+1)Sn(qtΔ)−
n
2 L
 is the A-lattice generated by the same vectors as in (4.3). There-
fore, it is equal to the crystal lattice L˜ from the Proposition 4.3 which is a completion of L. 
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