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The use of a screen distribution system for simultaneous distribution of the operation screen via a network 
is an effective approach of explaining software operations during information education lessons. In this case, 
it is important to enhance the reproducibility of the image and restrict time lag to avoid causing a sense of 
discomfort or misunderstanding to those who are attending the class. Achieving a minimal CPU load is also 
desirable in order to avoid hindrances to practical training. We attempted to enhance efficiency and 
processing speed and reduce CPU usage via differential image compression techniques by utilizing GPU 
processing capabilities based on DirectX and parallel computing. In this study, we report on our 

















題が深刻である。GUI のフォントは 9pt 程度と小
さく，作図や描画などのグラフィカルな操作も詳
細部分は視認性が低い。この問題解決として，教




























- 2 - 
可逆圧縮を用いるため，画面要素や文字などの劣
化が目立ち，圧縮と展開の負荷も大きい。また，




















GPGPU（General-Purpose computing on Graph-
ics Processing Units）がある。DirectX は GPGPU
用に演算シェーダー（CS：Compute Shader）(8)
機能を用意している。CS は GPU をプログラムで
動作させるプログラマブルシェーダーであり，
























に影響を与えない低 CPU 負荷。 
 
3. 画面配信システムの概要と環境 
本システムは，教員の PC 画面を受講者の PC
画面へネットワーク経由で配信する授業支援シ
ステムであり，図 1 に実行画面を示す。システム











言語には Visual C++ 2015 を用いた。グラフィッ
クス処理に DirectX11 の API を用い，並列演算処
理に CS5.0 仕様によるプログラミング言語 HLSL
（High Level Shading Language）を用いた。HLSL
はプログラマブルシェーダー専用の高水準言語
である。C++プログラムは CPU 上で，また HLSL
プログラムは GPU 上で，それぞれコンパイルさ
れたマシン語コードとして実行される。本システ
ムの動作環境は，DirectX11 に対応した Intel Core 
図 1. 画面配信の実行例（左上：サーバ， 
右下：クライアント） 
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i3/i5/i7，Celeron や AMD APU などの CPU 内蔵型
のGPUや，非内蔵型のGPUの搭載マシンであり，
OS は Windows8/10 を，また，ネットワーク環境

























































ネットワーク API 呼び出し時に発生する。 
ブロック送信処理の通信プロトコルである










































案システム）の 3 手法を比較する。 
画面キャプチャには，①では標準的グラフィッ
クス機能である GDI（Graphics Device Interface）
の API を，②と③では GPU 上で動作する DXGI
（DirectX Graphics Infrastructure）(9)の API を用

















ロック検出の場に応じ，DX 手法では CPU 側，ま










GPU と CPU の連携処理について，図 3 に処理





















プ数 GX×GY で並列ループが構成され，2 行目で
は，TX×TY の複数のブロックごとおよびブロッ
表 1. 各手法における処理方法の組み合わせ 
  手 法  
対象処理 GDI DX DX+CS
画面キャプチャ GDI API DXGI API DXGI API
差分ブロック検出 CPU* CPU* GPU† 
ブロック圧縮 CPU* CPU* GPU† 
* CPU 上のプログラム処理 

























有メモリ上の diff に格納する。diff への書き込み
はスレッド間で競合するが，CRCW（Concurrent 
Read Concurrent Write）モデルにおける同一値の
書き込みを許容した Common CRCW により悪影




















14 行目の排他接頭部和（exclusive prefix sum）に





























diff[i],i	←	0..TX	*TY-1		 	 	 ▷	 共有差分フラグ	
counter[i],i	←	0..TX	*TY-1	 	 ▷	 共有差分カウンタ
Last	 	 	 	 	 	 	 	 	 	 ▷	 フレ-ム画素(t-1)	
Curr	 	 	 	 	 	 	 	 	 	 ▷	 フレ-ム画素(t)	
Block	 	 	 	 	 	 	 	 	 ▷	 差分ブロック	
parallel	for	gx	∈	 0..GX-1,	gy	∈	 0..GY-1	do	
	 parallel	for	tx	∈	 0..TX-1,	ty	∈	 0..TY-1,	





	 	 	 diff[idx]	←	0	
	 	 sync	
	 	 if	Last[pos]	⊻	Curr[pos]	then	
	 	 	 diff[idx]	←	1	 	
	 	 sync	
	 	 if	p	=	0	⋀	diff[idx]	=	1	then	
	 	 	 counter[idx]	 	 ←	IncrementCounter(	)	
	 	 	 Block[counter[idx]].idx	←	gty	*	GX	*	TX	+ gtx
	 	 sync	
	 	 if	diff[idx]	=	1	then	







































boundary[i]	,i	←	0..P-1	 	 	 ▷	 共有境界フラグ	
sum[i]	,i	←	0..P	 	 	 	 	 	 ▷	 共有排他接頭部和
runPos[i]	,i	←	0..P-1	 	 	 	 ▷	 共有境界位置	
Block	[i]	,i	←	0..B-1		 	 	 	 ▷	 差分ブロック	




	 	 	 block	←	Block[b]	
	 	 	 sum[0]	←	0	 	
	 	 sync	
	 	 if	p	=	P-1	then	
	 	 	 flag	←	1	
	 	 else	




	 	 for	i	∈	 1..log2P	do	
	 	 	 if	p+1	>	2i-1	then	
	 	 	 	 sum[p+1]	←	sum[p+1]	+	sum[p+1-2i-1]	
	 	 	 sync	
	 	 if	boundary[p]	=	1	then	
	 	 	 idx	←	sum[p]	
	 	 	 runPos[idx]	←	p+1	
	 	 else	




	 	 	 if	p	=	0	then	
	 	 	 	 R[b].	inf	←	F<<24	|(size*4)<<16	|	block.idx
	 	 	 if	boundary[p]	=	1	then	
	 	 	 	 if	idx	=	0	then	
	 	 	 	 	 len	←	runPos[idx]	
	 	 	 	 else	
	 	 	 	 	 len	←	runPos[idx]	-	runPos[idx-1]	
	 	 	 	 R[b].run[idx]	←	Format1	(block,	p,	len)	
	 	 else	
	 	 	 if	p	=	0	then	
	 	 	 	 R[b].inf	←	block.idx	|	(P	*	3)	<<	16	
	 	 	 R[b].run[p]	←	Format2(block,	p)	
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する。R のメモリレイアウトは UDP パケットに
単純格納できる形にしてあり，差分ブロック数の





実験に用いたサーバマシンは CPU Intel Core i7 
3.4GHz，メモリ 8GB，GPU AMD Radeon HD7950
（コアクロック 1000HMz，メモリ 3GB，メモリ
帯域幅 240GB/s，Stream Processor 1792基，GCN 
Compute Unit 28 基，バス PCI-E3.0），モニタ解








消去時で 2.08%，平均して 27.08%である。 
計測項目は，①画面キャプチャ時間，②差分ブ
ロックの検出および圧縮時間，③データ送信時間，
④CPU 使用率である。①～③は 1μs 精度の高分
解能パフォーマンスカウンタ API を用いて，1 フ
レームごとに計測し，④は PDH（Performance 












GDI 手法と DX 手法では，0.23 倍に短縮されてお
り，これは，API の性能差と 4.2 で述べた画面変
動の検知による効率性の効果と考えられる。また，





検出における 1 ブロック（n px）の処理の計算量
は，逐次演算での O(n)に対し，並列演算ではプロ




て O(log n)である。よって DX 手法の逐次演算を
DX+CS で並列化したことで計算量が減り，DX 手
法に比べ DX+CS 手法では，差分ブロック検出＋
















図 4. 並列 RLE 処理 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 …
A A A B C D E E F F G H I I J K K L
0 0 1 1 1 1 0 1 0 1 1 1 0 1 1 0 1 1





A B C D E F G H I J K L
3 4 5 6 8 10 11 12 14 15 17 18runPos
len 3 1 1 1 2 2 1 1 2 1 2 1
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その I/O 処理の待ち時間で構成される。 
図 7 は CPU 平均使用率である。平均すると，
GDI 1.80%，DX 1.32%，DX+CS 0.37%である。
GDI 手法に対し DX 手法が低いのは，主に GPU
















を用い，実際に 1000BASE-T の LAN 上でクライ
アントに配信しながら計測した。クライアントに
はサーバと同じスペックの PC を使用している。












図 6. データ送信処理時間 
 
図 7. CPU 負荷 






















































































DX+CS が 3.93 ± 2.69ms となる。また，CPU 使
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表 3. ソフトウェア操作画面の配信性能 
GDI DX DX+CS
フレームレート（fps） 54.90 59.76 59.67 
 (4.36) (1.74) (1.74)
処理時間（ms） 14.78 3.11 2.01 
 (5.10) (2.01) (1.97)
CPU 使用率（%） 1.56 0.85 0.09 
  (0.43) (0.44) (0.14)
( )内は標準偏差 
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