ABSTRACT Long short-term memory (LSTM) has been widely used in different applications, such as natural language processing, speech recognition, and computer vision over recurrent neural network (RNN) or recursive neural network (RvNN)-a tree-structured RNN. In addition, the LSTM-RvNN has been used to represent compositional semantics through the connections of hidden vectors over child units. However, the linear connections in the existing LSTM networks are incapable of capturing complex semantic representations of natural language texts. For example, complex structures in natural language texts usually denote intricate relationships between words, such as negated sentiment or sentiment strengths. In this paper, quadratic connections of the LSTM model is proposed in terms of RvNNs (abbreviated as qLSTM-RvNN) in order to attack the problem of representing compositional semantics. The proposed qLSTM-RvNN model is evaluated in the benchmark data sets containing semantic compositionality, i.e., sentiment analysis on Stanford Sentiment Treebank and semantic relatedness on sentences involving compositional knowledge data set. Empirical results show that it outperforms the state-of-the-art RNN, RvNN, and LSTM networks in two semantic compositionality tasks by increasing the classification accuracies and sentence correlation while significantly decreasing computational complexities.
I. INTRODUCTION
Long Short-Term Memory (LSTM) is designed to capture long-term temporal dependencies in Recurrent Neural Networks (RNNs) to recognize patterns in sequential data, such as phoneme classification [9] , [10] , [19] , speech recognition [18] , acoustic modeling [28] , handwriting recognition [11] , web document retrieval [33] , machine translation [30] , etc.
The initial version of the LSTM model is proposed by Hochreiter and Schmidhuber to introduce a memory cell and input/output gates in order to solve the gradient vanishing problem in recurrent neural networks [1] , [3] , [5] , [8] . In the recent two decades, different improved versions have been proposed in term of the initial LSTM architecture [5] including peephole connections [6] , forget gate [7] , bidirectional LSTM and full gradient training of LSTM [9] , etc.
Although the improved versions aforementioned have been developed under the recurrent neural network architecture, it is difficult to capture compositional semantic representations of natural language texts, which have raised great interest in the recent years [12] - [15] , [20] , [22] . To deal with this problem, the RNN network is extended to the tree structure, i.e., Recursive Neural Network (RvNN), such as MatrixVector RvNNs (MV-RvNNs) [16] , Recursive Neural Tensor Networks (RNTN) [24] . In the tree structure, child nodes of words and phrases are combined to represent higher-level semantic components of phrases and clauses. However, the representation of the MV-RvNN and RNTN is of much more complexities with highly computational and spatial complexities, where the 3-dimensional tensor of RNTN scales the computational space to O(d 3 ), where d is the dimension of input vectors. Besides, the LSTM network is also extended to a hierarchical structure in the RNN network, i.e., in the Recursive Neural Network (RvNN) architecture [29] , [31] , [32] and also are exploited to represent compositional semantics.
In real applications, the composition rules from children to their parents are complex and usually nonlinear in real applications. Accordingly, the linear connections from hidden vectors over child units in the existing LSTM networks could prevent the model from capturing complex semantic representations of co-occurrence of textual sentences.
In the paper, quadratic connections between two hidden child nodes in Long Short-Term Memory are proposed in terms of Recursive Neural Networks (shorted as qLSTM-RvNN) to attack this problem. In particular, the information inputs to output and forget gates in LSTM models are composed of linear combination of hidden vectors of left and right children as well as the multiplication by the two children. Accordingly, the co-occurrence properties of compositional semantics can be strengthened with an additional nonlinear term by multiplying two hidden child nodes. The proposed qLSTM-RvNN model is evaluated in the benchmark data sets containing semantic compositionality, i.e., sentiment analysis on Stanford Sentiment Treebank and semantic relatedness on SICK (Sentences Involving Compositional Knowledge) data set. Empirical results show that it outperforms state-of-the-art RNN, RvNN and LSTM networks by increasing classification accuracies and sentence correlation as well as significantly decreasing computational complexities.
The rest of the paper is organized as follows. The next section describes the related work on Long Short-Term Memory networks in Recursive Neural Networks (LSTM-RvNN), and then introduces the proposed LSTM-RvNN model with quadratic connections (qLSTM-RvNN). Section III illustrates the data sets used in the experiments, and reports and discusses the results provided by the proposed qLSTMRvNN model and state-of-the-art recurrent and recursive neural networks. Finally, Section IV draws the conclusions of this paper.
II. THE LSTM CELL OVER TREE STRUCTURE
Long Short-Term Memory is extended to a hierarchical structure in Recursive Neural Networks, where a memory cell can reflect the history memories of multiple child cells [29] , [31] , [32] . The LSTM units in Recursive Neural Networks inherit the LSTM structure in Recurrent Neural Networks by introducing two forget gates controlling data flow from two children to their parent, which is shown in Fig. 1(a) . At each time t for non-leaf nodes, the LSTM unit is composed of a collection of vectors in R d , i.e., an input gate i t , a left forget gate f L t , a right forget gate f R t , an output gate o t , an update gate u t , a memory cell c t , and a hidden state h t , where d is the memory dimension of the LSTM. The forward information can be firstly computed by linear combination of left and right hidden vectors, and then sent to an activation function to store or forget new or old information.
At each time t in leaf nodes, word vectors x t ∈ R d are inputs to the LSTM unit, which is shown in Fig. 1(c) . Here, two forget gates are set to zero as there is no cell state from child on a leaf node. To standardize the symbols of parameters, their definitions follow the rules defined at Table 1 .
A. THE LSTM CELL WITH QUADRATIC CONNECTIONS
The binary tree structure of the proposed LSTM model is shown in Fig. 1(b) for Constituency treebank [2] , [17] . Similar to the LSTM-RvNN models in the literature, in the proposed model, the input and update gates are only used to update the cell states in leaf nodes as shown in Fig. 1(c) . In non-leaf nodes, the inputs to the cell include both the outputs from two children, i.e., c t−1,l for left child and c t−1,r for right child, with forgetting coefficients provided by two forget gates. In the proposed model, the inputs to output and two forget gates are composed of not only linear combination of the hidden vectors provided by two children as well as the coupled signals with a quadratic term provided jointly by the two children in non-leaf nodes shown in Fig.1(b) .
Accordingly, the nonlinear combination of hidden information with quadratic connections can better capture compositional semantics for natural language processing (NLP) tasks such as sentiment analysis over sentence level. The forward computation of the proposed LSTM model can be described as follows on non-leaf nodes and on leaf nodes, respectively.
1) FORWARD COMPUTATION ON NON-LEAF NODES
As discussed in Section II-A, quadratic connections are added to the left and right child forgetting gates and the output gates in the proposed LSTM model as shown in Fig. 1 (b), which can be described as following equations: where
matrices as parameters of hidden vectors from left child and right child, respectively, h t−1,l and h t−1,r are hidden vectors propagated from left and right child, respectively, f t,l and f t,r are left and right forget gates, respectively, c t is the cell state, o t is the output gate, h t is the hidden vector of current node, b (g) are biases of all gates, and σ is the Sigmoid activation function.
As shown in Fig.1 (b), the quadratic connections own an additional component, i.e., W
, the forgetting gates of both left and right children, respectively, and
for o t , the output gate of both left and right children.
2) FORWARD COMPUTATION ON LEAF NODES
In leaf nodes, there is no hidden vector, and thus forgetting gates can be omitted as shown in Fig.1(c) . The forward computation can be expressed as the following equations:
where U (u) , U (i) , U (o) are d × k matrices as parameters of word embedding to hidden layers in update gate, input gate and output gate respectively, and k is the memory dimension of word embedding, and b
f are biases of the corresponding gates in the d dimension.
As a comparison, peephole connections [6] can be directly added to two forgetting and output gates in the proposed LSTM cell with quadratic connections, denoted as qLSTMp-RvNN.
B. TRAINING OVER QUADRATIC LSTM MODEL IN STRUCTURE
During training, backpropagation over structures is applied to the gradient of cost function with respect to each parameter [4] , [32] . The gradient propagated from the cost function to hidden vectors can be calculated as follows:
where J is the cost function of the tasks to which our model is applied. Except for a root node, the gradient from a hidden layer is made up of two terms, i.e., the one from the cost function of labeled values, and the other one from its parent node. For example, if this node is the right child of its parent, the hidden layer receives a gradient h R p from its parent; If this node is labeled, the gradient from the cost function may propagate the gradient value to the hidden layer. The gradient over the cell state c t is given as follows:
which is used for input, update, and two forgetting gates. Accordingly, the gradient propagated to the gates with the quadratic connections can be calculated by the following equations:
In leaf nodes, gradient over x t is computed as follows,
which is used to train word vectors x t embedded. Gradients propagated to left child h L and to right child h R can be calculated by the following equations,
In the proposed model with quadratic connections (7), backpropagation of left child can be influenced by the corresponding right child, and vice versa. However, in cells without quadratic connections, gradients from parent node to its left node and right node are propagated independently, and the relationship between children is modeled indirectly through an activation function. Accordingly, in the proposed model, children can have a direct impact on each other and thus, the nonlinear compositions can be captured after backpropagation.
C. APPLICATIONS OF THE QUADRATIC LSTM MODEL
In recursive (tree) structure, each node will be given a class labelŷ from a discrete set of classes , and the class label of each node is assigned to its root. Two NLP tasks, i.e., sentiment analysis and sentiment relatedness, are adopted to validate the effectiveness of representing semantic features of texts classified by the proposed LSTM model.
1) SENTIMENT ANALYSIS
In this task, at each node a softmax classifier is applied to predict the labelŷ t . The hidden state h t at the node is input to the classifier.p
where θ is a set of model parameters, including W (s) , a d × m matrix, and b (s) , an m-dimension vector, in which m is the number of classes to classify.
2) SEMANTIC RELATEDNESS
The task of semantic relatedness is to predict sentence relatedness in pair. For example, 'car' is related to 'road' and 'driving'. Score of relatedness is in [1, K ] where K > 1 is an integer, and a bigger score indicates a higher degree of relatedness. In the tree-structured network, two sentences can be represented by two hidden vectors, h l and h r , respectively. According to [31] , the relatedness scoreŷ between two generated representations can be calculated by a twolayer neural network, in which both distance and angle of the representations are as inputs. The detail computation can be shown in the following equations. In Eq. 9, the distance h s of the semantic relatedness between two sentences are measured by h + and h × because the combination outperforms the one by any one of measures alone as denoted in [31] . The multiplicative measure h × can be interpreted as an elementwise comparison of the signs of the input representations. In this way, with softmax layer, h s is projected into discrete values [1, K] as the score of semantic relatedness.
When predicting, distributionp θ given model parameters θ should be optimized to be as close to the rating label y ∈ [1, K ] as possible. Therefore, a sparse target distribution p that satisfies y = r p should be defined as following:
In the semantic relatedness task, the cost function is a regularized KL-divergence between p andp θ , which is the prediction of the probability of the semantic relatedness task between two sentences as follows.
where m is the number of training pairs, and the superscript k indicates the kth sentence pair.
D. EXTENSION TO ARBITRARY TREE STRUCTURE
The Child-Sum structure is used for Dependency treebank [2] , [17] by summing up all the hidden vectors from child nodes. Here, every node may have one word vector and an arbitrary number of hidden vectors h t−1,k and cell states c t−1,k children as inputs. Input gate i t and update gate u t are responsible for input values, and forgetting gates are used to control information propagated from children. Like the model shown in Fig. 1(b) , quadratically coupled gates multiply all the hidden vectors together as input to non-leaf nodes. The forward message can be described as follows.
where C(t) denotes the set of children of node t, and W 
III. EXPERIMENTAL RESULTS
To validate the effectiveness of generated semantic representation of the proposed LSTM-RvNN model with quadratic connections, in this section, the following experiments are conducted on two NLP tasks, i.e., sentiment analysis on Stanford Sentiment Treebank (SST) [24] , and semantic relatedness prediction on the SICK data set [26] .
The experimental results are compared with state-of-theart RNN models, which can represent semantic compositionality, i.e., Matrix-Vector RvNNs (MV-RvNNs) [16] , Recursive Neural Tensor Networks (RNTN) [24] , LSTM in Recursive Neural Network (LSTM-RvNN) [31] , and LSTM in Recursive Neural Network with peephole connections (LSTMp-RvNN) [32] .
The corpus can be represented in Contituency treebank (denoted as ''Con-" in the following experiments) and Dependency treebank (denoted as ''Dep-" in the following experiments). Accordingly, the methods are denoted by combining the form of structures and different variants of LSTM-RvNN with quadratic connections and/or peephole connections, e.g., Con-qLSTMp-RvNN denotes to use the proposed quadratic LSTM-RvNN with peephole connections in Contituency treebank.
A. SENTIMENT CLASSIFICATION
In Stanford Sentiment Treebank (SST), there are two subtasks, i.e.g, binary classification and fine-grained classification [24] . In the binary classification, sentences are classified to negative and positive classes while in fine-grained classification, there are five classes of sentences, i.e., very negative, negative, neutral, positive and very positive.
The SST dataset consists of 442,629 labeled nodes, and is divided into train, dev and test sets. In the binary classification, we use train/dev/test splits of 6920/872/1821 sentences and in fine-grained classification, the splits of 8544/1101/2210 sentences are used. The data of Constituency treebank is from the Stanford Sentiment Treebank, and the data of Dependency treebank is generated by the dependency parser of Stanford [21] , [23] , [25] .
Results of Sentiment Classification by different models on Test data are shown in Table 2 , where all the results are the average accuracies over ten-time experiments. The result of MV-RvNNs is cited from [16] , RNTN is from [24] , LSTM, Bidirectional LSTM, Con-LSTM-RvNN and Dep-LSTMRvNN are from [31] . Note that all the results of LSTMpRvNN are not cited directly from [32] as their performances can be improved by embedding word vectors.
From Table 2 , one can see that sentiment analysis obtains better accuracies on Contituency treebank compared to Dependency treebank under the same setting, while peephole connections cannot improve classification accuracies. The proposed model achieves best accuracies in both binary and multiple classification tasks without peephole connections on Constituency treebank.
B. SEMANTIC RELATEDNESS
Semantic Relatedness is validated on the Sentence Involving Composition Knowledge (SICK) data set [26] with a split of 4500/500/4927 for training/validation/test data sets, with 4500/500/4927 labels on each sentence pairs. The sentences are derived from existing image and video description. Each sentence pair is annotated with a score y ∈ [1, 5] . Here, y = 1 means that the two sentences are obviously unrelated, and y = 5 means that the two sentences are tightly related.
With the cost function described at Section II-C.2, the size of a hidden layer is set to 50 in the relatedness prediction network. Pearson coefficient γ is used as an evaluation metric to measure correlation against human evaluations of semantic relatedness. The results provided by LSTM, Bidirectional LSTM and LSTM-RvNN are cited from [31] .
From Table 3 , one can see that sentiment relatedness can obtain a better correlation on Dependency treebank compared to Contituency treebank under the same setting while peephole connections cannot improve correlations. The proposed model achieves the best result without peephole connections on Dependency treebank.
C. THE RELATED ISSUES
In the experiments, it is important to select two parameters, i.e., learning rate and dimension of hidden vectors. Initially, the dimension of word vectors is fixed to 300 as input to the learning model from word vectors described in [27] . From the experimental results shown in Fig. 2 , classification accuracies are relatively stable by varying the learning rate from 0.01 to 0.04 and reach the best result at 0.035.
To investigate the influence of the dimension of hidden vectors on accuracies, the relationship between the classification accuracies and running times with respect to dimensions are reported shown in Fig. 3 , where the learning rate is fixed to 0.035. By increasing the number of dimension, classification accuracies can be steadily increased while the computational costs increase significantly. In the experiments, the running time is an average one over the first ten epochs by running the same neural network model. The computational costs are shown in Table 4 and Table 5 for sentiment analysis and semantic relatedness, respectively. All algorithms run on Ubuntu 15.10 system with 8G memory and 3.20GHz×4 Intel TM i5-4460 CPU. For fair comparison, the learning rate is fixed to 0.035, and the dimension of hidden vectors is fixed to 150. By analyzing the two tables, one can see that the proposed model achieves the better performance with the best performance and the least computational costs in both sentiment analysis and semantic relatedness tasks, compared to state-of-the-art LSTM, RNN and RvNN models. The least computational cost might be caused by two reasons. The first one is that the proposed model is simplified by non-leaf and leaf models, respectively and the other one is because the quadratic connections in the proposed model are the simple multiplication of two left and right children.
IV. CONCLUSION
In this paper, we have proposed nonlinear connections to the Long Short-Term Memory (LSTM) model over Recursive Neural Networks to better capture semantic features of natural language texts, which is abbreviated as qLSTM-RvNN. Here, coupled connections between two hidden child vectors are added to the current LSTM memory cell in terms of the hierarchical structure presented by [29] , [31] , [32] . Accordingly, the inputs to two forget and output gates are composed of the linear combination of hidden children as well as the multiplication of both children, which can capture more delicate information for semantic compositionality. The proposed qLSTM-RvNN model can work in both Constituency treebank and Dependency treebank and it has been applied to two compositional semantic tasks, i.e., semantic analysis and semantic relateness. Empirical results show that the proposed qLSTM-RvNN model outperforms state-of-the-art LSTM models in recurrent and recursive neural networks on two benchmark data sets of two tasks by increasing the classification accuracies and sentence correlation as well as significantly decreasing computational costs.
Natural languages usually have hierarchical structures, such as words, phrases, clauses and sentences. Accordingly, the semantic compositionality within different hierarchies could be different. As future development, a heterogeneous structure will be developed to address the problem with the proposed quadratic connections over LSTM recursive nets.
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