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Abstract
This thesis presents both theoretical and experimental investigations of the performance
and capabilities of frequency selective surfaces (FSS) applied at THz frequencies.
The aim is to explore and extend the use of FSS, traditionally limited to microwave
frequencies, towards the THz regime of the spectrum, where interesting applications
such as imaging, sensing and communications exist. The contribution of this work lies
in three main areas within the scope of THz FSS, namely, performance, prototyping and
applications.
Unlike microwave FSS where extensive research has been performed to evaluate the
performance of different FSS designs, particular problems arise at THz frequencies,
significantly, the ohmic losses. While a few notable studies can be found on the issue
of ohmic losses, part of this thesis investigates, for the first time, the power dissipation
due to the presence of both ohmic and dielectric losses, in relation to the power stored
in the vicinity of the FSS, the currents induced in the elements of the array and the
array’s terminal impedance. By doing so, a better understanding of the performance of
THz FSS has been given in terms of their quality factor, allowing for design guidelines
previously unavailable.
In order to demonstrate multiband operation experimentally, a novel fabrication
process has been designed and developed to manufacture capacitive or dipole-based
THz FSS on a dielectric layer. Dry deep-reactive ion etching has been employed in
order to avoid the use of wet etching to provide better control of etch characteristics.
Various FSS operating around 15THz have been demonstrated experimentally.
In addition, THz FSS have been investigated theoretically in the realm of three different
applications, namely, multiband operation, sensing capability and reconfigurability.
Multiband characteristics using single-screen FSS have been achieved by perturbed
dipole FSS exhibiting up to four resonances due to the excitation of even and odd
current modes. After studying the near-fields in perturbed FSS, it has been found that
this type of FSS represent a very attractive candidate for sensing applications due to
the revealed near-field enhancement phenomena related to the excitation of the odd
mode, where currents flow in opposite directions. Finally, a novel tunability approach
ii
to reach frequency reconfigurability by varying the near-field coupling between two
closely spaced layers in a dual-layer configuration has been proposed. A MEMS movable
four-arm membrane has been suggested to vary the distance between the two layers
mechanically, leading to the frequency tuning effect. This approach has been shown
to be particularly suitable for THz frequencies, and has been applied to demonstrate
theoretically tunable FSS and other periodic structures, such as artificial magnetic
conductors and dielectric gratings.
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Frequency selective surfaces (FSS) are resonant periodic arrays which exhibit selectivity
in frequency, polarization and angle of incidence. Under plane-wave excitation, the
incident wave induces electric currents flowing through the elements of the array, and
leading to re-radiated energy from the array towards both sides of the array. These
re-radiated fields add constructively or destructively with the incident wave giving rise
to ideally total reflection or transmission depending on the type of the elements. In the
absence of losses, metallic elements represent capacitive screens and give rise to total
reflection, while apertures in a metallic sheet represent inductive screens and give rise
to total transmission. In addition, the shape and dimensions of the elements determine
the resonant frequency, that is the frequency of maximum coupling of the incident wave
to the array. The filtering characteristics of FSS have been investigated in great detail in
the past, mostly for applications in the microwave, but also at higher frequencies. FSS
have been used widely in antenna systems for satellite communications and radomes
for reducing the radar cross section. For instance, a very common application results
from using an FSS to share a parabolic reflector with a single focal point by two different
feeds working in different frequency bands (e.g. C- and X-band). The FSS is designed
to reflect the X-band and transmit the C-band. The feeds (C- and X-bands) of the
reflector are then placed at either side of the FSS resulting in a reflected X-band and
transmitted C-band well focused towards the reflector (in transmitting mode). In the
absence of an FSS, it would be physically impossible to have both feeds at the focal
point. The application of FSS in waveguide filters, polarizers and absorber have been
also exploited [1–5].
1
1.2 Motivation and Objectives
The motivation for the realization of this thesis lies in the need for deeper analysis
of FSS operating at THz frequencies (mm-waves and infrared) and for the search
of potential applications and higher-capabilities at these frequencies. From there,
particular investigations have been carried out in various directions.
Performance studies with physical insight on the behavior of several type of FSS
are readily available in the literature at microwave frequencies, where the metallic
elements of the array may be considered perfect electric conductors (PEC). At these
frequencies, thermal losses arising from the propagation of wave inside lossy dielectrics
(dielectric losses) dominates the contribution of heat dissipation in the structure.
At higher frequencies, however, ohmic losses arising from the finite conductivity
of the metallic elements increase significantly and their contribution to the overall
heat dissipation must be considered. Investigations on the absorption in FSS at THz
frequencies have been carried out recently, in the noteworthy thesis by J. Pryor [6] and
other published papers [7, 8]. However, thermal losses are mostly studied separately
from other important parameters, such as the power stored in the near-field of the
array and the Q-factors. The importance of studying the effects of thermal losses
in relation to the power stored lies in the resonant nature of the FSS. Due to their
resonant characteristics, for instance, FSS consisting of metallic elements have been
shown to exhibit stronger absorption than a metallic sheet, even though FSS have
less metalization per unit area [8]. Although this behavior have been observed in the
past, it was simply addressed as a consequence of the resonant nature of the FSS,
but no further investigations were carried out. Thus, a detailed assessment of FSS
performance at THz frequencies in terms of thermal absorption in relation to the
power stored, which defines the resonant characteristics of the array, is presented in
the first part of this thesis.
The use of FSS at THz frequencies opens a window for new and interesting
applications. Some of the applications recently suggested at these frequencies are in
filter components and sensing systems [9–12]. In the past, the efforts were focused
on the analysis and design of passive single-band FSS exhibiting one resonance,
and therefore, a single band. The extension of FSS technology for multiband and
tunable capabilities is of great interest. Multiband characteristics at THz frequencies
2
have been only achieved so far using fractal FSS by using a genetic algorithm for its
optimization [13]. Although they exhibit good performance, they lack any direct
relation between the performance and its geometry, and therefore, rely decisively
on time-consuming computational trials. An interesting alternative followed in this
thesis is the use of perturbed FSS, which have been demonstrated to exhibit dual-band
performance at microwave frequencies. Perturbed FSS consist on arrays of dipoles,
where the length of every second dipole is reduced [14]. By doing so, two resonances
appear and a dual-band characteristic is relatively simple to achieve. In this thesis,
experimental demonstration of multiband performance at THz has been pursued. In
addition, during the study of the induced currents and near-fields in perturbed FSS,
it was realized that strong currents and near-fields were obtained as a consequence
of a small perturbation in the length of every second dipole. Further analysis was
carried out to analyze perturbed FSS in sensing components, where materials can be
characterize or differentiate from other materials observing the shift produced in the
resonance when sensed in the vicinity of an array.
Finally, tunable mechanisms were investigated to reach electronic tunability of the
FSS characteristics. Many different ways have been analyzed to achieve tunable
configurations in the past, using varactor diodes, magnetic, semiconductor or liquid
crystals substrates, or MEMS switches [15–19]. However, FSS working at THz
frequencies have dimensions in the micro-scale, and therefore, opens the possibility to
integrate FSS and MEMS technology in a relatively simple manner. Electromagnetically
coupled FSS arrays and mechanically movable membranes have been integrated to
achieve tunability in the THz regime.
Figure 1.1 summarizes the research undertaken in this thesis.
3
Figure 1.1: Summary of the different areas investigated in this thesis and outline of the
chapters.
1.3 Chapters outline
The contents of each chapter are briefly introduced below:
- Chapter 2 ’FSS Background’ serves as an introduction of the FSS technology. Analysis
methods, fabrication approaches and measurement techniques are revised, particularly
for those techniques more suitable for FSS at THz frequencies.
- Chapter 3 ’Methodology for the analysis, fabrication and measurements of FSS at THz
frequencies’ provides a detailed description of the actual methods and techniques used
in the rest of the thesis for the analysis, fabrication and test of THz FSS. In-house
mathematical model, based on the method of moments, and commercial softwares used
for the simulation of lossless and lossy THz FSS are explained. In addition, a fabrication
process and a measurement set-up is developed in this chapter.
- Chapter 4 ’Energy storage, dissipation and quality factors of FSS at THz frequencies’
concentrates upon the assessment of the power dissipation and storage in THz FSS.
Both circuital models and full-wave analysis are employed to obtain the unloaded,
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loaded and external quality factors in THz FSS. Far-field and near-field properties (e.g.
S-parameters, induced currents, evanescent Floquet modes, power dissipated, power
stored, terminal impedance) of THz FSS are evaluated and design-guidelines are given.
- Chapter 5 ’Substrate effects in FSS at THz frequencies’ extends the analysis to the
influence of dielectric surroundings on the FSS performance. The circuital model for
free-standing FSS is modified to account for substrate loading, and the effects on the
resonance shape and frequency is addressed. Absorption due to dielectric and ohmic
losses, both independently and simultaneously, are obtained and explained through the
induced currents and the resonances due to the only presence of dielectrics.
- Chapter 6 ’Single-screen FSS for filters and sensing components at THz frequencies’
studies THz FSS in the realm of two different applications, namely, multiband
filters and sensing components. First, traditional single-screen FSS are revised with
particular interest in the induced currents and power dissipated at these frequencies.
Subsequently, perturbed FSS are exploited for multiband and sensing applications.
The presence of even and odd modes separated by interaction nulls have been shown
attractive to reach multiple resonances and near-field enhancement. Experimental
demonstration of perturbed FSS are also presented using the fabrication and
measurement techniques developed in chapter 3.
- Chapter 7 ’Multilayered and tunable FSS at THz frequencies’ moves on to investigate
FSS with more than one layer. First, dual-layer FSS with identical elements of similar
or different dimensions are studied in terms of the reflection and absorption coefficients
as well as induced currents. The efforts are then concentrated on closely-coupled
dual-layer FSS, which are shown to exhibit attractive tunability capability by means
of varying the distance in between. Several configurations are investigated and MEMS
movable membranes are suggested to carry out the necessary mechanical displacement.
Tunability is obtained in three different periodic structures, namely, FSS, dielectric





This chapter aims to survey the existing literature on frequency selective surfaces (FSS)
concerning its operation and applications, theoretical analysis approaches and design
configurations, fabrication procedures and measurements techniques. The chapter
is divided into four sections, each of which deals with one of the aforementioned
areas. Section 2.1 provides a general introduction to FSS focusing on its principle
of operation, circuital models, thermal losses, types, configurations and applications.
Section 2.2 introduces various approaches for the analysis of electromagnetic (EM)
structures, particularly for periodic arrays. The general idea of variational methods such
as the method of moments (MoM) and the finite element method (FEM) is explained.
In section 2.3, the micro-fabrication procedures and equipments for prototyping FSS
operating at THz frequencies is revised. Finally, the measurement techniques for
testing manufactured FSS are reviewed for microwave and THz frequencies. Indications
relating the existing literature to the research undertaking in the rest of the thesis is
appropriately given.
2.2 General description of FSS performance
2.2.1 Historical perspective of periodic structures
Periodic structures, either occurring naturally or man-made, have been examined
throughout time. The first mathematical analysis of periodic structures was done on
a one-dimensional periodic lattice by Newton in 1686 in order to derive a formula
for the velocity of sound [20]. In this work, Newton assumed sound to propagate as
an elastic wave along a lattice of point masses, separated by a constant distance and
attracted to each other through an elastic force. In 1830, Cauchy tried to analyze the
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dispersion of optical waves using Newton’s model, assuming that light was a elastic
wave of very high frequency. After Cauchy, Baden-Powell further discussed lattices
with identical particles, Kelvin proposed a theory of dispersion for 2-particle lattice
and Vicent built a mechanical model [21]. At the beginning of the twentieth century,
periodic networks were utilized to build electric filters (low-pass by Pupin in 1900
and high-pass in 1906 by Campbell) [21]. In 1912 Born applied Kelvin’s theory for
the propagation of waves in crystals, and by 1928 Bloch generalized Floquet’s results
on partial differential equations with periodic coefficients (solutions of which are now
known as Bloch waves) and laid the foundations of the theory of solids [20,21].
In parallel with the developments of the current theory of solids, other periodic
structures were investigated. Light diffraction first observations by F. Grimaldi date
back to 1665 and the first man-made diffraction grating was studied by D. Rittenhouse
in 1785 [22]. Another key step in the use of periodic grating was the invention
of the spectroscope by J. Fraunhofer in 1813. A theoretical understanding of light
was shaping up during the 17th, 18th and 19th centuries, from the particle theory
of Gassendi (1660) and Newton (1675), through the wave theory of Hooke (1660),
Huygens (1698) and Fresnel (1817) to the electromagnetic theory of Faraday (1845)
and Maxwell (1873). Maxwell’s equations led to investigations on other regions of
the spectrum apart from optical light. From 1950 great attention was given at the
microwave frequencies in the field of wave guiding, antennas and phased arrays [23],
and the scattering of periodic arrays of conducting plates and aperture in conducting
sheets was also investigated [2,24,25].
Frequency selective surfaces (FSS) have been suggested to appear first in the
patent of Marconi and Franklin in 1919 describing a ’Reflector for Use in Wireless
Telegraphy and Telephony’, but they have been exploited thoroughly from the second
half of the twentieth century [1]. More recently, other periodic structures have
been investigated. Photonic band gaps (PBG) were introduced in 1987 [26–28],
artificial magnetic conductors (AMC) in 1999 by Sievenpiper [29, 30], and negative
refraction index (NIM) in 2000 by Smith [31, 32]. Periodic structures exhibiting
special characteristics have been recently classified under the broad terminology of
’Electromagnetic Band-gaps (EBG)’ [33]. Under this term we can identify any 1D, 2D
or 3D metallo-dielectric or dielectric periodic structure which prevents propagation in
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a particular band of frequencies ideally for all angles of incidence and polarizations.
2.2.2 FSS Definition
Frequency Selective Surfaces (FSS) are defined from a structural perspective as
periodically arranged metallic patches or apertures within a metallic sheet with
arbitrarily shape, generally supported by or embedded in a dielectric substrate. From
an electromagnetic point of view, FSS are essentially resonant periodic arrays which
exhibit selectivity in frequency, polarization and angle of incidence. In contrast to
electrical filters, FSS are spatial filters because their performance depends not only on
frequency, but also on angle and polarization of the incident wave. Generally, they are
employed as plane-wave filters at radio frequency, microwave and THz frequencies.
2.2.3 FSS Characteristics
2.2.3.1 Principle of operation
The underlying physical mechanism which determines the behavior of the FSS is
depicted in Figure 2.1. When a plane-wave impinges an FSS based on parallel metallic
dipoles (with perfectly conducting electrons) we can identify two different scenarios.
When the electric field is oriented along the length of the dipoles, this electric field
exerts a force on the electrons causing them to oscillate according to the sinusoidal
nature of the electric field orientation. A portion of the incident-wave energy is
therefore converted into kinetic energy and used to sustain the electrons oscillating
(i.e. induced current). Oscillating electrons (currents) give rise to radiated energy in
the way that an electric dipole does. This re-radiated wave on the right side of the
FSS interfere destructively with the incident wave avoiding any transmitted wave. The
energy re-radiated towards the left represents the reflected wave. When the electric
field is oriented perpendicular to the dipoles, however, the electrons cannot oscillate up
and down, and do not re-radiate. In this case, the FSS is invisible to the incident wave
and total transmission is produced [34]. The reflection and transmission characteristics
depend on the absorption and re-radiation efficiency of the metallic elements and the
frequency, angle and polarization of the incident wave. In general, FSS are resonant
structures, so that the maximum absorption and re-radiation efficiency is given at the
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resonant frequency, which depends on the shape of the elements and its spacings.
Figure 2.1: Principle of Operation of FSS under electric field a) parallel and b)
perpendicular to the elements length.
In the absence of losses arising from the finite conductivity of the metallic elements and
in a free-standing configuration (i.e. no dielectric surrounding the FSS), an infinitely
thin FSS consisting of metallic patches exhibits complementary characteristic to that
consisting of apertures of equal dimensions in a metallic sheet. This is known as
the Babinet’s principle [1, 35] and is depicted in Figure 2.2. Patch-based FSS exhibit
total reflection when illuminated with an incident wave of electric field parallel to the
dipoles, while aperture-based FSS show total transmission when illuminated with an
incident wave of electric field parallel to the slots. Therefore, band-stop and band-pass
filters are obtained by means of FSS based on patch and aperture elements, respectively.
Figure 2.2: Complementary FSS, a) patch-based FSS, b) aperture-based FSS and c)
typical reflection and transmission characteristic as a function of frequency.
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Because of the periodic nature of the FSS, the behavior of the currents induced in the
elements and the transmitted and reflected waves can be represented by an infinite
set of spatial harmonics [3]. Although this will be developed fully in Chapter 3, it
is worthy to introduce a few basic concepts here. The spectrum of FSS, shown in
Figure 2.3, consists of a main always-propagating harmonic (i.e. incident, reflected
and transmitted waves) and higher-order harmonics which may be evanescent or
propagating towards different angles (in this case, they are called grating lobes).
Because of satisfying the Floquet theorem of periodic functions, these harmonics are
called Floquet harmonics or modes. The onset of propagating grating lobes depends
on the periodicity of the FSS and the frequency and angle of the incident wave. This is
an important issue because the onset of grating lobes may reduce energy in the main
transmitted and reflected harmonics. Therefore, the spacing or periodicity of the FSS
elements must be designed so that grating lobes do not appear at the frequency band of
interest, with the exception of specific applications that take advantage of propagating
grating lobes (e.g. frequency-scanned antennas).
Figure 2.3: Representation of the propagating and evanescent waves in periodic arrays
under plane-wave incidence
The operation of FSS, owing to its resonant nature, can be represented by an RLC circuit
over a transmission line, where the losses (metallic and/or dielectric) are represented
by a resistance R, while the reactive behavior appears as a result of the combination
of capacitance C and inductance L components [1, 4]. For perfect electric conductors
(PEC) such circuital equivalence turns into a lossless LC circuit. Simple lumped-element
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equivalent circuits based on the empirical values given by Marcuvitz [36] for obtaining
the equivalent capacitance and inductance of infinite strips have been used successfully
to model lossless FSS consisting of single and double square-loops [37, 38], and
Jerusalem crosses [39] in the microwave regime of the spectrum. Superdensed dipole
FSS have also been modeled in a similar way with a more complicated combination
of capacitances and inductances [40]. Circuital models based on Marcuvitz’s empirical
expressions, however, are single-mode formulations (only fundamental transmitted and
reflected waves) and not accurate at high frequencies (e.g. propagating grating lobes).
In addition, these methods are mostly suitable for a few particular simple free-standing
FSS types, in the absence of losses, and for normal incidence, although some effort has
been done to extend their validity to oblique incidence [41]. An accurate single-mode
equivalent circuit based on the terminal impedance of the array calculated by full-wave
method of moments was presented in [1]. A different approach was taken in [42],
where the circuital model of a dipole FSS is extracted based on its performance instead
of the physical dimensions of its geometry. The values of the boundary admittances at
the FSS were extracted numerically. Multimode networks of the FSS under plane-wave
excitation with arbitrary angle of incidence have been derived for a more accurate
formulation of the FSS problem, including grating lobes [43–47].
2.2.3.2 Element types
The transmission and reflection characteristics of FSS are mainly dependent on the
size and shape of the elements. The electrical dimension of the elements is the
main factor which determines the resonant frequency, and the element shape and
spacing strongly determine the bandwidth and shape of the resonance. Dielectric
surroundings, thickness of the metallic elements or thermal losses further modify both
resonant frequency and bandwidth. Traditional FSS geometries can be categorized into
four classes, namely, (1) center-connected, (2) loop types, (3) solid types, and (4)
combinations [1]. In Figure 2.4a, examples of the first three categories are shown.
The resonant frequency is located roughly at a frequency in which the electrical length
of center-connected elements is λ/2, the average circumference of the loop types is
around λ, and the distance across the solid types is λ/2. The resonant frequency of the
combination is somehow more complicated and depends on the particular shape of the
elements.
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So far, we have revised incidence normal to the array. In this case, only a fundamental
resonance or even mode is present [1, 48]. However, oblique angles of the incident
wave may give rise to odd modes at higher frequency (the odd modes vanish at
normal incidence [48]). These odd modes represent current distributions in the FSS
elements different from that of the fundamental mode and they usually appear at a
harmonic frequency (2fres, 3fres...). Odd modes vanish at normal incidence because
their bandwidth becomes narrower and narrower as the incidence angle gets closer to
zero [48]. In Figure 2.4b, the distribution of the currents induced in simple dipole
elements are shown in conjunction to the far-field response associated. The first odd
mode appears when the length of the dipole is λ, that is twice the even mode. The
so-called interaction null appears between the fundamental and odd modes. This
interaction null can be readily understood following Foster’s reactance theorem [1],
which states that between two poles there always exists a null. Other resonances due
to different current distributions in the elements may also be excited at oblique angles
for more complicated elements, such as the crooked or bent mode in the Jerusalem
cross [1].
Figure 2.4: a) Traditional elements of FSS, and b) harmonic (even and odd) modes in
dipole elements.
The bandwidth of the FSS depends strongly on the spacing between elements. The
shorter spacings in either direction of the array (i.e. elements closely packed), the larger
bandwidth obtained. The variation in bandwidth produced by bringing the elements
closer or separating them further apart is accompanied by a change in the resonant
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frequency. This frequency shift might be minimum (in some loop-type elements) or
significant (in elements with capacitive end loadings, such as the Jerusalem cross) [1].
Thus, shape, dimensions and spacing of the elements must be designed altogether to
reach the desired resonant frequency and bandwidth, and to avoid grating lobes.
In addition to the traditional elements explained before, new types of FSS have been
investigated in the past. Fractal (e.g. Hilbert types or arbitrarily shaped generated
by genetic algorithms), perturbed, convoluted and miniaturized elements represent
good examples [14, 49–51]. Apart from metallo-dielectric FSS, which may exhibit
unacceptable losses for certain THz applications, superconducting FSS has been shown
as a candidate for high frequency applications in order to minimize the ohmic losses
[52]. Other alternatives to metalic FSS are dielectric periodic structures such as
thin film optical filters [53], wave-guide grating filters [54–58] and all-dielectric FSS
[59–62].
2.2.3.3 Dielectric loading
The presence of dielectric layers around the FSS may not only be required for
the physical integrity of certain FSS (e.g. patch FSS), but may also add further
capability in tailoring the frequency response of FSS. Dielectric layers modify the
resonant frequency and bandwidth of free-standing FSS [1, 3, 63, 64]. In addition,
FSS embedded in a dielectric layer have been shown to exhibit stable reflection and
transmission characteristics with the angle of the incident wave [1].
The major effect of dielectric layers is to alter the frequency of the fundamental
resonance. The resonant frequency depends on both the dielectric permittivity and



















The value of the resonant frequency in (2.1) is achieved for thick enough substrates,
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where the amplitude of evanescent Floquet modes have decayed to near zero at the
air-dielectric interfaces. The resonant frequency is gradually pulled downwards as a
function of the thickness of the dielectric, from the value of a free-standing FSS to the
limiting value of (2.1), which corresponds to an infinite medium of permittivity εaverage
[1, 63, 64]. The resonant frequency becomes independent of the thickness for thick
substrates in patch-type FSS. For aperture-type FSS, however, the resonant frequency
exhibit an oscillatory behavior around the limiting value of (2.1), due to the presence
of substrate-generated pass-bands sweeping through the passband of the FSS consisting
of slot elements [63]. The existence of the dielectric-only resonances does also make
the bandwidth of the FSS wider or narrower as a function of the substrate thickness
[63]. The effects of dielectric supporting layers, not only on resonant frequency and
bandwidth, but also on induced currents and dissipated power, will be the main target
for the research undertaken in Chapter 5.
2.2.3.4 Thermal losses
Another important issue, particularly at THz frequencies, is the thermal absorption
arising as a consequence of heat dissipation due to the currents flowing through metals
of finite conductivity and electromagnetic fields propagating inside lossy dielectric
(conductivity higher than zero). In patch FSS, the introduction of losses leads to
non-total reflection and non-zero transmission due to energy dissipated in the form
of heat. Similarly, in aperture FSS, the introduction of losses leads to non-total
transmission and non-zero reflection. Thus, any absorption reduces the efficiency of the
FSS performance (except for absorber applications). Absorption is usually determined
from the transmission and reflection coefficients as follows:
Abs = 1− S211 − S221 (2.3)
It has not been until recent years that the issue of absorption due to non-perfect
metals have received increasing attention because in traditional applications at
microwaves, dielectric losses are the main source of absorption [6, 8, 65, 66]. With the
advent of potential applications at higher frequencies (such as thermophotovoltaic
(TPV) [67] and optical-metamaterials applications [68]), the issue of ohmic losses
has been increasingly important. In [6] a detailed investigation of the absorption
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and current distributions in several type of FSS elements, such as wire-grids, dipoles,
crossed-dipoles, square- and hexagon-loops, was provided. Wire-grid FSS exhibited
the least absorption (< 5%), dipole and loop-type FSS gave rise to losses between
9 and 14%, and crossed-dipoles were the most dissipative giving rise to near 20%
absorption. Two interesting results were also derived in [6]. Firstly, lossy FSS were
shown to exhibit more losses than a lossy infinite ground plane. This is certainly
due to the resonant behavior of FSS. The strong currents induced in the elements
are the main cause determining the losses, apart from the physical properties of the
material. It was warned correctly that less quantity of metal do not imply less ohmic
losses [8]. Secondly, there seemed to be a close relation between the bandwidth and
the absorption. FSS types with wider bandwidth exhibit less absorption. This is also
due to the distribution and amplitude of the currents induced in the different FSS
elements. The understanding of ohmic losses is, thus, paramount at higher frequencies.
In this thesis, the issue of losses (ohmic and/or dielectric) is studied for free-standing
and dielectric-supported FSS. Chapter 4 is devoted enterily to the study of ohmic losses
in free-standing FSS in relation to the induced currents, and the near-fields and stored
power in the vicinity of the array. In Chapter 5, ohmic as well as dielectric losses are
investigated for FSS supported by a dielectric layer.
2.2.4 Configurations: fixed and tunable FSS performance
Generally, single-screen FSS based on traditional elements give rise to single stop- or
pass-bands. However, communication systems working at various frequencies may
require multiband filters to reject or transmit more than one band simultaneously.
Multiband FSS can be obtained by stacking various layers, but also by modifying
traditional single-screen FSS. Since cascading different FSS can bring out unacceptable
losses at THz frequencies, multiband single-screen FSS seem to be more appropriate
in this region of the spectrum. Various single-screen configurations have been
analyzed in the microwave to reach multiband response, including ring and
square-loop elements [51, 69–71], simple element or spacing perturbation of the
FSS [14], perturbed FSS based on substrate integrated waveguide cavities (SIWC)
technology [72] and fractal FSS [50, 73]. Only fractal FSS has been also employed at
THz to achieve multiband characteristics [13]. In Chapter 6, multiband dipole FSS
elements with length perturbation are investigated, designed to operate at THz, and
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experimentally demonstrated for the first time. Its application for sensing systems is
also investigated.
In more complex devices, their characteristics are required to be adjustable or
controlled externally. Many approaches have been followed in order to achieve
tunable FSS, where the transmission characteristics are reconfigurable and controlled
electrically: (1) PIN diodes have been used to change dynamically the electrical
features of the unit cell [15, 74–76] and switch between two possible transmission
characteristics for the diodes states ON and OFF. (2) Varactors have been also
employed in tunable FSS by applying a bias voltage [16, 77, 78] in order to shift
the transmission or reflection band. (3) FSS printed on ferrite substrates which
are biased by a DC magnetic field have been presented in [79, 80] with the aim of
controlling the properties of the substrate dynamically. (4) In [81, 82], plasma is
suggested as a substitute of metal in the FSS, which is tuned by varying the plasma
density of the elements. (5) Optically controlled FSS have been proposed in [17],
where semiconductors are used as a substrate and its conductive and dielectric
properties are changed by optical illumination, altering in turn the transmission
characteristics of the FSS. (6) Liquid crystals (LC) have received great attention
for its use in tunable devices such as displays, phase shifters [83–85], phase agile
reflectarrays [86], wavelength selectors [87], capacitors [88], metamaterials [89, 90]
and frequency selective surfaces [18, 90, 91]. (6) Finally, tunable FSS based on
Microelectromechanical Systems (MEMS) have been proposed by tilting the elements
(dipoles) using MEMS magnetic actuation technology [19], although with very
poor transmission characteristics. Switchable FSS by MEMS bridges have been also
presented as good candidates for switchable filters [92, 93]. Figure 2.5 depicts some
of these tunable configurations. In Chapter 7 of this thesis, we theoretically propose a
novel tunable mechanism to reach tunable FSS based on MEMS. The same mechanism
is applied to other tunable periodic structures.
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Figure 2.5: a) FSS on ferrite substrate magnetically actuated, b) LC layer sandwiched by
two FSS acting as electrodes (sealing of the liquid omitted for clarity), c) PIN,
varactor or MEMS switches interconnecting collinear dipoles, and d) array of
tilting dipoles based on magnetic MEMS.
2.2.5 Applications
Traditionally, FSS have found applications mainly in the microwave regime, particularly
in antenna systems and radomes. However, the use of FSS at infrared frequencies was
also investigated in the past for filter components and, more recently, in sensing or
TPV systems. In general, the design of the FSS strongly depends on the requirements
of specific applications in terms of bandwidth, dissipative loss, polarization, angular
stability, environmental effects, power handling, out-of-band performance, multimode
use, or manufacturability [64]. Here we review traditional and more recent applications
of FSS throughout the EM spectrum.
By incorporating FSS into microwave antenna systems, the use of a single
reflector antenna across multiple bands is possible, and may be used instead or
in conjunction with multifrequency feedhorn antennas to increase the channel
capacity in communication systems [1, 3, 64]. Planar or curved FSS are employed
to combine or filter frequency bands, as shown in Figure 2.6. In the NASA DSS
13 beam-waveguide antenna the FSS reflects the S-band (2-2.3GHz) and transmits
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the X-band (7.1-8.5GHz), while the Cassegrain subreflector in the NASA Cassini
spacecraft contains a three-layer FSS transmitting the S-band and reflecting the X, Ku
(10.95-14.5GHz), and Ka (26.5-40GHz) bands.
Figure 2.6: a) NASA DSS 13 beam-waveguide antenna, and b) NASA Cassegrain
subreflector (adapted from [64])
Another common application of FSS is in radomes that protect antenna systems from
the environment or reduce its radar cross section (RCS) [1, 3, 64, 94]. The FSS can
be designed to be pass- or stop-band, as shown in Figure 2.7. A pass-band FSS may be
employed, for instance, covering the radar antenna at the front of an airplane in order to
reduced its RCS. Out-of-band frequencies will be scattered away in different directions
(minimizing backscattering to the enemy radar), while the FSS appear transparent for
in-band frequencies. A stop-band FSS can be used within high strength materials to
protect an antenna system, and to avoid higher-order resonances that could affect
useful microwave bands at higher frequencies.
Figure 2.7: FSS radomes integrated in a) airplanes, and b) ground antenna systems
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Another method to reduce the RCS signature of a vehicle uses FSS screens absorbing
the radiation instead of reflecting it. A useful example of absorbers are the well-known
arrays of pyramidal elements made of carbon-loaded foam in anechoic chambers for
microwave measurements [64]. Absorbing screens with wide bandwidths can be
designed similar to Salisbury or Jaunmann screens, but substituting the resistive sheets
for FSS consisting of crossed elements made of lossy material [1], as shown in Figure
2.8a.
FSS have also been widely utilized as polarizers, as shown in Figure 2.8b. Linear
polarizers which selects between the vertical or horizontal polarization are readily
achieved using FSS consisting of infinitely long dipoles or slots [1]. If the infinitely
long dipole is meandering instead of straight, we can achieve ’meanderline’ polarizers,
which transform linear into circular polarization [1,3,64]. A meanderline polarizer acts
as a shunt inductance to the vertical component, and as a capacitance to the horizontal
component. Under a 45 degrees linearly polarized wave, the vertical and horizontal
components are delayed (+45 degrees) and advanced (-45 degrees), respectively,
giving rise to a 90 degrees difference, and are recombined into a circularly polarized
wave [1].
Figure 2.8: a) Absorbers consisting of Salisbury, Jaunmann and FSS screens, and b) linear
and meanderline polarizers
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Reflectarrays where EM radiation is reflected towards a single focal point consist of
an FSS with variable element size or spacing along the periodicity directions and
backed by a ground plane [95]. A frequency-scanned antenna can be designed using
an FSS/reflectarray with appropriate dimensions, so that when a feedhorn shines on
the surface at certain frequency, a different harmonic will be propagating at a different
angle [64]. Other applications in the microwave include waveguide filters [96–100],
frequency-dependent walls for waveguides and horn antennas [101–103], FSS in
microstrip [104], planar [105, 106], and leaky-wave [101, 107–109] antennas,
negative or low/zero index of refraction metamaterials [110], high impedance
surfaces such as artificial magnetic conductors [29, 30], microwave lens [111],
automotive electromagnetics (where FSS are laid in the highway to allow autonomous
driving) [112], and frequency selective walls for EM isolation in buildings for wireless
applications [113–116]. Some of these applications are depicted in Figure 2.9.
Figure 2.9: FSS applications in a) frequency-scanned antennas, b) frequency-dependent
wall in waveguides and horn antennas, c) waveguide filters, d) EM isolation
in buildings, and e) FSS/planar antennas.
Metallo-dielectric FSS have also been studied at higher frequencies, including
(sub)mm-waves, infrared and optics. FSS are employed as (sub)mm-waves
filters [117, 118], frequency multiplier [119], efficient beam-splitters and
filters in (sub)mm-waves radiometers for meteorological and remote sensing
applications [120–125], mm-waves waveguide beamsplitters [126] and on-chip
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mm-waves antennas [127].
FSS have been investigated for several decades in the far-, mid- and near-infrared
as low-, high-, band-pass, band-stop and dichroic filters [9, 10, 128–156]. Other
applications studied in the past for FSS include infrared Fabry-Perot interference filters
[157], laser-cavity output couplers [158, 159], where an FSS totally reflects at the
wavelength of the energy used to pump the laser cavity and partially transmits at the
lasing wavelength, and mirrors for solar power applications [160]. More recently, FSS
have attracted great interest as filter components for increasing the energy-conversion
efficiency in thermophotovoltaic (TPV) systems [67, 141, 161–164], infrared emitters
with tailored spectral features [165–167], devices capable of manipulating light on the
nanoscale by exciting surface plasmon-polaritons (SPP) [168], and pollutant [169] and
sensing [11, 170, 171] systems. FSS for infrared filters, energy conversion and sensing
systems are schemed in Figure 2.10.
Figure 2.10: a) One of the first type of FSS studied at infrared (e.g. in [123]), b) FSS in
TPV conversion system, and c) d) FSS for sensing materials.
2.3 Analysis techniques
From a general point of view, electromagnetic (EM) problems may be analyzed
experimentally, analytically and/or numerically. Experimental analysis of EM problems
entails prototyping and measuring the structure of interest, and it is an expensive,
time-consuming and inflexible method. Due to the existence of a well-established
and accurate EM theory based on Maxwell’s equations, however, analytical and/or
numerical methods are employed commonly for the analysis and design of FSS.
Throughout this thesis, FSS are analyzed mainly using numerical methods and,
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therefore, a brief and concise description of the most common numerical methods
is mandatory and it is provided in this section 2.3. Fabrication and testing of FSS is
also investigated in this thesis, so that the available processes for prototyping and the
techniques for measuring THz FSS are also explained in the following sections 2.4 and
2.5.
Most of EM problems can be described by means of a differential or integral operator L
and an excitation g [172]:
LΦ = g (2.4)
Analytical methods provide exact solutions (exact Φ) and, therefore, are preferably
employed in EM problems of relative simplicity, such as waveguides of simple shape
(rectangular, circular), strip transmission lines, scattering of EM waves by simple
structures (e.g. dielectric sphere), simple antennas, etc. Several analytical methods
have been used to solved EM problems, being the most common one the separation
of variables. Series expansion, conformal mapping, integral solutions (e.g. Fourier
or Laplace transforms) or perturbation methods represents other analytical techniques
[172].
However, complex EM problems can not be solved analytically and numerical solutions
are needed. In addition, the advent of modern computational capabilities has facilitated
the numerical analysis of increasingly complex EM problems. Although numerical
techniques do not provide exact solutions of the EM problem, they give approximate
solutions of sufficient accuracy (Φ = Φ̃). The most common numerical techniques are
the finite difference method (either time domain, FDTD, or frequency domain, FDFD),
variational methods, which form the base of two other methods such as method of
moments (MoM) and finite element method (FEM), transmission-line modeling, Monte
Carlo method and method of lines [172]. These methods provide different ways of
solving integral or differential equations such as that in (2.4). In this section we provide
a brief and general description of the numerical methods available for the simulation
of EM problems, and particularly for periodic structures. In the next Chapter 4, the
Method of Moments is described thoroughly for the analysis of Frequency Selective
Surfaces (FSS) because it represents the main numerical technique used in this thesis.
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2.3.1 Method of Moments (MoM)
The method of moments (MoM) is a technique for solving inhomogeneous differential
or integral equations, such as the one discussed for EM problems (2.4). For in-depth
information of the origin, characteristics and mathematical development of the method
we refer to detailed publication on the topic [172].
The method of moments is basically the weighted residual method (WRM) [172, 173]
and aims to reduce the integral equation (IE) into a linear system of equations. The
solution of (2.4) can be approximated using expansion functions, un, as follows:




where an are the expansion coefficients. Since Φ̂ is an approximation:
LΦ̂ ≈ g (2.6)
there is a residual error R given by:
R = LΦ̂− g = L
N∑
n=1
anun − g 6= 0 (2.7)
In the MWR or MoM methods, we seek to obtain a system of linear equations that we
can solve readily in matrix form and, once solved we obtain the unknown coefficients
an, which provide an acceptable accuracy for the function Φ. For doing so, we need
to calculate the coefficients an which produce a residual error equal to zero over the
domain of interest. We may integrate the residual error over the domain and force it to
be zero: ∫
v
Rdv = 0 (2.8)








dv = 0 (2.9)
By doing so, however, we end up with one equation and N unknown variables (the N
expansion coefficients an). To obtain N equations, we force the residual error to zero
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in some average sense over the domain, using weighting functions wm, hence:∫
v
wmR dv = 0, m = 1, 2, ..., N or 〈wm, R〉 = 0 (2.10)
where the number of the weighting functions wm is equal to the number of unknown






































an〈wm, Lun〉 = 〈wm, g〉 (2.12)
By doing so, we obtain a system of N linear equations with N unknown constants. In
matrix form:
[A][X] = B (2.13)
where:
- Amn = 〈wm, Lun〉 is a matrix of dimension N×N with the known weighting functions
wm, source g and integral operator L.
- Bm = 〈wm, g〉 is a vector of dimension N with the known weighting functions wm and
source g.
- Xn = an is a vector of dimension N with the unknown expansion coefficients an.
Different weighting functions can be chosen [172]. A common weighting function used
in the analysis of periodic structures corresponds to the derivative of the approximated
function respect to the expansion coefficients, which is equal to the expansion functions.
This method is known as Garlekin Method, where the weighting and the expansion





As we will discuss thoroughly in the next Chapter 3, MoM is employed to solve
numerically the IE obtained from the analysis of the FSS structure. The unknown
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coefficients an will be related to the unknown currents induced in the FSS elements,
and the source g will be, in our case, a 1V/m incident plane-wave.
2.3.2 Finite Element Method (FEM)
Similar to the MoM, the Finite Element Method (FEM) is a variational method which
intends to solve (2.4) by minimizing the functional (2.7). FEM reduces the EM problem
into a finite number of subregions, which are easier to treat. This approach makes
FEM extremely versatile and suitable for analyzing complex EM problems and develop
general-purpose computer programs. As described in [172], FEM is based on four
basic steps. The first step consists of discretizing the solution region into subregions or
elements. For doing this, several types of elements may be utilized depending on the
characteristics and dimensions of the EM problem (Figure 2.11a-b). The most common
elements are based on triangular or quadrilateral shape. Secondly, governing equations
for a typical element must be derived. The potential Φ and source g at any point









where Φei and gei represent the potential and source values at the vertices, respectively.
Figure 2.11: Description of sub-regions in FEM. a) Triangular elements for 1, 2 and 3
dimensions, b) example of dividing EM into subregions, c) potential in the
nodes of the element, and d) adjacent elements
If we are solving the inhomogeneous wave equation, ∇2Φ + k2Φ = g, the functional









t[T (e)][Φe] + [Φe]
t[T (e)][Ge] (2.16)
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where [Φe] = [Φe1,Φe2,Φe3], [Ge] = [ge1, ge2, ge3], while [C(e)] =
∫
∇αi · ∇αjdS and
[T (e)] =
∫
αi · αjdS represent the element coefficient matrices.
Thirdly, after the potential of each element are obtained, all the elements within the
solution region must be assembled. The process of assembling aims to obtain global
coefficient matrices [C] and [T ]. This is done by adding all the element coefficients Cij
or Tij in each global node of the total solution. This is well explained in Figure 2.11d
and the following relations for two adjacent elements:
C11 = C
(1)





C14 = C41 = C
(1)






13 (coupling between nodes)
C13 = C31 = 0 (no coupling, no direct link)
Fourthly and last, the equation derived for a single element is generalized for the
solution region I(Φ) =
∑N
e=1 I(Φe) and solved.
An issue in applying the FEM in scattering or radiating EM problems is that these
are usually unbounded or open problems and, therefore, the space domain is infinite.
Hence, we need to truncate the solution domain to a finite domain by applying certain
artificial boundary conditions which will limit the solution domain without affecting
the accuracy of the solution. Absorbing boundary conditions (ABC) which exhibit
nearly-free reflection at the truncation of the space domain must be employed. The
most commonly used ABC are the radiation boundary condition and the perfectly
matched layers (PML). A further space domain truncation must be employed when
analyzing infinite or finite periodic structures. Periodic boundary conditions (PBC)
which model the repetition of a unit cell must be employed. All PBC are based on
Floquet theory (which will be further explained in Chapter 3), which relates the field
in consecutive unit cells by a simple phase delay, and hence transforms the problem of
the analysis of infinite periodic structures into the analysis of its unit cell. FEM is used
throughout the thesis to simulate the behavior of lossy FSS.
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2.3.3 Commercial softwares
Several commercial EM solvers are available using one of the method described before
or a hybrid method. Among those more commonly employed and used in this thesis
for the analysis of periodic structures are Ansoft HFSS (High Frequency Structure
Simulator) based on the FEM and Ansoft Designer based on the MoM. In-house code
of MoM is employed in this thesis for the analysis of lossless FSS, particularly for the
study of the currents induced in the FSS elements, the near-fields and the power stored
in the vicinity of the array. HFSS and Ansoft Designer, on the other hand, are employed
for the study of lossy FSS and the dissipation of power. Detailed descriptions of both
in-house code and commercial softwares are given in Chapter 3.
2.4 Microfabrication techniques
This section concentrates upon the techniques for the fabrication of periodic arrays
with dimensions ranging from few millimeters to few nanometers, that is operating
at frequencies ranging from (sub)mm-waves to visible light. The techniques for the
manufacturing of 2D arrays range from simple shaping methods for arrays operating
at RF or microwave frequencies to sophisticated and expensive micro/nanofabrication
techniques for arrays operating at higher mm-waves or THz frequencies [32]. For the
fabrication of 3D arrays, three different approaches are traditionally employed, namely
machining from solid, staking layer-by-layer, or growth [32].
For the fabrication of FSS with micron-scale dimensions, standard microfabrication
techniques employed in the integrated circuit (IC) industry must be employed. These
techniques can be categorized generally regarding its functionality under four groups,
namely (1) deposition, (2) patterning, (3) pattern-transfer or etching, and (4) surface
treatment. Within each category we can identify several processes using different
technologies. In this section, we provide a brief description of the most common
microfabrication techniques, focusing on those which are more useful for the fabrication




Most devices manufactured with micro/nanofabrication techniques start from a wafer
of silicon (Si), glass or another material of various size (e.g. 3”, 4”, or 8”). Deposition
methods refer to the techniques for adding materials onto the wafer. Depending on the
nature of the material (metal, semiconductor, polymer) there are different deposition
approaches. Here, we discuss the deposition of polymers by spin-coating, silicon-related
materials, such as SiO2, Si3N4 or Poly−Si, by chemical vapor deposition (CVD) either
low-pressure (LPCVD) or plasma-enhanced (PECVD), and metals by physical vapor
deposition (PVD), either evaporation or sputtering.
I. Spin-coating
Spin-coating refers to the deposition technique in which the material in viscous liquid
state is deposited onto the wafer, which is spun rapidly so that the material spreads
homogeneously throughout the wafer. The centrifugal force of the spinning process
causes the liquid to flow from the center of the wafer, where the material was dispensed,
to the edges. The thickness of the deposited layer depends on the spinning rate ω, the






where K is a calibration constant, and the exponential factors α, β and γ must be
obtained experimentally. Figure 2.12, shows two manual spinners in the Scottish
Microelectronics Centre (SMC), suitable for spin-coating on wafers and single smaller
chips.
II. Chemical Vapor Deposition (CVD)
In the CVD process, the wafer is exposed in a reaction chamber to a gas flow consisting
of inert carrier gas and different precursors (reactants) which react with the surface
giving rise to a deposited material on the wafer and volatile by-products which are
removed from the reaction chamber. In order for reactions to take place, energy
must be provided somehow (e.g. thermal, photons, electrons) [174]. Thermal energy
is the most common type of energy used in CVD processes. Low-pressure chemical
vapor deposition (LPCVD) works at below 10Pa and very high temperatures, increasing
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Figure 2.12: Manual spinners available at the Scottish Microelectronics Centre and used
for spin-coating in wafers (a) and single chips (b)
the uniformity (including on steps) and reducing particle contamination compared to
atmospheric-pressure chemical vapor deposition (APCVD) [174]. LPCVD equipment
usually consists of furnaces with hot wall reactors, such as that shown in Figure 2.13a.
The deposition temperatures in either APCVD or LPCVD may be prohibiting when
the wafers already has other deposited materials which may be damaged or melted.
In order to decrease the temperature in the reaction chamber, i.e. lower deposition
temperatures, plasma-enhanced chemical vapor deposition (PECVD) is employed.
Chemically reactive plasma is a partially-ionized gas consisting of positive and negative
charges together with unionized neutral molecules. This plasma is usually obtained
when a gas is under the effect of a DC or radio-frequency (RF) potential and low
pressure conditions. The plasma contains active species which can readily react
with the substrate material. Thus, the plasma provides the radicals that result in the
deposited material, and ion bombardment transfers energy into the reactant gases
which lead to lower temperature deposition [174]. PECVD processes are very similar
to reactive ion etching (RIE) which is explained later in the etching section.
The most common processes employed in CVD equipment are listed in Table 2.1, where
the material to be deposited, main reactants and temperature are shown:
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Figure 2.13: Schemes of a) LPCVD furnace, b) sputtering PVD.
III. Physical Vapor Deposition (PVD)
PVD is not carried out through the reaction of the substrate with a gas containing
the necessary reactants as done in CVD processes. In PVD, the deposition of material
onto the substrate is a ”line-of-sight impingement type” [174]. Two of the most
widely used PVD techniques are thermal evaporation and sputtering. Evaporation
deposits a melted material (by heating) onto the substrate in a vacuum chamber. The
source of heating to evaporate the material (e.g. metal) may be resistive (tungsten
filament), electron-beam, RF or laser induced. During sputtering, however, the material
to be deposited (called target) is biased at high negative potential and bombarded
with positive argon ions (inert gas) which appears within a plasma [174]. The
target material is then sputtered away by momentum transfer and deposited onto the
substrate (in the anode), as shown in Figure 2.13b. The advantages of sputtering over
evaporation are the wider choice of materials (including alloy compositions control),
the greater adhesion, uniformity of the deposited thin film and control of its thickness.
Sputtering, however, represent also a more expensive equipment, with lower deposition
rates and more sensitive to introduction of impurities [174].
Material Reaction T a
LPCVD Poly-Si SiH4 → Si + 2H2 > 600◦
LPCVD SiO2 SiH4 + O2 → SiO2 + 2H2 > 900◦
LPCVD Si3N4 3SiH2Cl2 + 4NH3 → Si3N4 + 6HCl + 6H2 > 700◦
PECVD SiO2 3SiH4 + 6N2O → 3SiO2 + 4NH3 + 4N2 < 300◦
PECVD Si3N4 3SiH4 + 4NH3 → Si3N4 + 24H2 < 300◦
Table 2.1: Common processes used in CVD.
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2.4.2 Patterning
The concept of patterning describes the process of transferring copies from a master
pattern onto the surface of a solid material such as silicon wafers. The master
pattern can, therefore, be reused innumerable times in the fabrication of the designed
micro-system. There are several techniques for patterning using various technologies.
However, the most commonly used patterning process is the photolithography.
Photolithography or optical lithography uses light of a certain wavelength to impinge
in a light-sensitive resin (photoresist) on the substrate after passing through the
master pattern or mask. By doing this, the photoresist exposed to the light undergoes
a chemical reaction, altering the solubility of the photoresist in a solvent, known as
developer. The photolithography process, including resist spin-coating, exposure and
developing is depicted in Figure 2.14.
Figure 2.14: Main steps in the patterning process using photolithography
As we can see in the figure above, the first step (a) of the photolithography process
(after cleaning and annealing the wafer surface) consists of applying a liquid or gaseous
adhesion promoter to enhance the adhesion of the photoresist to the wafer surface.
A common adhesion promoter to improve adhesion of photoresists onto oxides is
hexamethyldisilazane (HMDS). This includes silicon as well, since a very thin native
oxide layer (less than 5nm) is always present on silicon surfaces. A strong bond is
created between the oxide and the HMDS through its reactive Si−NH −Si functional
groups. The methyls are responsible for the adhesion of the photoresist to the HMDS
[174,175].
The photoresist, a viscous and liquid solution, is then deposited onto the wafer by
spin coating (b). The main components in common photoresists are a polymer (resin),
a sensitizer, and a solvent. The polymer changes its structure and, therefore its
solubility, under the exposure of radiation of a certain wavelength (for instance PMMA,
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that is poly(methylmethacrylate), is sensitive at 220nm wavelength) and intensity (in
terms of mJ/cm2). Exposed positive photoresist increases its solubility due to the
rupture of the polymer chains. On the other hand, negative photoresist strengthens
its polymer chains when exposed by radiation. The sensitizer controls the reactions
(weakening or strengthening) of the polymer under radiation exposure, and hence, can
increase the sensitivity of the photoresist to certain wavelength, decreasing the required
radiation intensity or exposure time. The sensitizer may be responsible for rendering
the exposed photoresist transparent to the incoming light in order for light to reach
through the thickness of the photoresist (specially for thick photoresist). The solvent
simply allows the photoresist to be spin coated in thin-film form onto silicon wafers.
After spin-coating, the photoresist on the wafer must be soft or pre-baked, normally
between 75 and 100◦C, in order to remove rests of the solvent [174,175].
The photoresist layer is then ready for the exposure step (c). The main parameters to be
adjusted during the exposure steps are the wavelength and intensity of light. These are
determined by the source of light used. The simplest optical lithography source of light
consists of a ultraviolet (UV) lamp which illuminates directly the resist-coated wafer
through the mask. The wavelength of the light source ranges from near-UV (g-line
at 435nm and i-line at 365nm in mercury lamps) to extreme ultraviolet EUV (10 to
14nm) [174]. In general, shorter wavelengths exhibit lower brightness as compared to
longer wavelengths. Thus, higher sensitivity photoresist is needed when using shorter
wavelengths (e.g. EUV). The importance of using short wavelengths relies on the
maximum resolution achieved, that is the minimum feature size that can be patterned.
The resolution of a simple lithography system, as that shown in (2.23), (assuming
perfect wafer flatness, wafer-mask alignment,...) depends on the wavelength of the













Normally, the wavelength of the light source is fixed for a particular lithography
equipment. Hence, in order to obtain maximum resolution, the thickness of the
spin-coated photoresist and the gap between mask and photoresist must be minimized.
Contact lithography represents the particular case in which the gap s is reduced to
0, and therefore the mask is in contact with the photoresist layer. Although this
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may increase the resolution, it can give rise to problems related to mask damage
and contamination. When the mask and photoresist layer are separate a distance
s (proximity lithography), the contamination problem is solved at the expense of
reducing the resolution due to diffraction. Alternatives to traditional optical lithography
are being explored and used for the patterning of micro/nano-scale arrays (e.g. THz
FSS), such as bilayer nanoimprint lithography [176], electron beam lithography (EBL)
[10, 176, 177], masked ion beam lithography (MIBL) [141], optical lithography and
phase-shift masks [149], microlens projection photolithography [150] and stencil mask
method [178]. The different parts in photolithography equipments available at the
SMC are shown in Figure 2.15.
Figure 2.15: Photolithography equipments and its parts available at the SMC, a) Karl
Suss MA8, (3, 4, 6 and 8”) and b) Cobilt 2020 soft contact (3”). The inset
figures in a) show a 5” chrome mask and a 4” silicon wafer.
Post-exposure treatment might be required after lithography (e.g. flood exposure when
using negative photoresist) and before the development step (d). Developing the
patterned photoresist layer can be carried out by means of dry or wet processes. In
wet development, a selective solvent is applied (either by immersion or spray) and it
removes the exposed photoresist which, as commented before, had suffered changes
in the polymer chains. Dry development, on the other hand, uses oxygen-reactive ion
etching (O2-RIE) to etch the photoresist, taking advantaged of the fact that exposed and
non-exposed photoresist exhibit different etch rate. After development, hard-baking of
33
the wafer is required to remove residual solvents and to strengthen the adhesion of
the remaining non-exposed photoresist onto the substrate for future processing (e.g.
etching) [174,175].
2.4.3 Etching
Etching can be defined generally as the process by which the pattern of a certain
masking material (e.g. the photoresist after lithography and development) is
transferred onto another layer of material (e.g. silicon, oxides, metals,...). This pattern
transfer is realized by means of physical and/or chemical removal of the material to be
etched. Dry etching uses etchants in gas or vapor state, whereas wet etching employes
liquid chemicals to carry out the etching process. Dry and wet etching processes are
complementary and one of them will be preferable depending on the material to be
etched, critical dimensions and final application. A good comparison between dry
and wet etching can be found in [174], and is described partially in Table 2.2. Dry
etching is usually significantly more expensive and complex than wet etching, but it is
preferable for better critical dimension control and submicron etching.
Parameter Dry etching Wet etching
Directionality High Only high for single crystals
Masking film adherence Not critical Very critical
Materials that can be etched Only few All
Critical dimensions control Very good (< 0.1µ) Poor
Equipment cost Expensive Inexpensive
Chemical cost Inexpensive Expensive
Submicron features Applicable Not applicable
Etch rate (control) Slow (good) High (difficult)
Complexity (operation parameters) Very complex Simpler
Table 2.2: Dry and wet etching comparison (adapted from [174]).
I. Dry etching
Dry etching methods remove the material by physical ion-bombardment, chemical
reaction with reactive species or combining both mechanisms. One of the most
common etching method employed is the Reactive Ion Etching (RIE), which uses a
chemically reactive plasma to remove the substrate material. As commented before
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in the section dedicated to the deposition techniques, chemically reactive plasma
is a partially-ionized gas consisting of positive and negative charges together with
unionized neutral molecules. This plasma is obtained usually when a gas is under the
effect of a DC or radio-frequency (RF) potential and low pressure conditions. The
plasma contains active species which can readily react with the substrate material,
removing it. The volatile products of the reaction between the substrate and the
etchant species are removed by a vacuum pump. A glow discharge produced in
the chamber is due to excited species in the plasma emitting ultraviolet and visible
light [174]. Figure 2.16a depicts a diagram of a typical RIE equipment such as those in
the SMC shown in Figure 2.17.
Figure 2.16: Diagrams of the etching techniques based on a) RIE and b) ICP.
In order to obtain higher plasma densities, so that higher etch rate can be achieved,
Inductively Coupled Plasma (ICP) RIE can be employed [174]. The difference with
the previous RIE scheme lies in the use of an additional RF powered magnetic field to
generate the plasma. In the ICP configuration, the DC bias in the cathode, where the
wafer is placed, is responsible solely for the attraction of positive ions (e.g. Ar+) to
impact the wafer and allow etching in the presence of reactant radicals (e.g. Cl∗). The
density of the plasma is independently set by a secondary RF magnetic field. By doing
so, higher density plasma is achievable while maintaining a low DC bias and, therefore
avoiding damaging the wafer. In the RIE configuration, the increase in plasma density
was linked to the DC bias of the cathode, so that the basic idea of the ICP is to avoid
this dependence by introducing a secondary RF field generator. ICP uses helium gas
flow under the wafer for efficient heat transfer from the wafer chuck cooled down to
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cryogenic temperatures. This result in condensation of the reactants protecting the
sidewalls and, therefore, obtaining more anisotropic etching [174]. This is particularly
useful for deep silicon etching with straight vertical sidewalls. Figure 2.16b shows the
schematic of an ICP equipment such as that in the SMC pictured in Figure 2.18. ICP
equipment is very useful for the fabrication of thin free-standing membranes on silicon
substrates, due to its high etching rates. Vertical walls (i.e. high aspect ratios) are also
possible using the Bosch process, which alternate etching and passivation steps to avoid
etching on the walls, as we shall see in the next Chapter when describing the process
developed in this thesis for the fabrication of THz FSS.
Figure 2.17: a) STS Multiplex load locked Al and Poly − Si RIE etcher using SiCl4,
and Cl2 chemistry, and b) Plasmatherm PK244O RIE system using Fluorine
chemistry to anisotropically etch SiO2 and Si3N4.
II. Wet etching
Wet etching employs reactants in liquid state instead of gases or plasma. The wafer is
immersed in a glass or plastic bucket where the different reactant liquids are present.
The temperature can be increased to speed up the etching process.
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Figure 2.18: STS Multiplex ICP - Load locked inductively coupled plasma etch system
configured for deep Si etching. a) ICP view 1 (inset shows glow discharge),
b) ICP view 2.
2.5 Measurement methods
There exist different technologies for the characterization of periodic arrays working
at different frequencies. Reflection and transmission measurements are commonly
the main target for characterizing periodic arrays. In this section we describe the
techniques available for measuring periodic arrays in three different regions of the
spectrum. First, microwave measurements based on vector-network analyzers are
briefly described in combination with either horn antennas in anechoic chambers or
waveguides. Subsequently, THz Time-Domain Spectroscopy (THz-TDS) is explained
for the characterization of arrays working at a hundreds of GHz or few THz, in the
so-called THz gap. Finally, at higher frequencies (i.e. tens or hundreds of THz), Fourier
Transform Infrared (FTIR) spectroscopy is described. The measurement technique
employed in this thesis consist of FTIR equipment and, therefore, a more in-depth
description of the FTIR operation and components is provided.
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2.5.1 Microwave regime
Network analyzers represent a key component for testing EM devices in the microwave.
The general block diagram describing its operation is shown in Figure 2.19a. The
incident signal is generated by a variable frequency source such as voltage-controlled
oscillators. In the signal-separation blocks, splitters or directional couplers are used to
measure a portion of the incident wave for reference, and to separate the incident and
reflected signals at the input port of the device under test (DUT) block. The transmitted
signal from the DUT is finally detected and used in conjunction with the incident and
reflected signals to calculate the scattering S-parameters [179].
For measuring the transmission and reflection of FSS, network analyzers must be
employed in an antenna or a waveguide configuration, as shown in Figure 2.19b. In the
antenna configuration, two horn antennas (transmitting and receiving) are connected
to the input and output ports of the network analyzer in order to obtained a radiated
wave suitable for FSS measurements. The FSS array is then placed between the
transmitting and receiving antennas. This can be carried out in an anechoic chamber
in order to avoid undesired reflections from the room where the measurements are
performed. In order to avoid degradation of measurements owing to diffraction from
the edges of the array (real finite array), microwave absorbers may be employed around
the FSS as well as tapering the illumination of the antennas [19]. In the waveguide
configuration, instead of measuring the entire array, a single unit cell is inserted within
a waveguide connected to the input and output ports. This measurement technique
resembles the analysis methods explained before with only the unit cell using Floquet
theorem [180].
2.5.2 Submillimeter waves
A way of characterizing the response of an array from high microwave frequencies
up to a few THz is by using very short pulses with THz frequency components. THz
spectral components can be generated by ultrashort pulsed lasers, with femtoseconds
pulse width. By detecting the pulse after passing through the sample, the frequency
response of the sample can be measured in the time-domain. The Fourier Transform
can be employed to extract the frequency spectrum from the time-domain data. This
characterization method is known as THz Time-Domain Spectroscopy (THz-TDS) [181]
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Figure 2.19: Measuring FSS at microwave frequencies using a) network analyzers
[picture of model Agilent 8714ES from macro-test.com] in b) antenna
configuration in anechoic chamber or c) waveguide configuration.
and the basic components are illustrated in Figure 2.20. THz radiation can be generated
Figure 2.20: Diagram of THz-TDS spectroscopy
and collected by photoconductive dipole antennas [182, 183]. The emitter antenna
is excited by a pump laser beam, creating electron-hole pairs in the photoconductor.
A DC bias accelerates the free carriers giving rise to a transient photocurrent which
is responsible for the radiation of EM waves with THz frequency components. After
passing through the sample, the THz radiation impinges the receiving antenna and
provides a transient bias across the photoconductive gap. The same laser used for
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exciting the emitter is now applied to the receiving photoconductor resulting in a
current pulse with amplitude to the transient bias, that is to the THz radiation. The
electric field in the time domain is obtained integrating the detected field for different
delays of the laser beam. The field in the frequency domain is simply extracted from
performing the Fourier Transform to the time-domain data.
2.5.3 Infrared spectroscopy
The FSS studied in this thesis consist of arrays of elements in the micro-scale (effective
length between 5µm and 10µm), so that free-standing configurations resonate at
infrared wavelengths between 10µm and 20µm, wavenumbers between 500cm−1
and 1000cm−1, or frequencies between 15THz and 30THz. With the addition of
supporting dielectric layers, the resonant frequency shifts downwards (e.g. for
effective permittivity around the FSS equal to 3, the frequency pulls down a factor
1.73). Infrared spectroscopy is the technique employed for testing prototyped FSS in
this thesis, so that a more detailed description is given.
2.5.3.1 General description
The most intuitive way of measuring the spectral signature (reflection, transmission
or absorption) at infrared frequencies is by the so-called dispersive spectroscopy.
This technique consists of shining monochromatic light at the sample to obtain the
transmission at a single frequency. The process is repeated for the frequency range
of interest by sweeping from the lower to the upper frequency. The most important
drawback of this approach is its slowness. Instead, Fourier Transform Infrared (FTIR)
spectroscopy shines at the sample a broadband beam containing several frequencies
simultaneously. Several scans are performed changing the wave interference of the
beam after passing through a certain configuration of mirrors. The raw measured data
(interferograms in the time-domain) from different positions of the mirrors are then
processed using the Fourier Transform in order to obtained the spectrum of the sample.
FTIR is then a time-domain or space-domain (mirror position) technique. Since the
information from all wavelengths is collected at once, the signal-to-noise (S/N) ratio
for a given scan-time or resolution is higher than dispersive spectroscopy [184,185].
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The principle of operation of an FTIR spectrometer can be well understood from Figure
2.21. Light from an infrared source is collimated (parallel light rays) and directed
to a beam-splitter, which ideally reflects and transmit 50% of the incoming light. The
reflected light impignes a fixed mirror located at a distance dfixed, while the transmitted
light is directed to a moving mirror located at a variable distance dmoving. The light
beams from both mirrors is then directed back to the beam-splitter which transmit both
beams interferance (interferogram) to the sample. After passing through the sample,
the detector collects the interference of the beams. The same process is repeated for a
different distance dmoving of the moving mirror. The number of scans determines the
resolution of the measurement.
Figure 2.21: Diagram of the principle of operation of FTIR spectrometers
The Fourier transform algorithm employed to obtain the final spectrum of the sample
is as follows [184]. The detector measures the intensity of the light from the sample
for various positions of the moving mirror. Thus, the intensity as a function of the path
length difference p = dmoving − dfixed and the wavenumber k = 2π/λ is obtained.
I(p, k) = I(k)[1 + cos(2πkp)] (2.20)

















I(p = 0)]cos(2πkp)dp (2.22)
The resolution depends on the maximum path length difference p (also called
retardation). The spectral resolution is given by the inverse of the retardation. Then,
0.25cm, 1cm, 10cm, and 100cm retardation provides a 4cm−1, 1cm−1, 0.1cm−1, and
0.01cm−1 spectral resolution, respectively.
2.5.3.2 Components
I. Infrared sources
The first component that is needed for infrared measurements is the infrared source.
Infrared radiation can be produced by different techniques, namely 1) thermal
radiation (Resistor heated by current flow or ceramic heating), 2) cold radiation
(gas discharge, such as xenon, mercury or cesium), and 3) Stimulated emission
(lasers) [186]. However, the most critical components in an FTIR spectrometer are the
beam-splitter and the detector.
II. Infrared beam-splitters
The beam-splitter is responsible for splitting or dividing the light towards the fixed
mirror (reflection) and the moving mirror (transmission), ideally 50% of the intesnsity
at each direction (i.e. zero absorption) and for both polarization. There are various
types of beam-splitters [187], namely 1) thick substrate-coated, 2) wire-grid polarizing,
3) single layer, free-standing dielectric filsm. The first type consists of a transparent,
flat, and coated substrate with low enough index of refraction to avoid reflection
loss. This type is highly efficient, but can generally be employed only above 500cm−1
due to the lack of transparent materials at lower wavenumber. Potassium Bromide
with germanium coating (KBr/Ge) represents a good example of this type [188]. The
second type consists of wire-grid polarizing elements, which performance depends
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on the wire spacing. These beam-splitters are more efficient at wavenumbers below
150cm−1. The third type employs free-standing single-layer dielectric films, normally
some kind of polymers. The reflectance/transmission depends on consecutive
reflections at both surfaces of the dielectric according to the well-known interefeces
equations for a single-layer dielectric film. For this type of beam-splitter, the efficiency
and its range of frequencies depends on the thickness of the dielectric. One of the most
common dielectric employed as beam-splitters is the Biaxially-oriented polyethylene
terephthalate (BoPET), commonly known as Mylar (one of the manufacturer). Figure
2.22 shows the variation of efficiency versus frequency for various thickness of a Mylar
film [187].
Figure 2.22: Mylar efficiency (adapted from [187]).
III. Infrared detectors
Detectors of infrared radiation employed in FTIR spectrometers are commonly either
photoconductive or pyroelectric. Photoconductive detectors have an voltage-biased
absorbing region which captures lights with energy exceeding the the energy gap of
the absorbing material (semiconductor). Mercury cadmium telluride (HgCdTe), known
as MCT, represent the most common alloy used for infrared detection and exhibits
a wavelength cutoff proportional to the alloy composition. Pyroelectric detectors,
on the other hand, are based on the pyroelectric effect, that is the generation of
a charge (polarisability change) with a temperature change. Pyroelectric detectors
consist of thermally isolated chips coated with a black absorbing coating. The black
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coating converts the infrared radiation into heat, and the change of temperature in
the chip (with a pyroelectric material) produces a charge which is detected by two
electrodes [189]. Deuterated triglycine sulfate (DTGS) is the most common material
employed in pyroelectric detectors for FTIR spectroscopy. In general, MCT detector is
faster and more sensitive than the DTGS detector, however, DTGS detectors operate
at room temperature, whereas MCT detectors must be maintained at liquid nitrogen
temperature 77K to be effective.
2.6 Conclusions
This chapter has presented a detailed literature review of the main properties, types and
applications of FSS, the different numerical methods for analyzing FSS performance,
the fabrication tools to manufacture FSS at THz frequencies, and the methods for
measuring their scattering characteristics. Explanations of the relevance of the reviewed
topics in each section for the research undertaken throughout this thesis has been
appropriately given.
In the first sections, attention has been paid to the general performance of FSS. A
brief introduction to ohmic losses, dielectric effects, multiband operation or tunable
configurations was considered necessary for the understanding of the following
chapters. Likewise, an introduction to the numerical techniques and boundary
conditions for the analysis of periodic structures used in this thesis has been provided.
Special attention has been given to the MoM and the radiation and periodic boundary
conditions, which will be further explained in Chapter 3.
In the second part of the chapter, the operation of the microfabrication equipment
available at the Scottish Microelectronics Centre (SMC) has been described in great
detail. The review has mainly focused on the tools used in this thesis for the fabrication
of THz FSS, such as spin-coating, PECVD and sputtering deposition, RIE and ICP
etching, and optical lithography.
In the last section, measurement techniques for the testing of prototyped FSS have been
revised for the microwave, millimeter-wave and THz regimes of the EM spectrum. More
details has been presented for the operation of FTIR spectroscopy and its components,
since this technology is the one employed to measure the FSS fabricated in this thesis.
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Chapter 3
Methodology for the analysis,
fabrication and measurements of
FSS at THz frequencies
3.1 Introduction
In the previous chapter we have given a brief description of the analysis methods
that can be employed for simulating the FSS behavior; the fabrication techniques and
their operation principles needed for the prototyping of FSS of µm dimensions; and
the measurement equipment and strategies for testing real FSS devices throughout
the EM spectrum. In this chapter, we provide a detailed and thorough description
of the ”Theoretical and Experimental Methods” employed throughout the research
undertaken for the development of this thesis. We can divide this chapter in three
well-defined parts, namely, theoretical and simulation framework, fabrication processes
and measurements set-up. In the first part, we describe a rigorous mathematical
model for analyzing lossless FSS based on an in-house code of the MoM, and link this
mathematical description to the underlying physics of the FSS operation (e.g. Floquet
modes). We also describe the design and simulation of lossy FSS using commercial
simulators (HFSS and Ansoft Designer). Secondly, we develop a fabrication scheme
for the prototyping of micron-scale FSS using common microfabrication techniques
available at the Scottish Microelectronics Centre (SMC). In doing so, we need to
consider materials selection and compatibilities with chemical processes. Finally,
a description of the measurement equipment, Fourier Transform Infra Red (FT-IR)
spectrometer, employed to obtain the far-field response of fabricated FSS is given.
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3.2 Analysis of FSS with no ohmic losses
In this section, a modal analysis of lossless FSS is described in great detail. The analysis
of lossless FSS is solely related to the FSS geometry (length, width and periodicity of the
elements, and thickness of surrounding substrates) and no properties of the material are
considered, except for the dielectric permittivity εr of the dielectric layers surrounding
the FSS. The conductivity of the metallic elements is set to be infinite (perfect electric
conductor, PEC).
Two main parts can be distinguished in this section, as shown in Table 3.1. First, the
wave equation and propagation constant in an homogeneous medium (e.g. free space)
with no FSS is derived from Maxwell’s equations. Subsequently, the wave equation is
solved for a lossless FSS using the Floquet theorem, a modal analysis is carried out
to obtain an integral equation (IE) relating the incident plane-wave to the currents
induced in the FSS elements, and the MoM is applied to solved such integral equation.
Analyzed structure Propagation constant dependence
Homogeneous medium Constant (no material properties or geometry dependency)
Lossless FSS Geometry dependency (only dielectric properties, εr and tanδ)
Table 3.1: Propagation constant dependence in homogeneous medium and lossless FSS
3.2.1 Wave equation in homogeneous medium
Maxwell equations contain the foundations for analyzing any electromagnetic problem.
They consist of a set of four equations as follows [190]:
∇×H = J + ∂D
∂t
(3.1)
∇× E = −∂B
∂t
(3.2)
∇B = 0 (3.3)
∇D = ρ (3.4)
Where E is the electric field intensity (V/m), D the electric flux density (C/m2), H
the magnetic field intensity (A/m), B the magnetic flux density (T = Wb/m2), J the
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current density (A/m2), and ρ the electric charge density (C/m3).
In addition to these equations, we need the so-called constitutive relations which relates
D with E through the electric permittivity ε, and B with H through the magnetic
permeability µ, and Ohm’s law which relates J and E, through the electric conductivity
σ:
D = εE (3.5)
B = µH (3.6)
J = σE (3.7)
In the problem under consideration, there is no electric charge density (ρ = 0), so then
∇D = 0.
From vector field theory, we know that any given vector field A can be expressed as the
sum of the gradient of an scalar potential φ and the curl of a vector potential Ψ:
A = ∇φ+∇×Ψ (3.8)
In addition, the following relations are also known from vector field theory:
∇×∇φ = 0 (3.9)
∇ · ∇ ×Ψ = 0 (3.10)
∇×∇×A = ∇(∇A)−∇2A (3.11)
Applying the curl to (3.1):
∇×∇×H = ∇× J +∇× ∂D
∂t
(3.12)
Introducing (3.5) and (3.7):
∇×∇×H = σ∇× E + ε∂∇× E
∂t
(3.13)



















Applying (3.3) and (3.11), we obtain:







−∇2H = −∇2H (3.16)














With equations (3.17) and (3.18), the electric and magnetic fields have been decoupled
from their coupled formulation in the Maxwell equations (3.1) and (3.2).
Without loss of generality, we can assume simple harmonic form for time variation
E = E0e
−jωt [190]. The first and second derivatives are:
∂E
∂t
= −jωE0e−jωt = −jωE (3.19)
∂2E
∂t2
= (−jω)(−jω)E0e−jωt = −ω2E (3.20)
Introducing these in the wave equation for the electric field (3.18):







E = −k2E (3.21)
Therefore, the wave equation for the electric and the magnetic field are as follows:
∇2E + k2E = 0 (3.22)











Since the electric and magnetic field are determined by the same operator (∇2 + k2)
in (3.22)-(3.23), we can express the homogeneous scalar Helmholtz equation for any




Ξ(x, y, z) = 0 (3.25)
We can separate the propagation along z and the transverse field (x, y) as:
Ξ(x, y, z) = Ξt(x, y)e
−jβz (3.26)
So that the Helmholtz or wave equation becomes:











−jβz + k2Ξt(x, y)e
−jβz = 0 (3.28)











+ k2 − β2
]
Ξt(x, y)e
−jβz = 0 (3.29)
Now, we proceed to solve the Helmholtz equation by separation of variables [172]. We
assume that the transverse field can be expressed as the product of x-dependence and
y-dependence functions. This is an assumption and if we end up with a contradiction
along the line then the assumption was wrong. If there is no contradiction then the
assumption is valid. Thus, we seek a solution of the form:






















g(y) + (k2 − β2)f(x)g(y) = 0 (3.33)










g(y) + (k2 − β2) = 0 (3.34)
With the notacion ∂
2
∂x2
f(x) = f ′′(x), and ∂
2
∂y2








+ (k2 − β2)︸ ︷︷ ︸
constant
= 0 (3.35)








Equations (3.36) and (3.37) are second order homogeneous ordinary differential
equations (ODE) with constant coefficients. In these equations, the solution is a
function whose derivatives keep the same form as the function itself. An elementary
function which satisfies this restriction is the exponential function eλx. In order to
solve this differential equation, we first calculate the characteristic equation of the
ODE as (for x):
λ2 − Cx = 0 (3.38)
This characteristic equation has the solution λ = ±
√
Cx. Where the choice in the sign
depends on direction of the propagation constant either to +x or −x. We can express it
in a more convinient form if the constant Cx = −k2x. In this case, the solution becomes
λ = ±jkx. Doing the same for the y-dependent ODE, we obtain the transverse field as
(for simplicity we take positive sign of the propagation constants in both x and y):


















And then the constants kx and ky must satisfy:
β2 = k2 − k2x − k2y (3.41)
3.2.2 Modal analysis of lossless FSS and solution using MoM
Modal analysis is carried out now in order to obtain the IE of FSS arrays. The
behavior of FSS is analyzed in terms of modes which may be propagating or evanescent
depending on the physical dimensions of the array and any possible surrounding
dielectrics. In this section, we present a step-by-step description on how to obtain
the IE of an lossless FSS supported by a dielectric layer. First, the Floquet Theorem is
explained and applied to obtained the propagation constants in periodic arrays (using
the free-space wave-equation derived previously). A physical interpretation of the
modes existing in FSS is also given. Second, a modal analysis is carried out and the
vector Floquet modes obtained. Third, boundary conditions are applied to obtained
the IE, which relates the incident plane-wave (illumination) and the currents induced
in the elements of the FSS. Finally, the IE is solved using MoM and the S-parameter
obtained. The notation taken throughout this section is as in [3,191].
3.2.2.1 Floquet theorem for periodic systems
Periodic structures can be analyzed in a simple manner thanks to the French
mathematician Gaston Floquet (1847-1920), who introduced the well-known Floquet
theorem for the study of periodic systems. Such theorem states that ”In a periodic
system, for a given mode of propagation at a given steady-state frequency, the fields at
one cross section differ from those one period (or an integer multiple of periods) away
by only a complex constant” [192]. Essentially, this theorem tell us that we cannot
distinguish between an infinite array and the same array displaced one or an integer
multiples of periods.
For simplicity, consider first a 1D periodic system with period d as shown in Figure 3.1.
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The periodicity in its geometry forces the field to be also periodic. If we define the field
Figure 3.1: 1D periodic structure
as φ(x), then the Floquet theorem tells us that the field in a period distance would differ
only by a complex constant φ(x+d) = Cφ(x). If we move an integer number of periods
m, the field becomes φ(x+md) = Cmφ(x). In general, the complex constant C can be
expressed as an exponential ejkx0d, where k is a complex constant. The field relation
between neighboring unit cells would then become:
φ(x+ d) = ejkx0dφ(x) (3.42)
Now, we can define a periodic function:
P (x) = e−jkx0xφ(x). (3.43)
To demonstrate that P (x) is a periodic function, we proceed as follows:
P (x+ d) = e−jkx0 (x+d)φ(x+ d) = e−jkx0xe−jkx0dejkx0dφ(x) = e−jkx0xφ(x) = P (x)
(3.44)








Substituting in (3.43), we obtain:

























This description of the field for periodic systems is known as Floquet spatial harmonic
expansion, and each term n represents a Floquet Space Harmonic (FSH). Floquet’s
theorem is essentially an extension of the Fourier theorem for periodic functions. Any
function or field (e.g. φ(x)) which repeats itself periodically except for a multiplicative
exponential factor (e.g. ejkx0d) can be expressed as an infinite set of modes (an). This
formulation is adequate to describe the field in the vicinity of a planar 2D infinite
periodic phased array with excitations of the unit cells which are uniform in amplitude
and vary linearly in phase.
3.2.2.2 2D Periodic arrays formulation
Consider a periodic array of rectangular waveguides or dipole elements, as shown in
Figure 3.2, which are excited with a uniform amplitude and a varying phase as required
for the application of Floquet’s theorem:
V00e
−j(dxPx+dyPy) (3.48)
where the inter-element phase shifts in the x- and y-directions (Px and Py, respectively)
define the direction of propagation (θ and φ) of the radiated beam.
(a) Periodic waveguides (b) Periodic dipoles
Figure 3.2: Periodic array of (a) rectangular waveguides and (b) dipoles
Px = k sin θ cosφdx = k
i
xdx (3.49)











The transverse field is periodic due to the periodic structure and the excitation given in
(3.48), as described in [23]:
Ξ(x+ dx, y + dy, z) = Ξt(x, y)e
−j(Px+Py)e−jβz (3.51)
We can now apply the Floquet spatial harmonic expansion, as explained previously in
section 3.2.1.2. We will do so for each transverse direction (x, y) separately. We note
that, for the x-dependence, if:
f(x+ dx) = f(x)e
−jPx (3.52)
then




is a periodic function since












x = F (x) (3.54)












and, therefore, the x-dependence of the transverse field is expressed as an infinite sum












Since every mode satisfies (3.39), then we can obtain the propagation constants for







− k sin θ cosφx̂ (3.57)









− k sin θ sinφŷ (3.58)
Hence the ”modal field solution” of the wave equation (3.51) with the boundary
condition set by the excitations in (3.48)-(3.50) is:
Ξpq(x, y, z) = e
jkxpxejkyqye−jβpqz (3.59)
where the propagation constants are related as in (3.41):
βpq =
√
















With (3.59) and (3.60), any component of the electric or magnetic field can be
calculated. For instance, for Ez we have:












where apq represents the amplitude of the Floquet mode pq.
3.2.2.3 Physical Interpretation
Each modal field solution (3.59) represents a plane wave propagating along the
z-direction with a propagation constant defined in (3.60). If the propagation constant
β is real, the modal solution represents a propagating wave.
If k2 > k2xp + k
2
yq → βpq ∈ < and βpq > 0 (3.62)
Ξpq(x, y, z) = Ξtpq(x, y)e
−j|βpq |z (3.63)
In contrast, modal solutions with β imaginary are evanescent fields, which means that
they are non-propagating waves, their amplitude decays exponentially and suffer no
phase change in the z-direction.
If k2 < k2xp + k
2
yq → βpq ∈ = and βpq < 0 (3.64)
Ξpq(x, y, z) = Ξtpq(x, y)e
−j(−j|βpq |)z = Ξtpq(x, y)e
−|βpq |z (3.65)
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Figure 3.3 depicts the propagating and evanescent modes for an arbitrary free-standing
FSS. The indexes p, q = 0, 0 represents the incident wave (forward scattering) and the
specular reflected field (specular scattering) [1].
Figure 3.3: Propagating and evanescent waves in FSS of arbitrary elements.





1− (sin θ cosφ)2 − (sin θ sinφ)2 (3.66)
It can be verified that
[
(sin θ cosφ)2 + (sin θ sinφ)2
]
< 1, ∀θ, φ (3.67)
and, therefore, these propagating modes are always present for any periodic surface
[1].
Higher order modes (p 6= 0 and/or q 6= 0), however, might be either evanescent or
propagating waves depending on whether they exhibit real or imaginary propagation
constant β. Such propagation constant (3.60) depends on the frequency (wavelength
λ) and angle (θ, φ) of the incident wave, inter-element spacings (dx, dy) of the array
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and order of the Floquet mode p, q. If we consider the incident wave normal to the

















Three observations can be made:
- For a fixed geometry dx, dy, higher order Floquet modes (p, q) will be propagating for
increasing frequency (decreasing wavelength):
















- The higher the order of the Floquet modes, the less likely to be propagating:
















- If the inter-element spacings are large enough, there might be additional values of p, q
which produce a real β:
















Higher order Floquet modes which are propagating waves (real β) are denoted as
grating lobes and their direction of propagation differs from the incident wave. The
















Although evanescent modes are not propagating to the far-field, they need to be
considered in a rigorous full-wave formulation of the IE. Evanescent near-fields
represent the power stored in the vicinity of the array and, therefore, must be studied
for FSS in applications such as imaging or sensing systems. The formulation of the
Floquet modes presented in this Chapter is necessary for the following Chapters, where
power stored, near-fields or induced currents are employed to investigate the Q-factors
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in THz FSS as well as the FSS capabilities for sensing systems.
3.2.2.4 Modal solution for arbitrary lattice of the array
So far, we have accounted for arrays with rectangular lattice, where the elements are
placed in columns and rows with rectangular angle (90 degrees). This represents
the lattice configuration used throughout this thesis. However, here we generalize
to arbitrary lattices in order to follow the same notation as in [3]. The modal
solution for arrays with non-rectangular lattices can be generalized by means of a
simple coordinates transformation. Assuming a lattice with unit vectors û and v̂ and
inter-element spacings Du and Dv, as shown in Figure 3.4, the lattice vectors become:
Du = Du(cosα1x̂+ sinα1ŷ) (3.73)
Dv = Dv(cosα2x̂+ sinα2ŷ) (3.74)
and α2 = α+ α1
(a) Rectangular unit cell (b) Skewed unit cell
Figure 3.4: Definition of parameters in rectangular (a), and skewed unit cell (b).
The modal field from (3.59) can now be expressed as:
Ξpq(x, y, z) = e
jkupuejkvqve−jkt00 ·re−jβpqz (3.75)
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where the incident wave component in the propagation constants (3.57)-(3.58) have









kt00 = k sin θ cosφx̂+ k sin θ sinφŷ (3.78)
r = xx̂+ yŷ (3.79)
We can now define a transverse propagating constant ktpq as follows:
ktpq = kt00 + kupu+ kvqv (3.80)
































[− sinα1x+ cosα1y] (3.83)
And noticing the following expressions:




dv cosα2 dv sinα2 0
∣∣∣∣∣∣∣∣ = dv(sinα2x̂− cosα2ŷ) (3.84)




du cosα1 du sinα1 0
∣∣∣∣∣∣∣∣ = du(sinα1x̂− cosα1ŷ) (3.85)
The transverse propagation constant can be expressed in a final form as:










ẑ × du (3.88)
A = dudv sinα (3.89)
3.2.2.5 Vector Floquet modes: TE and TM modes
In the most general case (non-rectangular lattice), the modal field solution was
expressed as:
Ξpq(x, y, z) = e
−jktpq ·re−jβpqz (3.90)
The transverse component of the field Ψpq = e
−jktpq ·r can be orthonormalized so that
[3]










p′q′ dx dy = δpp′δqq′ =
1, p = p
′ and q = q′
0, otherwise
(3.92)
Equation (3.92) represents a set of orthogonal Floquet modes. From this, we can derive
a complete set of vector TE and TM Floquet modes.
First, from source free (ρ = 0, J = 0) Maxwell’s curl equations (3.1)-(3.2) in phasor


























We can obtain the four transverse field components (Expq , Eypq , Hxpq , Hypq) in terms
of the two longitudinal field components (Ezpq , Hzpq), taking into account that βpq =
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- TM modes: Transverse Magnetic (TM) modes are characterized by zero longitudinal
magnetic field (Hzpq = 0) and non-zero longitudinal electric field (Ezpq 6= 0). Thus,





































And the transverse fields are derived from Ezpq as follows:









ŷ = − jωε
k2tpq
ẑ ×∇tEzpq (3.103)



































































The sub-index 1 denotes TM modes. η1pq is the TM modal admittance for each p, q
mode, and is obtained by Etpq =
1
η1pq
(ẑ × Htpq). It can also be expressed in terms of









- TE modes: Transverse Electric (TE) modes are characterized by zero longitudinal
electric field (Ezpq = 0) and non-zero longitudinal magnetic field (Hzpq 6= 0). Thus,






































And the transverse fields are derived from Hzpq as follows:


























As done for the TM modes previously, in order to obtain an orthonormalized set of TE

































= η2pqκ1pqΨpq = η2pq ẑ×κ2pqΨpq
(3.120)
where


















- Electric and magnetic fields: The electric and magnetic fields can now be
















±jβpqzΨpq(r)ẑ × κmpq (3.125)
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3.2.2.6 Fields as reflected and transmitted waves
In order to analyze an specific FSS, we need to separate the solution region along the
z direction into various subregions. Here, we show the solution for an FSS supported
by a dielectric substrate, as shown in Figure 3.5, although the same procedure can be
applied to any multilayered configuration. The space is separated into three regions
(−, 1,+), and the fields inside these regions will be derived as a function of incident,
reflected and transmitted waves.
Figure 3.5: Field regions of an FSS supported by a dielectric layer
z < 0











jβ0pqzΨpq(r) · ẑ × κmpq (3.127)


































jβ0pqzΨpq(r) · ẑ × κmpq (3.131)












−jβ000zΨ00(r) · ẑ × κm00 (3.133)
and R and T represent reflection and transmission coefficients for the different
sub-regions and Floquet modes.
3.2.2.7 Boundary Conditions
Once the electric and magnetic fields are obtained throughout the space, we proceed to
match the fields at the boundaries of our structure, namely the dielectric-air interface
(z = z1) and the array (z = 0).
1. - Dielectric− air interface
The tangential component of the electric field must be continuous:















By multiplying both sides by Ψ∗lm(r)κmpq, integrating over the unit cell (A), and using











Similarly for the H-field:












2. - At the array
Similarly to the previous boundary, at the array the electric field must be continuous:




















T incm00 · δp0 · δq0 +R−mpq = T 1mpq +R1mpq (3.141)
On the other hand, currents are induced in the elements of the FSS array, so that the
magnetic field is discontinuous. If J(r, 0) is the surface-current density:













jβ0pqzΨpq(r) · ẑ × κmpq =



















mpq − η1mpqR1mpq (3.144)
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Where the current is:
J̃mpq = J̃pq · κmpq (3.145)




J(r) ·Ψ∗pq(r) ds = 〈J(r),Ψpq(r)〉A′ (3.146)
where A′ is the surface of the metallic element.
3. - Electric F ield boundary condition
Now, we can impose the electric field boundary condition. For perfect electric
conductors (PEC) the electric field is zero on the metallic surfaces














jβ0pqzΨpq(r)κmpq = 0 (3.149)
Summarizing the relations found after applying the boundary conditions at both














T incm00 · δp0 · δq0 +R−mpq = T 1mpq +R1mpq (3.150c)
η0m00T
inc












jβ0pqzΨpq(r)κmpq = 0 (4.150e)
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3.2.2.8 Electric Field Integral Equation, EFIE
Now we seek for relating the electric field and the surface-current density by means of
formulating the Electric Field Integral Equation (EFIE). For doing so, we first relate the
reflected and transmitted field amplitude inside and outside the dielectric.
1. Inside the dielectric
Dividing (3.150a) by (3.150b), we can relate the transmitted (T 1mpq) and reflected































































2. Outside the dielectric (specular scattering)
Using the reflection coefficient in the dielectric-air interface obtained in (3.152), we
can express (3.150c) and (3.150d) as follows:
T incm00 · δp0 · δq0 +R−mpq = (1 + ρ1mpq)T 1mpq (3.153)
η0m00T
inc









m00δp0δq0 − η0mpqR−mpq −
J̃mpq
A
















Isolating the reflected wave in the specular scattering (R−mpq), we obtain:
η0m00T
inc


































































3. Outside the dielectric (forward scattering)






T incm00 · δp0 · δq0 +R−mpq = T 1mpq(1 + ρ1mpq) (3.161)



























T incm00 · δp0 · δq0 +R−mpq
]
(3.164)


















Using (3.159) and (3.150e), we obtain the EFIE:
2∑
m=1





































3.2.2.9 Solution of the EFIE by MoM
In (3.166) together with the definition of the currents (3.145)-(3.146), we have
obtained an integral equation for each Floquet mode p, q and for each polarization
m = 1, 2=TM,TE. This integral equation provide the currents induced in the elements
(J̃mpq) due to certain incident wave (T incm00Ψ00(r)κm00). From the EFIE and Table 3.2,
the units of the transformed current J̃mpq are readily seen to be (A ·m).
We proceed now to apply the MoM for solving the EFIE derived in the previous section.
As explained in Chapter 2, the MoM consists of transforming an integral equation
(2.6) into a matrix equation (2.13) by expanding the unknown parameter, i.e. surface
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Units V/m m2 Ω−1 Ω−1 dls dls dls dls
Table 3.2: Units of parameters in the EFIE (*dls = dimensionless).
currents J(r) in our case, as a summation of basis functions hn(rn), and taking the
inner product with a test function hi(ri).
1. Expanding the currents J(r) =
∑N
n=1 cnhn(rn):




































2. And taking the inner product with the test function
∫∫
A

















































This integral equation (3.170) can be expressed in matrix form similar to the matrix
equation of (2.13) as follows:
[Zin][cn] = [Ẽi] (3.171)
where:
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- Zin is a matrix of dimension I ×N equal to:
Zin =



















- cn is a vector of dimension N with the unknown current coefficients:
- Ẽi is a vector of dimension I resulting from the inner product of the incident wave and








The test functions are chosen to be equal to the basis functions (Garlekin method).
The method employed for the estimation of the coefficients cn is by matrix inversion.
As mentioned before, when the MoM was introduced in Chapter 2, the higher the
number of basis functions N used, the more accurate the results obtained. However,
the inversion of matrices of increasing size entails higher computational cost and may
lead to rounding errors. The choice of the basis functions, therefore, is important when
analyzing FSS in terms of accuracy and computacional cost. We can categorize the
basis functions under two main groups, namely entire-domain or subdomain. If a priori
estimation of the current distribution is possible, entire-domain basis functions may be
employed. For instance, thin dipoles can be assumed to exhibit zero ended current
with no variation along the width. Simple sinusoidal entire-domain basis functions





















Figure 3.6: a) Dipole FSS, b) cosine and c) sine entire-domain basis functions

































































The units of the basis functions are (1/m), while the transformed functions exhibit (m)
units. Thus, the unit of the unknown current coefficients cn are (A). The surface current



































More complicated elements require more sophisticated entire domain basis functions,
such as Chebyshev functions for patch elements [5]. Yet for arbitrary shapes of the
elements, subdomain basis functions such as rooftop functions must be employed.
Rooftop functions exhibit a triangular dependence in the direction of the current and
step-wise constant dependence in the orthogonal direction, as shown in Figure 3.7.
Complex elements can be meshed and the currents expressed in terms of these rooftop
functions (this is the technique employed in commercial simulator Ansoft Designer).
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Figure 3.7: Example of 1D rooftop subdomain basis functions. S1, S2, and S3 represent
three elements of the mesh
3.2.2.10 Obtaining parameters of interest: S-parameters
After obtaining the coefficients of the Fourier expansion of the currents, we have all the
information needed for the calculation of the reflection and transmission coefficients.
As shown in Figure 3.5, the coefficients of the reflected modes back from the FSS array
(z = 0) and the transmitted modes forward from the interface dielectric-air (z = z1)
are represented by R−mpq and T
+
mpq, respectively. Therefore, the transverse reflected field
can be calculated at the array as:





and the transverse transmitted field from the dielectric-air interface:





For an arbitrary propagation mode pq, either propagating or evanescent, the total
reflection and transmission field of such mode is calculated adding the transverse and
longitudinal components:
ErT = Er + Erz ẑ (3.181)
EtT = Et + Etz ẑ (3.182)
And therefore:





























Rrx sin θ cosφ+R
r
y sin θ sinφ
cos θ
; T tz = −
T tx sin θ cosφ+ T
t
y sin θ sinφ
cos θ
(3.187)
and the z-componentsErz andE
t
z are calculated using the divergence theorem∇·E = 0.
Finally, the complex reflection and transmission coefficients S11 and S21 are calculated
as the projections of the total reflection and transmission fields (3.183)-(3.184) on to
the incident field direction Bi, as follows:
S11 =
ErT (r, z = 0)













EtT (r, z = z1)












Since the total field is projected to the incident-wave direction, (3.188)-(3.189) are
relative to the copolar component. The crosspolar component of the reflection and
transmission coefficients may be obtained by projecting to a unit vector perpendicular
to the incident-wave direction.
In the following table, the steps to obtain the S-parameters of FSS are summarized:
Step Concept Parameters
0a Incident wave θ,φ, V00, f
0b FSS geometry dx,dy,L,w,tdie,εr
1 Modal solution E(x, y), βpq
2 Floquet TE/TM modes Ψ(r)κ(r)
3 Tx/Rx fields E−,E1,E+
4 Boundary conditions E(z = z1), E(z = 0), H(z = z1), H(z = 0)
5 Current’s Floquet transf. J̃mpq
6 EFIE and MoM cn,Ei,Zin
7 Tx/Rx coefficients S11,S21
Table 3.3: Summary of the steps for the analysis of lossless FSS
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3.3 Analysis of FSS with ohmic losses
The formulation for the analysis of FSS explained before can be adapted to account for
ohmic or dielectric losses by simply modifying the boundary condition of zero electric
field at the array. In this thesis, the formulation presented before is employed solely for
the analysis of FSS in the absence of losses, and specially for the calculations of induced
currents, near-fields or power stored in the vicinity of the FSS. However, thermal losses
due to the finite conductivity of the metallic elements and lossy dielectric layers must
be accounted at THz frequencies. For doing so, commercial simulators Ansoft Designer
and HFSS are employed.
In this section, the issue of metallic losses is firstly investigated from a general point
of view. The interaction of light with matter is revised and the different models for
conducting materials compared. Theoretical models for the behavior of metals are
assessed with respect to available experimental data. A detailed description of the
modeling of FSS in the commercial simulators Ansoft Designer and HFSS, which are
employed to analyze lossy FSS, is also given, including periodic, radiation and finite
conductivity boundary conditions.
Structure analyzed Propagation dependence
Lossy homogeneous medium Material properties dependency (no geometry)
Lossy FSS Geometry and material properties dependency
Table 3.4: Propagation dependence of lossy homogeneous medium and lossy FSS
3.3.1 Interaction of THz radiation with matter: material models
In this subsection, homogeneous materials exhibiting losses are modeled as a function
of their EM properties. First, the macroscopic EM properties of a material (complex
dielectric permittivity and magnetic permeability) are derived from Maxwell equations
and their meaning described. After, materials are classified under conducting or
dielectric, and modeled by their intrinsic impedance. Finally, we focus on the
interaction of conducting materials with light, and investigate the different metal
models throughout the THz regime of the EM spectrum.
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3.3.1.1 Macroscopic properties of matter
The interaction of electromagnetic (EM) waves with matter is well understood through
the Maxwell equations. The microscopic form of Maxwell equations in Gaussian units
is as follows [193]:
∇ · e(r, t) = 4πρmicro (3.190)





∇ · b(r, t) = 0 (3.192)








Where e(r, t) and b(r, t) represent the microscopic electric and magnetic fields,
and ρmicro and jmicro correspond to the microscopic charge and current densities,
respectively.
The microscopic form of Maxwell equations might be useful to study systems of few
particles involved. In order to study the properties of matter which contains of the order
of 1022 electrons per cm3, Maxwell equations can be rewritten in their macroscopic form
as follows:
∇ · E = 4πρtotal (3.194)














Where E = E(r, t) and B = B(r, t) represent the electric field strength and magnetic
induction, respectively, while ρtotal and J total correspond to the total charge and current
density, respectively.
From the viewpoint of an EM wave with wavelength λ of the order of the dimensions of
a volume element of a solid ∆V containing millions of atoms, the solid can be treated
as continuous, and therefore, the macroscopic quantities can be derived by integrating













ρmicro(x+ dx, y + dy, z + dz, t)dxdydz (3.200)
J total(r, t) =
∫
∆V
micro(x+ dx, y + dy, z + dz, t)dxdydz (3.201)
The total charge density ρtotal is a consequence of both the polarization of atoms ρpol in
the presence of an electric field (i.e. displacement of the electronic charge distribution)
and the possible introduction of any net extra charge density from an external source
(ρext) [193]. ρpol can be expressed as:
ρpol = −∇ · P (3.202)
where the polarization P represent the dipole moment per unit volume. The total
charge density can thus be expressed as follows:
ρtotal = ρpol + ρext = −∇ · P + ρext (3.203)
The total current density J total, on the other hand, is originated from four different
mechanisms [193]. A first contribution is due to time-variant electric field, which





In addition, a time-variant magnetic field modifies the electron spin and gives rise to
time-dependent magnetization M , defined as the magnetic dipole moment per unit
volume, resulting in a second contribution Jmag for the total current density.
Jmag = c∇×M (3.205)
The current density contributions from magnetization and polarization arise from
electrons bound to the nuclei Jbound = Jpol +Jmag. The third and fourth contributions,
however, are due to the motion of conduction electrons throughout the solid in the
presence of an electric field Jcond and by any external source Jext. The total current,
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therefore, can be expressed as the summation of these four contributions:
J total = Jpol + Jmag + Jcond + Jext =
∂P
∂t
+ c∇×M + Jcond + Jext (3.206)
Using (3.203) into (3.194), we obtain:
∇ · E = 4πρpol + 4πρext = −4π∇ · P + 4πρext
→ ∇ · (E + 4πP ) = 4πρext (3.207)
and we can define the electric displacement field D as follows:
D = E + 4πP (3.208)
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and we can define the magnetic field strength H as follows:
H = B − 4πM (3.210)
Introducing the previous definitions of D and H into the Maxwell equations, we obtain:
∇ ·D = 4πρext (3.211)

























γijkEjEj + . . . (3.215)
Since for isotropic media non-linear effects can be neglected, we can reduce the
previous expression to:
P = χeE (3.216)
Or for the magnetization M:
M = χmH (3.217)
Where χe is the electric susceptibility and χm is the magnetic susceptibility. Likewise,
the conduction current can be approximated through the conductivity σ as:
Jcond = σE (3.218)
The macroscopic quantities χe, χm and σ characterize the properties of a medium.
However, two other macroscopic quantities are commonly employed for describing a
medium, namely, the dielectric permittivity ε and the magnetic permeability µ, which
relate to the previous quantities as follows:
ε = 1 + 4πχe (3.219)
µ = 1 + 4πχm (3.220)
and therefore:
D = εE (3.221)
B = µH (3.222)
Maxwell equations (in Gaussian units) can then be expressed in terms of these
macroscopic quantities as:
∇ · (εE) = 4πρext (3.223)


















Or in the international system of units (SI):
∇ · (εE) = ρext (3.227)
∇× E = −∂(µH)
∂t
(3.228)
∇ · (µH) = 0 (3.229)
∇×H = ∂(εE)
∂t
+ σE + Jext (3.230)
3.3.1.2 Material classification and intrinsic impedance
We assume from now on that there is not external source of either charge or current
density ρext = Jext = 0. According to Maxwell’s equations (3.227)-(3.30), the curl
sources of the magnetic field are the conduction current (J = σE) and a variable
displacement current or electric field (∂D/∂t), while the curl source of the electric field
is a variable magnetic field (∂B/∂t). For a linearly y-polarized plane wave propagating
in the x-direction, these equations are expressed in phasor-form as:
∂Hz
∂x




Materials can be classified depending on which phenomenon dominates the space rate
of change of the magnetic field [190]. When the displacement current is much greater
than the conduction current (σ/ωε < 1/100), the materials behave as dielectric (σ = 0
indicates lossless dielectric). In contrast, when the conduction current is dominant
(σ/ωε > 100), the material is conductor. In any other case, the material can be
considered poor conductor or high lossy dielectric, known as quasi-conductor.
From (3.231)-(3.232) we can obtain the wave equation for a y-polarized plane-wave
propagating along the x-direction:
∂Ey
∂x2
− (jωµσ − ω2µε)Ey = 0 (3.233)
81
It is well known that free space or, in general, any medium can be seen as an array
of field-cell transmission lines [190] as shown in Figure 3.8, and therefore we can
relate the field quantities (ε, µ, σ, E and H) with circuit or distributed quantities
(series inductance L = µ(H/m), shunt capacitance C = ε(F/m), shunt conductance
G = σ(Ω/m), series resistance R = ωµ′′(Ω/m), potential difference V = Eyh(V ), and
current I = Hxw(A)).
Figure 3.8: ”Field-cell transmission lines” equivalence of space and schematic
representation of an infinitesimally short segment of one field cell consisting
of parallel conducting strips (adapted from [190]).
Therefore, the wave equation of (3.233)(for the voltage) becomes:
∂V
∂x2
− (R+ jωL)(G+ jωC)V = 0 (3.234)
Defining Z = R+jωL and Y = G+jωC as the series impedance and shunt admittance,
respectively, the previous equation can be simplified as:
∂V
∂x2
− ZY V = 0 (3.235)









Which reduces to Z0 =
√
L
C in the absence of losses (R = G = 0).
From the characteristic impedance in the transmission line, we can obtain the intrinsic
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Where ε and µ are in general complex values:







µ = µ′ − jµ′′ (3.239)
3.3.1.3 Skin depth and impedance approximations
The electric field inside a conducting medium decays with a rate determined by the real




− γEy = 0 → Ey = E0e−γx, γ = jωµσ − ω2µε (3.240)
When a plane electromagnetic wave impinges a conducting medium the electric
field inside the conductor is not zero. Beer’s law [194] describes the rate of signal
attenuation with distance in a certain medium as:






where αabs is the attenuation coefficient and k the angular wavenumber (k = 2π/λ).
The depth of penetration at which the electric field E(z, t) decays 1/e of its initial value









According to this formulation, the skin depth for Al (DC conductivity σAl = 3.8 ·107S/m
at room temperature [65]) ranges from 0.8µm at 10GHz to 8nm at 100THz. However,
this formulation for the skin depth is valid only near DC and breaks down the closer
we get to the plasma frequency (∼ 15eV or 3.6PHz for metals). A more accurate
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Figure 3.9: Linearly y-polarized plane wave normally incident to a conducting medium
and penetrating according to the skin depth effect, and equivalent
transmission line problem
expression can be derived from Beer’s law by taking a complex index of refraction
[195]. First, let’s take a complex (angular) wavenumber k̃:





















= n+ jkext (3.245)
where kext is the extinction coefficient. Then, we obtain:








<(ñ) = n = ck
ω



















This expression (3.248) represents a more accurate formulation for the skin depth than
the traditional form (3.242). The consequence of using (3.242) is that the skin depth
of metals at higher frequencies will be larger than if calculated using (3.248), as shown
in Figure 3.10 (e.g. at 100THz the skin depth is 8nm or 15nm using (3.248) or (3.242),
respectively).
Figure 3.10: Skin depth comparison between the two formulations
In any case, the underlying physics of δskin reveals that as the frequency is increased,
the current is more confined to the surface of the conductor. When the thickness is
comparable to the skin depth, the propagation inside the conductor must be considered.
However, for conductors much thicker than the skin depth (which is the common
situation at THz frequencies), the propagation inside the conductor can be accurately
modeled by a surface impedance Zs with value equal to the intrinsic impedance inside
the conductor Z0 (3.237)-(3.239). In general, the equivalent surface impedance of a
metallic sheet varies with its thickness as well as the frequency. The equivalent surface










When the skin depth δ is greater than the thickness t, the surface impedance can be
approximated to the DC limit (Zs = 1/δt) [7]. In this case, the surface impedance
is inversely proportional to thickness t of the conducting medium until the skin depth
is reached. However, for metal thickness t greater than the skin depth, the surface
impedance is no longer dependent on the thickness, and can be approximated by a
resistive model as follows:




3.3.1.4 Metal conductivity at THz frequencies
Real conductors exhibit non-zero intrinsic impedance and can be modeled as ”lossy
dielectric” [190]. As we have seen before, for good conductors (σ/ωε > 100), the
surface impedance can be approximated by the resistive model of equation (3.249).
However, for increasing frequency this approximation does not hold and the more















, µ = µ′ − µ′′ (3.251)
where µ, ε and σ represent the complex magnetic permeability, the complex dielectric
permittivity, and the complex conductivity of the metal, respectively. For non-magnetic
materials the permeability becomes that in free-space (µ = µ0). Assuming the metal
behavior related solely to conduction electrons (Drude or free electron model for
metals), we have ε′ = ε0 and ε′′ = 0. In addition, for sufficiently low frequencies
the conductivity can be approximated to the DC conductivity.
As the frequency is increased, the value of the frequency-independent real DC
conductivity is no longer applicable and the complex frequency-dependent AC






where τ represents the Drude relaxation time or damping constant. At even higher
frequencies another effect, known as anomalous skin depth effect [193, 198, 199],
occurs. When the skin depth is comparable to the mean free path of electrons, the
assumption that the electrons velocity, and hence the current density, depends on the
electric field at the observation point alone does not hold. Therefore, the conduction
current is not directly proportional to a local electric field, but is a nonlocal function of
the electric field distribution in the conductor.
In general, the energy dissipated in metals accounted by the free electron model is
solely due to collisions. This mechanism for the dissipation of energy is present at all
frequencies and, therefore, does not produce fast frequency-dependent variations of the
metal properties. However, abrupt changes of the properties of measured real metals
versus frequency and significant disparity between different metals are evident [195,
196]. These strong frequency-dependent variations in the measured properties are due
to the onset of new mechanisms for absorption of energy, such as interband transitions
(e.g. Al exhibits interband excitation of valence electrons for incident radiation with
wavelength around 0.8µm) [195,196].
Experimental data from measured bulk or thin-film samples can be employed to
determine accurately the properties of real metals (complex ε, µ, and σ), taking into
account all previous effects. The measured properties of metals are commonly obtained
in the form of the power reflectance Γp and/or the complex index of refraction
n̂ = n + j · kext, where n and kext are the index of refraction and the extinction
coefficient, respectively [195]. The surface resistance can then be calculated accurately
from the experimental data according to:
Γp =
∣∣∣∣Rs − η0Rs + η0
∣∣∣∣2 , or Rs = Re√µ0ε , ε = ε1 + jε2 = √n̂ (3.253)
where η0 = 120π represents the intrinsic impedance of free space.
Figure 3.11 shows the power reflectance (green dash-dot line) in comparison to the
surface resistance (black dotted line), using experimental data for Al from [195]. In
order to examine different conductor models and their accuracy throughout the THz
region, Figure 3.11 also presents the surface resistance as obtained from the classical
models (red dashed and blue solid lines), described by equations (3.249)-(3.250). The
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graph is subdivided into different THz regions, namely Far, Mid and Near Infrared (IR),
optics and ultraviolet (UV).
Figure 3.11: Power reflectance (green dash-dot line and right y-axis) and surface
resistance for Al (left y-axis) using the experimental model (3.253) in black
dotted line and classical models (3.250)-(3.251) in red dashed and blue
solid lines, respectively. The inset zooms in the far-IR band and shows just
the Rs
As shown, most of the infrared band exhibits near total reflection and low surface
resistance. However, in the near IR and optics region, the reflectance drops significantly
due to the onset of interband transitions around 0.8µm. The classical models do
not account for these effects and, therefore, fail to estimate accurately the surface
resistance in conductors for higher frequency. In the near-IR and optics, the surface
resistance is mostly underestimated by the classical models (which do not account
for the drop in reflectivity around 0.8µm). In the mid-IR band, the classical models
slightly overestimate the surface resistance. On the other hand, for the far-IR, which
is the frequency region of interest (5THz-30THz), the classical model defined in
(3.250) (lossy dielectric) accurately estimates the surface resistance and fits well the
experimental model, while the approximation of a good conductor (3.249) (resistive
model) overestimates the surface resistance of Al by a factor of about 1.41 in this
region of frequencies.
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3.3.2 Analysis of lossy FSS using commercial softwares
The introduction of losses in the analysis of FSS includes two parts. First, non-zero loss
tangent (non-zero conductivity) in the propagation constant (along the z-direction) in
dielectric layers, as shown in (3.24), where now σ is not zero. This adds a attenuation
factor α of a wave propagating inside a lossy medium. Second, the PEC boundary
condition described in section 3.2.1.8 must be replaced by finite conductivity boundary
condition. In the presence of ohmic losses, i.e. finite conductivity of the metallic layer,
the tangential component of the electric fields is no longer zero, but it is calculated
following the expression:
Et = Zs(n̂×Ht) (3.254)
where Etan and Htan are the electric and magnetic field components tangential to
the surface, respectively. Zs corresponds to the surface impedance of the boundary
explained in the previous sections.
This would modify the boundary condition (BC) of (3.150e) and, therefore, the EFIE
of (3.166). The introduction of finite conductivity in the elements modify the induced
currents [1]. The distribution of these currents in infinitely long dipoles, and lossless
and lossy dipoles of finite length are shown in the following figure.
Figure 3.12: a) Infinitely long wires, b) lossless, and c) lossy dipoles of finite length.
Adapted from [1]
As we can see, when an incident plane-wave impinges on infinitely long lossless dipoles,
there will be an induced current propagating upwards (I(z) = I0e−jβzsz). When the
length of the dipoles is not infinite, the induced current flowing upwards reflects at
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both the upper and lower tips of the dipole, giving rise to a sinusoidal distribution
of the total current (Ip(z) = I0(z)e−jβpDzsz). If the dipoles consist of very lossy
materials, this distribution is modified [1]. Current waves traveling through lossy
elements will be attenuated and, thus, the current distribution and amplitude changes.
The higher the losses, the more affected is the distribution of the currents. In general,
however, for small losses (e.g. good conductors), the distribution of the currents can
be approximated to that of lossless FSS, and only a small decrease of the currents
amplitude will occur (as will be shown in the next Chapter 4).
The following table summarizes the main effects of the introduction of losses in the
FSS:
Prop. constant BC at the array Currents distribution
Lossless FSS βpq =
√
k20 − k2tpq Et = 0 Sinusoidal
Lossy FSS βpq + jαpq =
√
k(σ)2 − k2tpq Et = Zs(n̂×Ht) Trapezoidal
Table 3.5: Effects of the introduction of losses in the FSS
Commercial softwares are employed when these effects are considered throughout this
thesis. Particularly, Ansoft Designer and HFSS are used. A detailed description of the
modeling and analysis of lossy FSS in these two simulators is given next, with special
attention to periodic, radiation and finite conductivity boundary conditions.
3.3.2.1 Ansoft Designer
Ansoft Designer is a 2.5D circuit and planar EM simulator based on the MoM. Ansoft
Designer is employed throughout this thesis for accounting for metallic losses in FSS,
so that a brief description of the characteristics of this simulator is given. The analysis
technique used by Ansoft Designer to analyze EM structures is based on the mixed
potential integral equation (MPIE) solved using the MoM. The MPIE expresses the
electric and magnetic field as a combination of a vector and a scalar potential, as
follows [200]:
n̂× (−jωA−∇Φ) = n̂× ZsJ (3.255)
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where n̂ is a unit vector normal to the face of the mesh elements (e.g. triangles), ω the
angular frequency, A the magnetic vector potential, Φ the electric potential, and Zs the
surface impedance.
The MoM is employed to solve the current distribution on a 3D surface mesh of the
EM structure. Other results such as S-parameters or radiated fields are calculated from
the current distribution J [200]. Ansoft Designer meshes automatically the surface of
the geometry to be analyzed, using an iterative process in which a mesh consisting on
triangular elements is refined until an accurate solution is reached. At high frequencies
the skin depth is small, so that Ansoft Designer only generates a mesh in the surface of
the geometry, and not inside the structure [200]. Both 2D and 3D views of a four-legged
FSS modeled in Ansoft Designer are shown in Figure 3.13. An example of the mesh used
is also shown. The components of the current normal to the edges of the elements are
stored. The value of the current inside the basis elements is the superposition of these
normal values [200], as shown in Figure 3.13d.
Figure 3.13: a) Planar 2.5D model of a four-legged FSS, b) 3D view of the FSS on a
substrate, c) mesh of the element, and d) zoom in the mesh, where the
currents normal to the edges of triangular elements are calculated and the
current inside the element is obtained as superposition of the normal currents
For solving the currents, Ansoft Designer employs zero-order normal element basis
functions. The elements have one unknown for each edge in the mesh. Testing
functions equal to the basis functions are used, therefore the Garlekin method as
explained before is utilized.
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3.3.2.2 Ansoft HFSS
HFSS (High Frequency Structure Simulator) is a 3D full-wave frequency domain EM
solver based on the FEM. HFSS is employed at various points throughout this thesis,
so that here we provide a brief description on the design of FSS in HFSS. Figure 3.14
depicts the FSS design, its boundaries and excitation. The design consists of an FSS
supported by a dielectric substrate. Only a unit cell needs to be designed (e.g. a
perturbed FSS in the figure) embedded within various boundaries and excited by an
incident wave. For FSS elements sensitive to the polarization of the incident wave, such
as parallel dipoles, it is important to define the incident wave parallel to the element
length E0 = ŷ. The direction of propagation of the incident wave is also set (k0 = −z
in this case).
Radiation boundaries are useful to simulate open EM problems radiating infinitely far,
such as antenna and scattering problems. The radiation boundaries mimics free space
and avoids any undesired reflected wave from the finite dimension of the simulated
problem. Radiation boundaries are applied at the top and bottom surfaces of the
FSS structure, as shown in Figure 3.14c. In addition to applying radiation boundary
conditions, HFSS offers a further option ’Reference for FSS’, so that the radiation
boundary surface becomes the input surface for calculations of reflection/transmission
coefficients as well [201]. The other radiation surface automatically becomes the
output for such calculations. PML represent another option for radiation boundaries,
particularly for oblique angles of incidence. Radiation boundaries must be placed at
least λ/4 away from the radiating surface and are most efficient for normal incident
waves, while PML boundaries may be placed anywhere (although it requires meshing)
[202]. Another alternative is the Floquet Ports. In this case, HFSS performs a modal
decomposition that provides further information, where the fields in the port are
represented by a set of Floquet modes, similarly to the modes in waveguide structures,
with their respective cut-off frequencies and propagation constants [203]. Master and
slave boundaries, on the other hand, enable us to simulated periodic arrays by just
modeling the unit cell. The electric field at each point of the slave is forced to be equal
in amplitude with a phase difference to each corresponding point in the master. This is
a simple implementation to the Floquet Theorem. Figure 3.14d depicts the boundary
assignment in an FSS structure.
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Figure 3.14: HFSS FSS analysis steps, FSS drawing, incident wave, radiation boundaries,
and master/slave boundaries
As we discussed before, FEM requires meshing the solution region in order to calculate
the fields in the different elements. HFSS generates an initial mesh according to the
different surfaces of the EM problem. It further refines the mesh at the ports and
subsequently compute the fields in the structure at the solution frequency. The mesh in
regions of the problem with high errors are further refined iteratively until the solution
converges or the maximum number of iterations is reached. It is important to highlight
when doing frequency sweeps that HFSS only refines the mesh at the solution frequency
and calculates the rest of the frequencies with the same mesh. Thus, the solution
frequency must be set equal to the higher frequency of interest. Figure 3.15 shows
an example of the mesh generated for a perturbed FSS on a dielectric.
Figure 3.15: Example of mesh of an FSS in HFSS
HFSS provides a wide range of materials for the design of our EM structure,
including dielectric and metals. For metallic components, various boundaries might
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be selected. Perfect E boundaries rendered the selected metallic component in a
perfectly conducting surface (σ = ∞). This is useful for simulating lossless FSS.
However, imperfect conductors with finite conductivity can be set by selecting Finite
Conductivity boundaries. At this boundaries, the condition shown in (3.254)-(3.255)
is employed. When this option is selected, HFSS does not compute the field inside the
material. Thus, this boundary is only valid for good conductors, i.e. metal thickness
greater than the skin depth at the frequency of interest. If the thickness is in the range
of the skin depth, another boundary must be used, namely layered impedance [201].
Surface roughness may be also included when applying Finite Conductivity boundary.
It is also important to comment that frequency dependence can be set in the properties
of the materials. This is of paramount importance when dispersive material are used.
3.4 Fabrication Process
3.4.1 General considerations
The fabrication of FSS operating at THz frequencies requires microfabrication
equipment and materials compatible with the processes/chemicals involved during the
fabrication. In this section we develop a fabrication scheme for the prototyping of THz
FSS on a thin dielectric substrate. There are fundamental constraints/requirements
that must be taking into account when developing the fabrication process. These
requirements concern mainly the dielectric substrate material and its thickness, and
the metal used for the FSS elements.
a) Materials consideration
The thickness of the dielectric substrate must be kept thick enough so as to provide
mechanical integrity for the entire device, and it must be minimized in order to reduce
dielectric losses and dispersion as much as possible, and avoid the appearance of
secondary resonances due to the dielectric (this is investigated in Chapter 5). The
thickness employed in the fabricated prototypes throughout the thesis will be around
1.7µm, which is well below the operation wavelength (≈ 15µm), and strong enough to
be free-standing on a thicker hollowed substrate.
The material of the substrate must be as transparent as possible and exhibit acceptable
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absorption at the window of frequencies of interest. The frequency of operation and
the amount of losses permitted are related to the particular application of the FSS.
For instance, FSS as filters for thermal conversion systems would require very low
absorption and focus on the near-IR (from 1 to 10µm). In this thesis, the frequency of
operation will be between 3THz and 30THz, and the absorption is not an issue as long
as it is not extremely high. The frequency range restriction is determined in the higher
limit (30THz) by the minimal size feature which we are able to pattern using optical
lithography with equipment at the SMC, and is set to 1µm approximately. The lower
limit is fixed by the minimum frequency that we can measure using the FT-IR equipment
available (3THz). In addition, the material used as a substrate must be compatible and
chemically insensitive to common microfabrication processes and chemicals involved.
Silicon (Si) substrates exhibit excessive losses at mid/far-IR. In order to reduce free
carrier loss, high resistivity silicon (HRS) can be employed. HRS has been used
successfully in the (sub) mm-wave region [118] and exhibits average transparency
(50 − 60%) in most of the THz regime [204, 205]. However, the transmittance of HRS
wafers decrease significantly in the THz region 5-30THz [204,205]. On the other hand,
polymer materials, such as polyimide (PI), have shown good transparency at these
frequencies [13]. Besides, PI can be spun readily onto silicon wafers and its thickness
can be controlled easily, which is important due to the influence of the substrate on the
FSS performance [1]. Moreover, PI is a good candidate for curved FSS/metamaterials
[206] and multilayered FSS [207] (as interlayer between FSS). PI is therefore chosen
as the supporting material, particularly PI2525 from HDMicroSystems.
The metal used for the FSS elements is Aluminum (Al), which has high conductivity
(low ohmic losses), it is easily deposited, readily available and cheap.
b) Aimed prototype
The idea is to construct an FSS on a thin substrate as shown in Figure 3.16a. However,
since the thin dielectric substrate has a thickness of 1.7µm, we need a further thick
substrate to provide mechanical strength, as shown in Figure 3.16b. The thick substrate
must be hollowed under the FSS in order not to interfere with the propagation of
electromagnetic waves and deteriorate the FSS characteristics. Therefore, the final
prototype will consist of an FSS on a free-standing PI membrane placed on a hollowed
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thick Silicon (Si) substrate.
(a) Ideal FSS on thin substrate (b) Real FSS on thin substrate and hollowed
thick substrate
Figure 3.16: FSS on a thin substrate(a), supported by a hollowed thicker substrate (b)
c) Fabrication process
The general idea for the fabrication of the structure shown in Figure 3.16b is described
next. The starting point is a Si wafer onto which a thin PI layer is spin-coated,
thin film Al deposited and patterned with the FSS geometry. After this, we need
to etch the Si under the PI, obtaining the final patterned FSS on the free-standing
PI membrane supported by a thick hollowed Si substrate. There are several options
for the deposition, pattern and etch steps, as explained in Chapter 2. There are also
incompatibilities between the material used and the processes available. FSS elements
made of Al are incompatible with wet etching such as KOH etching. Such technique
for deep etching the Si thick substrate is then not used. Instead, dry etching based on
the Bosch process in ICP equipment is used. Yet another problem arises when using
the Bosch process due to the use of O2 in the Si etching recipe. The problem of using
O2 is that it attacks PI (and polymers in general), so we need to add a protection
layer under the PI membrane to stop the deep etching before it reaches the PI layer.
The protection layer consists of a SiO2 film. After the deep-etch is finished, the SiO2
protection layer is wet etched with an etchant which does not attack either Al or PI.
The detailed fabrication flow and a bird-view scheme of the final device are shown in
Figure 3.17 and 3.18, respectively.
In the following subsections, each step is described separately and in more details.
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Figure 3.17: Fabrication process develop in this thesis for the fabrication of THz FSS
Figure 3.18: Bird view of FSS
3.4.2 SiO2-Si-SiO2 substrate
For the fabrication of FSS on freestanding PI membranes, 100mm diameter double-side
polished sacrificial Si wafers are employed as rigid substrate for mechanical strength
during and after processing. 1µm of silicon dioxide SiO2 is thermally grown at both
sides of the wafer in a furnace using the recipe shown in Table 3.6a. An additional 1µm
SiO2 was deposited on the back side of the wafer using PECVD with the recipe shown in
Table 3.6b. On the front side of the wafer, the thermal oxide acts as a stop layer during
the deep etching step and protects the following PI membrane from being damaged.
Only thermal oxide was employed on this side of the wafer in order to enhance the
flatness of the following PI layer. On the back side of the wafer, a thicker oxide layer is
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employed as a mask during the deep Si etching step. Inspection of the thickness of the
deposited oxide using Nanospec was carried out to confirm the deposition thickness.










T a(◦C) 300◦C (platten)
250◦C (showerhead)
Dep. rate 33nm/min
Table 3.6: Recipes for thermal and PECVD oxide employed for the fabrication of the
SiO2-Si-SiO2 substrate
3.4.3 Patterning process
After the SiO2-Si-SiO2 substrate is prepared, the back side of the wafer is processed.
Positive photoresist SPR 220.7 from MicroChem Corp. was spun in the manual spinner
of Figure 2.15. in two steps, namely 30sec at 700r.p.m. and 1min at 4000r.p.m., in order
to obtain a 6µm thick layer. Prior to the photoresist spin-coating, the wafer was exposed
to HMDS to promote the adhesion of the photoresist, as explained in Chapter 2. Due to
the thickness of the resist, the wafer with the photoresist is pre-baked for 2min at 90◦C,
and a further 2min at 110◦C. After, in order to avoid the wafer to stick to the mask
during lithography, the wafer is immersed in developer MF-26A from MicroChem Corp.
during 1min, rinsed with DI water and dried with a N2 gun. The wafer is then loaded
(proximity and spacer) into the optical lithography equipment (KarlSuss of Figure 2.18)
and exposed for 45sec through a chrome mask containing the membrane patterns, as
shown in Figure 3.19a. After exposure, the wafer is developed using the same MF-26A
developer during 2min, rinsed, dried, and post-bake at 110◦C during 2min. The pattern
in the photoresist is then transferred to the oxide layer (Figure 3.19b) by dry etching in













Power 750W (200V bias)
Etch rate 50nm/min
Table 3.7: Recipes for RIE oxide etching using Plasmatherm and JLS
Figure 3.19: Chrome mask containing the membrane patterns and patterned oxide
Subsequently, the front side of the wafer is processed. Liquid form PI (PI2525 from
MicroChemicals) is spun onto the wafer in two steps. First, a polyimide primer
consisting of 2% solution of VM361 from MicroChemicals in DI water is laid onto the
wafer during 20sec and spun at 2500r.p.m. during 1min. Second, the viscous PI is
spun during 30sec at 700r.p.m. and a further 1min at 4000r.p.m. in order to obtained a
1.7µm thick film. The spun PI is then thermally cured at 200oC during 30min in order
to achieve the desired mechanical, thermal, and electrical properties. Afterwards, RF
sputtering is used to deposit a 300nm Al thin film. Positive photoresist SPR-350 is
spun onto the wafer (previously exposed to HMDS for 10min) at 4500r.p.m. during
1min in order to obtain a very thin resist layer of approximately 1µm thickness. This is
important for achieving high resolution in optical lithography as shown in equation
(2.23) in the previous chapter. The exposure, through the mask shown in Figure
3.20a, and developing times for such thin resists are 6sec and 1min, respectively. It
is important to mention that when very small features (≈ 1µm) are targeted, excesive
developing of the resist may lead to pealing off the thin resist patterns. The pattern in
the photoresist is then transferred to the Al layer (Figure 3.20b-c) by using RIE etching
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with the recipe shown in Table 3.8. The maximum error for patterning features above
1µm is less than 0.2µm. Thus, the corners in very small rectangular features (around






Table 3.8: Recipes for RIE etching of Al
Figure 3.20: a) Cr mask of FSS patterns, b) patterned wafer and c) zoom in patterned
FSS before (left) and after (right) etching
3.4.4 Deep-etching step
After patterning both sides of the wafer, the substrate is ready for the deep etching
step. The process selected was the DRIE Bosch process consisting of alternative etch
and passivation steps. During the passivation step, C4F8-based plasma is employed to
deposit conformally a thin polymer layer. During the etch step, the plasma is switched
to SF6/O2 and the plate is DC biased giving rise to ion bombardment onto the surface
of the wafer. The polymer parallel to the surface of the wafer is removed much faster
than the polymer deposited on the walls, so that a directional etching of the silicon is





He flow 40sccm, 9.9Torr









He flow 40sccm, 9.9Torr





Table 3.9: Etching and passivation steps in DRIE Bosch process
After the Si is removed, a freestanding SiO2−PI layer is obtained, as shown in Figure
3.21.
Figure 3.21: Patterned FSS on rough PI-SiO2 membrane after DRIE etching
Since SiO2 exhibits low transparency at far/mid-IR, and the SiO2 − PI layer exhibits
undesired roughness due to mechanical stress between both materials, a solution of
50% ammonium fluoride, NH4F , and 50% acetic acid, HAc, is employed to wet etch
the SiO2, resulting in the final freestanding PI layer, as shown in Figure 3.22.
101
Figure 3.22: Flat membrane
A double reaction takes place when the oxide layer is in contact to the aquaseous
solution, as follows:
NH4F + HAc → HF+NH4Ac (dissolved in water)
HF + SiO2 → SF4 (volatile) + H2O
The etch rate of thermal oxide using this etchant is found to be approximately 50nm
at room temperature, as shown in Figure 3.23. Increasing the T a lead to a higher etch
rate, although it also affect PI and Al more readily.
Figure 3.23: Study on the oxide etch-rate for ammonium fluoride and acetic acid
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3.5 Measurement Scheme: FTIR equipment and set-up
Two FTIR equipment are used for the measurements of prototyped FSS in this thesis,
namely a Perkin Elmer Spectrum 100FT-IR from the University of Murcia (Spain) and a
Bruker IFS 120HR from the Science and Technology Facilities Council (STFC) at Oxford
(U.K.). The Perkin Elmer FTIR is cheaper and easier to use, while the Bruker FTIR is
a more expensive and accurate tool. In this section, detailed information about both
equipments, and the measurement procedure for the characterization of FSS is given.
I. Perkin Elmer FTIR
The characteristics of the Perkin Elmer Spectrum 100FTIR are shown in Table 3.10.
The available beam-splitter (KBr) and detector (DGTS) define the lowest measurable
wavenumber at 250cm−1, that is a wavelength of 40µm, and a frequency of 7.5THz.
This entails a limit in the maximum size of the FSS geometry in order to exhibit a
resonance in a frequency higher than 7.5THz. Only FSS with a resonance higher
than 7.5THz can be measured with this FTIR. Although the resolution is not high for





Resolution 4cm−1 (0.25cm retardation)
Table 3.10: Perkin Elmer FTIR characteristics
The following two steps are carried out for the measurement of FSS arrays. First, a
metallic sheet with an aperture of size equal to the size of the FSS array area is used to
obtain the background measurement that defines the conditions in which the FSS are
measured. By doing so, the diameter of the IR beam is reduced to match the FSS array
area. This is necessary to ensure that all the energy is transmitted from the IR source
through the FSS array area to the detector. Second, as shown in Figure 3.24, the FSS
spectrum is subsequently obtained by placing the FSS after the metallic aperture. The
transmission parameter (S21) is computed by dividing the sample measurement by the
background one.
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Figure 3.24: a) Set-up for measuring FSS with the Perkin Elmer FTIR (University of
Murcia, Spain), and b) measuring scheme
II. Bruker FTIR








Resolution up to 0.001cm−1
Figure 3.25: Schematic of Bruker 120HR (STFC, Oxford)
Far-IR and mid-IR measurements are possible by using DTGS and MCT detectors,
respectively. The detectors and beam-splitters frequency windows are shown in Figure
3.26. The MCT/KBr detector/beam-splitter combination can only measure from
500cm−1 (15THz), while the DGTS/Mylar combination exhibits a measuring window
from 100 to 600cm−1 (3-18THz) and, therefore, is more suitable for the FSS studied
in this thesis. The absorption bands in 600cm−1 and 700cm−1 are due to the Mylar
substrate.
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Figure 3.26: Measurement frequency range using a) MCT detector and KBr-Ge
beam-splitter, b) DGTS detector and Mylar beam-splitter
A larger interferometer compartment, shown in Figure 3.27, also provides higher
resolution (larger displacement of the scan mirror), at the expense of slower
measurements. The sample and interferometer compartments are vacuum-pumped, so
that undesired absorption peaks from the atmosphere gases are avoided.
Figure 3.27: General view of Bruker 120HR (STFC, Oxford)
The procedure for the measurement of the spectral signature of FSS is the same as the
one described for the Perkin Elmer FTIR, and a picture of the set-up is shown in Figure
3.28.
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Figure 3.28: Close look at sample, detectors and beam-splitter compartments of Bruker
120HR (STFC, Oxford)
The interferograms are obtained in each scan (position of the scan mirror) as shown
in Figure 3.29a. Then, the Fourier Transform is performed with all the interferograms,
as explained in Chapter 2, giving rise to the spectrum shown in Figure 3.29b for a
background measurement (blue line), i.e. without FSS, and a sample measurement (red
line), i.e. with an FSS. The transmission in percentage or in terms of the S21 parameter
is obtained by dividing the sample measurement by the background measurement, as
shown in Figure 3.29c-e for different number of scans.
The number of scans carried out in each measurement determines the signal-to-noise
(S/N) ratio, and the time cost. Measurements using 100, 50 and 10 scans are shown in
Figure 3.29c-e, where the S/N ratio decreases as the number of scans decreases. The
higher the number of scans we carried out, however, the slower the measurement. Each
scan takes about 12sec, so that a total of 100scans take as much as 20min.
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Figure 3.29: a) Interferogram, b) energy at the detector without and with FSS, c)-e)
transmission (energy with/energy without) of the FSS for 100, 50, and
10scans, respectively
3.6 Conclusions
This chapter has presented a thorough and accurate description of the analytical tools,
fabrication process and measurement set-ups developed in this thesis for the analysis,
fabrication and measurement of FSS at THz frequencies. A brief remark on the main
contributions of this chapter are outlined as follows:
- Physical insight on the Floquet theory for analyzing periodic structures and assessment
on the validity of various ohmic losses for its application to lossy periodic arrays
The first part of the chapter has been devoted to description of Floquet theory
and method of moments applied to analyzing periodic structures. In addition, the
dissipation factors in FSS have been addressed. Theoretical and experimental models
of ohmic losses were investigated and their range of applicability deduced in the THz
regime of the EM spectrum. It has been found that metals can be accurately modeled
by the intrinsic impedance of lossy dielectrics up to approximately 30THz, from which
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frequency models derived from measured data must be used.
- Development of a fabrication scheme for manufacturing micron-scale FSS operating at
THz
A fabrication scheme using standard microfabrication techniques has been developed
for the prototyping of THz FSS. A silicon wafer has been employed as a hard substrate
for the processing and it has been etched at the end of the process using dry DRIE,
leading to a thin polyimide substrate supporting the FSS. The advantages of our
approach, in contrast to other suggested approaches such as KOH wet etching, are
avoiding damage in the thin membrane when removing protective masks/layers in wet
etching, and materials incompatibilities. For instance, Al bond pads are rapidly attacked
and damaged by KOH, causing problems in fabricating other potential configurations
such as the electronically tunable FSS proposed in chapter 7.
- Development of a measurement scheme for testing FSS operating at THz
In the last part of the chapter, a far-infrared measurement scheme, using an FTIR
spectrometer, has been set up for testing prototyped THz FSS. Detailed description
of the measurement procedure and the key components in the measurement system
has been presented. In addition, a comparison between the technology offered by a
PerkinElmer and a Bruker FTIR has been given.
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Chapter 4
Energy storage, dissipation and
quality factors of FSS at THz
frequencies
4.1 Introduction
In the microwave regime, metallic elements in FSS can be assumed to be nearly perfect
conductors (without ohmic losses), because dielectric losses are the main source of
thermal power dissipation [8]. However, ohmic losses become more significant at
higher frequencies and can no longer be neglected [6,8]. The study of the FSS response
in relation to power dissipation is motivated by the increased ohmic loss of conductors
at THz [6, 8]. In addition, unique issues arising at higher frequencies (e.g. THz
regime) in conducting mediums, such as conductivity dispersion, surface roughness
and anomalous skin depth effect, might contribute to add further ohmic losses and
must be considered [65,193,195–197,208].
In resonant systems, such as FSS, thermal power dissipation is described conveniently
by the quality factor, which represents the ratio of the reactive power stored over power
dissipated. Normally, the quality factor definition is restricted in the literature to the
loaded quality factor, and it is estimated through the far-field response by the inverse of
the fractional -3dB bandwidth [7]. However, it is well-known from filter theory that in
any resonator we can identify three quality factors [209], namely, unloaded (resonator
in isolation), loaded (coupled to the in/out ports) and external (regarding only the
coupling with the environment). The extraction of the unloaded quality factor has
not been done before because at lower frequencies the external quality factor can be
accurately approximated by the loaded quality factor (unloaded quality factor becomes
infinite in the lossless case). Generally, the quality factor can be defined as the ratio of
the power stored over the power loss by the resonator. A rigorous study of the reactive
power stored in the vicinity of FSS would typically require detailed investigation of the
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near fields and has yet to appear. As a result, a study of the quality factors of FSS is still
missing from the literature. The importance in extracting the unloaded quality factor
from the stored and dissipated power lies in the ability to access the intrinsic quality
factor of the resonator, which would facilitate better analysis and design of FSS in
near-field enhancement and sensing applications. The sensors capability is proportional
to the amplitude of the near-fields, so that FSS with higher near-fields will lead to higher
sensitivity devices [11,12,169,171,210,211].
This chapter presents a thorough study of the quality factors of FSS at THz frequencies
and, therefore, deals also with the problem of analyzing the stored power in the
near-field (electric and magnetic) of the FSS and the dissipated power due to the flow
of the current through the metallic FSS elements with finite conductivity. In the first
part of the chapter (section 4.2), the influence of metal properties, such as conductivity,
thickness and surface roughness, in the FSS performance is addressed. In section 4.3,
a novel FSS circuital model that includes ohmic losses is introduced and validated
by means of rigorous full-wave Method of Moments (MoM), which formulation was
described in detail in chapter 3, and by Ansoft Designer which includes both dielectric
and metallic losses. The definition of the different quality factors as well as their
underlying physics are also presented. In section 4.4, we describe the techniques to
obtain the stored power in the near-fields of the FSS by two means, namely, the volume
integral of the FSS near-fields and the equivalent circuit. We carry out a parametric
study (varying the FSS dimensions) of the power stored for a dipole-based FSS as well
as the dissipated power and quality factors. We concentrate our study on free-standing
FSS in order to focus on the power dissipated solely by the ohmic losses arising from
the finite conductivity of the metallic strips. Subtrate effects will be analyzed in detail
in the next chapter.
4.2 Material considerations
In this section, the effects of the materials employed in free-standing FSS are
addressed. First, ohmic and dielectric losses are compared throughout the EM
spectrum in order to observe the dominant source of thermal dissipation in each
frequency region. Subsequently, the effects of thickness of the metallic elements and
surface roughness on the performance of free-standing FSS is investigated at THz
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frequencies.
4.2.1 Metal and dielectric dissipation
The properties of homogeneous materials as a function of the complex dielectric
permittivity were addressed in Chapter 2. In this subsection, we analyze the sources of
losses in FSS arrays, namely dielectric and ohmic losses. Losses are commonly quantify
by the absorption coefficient Abs = 1−S211−S221 as the power which is neither reflected
S11 nor transmitted S21. The absorption coefficient is, then, also defined as the ratio
between the dissipated and incident power Pdis = Abs · Pinc. Before the onset of
grating lobes, these losses represent solely thermal losses, that is, heat dissipation due to
the currents flowing through real (non-perfect) conductors and EM waves propagating
through lossy dielectrics. The heat dissipation of an EM waves propagating inside a
dielectric (dielectric losses) depends on the dielectric volume considered (e.g. the unit
cell (u.c.) size (dx, dy) and the thickness of the dielectric tdie, V = dx · dy · tdie), the
loss tangent (tanδ = ε′′/ε′), the frequency f and the amplitude of incident wave |E|, as




Pd dV = Pd · dx · dy · tdie ; Pd = 2πfε0 ε′tanδ︸ ︷︷ ︸
ε′′
E2 (4.1)
The higher the loss tangent tanδ, the more energy can be absorbed in the material, and
the higher the permittivity ε′, the more the material can be polarized (also allowing
more heat dissipation).
On the other hand, power dissipated due to Joule effect in lossy metals depends on the
current J(r) flowing through the metal (area S) and the surface resistance Rs of the





The value of the surface resistance can be obtained using any of the models shown in
section 2.2.2, while the current excited in the FSS elements may be obtained through
the FSS formulation in section 2.1.2.
In order to analyze the type of losses which dominates in different regions of the
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spectrum, Figure 4.1 shows the absorption of an FSS resonating from a few GHz up to
tens of THz. The dimensions of the FSS are L = 9X, w = 1X, dx = 8X, dy = 11X (µm)
supported by a dielectric with permittivity εr = 3.5 and thickness tdie = 1.7X, where X
is a scaling factor to scale the dimensions of the FSS and its substrate to resonate at the
different regions of the spectrum (e.g. X = 1, 10, 100, 103, 104 lead to FSS resonating
at 11.5THz, 1.15THz, 115GHz, 11.5GHz, and 1.15GHz, respectively). The green and
red lines show the absorption only due to dielectric (loss tangent tanδ = 0.008) or
ohmic losses (conductivity σ = 3.8 · 106S/m and lossy dielectric metal model used),
respectively. For simplicity, in this general study we assumed that tanδ is constant over
the entire range of frequencies. The solid blue line represents both ohmic and dielectric
losses present simultaneously. The dotted blue line shows the addition of ohmic and
dielectric losses obtained separately. The green area shows the absorption area limited
by dielectric-only losses with loss tangent equal to 0.01 (higher limit) and 0.005 (lower
limit). The blue area shows the absorption due to both dielectric and ohmic losses with
the same limits as the green area.
Figure 4.1: Absorption of FSS at resonance for various frequency regions. The green and
red lines show the absorption due to dielectric-only and ohmic-only losses,
respectively. The solid blue line represents both ohmic and dielectric losses
present simultaneously. The dotted blue line shows the addition of ohmic and
dielectric losses obtained separately.
As we can see, the ohmic losses are increasing with frequency, as a consequence of an
increase in the surface resistance (inversely proportional to frequency, as previously
demonstrated in (3.239) and (3.231)). This will be seen in next section 4.2.2 in
more detail. On the other hand, the dielectric losses remain constant throughout
112
the whole spectrum. Although the dissipated power in the dielectric is proportional
to the frequency (multiplicative factor X), the thickness of the dielectric was scaled
down (dividing factor X) together with the unit cell dimensions. Thus, the increase
of frequency (f1THz = 1000f1GHz) is compensated by the decrease in the dielectric
thickness (t1THzdie = 1/1000t
1GHz
die ), and the absorption in the dielectric remains constant.
The figure above shows clearly the dominant source of losses within each region of
the EM spectrum. At lower frequencies (a few GHz), the metal can be approximated
to be nearly perfect conductor and, therefore, ohmic losses are negligible. Dielectric
losses represent the main source of losses at this frequency regime. However, as the
resonant frequency increases (FSS size is reduced), the metallic elements can no longer
be approximated as perfect conductors, introducing increasing ohmic losses. For the
case shown in Figure 4.1., ohmic losses become as important as dielectric losses at
412GHz for the values of conductivity, loss tangent and dielectric permittivity defined
above. From that frequency onwards, the main source of losses become the metallic
components. For this reason, throughout this chapter, only ohmic losses are taken into
account in free-standing FSS, leaving the effects of substrates for the next chapter.
4.2.2 Metal thickness
The thickness of the FSS elements is normally much greater than the skin depth, and
therefore it is usually neglected. In this section, we investigate the influence of the
metal thickness in the FSS performance. For doing that, we first analyze the surface
resistance in a metallic sheet of various thickness. Figure 4.2 shows the variation of the
surface resistance of Al films versus frequency for different thicknesses using (3.238).
The skin depth is calculated using (3.237) and its value at different frequencies is also
shown. For comparison, the Rs for 25nm thick Al layer is also plotted using the skin
depth in (3.231), confirming its inaccuracy of as we move towards higher frequencies.
The surface impedance is shown to vary with the metal thickness as expected. At
frequencies in which the metal thickness is lower than the skin depth, the surface
impedance increases with the metal thickness. At frequencies in which the metal
thickness is higher than the skin depth, the surface impedance is constant and does
not depend on the metal thickness. For instance, at 1THz (δ = 80nm) the surface
resistance decreases from 1.05Ω for t = 25nm to 0.32Ω for t = 100nm, and then it
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remains constant at 0.32Ω for greater thickness (t = 200nm, 400nm, and 1µm).
Figure 4.2: Surface resistance (3.238) versus frequency of Al films with varying thickness.
The skin depth at each frequency is also shown for reference. At 100THz
two values of skin depth are shown δ1 and δ2 corresponding to (3.231) and
(3.237), respectively.
In order to investigate the influence of the metal thickness in the FSS response, the
reflection coefficient of a dipole-based FSS (dx = 8µm, dy = 11µm, L = 9µm, and w =
1µm) is obtained for variable metal thicknesses in the range t = [150nm, 1µm], which
is well above the skin depth and below the operation wavelength. Commercial HFSS
software based on Finite Element Method (FEM) is employed in this study. Surface
impedance boundaries were used, where Zs was calculated from the classical model
(3.240), which agrees well with the values of Zs obtained from real optical properties
at the frequencies simulated. The fields inside the structure are not solved, but this is a
reasonable approximation because the thickness of the conductor is much larger than
the skin depth at the frequencies simulated.
As shown in Figure 4.3 and 4.4, the thickness of the elements has, in fact, an effect
in the FSS performance even for thicknesses well above the skin depth (δ = 19.8nm
for Al at 17THz). For thin films with thickness well below the operation wavelength
(t < 0.1λ), three effects can be identified, namely, a drop in the absorption, a shift
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towards higher frequencies and an increase of the bandwidth. These results are in
agreement with similar results previously reported in [7,212,213]. As it will be shown
in section 4.4 when studying the induced currents in FSS, the changes in absorption
and bandwidth in FSS are strongly related to changes in the amplitude and distribution
of the induced currents in the FSS elements.
Figure 4.3: Reflection parameter for variable thickness of the elements (thin metal).
Figure 4.4: Absorption for variable thickness of the elements (thin metal).
For even thicker FSS (thickness approaching λ/2) the fundamental FSS resonance
vanishes and a sharp transmission emerges as a consequence of guided propagation
through the walls of the elements. Figure 4.5 shows the transmission characteristics of
very thick FSS and Figure 4.6 depicts the guiding effect of thick FSS as compared to the
resonant behavior of thin FSS.
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Figure 4.5: Reflection parameter for variable thickness of the elements (thick FSS).
Figure 4.6: Representation of a) thin FSS, and b) thick FSS
4.2.3 Surface roughness and native oxide
At frequencies where the wavelength is in the order of centimeters or millimeters, any
metallic film can be considered to be perfectly flat, since small defects (a few, tens
or even hundreds of nanometers) in the morphology of the surface do not have any
noticeable effects on the value of the conductivity. However, at higher frequencies
surface roughness is responsible for scattering and coupling to surface plasmons, which
gives rise to an additional drop in the power reflectance [195]. As noted before, this
drop in the reflectance corresponds to an increase in the surface resistance, which is
produced by a decrease in the conductivity. The conductivity of a rough surface can be








where σrs and σfs denote the conductivity with a rough and a flat surface, respectively,
s represents the surface roughness, and δ is the skin depth.
Figure 4.7: Conductivity of Al films (σbulk = 3.8 · 107S/m) versus frequency for variable
surface roughness. The inset zooms in the FIR frequency regime.
As shown in Figure 4.7, in the near infrared, optical frequencies and beyond, the effect
is significant even for a surface roughness as low as 2nm. However, in the far IR there
is not a great impact for low surface roughness. For instance, the conductivity at 15THz
with a surface roughness of 5.5nm decreases just 5% from that of a flat surface. The
same roughness gives rise to a 35% decrease in the conductivity at 150THz. Current
metal deposition methods are capable of exhibiting surface roughness in pure Al thin
films as low as 1.2nm [214] and 5.5nm [215]. Further Al alloys can improve surface
roughness even below 1nm [216].
In addition to the surface roughness, Al thin-films (like other metals) are susceptible to
the formation of a very thin layer of native oxide (Al2O3 for Al), even in high vacuum
conditions, that could reduce the power reflectance of the Al thin-film [195], thus
increasing the surface resistance. The thickness of the native oxide varies depending
of the conditions that the thin-film has been exposed to. For instance, evaporated
films exposed to normal atmosphere conditions may exhibit between 2 and 5.5nm thick
native oxide, while this thickness can be fairly increased in moist environments [195].
However, at far/mid-IR the native oxide thickness is much lower than the wavelength
of operation and its influence is negligible. Moreover, Al2O3 is highly transparent at
wavelengths from 6µm to 180nm, and, therefore, has little influence in the near-IR,
optics and, part of ultraviolet [195].
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4.3 Resonant Characteristics of FSS
4.3.1 Circuital model of FSS
In isolation, a resonator can be typically modeled by an RLC circuit [7] and can be
characterized by its resonant frequency and its reactance slope parameter [217]. The
inductance L and capacitance C are associated with the power stored in the magnetic
and electric field respectively, while the resistance R is associated with dissipated power
in the form of thermal losses or absorption. In the absence of thermal dissipation, the
equivalent impedance of the resonator is purely reactive.
When in free space and illuminated by a plane wave, an FSS consisting of isolated
perfect metallic conductors (capacitive screen) can be represented by the circuit of
Figure 4.8, where Za = Ra + jXa represents the terminal impedance of the array [1].
(a) (b) (c)
Figure 4.8: Equivalent circuits of capacitive FSS with arbitrary shape (a), in the lossless
(b) and the lossy case (c)
The shunt reactance Xa is associated with the reactive energy stored in the FSS. The
resistance Ra is associated with the power exchange between the FSS and free space,
and is not related to dissipated losses. In the vicinity of the resonance, it is a good
approximation to assume that the real and imaginary parts of the terminal impedance
are constant and linear with frequency, respectively [1].
Za(f) = Ra(f) + jXa(f)
Ra(f) ≈ RaXa(f) ∝ (f − fres) (4.4)
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The terminal reactance can therefore be expressed as:
Xa = Af −B = Af −Afres = A(f − fres) (4.5)
where A (Ω/Hz) and B (Ω) are constants employed to describe the variation of Xa
with frequency. Using the expressions given in [1], full-wave calculations are used to
accurately obtain Ra and Xa.









and to a good approximation can be assumed to be constant in the vicinity of the
resonance (x(f) ≈ x).
In the presence of finite conductivity, a further resistance Rohmic is introduced to model
the power dissipated on the metallic elements. The equivalent circuit of Fig 4.8b [1] is
then modified to that of Figure 4.8c. In this case, Rohmic is calculated by matching
the S-parameter as obtained by the lossy circuital model and the full-wave results
using Ansoft Designer. The usefulness of obtaining these electrical parameters (Za and
Rohminc) lies in the fact that they provide a valuable insight on the operation of the FSS
under investigation. The equivalent circuit does no intend to substitute the full-wave
analysis, but to complement it.
The performance characteristics of the FSS with ohmic losses can be then modeled
through this equivalent circuit. The reflection, transmission and the absorption
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The lossless case is represented by κ = 0. Resonance occurs when the reactive
impedance is zero (Xa = 0), and in the absence of ohmic loss (Rohmic = 0), the
reflection coefficient becomes -1. However, in the presence of losses (Rohmic > 0),
the ratio κ = Rohmic/Ra is responsible for decreasing the amplitude of the reflection
coefficient, allowing some transmitted wave and giving rise to power dissipated.
Normally, Rohmic is much lower than Ra and the factor κ remains small (e.g. κ < 0.1).
Figure 4.9 depicts the FSS behavior in terms of the circuital model.
Figure 4.9: Equivalent circuit and far-field response of FSS a-c) in the absence of losses
and d-f) in the presence of losses.
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In addition to the effects of ohmic loss previously commented (reduce reflection
amplitude, allow certain tramitted energy and thermal dissipation), the introduction
of Rohmic also broadens the bandwidth of the reflection/transmission curves around
the resonant frequency. The 3dB bandwidth (∆f) of a capacitive FSS can be defined
by the lower and upper cut-off frequencies in which the reflection coefficient drops
3dB from the maximum reflected amplitude (at resonance):




−3dB − fres) ≈ 2(fres − f
lower
−3dB) (4.13)






















(Ra +Rohmic) + jA(f−3dB − fres)
=
−Ra
(Ra +Rohmic) + jA∆f/2
(4.15)






(Ra +Rohmic)2 + ∆f2A2/4
(4.16)




























In the absence of losses, κ = 0, so then the bandwidth is directly proportional to the
terminal resistance Ra and inversely proportional to the slope of the terminal reactance
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On the other hand, the bandwidth in the presence of losses also depends on the ratio
κ, and can be expressed as a function of the bandwidth in the lossless case, as follows:
∆flossy = (1 + κ)
2Ra
A
= (1 + κ)∆flossless (4.20)
where (1 + κ) > 1, so then in the presence of losses the bandwidth is always increased
for a fixed geometry as compared to the same geometry in the absence of losses.
Therefore, various effects on the far-field response are directly related to the
introduction of Rohmic, which models the finite conductivity of the FSS metallic
elements. The amplitude of the reflected wave is decreased (|S11| < 1), the transmitted
wave and absorption are no longer null (|S21| > 0 and Abs > 0), and the resonance is

















Bandwidth ∆f 2RaA (1 + κ)
2Ra
A
Table 4.1: Summary of the performance of capacitive FSS
4.3.2 Definitions of the quality factors in FSS
An important parameter of a resonant circuit is the quality factor [209]. The quality
factor Q is defined generally as the ratio between the average reactive energy stored
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Since at resonance both the electric We and magnetic Wm energy stored are equal, the











Equation (4.21) is a general expressions for the quality factor. However, we can identify
different definitions of quality factor depending on whether we consider intrinsic
properties of the resonator or coupled to the environment, and in the presence or
absence of losses. In this sense, we can identify three quality factors, namely, unloaded,
loaded and external. The unloaded quality factorQU refers to the resonator in isolation.
In the definition of QU , the power loss is therefore associated solely with the power loss
by thermal dissipation.
When the resonator is coupled to its environment, some energy transfer occurs between
the resonator and the input/output ports (power radiated). With reference to the
resonator, this is additional to any thermal dissipation and is experienced as increased
power loss. In this case, the loaded quality factor QL is employed, which is also defined
by (4.21) but now the power loss also includes the power coupled to the input and
output port (or power radiated) [217]. It can be demonstrated that within certain

















The external quality factor Qe is associated solely with the apparent loss due to the
power transfer to the input/output as well as the power stored in the resonator.
- Lossless case:
In the absence of ohmic losses (Rohmic = 0), the unloaded quality factor QU is infinite
123






Therefore, the overall or loaded quality factorQL is directly equal to the external quality
factor Qe, as obtained by using (4.24)-(4.25).
QL = Qe, if κ = 0 (4.26)
The loaded quality factor can be obtained in different ways and all of them lead to the
same expression. We can use the definition (4.21), the reactance slope parameter x
(4.6) and the far-field response (4.23).
a) QL calculation from the definition
In order to obtain the loaded quality factor QL = Qe through the definition, the energy
stored needs to be calculated. We can do so by means of a volume integration of
the electric/magnetic near-fields. This will be done in a later section 4.4.1. Instead,
here we will use the circuital formulation and estimate the values of the equivalent
inductance L and capacitance C associated to the terminal reactance Xa. Since Xa
was assumed linear (4.4)-(4.5), it can be approximated to the linear component of the
Taylor expansion of the reactance of a LC series circuit (4.27), which is an acceptable



























(f − fres) (4.27)
By solving (4.5) and (4.27), and known the resonant frequency of a LC series circuit
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Figure 4.10: Terminal reactance calculated with MoM formulation (blue straight line)
and Taylor approximation (red dashed line) for FSS resonant at 18.5THz.
to be fres = 1/2π
√








Thus, the loaded quality factor QL in the absence of losses (equal to the external quality
factor Qe) can be obtained from the circuital model as:























b) QL calculation through the reactance slope parameter x.
The loaded quality factor QL can also be calculated through the reactance slope





where the reactance slope parameter x can be obtained by means of taking the
derivative of the reactance Xa (series LC circuit) [217] and is equal to the inductive


















2L = ωresL (4.31)
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Which is equivalent to the Taylor approximation of the linear component of the
reactance of a LC series circuit, described before (4.29). The reactance slope
parameter and the external quality factor can therefore be calculated as:













c) QL calculation through the far-field expression.
Yet another way of obtaining QL is from the far-field results by the definition of the












In the presence of losses (Rohmic > 0), the unloaded quality factor QU is no longer
infinite and, in turn, the loaded quality factor QL is no longer equal to the external
quality factor Qe.
In terms of the equivalent circuit, it can be noticed that the current induced in the
shunt FSS is reduced in the presence of the ohmic resistance, as depicted in Figure
4.11. At resonance, the circuital model is shorted in the absence of losses, so that
the entire incoming current/wave is reflected. In contrast, in the presence of losses, a
current divider is observed so that the incoming current (incident wave) is split into
an outgoing current (transmitted wave) and a current flowing through the shunt FSS
with ohmic resistance Rohmic, which will cause some thermal absorption and a reflected
current/wave.























22Ra|IOUT |2 +Rohmic|IFSS |2
(4.34)
Where IIN , IOUT and IFSS represent the currents flowing in the equivalent circuit, as
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(a) (b)
Figure 4.11: Currents flowing in the equivalent circuit at resonance in a) lossless FSSs
and b) lossy FSSs
shown in (4.35) and Figure 4.11.
IIN = IOUT + IFSS (4.35)
While in the lossless case the incident wave (IIN ) is entirely reflected at resonance by
the shunt FSS (IIN = IFSS and IOUT = 0), in the presence of Rohmic certain power is
transmitted (IOUT ), so that the reflected field is no longer equal to the incident field



















Where the factor ∆I accounts for the change in the induced currents in the presence of
losses, and is near the unity. This can be seen also as a change in the terminal resistance
(Rlossya = Rlosslessa ∆I). As explained before, a decrease in the induced current implies
an increase in the terminal resistance, and vice versa. If we assume that the currents
induced in the dipoles (or the terminal resistance) do not change when we include
ohmic losses, which is the same as assuming that the external quality factor do not
change when we introduce losses:









; Rlosslessa → Rlossya (4.37)



























In any case, the loaded quality factor QL is always decreased in the presence of losses,
as shown in (4.36).









(∆I − 1) + κ
(4.40)
Again, assuming that the currents do not change in the presence of losses (∆I → 1),





In general, the assumption that the induced currents are equal in the absence and
presence of losses may be useful for obtaining QL since ∆I ≈ 1 >> κ. However, this
assumption significantly deviates from the exact solution when calculating QU since
(∆I − 1) ≈ κ. Table 4.2 summarizes the quality factor formulation.
Lossless Lossy (exact) Lossy (approx. ∆I = 1)









Unloaded QU ∞ Qe(∆I−1)+κ
Qe
κ
Table 4.2: Summary of the quality factors of FSS in the presence and absence of losses
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4.4 Q-factors and powers assessment in free-standing FSS
In the following we proceed to estimate the stored and dissipated power and the quality
factors for capacitive FSS at IR. We employ the working example shown in Figure 4.12
consisting of an FSS based on dipoles of length L = 9µm, widthw = 1µm, and thickness
t = 250nm (so that no thickness effects are present). The unit cell length along the
y-axis is fixed at dy = 11µm. At seen before, the main source of thermal absorption
comes from the ohmic losses on the conductors [6, 8]. We therefore concentrate our
studies assuming only ohmic losses, that is free-standing FSS.
We commence our investigation by studying the FSS in the absence of ohmic losses.
For this case we extract the equivalent circuit parameters and the reactive power stored
in the array. Using these results, we proceed to account for the effect of losses on the
Q-factor. The study is undertaken initially for periodicity along the x-axis (dx) varying
in the region 6µm-14µm. The effects of variable width w and length L of dipole will
also be briefly discussed.
Figure 4.12: Capacitive FSS based on parallel strip of length L, width w and thickness t.
The strips are periodically arranged at a distance dx and dy from each other.
Js, Pdis and Pst represent the surface current density induced in the dipoles,
the dissipated power and the stored power (either in the electric or magnetic
field), respectively.
4.4.1 Power stored in FSS (no ohmic losses)
The far-field reflection coefficient of the FSS of Figure 12 under normally incident plane
wave as obtained by the full-wave MoM code described in Chapter 3 is shown in Figure
4.13 for three different values of periodicity dx. For this study, zero ohmic losses are
assumed so that the dissipated power Pdis is zero. The far-field reflection can also be
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predicted by the EC model of Figure 4.8a using (4.7) and the method described in [1],
and is superimposed for comparison with MoM results in Figure 4.13.
Figure 4.13: Reflection coefficient of the lossless FSS depicted in Figure 4.12 with
dimensions L = 9µm, w = 1µm, dy = 11µm and varying dx as calculated
by MoM and EC.
Good agreement between the MoM and EC results is observed, with the exception of
the grating lobes which manifest as dips in the full-wave results. When grating lobes
occur, part of the energy is directed in other angles, leading to an apparent power loss
at the direction of incidence [1]. Multi-modal behavior occurs when a grating lobe is
present and therefore the RLC circuit fails.
The average currents Iav excited on the elements as calculated by the full-wave method
(4.42) and (3.178) are shown in Figure 4.14. Likewise, the average currents obtained
from the EC are superimposed in Figure 4.14. As we can see, the current distribution
exhibits a higher amplitude and narrower width for shorter dipoles, while longer
dipoles give rise to weaker excitations of the currents (lower amplitude and wider
width). Comparing the current distribution with the reflection parameter, it can
be easily verified that the way that the incoming wave excite currents in the FSS
(depending on its shape) determines the reflection characteristic of the FSS.
Assuming J(r) the surface-current density on the dipole within the unit cell as in
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Figure 4.14: Average current induced in the dipoles in the lossless FSS of Figure 4.13
calculated by MoM and EC various dx. The inset shows the peak value of the
average current induced in the dipoles versus the periodicity.








J(r) dx dy (4.42)
The basis functions used to calculate the currents with the code described in Chapter 3
are simple sinusoidal functions along y, while the current density is assumed constant
along the width of the dipoles. Five coefficients are employed (c1, c2, c3, c4, and
c5) to obtain the surface-current density along the length of the dipole. The current
density obtained by these means is an effective current density that provides an accurate
solution, even for wide dipoles (e.g. patches). However, the current density does vary
along the width of the dipole. Ansoft Designer is employed to simulate the currents of
the same FSS with width equal to 0.1, 0.5, and 1µm. Ansoft Designer uses sub-domain
basis functions and the dipoles is meshed into smaller elements, so that a precise
distribution of the currents can be obtained also along the width, as shown in Figure
4.15. As shown in Figure 4.15a, the current exhibit a sinusoidal distribution along the
length of the dipole, and tend to flow close to the edges of the dipole. In narrow dipoles,
the current distribution along the width is almost constant, while in wide dipoles the
current exhibits a minimum in the center of the dipole and a maximum at the edges.
The results obtained with the code described in Chapter 3 (using entire domain basis
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Figure 4.15: Surface-current densities for lossless FSS with variable width (1,0.5, and
0.1µm) and dimensions L = 9µm, dx = 8µm,dy = 11µm. a-c) Bird’s view,
d-f) view along the width, and g-i) top view.
functions) are accurate as compared to the results obtained with Ansoft Designer (using
sub-domain basis functions).
The values of the terminal resistance Ra and reactance slope parameter x can be
obtained using the equivalent circuit and are plotted in Figure 4.16 as a function of
the periodicity dx. As observed in Figure 4.14-4.15, the resonant frequency of the array
drops with increasing periodicity and tends to approach the λ/2 resonance of the dipole
elements. This is due to the fact that more closely packed dipoles interact more strongly.
Hence, the resonance of the dipole elements in the array deviates more from the
resonance of the free-standing element for small spacings. In addition, sparser arrays
experience a lower load Ra leading to sharper resonant features (stronger currents at
resonance and higher loaded quality factors).
Since the reflection coefficient from the FSS at resonance in the lossless case is exactly
equal to −1, the power transfered from the FSS to free-space per unit cell is equal to
the power incident on each unit cell. The power transfered can be obtained through a
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Figure 4.16: Terminal resistance (left y-axis) and reactance slope parameter (right y-axis)
for the FSS of Figure 4.13 and different values of periodicity dx.














Ē · Ē · ds̄ (4.43)
where the plane of integration is normal to the direction of the incoming wave. For
a normally incident plane wave in free space with 1V/m y-polarized electric field, the





1(V 2m−2) · dx(µm) · dy(µm)
240π(Ω)
(4.44)
The power radiated to free space can also be calculated by the EC as the power









The average reactive power stored in the near field of the FSS can be estimated from




where Iav is the amplitude of the average current excited on the dipole at resonance,
as shown in Figure 4.14. The power stored can also be calculated from the volume
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integral of the near-fields (evanescent modes) as:
Pst = fres · ε0
∫∫∫
V
∣∣Ē · Ē∗∣∣ dV (4.47)





R−mpq · κ̄mpq ·Ψpq(r̄) · e−jβ
0
pqz
∣∣∣∣∣ dx dy dz (4.48)
where E represents the reactive field in the vicinity of the array at resonance. Assuming
operation below the grating-lobe regime, E can be obtained by the MoM formulation as
the total contribution of all but the propagating Floquet Space Harmonic. The volume
V is defined in the transverse plane by the unit cell dimensions (dx and dy) and along
the normal of the array it is truncated to at the distance Vz from the array surface
where the contribution from the slowest decaying Floquet space harmonic (usually the
TE00 mode) drops below 1% from its maximum value. In addition, in order to ensure
convergence in the near-field estimation, FSH which contribute up to 5% of the TE00
mode at the array level have been considered [218]. The truncation of the volume is
depicted in Figure 4.17.
The average reactive energy stored in the near field of the FSS unit cell at resonance
as well as the power radiated to free space in a unit cell are plotted in Figure 4.18.
Both MoM and EC results are shown. The average current and terminal impedance
depicted in Figure 4.14 and Figure 4.16, respectively, were utilized in applying (4.45)
and (4.46). The agreement observed validates the circuit model. The power radiated by
the unit cell at resonance increases linearly with the FSS periodicity in accordance with
the unit cell area. The average energy stored increases with the periodicity of the FSS
more rapidly than the power radiated, reflecting the sharper resonance characteristics
observed in Figure 4.13-4.14.
4.4.2 Power dissipated (ohmic losses)
Taking into consideration the material properties discussed in the previous Chapter
3 (section 3.3) and this Chapter 4 (section 4.2), we proceed now to calculate the
ohmic resistance Rohmic and the power dissipated Pdis in lossy FSS. The experimental
model (3.242) is employed for the surface resistance of Al throughout this section.
The thickness of the metallic elements is set to be well above the skin depth at these
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(a) (b)
Figure 4.17: a) Bird’s and b) side view of the dimensions of the integral volume for
calculating the power stored
Figure 4.18: Power radiated from the FSS of Figure 4.13 to free space at resonance
using (4.44)-(4.45) and power stored at the same FSS at resonance using
(4.46)-(4.47) for varying periodicities dx.
frequencies (t = 300nm, δ5THz = 36.5nm) and well below the operation wavelength
(λ ∼ 20µm). The surface roughness is neglected at these frequencies, as discussed
previously. Figure 4.19 shows the full-wave simulations of Figure 4.13, where now
ohmic losses are present using Ansoft Designer. Figure 4.19 also shows the reflection
characteristics obtained from the circuit of Figure 4.8c.
The values of Ra and Xa shown in Figure 4.16 have been employed, making the slight
current correction ∆I due to the presence of losses. In order to match the absorption
levels, the ohmic resistance Rohmic varies as shown in Figure 4.20. The good agreement
between the full-wave and circuit results validates the circuital model. Again, grating
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Figure 4.19: Reflection coefficient of the FSS of Figure 4.13 where the metallic elements
are fabricated using aluminum calculated by MoM and EC for different
periodicities dx.
lobes appears as dips in the reflection and are not described by the EC.
As noted previously, a small correction in the currents ∆I was taking into account to
calculate the far-field reflection coefficient of Figure 4.19. Using Ansoft Designer we
can investigate in more details the effects of the presence of ohmic losses (e.g. finite
conductivity) on the surface-current density. In Figure 4.21, the 2D distribution of the
current density is shown in the presence of ohmic losses. In addition, the distribution
along the length of the dipole is plotted at four different values of the width, namely x =
±w/2 (edges of the dipole), x = ±w/2.4, x = ±w/4, and x = 0 (center of the dipole),
and for different values of the metal conductivity, namely σ =∞, 3.8, 1, 0.55MS/m.
As we can see, there exist a decrease in the induced current when the quality of the
conductor (conductivity) decreases. This is significant at the edges of the dipole, while
it remains insignificant towards the center of the dipole.
The distribution in frequency of the induced currents is also changed by the introduction
of losses. Figure 4.22 shows the maximum amplitude (y = 0, x = ±w/2) and
corresponding phase of the induced current density versus frequency. As we can see,
the resonant frequency is not changed significantly when losses are introduced (only
slightly towards lower frequencies due to the presence of the imaginary part of the
surface impedance, Zs = Rs + jXs.). However, the maximum of the current is slightly
reduced throughout the spectra, particularly at resonance and at the edges of the dipole
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Figure 4.20: Ohmic resistance Rohmic (left y-axis) and ratio κ = Rohmic/Ra (right
y-axis) of the FSS of Figure 4.19 for different periodicities dx.
Figure 4.21: Surface currents for variable conductivities
(x = ±w/2). This reduction of the current maximum at resonance is responsible for
stronger thermal absorption when the metal conductivity is reduced.
The absorption coefficient can be obtained from (4.9) and is plotted in Figure 4.23 using
both the full-wave results as well as the EC model. For clarity, only one conductivity
is shown, corresponding to that of Al (σAl = 3.8MS/m). Good agreement between
the two methods is observed until the fictitious absorption corresponding to the grating
lobes is observed in the full-wave results towards higher frequencies (e.g. at 21THz for
dx = 14µm).
The dissipated power (Pdis = Pinc · Abs) at resonance for increasing array periodicity
is summarized in Figure 4.24. Interestingly, the power dissipation is increased for
increasing periodicity, in opposite trend to the ohmic resistance. This is due to the
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Figure 4.22: Surface currents (maximum amplitude and phase) vs frequency for variable
conductivities
Figure 4.23: Absorption coefficient of the FSS of Figure 19 as calculated by MoM and EC
for different periodicities dx.
fact that the terminal resistance Ra decreases more rapidly with periodicity than the
ohmic resistance Rohmic and hence the ratio κ = Rohmic/Ra (also plotted in Figure
4.20) increases with periodicity.
4.4.3 External, Loaded and Unloaded Quality Factors
The external quality factor Qe can be obtained by the definition (4.21), where the
power radiated from the FSS to free space is assumed in the denominator (as power
loss). It can also be derived from the EC according to (4.30). In the absence of power
dissipation, QU is infinite, and according to (4.24) QL = Qe. Therefore, the external
quality factor in the lossless case can be obtained from the loaded quality factor, which
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Figure 4.24: Power dissipated at resonance for the FSS of Figure 19 for varying periodicity
dx.
can be approximated by the inverse of the 3dB fractional bandwidth (4.23).
Figure 4.25 shows the external quality factor Qe as calculated by the definition,
by the EC and by the inverse fractional bandwidth. Good agreement is observed
between the three methods. As shown, the external quality factor Qe increases with
increasing periodicity. This suggests a weaker coupling of the incident plane-wave to
the resonating array. This value can be employed in (4.24) to extract the unloaded
quality factor QU .
Figure 4.25: External quality factor in the lossless FSS of Figure 13 calculated by the
definition, EC, and the inverse of the 3dB fractional bandwidth for different
periodicities dx.
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The loaded quality factor QL can be estimated as the 3dB fractional bandwidth of
the reflection curves shown in Figure 4.19 for the lossy FSS. As expected from (4.24),
the loaded quality factor in the presence of losses is always lower than the external
quality factor, as shown in Figure 4.26a. The extracted QU is plotted in Figure 4.26b.
As shown, QU increases linearly with increasing periodicity despite the increased
absorption shown in Figure 4.24. This is because higher reactive power levels are
stored in the array as dx increases (see Figure 4.18). In addition, we can see that the
unloaded quality factor is nearly an order of magnitude higher than the loaded quality
factor. This is because QU represents the intrinsic or near-field quality factor of the FSS
as a resonator in isolation, without interacting with the in/output ports.
(a) (b)
Figure 4.26: a) Loaded quality factor for the FSS of Figure 4.13 (lossless) and Figure 4.19
(lossy) for varying periodicity dx. b) Unloaded quality factor for the FSS of
Figure 4.19 for varying periodicities dx.
4.4.4 Influence of varying length and width of the dipoles
Identical studies have been performed for variable length and width of the dipoles.
For these studies the periodicity dx is fixed at 8µm, while the length varies from
5µm to 10µm, and the width ranges from 0.5µm to 3µm. It was found that the
reactive stored power increases in shorter and narrower strips, due to stronger induced
currents. Stronger induced currents are also responsible for the increased dissipated
power observed in shorter and narrower strips, in spite of exhibiting lower ohmic
resistance. The loaded and external quality factor has also been found to increase for
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shorter and narrower strips, which are sign of weaker coupling between the FSS and the
environment. The intrinsic unloaded quality factor is found to decrease for longer and
wider dipoles. Figure 4.27 and 4.28 shows the reflection coefficient, induced currents
and Q-factors as a function of length and width of the dipoles, respectively.
(a) (b)
(c) (d)
Figure 4.27: a) Reflection coefficient, b) averaged induced currents, c) loaded and




Figure 4.28: a) Reflection coefficient, b) averaged induced currents, c) loaded and
external q-factors, and d) unloaded q-factor of FSS with varying width w
4.5 Conclusions
The quality factors in FSS operating at THz frequencies have been investigated in this
chapter by rigorous full-wave analysis based on the method of moments (described in
chapter 3) and validated equivalent circuits. The importance of analyzing the quality
factors lies in the fact that it includes information on the powers dissipated in the form
of heat and stored in the form of reactive near-fields. This is, in turn, directly related to
the FSS induced currents and performance. In order to recapitulate the novelty of this
chapter, the major contributions are highlighted as follows:
- Development of a single-mode circuital model based on the terminal impedance of the
FSS, accounting for ohmic losses, for the analysis of unloaded and loaded quality factors
in free-standing configurations.
A circuital model consisting of the terminal impedance of the FSS, i.e. terminal
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reactance Xa and resistance Ra, was extended to account for ohmic losses by
introducing an ohmic resistance Rohmic. This ohmic resistance depends on both the
geometry of the FSS unit cell and the surface resistance Rs, which only depends on the
properties of the metal used. The equivalent circuit was validated by means of full-
wave analysis based on the MoM. The usefulness of such circuital model is twofold,
providing suitable physical insight and offering design guidelines.
- Calculation, for the first time, of the reactive power stored in the vicinity of FSS.
To the best of our knowledge, the calculation of the reactive power stored has not been
done before because near-fields of FSS are not generally used in any specific application.
However, the use of FSS as sensors at THz frequencies has led to the need of addressing
the interaction of the near-fields of the FSS and any substance placed on its vicinity. In
this chapter, the energy stored in the vicinity of a free- standing FSS is obtained by using
two methods, namely, integrating the evanescent Floquet-modes in the FSS near-field,
and using the circuital model. Results from both methods have been shown to be in
agreement.
- Details of the source of power dissipated in FSS operating at THz frequencies as well as
influence of metallic properties.
First, it was demonstrated that in the microwave regime metallic elements in FSS can
be assumed to be nearly perfect conductors (without ohmic losses), because dielectric
losses are the main source of thermal power dissipation at these frequencies. However,
ohmic losses are shown to increase significantly at higher frequencies and can no
longer be neglected. In addition, other issues arising at THz frequencies in conducting
mediums, such as surface roughness and conductivity dispersion, are confirmed to
contribute to add further ohmic losses and must be considered. Surface roughness
has been found to dramatically drop the conductivity for increasing frequency. While
a surface roughness of 5.5nm produces a 5% drop in the conductivity at 15THz, the
same roughness gives rise to a 35% decrease in the conductivity at 150THz. The
thickness of the metallic elements has been also analyzed, and it has been revealed that
thicker elements lead to wider bandwidth and lower losses. For very thick elements,
waveguide-like transmissions were observed due to guiding effects.
The power dissipated due to the finite conductivity of the metallic elements of the
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FSS has been thoroughly investigated. A useful parameter κ has been introduced
relating the two fundamental factors controlling the power dissipation, namely the
terminal resistance and the ohmic resistance. The resonance properties of the FSS
have been found to be the key parameter determining the thermal losses by means of
the amplitude and frequency-distribution of the current induced in the elements.
- Calculations, for the first time, of unloaded, external and loaded quality factors referred
to resonant arrays such as FSS.
The definitions of unloaded, loaded and external quality factors have been applied,
for the first time, in the analysis of FSS in order to offer information not only on the
far-field properties (FSS coupled to the environment), but also on the near-field or
intrinsic properties (FSS in isolation).
Parametric studies for varying periodicity, length and width of the strips have been
carried out in order to investigate the influence of the geometry on the electrical
parameters of the FSS array (terminal impedance and ohmic resistance), induced
currents, resonance properties (resonant frequency and bandwidth), power stored and
dissipated. With all that information, an assessment study has been performed on the
quality factors. FSS with increased periodicity have been found to give rise to higher
thermal absorption and higher unloaded quality factor. In contrast, FSS consisting
of larger or wider strips exhibit lower unloaded, despite exhibiting lower thermal
absorption. This is because higher reactive power levels are stored in the array as
the length or width of the elements increases. In addition, the unloaded quality factor
is shown to be nearly an order of magnitude higher than the loaded quality factor,
because it represents the intrinsic or near-field quality factor of the FSS as a resonator
in isolation, without interacting with the in/output ports.
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Chapter 5
Substrate effects in FSS at THz
frequencies
5.1 Introduction
Although FSS may be designed/fabricated free-standing (i.e. without any
sub/superstrate) [219], the absence of any dielectric might not only be unrealistic for
the mechanical integrity of the structure (particularly for capacitive FSS), but also
undesirable from a design point of view. Although the choice of the shape and size of
the elements represents the most important design parameter (the array of elements
are, after all, responsible for the resonance behavior of the structure), dielectrics
surrounding the FSS screen can be added to gain design capabilities [1]. For instance,
the design of band-pass filters with constant bandwidth for all angles of incidence and
polarization (which plays a key role in phased arrays) can be achieved by embedding
an inductive FSS in a dielectric layer [1]. Higher bandwidth (although generally with
worst flatness) or frequency tuning are also possible with the addition of dielectric
layers [1]. FSS with anisotropic substrates [220] or substrate integrated waveguide
(SIW) technology [221] have also been investigated. In addition to design possibilities
in passive FSS, the inclusion of dielectric layers whose properties can be tuned by
an externally applied magnetic field (magnetic permeability in ferrite materials),
electric field (dielectric permittivity in liquid crystals) or optical light (conductivity in
semiconductors) can be employed in the design of tunable FSS [17,79,90].
The importance/usefulness of employing dielectric layers is well understood and the
influence of dielectric layers on the transmission, reflection and absorption properties
of the FSS have been widely investigated in the microwave regime [1, 63]. At these
frequencies, the dielectric losses are the main source of thermal absorption, and the
ohmic losses introduced by the finite conductivity of the metallic elements is negligible
[6, 8]. However, power dissipation at higher frequencies is dramatically increased by
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ohmic losses [6, 8]. It is readily understood that at higher frequencies, where ohmic
losses can no longer be neglected, the total dissipated power is therefore the sum of
ohmic and dielectric losses. However, the inclusion of dielectric layers in FSS operating
at THz frequencies will not only increase thermal absorption due to the addition of
dielectric losses to ohmic losses, but also leads to changes in the amplitude/distribution
of the currents induced in the metallic elements as well as their near-fields. In turn,
these changes will also affect the ohmic losses. A rigorous study of the dissipated power
in free-standing FSS at THz frequencies was presented in Chapter 4. Following similar
procedures, the influence of dielectric surrounding on the performance of FSS working
at THz frequencies will be investigated.
In this chapter, the circuital model of Chapter 4 for a free-standing FSS will be extended
to account for the presence of a dielectric substrate, providing interesting information
on the influence of dielectric-loading on the resonance frequency and bandwidth,
obtaining similar results as in [63] at microwave frequencies. These effects on the
resonance are also investigated from the perspective of the variation in the currents
induced in the FSS elements and the amplitude of evanescent Floquet modes. Next, a
detailed investigation on the power stored is carried out in three different scenarios,
namely in the presence of ohmic and dielectric losses separately, and simultaneously.
By doing this, we can understand and quantify the contribution of each type of losses
to the overall dissipated power. All these studies are performed under the assumption
of dispersionless dielectrics. The influence of dielectric dispersion is briefly revised.
5.2 FSS operation in the presence of dielectrics
5.2.1 Circuital model of FSS with a dielectric loading
The behaviour of a free-standing FSS under plane-wave illumination can be well
understood through the equivalent circuits shown in Figure 5.1a-c. The terminal
impedance Za0 = Ra0 + jXa0 and an additional ohmic resistance Rohmic represent
an accurate model before the onset of grating lobes [1]. The terminal or radiation
resistance Ra0 is associated with the power radiated from the FSS (exchange with the
environment), the terminal reactance Xa0 represents the power stored in the FSS, and
the ohmic resistance Rohmic embodies the ohmic losses due to the finite conductivity
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of the metallic elements of the FSS [1] (see chapter 4). In the presence of a dielectric
substrate supporting the FSS, the equivalent circuit become that of Figure 5.1d-f, where
the radiation resistances Ra0 and Ra1 are those of an FSS immersed in free-space and
an infinite dielectric with the properties of the substrate, respectively [1]. The electrical
Figure 5.1: Free-standing capacitive FSS consisting of dipoles (a), and its equivalent
circuit based on the terminal impedance Za0 = Ra0 +jXa0 in the presence (b)
and absence (c) of ohmic losses. Capacitive FSS on a dielectric substrate (d),
and its equivalent circuit based on the terminal impedances Za0 (free-standing
FSS) and Za1 (FSS immersed in an infinite dielectric) in the presence (e) and
absence (f) of ohmic and dielectric losses.
length of the transmission line is given as [1]:















Where r1y is the direction of propagation of the plane-wave spectrum from the FSS,
s = s1xx̂+ s1yŷ + s1z ẑ is the direction of propagation of the incidence wave, dx and dz
are the periodicities in the x and z axis, {k, n} the order of the Floquet modes and λ the
wavelength of operation. For normal incidence (s1x = s1z = 0) and propagation below
the onset of trapped or free-space grating lobes (k = n = 0), the electrical length of the
transmission line is equal to the physical length of the substrate tdie = d(r1y = 1).
The complex propagation constant for a lossy dielectric is equal to:











where α and β are the attenuation (for small losses) and phase constant, respectively,
εr the dielectric permittivity, tanδ the loss tangent and λ the operation wavelength.
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From the point of view of the terminal reactance Xa1, the lossy dielectric layer
transforms the real terminal impedance 2Ra0 into a complex impedance Zt = Rt + jXt
(Figure 5.2a) [63]. In general, this complex impedance has both resistive and reactive
components and, therefore, can influence the resonance and modify its shape/location
from that of the free-standing configuration. The reactance Xa1 in an inductive FSS
Figure 5.2: a) Transmission-line model for FSS loaded with a dielectric substrate.
Equivalent impedance of a capacitive (b), and inductive (c) FSS.
consists of a parallel LC (Figure 5.2c). The addition in parallel of a further reactance
from the complex impedance Zt may lead to a significant change of the resonance
frequency. Only thicknesses multiple of λ/4 (Zt remains purely real) will not alter the
resonance frequency. On the other hand, the reactance of a capacitive FSS consists of
a series LC (Figure 5.2b). In this case, the complex impedance Zt does not alter the
resonance frequency, which is still determined by the terminal reactance Xa1, although
it may produced changes in the shape of the resonance [63]. For the sake of brevity,
here we limit our study to capacitive FSS, which requires a dielectric substrate for its
fabrication and cannot be made free-standing [219].
The reflection, transmission and absorption coefficients for a capacitive FSS supported














Where the input impedance Zin is the parallel combination of the transformed




Zt +Rohmic + jXa1
(5.6)
And the transformed impedance is:
Zt = 2Ra1
2Ra0 + 2Ra1tanh(γ · tdie)
2Ra1 + 2Ra0tanh(γ · tdie)
(5.7)
In the absence of losses (Xt = Rohmic = 0), and for thickness tdie multiple of λ/2 (Rt =
2Ra0), the effect of the substrate is merely that of shifting the frequency downwards,
and the equivalent circuit of Figure 5.1f) becomes that of Figure 5.1b), but with









The variation of the resonant characteristics from a lossless free-standing FSS to a lossy
FSS supported by a lossy dielectric substrate is shown in Figure 5.3 in four steps. Results
from both rigorous analyses based on MoM and approximated circuital models shown
in Figure 5.1 are employed. First, a lossless free-standing FSS is characterized in Figure
5.3a, where Ra0 and Xa0 extracted as in chapter 4. An FSS immersed in infinitely thick
lossless dielectric of permittivity equal to 2 is also shown, from which Ra1 and Xa1 may
be extracted. Second, the reflection of a lossy free-standing FSS is plotted in Figure
5.3b, where Rohmic is extracted. Third, the resonance of a lossless FSS supported by a
lossless dielectric substrate is shown in Figure 5.3c for a given thickness of the dielectric
(tdie = 1.7µm). Four and last, a lossy FSS supported by a lossy dielectric (tanδ = 0.008)
is characterized in Figure 5.3d.
5.2.2 Substrate effects on the resonance shape and location
As shown in Figure 5.3, it is clear that the resonant characteristics of FSS are greatly
influenced by the dielectric surroundings of the FSS. In this subsection, we revised
the main consequences of the presence of the dielectric on the shape and location
of the resonance. For this purpose, the reflection coefficient in dB of a lossless FSS
supported by a dielectric layer (εr = 2) is investigated as a function of frequency
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Figure 5.3: Influence of the dielectric on capacitive FSS reflection obtained by full-wave
MoM (solid lines) and EC (dotted lines). a) Free-standing lossless FSS (L =
9µm, w = 1µm, dx = 10µm, dy = 11µm) (blue line) and FSS immersed in
an infinite dielectric of permittivity equal to 2 (red line); b) free-standing lossy
FSS (s = 3.8106S/m); c) lossless FSS on lossless substrate (tdie = 1.7µm);
and d) lossy FSS on lossy substrate (tanδ = 0.008). The inset shows the
circuital models employed in each subfigure. Ra0, Ra1, and Rohmic employed
are 36.82, 26.03 and 1.52Ω, respectively. The reactance slope parameter
corresponding to Xa0 and Xa1 are 92.13 and 70.42Ω, respectively.
and thickness of the dielectric substrate, and is shown in the following contour figure
(Figure 5.4). The contour figure shows the value of the reflection coefficient in dB
versus thickness t = tdie (horizontal axis) and frequency (vertical axis). The black
solid-line indicates total reflection, i.e. 0dB. The grey dashed-lines show the location
of dielectric-only transmission peaks, which influence mainly the Q-factor of capacitive
FSS. The contour figure shows at one glance information of the properties (resonant
frequency and bandwidth) of the spectral signature of FSS supported by dielectric
of various thicknesses. For a fixed value of dielectric thickness, we obtain the S11
versus frequency, as shown in Figure 5.6 for thickness 20, 22.5 and 25µm. The dotted
lines of Figure 5.4 are shown in Figure 5.6, corresponding to the dielectric-only ridges
(dielectric electrical thickness of λ/2, λ, 3λ/2).
The first aspect worth mentioning is the decrease in the resonance frequency as the
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Figure 5.4: Contour plot of the reflection coefficient of an FSS with dimensions L = 9µm,
w = 1µm, dx = 10µm, dy = 11µm. The horizontal and vertical axis represent
the thickness t = tdie and the frequency, respectively. The black solid-line
corresponds to the resonant frequency and the grey dashed-lines represent
secondary resonances due to the presence of the dielectric.
thickness is increased, approaching the well-known value for FSS supported by a
semi-infinite dielectric. This shift in the resonance is caused by the interaction of the
near-fields with the surrounding dielectric material [63], point at which we will return
in a following section.
The Q-factor also suffers a variation in the presence of a dielectric support.
For thin substrates, where a decrease in the resonant frequency is evident, the
bandwidth remains unchanged. However, thicker substrates providing a constant
resonant frequency give rise to variable bandwidth versus thickness. This is due
to the emergence of secondary resonances in the dielectric and coinciding with
the frequencies at which the thickness is a multiple of λ/2, as shown in the grey
dashed-lines of Figure 5.4. Due to the reflective nature of capacitive FSS, the effects
of the dielectric resonances are stronger out-of-resonance when the FSS allows more
energy to pass through. This means that the bandwidth at −3dB is more affected than
the bandwidth at −1dB. Therefore, the dielectric is shown to affect the bandwidth in
two manners. When the dielectric resonances take place away from the FSS resonance,
ripples can be observed in the reflection characteristic, as shown in Figure 5.6 for three
different thicknesses (regions tdie = λ/2 and 3λ/2). When these secondary resonances
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lie near the resonance, the bandwidth is either widened or made narrower (region
tdie = λ).
Figure 5.5: a) Zoom in the contour plot of Figure 5.4. The frequency range is reduced to
cover between 7.25 and 13.5THz, and the contour lines of the reflection are
focused on the range from 0.2 to −4dB. b) Reflection coefficient for the FSS
of Figure 5.4 versus frequency at three particular thicknesses, namely 20, 22.5
and 25µm. The effect of secondary dielectric resonances is evident.
The bandwidth varies due to the presence of a dielectric support. Figure 5.5 shows a
zoom in the contour plot of Figure 5.4 near the resonance. For thin substrate, where
a decrease in the resonant frequency is evident, the bandwidth remains unchanged.
However, thicker substrates providing a constant resonant frequency give rise to
variable bandwidth versus thickness. This is due to the secondary resonances in the
dielectric and coinciding with the frequencies at which the thickness is a multiple of
λ/2, as shown in the grey dashed-lines of Figure 5.4. Due to the reflective nature of
capacitive FSS, the effects of the dielectric resonances are stronger out-of-resonance
when the FSS allows more energy to pass through. This means that the bandwidth at
−3dB is more affected than the bandwidth at −1dB, as seen in Figure 5.5.
Therefore, the dielectric is shown to affect the bandwidth in two manners. When
the dielectric resonances take place away from the FSS resonance, ripples can be
observed in the reflection characteristic, as shown in Figure 5.6 for three different
thicknesses (regions tdie = λ/2 and 3λ/2). When these secondary resonances lie near
the resonance, the bandwidth is either expanded or contracted (region tdie = λ).
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5.3 Currents and Near-Field excited in FSS supported by a
dielectric substrate
In the vicinity of the FSS (near-field) energy is not radiated, but evanescent with
distance (1/r2 or 1/r3). This energy is transferred back and forth from the FSS (currents
and voltage) to the reactive near-field (magnetic and electric near-fields). The currents
excited in the FSS elements and the associated near-fields will depend on the substrate
thickness and dielectric permittivity. As we have shown before, this has a clear effect on
the resonance frequency and the bandwidth. In this section, we investigate the changes
observed in the currents and the amplitude of the low-order Floquet modes.
5.3.1 Induced currents
In the previous section, we have observed that the presence of a supporting layer for the
FSS has the significant effect of shifting the frequency and varying the bandwidth of the
resonance. Since the far-field reflection and transmission coefficients are determined
by the currents induced on the FSS elements, we would expect a similar behavior
of the currents. Figure 5.6a-b depicts the averaged currents (as defined in Chapter
4) versus frequency for various thickness of the supporting dielectric layer tdie, and
permittivity εr = 2. As we can see, in Figure 5.6 for thin dielectrics, the main effect is
a shift in the resonance frequency downwards due to the interaction of the near-fields
with the substrate (air-dielectric interface). Also, sharp resonances appear near the
region of grating lobes. For thicker dielectrics (Figure 5.6b), the resonance location
remains almost constant, but the bandwidth of the resonance exhibit certain ripples.
In addition, the number of sharp resonances near the grating lobe region increases
considerably. While the shift in resonance frequency is due to the dielectric-loading
effect [63], the other two effects arise as a consequence of two different phenomena.
On the one hand, ripples in the bandwidth appears from the dielectric-only resonances,
as explained earlier. On the other hand, the sharp resonances at higher frequencies
not only represent the onset of free-space grating lobes (similar to what happened in
free-standing FSS), but are also a consequence of surface-waves or trapped grating
lobes propagating within the dielectric and finally escaping to the free space [1]. As the
thickness of the dielectric increases, more trapped grating lobes are able to propagate
within the dielectric, eventually escaping to free-space.
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Figure 5.6: Averaged currents induced in the FSS for varying thickness and dielectric
permittivity εr = 2
In Figure 5.6c, we can see how the amplitude of the induced currents remain almost
constant regardless the thickness of the dielectric substrate, exhibiting only a small
variation. This small variation does, however, have a slight influence on the power
dissipated as we shall see in the following sections. In order to evaluate also the effect
of the value of the dielectric permittivity, Figure 5.7a shows the averaged induced
currents versus frequency for various permittivities. As we can see also in Figure
5.7b, increasing permittivity gives rise to higher induced currents. The increase in
the amplitude of the excited currents leads to a narrower width (versus frequency) of
the current distribution. As a consequence, an FSS loaded by a dielectric permittivity
will exhibit a lower bandwidth in its reflection or transmission characteristic (higher
Q-factor). This decrease in bandwidth when an FSS is supported or embedded by a
dielectric is similar to the bandwidth loss experienced in an antenna when is loaded by
a dielectric.
Figure 5.7: Averaged currents induced in the FSS for varying dielectric permittivity and
thickness tdie = 1µm
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5.3.2 Floquet modes excitation
A shift in resonance frequency as the dielectric thickness increases was observed earlier
in the chapter. This resonance shift is determined by the interaction of the evanescent
Floquet modes excited at the array with the interface air-dielectric (z = tdie). The rate
at which the resonance shifts reduces for increasing dielectric thickness (see Figure
5.4). This is due to the fact that the amplitude of the evanescent Floquet modes
arriving at the air-dielectric interface reduces considerably as such interface moves
away from the array (i.e. thickness increases). Hence, from a certain thickness of
the dielectric, the resonance remain constant, and the only effect of the dielectric is
to modify the shape of the resonance, i.e. bandwidth. In Figure 5.8a-b, the evolution
of the slowest-decaying evanescent Floquet mode along the propagation direction z is
shown for various thickness and permittivities. The step seeing for the value z = tdie is
due to the air-dielectric interface.
Figure 5.8: Amplitude of the slowest decaying Floquet mode TE01 for various thickness
(fixed εr = 2) (a) and permittivity (fixed thickness tdie = 1µm) (b)
5.4 Dielectric behavior at THz frequencies
So far we have considered lossless FSS. From this section we introduced losses
both in the metallic elements of the FSS and the dielectric supporting layer. Before
starting the investigation of the dielectric effects on the power dissipated, however,
we discuss briefly another important issue when working at THz frequencies, namely
the dispersion. Particularly, here we focus on the dispersion in the electric permittivity
of the dielectric substrate. We refer to Chapter 3 for details on the effects of the
dispersion in the conductivity of the metallic elements of the FSS.
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In general, the permittivity of any material is a complex frequency-dependent value.
The real and imaginary parts of the permittivity are related to the energy storage
and dissipation, respectively. There exist various dielectric mechanisms contributing
to the overall permittivity, from the lower-frequency slow relaxation effects related to
orientation polarization to the higher-frequency faster resonant effects associated to
electronic and atomic polarization.
In order to investigate the effects of permittivity dispersion on the FSS resonance,
we compare in Figure 5.9 and 5.10 the reflection characteristic of an FSS supported
by a lossless dielectric with various dispersive features, namely dispersionless, linear
dispersion and sinusoidal dispersion.
Figure 5.9: Dispersion study of the reflection coefficient of a lossless FSS supported by a
dielectric substrate with no dispersion
Figure 5.10: Dispersion study of the reflection coefficient of a lossless FSS supported by a
dielectric substrate with a) linear and b) sinusoidal dispersion
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The effect of dispersionless dielectric is shifting downwards the resonant frequency
and increasing the reflection in the out-of-band frequencies. Slow variations in the
value of electrical permittivity, such as the linear dispersion in Figure 5.10b, are shown
not to modify significantly the FSS response, whereas fast variations, such as the
sinusoidal dispersion in Figure 5.10c, lead to strongly modified reflection characteristics
by contracting or expanding the bandwidth. From Figure 5.10a, we can identify FSS
resonating at 10THz and 15THz for permittivity equal to 5 and 2, respectively. For a
dispersion function such as ε3r(f), where the value of the permittivity varies from 5 to 2
in the frequency range between 10THz and 15THz, the bandwidth of the FSS resonance
is expanded and covers the entire range between 10 and 15THz. On the contrary, the
dispersion function ε4r(f) gives rise to a contracted bandwidth.
In general, however, some materials may be assumed dispersionless in a narrow band of
frequencies. For instance, polyimide has been shown to exhibit a fairly constant index
of refraction around 1.8 in the frequency range between 16 and 30THz (wavelengths
between 10 and 18µm), whereas Si3N4 exhibits fast variations of index of refraction
from 0.9 through 3.1 to 2.2 in the same frequency region [222].
5.5 Power dissipated in the presence of a substrate
In order to investigate the influence of a dielectric substrate on the dissipation that
takes place in resonant FSS, we carried out a parametric study varying the thickness of
a dielectric supporting an FSS with same dimensions as in Figure 5.4. The thickness is
varied from 0 to 30µm and a dispersionless permittivity is considered constant to 2. The
study is done in the separated and combined presence of dielectric and ohmic losses.
When dielectric losses are included, the loss tangent is set at 0.008, and when ohmic
losses are considered the classical ’lossy dielectric’ ohmic model with finite conductivity
of the metals equal to 3.8 · 107S/m is employed, which represent a good approximation
at the frequencies investigated (see Chapter 3).
5.5.1 Ohmic losses only
The reflection and absorption coefficients for thin and thick dielectric substrates in the
sole presence of ohmic losses (tanδ = 0) are shown in Figure 5.11-12. The reflection
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and absorption peaks are zoomed in near the resonance on the right-hand side of each
figure. A frequency shift downwards is evident for thin substrates, remaining constant
at 13THz for thickness higher than 2.5µm. The bandwidth is shown to be constant for
thin substrate, while ripples arousing from secondary dielectric resonances appears for
thicker substrates.
Figure 5.11: Reflection coefficient versus frequency for low values of thickness of the
substrate (0.25µm to 5µm). On the right-hand side, the reflection and
absorption near the resonance is zoomed in. FSS with same dimensions
as in Figure 5.4 and only ohmic losses.
Figure 5.12: Reflection coefficient versus frequency for thick substrates (7.5µm to
17.5µm). On the right-hand side, the reflection and absorption near the
resonance is zoomed in. FSS with same dimensions as in Figure 5.4 and
only ohmic losses.
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Interestingly, the absorption at resonance is shown to decrease as the thickness
increases for thin substrates. This follows the same trend as the amplitude of the
induced currents shown in Figure 5.6. Since the surface resistance remains invariable
(FSS dimensions are fixed), the power dissipation is proportional to the amplitude of
the currents flowing through the metallic elements, as inferred from the expression.
As the thickness of the substrate is increased, however, the expansion and contraction
of the FSS resonance due to the presence of dielectric secondary resonances leads to
an oscillation in the absorption observed at the resonant frequency. Figure 5.13 shows
the evolution of absorption with thickness of the dielectric. The two effects commented
above are clearly identified, namely 1) decrease of the absorption from 0.095 to 0.0875
for thin substrate and 2) oscillatory behavior around 0.0875 for thicker substrates.
The absorption oscillations (< 0.005) are, however, small as compared to the total
absorption (> 0.085).
Figure 5.13: Absorption coefficient versus thickness of the supporting dielectric layer tdie.
FSS with same dimensions as in Figure 5.4 and only ohmic losses.
The contour Figure 5.14 shows the variation of the absorption as a function of thickness
not only at resonance, but in a wider range of frequencies. The usefulness of Figure
5.14 relies on the fact that we can see the all the substrate effects in the presence
of only ohmic losses at one glance, namely frequency shift and oscillatory behavior
of bandwidth and absorption. In addition, the absorption are concentrated near the
resonance.
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Figure 5.14: Contour plot of the absorption coefficient versus thickness of the supporting
dielectric layer tdie and frequency. FSS with same dimensions as in Figure
5.4 and only ohmic losses.
5.5.2 Dielectric losses only
The reflection and absorption coefficients for thin and thick dielectric substrates in the
sole presence of dielectric losses (infinite conductivity of metals, σ = ∞, and constant
loss tangent across all frequencies equal to 0.008) are shown in Figure 5.15-16. The
reflection and absorption peaks are zoomed in near the resonance on the right-hand
side of each figure. As before, the frequency shift and the characteristic ripples from
secondary dielectric resonances are identified. The absorption at resonance due to
the lossy dielectric layer, in opposite trend to the ohmic losses, increases for thicker
substrates and reaches a fairly constant absorption (around 0.03) from thickness higher
than 5. This is due to the fact that the evanescent near-fields amplitude decays in
the direction normal to the FSS and, therefore, the amount of heat dissipation taking
place from the interaction between the near-fields and the dielectric also decays. As the
thickness increases, the contribution of the evanescent modes lessens and the increase
rate of the dielectric losses decline, approaching a limiting value (0.03). For these
thicker substrates the higher order evanescent Floquet modes have decayed to near
zero amplitude at the air/substrate boundary, and do not add further dielectric losses
from these higher order modes.
It is interesting to notice that for thick substrates, higher absorption appears away
from the resonance (Figure 5.16, right bottom) as a consequence of the secondary
dielectric resonances (wavelengths multiple of λ/2), where multiple reflections inside
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the dielectric lead to higher absorption.
Figure 5.15: Reflection coefficient versus frequency for low values of thickness of the
substrate (0.25µm to 5µm). On the right-hand side, the reflection and
absorption near the resonance is zoomed in. FSS with same dimensions
as in Figure 5.4 and only dielectric losses.
Figure 5.16: Reflection coefficient versus frequency for thick substrates (7.5um to
17.5um). On the right-hand side, the reflection and absorption near the
resonance is zoomed in. FSS with same dimensions as in Figure 5.4 and
only dielectric losses.
Figure 5.17 shows the evolution of absorption with thickness of the dielectric. Two
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of the effects commented above are readily perceived, namely (1) increase of the
absorption from 0 (lossless) to 0.03 for thin substrates and (2) apparently constant
amount of absorption (0.03) for thick substrates with an insignificant oscillation
(< 0.0015). For thick substrates, although evanescent higher-order modes do not
contribute further to the absorption, this apparently constant absorption is actually
very slowly increasing because of the absorption due to the propagating mode.
Figure 5.17: Absorption coefficient versus thickness of the supporting dielectric layer tdie.
FSS with same dimensions as in Figure 5.4 and only dielectric losses.
The other effect related to higher absorption observed away from resonance can be seen
in the contour Figure 5.18. An almost constant absorption around 0.03 at resonance
is observed from 5µm thickness of the dielectric layer onwards. For thicker substrates,
however, higher absorption appears away from the resonance, due to the dielectric-only
resonances.
Figure 5.18: Contour plot of the absorption coefficient versus thickness of the supporting
dielectric layer tdie and frequency. FSS with same dimensions as in Figure
5.4 and only dielectric losses.
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5.5.3 Dielectric and ohmic losses
The result of including both dielectric and ohmic losses is presented in Figure
5.19-5.20. As we can see, the losses arising from both dissipation mechanisms are
added. Comparing the contour plots in Figure 5.19 (both losses) and Figure 5.14
(only ohmic), we can notice a broadening of the absorption due to the introduction of
significant dielectric losses away from resonance.
Figure 5.19: Contour plot of the absorption coefficient versus thickness of the supporting
dielectric layer tdie and frequency. FSS with same dimensions as in Figure
5.4 and both dielectric and ohmic losses.
Figure 5.20: Absorption coefficient versus thickness of the supporting dielectric layer tdie.
FSS with same dimensions as in Figure 5.4 and both dielectric and ohmic
losses.
In order to readily compare the two sources of power dissipation, Figure 5.21 shows
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the absorption versus thickness of the dielectric for the four possible scenarios, namely
lossless, only ohmic losses, only dielectric losses, and both ohmic and dielectric losses.
We can observe how the dissipation due to the finite conductivity of the metals is higher
that dissipation arising from the dielectric, and therefore ohmic losses are the main
contribution of dissipated energy at these frequencies. Interestingly, the introduction
of a dielectric has an obvious effect in the dielectric losses and an indirect effect on
the ohmic losses. On the one hand, from a free-standing FSS with no dielectric losses
(tdie = 0), as we increase the thickness of the dielectric layer, dielectric losses are
certainly increased and become almost constant with a certain ripple (dielectric-only
resonances) as we keep increasing the dielectric. The main contribution of dielectric
losses are the strong evanescent near-fields in the vicinity of the array. As we move
further from the array, the amplitude of these near-fields decreases (see Figure 5.8),
and the dielectric-losses contribution lessens. On the other hand, an FSS on a thin
dielectric substrate is observed in Figure 5.21 to exhibit lower ohmic losses than a
free-standing FSS. As the dielectric thickness increases, the ohmic losses varies around
a constant value. As explained earlier, this can be explained by means of changes in the
currents due to the presence of the dielectric.
Figure 5.21: Summary of absorption contributions from ohmic and dielectric losses.
5.6 Conclusions
While in the previous chapter free-standing THz FSS were considered, this chapter has
been devoted to the analysis of THz FSS supported by a dielectric substrate. In the
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past, various studies of the influence of dielectrics in the vicinity of the FSS has been
carried out accurately in the microwave regime and, generally, in the absence of losses.
However, the issue of dielectric and ohmic losses, as well as the currents induced on
the elements of the FSS under the presence of a nearby dielectric layer is missing in
the literature. In the following, we proceed to highlight the main contributions of this
chapter:
- Extension of the equivalent circuit based on the terminal impedance of the FSS, accounting
for losses, for modeling dielectric-loaded FSS
The circuital model introduced in chapter 4, consisting of the terminal impedance of
the FSS, was extended to model the presence of dielectric layers in the vicinity of the
array, and validated by full-wave analysis. This equivalent circuit offers a clear view of
the effects of the dielectric-loading on the main resonance characteristics of the FSS,
namely resonance shift and variation of bandwidth.
- Calculation, for the first time, of the induced currents on the elements of dielectric- loading
FSS
As shown in previous chapters, the scattering characteristics of FSS are determined by
the way that the incident field induces currents on the elements. Different currents
distributions are obtained in different types of elements, leading to different frequency
selectivity of the re-radiated field. In addition to the type of FSS, the medium in
which the FSS is immersed also determines the currents induced on the elements.
This substrate effects on the currents have been, for the first time, presented in this
thesis. The currents have been investigated for thin and thick dielectric substrates.
Two different phenomena dominate in the presence of thin and thick substrates. For
thin substrates, a shift in resonance frequency (e.g. frequency of maximum current)
is evident. This has been explained in terms of the the evanescent Floquet modes.
The dielectric-loading effect pulling the resonance downwards in frequency depends
on the amplitude of the evanescent Floquet modes at the air-dielectric interface. For
thick substrates, however, this pulling effect is vanished due to the fact that the
amplitude of the evanescent Floquet modes at the air-dielectric interfaces fades away
with increasing thickness of the dielectric. The phenomenon dominating in the presence
of thick substrates is the appearance of dielectric-only resonances at thicknesses equal
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to odd multiples of λ/2. When this resonances lie in the vicinity of the resonance, the
bandwidth of the FSS is affected, either widening or making it narrower.
- Calculation, for the first time, of the power dissipated by dielectric-loading FSS,
distinguishing between dielectric and ohmic losses
The losses arising from the finite and non-zero electrical conductivity of metallic and
dielectric materials, respective, have been analyzed in FSS arrays supported by a
dielectric substrate, for the first time. Ohmic and dielectric losses and their effects have
been studied independently and simultaneously. Ohmic losses have been shown to be
the dominant source of losses at these frequencies. Interestingly, it has been shown that
ohmic losses are subject to the thickness of lossless dielectric. Ohmic losses decrease
with thickness of the substrate for thin substrates, stabilizing with an
oscillatory behaviour for thicker substrates. Pulling of the maximum ohmic losses
towards lower frequencies has been observed corresponding to the same shift in the
currents induced on the elements. Certainly, dielectric losses are also dependent on
the thickness of the substrate. As the substrate thickness increases, the dielectric
losses increases, stabilizing for thicker substrates due to the exponentially decreasing
amplitude of the evanescent Floquet modes interacting with the nearby dielectric layer.
It has been shown that higher dielectric losses are found at odd multiples of λ/2, due
to the dielectric-only resonances, than at the FSS resonance.
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Chapter 6
Single-screen FSS for filters and
sensing components at THz
frequencies
6.1 Introduction
The advent of microfabrication techniques have facilitated an increase interest in
exploring the operation of FSS at THz frequencies. The main difference of FSS working
at THz frequencies with respect to those working at microwave frequencies lies in the
introduction of ohmic losses due to the finite conductivity of the metallic elements
of the array. This issue was thoroughly covered in Chapter 4, and the introduction
of dielectric effects was also analyzed in Chapter 5. Traditional elements such as
those shown in Chapter 2, in single-screen configurations and under normal incidence,
exhibit solely a fundamental resonance or even mode before the onset of grating
lobes [1]. Various type of elements have been studied in the past working at THz
frequencies and in relation with ohmic losses and currents induced [6]. Different
designs have also been proposed to achieve multiband operation in the microwave
regime of the spectrum [14, 50, 51, 69–73]. Only fractal designs, however, have been
scaled to work at THz frequencies in multiband filters. Although fractal FSS exhibit
good multiband performance, the design of such fractal FSS using genetic algorithms
is a time-consuming and non-intuitive procedure, which may become more a more
complicated if we include additional dielectric or FSS layers. Fractal FSS also lack
direct relation between the shape of its elements and its spectral response in terms of
key filtering parameters such as resonant frequency, absorption and quality factors. On
the other hand, perturbed FSS have been shown to exhibit dual-band characteristics in
the microwave and represent a good approach to reach multiband performance [14].
In addition, owing to the peculiar modes of currents induced in its elements, perturbed
FSS show interesting properties for its use in multiband absorbing screens [223]
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as well as sensing systems [170]. Periodic arrays based on asymmetric elements
exhibiting spectral features at THz frequencies are attracting increasing attention for
their capability to detect, distinguish or identify materials in their surroundings [170].
In the first part of this chapter, various FSS consisting of traditional elements working
at THz frequencies and exhibiting single-band performance are briefly described in
relation to its absorption and currents induced. Subsequently, the main part of the
chapter devotes to investigate FSS consisting of perturbed elements for its use in
multiband and sensing applications. The operation of perturbed FSS (free-standing to
isolate from dielectric effects and only consider ohmic losses) in the far- and near-field
is examined and the underlying physics behind its behavior described. On the one
hand, perturbed FSS are designed to exhibit dual-, tri- and quad-band characteristics.
Introducing two type of elements, each of them sensitive to a different polarization,
dual-band dual-polarized FSS are also designed. On the other hand, perturbed FSS
are studied for its potential application in sensing systems. The currents induced in the
elements as well as the near-fields are examined. The sensing performance of perturbed
FSS for various types (quantity and permittivity) of sensed material is investigated.
Finally, perturbed FSS are demonstrated experimentally using the techniques explained
in Chapter 3.
6.2 Conventional-elements FSS for single-band applications
In this section, a brief analysis of various single-screen FSS working at THz frequencies
is carried out, concentrating upon their induced current distribution and absorption
levels. Ansoft Designer is employed to obtain the S-parameter and surface-density
current J(A/m) under vertical polarization, unless stated otherwise. Details of the
simulations carried out with this software were given previously in section 3.3.2.1. All
FSS are supported by a lossy dielectric (ε = 3.5, tanδ = 0.008) of thickness tdie = 1.7µm.
The metallic elements are considered infinitely thin (no thickness effects considered for
simplicity) with conductivity of Al σ = 3.8 · 107S/m, and the ’lossy dielectric’ model
(3.251) is employed to calculate the surface resistance Rs and, therefore, the ohmic
losses.
The starting point for the design of single-screen FSS is the array of infinitely-long
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Figure 6.1: Derivation of different types of elements from the array of infinitely-long
dipoles. a) finite-length dipoles, b) crossed-dipoles and Jerusalem crosses, c)
plate and loop-type elements, and d) four-legged loaded elements.
dipoles, as shown in Figure 6.1, where various traditional elements are derived from
such array. Infinitely long dipoles act as inductors, so that the array exhibits a
high-pass filtering characteristic (only total reflection at DC), as shown in Figure 6.2.
In such array, the current induced in the dipoles flow upwards and with approximately
constant amplitude along the vertical axis, since there is no discontinuity. This array
is non-resonant and its equivalent circuit consists of an inductance L in series with
a resistance R. The inductance determines the transition frequency of the high-pass
characteristic, while the resistance and the induced currents determine the absorption
due to ohmic losses. The losses for a non-resonant FSS are quite low (≈ 3.5% in the
example shown in Figure 6.2) due to the low value of the induced currents.
In order to render the array resonant, a capacitance C can be included by substituting
the infinitely-long dipoles to finite-length dipoles, as shown in Figure 6.1a, so that a
gap between the dipoles produces the needed capacitance. By doing so, the equivalent
circuit changes to a resonant series RLC circuit with stop-band characteristic, as
obtained in Figure 6.3. In such case, as shown in Chapter 4, the current induced in the
dipoles exhibits a sinusoidal distribution along the length of the dipole, maximum at
the center and minimum at the ends, and concentrates at the edges of the dipole along
the width. The losses are increased substantially as compared to the non-resonant
169
Figure 6.2: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of polarizer with dimensions w = 1.5µm, dx = 3µm.
array (≈ 10% in the example given in Figure 6.3). As shown in Chapter 4, increasing
separation, and decreasing length and width give rise to stronger induced currents
and, therefore, higher levels of thermal absorption.
Figure 6.3: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of dipole FSS with dimensions L = 14µm, w = 2µm,
dx = 10µm, dy = 20µm.
So far, non-resonant infinitely-long dipoles exhibiting high-pass characteristic (Figure
6.2) have been converted to resonant finite-length dipoles exhibiting band-pass
characteristic (Figure 6.3). With the addition of a horizontal dipole of the same
length superimposed over the vertical dipole, a crossed-dipole FSS (Figure 6.1b)
exhibits similar band-pass characteristic not only for vertical polarization, but also for
horizontal polarization, as shown in Figure 6.4 for vertical polarization. In Figure 6.4
we can also observe similar distribution of the current along the length of the vertical
dipole with a small perturbation from the horizontal dipole, which give rise to a drop
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in the current at the center of the dipole and to some current flowing on the horizontal
dipole near the center. The total effect is a slight increase in the thermal absorption
(≈ 12.5%). Likewise, length, width, and separation of the dipoles further tailor the
resonance characteristics of the crossed-dipole FSS.
An capacitive loading can be added in the crossed-dipole element giving rise to the
Jerusalem cross element, as shown in Figure 6.1b. The main effect of the introduction
of a capacitive loading is a shift of the resonance towards lower frequencies and an
increase of the bandwidth, while the losses remain similar, i.e. 12.5% for the example
given in Figure 6.5.
Figure 6.4: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of cross-dipole FSS with dimensions L = 10µm, w = 2µm,
dx = 16µm, dy = 16µm.
Figure 6.5: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of Jerusalem-cross FSS with dimensions L = 8µm, w = 2µm,
dx = 16µm, dy = 16µm, Lload = 4µm.
FSS sensitive to both vertical and horizontal polarization can be also made of tripole
elements, as shown in Figure 6.6. In this case, the losses decrease slightly to ≈
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8.2%. As we can see, under vertical polarization, the surface-current density is mostly
concentrated on the sides of the vertical arm and slightly on the other arms inclined
±120deg. Although the maximum amplitude of the current seems slightly greater than
that of the crossed-dipole, the losses are lower due to smaller size of the element where
the current is flowing (recall Eq.(4.2) in Chapter 4). Apart from this, earlier onset of
grating lobes are observed for the case shown in Figure 6.6. The onset of grating lobes
can be delayed, however, by close-packing the elements.
Figure 6.6: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of tripole FSS with dimensions Lleg = 5.15µm, w = 4µm,
dx = 16µm, dy = 16µm.
Another type of element that can be derived from the dipole is the patch element, giving
rise to the plate or solid elements (e.g. rectangular, circular, hexagonal). In the case of
a rectangular plate, the dipole width becomes the same as the dipole length, as shown
in Figure 6.1c. The characteristics of the resonance produced by these type of elements,
however, are not very attractive because the resonance always appears close to the onset
of grating lobes [1], and there are few designing parameters. The array resonates when
the dimensions of the plate are λ/2 across the element approximately. This is due to
the fact that plate elements exhibit a very low inductance L (or a very low capacitance
C in aperture elements) so that the resonance frequency is very high and close to the
onset of the grating lobes. In order to increase the inductance, and therefore lower
the resonance frequency away from the grating lobes, the plates can be perforated as
shown in Figure 6.1c. In the aperture case, the aperture can be filled to increase the
overall capacitance. By doing so, the FSS with solid elements are transformed into the
loop-type FSS. In such case, the array resonates when the averaged circumference of
the element is λ.
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Examples of the resonance of arrays with rectangular- and (octagonal)circular-loop
elements are shown in Figure 6.7 and Figure 6.8, respectively. Due to the vertical
polarization of the incident wave, the current is induced in the vertical sides of the
loops, exhibiting the maximum amplitude in the center of element along the vertical
axis and concentrated at the edges along the width. The amount of losses are slightly
lower than for the dipoles or crossed-dipoles (≈ 8.5% for both square- and ring-loop
elements). This is due to the fact that loop-type elements exhibit a wider distribution
of the currents versus frequency, leading to wider bandwidth and lower absorption,
similarly to what was explained in Chapter 4 for the case of dipoles with various
separations.
Figure 6.7: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of square-loop FSS with dimensions Lmax = 12µm, Lmin =
8µm, dx = 20µm, dy = 20µm, w = 2µm.
Figure 6.8: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of ring FSS with dimensions rmax = 5µm, rmin = 3µm,
dx = 12µm, dy = 20µm, w = 2µm.
Finally, we investigate the performance of the four-legged loaded element, which
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derivation from the simple dipole is shown in Figure 6.1d. Briefly, the dipole of length
λ/2 is first shortened to a λ/4 length, so that capacitively loaded. Subsequently, the
λ/4 dipole is inductively loaded by a two wire-transmission line (ZL = jZ0tanβl),
recovering then the original resonant frequency. Finally, two elements are placed
side by side and, because they exhibit the same potential at their ends, they can be
connected.
As shown in Figure 6.9 (left), four-legged loaded elements exhibit two resonances
under normal incidence. The explanation for the excitation of an additional mode
can be well understood by looking into the currents induced on the elements, as shown
also in Figure 6.9 (right). At the first resonance (≈ 10THz), the currents flow upwards
in the same manner as in the previous examples, due to the vertical polarization of
the incidence wave. At this frequency, the terminal impedance of the dipoles alone is
capacitive, while the load impedance ZL due to the wire-transmission lines is inductive,
giving rise to a resonance. After this resonance, a null known as ’load null’ [1] appears
at a frequency in which the length of the loaded transmission line is λ/4 and the load
impedance goes to infinity, preventing any current to flow in the loaded transmission
lines. After this load null, the impedance of the dipoles alone is inductive, while the
load impedance is capacitive, giving rise to a second resonance around 20THz. At this
frequency, the currents in the elements and the loads flow in opposite directions, as
shown in Figure 6.9. At this frequency, the loads do not act like loads any more, and
therefore the resonant frequency of this mode (λ/4) is doubled compared to the first
mode (λ/2).
As far as the thermal losses is concerned, both resonances exhibit higher absorption
than previous elements, giving rise to around 20% absorption in the example of Figure
6.9, which doubles the absorption obtained for a simple dipole. The four-legged loaded
elements consist basically of two connected dipoles (i.e. twice the length of simple
dipoles), so that it can be readily understood that the aborption becomes higher than
for the simple dipoles.
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Figure 6.9: Reflection and absorption characteristic (left) and amplitude of induced
current (right) of four-legged FSS with dimensions Lmax = 14µm, Lmin =
3µm, dx = 28µm, dy = 28µm, w = 2µm.
6.3 Perturbed FSS for multiband and sensing applications
After studying the characteristics of single-band traditional FSS in terms of their
S-parameters, absorption and induced currents, now we focus on the investigation of
perturbed FSS consisting mainly of dipoles with length perturbation. This configuration
was first suggested in [14] for the design of dual-band FSS at microwave frequencies.
Here, we design perturbed FSS, as the one shown in Figure 6.10b, working at THz
frequencies for multiband and sensing applications. This section first describes the
operation of perturbed-dipoles FSS in terms of their terminal impedance and induced
currents. Secondly, multiband FSS are designed achieving dual-, tri- and quad-band
characteristics as well as dual-band dual-polarized performance by combining dipoles
and square-loops or rings. Thirdly, FSS with perturbed elements are investigated for its
application in sensing nearby materials.
6.3.1 Perturbed FSS operation
The perturbed array shown in Figure 6.10 can be conveniently described as two coupled
unperturbed sub-arrays [14]. One sub-array consists of larger dipoles and is therefore
inductively loaded with respect to the unperturbed array (L1 > L). The terminal
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Figure 6.10: a) Unperturbed FSS (L1 = 9µm, w = 1µm, dx = 8µm, and dy = 11µm),
and b) simply perturbed FSS (L2 = 9µm, L2 = 7um, w = 1µm, dx = 8µm,
and dy = 11µm).
impedance of this sub-array is Z11 = Ra + j(Xa + ∆X), where +∆X represents the
inductive electrical loading associated to the increase of length of the sub-array with
respect to the unperturbed array. The other sub-array formed by shorter dipoles is
capacitively loaded (L2 < L), and its terminal impedance is Z22 = Ra + j(Xa −∆X).
In addition to the self-impedances of the sub-arrays, there is a mutual impedance
representing the coupling between both sub-arrays, Z12 = Z21 = Ra + jXm for normal
incidence, where Xm represents the mutual reactance between the two sub-arrays. The
impedance matrix for the perturbed FSS is therefore:Z11 Z12
Z21 Z22
 =
Ra + j(Xa + ∆X) Ra+ jXm
Ra + jXm Ra + j(Xa −∆X)
 (6.1)
The perturbed array in the absence of losses can still be modeled by the circuital
equivalence of Figure 4.8b (Chapter 4, section 4.3.1), where now the terminal reactance
Xpa becomes [14]:
Xpa =
X2m −X2a + ∆X2
2(Xa −Xm)
(6.2)
The fundamental consequence of perturbing an array is the appearance of a pole Xa =
Xm, and two zeros Xa = ±
√
X2m + ∆X
2 in the reactance Xpa . The zeros and poles of
the reactance correspond to resonances in the perturbed array, exhibiting total or zero
reflections, zeros and poles, respectively. Attending to the far-field response, element
length perturbation of the FSS produces two reflection bands and a null between them
and, therefore, can be applied in dual-band FSS [14].
As we know from Chapter 3, the FSS far-field characteristics (S-parameters) are
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determined by the near-field and currents induced in the elements. The currents
induced in the perturbed FSS can be obtained by solving Ohm’s law in the following
matrix form:
[Z][I] = [V ] (6.3)
The impedance matrix is shown in (6.1), while the the current and voltage matrices are
the transpose of [I] = [I1 I2] and [V ] = [V1 V2]. The voltage can be assumed equal to
that in unperturbed FSS (V0) for small perturbations [14]. Upon solving (6.3) at the
perturbed FSS resonances, we can identify the nature of the currents induced in the
dipoles of each subarray. The system of linear equations given by (6.3) is:Z11I1 + Z12I2 = V0Z21I1 + Z22I2 = V0 (6.4)





Using (6.1), the current in the first dipole becomes:
I1 =
Ra + j(Xa −∆X)− (Ra + jXm)
(Ra + j(Xa + ∆X))(Ra + j(Xa −∆X))− (Ra + jXm)2
V0 (6.6)
and simplifying we obtain:
I1 =
j(Xa −∆X −Xm)




j(Xa + ∆X −Xm)
j2RaXa −X2a + ∆X2 − j2RaXm +X2m
V0 (6.8)
We can confirm that for Xm = ∆X = 0, we obtain the currents for the unperturbed
FSS, i.e. I1 = I2 = V0/(2Ra + jXa), and at resonance (Xa = 0) the currents are equal
to V0/2Ra.
I. Reactance zeros
The reflection resonances in the perturbed FSS are determined by the zeros in the
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reactance Xpa , i.e. Xa = ±
√
X2m + ∆X















































Taking into account that Xm is normally negative and that for small perturbations ∆X
is much smaller than Xm [14], the currents for the positive sign of the square roots























which appears to be of the same nature as the resonance of the unperturbed array,
i.e. currents flowing parallel and of identical amplitude. This resonance represents the
fundamental or even mode.



























As we can see, the currents in the dipoles flow anti-parallel and exhibit a much stronger
amplitude (inversely proportional to ∆X) at this reflection resonance, corresponding
to an odd mode of propagation.
II. Reactance pole
Consider now the currents at the reactance pole, i.e. Xa = Xm. In this case, the
















Similar to the case of the reactance zero with negative sign of the square root, at the
reactance pole the currents induced in the dipoles also flow anti-parallel, exhibit much
stronger amplitude and represent an odd mode of propagation.
As we will investigate later in section 6.3.3, the excitation of the odd mode in perturbed
FSS will not only offer the possibility of achieving single-screen multiband FSS, but
also provide interesting near-field properties, particularly in the field of near-field
enhancement for sensing applications.
6.3.2 Multiband perturbed FSS
Firs, we investigate the influence of the FSS perturbation on the far-field characteristic
for its viability in multiband applications. Following the design of dual-band FSS, we
extend the FSS performance to achieve tri- and quad-band characteristics by adding
two and three perturbations, respectively. We further employ two different elements in
each sub-array in order to obtain dual-band dual-polarized FSS.
Figure 6.11 shows MoM results for the far-field reflection coefficient of an FSS based
on parallel dipoles with length perturbation, as depicted in Figure 6.10. The incident
wave is set to be vertically polarized. The unit cell of the array consists of vertical dy and
horizontal dx dimensions fixed at 11µm and 8µm, respectively. The width w is fixed at
1µm. The length of the dipoles of the subarray 1 (L1) is fixed at 9µm, while the length
of the dipoles of the subarray 2 (L2) ranges from 9µm to 3µm. In the unperturbed case,
L1 = L2 = 9µm and only one resonance appears at 14.5THz (reflection band 1). When
the array is perturbed by decreasing the length L2, even and odd modes are present,
giving rise to two reflections (bands 2 and 3) and a modal-interaction null (bands 4).
It can be seen that the lower resonant frequency in the perturbed case is almost constant
at 10.5THz (reflection bands 2), while the location of the upper resonant frequency
(reflection bands 3) increases as the L2 is decreased. Intuitively, this is due to the fact
that the lower resonance is dominated by the subarray 1 (dipole with fixed length at
L1 = 9µm) and the upper resonances are mainly due to the subarray 2 (dipoles with
varying length L2 from 7µm to 3µm). The increase in the upper resonant frequency
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Figure 6.11: Far-field reflection coefficient of perturbed FSS vs frequency for length of the
dipoles of subarray 1 fixed at 9µm and subarray 2 ranging from L2 = 9
to 3µm. The numbers in the figure indicates the various resonances of each
case. 1 indicates the even mode in unperturbed FSS. 2, 3, and 4 indicate the
odd mode, even mode and interaction null in perturbed FSS, respectively.
for varying L2 is because shorter dipoles exhibit lower value of equivalent capacitance
between collinear elements. In the most extreme case (L2 approaching 0µm), the upper
resonance would disappear, giving rise to an unperturbed FSS with double horizontal
dimension of the unit cell and resonance fixed by L1.
This intuitive understanding of the behavior of the FSS is a simple approximation, but
it is not really the mechanism underlying the appearance of the new resonance. The
behavior of perturbed FSS was accurately described in section 6.3.1. The two reflection
bands separated by a null are a consequence of the excitation of two propagation
modes, even and odd modes, in which the currents induced in the dipoles flow parallel
and anti-parallel, respectively, as shown in Figure 6.12. A rigorous analysis of the
induced currents will be carried out in the following section when analyzing perturbed
FSS for sensing applications.
The lengths of the dipoles mainly control the location of the two resonances. The
length-difference roughly determines the bandwidth (and Q-factor) of the two
resonances. For instance, small perturbations (L2 ≈ L1, that is ∆L → 0) gives rise
to one sharper and another broader resonance. As the perturbation increases, the
bandwidths of both resonances even up. In the limit, when the length difference ∆L
180
Figure 6.12: Simulated reflection coefficient versus frequency by full-wave MoM of a)
unperturbed FSS (L1 = 9µm, w = 1µm, dx = 8µm, and dy = 11µm),
and b) simply perturbed FSS (L2 = 9µm, L2 = 7µm, w = 1µm, dx = 8µm,
and dy = 11µm). The magnitude and direction of the currents at the even
and/or odd modes are also shown.
is close to L1, the higher resonance disappears. Also, it is important noticing that the
periodicity must be kept small enough to avoid the onset of grating lobes around the
upper resonance.
This perturbation principle has been extended to reach tri- and quad-band responses by
introducing two and three perturbations, respectively. Figure 6.13 plots the simulated
reflection coefficients of doubly and triply perturbed FSS. The addition of perturbations
gives rise to additional resonances corresponding to odd modes in which the amplitude
and direction of the induced currents varies as shown in Figure 6.13.
For doubly-perturbed FSS, three modes are identified, one even mode and two odd
modes. In the even mode (higher frequency), the currents in the three dipoles
flow parallel and exhibit similar magnitude. In the odd modes (lower and middle
frequency), however, the magnitude of the currents is dominated by one of the dipoles,
and the currents do not flow parallel in all dipoles. In the first odd mode (lower
frequency), the longer dipole exhibit higher current flowing anti-parallel to the shorter
dipoles. In the second odd mode (middle frequency), the current induced on the middle
dipole is significantly higher than the others and flows parallel to the longer dipole and
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Figure 6.13: Simulated reflection coefficient versus frequency by full-wave MoM of a)
doubly perturbed FSS (L1 = 9µm, L2 = 7µm, L3 = 5µm, w = 1µm,
dx = 12µm, and dy = 11µm), and c) triply perturbed FSS (L1 = 10µm,
L2 = 8.5µm, L3 = 7µm, L4 = 5.5µm, w = 1µm, dx = 16µm, and
dy = 11µm). The magnitude and direction of the currents at the even and/or
odd modes are also shown.
anti-parallel to the shorter dipole. The triply-perturbed FSS, shown in Figure 6.13b,
gives rise to an additional odd mode, which amplitude and direction follow the same
principle as the other odd modes.
In addition to the linearly-polarized perturbed FSS shown before, dual-band
dual-polarized strip-ring configurations have been designed where one sub-array is
made of dipoles, while another sub-array consists of circular loops or rings, as shown
in Figure 6.14. In this case, at the dipole’s resonance (8THz), only vertical polarization
is reflected, while both vertical and horizontal polarizations are reflected at the ring’s
resonance (11.5THz).
In this section, the use of simply perturbed FSS in dual-band plane-wave filters have
been reported. Multiband and dual-band dual-polarized performance have been
demonstrated by adding more perturbations and including different element types,
respectively. In the following section, we turn our attention to the use of perturbed
FSS as components for sensing systems.
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Figure 6.14: Reflection coefficient of a dipole-ring FSS (L = 9µm, w = 1µm, dx = 8µm,
dy = 16µm, and r = 4µm).
6.3.3 Sensing using perturbed FSS
As explained in Chapter 2, periodic metallo-dielectric arrays have been thoroughly
investigated over the last few years across a wide frequency spectrum and applied
in filtering components, electromagnetic absorbers, radiating structures and guiding
systems [1, 3, 64, 224]. Recently, the study of the interaction of the near-fields of
resonant planar arrays such as FSS with chemical or biochemical materials has led
to increasing interest towards using these arrays in sensing components [11,170]. The
capability of resonant systems for storing energy allows enhanced interaction between
the near-fields of the array and any material in the vicinity of the array. The sensing
performance for a sensor based on resonant structures is often determined by the
steepness of its frequency response. This is quantified in terms of the quality factor (see
Chapter 4), which, in turn, is associated with the magnitude of the electric/magnetic
field at the probing point. In such a scheme, sensing is often based on the shift of
the transmission/reflection frequency response induced by the presence of the sensed
material [11,170]. A lossless resonator decoupled from any input or output ports would
exhibit infinite quality factor (i.e. a single spectral line of zero bandwidth). However the
spectral response of practical FSS broadens due to both the coupling with the input and
outgoing propagating waves as well as the thermal losses (see Chapter 4). Maximizing
the stored power and minimizing the dissipated power represent the two targets when
designing FSS as sensors.
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6.3.3.1 Near-field enhancement
The study performed in Chapter 4 reveals that unperturbed FSS may be employed as
sensing components. However, the degree of freedom for tuning the dimensions in
unperturbed FSS faces limitations which are inherent in periodic resonant arrays. For
instance, the periodicity must be kept small enough to push the onset of grating lobes
away from the FSS main resonance. Moreover, the dimensions of the elements can be
decreased up to the point that the main resonance is distorted, disappeared or shifted
near the onset of grating lobes.
An alternative technique to enhance the power stored in FSS is based on perturbation
of the array, as shown in Figure 6.10. This length perturbation represents a particular
case of generally perturbed FSS with certain asymmetry in the elements, similar to the
work done before by [11, 170]. The most apparent effect of perturbing an array is the
modification of its spectral signature. The reflection response shown in Figure 6.15
for the perturbed and unperturbed array manifests this effect. Two frequency points
of full reflection can be identified corresponding to the two zeros of the equivalent
terminal reactance (even and odd modes) [14]. Moreover, one reflection null is
observed resultant of the pole found in the perturbed terminal reactance. The new
resonance, around 17THz, which appears by effect of the perturbation, represents a
sharper spectral response than the unperturbed resonance at 23THz superimposed here
for comparison and, thus it seems more suitable for sensing systems.
To probe into the effect observed in the far-field, a thorough investigation of the
perturbation effects on the near-fields and the currents induced on the two dipoles
is carried out. Figs. 6.16a-d show the magnitude and phase of the currents in both
dipoles within the unit cell of same dimensions as in Figure 6.15. The amplitude of
the currents significantly increases within the frequency range 16.5 and 18.1THz which
coincides with the sharp resonance observed in the reflection response. Moreover, in
this frequency range, the currents in the two dipoles flow out-of phase with the incident
field (odd mode). In contrast in the unperturbed case, 23THz, the currents in both
dipoles have comparable magnitudes and are in phase with the incident field (even
mode).
Figure 6.17a-b shows the longitudinal component of the magnetic field Hz at the plane
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Figure 6.15: Reflection coefficient S11 versus frequency for the perturbed FSS of Figure
6.10, with L1 = 8.2µm, L2 = 7.5µm, w = 0.5µm, dy = 10.6µm, and dx
= 7.7µm. For comparison the S11 for an unperturbed FSS with the same
dimensions and L = 8.2µm is added.
of the array, XY, at 17.34GHz (odd mode and modal interaction null frequency) and
at 23THz (even mode). Since the currents of both dipoles flow parallel at the even
mode, following the right-hand’s rule, the magnetic field normal to the plane of the
array, along the z-axis, produced by one dipole is opposing that produced by the nearby
dipole canceling in the area between. However, at the odd mode the anti-parallel
current flow leads to constructive interference in the area between them exhibiting an
enhanced near-field. The near-field can be enhanced nearly two orders of magnitude
by appropriately tailoring the FSS dimensions.
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Figure 6.16: a-b) Magnitude of current induced on the long and short dipole, respectively.
c-d) Phase of current induced on the long and short dipole, respectively. The
dimensions of the FSS are those employed in Figure 6.15.
Figure 6.17: a-b) z-component of magnetic near-field for the even and odd modes,
respectively. The dimensions of the FSS are those employed in Figure 6.15.
In order to provide guidelines for the design of perturbed FSS sensors, the loaded
Q-factor in the presence and the absence of losses for variable length L2 is shown
in Figure 6.18, where the QL for an unperturbed FSS with L=8.2µm is also plotted for
comparison.
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The quality factor shown in Figure 6.18 for both lossless and lossy perturbed FSS
requires special attention. Ideally in the absence of losses the perturbed FSS exhibits
an exponentially increasing QL as L2 approaches L1. The smaller the perturbation,
the stronger the induced currents and near-fields of the odd mode, which represents a
higher quality factor. However, since stronger currents entail also higher absorption in
the presence of losses, the smallest perturbation achieved when L2 tends to L1, does
not lead to the highest QL. The optimum length of the shorter dipole L2 that achieves
the maximum value of QL for the dimensions considered here (dx, dy, L1, w) is found
to be about 6.7µm. This corresponds to a decrease of 18.3% in the length of every
second dipole. Thus, there is a trade-off between thermal losses and loaded Q-factor,
which did not appear in the unperturbed arrays.
Figure 6.18: Loaded Q-factor QL as a function of L2 for the perturbed FSS of Figure
6.10, with L1 = 8.2µm, w = 0.5µm, dy = 10.6µm, and dx = 7.7µm. For
comparison the QL for an unperturbed FSS with the same dimensions and L
= 8.2µm is added.
6.3.3.2 Sensing performance
A perturbed FSS supported by a dielectric layer of thickness tdie = 1.7µm, permittivity
3.5, and loss tangent 0.008 is considered for sensing a slab of certain material under
investigation. The slab is adjacent to the FSS array as shown in the inset of Figure
6.19. For simplicity, the electrical properties of the material under investigation are
considered dispersionless. Its loss tangent is assumed 0.008, while the permittivity εr
and thickness tmat are varying. Figure 6.19 shows the far-field response and electric
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near-field of the perturbed FSS within a unit cell. The enhanced electric near-field
corresponding to the odd mode at 10.5THz is found at the top and bottom edges of the
dipoles. In Figure 6.20, the frequency shift due to the presence of a material on the FSS
is obtained for various thicknesses and permittivity of such material.
Figure 6.19: a) Magnitude of electric field in the unit cell of a perturbed FSS (L1 = 9µm,
L2 = 7µm, w = 1µm, dy = 8µm, dx = 10µm) supported by a dielectric
layer (tdie = 1.7µm, εr = 3.5, tanδ = 0.008). b) Scheme of the sensing
mechanism, showing the expected measured resonant shift after the sensed
material is deposited on the FSS.
As defined in [170], the sensitivity can be calculated as the shift in resonance
wavelength per unit change of the refractive index (µm/RIU). The sensitivity of our
system is not entirely linear; it depends on the properties of the material sensed (i.e.
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Figure 6.20: Frequency shift for a) 300nm of a material with variable permittivity εr, and
b) various thicknesses tmat of a material of εr = 3. The shift is shown for
both the odd (left) and even (right) modes
refractive index), due to non-linear dielectric-loading effects [63]. The higher the
index of refraction, the more sensitive the system is. However, this is not an issue, since
it is an expected and predictable behavior, which can readily be taken into account.
For clarity, we can distinguish between two definitions of the sensitivity, depending
on the use of the sensing system. For detection or characterization of materials, the
resonance wavelength λ1 produced by the FSS with the sensing material n1 is compared
to the resonance wavelength λ0 produced by the FSS with no sensing material n0 = 1,












Here, the formulation for material characterization (only one sensing material) is
employed. The calculated sensitivity for a 300nm thick sensing material of refractive
index n1 = 1.41 is 2.5µm/RIU approximately (Figure 6.20). This sensitivity improves
to 4.88µm/RIU for sensing materials with higher refractive index (n1 = 2) due to the
non-linearity mentioned before. The figure of merit FOM, defined as the sensitivity
divided by the linewidth at half-maximum [170] (≈ 2µm in this case), ranges from
1.24 (n1 = 1.41) to 2.44 (n1 = 2).
In addition, as shown in Figure 6.20b, the increase in the amount of sensing material
deposited can lead to a significant increase in the sensitivity of the system due to
higher interaction with the near-fields of the FSS. For instance, the sensitivity for a
sensing material of refractive index n1 = 1.73 improves from 2.86µm/RIU (FOM =
1.7) for 300nm deposited material to 4.8µm/RIU (FOM = 2.4) and 8.7µm/RIU
(FOM = 4.35) for 500nm and 1µm deposited material, respectively. Therefore, in
spite of the non-linearity related to the substrate-loading effect in resonant arrays, the
values of sensitivity and FOM are fairly good as compared to other sensing devices
[170]. The sensitivity is still improved in differentiation applications. For instance, the
sensitivity for distinguishing two materials (300nm thick) of n1 = 1.73 and n2 = 2 is
10.378µm/RIU (FOM = 5.18).
6.4 Experimental validation of perturbed FSS
In this section, we demonstrate experimentally the excitation of the even and odd mode
in a perturbed FSS working at THz frequencies. The fabrication of the FSS and the
measurements were carried out following the fabrication process and measurement
set-up detailed in Chapter 3.
The FTIR measurement of the transmission S21 of 1.7µm PI membranes is shown in
Figure 6.21. Besides the reflection peaks due to its internal bonds, PI thin membranes
exhibit around 70% of transmission.
The measurement of the unperturbed FSS with L = 7µm, w = 1µm, dx = 8µm,
and dy = 11µm in comparison with the simulated transmission and normalized with
the PI-only response is plotted in Figure 6.22a. The resonant frequency obtained at
14.13THz, corresponding to the even mode, is in good agreement with the simulated
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Figure 6.21: Transmission FTIR measurements of 1.7µm thick PI membrane.
responses. However, the amplitude of the measured transmission in the reflection
band is higher than that from the simulation under vertically polarized incident wave.
This is because the IR source of the FTIR is not vertically polarized, but unpolarized.
Therefore, only the vertical component is reflected by the FSS (since y-oriented dipoles
are sensitive solely to the vertical polarization), resulting in energy transmitted in the
horizontal component to the IR detector which did not occur in the simulated response.
Simulations of the transmission under elliptically polarized incident wave (polarization
ratio between vertical and horizontal polarization of 1.5) have been performed and
the result is superimposed in Figure 6.22a for comparison. The simulated response
under elliptical polarization shows an increase in the amplitude of the transmission
at resonance, similar to the measured amplitude response. Elliptical polarization,
corresponding to a defined state of polarization, is different to unpolarized radiation,
which exhibits rapid and random changes of polarization with time. However, it can
be seen that FSS simulated under elliptical polarization represents a closer situation
to the measurement set-up than FSS simulated under purely vertical polarization, thus
confirming the impact of the unpolarized nature of the FTIR source (i.e. decreased
coupling between the electric field of the incident wave and the metallic strips of FSS).
Figure 6.22b shows the measured transmission of simply perturbed FSS with L1 = 9µm,
L2 = 5µm, w1 = w2 = 1µm, dx = 8µm, and dy = 11µm. Two resonances at 11THz
and 20THz can be identified, in agreement with the superimposed simulated responses,
and corresponding to the odd and even modes, respectively. Similar to the unperturbed
FSS, the amplitude of the measured transmission in the reflection bands is higher than
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(a) (b)
Figure 6.22: Transmission FTIR measurements of an a) unperturbed FSS (L = 7µm,
w = 1µm, dx = 8µm, and dy = 11µm) and a b) perturbed FSS (L1 = 9µm,
L2 = 5µm, w1 = w2 = 1µm, dx = 8µm, and dy = 11µm) on a 1.7µm thick
PI membrane. Measured responses are normalized by the PI transmission
of Figure 6.21, and compared to simulated responses under vertically and
elliptically polarized plane-waves.
the simulated response under vertically polarized incident wave due to the polarization
sensitivity of the elements of the FSS. Likewise, the simulation of the perturbed FSS
under elliptically polarized incident wave is superimposed in Figure 6.23b in order to
confirm the impact of polarization on the FSS.
Figure 6.23 plots the transmission of the dual-band dual-polarized FSS based on
strip-ring configuration (L = 9µm, D = 8µm, w = 1µm, dx = 12µm, and dy = 11µm).
In this case, the resonance at 13THz due to the ring elements, which are insensitive
to polarization, shows the same value of the amplitude in the simulations with vertical
polarization and measurements (with unpolarized incident wave). On the other hand,
the resonance at 9.3THz due to the dipole elements indicates sensitivity to polarization,
through the presence of an increase in the measured transmission (with unpolarized
incident wave) compared to the simulated response with vertical polarization.
In general, good agreement is obtained for the different designs. The slight shift in the
resonant frequencies between the simulated and fabricated responses is likely to be due
to small variations between the simulated and fabricated values of the thickness and/or
dielectric permittivity of the PI membrane, as well as accuracy in the patterning of the
FSS elements.
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Figure 6.23: Transmission FTIR measurements of an dual-band dual-polarized FSS based
on rings and dipoles, L = 9µm, D = 8µm, w = 1µm, dx = 12µm, and
dy = 11µm. Measured response normalized by the PI transmission of Figure
6.21.
6.5 Conclusions
This chapter has presented the application of single-screen FSS in single- and
multi- band filters as well as sensing systems. Traditional elements have been first
investigated in terms of bandwidth and losses. Subsequently, perturbed FSS have been
demonstrated, theoretically and experimentally, for their potential use in multiband
and sensing FSS. The novelty and contributions of the work presented in this chapter
is outlined in the following:
- Assessment of performance of traditional single-screen FSS in terms of induced currents
and absorption at THz
The performance of various types of FSS, focusing on the amplitude and distribution
of the induced currents as well as the dissipated power, has been assessed in the THz
regime. It has been found that the more dissipative elements are those which induce
stronger currents, similar to the results shown in the parametric analysis of chapter 4
for dipole elements. This study offers a clear view of the dissipation performance of
various FSS at THz.
- Investigation of the behaviour of perturbed FSS, exhibiting even and odd modes
The type of FSS known as perturbed FSS, introduced for its application in the
microwave regime by R. A. Hill and B. A. Munk back in 1996, is analyzed and
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investigated in the context of THz FSS. The appearance of an odd resonance due to
the length perturbation of simple dipole FSS (i.e. varying the length of every second
dipole) has been investigated. The novelty of our study lies on the fact that the
behaviour of perturbed FSS is investigated not only in the far-field (leading to dual-
band operation), but also in the near-field, which leads to the potential application
of this type of FSS in sensing systems. The new odd mode appearing from the
perturbation of the FSS has been shown to lead to anti-parallel flowing currents, near-
field enhancement and sharp resonances.
- Experimental demonstration of single-screen FSS exhibiting multiband performance at
THz
To the best of our knowledge, experimental demonstration of single-screen multiband
FSS operating at THz has only been done before by J. A. Bossard et al (2006)
using fractal designs optimized by genetic algorithms. In this chapter, an alternative
method to achieve multiband performance has been experimentally demonstrated
using single-screen perturbed FSS. FTIR equipment has been used to test prototyped
multiband FSS, and the measurements have shown good agreement with the
simulations. The benefits of this approach lies on the easier and more intuitive
design, easily related to the dissipating and storing capabilities, and the potentiality
to use different type of elements simultaneously. Perturbed FSS has been designed to
achieved dual-, tri-, and quad-band FSS using perturbation in the length, as well as
dual-band dual-polarized FSS using dipoles and rings simultaneously.
- Novel sensing approach based on near-field enhanced FSS
The near-field characteristics of perturbed FSS has been used to design FSS sensitive
to the materials in its vicinity. The presence of materials near the FSS array shifts
the resonance of the FSS, and therefore, the presence or absence of certain material
can be detected. In addition, characterization of the electromagnetic properties of
materials can be carried out by measuring the amount of frequency shift with respect to
a reference. FSS sensors at THz frequencies have only been started to be investigated in
recent years. Some of the proposed designs also consist of asymmetric FSS exhibiting
sharp resonances. However, to the best of our knowledge, detailed descriptions of the
near-field enhancement explanation of these sharp resonances are given for the first
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time. In addition, physical limitations of these types of resonant sensors due to thermal
losses have been investigated.
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Chapter 7
Multilayered and Tunable FSS at
THz frequencies
7.1 Introduction
Single-screen FSS have been fully investigated in previous chapters. Single-screen
arrays are mostly applied in single-band applications, as filters, polarizers or sensors.
The single-band capabilities of traditional single-screen FSS can be extended to
multiband performance by using sub-arrays resonating at different frequencies (e.g.
concentric rings, perturbed dipoles,...), by adding other types of perturbations such as
SIW waveguides, or by using optimized fractal designs. Multilayered FSS represent
another approach to reach multiband performance. In contrast to perturbed FSS where
two sub-arrays are placed on the same and only layer, multilayered FSS for multiband
applications place the sub-arrays resonating at different frequency on different layers.
This results on additional ohmic and/or dielectric losses, which may not be suitable for
specific high-performance applications.
Multilayered FSS may be employed not only in multiband FSS, but also in other
kinds of applications due to their characteristics in terms of higher roll-off, resonance
planarity, or angular stability [1, 125, 225]. FSS consisting of more than one layer can
be represented by RLC circuits representing the complex impedance of the FSS sheets,
separated by transmission lines modeling the dielectric layers separating the FSS sheets.
A rigorous implementation of this circuital model requires the analysis of the FSS sheet
impedances for each Floquet mode, since low-order Floquet modes representing the
near-field in the vicinity of the FSS layers will couple with the other closely spaced FSS
layers.
For simplicity, we consider in this chapter only two cascaded FSS. When two identical
FSS are placed at a distance around λ/2, a broader response is achieved, in which we
can identify three so-called ’array interaction nulls’ (zero reflection in capacitive FSS),
196
namely fL, fH , and fM , corresponding to frequencies at the lower and higher ends
(giving rise to characteristic ’ears’ of multilayered FSS response), and the middle of the
resonance, respectively [1]. The presence of the null fM for separations others than
λ/2 normally imposes strict constraints on the separation of the two-layered FSS. The
presence and location of these array interaction nulls depends upon the separation
between layers, and the dimensions of the two FSS arrays. Commonly, FSS with
identical dimensions have been used in order to obtain broader bandwidth and/or
higher roll-off performances [1,125,225], whereas FSS with different dimensions have
been employed to obtain multiband characteristics [4]. Recently, closely coupled FSS
(CCFSS) and complementary FSS (CFSS) consisting of two very closely spaced FSS
layers were used for enhancing significantly the angular stability of FSS by shifting
the resonance well below the grating lobe region [226, 227]. In these designs, two
bands are identified, separated by an interaction null. An interesting characteristic
of these closely coupled arrays lies in the effect of the separation of the layers on the
location of the resonances. When closely coupled and shifted, the distance between two
cascaded arrays determines the resonance frequency. This concept can be employed in
(electro)mechanically tunable FSS.
In this chapter, we carried out a thorough investigation on closely coupled FSS and their
potential applicability in reconfigurable plane-wave filters by mechanically varying the
separation, and hence the coupling, of the two FSS arrays. For doing so, we divide
the study into two main parts. First, we investigate the effects of the separation
between layers with identical (equal-tuning), different (staggered-tuning), aligned and
misaligned elements. The analysis is carried out for free-standing dual-layer FSS to
account only for ohmic losses. Special attention is placed on the frequency-tuning
capability of the different configurations. Secondly, we investigate theoretically a
possible way of implementing such a reconfigurable dual-layered FSS working at THz
frequencies, using Microelectromechanical Systems (MEMS). The small size of arrays
resonating at THz frequencies allow for the integration of FSS and MEMS technology
in a simple manner. FEM simulations of MEMS membranes which would support and
move one of the FSS layer with respect to the other are carried out, and potential
fabrication procedures and issues are presented.
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7.2 Closely Coupled FSS
In this section, a detailed investigation of the behavior of coupled FSS is carried out in
terms of resonances (including interaction nulls), losses and induced currents. For
simplicity, here we consider two coupled FSS free-standing layers consisting on Al
dipoles. Equal-tuning, staggered-tuning, aligned and misaligned elements with respect
to the other layer are used. Commercial software Ansoft Designer, described in Chapter
3, is employed to obtained the currents and S-parameters in the following subsections.
The distance between FSS layers is varied from 0.015λ to 0.3λ, and the single-layer case
is also included for comparison. The variation of coupling with the distance between
FSS is readily explained by the change in the capacitance between the two metallic
elements of each layer of the FSS. This capacitance is inversely proportional to the
distance, and therefore, the closer the FSS, the stronger coupling and resonant shift, as
we will observe in the following sections.
7.2.1 Equal-tuning and aligned dipoles
The simplest and most intuitive configuration consists of two arrays of aligned identical
unit cells. Such case with dimensions L = 9µm, w = 1µm, dx = 8µm and dy = 11µm is
analyzed and the reflection and absorption coefficients for various separations g are
plotted in Figure 7.1. We can observe two limiting cases, namely the single-layer
FSS exhibiting a typical reflection band (g = 0µm), and a higher bandwidth and
roll-off characteristic of a dual-layered FSS with separation tending to λ/2 (g = 5µm).
Between the limiting cases, a strong interaction null is identified around 15.5THz for
g = 0.25µm, shifting down to about 14.5THz for g = 2.5µm, where the interaction null
lies near the lower ’ear’ null fL.
Interestingly, strong absorption is observed at the interaction-null frequency. In order
to further investigate the cause of such absorption, the maximum amplitude of the
currents versus frequency, and the surface current density around the interaction null
are shown in Figure 7.2. As we can see, strong current flowing in opposite directions are
induced at the interaction-null frequency. The phenomena occurring at this interaction
null is similar to the one observed in Chapter 6 when analyzing the odd mode of
perturbed FSS.
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Figure 7.1: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm.
Figure 7.2: Currents induced for 1µm gap in the FSS of Figure 7.1.
Equal-tuning aligned elements do not lead to frequency tuning and, therefore, are
not suitable for reconfigurable FSS. In order to achieve frequency-tuning, the coupling
between the two layers must lead to a variation of the overall capacitance or inductance
by, for instance, modifying the effective length of the dipoles. In this case, however, the
effective length of the equal-tuning aligned dipoles do not change with the separation
between layers.
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7.2.2 Equal-tuning and misaligned dipoles
A certain misalignment between the elements of the arrays in each layer is considered
now. First, a horizontal misalignment of half the horizontal periodicity dx is applied.
Second, a vertical misalignment of half the vertical periodicity dy is introduced. As
done in the previous section, we investigate the effects on the reflection and absorption
coefficients, as well as the amplitude and direction of the induced currents.
7.2.2.1 Horizontal Misalignment
Figure 7.3 shows the reflection and absorption coefficients for the elements of the two
arrays misaligned dx/2 horizontally for various separations g. The same dimensions
of the dipoles as in Figure 7.1-2 are used in this and the following sections, unless
stated otherwise. In this case, the bandwidth for most of the small separations between
the two layers is wider than for the equal-tuning and aligned arrays. This is because
the effective horizontal periodicity for dx/2 misalignments in closely coupled FSS is
half of the horizontal periodicity for aligned dipoles. As it is well-known and it was
also explained in Chapter 4, smaller periodicities give rise to wider bandwidths. As
the separation between the two cascaded arrays increases, the coupling between their
near-fields reduces significantly, and therefore, the effect of horizontal misalignments
decreases. When the separation increases to g = 5µm, for instance, the reflection and
absorption response of the arrays misaligned dx/2 is virtually the same as the response
of aligned arrays (Figure 7.3f and Figure 7.1f), due to the lack of near-field interaction.
The interaction null also appears in the reflection characteristic of horizontally
misaligned arrays as a consequence of strong induced currents and high absorption
or dissipated power. For brevity, the currents are not shown for this case, since their
behavior is the same as in the aligned case. Interestingly, the interaction null appears
at similar frequency as in the aligned case, that is around 14.5THz. This is due to the
fact that the location of the interaction null is strongly determined by the length of the
dipoles, which remains the same in both cases.
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Figure 7.3: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm.
7.2.2.2 Vertical misalignment
The reflection and absorption coefficients for the elements of the two arrays vertically
misaligned dy/2, and for various separations g, is plotted in Figure 7.4. A vertical
displacement of dy/2 is chosen because it leads to a maximum area of conductor
overlapping, maximum capacitance or coupling, and, therefore, maximum shift in
resonance. In this case, a different behavior from that of the dx/2 displacement is
observed. In the lower limit, for the separation of the arrays virtually zero g = 0,
the coupling is effectively equal to electrical contact. Therefore, the dual-layer FSS is
equivalent to a single-layer FSS with effective length of the dipoles equal to dy. The
dual-layer FSS becomes a simple wire-grid polarizer, as the one shown in Figure 6.2 in
the previous chapter. As the separation between the two layers is increased, the effective
length decreases and, therefore, the resonance frequency increases. A frequency-tuning
mechanism can be envisaged by means of moving one array with respect to the other.
The maximum resonance frequency achievable corresponds to a separation of the arrays
high enough to practically remove any coupling (e.g. g = 5µm). In this case, the
response is the same as in the previous two cases (aligned and horizontally misaligned
arrays) and the typical flat reflection band with high roll-off is observed.
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Another important issue that must be addressed is the location of the interaction null.
As mentioned before, the location of the interaction null is strongly determined by
the length of the dipoles. In vertically misaligned arrays, the effective length of the
elements changes and, therefore, the location of the interaction null does not remain
at a constant frequency, but varies with the separation of the arrays. Two virtually
connected arrays, exhibit infinite effective length and the interaction null vanishes.
Increasing separation g gives rise to decreasing effective length, shifting the interaction
null downwards in frequency. For instance, a separation of g = 0.25µm exhibits the
interaction null at nearly 25THz, whereas a higher separation of g = 2.5 shifts this null
down to 15THz. The location of the interaction null is important insofar as such null
may be located in the desired operation band of the FSS. For instance, a separation of
g = 2.5µm deteriorates the performance of the FSS by splitting the band into two.
Figure 7.4: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm.
Figure 7.4 clearly shows the frequency-tuning capability of closely coupled FSS and
highlights the limitations imposed by the maximum distance between layers for
effective coupling between their near-fields and by the location of the interaction null.
The behavior of the currents at the interaction null is the same as in previous cases,
that is higher amplitudes and anti-parallel flowing, as shown in Figure 7.5.
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Figure 7.5: Currents induced for 1µm gapin the FSS of Figure 7.4.
7.2.3 Staggered-tuning and aligned dipoles
In this section, the effects on varying distance g between layers is examined for
staggered-tuning arrays, that is each array having a different resonance frequency, for
instance by varying the length of the dipoles. The reflection and absorption coefficients
are shown in Figure 7.6 for aligned arrays with dipoles lengths of 6 and 9µm. The
solid and dashed lines represent the reflection and absorption coefficients when the
shorter dipoles are in the upper array (first array that the incident wave sees), whereas
the dotted lines represent these coefficients when the shorter dipoles are in the lower
array (second array from the perspective of the incident wave). As we can see, the
effect of using two different length for the dipoles of each array give rise to the
appearance of two resonances. The location of these resonances remain constant
with varying g because the lengths of the dipoles are fixed. The separation between
arrays g determines the amplitude of the reflection bands and the amount of dissipated
power. The currents induced in the dipoles for the case of a 1µm separation is shown in
Figure 7.7. In both resonances, the currents flow anti-parallel similarly to the behavior
observed in the equal-tuning arrays.
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Figure 7.6: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm, (L1 = 6µm, L2 = 9µm).
Solid blue and red dashed lines represent Lupper = L2, and Llower = L1.
Dotted blue and red lines represent Lupper = L1, and Llower = L2.
Figure 7.7: Currents induced for 1µm gap in the FSS of Figure 7.6, and Lupper = L1, and
Llower = L2.
As we could expect, using different length for the dipoles of each array does not lead
to frequency-tuning capabilities, but it only gives rise to the appearance of a second
resonance. This is the case not only for strongly coupled arrays (small separation), but
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also for the weakly coupled arrays (higher separation).
7.2.4 Staggered-tuning and misaligned dipoles
Horizontal and vertical displacements of one array with respect to the other are
investigated for staggered-tuning arrays. Figure 7.8 shows the reflection and absorption
coefficients for a horizontal misalignment of dx/2 and lengths of the dipoles equal to 6
and 9µm.
Figure 7.8: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm, (L1 = 6µm, L2 = 9µm).
Solid blue and red dashed lines represent Lupper = L2, and Llower = L1.
Dotted blue and red lines represent Lupper = L1, and Llower = L2.
Two different behaviors can be observed in Figure 7.8. For high distances between
arrays, the performance is the same as in the aligned case of Figure 7.6f. In this
case, the coupling is minimal, so that the effects of misalignments are insignificant
and the dominant effect is the separation between arrays. For very small separations,
the dual-layer horizontally misaligned FSS behaves the same as the single-layer FSS
with perturbation in the length of every second dipole presented in Chapter 6. As the
separation is increased, the reflection and absorption characteristics tends to the ones
for aligned arrays. In Figure 7.9, the amplitude of the anti-parallel induced currents is
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shown for a separation of 1µm.
Figure 7.9: Currents induced for 1µm gap in the FSS of Figure 7.8, and Lupper = L1, and
Llower = L2.
As seen in a previous section (Figure 7.4), a vertical displacement of dy/2 does lead
to a frequency-tuning capability. However, the interaction null limited the range of
frequency tuning. Arrays with different lengths of the dipoles, however, have been
found to increase such range, as shown in Figure 7.10. The limiting factors in this case
are the upper resonance frequency, defined by the length of the shorter dipole, and the
onset of grating lobes, determined by the horizontal periodicity.
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Figure 7.10: S11 (blue solid line) and Abs (red dashed line) versus frequency for varying
gap between the layers g = 0, 0.25, 0.65, 1, 2.5, 5µm, (L1 = 6µm, L2 =
9µm). Solid blue and red dashed lines represent Lupper = L2, and Llower =
L1. Dotted blue and red lines represent Lupper = L1, and Llower = L2.
7.3 Tunable FSS
As shown throughout this thesis, passive single-layer FSS generally exhibit static
single-frequency response due to their fixed geometry and materials properties.
As shown in the previous and current chapters, static multi-frequency operation
devices are achievable by appropriately tailoring single-layer as well as multilayered
configurations, where various resonances are obtained. However, in many applications
it would be desirable to control dynamically the frequency response. Reconfigurable
FSS structures, where the frequency response can be adjusted to the application’s
specific needs at certain moment and situation, without adding new modules,
would greatly benefit communication systems (e.g. aerospace, mobile or wireless
applications) in terms of flexibility and efficiency.
As seen in the first part of this chapter, varying the distance in misaligned two-layered
FSS (equal-tuning or staggered-tuning) allow certain frequency tuning capability.
The tuning mechanism is schemed in Figure 7.11, where the impedance of the total
two-layered FSS is modified by means of varying the distance in between. The shift
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in resonance frequency, as shown in previous sections, depends on the interaction of
the near-fields. The further the two layers are separated, the less interaction there is
between their near-fields. Therefore, the limitation of the range of frequency-tuning
is mainly determined by the maximum separation at which there is still enough
interaction to shift the frequency.
Figure 7.11: Tunability approach by varying the coupling between two layers (near-field
interaction).
As reviewed in Chapter 2, the tunability mechanisms in periodic arrays, such as
FSS, can be classified into two major groups, namely (1) geometry-tunable and
(2) material-tunable devices. The former reconfigures the shape or arrangement
of the elements of the array, whereas the latter exploits the tunable properties of
certain materials. The first group includes PiN and varactor diodes, as well as
micro-electro-mechanical systems (MEMS). In the second group, we can find plasma
elements, as well as ferrite, semiconductor and liquid crystals substrates. Every
tunability method exhibits unique characteristics, has advantages and drawbacks with
respect to the other techniques, and therefore, its usefulness depends on the final
application. MEMS structures have shown promising performance in switchable and
tunable periodic arrays.
In this second part of the chapter, we report an approach to reach tunable THz
FSS consisting on movable MEMS membranes, allowing rearrangement of single and
multilayered periodic structures, and therefore tuning the resonance frequency. The
analysis, design and fabrication of the MEMS devices, as well as its integration with
periodic structures, are discussed. Various examples of its applicability in periodic
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surfaces, such as FSS and AMC, are given showing the potentiality of the approach
proposed.
7.3.1 Tunability approach
The proposed MEMS structure, whose schematic is shown in Figure 7.12, consists of
a movable membrane with four anchored flexure arms. The actuation takes place in
the arms, while the membrane follows the movement of the arms. When actuated by
a voltage difference between the top and bottom electrodes, the induced electrostatic
force pulls down the flexure arms of the membrane, resulting in a vertical and
homogeneous displacement of the entire membrane. The displacement capability
of movable membranes represents an excellent tunability approach for a wide range
of EBG structures, particularly for high frequency applications (i.e. sub-millimeter
waves onwards). As the working frequency increases, the size of the elements in
periodic arrays decreases proportionally. Due to the small size of the elements at THz,
infrared and optical frequencies, an entire array of micro/nano-sized elements can be
integrated within or on top of the movable MEMS membranes with area ranging from
a few hundreds of micrometers to a few millimeters.
Figure 7.12: Tunability principle based on movable membranes. The actuation takes place
in the arms of the membrane, that in turns pull down the membrane itself.
a) Bird’s view, b) cross-sectional view, and c) description by layer.
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With external voltage actuation, we can control electronically the size of the air gap in
a two-layered FSS consisting of a movable and a fixed layer. The movable layer can
be a dielectric layer with metallic or dielectric elements on top; or it can be a slotted
dielectric or metallic layer. The fixed layer can be any of the configurations described
for the movable membrane, or simply a metallic ground plane or a dielectric slab.
Such an arrangement can give rise to many possible device configurations, as shown
in Figure 7.13-14, where the electromagnetic coupling between the two layers can be
controlled. In other words, the equivalent impedance of the two-layered configuration
is modified by changing the distance between the layers, as shown in Figure 7.11.
Resonant frequency, bandwidth or reflection phase are some of the parameters which
can be tuned using this approach.
Figure 7.13: Various possible configurations using MEMS-based dual-layer FSS.
Figure 7.14: Electro-static and electro-thermal actuation methods for actuating the
movable membrane.
An important feature of this configuration lies in the MEMS actuation area, which takes
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place in the flexure arms, instead of in the membrane itself. The advantages of this
approach are significant. First, the membrane is not required to be conducting (such
as in other designs [228,229]), so that it can be also dielectric. Second, the upper and
lower electrodes are removed from the membrane area, so that the MEMS actuation
does not affect or interact with the response of dual-layered array. Thus, we separate
the MEMS actuation, which takes place outside the membrane area, and the FSS
response, which is contained within the membrane area (e.g. reflection/transmission),
as depicted in Figure 7.15. By doing this, the electromagnetic and mechanical parts
can be analyzed and designed independently. In addition, the lower electrode can be
eliminated by actuating the flexure arms electro-thermally (as shown in Figure 7.14),
which has advantages over electro-static actuation, such as avoiding pull-in effect,
decreasing the actuation voltage and simplifying the fabrication process.
Figure 7.15: Independent FSS and MEMS design in the proposed method. As shown, the
actuation only takes place in the arms, so that the membrane area is not
covered and it is free for transmission and reflection of EM waves
In order to compare this tunability mechanism with other configurations proposed in
the past, Figure 7.16 shows a table assessing the performance of the different tunability
approaches in terms of manufacturing or actuation simplicity, losses introduced, and
range of applications. The suggested configuration has potentially no additional losses
due to the moving mechanism, it can be well adapted to a wide range of array
configuration and applications, and the fabrication can be relatively simple.
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Figure 7.16: Comparison between tunability configurations for periodic structures.
Other issues that can be briefly addressed are the tuning speed, lifetime, reliability,
tuning tolerance and cost. The tuning speed would be defined as the time that the
arms of the movable membrane take to move from one position to another. Actuation
time in similar moving MEMS has been shown to be in the range between milliseconds
and microseconds. The cost of such an approach is inexpensive due to the fact that
standard microfabrication capabilities can be employed to manufacturer the dual-layer
array MEMS. However, etching of the sacrificial layer to obtain an air gap between the
two array layers can be difficult. Also, for arrays resonating in the far/mid IR, where
Si substrates are not transparent, the substrate would need to be removed using, for
instance, DRIE etching as used in Chapter 6 for single-layer arrays. For near-IR and
optical frequencies, where the availability of transparent substrate is higher, this step
may not be necessary. Lifetime and reliability seem to be the most challenging issues
that need thorough investigation.
7.3.2 MEMS analysis and design
Commercial simulator Coventorware based on the finite element method (FEM,
similar to that explained in Chapter 2, but applied to mechanics) has been used
to perform simulations of both electro-statically actuated metallic membranes and
electro-thermally actuated dielectric membranes. Figure 7.17 shows the displacement
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of an aluminum (Al) MEMS membrane when actuated electro-statically. The 1mm2
Al membrane with 500µm × 50µm flexure arms is displaced up to 1.5µm when a 2V
voltage difference is applied between the electrodes (separated 3µm when no voltage
is applied).
Figure 7.17: Electro-statically actuated MEMS movable metallic membrane.
On the other hand, Figure 7.18 shows the displacement (1.6µm) of a polyimide 1mm2
membrane with 300µm×50µm flexure arms actuated electro-thermally (i.e. 1V voltage
applied in the U-shaped electrodes placed on each arm), and with 10µm and 50µm
electrodes width and length.
Figure 7.18: Electro-thermally actuated MEMS movable dielectric membrane.
7.3.3 Applicability in tunable FSS
MEMS movable membranes were shown to provide around 1.5µm displacement
between two layers. As described in the first part of the Chapter, dual-layered FSS
can be tuned by means of varying the distance between the two layers. This was the
case when both arrays have the same or different dimensions (e.g. the length of the
dipoles), that was called equal-tuning and staggered-tuning following the definitions
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in [1], and a misalignment was carried out in the direction of the length of the dipoles
(i.e. electric field orientation). The suggested MEMS movable membranes can deliver
the displacement in such a dual-layer configuration, thus achieving tunability in the
resonance frequency.
In addition, the resonant frequency can be tuned in another type of dual-layer
FSS consisting of closely spaced dipoles and 90 degrees rotated slots, known as
complementary FSS (CFSS) [226]. Both arrays made of dipoles and slots are designed
to resonate at the same frequency (9µm length and 1µm width), and the variable
separation is responsible for varying the coupling between their near-fields, resulting
in a resonance frequency shift. In the absence of losses, the resonance frequency is
tuned from 4.5THz with 0.05µm separation to 8.2THz with 0.75µm separation, as
shown in Figure 7.19. When losses in the dielectric (tanδ = 0.008) and in the metal
(σAl = 38 · 106S/m) are taken into account, the resonant frequencies are shifted
slightly to lower values (due to reactive effects) and thermal dissipation is stronger in
more closely coupled CFSS, where currents are more strongly excited. The response of
the FSS in the presence of losses is also plotted in Figure 7.19 for comparison.
Figure 7.19: Transmission parameter of a tunable FSS based on complementary arrays,
with and without losses, for variable separation D. The curves which exhibit
lower S21 amplitude are those in which losses are included.
7.3.4 Other tunable applications: AMC and all-dielectric FSS
Following this tunability principle, a wide range of structures can be tuned, namely
FSS, AMC, PBG, NIM, gratings, reflect-arrays, Fabry-Perot cavities, EBG/antennas, etc.
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Here, we describe its use in two of those, namely an all-dielectric FSS and an artificial
magnetic conductor (AMC). Commercial software HFSS based on FEM is used, and the
mesh and boundary conditions are defined as explained in Chapter 3.
All-dielectric FSS (DFSS) [59] have been suggested as a candidate for overcoming the
undesirable effect of thermal losses in metallic FSS. Figure 7.20 shows the tunable
transmission coefficient from a low-loss single-screen DFSS (P = 11.3µm, T = 4.3µm,
εr1 = 4, εr2 = 7) separated by a variable distance D from a 2µm thick polyimide
layer. As D increases from 0.15µm to 2µm, the reflection band is tuned from 15THz to
16.3THz.
Figure 7.20: Transmission (left) and absorption (right) parameter of a tunable
all-dielectric FSS based on a dielectric grating with two different materials
separated a distance D from a dielectric layer.
Finally, the phase reflection characteristic of an AMC consisting of a periodic array
of metallic patches over a ground plane [30] can be tuned using the proposed
configuration. The metallic patches (Dx = 8µm and L = 6µm) are supported by a thin
polyimide layer (t = 1.7µm), which is free-standing at a distance D over the ground
plane. By varying the air gap from 0.5µm to 2µm, the frequency in which zero-phase
reflection takes place is shifted from 6.7THz to 9THz, as shown in Figure 7.21.
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Figure 7.21: Reflection phase of a tunable AMC consisting of an FSS separated a distance
D from a ground plane
7.4 Conclusion
In this last chapter, dual-layer and tunable FSS have been investigated at THz
frequencies. The motivation of studying multilayered configurations lies in offering
additional capabilities with respect to single-screen FSS, such as high roll-off, angular
stability or reconfigurability. Particularly, in this chapter tuning capabilities have been
demonstrated by the near-field coupling between two arrays closely spaced, and used
in various types of arrays and applications. The main contributions are outlined below:
- Study of the performance of dual-layer FSS as a function of the separation between layers,
with inspection of ohmic losses and induced currents for the first time
A thorough investigation of the performance of coupled dual-layer FSS have been
carried out. For the first time, a detailed study of the losses and currents induced
in dual-layer FSS has been presented. The performance of equal-tuning (elements with
the same dimensions) and staggered-tuning (elements with different dimensions) FSS
has been analyzed. Equal-tuning arrays exhibit a single resonance, while staggered-
tuning elements have shown dual-band characteristics. Interestingly, interaction-nulls
are evident in either case due to the coupling between the two arrays. The currents
induced at these interaction nulls have been shown to be anti-parallel, similar to the
behaviour obtained in perturbed FSS.
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- Demonstration of tuning capability of dual-layered by near-field coupling
The near-field coupling between the two layers in a dual-layer FSS have been
demonstrated to provide frequency tuning capability. Although aligned vertical dipoles
or misalignments in the horizontal direction has not shown any frequency tuning effect
(under vertically polarized incident-wave), misalignments in the vertical direction has
been shown to offer such tuning capability. From an electrical perspective, the varying
effective electrical length of y-misaligned dipoles, as the separation between the two
layers increases, has been found to be responsible for the tuning effect (varying total
impedance). From the near-field perspective, the interaction between the evanescent
waves excited in both layers is responsible for this frequency shift. The tuning range
significantly decreases as the layers are separated further apart.
- Design of a novel tunability approach based on MEMS movable membranes
In order to obtain the variation in the distance between the two layers of the dual-
layer configuration, a MEMS movable membrane has been proposed. Since the size of
the elements of FSS operating at THz frequencies is in the micrometer scale, an entire
array can be located on the movable membrane. The suggested MEMS consist of a
four-arm membrane actuated in the arms electro-statically or electro-thermally. In a
tunable dual-layer configuration the lower array is kept fixed, while the upper array,
located on the movable membrane, represent the movable component. The operation
of the MEMS membrane has been analyzed by FEM, and it has been found that
sufficient displacement is achieved (circa 2µm). The advantages of this novel tunability
approach are the independent design of the MEMS and the dual- layer FSS, the lack of
interference or losses from the MEMS structure (outside the FSS transmission/reflection
area), and its flexibility, allowing its application to a wide range of devices.
- Demonstration of tunable FSS, gratings and AMC by near-field coupling
The application of the proposed tunability approach has been demonstrated by
designing three different types of tunable periodic structures, namely FSS, dielectric
gratings and AMC. The tunable FSS consists of a free-standing slot array (moving
part) and a 90degrees-rotated dipole array on a polyimide substrate (fixed part). In
this case, the moving part (all metallic) is more readily actuated electro-statically. A
frequency tuning of 1.4THz in the transmission characteristic has been obtained using
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this configuration. The tunable dielectric grating, or all-dielectric FSS, consists of a
one-dimensional array or grid of alternated dielectrics with a varying separation to a
polyimide layer. Electro-thermal actuation seems more suitable for this configuration.
A frequency tuning of 3THz for the transmission parameter has been obtained. The
tunable AMC consists of an array of patches on a movable polyimide membrane,
separated a varying distance to a ground plane. Electro-thermal actuation is also more
suitable in this configuration. In this case, no need of deep-etching the fabrication
substrate (e.g. silicon) would ease its fabrication process. A frequency tuning of 1THz
in the zero-phase reflection characteristic has been achieved.
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Chapter 8
Conclusions and Future Work
Frequency selective surfaces (FSS) consisting of two-dimensional periodic arrays
operating at THz frequencies have been demonstrated throughout this thesis, both
theoretically and experimentally. Interest in extending the applicability of the
FSS technology beyond the microwave regime, towards sub-millimetre waves and
THz frequencies, has led to the need of in-depth investigations of certain issues
regarding the performance, manufacture and testing of FSS, which are particular
to this frequency regime. This thesis has focused on three different areas within
the realm of FSS technology at THz, namely, (1) addressing ohmic and dielectric
losses, (2) developing a fabrication process and measurement set-up to demonstrate
experimentally FSS resonating in this band of the spectrum, and (3) designing THz
FSS to achieve multiband performance, tunable response and sensing capabilities. In
addition, several potentially attractive research directions have been found and will be
outlined in this chapter.
I. Investigation of the issues arising in FSS at THz frequencies, neglected in the past when
FSS were used in the microwave, has led to a detailed description of power dissipated,
energy stored and quality factors of THz FSS.
The performance of FSS at microwave frequencies is well-known due to intensive
research over the past few decades. At these frequencies, metallic components are
generally assumed to be perfect electric conductors and dielectric materials are
the dominant source of losses in the form of dissipated power, i.e. energy neither
transmitted nor reflected. At higher frequencies, however, metallic elements do not
conduct electric current perfectly, and ohmic losses must be taken into account. Little
research has been oriented towards determining the effects of ohmic losses on the
overall FSS performance, and the relationship between power dissipated and stored
(i.e. quality factor) by FSS is missing in the literature.
In the first part of this thesis, these issues have been addressed in great detail. Free-
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standing as well as dielectric-supported FSS have been studied by using full-wave
method of moments as well as circuital models in order to gain physical insight on
the phenomena occurring in the presence of losses. A single-mode circuital model of
lossless free-standing FSS consisting of the terminal impedance of the array has been
extended and validated to account for ohmic losses and substrate frequency-pulling
effect.
Due to the resonant nature of FSS, ohmic losses have been found to be related to the
geometry of the FSS in a non-intuitive manner (represented by the parameter κ as
the ratio between ohmic and radiation resistance), for instance increasing in arrays
with less metallisation per unit area. The power dissipated and stored in the vicinity
of the periodic arrays have been found to be strongly determined by the strength of
the induced currents on the FSS elements (i.e. defined by the coupling of the FSS
with the input/output ports). Arrays with higher periodicity and narrower and shorter
elements have been shown to exhibit lower radiation or terminal resistance, leading
to stronger currents with narrower frequency distribution. Despite greater dissipated
power has been shown for higher induced currents, an overall increase in the quality
factor is observed due to a simultaneous increase in the power stored in the vicinity
of the FSS. Therefore, a trade-off between power dissipated and quality factor has
been demonstrated. Higher Q-factor filters can be achieved at the expense of allowing
more absorption. This is relevant for applications of FSS in both filtering and sensing
components.
On the other hand, dielectric losses have been shown to be less important at these
frequencies, resulting generally in higher absorption away from the FSS resonance due
to the presence of dielectric-only resonances (e.g. odd multiples of λ/2). Interestingly,
however, the inclusion of a supporting dielectric not only adds further losses to the
ohmic losses, but also slightly modifies the ohmic losses. This phenomenon has been
explained, again, by means of studying the induced currents, and it has been found
that the modification of the induced currents when introducing a dielectric supporting
layer is responsible for the slight change in ohmic losses observed in the presence of
dielectric with respect to the free-standing case. However, ohmic losses variations due
to the presence of a dielectric has been shown to be minimal compared to the overall
value of the total losses.
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These results highlight the importance of accurately accounting for ohmic losses as well
as dielectric losses at THz frequencies, where assumptions of ideal materials generally
are no longer valid. These findings also provide with valuable guidelines and warnings
for the design of FSS at THz frequencies. The results of power dissipated in relation to
the power stored are, to the best of our knowledge, presented for the first time in this
thesis. Likewise, the investigations of substrate-generated power dissipation by both
ohmic and dielectric losses are original contributions of this thesis.
II. Experimental demonstration of FSS operating at THz frequencies.
As part of the research undertaken in this thesis, it was aimed to develop a fabrication
process in order to investigate experimentally FSS operation in the THz regime. FSS
operating around 15THz, where the size of the FSS elements lies in the micrometre
scale, have been experimentally demonstrated.
The fabrication of FSS operating at these frequencies has been shown to be challenging
due to the lack of available high-performance transparent materials in this frequency
window and materials compatible with standard microfabrication processes. Polyimide
has been used due to its mechanical integrity after curing, its acceptable transparency
around this frequency, and because it has been previously reported in the literature
as a good candidate as supporting material for FSS and metamaterials. A fabrication
process starting from a silicon wafer has been developed to ensure compatibility with
polyimide and aluminum (metal used for the FSS elements). Since silicon does not
show good transparency at these frequencies, deep-reactive ion etching (DRIE) has
been used to etch the silicon leading to a free-standing polyimide membrane. Large
membranes (more than 1cm length) showing good mechanical integrity have been
achieved with thickness of only 1.7µm. In order to protect the polyimide layer, an
auxiliary silicon dioxide layer has been used as a silicon-etching stop layer, and removed
after deep-etching was finished by means of short duration wet etching based on
ammonium fluoride and acetic acid which do not damage polyimide or aluminum.
In order to measure the performance of the fabricated FSS prototypes, two different
Fourier-Transform Infrared (FT-IR) spectroscopy equipments have been employed,
namely a simpler and faster Perkin Elmer, and a more accurate and slower Bruker.
Since the resonance of FSS is broadband compared to common sharp resonances
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targeted in spectroscopy measurements, both FTIR equipments offer similar results,
regardless their resolution. Unperturbed and perturbed FSS consisting of metallic
dipoles have been measured showing good agreement with simulated results. Due to
the polarization sensitivity of dipoles and the unpolarized nature of the FTIR source,
however, the amplitude of the measured reflection band was significantly smaller than
the simulated under vertical polarization. Dual-band dual-polarized FSS consisting of
dipoles and square loops have been also demonstrated. In this latter case, since square
loops are polarization insensitive, the reflection band amplitude agrees better with the
simulations.
III. Design THz FSS with multiband performance, tunable response and sensing
capabilities.
Throughout chapters 6 and 7, FSS working at THz frequencies are investigated in detail
for three different applications, namely multiband operation, sensing components and
tunable devices.
Multiband performance and sensing capability have been achieved using perturbed
FSS consisting of arrays of dipoles with a perturbation in the length of every second
dipole, or with another kind of asymmetry. Two resonances, even and odd modes
with parallel and anti-parallel currents, have been found to give rise to two reflection
bands separated by an interaction null. For small perturbations, the odd mode is shown
to strongly enhance the currents and near-field leading to exponentially increasing
quality factor, and therefore sensitivity, in the absence of losses. It has been revealed
that the presence of power dissipation, however, imposes a physical limitation to the
maximum quality factor achievable by this approach. Sensitivities of 4.8•m/RIU for
500nm of sensed material (n = 1.73), comparable to recently published sensors, have
been achieved. Perturbed FSS have also been demonstrated to be a good candidate
for single-screen multi-band filters. Up to four bands are obtained by a single-layer
triply perturbed FSS. Higher perturbations than for sensing applications are preferable
in order to minimize the losses arising from the strong currents flowing in the dipoles
for small perturbations.
Finally, a novel tunability approach to reach electronically reconfigurable FSS has been
proposed. After a detailed investigation of the effect of varying distance between the
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two FSS in a dual-screen configuration, it has been shown the capability to tune the
resonance frequency by varying the distance between two arrays close to each other.
This effect is due to near-field coupling of the two arrays, and it has been found to
decrease exponentially as the arrays are separated further apart. Since the elements in
arrays resonating at THz frequencies are in the micrometre-scale, it has been proposed
to integrate the dual-layer FSS in micro-electro-mechanical systems (MEMS) consisting
of movable four-arm membranes. This approach allows for simple integration of
both technologies by independent design of the electromagnetic and mechanical
components. This approach has been compared to other tunability methods, and it
has been shown to be particularly adequate for arrays with micro- scale elements,
exhibiting a wide range of potential applications in various types of periodic arrays,
such as FSS, gratings or artificial magnetic conductors (AMC). Design examples of
metallic and dielectric FSS as well as AMC have been given offering tuning capability.
Metallic FSS based on complementary arrays have been shown to offer nearly 4THz
tuning capability. However, the strong absorption arising from the high currents and
near-fields excited in coupled closely-spaced arrays has been shown to deteriorate
its performance. As a possible alternative when low- loss is required, dielectric FSS
or gratings have also been shown to acquire tuning capabilities with the proposed
approach. Nearly 1.5THz tuning range has been achieved by varying the distance
between the dielectric grating and a nearby dielectric layer. Finally, tunable AMC have
been designed by varying the distance between a patch FSS layer and a ground plane,
reaching nearly 2.5THz tuning range.
IV. Future work
Based on the research undertaken in this thesis, the following topics have been seen as
potential attractive future developments:
- In order to minimize the losses incurred by using metallic elements at THz, all-
dielectric FSS can be investigated for very low loss applications. Dielectric gratings
usually employed in optics can be investigated for its use at lower frequencies.
- Improvement in the experimental capabilities to fabricate and measure FSS.
From the fabrication point of view, improving repeatability would be desired. FTIR
measurements, on the other hand, could be improved by using linear polarisers,
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either from commercial manufacturer or self-made using similar fabrication process
as the one employed for the FSS, in order to illuminate the FSS with a particular
polarization. In addition, although oblique incidences could be obtained using the
FTIR measurement scheme described in this thesis, reflection measurements are not
possible. It would be interesting to develop a test bench similar to the THz-TDS
explained in Chapter 2, that allows illuminating and collecting the THz radiation to
and from the FSS, respectively, from various angles of incidence in transmission and
reflection.
- Experimental demonstration of sensing capability of THz FSS. This can be employed to
measure the dielectric properties of materials at the THz part of the spectrum, to detect
the presence of a material that attaches to the array, and to differentiate two compounds
in order to rapidly classify them, for instance for medical test purposes. Lab-on-chip
devises where certain compound (e.g. blood) is tested could be an attractive research
line.
- Experimental demonstration of MEMS movable membranes based on the design
propose in this thesis. Electro-static and electro-thermal actuation methods can
be investigated for this application. For the MEMS fabrication, a sacrificial layer
compatible with the dielectric material supporting the FSS would be needed.
Photoresist, silicon dioxide or poly-silicon deposited at low temperatures are potential
candidates. Dry etching of the sacrificial layer (O2, HF vapour, XeF2) would be
preferable to wet etching to avoid the layers of the dual-layer FSS to stick together.
After MEMS membranes are experimentally demonstrated, integration with periodic
arrays, to achieve tunable FSS, gratings, AMC or antennas, can be investigated. The
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