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Constraining the Earth’s elastic structure with surface waves: Seismic anisotropy in the Pacific
upper mantle and local amplification across the contiguous United States
Celia Eddy
I present new models of the elastic structure of the Pacific upper mantle that address the forma-
tion and evolution of oceanic plates. Using a surface-wave dispersion dataset, I perform anisotropic
tomography to construct two-dimensional phase-velocity maps and three-dimensional velocity
models of the Pacific basin. My three-dimensional elastic models describe both the radial and
azimuthal anisotropy of seismic waves. In order to constrain these models, I develop regulariza-
tion techniques that incorporate a priori information about the nature of the oceanic upper mantle,
including both the age dependence of seismic velocities and the expected scaling relationships
between azimuthal anisotropy parameters derived from realistic peridotite elastic tensors.
I observe a strong cooling signal in the upper-mantle seismic velocities that is consistent with
halfspace cooling of the lithospheric plate; deviations from this simple cooling signature are re-
lated to the influence of mantle plumes or other thermal alteration of the lithosphere. As plate age
increases, the depth to the thermally controlled lithosphere-asthenosphere boundary increases as
well. This thermal boundary, as seen in the negative gradient in seismic velocities, is consistent
with the depth at which there is a transition in anisotropy fast-axis orientation. This change in
anisotropy orientation is due to the transition from frozen-in lithospheric anisotropy to astheno-
spheric anisotropy that is related to geologically recent shear beneath the base of the plate. The
anisotropy orientations and strength that we observe throughout the plate are only consistent with
A-type olivine fabric. There are regions where anisotropy orientations do not align with pale-
ospreading directions in the lithosphere or absolute-plate-motion in the asthenosphere, suggesting
that small-scale convection, mantle flow, and plumes could all lead to changes in the orientation
of seismic anisotropy. There is a dependence on the strength of anisotropy on spreading rate at
shallow depths; this implies that corner flow at faster-spreading ridges is more effective at aligning
olivine crystals in the direction of shear.
I also present a new set of local surface-wave amplification maps spanning the contiguous
United States. I perform a synthetic-tomography experiment in order to assess our ability to re-
solve variations in surface-wave amplification due to variations in local elastic structure. Local
amplification derived from synthetic seismograms is very highly correlated with direct predictions
of amplification, suggesting that we are able to resolve this signal well and that local amplification
observations reflect elastic structure local to the station on which they are measured. Local ampli-
fication can be used as a complementary constraint to phase velocity in order to map upper-mantle
elastic structure.
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Earthquakes produce surface waves that are influenced by both elastic and anelastic structure
within the upper mantle and crust. Because these waves travel along the surface of the Earth from
source to recording station, surface-wave paths cover the globe and illuminate the structure of both
continental and oceanic regions. The phase and amplitude of surface waves can be measured at
a station on which an earthquake is recorded; both are sensitive to the Earth’s elastic structure.
Observations of surface-wave phase are one of the primary constraints on the velocity structure
of the Earth’s upper mantle on both global and regional scales [e.g., Dziewoński and Anderson,
1981, Zhang and Tanimoto, 1991, Trampert and Woodhouse, 1995, Ekström et al., 1997, Ekström
and Dziewonski, 1998, Shapiro and Ritzwoller, 2002, Trampert and Woodhouse, 2003, Kustowski
et al., 2008, Nettles and Dziewonski, 2008, Ekström, 2011, Lin and Ritzwoller, 2011]. Models
derived from surface-waves have provided insights into the structure of continental and oceanic
plates [e.g., Nishimura and Forsyth, 1989, Lin and Ritzwoller, 2011, Van Der Lee and Frederiksen,
2013, Foster et al., 2014, Isse et al., 2019] and how they interact at their edges, including at mid-
ocean ridges [e.g., Forsyth et al., 1998, Toomey et al., 2002, Harmon et al., 2009] and subduction
zones [e.g., Brisbourne et al., 1999, Wang and Tape, 2014, Janiszewski et al., 2019].
A common assumption made in seismic tomography models is that the Earth is isotropic, that
seismic waves propagate at the same speed regardless of the direction in which they are traveling.
However, there is abundant evidence that the Earth’s mantle is anisotropic, and that the upper
mantle in particular exhibits strong seismic anisotropy. There is evidence of oceanic upper mantle
anisotropy from the dependence of surface-wave velocity on propagation azimuth [e.g., Forsyth,
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1975, Montagner, 1985, Suetsugu and Nakanishi, 1987, Ekström, 2011], the dependence of Pn
velocities on azimuth [e.g., Hess, 1964, Backus, 1965, Raitt et al., 1969, Gaherty et al., 2004],
and radial anisotropy observed from the discrepancy between Love and Rayleigh wave dispersion
[e.g., Anderson, 1966, Nataf et al., 1984, Ekström and Dziewonski, 1998, Nettles and Dziewonski,
2008]. When anisotropy is accounted for in seismic models, it is possible to make inferences not
only about the present-day structure of the mantle, but also about the past and present dynamics of
the Earth’s interior.
Most seismic models that incorporate surface-wave observations only make use of the phase
of the waves, and ignore the wave’s amplitude. Surface-wave amplitudes can be difficult to mea-
sure accurately due to problems with instrument calibration [Ekström et al., 2006], and it can be
difficult to isolate the factors affecting surface-wave amplitudes because several different anelastic
and elastic effects contribute to each signal [Selby and Woodhouse, 2000, Dalton and Ekström,
2006a,b]. However, amplitude observations are required to measure the Earth’s attenuation struc-
ture [e.g., Durek et al., 1993, Selby and Woodhouse, 2002, Gung and Romanowicz, 2004, Dalton
and Ekström, 2006b]. In addition, surface-wave amplitudes provide a complementary constraint
on the elastic structure of the upper mantle [Dalton and Ekström, 2006a, Lin et al., 2012, Eddy and
Ekström, 2014]; if it is possible to make accurate observations of surface-wave amplitudes, we will
be able to better model upper-mantle velocity structure.
In this work, I investigate the elastic structure of the oceanic upper mantle in the Pacific by
modeling surface-wave anisotropy. Through this modeling, I am able to address issues such as the
age-dependent evolution of oceanic plates, the nature of the lithosphere-asthenosphere boundary,
and present-day patterns of convection in the oceanic asthenosphere. In addition, I make measure-
ments of surface-wave amplitude across the contiguous United States and show that it is possible to
extract local amplification signals that provide direct constraints on elastic structure in the shallow
continental upper mantle.
2
0.1 Elastic structure of the Pacific upper mantle
The oceanic upper mantle has been a focus of seismic imaging for decades, but many open
questions remain about the details of the structure and evolution of oceanic plates. The struc-
ture of oceanic plates clearly depends on age, as can be seen in increasing water depths [Johnson
and Carlson, 1992, Stein and Stein, 1992], decreasing heat flow [McKenzie, 1967, Stein and Stein,
1992], and increasing seismic velocities [e.g., Yu and Mitchell, 1979, Nishimura and Forsyth, 1989,
Forsyth et al., 1998, Ritzwoller et al., 2004, Maggi et al., 2006b, Nettles and Dziewonski, 2008,
Harmon et al., 2009, Goes et al., 2013, Eddy et al., 2019]. The age dependence of these properties
can be explained by the cooling and thickening of oceanic lithosphere as it translates away from
the mid-ocean ridge where it was formed. However, the details of this cooling process are still de-
bated; there are multiple models of this thermal evolution, including halfspace cooling [Parker and
Oldenburg, 1973, Turcotte and Schubert, 2002] and plate models [McKenzie, 1967, Parsons and
Sclater, 1977, Johnson and Carlson, 1992, Stein and Stein, 1992, Hasterok, 2013]. Complicating
further the debate on the age-dependence of oceanic lithosphere has been the observation that the
oceanic upper mantle is strongly anisotropic [e.g., Forsyth, 1975, Hess, 1964, Backus, 1965, Raitt
et al., 1969, Montagner and Tanimoto, 1991, Gaherty et al., 1996, Ekström and Dziewonski, 1998].
There are several possible mechanisms that can lead to observable seismic anisotropy, but the
most likely cause of anisotropy in the oceanic upper mantle is lattice-preferred-orientation (LPO)
anisotropy. Olivine, the most abundant mineral in the upper mantle [Ringwood, 1975], is strongly
anisotropic such that seismic waves propagating or polarized along the [100] axis travel faster than
waves propagating along the [010] or [001] axes [Nicolas and Christensen, 1987]. Both corner
flow at mid-ocean ridges and shear strain below the base of the lithospheric plate can align olivine
crystals such that their fast axes preferentially point in the direction of flow [Mainprice, 2007,
Karato et al., 2008, Long and Becker, 2010]. As a result, it is possible to investigate patterns of
flow in the upper mantle through high-resolution models of seismic anisotropy.
Models of seismic anisotropy in the oceans have suggested that anisotropy within the litho-
sphere tends to be ”frozen in” and aligned with the direction of spreading at the time the plate ini-
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tially formed, while anisotropy within the asthenosphere reflects more recent mantle flow, and is
often well aligned with present-day absolute plate motions [Forsyth, 1975, Nishimura and Forsyth,
1988, 1989, Smith et al., 2004, Maggi et al., 2006a, Beghein et al., 2014, Schaeffer et al., 2016,
Takeo et al., 2016, Eddy et al., 2019, Russell et al., 2019]. However, there are many complications
to this simple model of anisotropy in the oceanic upper mantle. Local observations of anisotropy
indicate that there are both regions where shallow anisotropy orientations are not consistent with
fossil spreading directions [Shintaku et al., 2014, Takeo et al., 2016, 2018] and regions where deep
anisotropy orientations do not align with absolute-plate-motion directions [Lin et al., 2016]. In
addition, very strong radial anisotropy, with vSH > vSV , has been observed in the central Pacific
[e.g., Ekström and Dziewonski, 1998, Nettles and Dziewonski, 2008] that is difficult to explain
purely through LPO anisotropy. Seismic anisotropy can also be caused by layers and cracks with
different isotropic velocities or aligned pockets of melt [Schlue and Knopoff, 1976, Holtzman et al.,
2003, Kawakatsu et al., 2009]; this is known as shape-preferred-orientation (SPO) anisotropy, and
could potentially lead to large radial anisotropy that cannot be explained by LPO anisotropy alone.
There remain large disagreements between existing anisotropic seismic models, both in anisotropy
strength and orientation [Ferreira et al., 2010, Auer et al., 2014, Becker et al., 2014], which fur-
ther complicates the interpretation of these anisotropy observations. Several workers have used
anisotropy-derived proxies for the lithosphere-asthenosphere boundary, including the maximum
positive gradient in radial anisotropy, and the depth at which the azimuthal anisotropy fast-axis
rotation changes most rapidly [Plomerová et al., 2002, Yuan and Romanowicz, 2010, Debayle and
Ricard, 2013, Beghein et al., 2014, Burgos et al., 2014, Schaeffer et al., 2016]. However, different
studies disagree on whether these proxies exhibit age dependence or not, and whether or not they
really represent the true lithosphere-asthenosphere boundary, or a mid-lithospheric discontinuity. It
is necessary to make high-resolution models focused on the anisotropy of the oceanic upper mantle
in order to try and resolve some of these disagreements.
In Chapter 1, I present new anisotropic phase-velocity maps of the Pacific for Rayleigh and
Love waves of 25–250 s. I use these phase-velocity models to investigate both the age dependence
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of seismic velocities and the nature of azimuthal anisotropy in the oceanic lithosphere and astheno-
sphere. The choices involved with making the phase-velocity maps inform the more complicated
modeling required to image the three-dimensional anisotropic structure of the oceanic upper man-
tle.
In Chapter 2, I present a new three-dimensional anisotropic velocity model of the Pacific litho-
sphere and asthenosphere. Many elastic parameters are required to fully represent surface-wave
anisotropy, so I develop new regularization schemes that rely on a priori information about the
age-dependent and petrologic structure of the oceanic upper mantle in order to constrain the model.
Using my anisotropic model, I are able to investigate the nature of the lithosphere-asthenosphere
boundary, the type of anisotropic fabric, and the origins and evolution of seismic anisotropy in
oceanic plates.
0.2 Surface-wave amplification across the United States
Upper-mantle elastic structure is typically constrained by surface-wave phase observations, not
amplitude observations. Amplitudes can be difficult to measure because of poorly-calibrated seis-
mic stations [Ekström et al., 2006]. Even when amplitude measurements made with high-precision,
they can be difficult to interpret because several different effects contribute to each surface-wave
amplitude signal, including source, receiver, and propagation effects that include both elastic fo-
cusing and attenuation [Selby and Woodhouse, 2000, Dalton and Ekström, 2006a,b]. However,
surface-wave amplitudes are sensitive to elastic structure, and consequently can provide comple-
mentary constraints to phase velocity, particularly in the shallow upper mantle [Dalton and Ek-
ström, 2006a, Lin et al., 2012, Eddy and Ekström, 2014].
There are several recently developed methods that use surface-wave amplitude information
along with phase data in order to constrain upper-mantle structure. These include multi-plane-wave
methods [Yang and Forsyth, 2006, Pollitz and Snoke, 2010] and Helmoltz tomography methods
[Lin and Ritzwoller, 2011]. In addition, surface-wave amplitudes contain an amplification factor
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that is sensitive to elastic structure local to the recording station [Wang and Dahlen, 1994, Ferreira
and Woodhouse, 2007]. While local site amplification of high-frequency waves has been a focus of
research in the context of seismic hazard for decades [Borcherdt and Gibbs, 1976, Aki, 1993, Dobry
et al., 2000, Wills et al., 2000], several recent studies have focused on the amplification of longer
period surface waves [Lin et al., 2012, Eddy and Ekström, 2014, Bowden and Tsai, 2017]. These
methods to extract local surface-wave amplification are fairly new, and more work is required in
order to ensure that the signal that is being measured truly reflects local elastic structure.
In Chapter 3, I use surface-waves recorded on the USArray to make measurements of amplitude
anomalies across the contiguous United States. I use a method developed by Eddy and Ekström
[2014], and present new maps of local Rayleigh wave amplification between periods of 35 s and
125 s. My focus in this work is the verification of our measurement technique; I compare local
amplification measured from synthetic seismograms to direct predictions of amplification in order
to assess our ability to resolve variations in amplification due to local elastic structure.
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Chapter One
Age dependence and anisotropy of
surface-wave phase velocities in the Pacific
This chapter has been published: C. L. Eddy, G. Ekström, M. Nettles, and J. B. Gaherty. Age
dependence and anisotropy of surface- wave phase velocities in the Pacific. Geophysical Journal
International, 216(1):640–658, 2019.
Abstract
We present new anisotropic phase-velocity maps of the Pacific basin for Rayleigh and
Love waves between 25 s and 250 s. The isotropic and anisotropic phase-velocity maps are
obtained by inversion of a dataset of single-station surface-wave phase-anomaly measurements
recorded for paths crossing the Pacific basin. We develop an age-dependent gradient-damping
scheme that allows us to reduce the amount of smoothness damping required in the inver-
sion. The observed isotropic phase velocities have a strong age dependence, and our results
are consistent with models of halfspace cooling: simple phase-velocity models that depend
only on seafloor age explain 40− 97% of the data variance for Love waves and 20− 97% for
Rayleigh waves. These values represent a large fraction, ranging from 0.55-0.99, of the vari-
ance reduction of our best-fitting phase-velocity models. We find that 2ζ azimuthal anisotropy
is required to fit our Rayleigh wave phase-anomaly dataset but that our data do not require
7
Love wave anisotropy. Rayleigh wave anisotropy also exhibits a clear age dependence, with
a large decrease in the magnitude of 2ζ azimuthal anisotropy for seafloor older than 70 Ma
that cannot be explained simply as a change in anisotropy direction between the lithosphere
and asthenosphere. Long-period Rayleigh wave anisotropy directions align well overall with
absolute-plate-motion directions, with a median angular misfit of 20◦ at 125 s. However, we
observe large areas within the Pacific basin with a small but consistent offset of 10◦ − 20◦
between the two directions. The disagreement between absolute plate motion and anisotropy
for long-period waves suggests the presence of mantle flow beneath the base of the plate in a
direction other than absolute plate motion.
1.1 Introduction
Seismic tomography of the oceanic upper mantle informs our understanding of the thermal evo-
lution of oceanic plates and the interactions between the lithosphere and the underlying astheno-
spheric mantle. Previous studies of the seismic structure of plates have observed that many seismic
properties depend on seafloor age, including surface-wave phase velocities [Yu and Mitchell, 1979,
Nishimura and Forsyth, 1989, Forsyth et al., 1998, James et al., 2014, Godfrey et al., 2017], shear
velocities [Ritzwoller et al., 2004, Maggi et al., 2006a, Nettles and Dziewonski, 2008, Harmon
et al., 2009], and differential body-wave travel times [Goes et al., 2013]. The observation of age-
dependent seismic velocities is consistent with simple models describing the thermal evolution of
oceanic lithosphere, including halfspace cooling [Parker and Oldenburg, 1973, Turcotte and Schu-
bert, 2002] and plate models [McKenzie, 1967, Parsons and Sclater, 1977, Stein and Stein, 1992,
Johnson and Carlson, 1992, Hasterok, 2013]. These models explain the dependence of seafloor
depth and heat flow on the seafloor age and can be used to predict seismic velocities that are also
a function of seafloor age [Faul and Jackson, 2005, Stixrude and Lithgow-Bertelloni, 2005]. Ob-
served seafloor flattening at older plate ages could be explained by asthenospheric flow or small-
scale convection that provides a source of heat to the base of the plate [Haxby and Weissel, 1986,
Morgan and Smith, 1992, Ritzwoller et al., 2004, French et al., 2013], and a simple thermal history
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may be complicated by occasional reheating events due to the influence of mantle plumes [Carlson
and Johnson, 1994, Nagihara et al., 1996]. Well-constrained seismic studies have the potential to
distinguish between different models of the thermal history of oceanic lithosphere.
Seismic properties of the oceanic basins also reflect the plate deformation history, and there are
many observations of seismic anisotropy in the oceanic upper mantle. Early evidence of anisotropy
included the discrepancy between Love and Rayleigh wave dispersion [Anderson, 1966, Nataf
et al., 1984], the dependence of surface-wave phase and group velocity on propagation azimuth
[Forsyth, 1975, Montagner, 1985, Suetsugu and Nakanishi, 1987], and the dependence of Pn ve-
locities on azimuth [Hess, 1964, Backus, 1965, Raitt et al., 1969]. Many studies have concluded
that anisotropy is required in the upper mantle [e.g., Anderson and Dziewonski, 1982, Montagner
and Tanimoto, 1991, Gaherty et al., 1996, Ekström and Dziewonski, 1998, Kustowski et al., 2008,
Lekić and Romanowicz, 2011, Moulik and Ekström, 2014, French and Romanowicz, 2014] and
that it is necessary to model seismic anisotropy to retrieve accurate estimates of isotropic seismic
velocity [Anderson and Dziewonski, 1982, Montagner and Tanimoto, 1991, Ekström, 2011].
Several mechanisms may lead to observable seismic anisotropy. Layers and cracks with dif-
ferent isotropic velocities or aligned pockets of melt can cause anisotropy of the shape-preferred-
orientation (SPO) style and are likely prevalent in the crust and lithosphere [Schlue and Knopoff,
1976, Holtzman et al., 2003, Kawakatsu et al., 2009]. Deformation in the Earth also leads to
anisotropy of the lattice-preferred-orientation (LPO) style when individual crystals with some in-
trinsic anisotropy are aligned [Mainprice, 2007, Long and Becker, 2010]. Olivine, the most abun-
dant mineral in the upper mantle [Ringwood, 1975], is strongly anisotropic; seismic waves prop-
agating or polarized along the [100] axis travel faster than waves propagating along the [010] or
[001] axes [Nicolas and Christensen, 1987]. Simple-shear experiments have shown that olivine
crystals tend to rotate such that the fast crystallographic axis [100] is aligned with the direction of
shear (A-type fabric) [Zhang and Karato, 1995, Karato et al., 2008]; in the asthenosphere, shear
strain due to the relative motion between lithospheric plates and the underlying mantle will lead
to this crystal rotation. A-type olivine fabrics are commonly observed in upper-mantle peridotites
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[Ben Ismail and Mainprice, 1998]. As a result, the orientation of LPO anisotropy reflects both past
and present deformation in the mantle [e.g., Long and Becker, 2010].
Seismic tomography of anisotropy can provide a useful test of models of anisotropy forma-
tion in oceanic regions. Due to the abundance of olivine in the upper mantle, LPO anisotropy is
the most likely mechanism for the formation of anisotropy in the oceanic lithosphere and astheno-
sphere [Nicolas and Christensen, 1987]. Assuming A-type olivine fabric, the anisotropy observed
in oceanic lithosphere should reflect the orientation of mantle flow at the time of lithosphere for-
mation and cooling, while anisotropy in the asthenosphere should be controlled by the current or
geologically recent orientation of shear between the plate and the mantle below. As a result, an
observed change in the orientation of the fast axis of anisotropy may be a proxy for the depth of the
transition from lithosphere to asthenosphere [e.g., Plomerová et al., 2002, Yuan and Romanowicz,
2010, Debayle and Ricard, 2013, Burgos et al., 2014, Schaeffer et al., 2016]. Some observations of
the azimuthal anisotropy of Rayleigh waves in the oceans suggest that the fast propagation direction
approximately aligns with fossil spreading directions at short periods and with absolute plate mo-
tion at long periods [Forsyth, 1975, Nishimura and Forsyth, 1988, 1989, Smith et al., 2004, Maggi
et al., 2006a]. However, local observations in the central Pacific have found an anisotropy fast axis
that does not align with absolute plate motion, suggesting weak shear beneath the base of the plate
[Lin et al., 2016]. Becker et al. [2014] argue that large-scale buoyancy-driven flow is required
to match geodynamic models to patterns of azimuthal anisotropy. Studies have argued both for
[Debayle and Ricard, 2013, Burgos et al., 2014, Schaeffer et al., 2016] and against [Beghein et al.,
2014] an age dependence of the depth at which there is a transition in anisotropy orientation, and
have related this transition to discontinuities within the oceanic lithosphere [Gaherty et al., 1996,
Beghein et al., 2014].
One reason for the discrepancies between three-dimensional models of anisotropic velocity
structure is the complexity inherent in modeling a large number of parameters, where many choices
of regularization and parameter scaling must be made. Even recent two-dimensional, anisotropic
phase-velocity models [e.g., Trampert and Woodhouse, 2003, Ekström, 2011] show surprisingly
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large discrepancies in the orientation and strength of azimuthal anisotropy, including in oceanic
regions that might be expected to exhibit relatively simple patterns of isotropic and anisotropic
variability.
In this study, we investigate the isotropic and anisotropic elastic structure of the Pacific upper
mantle using surface waves, and focus on retrieving robust estimates of azimuthally anisotropic
phase velocity. We use data sensitive only to velocity variations in the Pacific basin and conduct a
regional inversion. This simplifies the tomographic problem, allowing us to use prior knowledge
about oceanic crust and mantle structure in order to inform our modeling. Both sediment thickness
and water depth are well known, and oceanic crust is relatively uniform [Oxburgh and Parmentier,
1977, McKenzie and Bickle, 1988, White et al., 1992, Bassin et al., 2000]. We choose to focus on
the Pacific ocean because it is large and there are many earthquake sources and stations surrounding
the basin, leading to good coverage by surface-wave paths. We present a new set of well-resolved
anisotropic phase-velocity maps of the Pacific for Rayleigh and Love waves between 25 s and
250 s.
1.2 Data
We primarily use a subset of the global surface-wave phase-anomaly dataset collected by Ek-
ström [2011]. The global dispersion dataset consists of single-station fundamental-mode phase
anomalies measured at periods from 25−250 s using the phase-matched filter algorithm of Ekström
et al. [1997]. The technique is based on the iterative minimization of residual dispersion between
the observed seismogram and a synthetic fundamental-mode seismogram, with window lengths for
the analysis dependent on frequency. The resulting dispersion curve is required to remain smooth,
to avoid cycle skips. It is well known that measurements of fundamental-mode Love wave phase
velocity have the potential to be contaminated by interference from higher-mode Love waves with
similar group speeds. Several of the processing steps employed in the Ekström et al. [1997] ap-
proach, including data selection, seismogram matching, windowing, and the requirement that the
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dispersion curve remain smooth across a wide frequency band, are designed to reduce the potential
for contamination. Nettles and Dziewoński [2011] found, using this measurement technique, that
errors introduced by overtone interference are small and do not bias the resulting phase-velocity
maps when measurements from a range of epicentral distances are available. Measurements were
made on seismograms from shallow (depth < 50 km) earthquakes at epicentral distances ≥ 25◦,
for events with magnitude MW ≥ 5.5 between 2000 and 2009.
The global dataset includes phase anomalies measured for a large number of paths, including
minor-arc paths for periods of 25− 250 s and both minor- and major-arc paths for periods ≥ 150 s
(Table 1.1). The global dispersion model GDM52 was constructed with this dataset [Ekström,
2011]. Our focus here is on the structure of the Pacific oceanic lithosphere and asthenosphere,
which is illuminated well by surface waves. Global models must accept tradeoffs due to some
areas having lower resolution than others, which effectively limits resolution in the best-covered
regions. We select the borders of the Pacific basin to be the outer edges of the Pacific, Philippine
Sea, Nazca, Cocos, Caroline, Mariana, Easter, Juan Fernandez, Galapagos, Juan de Fuca, and
Rivera plates as defined by the Bird [2003] compilation of plate boundaries. We select paths from
the global dataset that have lengths > 90% within the boundaries of the Pacific basin. Due to
the large number of earthquake sources and receivers surrounding the Pacific, this subset contains
many paths at all periods (Table 1.1). On average, 10% of paths from the global dataset meet our
criteria at each period. Data coverage and the azimuthal distribution of paths are good throughout
the Pacific basin (Fig. 1.1). The best sampling occurs in the north-central Pacific. The least-well-
sampled region is in the southern Pacific.
We make additional measurements of fundamental-mode surface-wave dispersion for events
recorded on stations of the NoMelt network [Sarafian et al., 2015, Lin et al., 2016], a temporary
deployment of broadband ocean-bottom seismometers on∼ 70Ma lithosphere between the Clarion
and Clipperton fracture zones in the central Pacific. We make single-station dispersion measure-
ments between 25 s and 125 s using the technique of Ekström et al. [1997] for the 57 shallow
earthquakes of MW > 6 recorded on the NoMelt network. This is the first time the Ekström et al.
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[1997] measurement technique has been applied to ocean-bottom data. Without modification of
the algorithm, we are able to make several hundred high-quality measurements of Rayleigh waves,
as well as a small number of Love wave measurements (Table 1.2). Love waves are more diffi-
cult to observe on ocean-bottom seismometers due to large amounts of tilt noise on the horizontal
components [e.g., Webb, 1998]. As for the larger phase-anomaly dataset, we select paths for our
NoMelt dataset that have lengths > 90% within the Pacific basin (Table 1.2). These data are used
after inversion as a test of our preferred phase-velocity models.
1.3 Theory
For a given angular frequency, ω, a fundamental-mode surface-wave seismogram can be written
as a function of amplitude and phase [e.g., Tromp and Dahlen, 1992, 1993],
u(ω) = A(ω) exp[iΦ(ω)], (1.1)
where u(ω) denotes the recorded displacement at the station, and A(ω) and Φ(ω) are the amplitude
and phase, respectively. For a given earthquake source and receiver location, the phase of the wave
is the sum of four effects,
Φ = ΦS + ΦR + ΦC + ΦP , (1.2)
where ΦS is the source phase, ΦR is the receiver phase, ΦC is the phase contribution due to each








where c(ω) is the phase velocity and p(ω) is the slowness, and the integral is along the ray path. For
an earthquake with a known location and focal mechanism and assuming a spherical earth model,
we compute a synthetic seismogram, u0(ω),
u0(ω) = A0(ω) exp[iΦ0(ω)]. (1.4)
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= ωR∆p0 = ωXp0, (1.5)
where c0 and p0 are the phase velocity and slowness for the spherical Earth, ∆ is the angular
epicentral distance, R is the radius of the Earth, and X is the great-circle path length. We write the










Assuming the phase contributions due to the source, receiver, and each ray focus are accounted for,








where δc is the average phase-velocity perturbation along the great circle path.
Assuming ray theory, we interpret phase anomalies as having accumulated along the path be-
tween earthquake source and receiver,
δΦ = ω
∫
δp(θ, φ) ds, (1.8)
where δp(θ, φ) is the local slowness perturbation. The local phase-velocity perturbation, δc(θ, φ),
is calculated from the slowness perturbation.
For a weakly anisotropic Earth, azimuthal variations in surface-wave phase slowness can be
described as having two- and four-fold symmetry with respect to the propagation azimuth, ζ [Smith




= A0(θ, φ) + A1(θ, φ) cos(2ζ) + A2(θ, φ) sin(2ζ) (1.9)
+ A3(θ, φ) cos(4ζ) + A4(θ, φ) sin(4ζ),
where A0(θ, φ) is the azimuthally averaged term, equivalent to an isotropic phase-slowness pertur-
bation in the case with no anisotropy, and A1(θ, φ), A2(θ, φ), A3(θ, φ), and A4(θ, φ) are laterally




We interpret our phase-anomaly measurements, δΦ, in a ray-theory framework; phase anoma-
lies are attributed to slowness perturbations along the length of the great-circle path between earth-
quake source and receiver (equation 1.8). Laterally varying perturbations in slowness at a given







where N is the number of basis functions, ai are the model coefficients, and Bi(θ, φ) are the basis
functions. We choose to parameterize our model with 5◦-by-5◦ pixels. We invert for each of the
coefficients A0(θ, φ), A1(θ, φ), A2(θ, φ), A3(θ, φ), and A4(θ, φ) in every model pixel. We select
the boundaries of our model domain so that the entire length of each path is within the domain and
every pixel is crossed by at least one path. As a result, we do not need to correct our phase-anomaly
measurements for the effects of structure outside the model domain.













where j is the index of the observation, N is the number of observations, and σj is the observational
uncertainty, which was computed by Ekström [2011] by comparison of measurements from similar
paths.
Model regularization - roughness























[(∇cnζ) · (∇cnζ) + (∇snζ) · (∇snζ)] dΩ, (1.13)
where cnζ and snζ are the laterally varying cosine and sine coefficients for 2ζ and 4ζ azimuthal
anisotropy.
Azimuthal anisotropy on a sphere must be described with care because directions of constant az-
imuth at two nearby points are not parallel directions. In particular, applying smoothness-damping
constraints directly to the coefficients A1(θ, φ), A2(θ, φ), A3(θ, φ), and A4(θ, φ) leads to undesir-
able results at high latitudes. Ekström et al. [2006] introduced the concept of local parallel azimuth
and applied it to a global parameterization in terms of spherical splines. In this method, the ray
propagation direction at a given point is referenced to the north direction at the fixed knot points
of the model parameterization, rather than being referenced to geographical north at the point. In
an approach similar to that employed by Ma and Masters [2015], we apply the concept of local
parallel azimuth to our pixel parameterization. The correction for an azimuth at a point (θ, φ) is
calculated,
ζi(θ, φ) = ζ(θ, φ)− (αi(θ, φ)− βi(θ, φ)− π) , (1.14)
where ζi(θ, φ) is the local parallel azimuth at the ith pixel, αi(θ, φ) is the azimuth from the point
(θ, φ) to the ith pixel, and βi(θ, φ) is the back azimuth from the ith pixel to (θ, φ).
We compute the gradient operator numerically and correct for the local parallel azimuth. The
smoothness constraint is applied at each pixel by referencing the azimuths to the pixels north, south,
east, and west of the center pixel. Specifically, we calculate the squared discretized gradient of the
anisotropic slowness perturbations,
[(∇c) · (∇c) + (∇s) · (∇s)] ≈ [4δpca − (δpna + δpsa + (1/ cos(θ))× (δpea + δpwa ))] , (1.15)
where δpa is the anisotropic slowness perturbation at the center, north, south, east, and west pixels.
The factor 1/ cos(θ) is necessary to account for the changing size of a degree of longitude with
increasing latitude, and θ is the latitude of the center pixel. The anisotropic slowness perturbation
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for the 2ζ perturbations at a given pixel is
δpa = A1(θ, φ) cos(2ζ) + A2(θ, φ) sin(2ζ). (1.16)
It is necessary to apply the smoothness constraint in two directions, and we choose to apply it in the
north and northeast directions. In the north direction, ζ = 0, so we write the slowness perturbation,
dropping the (θ, φ), as
δpca = A1. (1.17)
The azimuth correction for a neighboring pixel is
ζi = αi − βi − π. (1.18)
The slowness perturbation at the north pixel is then
δpna = A1 cos(2(αi − βi)) + A2 sin(2(αi − βi)). (1.19)
In the northeast direction, ζ = π/4, and we recalculate the slowness perturbations for the center
and north pixels:
δpca = A2 (1.20)
ζi = αi − βi − 3π/4 (1.21)
δpna = −A1 sin(2(αi − βi)) + A2 cos(2(αi − βi)). (1.22)
Similarly, we compute the 2ζ anisotropic slowness perturbations for the south, east, and west pixels
and apply the discretized gradient operator to smooth the model in each direction. The gradient for
the 4ζ anisotropic slowness perturbations is calculated analogously.
Model regularization - age dependence
We have fewer crossing paths at the edges of our model domain, making it difficult to resolve,
for example, velocities along the southern part of the East Pacific Rise. In order to recover realis-
tic phase velocities in regions with poor path coverage, we implement an additional regularization
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scheme in which we take advantage of the previously demonstrated age dependence of oceanic
phase velocity [e.g., Nishimura and Forsyth, 1988, 1989] to construct an a priori model of the hor-
izontal gradient in slowness perturbation. We damp the gradient of the isotropic model parameters
towards the gradient of the age-dependent model.
We model the age dependence of the slowness perturbation by assuming a halfspace-cooling
model for the oceanic plate. This cooling model predicts that the depth to a given temperature varies
with the square root of cooling time [Turcotte and Schubert, 2002]. As temperature is typically
the dominant control on seismic velocity perturbations within the upper mantle, we expect that
isotropic shear and compressional velocities also should vary as a function of the square root of
seafloor age. The age dependence of surface-wave phase velocity, however, is more complicated
than a simple square root function due to the depth averaging of the sensitivity to elastic structure.
In order to model the age dependence of phase velocities, we first predict oceanic geotherms at
different plate ages assuming a halfspace cooling model, then we use the method of Jackson and
Faul [2010] to convert these temperature profiles to upper-mantle seismic velocities. Finally, we
calculate the resulting Rayleigh and Love phase velocities and find that the predicted surface-wave
slowness can be described well by the function
pi = c1Ti + c2
√
Ti + c3, (1.23)
where pi is the slowness and Ti is the seafloor age in Ma for the ith pixel. The seafloor age is defined
as the average value of the global age model of Müller et al. [2008] within each pixel. The linear
term is necessary to predict accurate phase velocities at young seafloor ages, particularly at short
periods; without this term, the predicted phase velocities are too high. We confirm that the form
of age dependence expressed in equation 2.39 holds for observed phase velocities by modeling the
age dependence of the Pacific Rayleigh and Love phase velocities in dispersion model GDM52
[Ekström, 2011]. Harmon et al. [2009] also found that a function of this form describes well the
variation in phase velocity for young lithosphere near the East Pacific Rise.
The total slowness perturbation in our inversions, (δp/p0)i, is calculated with respect to a con-
stant initial starting model, so both the perturbation and absolute phase slowness should be de-
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scribed by equation 2.39. We use this age relationship to model the slowness perturbation as a
function of age. For any two adjacent pixels with seafloor ages Ti and Tj , we calculate the gradient


















where (δp/p0)0i and (δp/p0)0j are calculated using the age model.
We damp the gradient of the isotropic model parameters towards the age-dependent gradient.


















where (∇δp/p0)0 is the predicted gradient in age-dependent phase-slowness perturbations, calcu-
lated as in equation 2.40, and N is the average number of paths that sample any two adjacent pixels.
In areas where the model is well sampled by crossing paths, we do not want the age-dependent
damping scheme to have a dominant effect on the model perturbations. The weight 1/ log10(Nij)
ranges between 0.1 and 1.0 and is applied in order to focus this damping on the pixels that are most
poorly resolved. For pixels that do not contain seafloor or for which the seafloor age is not defined,
we do not apply age-dependent damping.
While the strength and orientation of azimuthal anisotropy may vary with seafloor age and
location relative to the spreading ridge, the form of the expected variation is not well known and we
do not apply the age-dependent damping scheme to the model parameters that describe azimuthal
anisotropy.
For pixels on the edge of our model domain that are located on continents, rather than oceanic







(p− pc)2 dΩ, (1.26)
where pc is the slowness at the center of the continental pixel evaluated from GDM52.
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Inversion Scheme
In a full inversion for isotropic and 2ζ and 4ζ azimuthal anisotropy, with age-dependent damp-
ing, we minimize the total misfit function
χ′2 = χ2 + λR2 + λ2ζR22ζ + λ4ζR24ζ + λageR2age + λcR2c , (1.27)
where λ, λ2ζ , λ4ζ , λage, and λc are the relative weights assigned to the observations and damping
schemes.
We minimize the total misfit function χ′2 in an iterative least-squares inversion. The start-
ing model for the inversion at each period is the uniform phase velocity of the PREM model
[Dziewoński and Anderson, 1981], but we find that our choice of starting model does not influ-
ence strongly the resulting phase-velocity maps. We choose to iterate because this allows us to
use the age dependence of our inverted phase velocities as an a priori constraint on the subsequent
iteration, as described in section 2.3. For the first iteration, we assume a constant starting model
without age dependence. After the first and each subsequent iteration, we solve for the best-fitting
coefficients c1, c2, and c3 of equation 2.39 to model the inverted slowness perturbations as a func-
tion of seafloor age. We then predict the expected horizontal slowness gradient between any two
pixels. In the subsequent iteration, the starting model is taken to be the phase-velocity model from
the prior iteration and we solve for the total slowness perturbation from the initial starting model.
1.5 Results
We performed inversions for isotropic Love and Rayleigh wave phase velocity and their 2ζ and
4ζ azimuthal variations at periods between 25 s and 250 s. We first present the results of inversions
for the isotropic terms only. Subsequently, we present the results of anisotropic inversions. In each
case, we examine the tradeoffs between smoothness damping, age-dependent gradient damping,
and data fit by minimizing χ′2 in a series of inversions in which we vary the damping weights λ,
λ2ζ , λ4ζ , and λage. We perform these tests for a reference period of 50 s and compare the normalized
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data misfit χ2/N , where N is the total number of observations, to the model roughness, R2, in
order to determine our preferred damping parameters. Once the reference damping weight, λ(f0),
is selected, we calculate the weight at different periods by scaling to the reference weight such
that λ(f) = f0
f
λ(f0). The damping weights for isotropic and anisotropic smoothness damping and
age-dependent gradient damping all are scaled by frequency in the same manner.
Isotropic phase-velocity maps
Results of the isotropic inversions at several periods are shown in Fig. 1.2 for Rayleigh waves
and in Fig. 1.3 for Love waves. As expected, phase velocities of both Love and Rayleigh waves at
all periods exhibit slow velocities beneath the East Pacific Rise; the area of low velocities beneath
the ridge is narrow at short periods and broadens with increasing period. We observe the fastest
phase velocities in the northwest Pacific.
We assess the performance of the age-dependent damping scheme by performing an inversion
without this damping for comparison. Fig. 1.4 shows the phase-velocity maps for 50-s Rayleigh
waves with and without the age-dependent damping applied. For this comparison, we choose the
damping weights such that the resulting model roughness is similar between the two maps. The
largest difference between the models occurs along the southern boundary of the model domain,
where the mid-ocean ridge is made slower by damping the phase velocity towards the gradient
for young seafloor ages. Aside from this region in the southern part of the model where the path
coverage is relatively weak, differences between the maps generally are less than ±1% and they
occur primarily along the mid-ocean ridges, where we model slower phase velocities, and seaward
of continents, where we model slightly faster phase velocities when age-dependent damping is
applied. At longer periods, the differences between the two models are smaller. At shorter periods,
the differences are larger, reaching ±2% for 25 s Rayleigh waves, but the patterns remain the same.
Applying the age-dependent gradient damping in regions near mid-ocean ridges has a signif-
icant effect because the gradient of phase velocity with age is largest for young seafloor, and be-
cause the ridge that forms the southern boundary of the Pacific is less well covered by crossing
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paths than other areas of the model (Fig. 1.1). Velocities also change rapidly across subduction
margins, where the downgoing plate consists of old seafloor and the upper plate consists of young
seafloor or continental or arc material. A larger weight for the traditional smoothness damping, λ,
is required for the inversion where no age-dependent damping is applied, and the smoothing leads
to unreasonably high velocities at the ridge and slow velocities adjacent to subduction margins.
In the inversion where we apply age-dependent gradient damping, we are able to decrease λ and
recover low velocities at the ridge that are more realistic and slightly faster phase velocities for the
oceanic pixels at the subduction margins that are likely closer to their true values. This behavior
indicates that the age-dependent damping achieves the desired result of minimal influence in well-
sampled regions and a realistic constraint in poorly sampled seafloor regions and areas where rapid
lateral variations are expected. For all other phase-velocity results presented in this paper, we have
performed the inversions with the age-dependent damping scheme.
We examine the age dependence of phase velocity in our isotropic maps by comparing the
total phase-velocity perturbation from the starting model to the best-fitting age model (equation
2.39). Fig. 1.5(a-d) shows phase-velocity perturbations as a function of seafloor age and maps
of the differences between the perturbations and the best-fitting age model for the isotropic-only
inversions for Rayleigh and Love waves at 50 s. The simple, age-dependent model fits the data
well overall, but with some scatter. A subset of model pixels in the western equatorial Pacific with
seafloor ages older than 120 Ma exhibit phase velocities uniformly slower than the best-fitting age
model. These model pixels are slow for both Rayleigh and Love waves at all periods, with the
largest perturbation at short periods (Figs. 1.2 and 1.3). The slow phase-velocity perturbation in
this region is the largest deviation from a simple age model in the Pacific and corresponds to the
region of thickened oceanic crust in the Ontong Java Plateau [Hussong et al., 1979, Gladczenko
et al., 1997].
Around 15◦ S, a broad, linear feature of relatively slow phase velocity compared to the best-
fitting age model extends from the East Pacific Rise to the northern part of the Tonga-Fiji subduc-
tion zone. We observe this feature for both Rayleigh and Love waves and at all periods examined in
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this study. This low-velocity anomaly coincides with the location of several hotspots and the pro-
posed South Pacific superswell [McNutt and Fischer, 1987]. An elongated low-velocity anomaly
is also observed in the region of the Hawaiian islands; this region of slow velocities has been pre-
viously observed and is associated with the Hawaiian hotspot and plume [e.g., Zhao, 2001, Wolfe
et al., 2009].
Damping the slowness of continental pixels towards GDM52, as described in section 2.3, leads
to more realistic continental velocities; without this regularization applied, the smoothness damping
leads to modeled continental phase velocities that are too fast and some oceanic phase-velocities
that are likely too slow. When we invert with the norm damping for the continental pixels, the data
are fit equally well and we recover slightly faster phase velocities in the western Pacific and Nazca
and Cocos plates. This damping scheme allows us to resolve the phase velocity of the oceanic plate
better without sacrificing data fit.
Anisotropic phase-velocity maps
We investigate the anisotropic structure of the Pacific by performing inversions for Rayleigh
and Love wave phase velocities including 2ζ and 4ζ azimuthal variations. The improvement in
fit to the data resulting from the inclusion of the azimuthal terms is given in Table 1.3. While the
data fit is always improved with the addition of anisotropic parameters, the largest misfit reduction
occurs when including the sensitivity to 2ζ Rayleigh wave anisotropy; data fit is improved by 8.8%
at 250 s, 27% at 125 s, and 51% at 45 s. Including sensitivity to 4ζ Rayleigh wave anisotropy or
2ζ and 4ζ Love wave anisotropy makes little difference to the overall data misfit; the data fit for
Love waves is improved by only 6 − 16% with the addition of 2ζ anisotropy and by 10 − 23%
when the sensitivity to both 2ζ and 4ζ terms is included. This implies that the strength of the Love
wave anisotropic terms is small and less well resolved than the 2ζ Rayleigh wave terms.
To assess our resolution of azimuthal anisotropy across the Pacific, we compute a measure of
local resolution for our phase-anomaly dataset (Fig. 1.1c-d). For each model pixel, we define the
local resolution to be the logarithm of the ratio between the maximum and minimum eigenvalues of
23
the inner-product matrix that contains the sensitivity to perturbations to average phase velocity and
2ζ and 4ζ azimuthal variations within the pixel. A low value of this ratio, known as the condition
number, requires several paths crossing each pixel in multiple directions and indicates that the
inversion is well constrained. By this metric, resolution of azimuthal anisotropy is good across most
of the central Pacific for Rayleigh waves and worse for Love waves. At the edges of the model
domain, there are few crossing paths and the local resolution is weak, so we avoid interpreting
azimuthal anisotropy in these areas.
Due to the relatively poor resolution of Love wave azimuthal anisotropy and the small im-
provement in misfit when anisotropic terms are included in the inversion (Table 1.3), we select the
isotropic model as our preferred Love wave phase-velocity model. For Rayleigh waves, including
the 4ζ terms in the inversion leads to a relatively small reduction in misfit of 3− 7% compared to
the improvement from including only the 2ζ terms, so we select as our preferred Rayleigh wave
phase-velocity model the inversion that includes only the isotropic and 2ζ anisotropic velocity
variations.
Fig. 1.6 shows Rayleigh wave phase velocity and its 2ζ azimuthal variations at four periods.
At all periods, the magnitude of the isotropic velocity variations is reduced when including sen-
sitivity to azimuthal variations, but we still observe strong age dependence. The strength of the
azimuthal anisotropy is largest at short periods, and decreases with increasing period. At short pe-
riods, there are large lateral variations in the orientation of the anisotropy fast axis. At long periods,
the variations are smoother.
For Rayleigh waves, including sensitivity to azimuthal anisotropy in our inversions leads to
isotropic oceanic phase velocities that are closer to a simple age-dependent model (Fig. 1.5e-f), a
result that holds both when we apply the age-dependent gradient damping scheme in the inversions
and when we do not. The magnitude of the phase-velocity differences from the age-dependent
model is smaller in the anisotropic phase-velocity maps than in the isotropic-only maps. Phase
velocities in the Nazca plate and northeast Pacific plate are slower, while velocities in the southern
Pacific are faster. Including sensitivity to Love wave azimuthal anisotropy does not reduce the
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variation in isotropic phase velocities about an age-dependent model, further suggesting that our
observations do not require Love wave azimuthal anisotropy.
Prediction of NoMelt phase anomalies
Using our preferred phase-velocity models, we predict the surface-wave dispersion for the paths
recorded on the NoMelt network that are 90% within the Pacific. Because there are very few
NoMelt paths relative to our phase-anomaly dataset (Table 1.2), including these data in the inver-
sion does not improve significantly the lateral resolution of our model. Instead of using these data as
an additional constraint, we choose to use predictions of these phase-anomaly data to help validate













for the NoMelt phase-anomaly observations. The variance reduction describes the improvement
in data misfit relative to our starting model, the uniform phase velocity predicted by PREM. Our
preferred phase-velocity models explain a significant fraction of the phase-anomaly variance; vari-
ance reduction is greater than 81% for Love waves and 97% for Rayleigh waves between 25 s and
45 s. At long periods, the variance reduction is lower: 59% for the 125-s Love wave data and
50% for 125-s Rayleigh wave data. Similarly to the full phase-anomaly dataset (Table 1.5), the
variance reduction is greatest at short periods because the data variance is larger. At long periods,
the uniform starting model does a relatively good job explaining the data, so the reduction in vari-
ance from our preferred models is lower. This effect is larger for Rayleigh waves than for Love
waves because Rayleigh waves have relatively deeper sensitivity to elastic structure. The velocity
at depths where long-period Rayleigh waves have the greatest sensitivity has less lateral variation
than the shallower velocity structure, to which Love waves are more sensitive.
In addition to providing a test of our model, our ability to predict the NoMelt phase-anomaly ob-
servations well indicates that the measurements are accurate. This is the first time the measurement
technique of Ekström et al. [1997] has been applied to data collected on ocean-bottom instruments,
though phase-velocity measurements have been obtained from such data previously using other
techniques. Our result supports the argument for inclusion of such data in plate- and global-scale
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models, in addition to the focused studies for which the instruments are typically deployed.
1.6 Discussion
Our preferred phase-velocity models are isotropic for Love waves and include 2ζ azimuthal
variations for Rayleigh waves. Although we invert for models that include the full sensitivity to
2ζ and 4ζ azimuthal variations, we find that the improvement in data fit is small with the addition
of the 4ζ term for Rayleigh waves and of either or both terms for Love waves (Table 1.3). Our
observations are consistent with modeling of the elasticity tensor of olivine that suggests that the
dominant anisotropy terms are 2ζ for Rayleigh wave anisotropy and 4ζ for Love wave anisotropy,
with the Love wave anisotropy predicted to be quite small [Montagner and Nataf, 1986]. Inverting
for only the 4ζ azimuthal terms for Love waves leads to models that fit the data as well as models
with only 2ζ azimuthal anisotropy, suggesting that any existing Love wave anisotropy is too weak
for our data to resolve. Models including only the 4ζ azimuthal terms for Rayleigh waves fit
the data worse than models including only the 2ζ azimuthal terms, confirming that the dominant
Rayleigh wave azimuthal anisotropy has a 2ζ pattern. In the discussion that follows, we refer to
our preferred set of maps, which are shown in Fig. 1.3 for Love waves and Fig. 1.6 for Rayleigh
waves.
Age dependence of phase velocity
Our surface-wave phase-velocity maps show a clear age dependence. Fig. 1.7 shows the me-
dian dispersion for our preferred Rayleigh and Love wave models in several age bins. We compute
the median isotropic phase velocity in each bin from all pixels in the model domain that have an
average seafloor age within the range of that age bin. For both Rayleigh and Love waves, the
youngest seafloor is the slowest, and at long periods the oldest seafloor is the fastest. For short-
period Rayleigh waves, there is a reversal in this trend for the oldest seafloor; the median phase
velocity at 25 s for seafloor with ages greater than 110 Ma is slightly slower than for seafloor
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with ages between 52 and 110 Ma. Forward modeling of phase velocities indicates that changes
in seafloor depth, water-layer thickness, and sediment thickness likely explain this pattern, a re-
sult consistent with the findings of Nishimura and Forsyth [1989] and Ma and Dalton [2017]. In
particular, we find that the greater seafloor depth and corresponding water-layer thickness for the
oldest seafloor in crustal model CRUST2.0 [Bassin et al., 2000] explain the average behavior of
relatively slow short-period Rayleigh wave velocities.
We compare our median dispersion to the pure-path regionalization of Pacific phase velocities
of Nishimura and Forsyth [1985, 1988, 1989] (Fig. 1.7). The phase-velocity models of Nishimura
and Forsyth [1989] were corrected to account for probable reheating events associated with anoma-
lously shallow seafloor. Those models provide an estimate of phase velocity for the unperturbed
seafloor of the Pacific. The dispersion curves we present here represent the existing structure,
which includes any alteration of the lithosphere and crust that has occurred since the seafloor was
created, so the most direct comparison can be made between our modeled phase velocities and the
Love [Nishimura and Forsyth, 1985] and Rayleigh wave [Nishimura and Forsyth, 1988] pure-path
phase-velocity models that do not contain corrections for reheating associated with anomalously
shallow regions. Overall, the character of our age-binned, median dispersion curves is very similar
to the regionalized phase velocities of Nishimura and Forsyth [1985, 1988]. Our results confirm
that these pure-path models, carefully constructed three decades ago, provide a very good repre-
sentation of the average age progression of Pacific phase velocities, with the limitation that they
are regionalized, so no lateral variation or evolution of velocity within an age bin is allowed.
The correction made by Nishimura and Forsyth [1989] to account for reheating in regions of
anomalously shallow seafloor has the largest effect on phase velocities for the oldest seafloor.
Our median dispersion for seafloor within the oldest age bin agrees more closely with the un-
corrected pure-path models of Nishimura and Forsyth [1985, 1988] than the corrected model of
Nishimura and Forsyth [1989]. For Rayleigh waves in seafloor older than 110 Ma, our observed
phase velocities are only 0.7% slower at 100 s than Nishimura and Forsyth [1988] (Fig. 1.7a), but
are 1.1% slower at 75 s than Nishimura and Forsyth [1989] (Fig. 1.7c). For Love waves in the old-
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est seafloor age bin, median phase velocities reach only 0.6% slower than Nishimura and Forsyth
[1985] at 125 s (Fig. 1.7b) but are up to 2.4% slower at 32 s than Nishimura and Forsyth [1989]
(Fig. 1.7d). Our observed phase velocities for seafloor of intermediate ages are very similar to
those of Nishimura and Forsyth [1985, 1988], and are systematically slightly slower than the phase
velocities of Nishimura and Forsyth [1989] for all ages greater than 4 Ma. These differences are all
consistent with Nishimura and Forsyth [1989] representing Pacific seafloor that has not been re-
heated, and our models representing all Pacific lithosphere, which includes reheating and alteration
signals that have the effect of decreasing phase velocities.
The largest difference between our observed surface-wave dispersion and the models of Nishimura
and Forsyth [1985, 1988, 1989] occurs for the youngest seafloor. For seafloor of age 0− 4 Ma, we
find faster velocities than Nishimura and Forsyth [1989]; median phase velocities are up to 3.8%
faster for 25 s Rayleigh waves and 3.5% faster for 35 s Love waves. Our overall sensitivity to the
phase velocity of the youngest seafloor is low due to the 5◦ pixel size we use and the relatively
small area of seafloor with ages 0 − 4 Ma. Only 15 pixels, or less than 3% of the total number
of pixels in our model, fall within this youngest age bin. In addition, seafloor older than 4 Ma
is included in most pixels because the ridge is not always centered in the middle of the pixel and
spreading rates vary. Consequently, the values in these pixels are shifted towards higher phase ve-
locities than if they included only the youngest seafloor. The median curves in our 0−4 Ma age bin
are thus biased high. Conversely, many of the paths sampling the youngest seafloor in the model
of Nishimura and Forsyth [1989] travel approximately parallel to the ridge; these waves may be
focused towards the lowest-velocity regions along the ridge, in a waveguide effect [e.g., Dunn and
Forsyth, 2002], leading to a 0−4 Ma average that may be biased towards the lower velocities along
the ridge. If we use our best-fitting age model at each period (equation 2.39) to predict the phase
velocities at age 0 Ma (Fig. 1.7), we find that the predicted velocity agrees well with the youngest
age bin of Nishimura and Forsyth [1989], especially for the data with shallow sensitivity (Love
waves and shorter-period Rayleigh waves). This agreement provides an additional indication that
the age-dependent models represent the evolution of phase velocity with seafloor age well.
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Recent studies of Rayleigh wave phase velocity in the Atlantic ocean [James et al., 2014] and
Indian ocean [Godfrey et al., 2017, Ma and Dalton, 2017] have also observed phase velocities for
the youngest seafloor that are faster than the phase velocities of Nishimura and Forsyth [1989]. In
the Atlantic, the oldest seafloor is relatively slow compared to the model of Nishimura and Forsyth
[1989], but in the Indian ocean the phase velocities in the oldest seafloor are more similar, perhaps
suggesting that the lithosphere in the Indian ocean has undergone less alteration and reheating than
in the Pacific and Atlantic.
We also compare our median observed phase velocities to those of global dispersion model
GDM52 [Ekström, 2011] and find that they agree very well. Although our dataset is a subset of the
data used to construct GDM52, modeling choices including different parameterization and damping
schemes could lead to differences between the two models. However, the agreement between the
two suggests that the results are independent of these modeling choices.
Fig. 1.5 shows that most of the phase-velocity perturbation at an individual period can be ex-
plained by a simple model consistent with halfspace cooling. In order to assess how much of the













2, assuming the one-dimensional age-
dependent model given by equation 2.39 at each period, and compare it to the variance reduction
from our preferred two-dimensional maps (Table 1.5). For 50-s Rayleigh waves, for example, 90%
of the variance of the data can be explained by a model that depends only on seafloor age. Our
preferred phase-velocity model, including lateral variations and anisotropy, explains 96% of the
variance of the data. For both Rayleigh and Love waves at short periods, the variance reduction for
the simple one-dimensional age model is high, indicating that the cooling of oceanic lithosphere
explains much of the structure in the oceanic upper mantle. At longer periods (> 75 s), the vari-
ance reduction is lower. At 125 s, the variance reduction for the age-dependent model is 71% for
Love waves and only 38% for Rayleigh waves, compared with variance reductions for our pre-
ferred phase-velocity models of 82% for Love waves and and 70% for Rayleigh waves. At 250 s,
the variance reduction for the age-dependent model is 40% for Love waves and 20% for Rayleigh
29
waves compared with 52% and 36% for our best-fitting Love and Rayleigh wave models.
The fraction of variance reduction that the age-dependent model explains is greatest for short-
period waves and and lowest for long-period waves. For Love waves, the fraction of explained
variance reduction ranges from 0.77 at 250 s to 0.99 at 25 s. For Rayleigh waves, this fraction
ranges from 0.56 at 250 s to 0.98 at 25 s. Surface-wave phase velocity is sensitive to an integral
of the intrinsic shear velocity over a depth range that depends on the wave’s period. The peak
in sensitivity for longer period waves occurs deeper than for short-period waves, and the plate-
cooling signal is stronger in the shallow upper mantle. The depth of peak Rayleigh wave sensitivity
also occurs deeper than the peak depth for Love waves; this explains why the fraction of variance
reduction explained by the age-dependent model is significantly lower for long-period Rayleigh
waves than for Love waves.
We also observe that seafloor with ages older than ∼ 100 Ma shows more scatter in phase-
velocity perturbations about the average age model than younger seafloor, with an increase in
the strength of slow-velocity anomalies (Fig. 1.5). This observation is consistent with reheating
of older oceanic lithosphere, possibly due to the influence of plumes or thermal-boundary-layer
instabilities leading to small-scale convection in the asthenosphere. Ritzwoller et al. [2004] mod-
eled upper-mantle shear velocities using Rayleigh waves and also found evidence for the reheating
of oceanic lithosphere in the Pacific, and suggested that a large reheating event occurred from
70 − 100 Ma. Maggi et al. [2006b] also conducted a shear-velocity inversion based on Rayleigh
waves but did not find any evidence for reheating of the Pacific lithosphere. Our observations sug-
gest some thermal alteration of older portions of the Pacific lithosphere, but do not support a single
reheating event, as the deviations do not show a sudden onset at a particular seafloor age.
Although much of the data variance is explained by a simple age-dependent model, there is a
significant improvement in variance reduction for phase-velocity models that include lateral varia-
tions in isotropic phase velocity and 2ζ anisotropy. The difference between the full phase-velocity
perturbation and the best-fitting age model highlights the locations where the oceanic upper man-
tle is affected by processes other than plate cooling (Fig. 1.5f). Several areas stand out, including
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a low-velocity feature extending between the East Pacific Rise and Tonga-Fiji subduction zone
around 15◦ S that may be related to a series of hotspots associated with the South Pacific super-
swell, including the Easter Island, Pitcairn, Macdonald, Society, and Samoa hotspots [Isse et al.,
2006, Suetsugu et al., 2009, Isse et al., 2016]. This region has anomalously shallow seafloor and
shows evidence for a relatively thin elastic plate, consistent with elevated mantle temperatures
in the region [McNutt and Fischer, 1987]. Near Hawaii, there is a region of anomalously slow
Rayleigh wave velocities that is elongated in the orientation of the island chain; this feature is
related to the Hawaiian plume and associated hotspot track.
Previous modeling of the structure local to the East Pacific Rise found an asymmetry of seismic
velocities across the ridge, with faster velocities on the eastern side of the ridge [Forsyth et al.,
1998, The MELT Seismic Team, 1998, Toomey et al., 2002, Hammond and Toomey, 2003, Harmon
et al., 2009]. In the area of the MELT experiment, located across the East Pacific Rise around
17◦ S, we find the seafloor to the west of the ridge to be slightly slower than seafloor to the east
(Fig. 1.5d,f). At a larger scale, when we model only isotropic phase-velocity perturbations, we
find a weak asymmetry on average, with Rayleigh wave velocity faster in the Nazca plate than
the Pacific plate (Fig. 1.5c). However, when we also invert for 2ζ azimuthal anisotropy, as in our
preferred model, this observed difference disappears (Fig. 1.5e). The gray dots in Fig. 1.5c,e show
the phase-velocity perturbations for pixels located on the Nazca and Cocos plates. Accounting for
the azimuthal anisotropy of Rayleigh waves leads to isotropic phase velocities that follow a simple
age dependence more closely.
When we allow the east and west sides of the East Pacific Rise to follow independent age
models, we find that our data are consistent with more rapidly increasing velocities on the east
side of the ridge, but do not require this structure. For these models, variance reduction improves
by less than 0.3%. The asymmetry observed by previous workers has a length scale of several
hundred kilometers, approximately the same size as one pixel in our model. Consequently, we are
not able to resolve asymmetry local to the East Pacific Rise. We find that our data do not require
asymmetry across the ridge on a larger scale, suggesting that asymmetry with a length scale larger
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than ∼ 500 km is weak.
Age dependence of azimuthal anisotropy
We observe that, like the isotropic phase velocities, the strength of Rayleigh wave azimuthal
anisotropy depends on age (Fig. 1.8). For all periods, the median strength of Rayleigh wave 2ζ
anisotropy is largest for young seafloor ages and gradually becomes smaller for ages greater than
70 Ma. We observe the lowest anisotropy strength for seafloor from 130 − 180 Ma. The median
azimuthal anisotropy strength for 75-s Rayleigh waves, for example, decreases from an average of
1.1% for seafloor of ages between 0 and 60 Ma to an average of 0.4% for 120− 180 Ma seafloor.
This finding agrees with previous work suggesting that the magnitude of surface-wave anisotropy
decreases as a function of seafloor age [Nishimura and Forsyth, 1988, Smith et al., 2004, Debayle
and Ricard, 2013]. One possible explanation is a decrease in the absolute strength of anisotropy in
older seafloor, perhaps as a result of reheating or other alteration of the lithosphere that leads to a
disruption in anisotropic fabric. However, some authors [e.g., Smith et al., 2004] have proposed
that variations in the strength of anisotropy with age may be due to the differences of anisotropy
orientation in the lithosphere and asthenosphere at older ages.
According to the simplest model of the formation of A-type olivine fabric anisotropy in oceanic
lithosphere and asthenosphere, the orientation of anisotropy in the lithosphere should reflect the
direction of mantle flow at the time the plate stopped deforming ductily, while the orientation in
the asthenosphere should reflect the orientation of recent mantle flow. For young seafloor in the
Pacific, spreading direction and absolute plate motion tend to be aligned with one another, so it
is also likely that the orientation of azimuthal anisotropy is similar between the lithosphere and
asthenosphere. For older seafloor, paleospreading and absolute-plate-motion directions are more
likely to diverge, so the anisotropy orientation between lithosphere and asthenosphere may also
be different. Because surface waves are sensitive to structure over a range of depths, they will be
influenced by anisotropy in both the lithosphere and asthenosphere. For surface waves sampling
regions of the mantle with layers of near-perpendicular anisotropy orientations, this could lead to
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weak surface-wave azimuthal anisotropy even if there is strong anisotropy at depth.
However, we observe the same decrease in azimuthal anisotropy strength with age for seafloor
where the paleospreading and absolute-plate-motion directions are aligned. When we only con-
sider seafloor where the paleospreading and absolute-plate-motion directions differ by < 20◦, we
find that the median strength for 75-s Rayleigh wave 2ζ anisotropy decreases from an average of
1.0% for 0 − 60 Ma seafloor to an average of 0.4% for 120 − 180 Ma seafloor. This suggests
that the decrease in surface-wave anisotropy magnitude with seafloor age is not primarily due to
large changes in anisotropy orientation with depth, but to a decrease in the absolute strength of
anisotropy in older seafloor. We observe the largest azimuthal anisotropy at the shortest periods
and the weakest azimuthal anisotropy at the longest periods, suggesting that azimuthal anisotropy
is strongest in the shallow upper mantle and weaker at greater depths.
Comparison with absolute plate motion and paleospreading directions
In Figs. 1.9 and 1.10, we compare the orientations of the Rayleigh wave 2ζ anisotropy fast
axes to paleospreading directions and absolute-plate-motion directions across the Pacific basin.
We use absolute-plate-motion directions from NUVEL-1A, in a no-net-rotation reference frame
[DeMets et al., 1994]. We have also compared our model to the absolute plate motions of HS3
[Gripp and Gordon, 2002] and find similar results for both absolute-plate-motion models; here
we present only the comparison with NUVEL-1A. Paleospreading directions were estimated as
the direction normal to magnetic isochrons. Although it is simpler to interpret comparisons with
three-dimensional models, this leads to a significant increase in complexity due to the additional
parameterization and regularization choices that are required when modeling three-dimensional
anisotropic structure. Comparison between paleospreading and absolute-plate-motion directions
and our two-dimensional anisotropic phase-velocity models allows us to assess several aspects of
the dynamics of the Pacific plate, with a minimum of a priori constraints on the model.
Fig. 1.9 shows a comparison for Rayleigh waves at 25 s and 125 s. We observe significant
angular misfit between the modeled anisotropy fast axis and both the paleospreading and absolute-
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plate-motion directions at every period. However, some patterns are visible. For shorter periods,
which are sensitive to shallow structure, we find a region in the northeast Pacific within which
the anisotropy is very well aligned with paleospreading direction but not aligned with absolute
plate motion. This is consistent with the short-period waves being sensitive to the frozen-in align-
ment of olivine crystals within the oceanic lithosphere. The best overall agreement occurs between
long-period anisotropy fast-axis orientation and absolute plate motion, with large areas of the Pa-
cific basin showing relatively good agreement between the two directions. This is consistent with
longer-period waves having greater sensitivity to anisotropy within the asthenosphere that is being
formed by present-day shear between the oceanic plate and underlying mantle. These observations
are also consistent with the results of Smith et al. [2004], who compared the azimuthal anisotropy
of Rayleigh wave group velocity across the Pacific with plate motion and fossil spreading direc-
tions. The overall patterns also are similar to those of several recent three-dimensional models
of azimuthal anisotropy [Debayle and Ricard, 2013, Burgos et al., 2014, Schaeffer et al., 2016],
although at smaller scales there are significant differences between these models.
Fig. 1.10 shows the median angular misfit between the Rayleigh wave 2ζ anisotropy fast axes
and paleospreading and absolute-plate-motion directions at several periods as a function of seafloor
age. The lowest overall misfit with absolute-plate-motion directions occurs for long-period Rayleigh
wave anisotropy directions (Fig. 1.10b). At 125 s, 36% of the pixels have a misfit less than 15◦
and 75% of the pixels have a misfit less than 40◦, with an overall median angular misfit of 20◦. At
200 s, the overall median angular misfit is 19◦. At 250 s, however, the angular misfit with absolute-
plate-motion directions is larger; the overall median angular misfit increases to 32◦ and only 24%
and 61% of pixels have misfits less than 15◦ and 40◦, respectively. At 25 s, only 19% and 55%
of pixels have misfits less than 15◦ and 40◦, respectively, and the overall median angular misfit
is 36◦. The larger angular misfit for short periods indicates that the shallower structure aligns less
well with absolute plate motion. The increase in misfit at 250 s may be explained by a greater depth
of peak sensitivity; if the region of alignment with absolute-plate-motion direction is confined to
the asthenosphere below the base of the plate [e.g., Debayle and Ricard, 2013, Becker et al., 2014,
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Debayle et al., 2016], surface waves with long enough periods may start to be sensitive to structure
beneath this layer. Median angular misfit with absolute-plate-motion direction increases gradually
with seafloor age until about 100 Ma, after which the misfit generally decreases. However, the
number of pixels that fall within the oldest age bins is very small, so this result must be interpreted
with caution.
The angular misfit with paleospreading direction depends on period less strongly; at 25 s, 35%
of pixels have misfits less than 15◦ and 75% of pixels have misfits less than 40◦. At 125 s, 37% and
76% of pixels have misfits less than 15◦ and 40◦. The median angular misfit with paleospreading
direction also increases as a function of seafloor age; the youngest seafloor has anisotropy orien-
tations that align most closely with spreading directions and the alignment is worst for the oldest
seafloor. Uncertainties in estimated paleospreading direction likely increase with seafloor age and
the paleospreading direction is more different from absolute plate motion for older seafloor, both
of which are likely to influence the overall misfit with our observed seismic anisotropy.
In a general sense, the misfit patterns we observe are consistent with formation of LPO anisotropy
in the cooling oceanic plate and deforming asthenosphere. However, we observe significant re-
gional differences between observed anisotropy and the orientation we expect based on the pale-
ospreading and absolute-plate-motion directions. In the western Pacific, the angular misfit tends to
be much larger than the median value. Several factors likely contribute to the worse misfit in this
location: the western Pacific has some of the oldest seafloor in the Pacific, so it has a longer history
of potential alteration by reheating events and associated deformation. In addition, the orientation
of the fast axis of anisotropy appears to change over shorter distances in the western Pacific com-
pared with the eastern Pacific. It is difficult to resolve smaller-scale changes in fast-axis orientation
because we are using relatively long-period surface waves with long paths and are damping towards
smooth models.
In the central part of the Pacific plate, there are large areas with a small but consistent offset
of 10◦ − 20◦ between the orientation of the anisotropy fast axis and the absolute-plate-motion
direction. This result suggests that there may be shear in the asthenosphere with an orientation
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different from the absolute plate motion of the Pacific plate. Becker et al. [2014] suggested that
additional mantle flow beneath the base of the plate was required to match observed anisotropy,
and our models support that conclusion. Small-scale convection may also play a role in disrupting
simple anisotropy patterns and leading to a misalignment between observed seismic anisotropy and
absolute-plate-motion directions [Coltice et al., 2017]; this would lead to small-scale variations in
anisotropy orientations that we do not observe, but that may exist at length scales shorter than our
resolution limit.
1.7 Conclusions
We present new anisotropic phase-velocity maps for Rayleigh and Love waves in the Pacific
between 25 s and 250 s. We find that our data require azimuthal anisotropy for Rayleigh waves
but not for Love waves. Both Rayleigh and Love wave phase velocity have a strong dependence
on seafloor age; phase velocity almost uniformly increases as a function of plate age and simple
one-dimensional age-dependent models explain a significant fraction of our data variance reduc-
tion. However, exceptions to this previously observed strong age dependence include slow velocity
anomalies for older seafloor in the western Pacific and low velocities in the region of the Pacific
superswell and the Hawaiian hotspot. When binned in comparable age ranges, our modeled phase
velocities are similar to the pure-path regionalization results of Nishimura and Forsyth [1985, 1988,
1989] except for the youngest seafloor ages. We find evidence for reheating of the lithosphere at
older plate ages, but the phase velocities do not support a single reheating event at a particular time.
We find that azimuthal anisotropy is strongest for short-period Rayleigh waves, and that anisotropy
is weaker for older seafloor. This decrease in the strength of anisotropy occurs even for seafloor
where paleospreading and absolute-plate-motion directions agree, suggesting a decrease in the ab-
solute strength of anisotropy with seafloor age. At long periods, the orientation of the anisotropy
fast axis tends to agree with absolute plate motion. However, there are large areas where our ob-
served anisotropy orientations do not agree with either paleospreading or absolute-plate-motion di-
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rections, suggesting the presence of shear in the asthenosphere that is not aligned with the absolute-
plate-motion direction. We find that modeling Rayleigh wave anisotropy leads to better agreement
between phase velocities and age-dependent models consistent with halfspace cooling. When we
model both isotropic and anisotropic structure, our data do not require asymmetry across the East
Pacific Rise at scales larger than ∼ 500 km.
Further work to evaluate the age dependence of both the isotropic and anisotropic signals, the
layered structure of the Pacific upper mantle, and the relation to possible reheating events and
reorganization of mantle flow, requires three-dimensional modeling. The modeling techniques
developed in the work presented here will help inform such three-dimensional modeling, and may
also be applied to other, less-well-studied, ocean basins.
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Table 1.1: Number of Love and Rayleigh wave observations in the GDM52 phase-anomaly dataset
(N ), and the number of observations with > 90% of the path length within the boundaries of the
Pacific basin (Nr).
Period (s) N (Love) Nr (Love) N (Rayleigh) Nr (Rayleigh)
25 18670 2481 103633 16340
27 19034 2538 104820 16412
30 19187 2561 105796 16476
32 35858 4149 178997 20302
35 35935 4152 179296 20306
40 35977 4149 179657 20308
45 36022 4152 179802 20313
50 82958 7762 282579 25262
60 85646 8040 286132 25364
75 85742 8035 286302 25374
100 83463 7740 282996 24996
125 62829 6109 247410 21946
150 43999 1739 83093 3159
200 30870 924 82518 3131
250 36991 1351 78291 2941
Table 1.2: Number of Love and Rayleigh wave observations obtained from the 16 available stations
of the NoMelt network (N ), and the number of observations with > 90% of the path length within
the boundaries of the Pacific basin (Nr).
Period (s) N (Love) Nr (Love) N (Rayleigh) Nr (Rayleigh)
25 2 1 321 232
27 2 1 321 233
30 2 1 321 233
32 6 4 449 281
35 6 4 449 281
40 6 4 449 281
45 6 4 449 281
50 20 11 652 343
60 20 12 652 349
75 20 12 652 351
100 20 10 652 341
125 20 9 652 307
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Table 1.3: Goodness of fit, χ2/N , for isotropic (0) and anisotropic (2ζ , 4ζ) inversions.
Love Rayleigh
Period (s) 0 0, 2ζ 0, 4ζ 0, 2ζ , 4ζ 0 0, 2ζ 0, 4ζ 0, 2ζ , 4ζ
25 2.414 2.086 2.094 1.944 2.337 1.510 1.894 1.414
27 2.786 2.377 2.398 2.200 2.716 1.675 2.166 1.566
30 2.995 2.529 2.549 2.320 3.041 1.753 2.378 1.635
32 2.455 2.172 2.175 2.003 2.322 1.350 1.807 1.266
35 3.204 2.846 2.854 2.632 2.589 1.412 1.974 1.318
40 3.537 3.124 3.157 2.899 2.899 1.482 2.181 1.377
45 3.500 3.075 3.107 2.850 3.155 1.546 2.360 1.431
50 2.414 2.188 2.189 2.055 2.146 1.135 1.639 1.066
60 2.481 2.249 2.233 2.102 2.410 1.241 1.848 1.168
75 2.680 2.433 2.411 2.280 2.648 1.376 2.077 1.297
100 2.349 2.138 2.140 2.035 2.340 1.431 1.972 1.373
125 1.821 1.670 1.695 1.615 1.999 1.462 1.789 1.421
150 2.769 2.491 2.526 2.339 2.374 1.776 2.030 1.682
200 1.456 1.368 1.361 1.304 2.290 1.998 2.090 1.922
250 2.040 1.912 1.939 1.846 2.043 1.863 1.919 1.811












2, of NoMelt phase-
anomaly observations assuming our preferred model.


























2, of the phase-anomaly
dataset assuming the preferred phase-velocity model and the one-dimensional age-dependent
model described by equation 2.39 at each period.
Love Rayleigh
Period (s) Best model Age model Best model Age model
25 0.981 0.969 0.988 0.966
27 0.985 0.972 0.991 0.967
30 0.986 0.970 0.991 0.965
32 0.983 0.964 0.988 0.959
35 0.980 0.957 0.987 0.955
40 0.976 0.944 0.985 0.945
45 0.971 0.931 0.982 0.933
50 0.950 0.906 0.962 0.900
60 0.938 0.882 0.949 0.859
75 0.908 0.828 0.919 0.768
100 0.863 0.764 0.818 0.554
125 0.817 0.713 0.699 0.384
150 0.787 0.635 0.688 0.405
200 0.685 0.558 0.616 0.388
250 0.516 0.398 0.363 0.204
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Figure 1.1: Number of rays crossing each 5◦ by 5◦ pixel for (a) 25-s Love waves and (b) 125-s
Rayleigh waves, respectively the worst- and best-resolved models. Local resolution for (c) 125-s
Love waves and (d) 125-s Rayleigh waves, as described in section 1.5 of the text. A low value
for the local resolution indicates the model is well resolved. Blue triangles show the stations con-
tributing to the main dataset (Table 1.1). Red triangles show NoMelt stations (Table 1.2).
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Figure 1.2: Rayleigh wave phase-velocity perturbations at four periods from isotropic inversion.
Perturbations are shown as percent deviation from PREM at each period.
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Figure 1.3: Love wave phase-velocity perturbations at four periods from isotropic inversion. Per-
turbations are shown as percent deviation from PREM at each period.
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Figure 1.4: Phase-velocity maps for 50-s Rayleigh waves, shown as percent deviation from PREM,
(a) with the gradient damped towards the age-dependent model, (b) without the age-dependent
damping, and (c) the difference between the two models. Note the different color scale for (c).
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Figure 1.5: Left column shows the total isotropic phase-velocity perturbation from the starting
model (PREM) as a function of seafloor age for (a) 50-s Love waves and (c) 50-s Rayleigh waves
from the isotropic inversions, and (e) 50-s Rayleigh waves from the inversion including 2ζ az-
imuthal terms. Gray points show phase-velocity perturbations associated with pixels located on
the Nazca or Cocos plates. Black line shows the best-fitting age model. Right column shows the
difference between the total phase-velocity perturbation and the best-fitting age model.
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Figure 1.6: Anisotropic Rayleigh wave phase-velocity perturbations at four periods. Perturbations
are shown as percent deviation from PREM at each period. The orientations of the black lines
represent the fast azimuth direction for 2ζ anisotropy and the length of the bar is scaled to the
anisotropy strength. Peak anisotropy strength is (a) 2.9% at 25 s, (b) 2.5% at 50 s, (c) 2.1% at 75 s,
and (d) 1.5% at 125 s.
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Figure 1.7: Median dispersion in oceanic pixels for (a,c) Rayleigh and (b,d) Love waves in several
age bins. Solid lines show our preferred model, and dashed lines show the regionalized phase veloc-
ities of (a) Nishimura and Forsyth [1988], (b) Nishimura and Forsyth [1985], and (c,d) Nishimura
and Forsyth [1989]. X symbols show the predicted phase velocity at age 0 Ma from the best-fitting
age model at each period (equation 2.39). Note that the age bins are different in (b) to facilitate
comparison with Nishimura and Forsyth [1985].
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Figure 1.8: Median magnitude of Rayleigh wave 2ζ anisotropy in 10 Myr age bins at eight periods.
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Figure 1.9: Top row shows comparison between paleospreading direction and the 2ζ Rayleigh
wave anisotropy at (a) 25 s and (b) 125 s. Yellow bars show the paleospreading direction and
blue bars show the fast-axis azimuth from our preferred anisotropic model. Background shad-
ing shows the angular misfit between the two, where white indicates perfect alignment and black
indicates that the directions are perpendicular. Bottom row shows comparison between absolute-
plate-motion direction and the 2ζ Rayleigh wave anisotropy at (c) 25 s and (d) 125 s. Yellow
bars show the absolute-plate-motion direction and blue bars show the fast-axis azimuth from our
preferred anisotropic model.
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Figure 1.10: Median angular misfit in 10 Myr age bins between the fast azimuth of 2ζ Rayleigh
wave anisotropy and (a) the paleospreading direction (PS) and (b) the absolute-plate-motion direc-
tion (APM) at eight periods.
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Chapter Two
Three-dimensional seismic anisotropy in the
Pacific upper mantle from inversion of a
surface-wave dispersion dataset
Abstract
We present a new three-dimensional model of seismic velocity and anisotropy in the Pa-
cific upper mantle. We invert a dataset of single-station surface-wave phase-anomaly measure-
ments for the full set of thirteen anisotropic parameters that describe surface-wave anisotropy.
Scaling relationships for surface-wave azimuthal anisotropy are calculated from petrological
information about the oceanic upper mantle and are used to constrain the model. We ob-
serve strong age dependence in the oceanic velocities associated with plate cooling. This age
dependence also is used as a priori information to further constrain the model. We observe
strong radial anisotropy with vSH > vSV in the upper mantle; the signal peaks at depths of
100–160 km. We observe an age dependence in the depth of peak anisotropy as well as the
thickness of the anisotropic layer, which both increase with seafloor age, but see little age
dependence in the depth to the top of the radially anisotropic layer. We also find strong az-
imuthal anisotropy, which typically peaks in the asthenosphere. The azimuthal anisotropy at
asthenospheric depths aligns better with absolute-plate-motion directions while the anisotropy
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within the lithosphere aligns better with paleospreading directions. Our findings are generally
consistent with an explanation in which corner flow at the ridge leads to the development and
freezing-in of anisotropy in the lithosphere, and shear between the lithosphere and underlying
asthenosphere leading to anisotropy beneath the plate; the relative strengths of radial and az-
imuthal anisotropy are consistent with A-type olivine fabric. We also observe large regions
within the Pacific basin where the orientation of anisotropy and the absolute-plate-motion di-
rection differ; this disagreement suggests the presence of shear in the asthenosphere that is not
aligned with absolute-plate-motion directions. Azimuthal anisotropy orientation rotates with
depth; the depth of the maximum vertical gradient in the fast-axis orientation tends to be age
dependent and agree well with a thermally controlled lithosphere-asthenosphere boundary. We
observe that azimuthal-anisotropy strength at shallow depths depends on half-spreading rate,
with higher spreading rates associated with stronger anisotropy. Our model implies that cor-
ner flow is more efficient at aligning olivine to form lattice-preferred orientation anisotropy
fabrics in the asthenosphere when the spreading rate at the ridge is higher.
2.1 Introduction
Although much is known about the formation and evolution of oceanic lithosphere, many im-
portant aspects of the process are still debated. Oceanic plates form at mid-ocean ridges where
hot upwelling mantle undergoes seafloor spreading to create new oceanic crust. The oceanic plate
is hot at the ridge and progressively cools as it translates away from the ridge; this cooling leads
to a variety of effects including increasing water depths [Johnson and Carlson, 1992, Stein and
Stein, 1992], decreasing heat flow [McKenzie, 1967, Stein and Stein, 1992], and thickening of the
relatively cold lithosphere that acts as the thermal boundary layer at the top of the convecting man-
tle [Turcotte and Schubert, 2002]. This plate-cooling signal has long been observed [e.g., Yu and
Mitchell, 1979, Nishimura and Forsyth, 1989, Forsyth et al., 1998, Ritzwoller et al., 2004, Maggi
et al., 2006a, Nettles and Dziewonski, 2008, Harmon et al., 2009, Goes et al., 2013, Isse et al.,
2019], but there are still open questions about the structure of the oceanic upper mantle. There are
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several competing models of the thermal evolution of oceanic plates, including halfspace cooling
[Parker and Oldenburg, 1973, Turcotte and Schubert, 2002] and plate models [McKenzie, 1967,
Parsons and Sclater, 1977, Johnson and Carlson, 1992, Stein and Stein, 1992, Hasterok, 2013], and
simple cooling histories can be complicated by asthenospheric flow, small-scale convection, or
mantle plumes [Haxby and Weissel, 1986, Morgan and Smith, 1992, Carlson and Johnson, 1994,
Nagihara et al., 1996, Ritzwoller et al., 2004, French et al., 2013]. In a recent study, we used a
modern surface-wave dispersion dataset to make phase-velocity maps of the Pacific basin [Eddy
et al., 2019]. We found a strong dependence of phase velocity with seafloor age that is largely con-
sistent with halfspace cooling, but that also shows the influence of mantle plumes and reheating of
the lithosphere in the western Pacific where the plate is older. High-resolution three-dimensional
models of seismic velocity are required to clarify some of these details about the thermal evolution
and possible reheating of oceanic plates.
Corner flow of the mantle at mid-ocean ridges can cause the formation of lattice-preferred-
orientation (LPO) style anisotropy when olivine crystals rotate such that their fast crystallographic
axes are aligned [Mainprice, 2007, Long and Becker, 2010]. When the fast olivine axes are aligned
in the direction of shear, this is known as A-type fabric; this anisotropic fabric is often observed
in upper-mantle peridotites [Ben Ismail and Mainprice, 1998] and has been seen through shear ex-
periments and modeling of anisotropy in polycrystalline materials [Ribe, 1989, Zhang and Karato,
1995, Kaminski and Ribe, 2001, 2002, Karato et al., 2008]. Seismic anisotropy might also be
caused by shape-preferred-orientation (SPO) style anisotropy resulting from layers and cracks with
different isotropic velocities or aligned pockets of melt [Schlue and Knopoff, 1976, Holtzman et al.,
2003, Kawakatsu et al., 2009, Qi et al., 2018].
There is abundant seismic evidence that the upper mantle is anisotropic from observations and
modeling of both body and surface waves [Hess, 1964, Backus, 1965, Anderson, 1966, Raitt et al.,
1969, Forsyth, 1975, Anderson and Dziewonski, 1982, Nataf et al., 1984, Montagner, 1985, Suet-
sugu and Nakanishi, 1987, Montagner and Tanimoto, 1991, Gaherty et al., 1996, Ekström and
Dziewonski, 1998, Kustowski et al., 2008, Ekström, 2011, Lekić and Romanowicz, 2011, Moulik
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and Ekström, 2014, French and Romanowicz, 2014]. Many observations suggest that at shallow
depths, fast propagation directions align with fossil spreading directions, while at deeper depths,
fast directions align with absolute-plate-motion directions [Forsyth, 1975, Nishimura and Forsyth,
1988, 1989, Smith et al., 2004, Maggi et al., 2006a, Beghein et al., 2014, Schaeffer et al., 2016,
Takeo et al., 2016, Russell et al., 2019]. These findings are consistent with anisotropy within the
oceanic lithosphere reflecting the orientation of mantle flow at the time the plate formed and cooled,
and anisotropy beneath the plate being controlled by current or geologically recent mantle flow and
shear between the plate and underlying asthenosphere. The depth at which the orientation of seis-
mic anisotropy changes may be used as a proxy for the lithosphere-asthenosphere boundary [e.g.,
Plomerová et al., 2002, Yuan and Romanowicz, 2010, Debayle and Ricard, 2013, Burgos et al.,
2014, Schaeffer et al., 2016].
However, local observations often contradict this simple hypothesis: measurements of old
seafloor in the western Pacific find lithospheric anisotropy that does not agree with fossil spread-
ing directions and that can vary rapidly over short distances [Shintaku et al., 2014, Takeo et al.,
2016, 2018]. Observations of the orientation of deeper anisotropy have suggested that there is
large-scale mantle flow in directions other than absolute plate motion [Becker et al., 2014, Lin
et al., 2016]. Eddy et al. [2019] found that although the fast axis of Rayleigh wave azimuthal
anisotropy typically agrees with paleospreading in the lithosphere and absolute plate motion in the
asthenosphere, there are many regions where these directions do not agree and may require alter-
ation of the lithosphere or buoyancy-driven mantle flow beneath the base of the plate. Although
we observe changes in anisotropy orientation with surface-wave period in our phase-velocity maps,
three-dimensional modeling is required in order to fully investigate the age and depth dependence
of seismic anisotropy. While some three-dimensional anisotropic models exhibit an age-dependent
transition in anisotropy orientation [Debayle and Ricard, 2013, Burgos et al., 2014, Schaeffer et al.,
2016], others have argued that this transition is independent of plate age and represents a disconti-
nuity within the lithosphere [Gaherty et al., 1996, Beghein et al., 2014]. The strength of azimuthal
anisotropy also varies significantly between models.
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Some of the differences between existing seismic models of anisotropy in the oceanic upper
mantle are likely due to the complexities of modeling three-dimensional variations in anisotropy. In
order to fully represent the three-dimensional anisotropy observed by surface waves, for example,
there are thirteen independent elastic parameters that must be constrained, as described for the first
time by Montagner and Nataf [1986]. Montagner and Tanimoto [1991] were the first to invert for a
three-dimensional model that included all thirteen elastic parameters. Instead of considering the full
anisotropic problem, many workers either use Rayleigh waves to image azimuthal anisotropy or use
the discrepancy between Rayleigh and Love phase velocity to image radial anisotropy. However, in
order to model anisotropy in oceanic regions in a complete and self-consistent way, it is necessary
to consider both radial and azimuthal anisotropy at the same time.
In this work, we present a new three-dimensional anisotropic model of the Pacific upper man-
tle using surface waves. We invert for the set of thirteen anisotropy parameters that fully describe
the elastic structure to which surface waves are sensitive. As in Eddy et al. [2019], we conduct
a regional inversion using data sensitive only to velocity variations within the Pacific basin; this
allows us to constrain an inversion that would otherwise be underdetermined by incorporating a pri-
ori information about the age dependence of seismic velocities and expected scaling relationships
between azimuthal anisotropy parameters that we derive from peridotite elastic tensors. From the
resulting three-dimensional anisotropic model of the Pacific we make comparisons with previous
tomographic models, examine the age dependence of seismic velocities, and assess the model for
LPO anisotropy formation in the oceanic upper mantle.
2.2 Data
We use a subset of the global surface-wave phase-anomaly dataset collected by Ekström [2011]
and previously used by Eddy et al. [2019] to construct anisotropic phase-velocity maps of the
Pacific basin. The global dispersion dataset consists of single-station fundamental-mode phase
anomalies measured at periods from 25 − 250 s using the phase-matched-filter algorithm of Ek-
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ström et al. [1997]. The technique is based on the iterative minimization of residual dispersion
between the observed seismogram and a synthetic fundamental-mode seismogram, with window
lengths for the analysis dependent on frequency. The resulting dispersion curve is required to re-
main smooth, to avoid cycle skips. As in Eddy et al. [2019], we use phase-anomaly measurements
between periods of 25 − 250 s made on seismograms from shallow (depth < 50 km) earthquakes
at epicentral distances ≥ 25◦, for events with magnitude MW ≥ 5.5 between 2000 and 2009
(Table 2.1). Because global models must accept tradeoffs in resolution, and our focus here is on
the structure of the Pacific basin, we select a subset of paths from the global dataset that have
lengths > 90% within the boundaries of the Pacific basin. We select this boundary to be the outer
edges of the Pacific, Philippine Sea, Nazca, Cocos, Caroline, Mariana, Easter, Juan Fernandez,
Galapagos, Juan de Fuca, and Rivera plates as defined by the Bird [2003] compilation of plate
boundaries. Due to the large number of earthquakes and stations surrounding the Pacific, this sub-
set contains many paths at all periods (Table 2.1). On average, 10% of paths from the global dataset
meet our criteria at each period. Both earthquakes and stations have good distribution around the
perimeter of the Pacific basin (Fig. 2.1). An average of more than 10,000 paths cross each 5◦-by-5◦
pixel within the Pacific basin.
2.3 Methods
Theory of three-dimensional anisotropic inversion
In a ray-theoretical framework, the phase, Φ(ω), that a surface wave accumulates along its path








where ω is the angular frequency, p(ω) is the local slowness, c(ω) is the local phase velocity, and
the integral is along the ray path. The phase of a reference surface wave with a known location and
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focal mechanism can be written,
Φ0(ω) =
∫









where p0(ω) and c0(ω) are the reference slowness and phase velocity for a spherical Earth model,
and X is the great-circle distance between earthquake and receiver. The phase perturbation, δΦ,
relative to the reference surface wave can be written,
δΦ(ω) = Φ(ω)− Φ0(ω) =
∫
























In a weakly azimuthally anisotropic medium, the local phase-velocity perturbation can be writ-
ten as a function of propagation azimuth, ζ [Smith and Dahlen, 1973]. For Love and Rayleigh
waves, we can write the azimuthal dependence of phase velocity as:
δcL(ω, ζ)
c0,L(ω)
= L1(ω) + L2(ω) cos(2ζ) + L3(ω) sin(2ζ) + L4(ω) cos(4ζ) + L5(ω) sin(4ζ) (2.8)
δcR(ω, ζ)
c0,R(ω)
= R1(ω) +R2(ω) cos(2ζ) +R3(ω) sin(2ζ) +R4(ω) cos(4ζ) +R5(ω) sin(4ζ). (2.9)
As described by Montagner and Nataf [1986], this azimuthal dependence can be written for both
Love and Rayleigh waves as a function of thirteen elastic parameters. The parameters A, C, F , L,
N , Bc, Bs, Gc, Gs, Hc, Hs, Ec, and Es, are defined to be linear combinations of the coefficients
of the elastic tensor cij [e.g., Montagner and Nataf, 1986], and they describe the most general case
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of surface-wave anisotropy. In order to describe fully the dependence of surface-wave velocity on
three-dimensional anisotropic elastic structure, it is necessary to model all thirteen of these elastic








































[KA · Es] dz, (2.19)
where each Km is the sensitivity kernel for a particular elastic parameter, m.
The terms L1(ω) and R1(ω) are azimuthally independent. The five elastic parameters for these
terms, A, C, F , L, and N , fully describe the case of transverse isotropy with a vertical symmetry
axis (radial anisotropy). In that case,
ρv2PH = A ρv
2
PV = C η =
F
A− 2L
ρv2SV = L ρv
2
SH = N. (2.20)
The anisotropic parameter η describes variations in velocity at propagation angles intermediate
between horizontal and vertical [Dziewoński and Anderson, 1981, Kawakatsu et al., 2015]. The
remaining eight elastic parameters describe the azimuthal variations in velocity. It is fortunate that
the kernels describing phase-velocity perturbations with respect to the five elastic parameters of
a transversely isotropic Earth also can be used directly to invert the azimuthal variations of the
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surface-wave phase velocities. All of the partial derivatives that appear in the azimuthal terms also
appear in the constant terms of the equations above. We can rewrite these equations in terms of
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δvSH
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+KPV · vPV ·
δvPV
vPV
+Kη · η ·
δη
η










KA · A ·
Bc
A
+KF · F ·
Hc
F









KA · A ·
Bs
A
+KF · F ·
Hs
F























This allows us to invert directly for velocity perturbations. The azimuthal anisotropy parameters,
G/L, B/A, H/F , and E/N , are each expressed as perturbations to one of the transverse isotropy
terms. The transverse isotropy parameter C has no azimuthal perturbation; it is related to vPV ,
which does not vary with azimuth.
Model parameterization
Observed phase anomalies are attributed to perturbations of seismic velocity and anisotropy
along the length of the great-circle path between earthquake source and receiver. Perturbations of
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each model parameter are parameterized with a set of lateral and radial basis functions,
δm
m0






where δm(θ, ϕ, z) and m0 represent the perturbations to and reference value of one of the thirteen
model parameters, NL is the number of lateral basis functions, ND is the number of radial basis
functions, aij is the model coefficient for a particular location and depth, Pi(θ, ϕ) is the lateral basis
function, and Bj(z) is the radial basis function. We choose to parameterize our model laterally with
5◦-by-5◦ pixels and in depth with seven cubic B-splines (Fig. 2.2). The surface waves we use are
not sensitive to structure below the transition zone, but our deepest spline extends to 1000 km in
order to avoid large model perturbations at the base of the region our data are sensitive to. We select
the boundaries of our model domain so that the entire length of each path is within the domain and
every pixel is crossed by at least one path. As a result, we do not need to correct our phase-anomaly
measurements for the effects of structure outside the model domain.
We can write the observed phase perturbation as a function of perturbations of the model pa-
























1 if m = (vPH , vPV , vSH , vSV , η)
cos(2θi) if m = (Gc, Bc, Hc)
sin(2θi) if m = (Gs, Bs, Hs)
cos(4θi) if m = Ec
sin(4θi) if m = Es,
(2.34)
and NP is the total number of model pixels, c(ω) is the phase velocity in each pixel, ∆si is the path
length through a particular pixel, i, which is nonzero only for pixels crossed by that particular path.
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Kmi(z) is the local depth sensitivity kernel for each elastic parameter m as described in section 2.3,
at a particular location and depth; K ′mij is the integrated sensitivity kernel for a particular spline,
j. Finally, αm is a factor that depends on the model parameter and θi, the azimuth of the raypath
through a particular pixel. To determine the perturbation to the anisotropic elastic parameters at












where j is the index of the observation, N is the number of observations, and σj is the observational
uncertainty, which was computed by Ekström [2011] by comparison of measurements from similar
paths.
Model regularization - roughness
We regularize the inversion by minimizing the lateral roughness, RL, defined as the rms gra-


















where ∇H refers to the gradient in the horizontal direction. We apply this roughness damping
to the radial anisotropy elastic parameters, vSV , vSH , vPV , vPH , and η. Similarly, we define the






























where δmc/m0 and δms/mo refer to the cosine and sine terms for the azimuthal anisotropy elas-
tic parameters, Bc, Bs, Gc, Gs, Hc, Hs, Ec, and Es. Azimuthal anisotropy on a sphere must be
described with care because directions of constant azimuth at two nearby points are not parallel
directions. Eddy et al. [2019] described a method for calculating the local parallel azimuth correc-
tion for a pixel parameterization, and we follow the same method to apply lateral gradient damping
for the azimuthal anisotropy parameters. The lateral roughness damping matrices are calculated
numerically and are applied every 10 km in depth over the full depth range of the model.
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where ∇V refers to the gradient in the vertical direction. We apply the radial roughness damping
to all thirteen elastic parameters.
Model regularization - age dependence
In order to recover realistic phase velocities in regions with poorer path coverage, for exam-
ple the southernmost portion of the East Pacific Rise, we implement an additional regularization
scheme in which we take advantage of the previously demonstrated age dependence of seismic
velocity in oceanic plates [e.g., Nishimura and Forsyth, 1988, 1989, Ritzwoller et al., 2004, Maggi
et al., 2006b, Nettles and Dziewonski, 2008, Burgos et al., 2014] to construct an a priori model
of the lateral gradient in velocity perturbation. Eddy et al. [2019] developed this method to damp
the gradient of isotropic phase velocity towards the gradient of an age-dependent surface-wave
phase-velocity model and showed that use of this age-dependent gradient damping allows for im-
proved recovery of slow velocities at mid-ocean ridges and better resolution of velocity changes
across subduction margins. In a similar manner, here we damp the gradient of shear velocity to an
age-dependent model.
We model the age dependence of seismic velocity by assuming a halfspace-cooling model for
the oceanic plate. This cooling model predicts that the depth to a given temperature varies with the
error function of the square root of cooling time [Turcotte and Schubert, 2002]. As temperature
is typically the dominant control on seismic velocity perturbations within the upper mantle, we
expect that isotropic shear and compressional velocities also should vary in a similar way.
In order to model the age dependence of seismic velocity, we first predict oceanic geotherms
at different plate ages assuming a halfspace cooling model, then we use the method of Jackson and
Faul [2010] to convert these temperature profiles to upper-mantle seismic velocities. We find that
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the predicted velocities at a given depth and seafloor age can be described well by the function






where vi is the velocity and Ti is the seafloor age in Ma for the ith pixel. The seafloor age is
defined as the average value of the global age model of Müller et al. [2008] within each pixel.
The coefficients c1(z), c2(z), c3(z) vary with depth because the strength of the age dependence on
seismic velocities varies with depth.
We use this age relationship to model the Voigt-averaged shear velocity, approximated as
vS,V oigt = (2/3)vSV + (1/3)vSH , as a function of age. For any two adjacent pixels with seafloor
ages Ti and Tj , we calculate the gradient between predicted age-dependent Voigt-average shear
velocity,
(∇vS,V oigt)0ij = (vS,V oigt)
0
i − (vS,V oigt)
0
j , (2.40)
where (vS,V oigt)0i and (vS,V oigt)0j are calculated using the age model.










(∇vS,V oigt)− (∇vS,V oigt)0
]2
dΩ, (2.41)
where (∇vS,V oigt)0 is the predicted gradient in age-dependent Voigt-averaged shear velocity, cal-
culated as in equation 2.40, and N is the average number of paths that sample any two adjacent pix-
els. In areas where the model is well sampled by crossing paths, we do not want the age-dependent
damping scheme to have a dominant effect on the model perturbations. The weight 1/ log10(Nij)
ranges between 0.1 and 1.0 and is applied in order to focus this damping on the pixels that are
less well resolved. As for the traditional roughness damping, we apply the age-dependent damp-
ing numerically every 10 km in depth over the full depth range of the model. For pixels that do
not contain seafloor or for which the seafloor age is not defined, we do not apply age-dependent
damping.
While the strength and orientation of azimuthal anisotropy may vary with seafloor age and
location relative to the spreading ridge, the form of such a variation is not well known and we
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do not apply the age-dependent damping scheme to the model parameters that describe azimuthal
anisotropy.
Model regularization - Scaling of elastic parameters
Even with the roughness damping described in the previous two sections, our surface-wave
data do not have the power to resolve all thirteen elastic parameters. In order to stabilize the inver-
sion, we perform several additional types of a priori scaling between elastic parameters. We scale






















We choose a scaling factor of 0.55 to be consistent with velocity perturbations from thermal effects
[Karato, 1993]; this factor also is consistent with the value derived from global models of vP and
vS [e.g., Robertson and Woodhouse, 1996, Moulik and Ekström, 2014, 2016].
It is also necessary to apply scaling between the azimuthal anisotropy elastic parameters. In
order to determine appropriate scaling values and following the method of Montagner and Ander-
son [1989], we compute the range of possible values of these parameters for different orientations
of estimated upper-mantle elastic tensors. We perform this experiment for (1) the single-crystal
olivine elastic tensor and (2) composite pyrolite elastic tensor from Estey and Douglas [1986], (3)
the Mesozoic average elastic tensor estimated from ophiolites by Peselnick and Nicolas [1978],
and (4) the fast-spreading ridge elastic tensor from the olivine fabric database of Ben Ismail and
Mainprice [1998]. We rotate about the Euler angles of each elastic tensor to explore the full range
of possible mineral orientations using the Matlab Seismic Anisotropy Toolbox (MSAT) [Walker
and Wookey, 2012]. Pure olivine has the highest anisotropy strength, while the upper-mantle elas-
tic tensors measured from ophiolites all have weaker anisotropy (Fig. 2.3). As previously shown
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by Montagner and Anderson [1989], some of the anisotropic elastic parameters have correlations
with one another. The strength of these correlations depends on which elastic tensor we consider,
but the ranges of possible values are very similar for the ophiolite-derived elastic tensors of Pesel-
nick and Nicolas [1978] and Ben Ismail and Mainprice [1998]. This suggests that it is possible to
use scaling relationships between the elastic parameters corresponding to azimuthal variations in
velocity as a priori information in our three-dimensional anisotropic inversions.
Although the correlations between the elastic parameters are high and there is significant over-
lap in the range of possible values for the ophiolite-derived upper-mantle elastic tensors, there is
still large variation in the scaling relationships between parameters depending on the elastic tensor
orientation. If we make the assumption that the orientation of these elastic tensors should be con-
sistent with A-type olivine anisotropy fabric, we can rotate the olivine elastic tensor about only one
Euler pole so that the fast a-axis and the foliation plane are always horizontal. In this case, the ratios
between the anisotropic elastic parameters, calculated from values from the elastic tensor, remain
constant under rotation, but they do vary between the elastic tensors we consider (Table 2.2). B/A,
the parameter associated with azimuthal variations in vPH , is expected to be larger than G/L, the
parameter associated with azimuthal variations in vSV . H/F is expected to be smaller than both
of those, while the expected strength of E/N , the parameter associated with azimuthal variations
in vSH , varies more significantly depending on which elastic tensor we consider.












where mi and mj are two of the azimuthally anisotropic model parameters and Sij is the scaling
factor between the parameters, taken from Table 2.2. In a similar manner to the roughness damping,
we calculate the scaling matrix numerically and it is applied every 10 km in depth over the full depth
range of the model.
In our model, we apply scaling relationships between the azimuthal anisotropy parameters that
are derived from one particular elastic tensor; we use the constant ratios between elastic parameters
for the Mesozoic average elastic tensor of Peselnick and Nicolas [1978]. Of the four sets of scaling
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factors presented here, we select those of Peselnick and Nicolas [1978] because they are the most
similar to the values we find from an inversion in which we do not apply any scaling to the azimuthal
anisotropy elastic parameters. In the Discussion Section, we address the effect of using different
elastic tensors.
Iterative inversion scheme and starting models
In a full inversion for all thirteen anisotropy parameters, with age-dependent damping, we min-
imize the total misfit function
χ′2 = χ2 + λLR2L + λAR2A + λzR2z + λageR2age + λPR2P + λRR2R + λSR2S, (2.45)
where λL, λA, λz, λage, λP , λR, and λS are the relative weights assigned to the observations and
damping schemes.
We minimize χ′2 in an iterative least-squares inversion where we solve for the coefficients
aij . Iteration is necessary because the local sensitivity kernels depend on the elastic structure;
introducing anisotropy into the model leads to significant changes in the sensitivity of surface
waves to velocity perturbations. Iteration also allows us to use the age dependence of our inverted
seismic velocities as an a priori constraint on the subsequent iteration, as described in section 2.3.
For the first iteration, we assume a uniform starting model without age dependence. After the first
and each subsequent iteration, we solve for the best-fitting coefficients of equation 2.39 to model
the inverted Voigt-averaged shear velocity as a function of seafloor age for every 10 km of depth to
the base of the model. We then predict the expected Voigt-averaged shear velocity gradient between
every pair of pixels at each depth. In the subsequent iteration, the starting model is taken to be the
anisotropic velocity model from the prior iteration and we recalculate the sensitivity kernels for the
updated model. We then solve for the total perturbations to the elastic parameters from the initial
starting model using the updated set of sensitivity kernels. The structure in our model converges
after three iterations.
The choice of starting model can affect the results of inversion, because sensitivity kernels
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depend on the elastic structure [e.g., Anderson and Dziewonski, 1982]. In particular, Love wave
sensitivity kernels are very sensitive to the presence or absence of a low-velocity zone in the upper
mantle [e.g., Gaherty et al., 1996, Rychert and Harmon, 2017]. Although our iterative scheme
is likely to lessen the effect of the starting model, it is nonetheless possible that after multiple
iterations our models could converge to different minima due to nonlinearities in the relationship
between elastic structure, sensitivity kernels, and the multiple regularizations that we apply. We
explore the importance of the starting model and the robustness of our final preferred model by
performing inversions with three different starting models. Fig. 2.4 shows the vS profiles for our
starting models.
Our first starting model is a modified version of the Preliminary Reference Earth Model [Dziewoński
and Anderson, 1981]. PREM contains a discontinuity at 220 km; this is no longer believed to be a
global discontinuity, so we remove this boundary and replace it with a gradient in velocity from the
Moho to the 410-km discontinuity. This model is isotropic and does not have a low-velocity zone.
η is equal to 1 throughout the whole model. In addition, we add water depth, crustal thickness, and
velocities for each 5◦-by-5◦ pixel from CRUST2.0 [Bassin et al., 2000] in order to represent the
near-surface structure.
Our second starting model contains a low-velocity zone, is isotropic, and also includes crustal
structure from CRUST2.0. In practice, we construct this model from the result of the inversions
from the first starting model. Specifically, we average the vSV profiles across the Pacific basin to
get a starting vS profile for this set of inversions and we scale vP to our new vS profile as described
in Section 2.3. However, we believe that the results would be similar if we chose any similar
isotropic upper-mantle velocity model with low-velocity zone; our results should not depend on
the fact that this starting model was constructed from the inversions of our initial model.
Our third starting model is radially anisotropic and contains a low-velocity zone. The vSV part
of the model is the same as the vS profile from our second starting model, and we construct a
vSH profile from the vSV profile, with anisotropy that is 0 at the 410-km discontinuity and linearly
increases to 5% at the Moho. In this starting model, both vSV and vSH have a low-velocity zone.
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vPV is scaled to vSV and vPH is scaled to vSH . Once again, we include crustal structure from
CRUST2.0 in this model.
From each of these three-dimensional starting models, we calculate an initial set of local sen-
sitivity kernels for our anisotropic parameters from the eigenfunctions as described in section 2.3
and Dahlen and Tromp [1998] (Fig. 2.5). Love waves are primarily sensitive to vSH and E and
Rayleigh waves are primarily sensitive to vSV and G. As period increases, the maximum depth to
which the waves are sensitive also increases. We test these three different starting models in order
to explore the effect of starting model on resulting model anisotropy. All model figures shown
here, except when otherwise noted, are inverted from the third starting model, and we describe the
effect of the choice of starting model in the Discussion.
2.4 Results
We present our three-dimensional anisotropy model derived from 25–250 s surface-waves. We
select the damping weights through a series of experiments testing the tradeoffs between smooth-
ness and data fit. Although our preferred model contains all thirteen anisotropic elastic parameters,
we start by selecting the damping weights for inversions with only the five parameters describing
radially anisotropic structure. Once we select damping parameters for this relatively simple model,
we introduce the additional eight parameters that describe azimuthal-anisotropy structure, and
choose the remaining damping weights. We typically select damping weights that favor smoother
models as long as data fit is acceptable. Because our preferred model contains a large number
of free parameters, we opt to damp towards prior models when data fit is not strongly affected.
However, our final model necessarily includes a number of choices made subjectively.
We first select the damping weights for lateral and radial roughness damping, age-dependent
gradient damping, and radial anisotropy damping (λL, λz, λage, and λR) for a model with only
the five parameters describing radially anisotropic structure. Selecting these parameters using a
relatively simple model makes it easier to assess tradeoffs between the different parameters and
68
damping schemes. We select our preferred values of these parameters by constructing tradeoff
curves between damping strength and model fit. Fig. 2.6 shows an example of one of these tradeoff
curves for lateral gradient damping, λL. At larger damping strengths, the data is fit worse, and
the model smoothness is larger. Our preferred damping parameters are selected as a compromise
between model roughness and fit; we typically select the largest damping strength before the fit
begins to decrease significantly; for this particular damping weight, we select a value of 10,000.
After we select our preferred damping weights for the radially anisotropic structure, we per-
form similar tests for the weights of lateral azimuthal anisotropy roughness damping and parameter
scaling (λA and λS). Including the elastic terms describing azimuthal anisotropy leads to more de-
grees of freedom in the model; this results in both the isotropic structure being overall smoother
and improved model fit to the data at the same level of damping, as can be seen in Fig. 2.6.
Our preferred model is the result of the inversion from our third starting model, that is both
radially anisotropic and has a low-velocity zone, and all figures in this section are from that model.
We discuss the effect of starting model on anisotropic structure in the Discussion.
Velocity and radial anisotropy
Fig. 2.7 shows vSV and vSH perturbations in our preferred model relative to the average veloc-
ity at each depth. In both vSV and vSH there is a clear age dependence; velocities beneath the East
Pacific Rise are slow and velocity increases with distance from the ridge, with the fastest veloci-
ties occurring in the Northwest Pacific. Slow velocities associated with the East Pacific Rise are
most focused around the ridge at shallow depths, and this signal broadens with increasing depth.
We observe some features that were also noted in the phase-velocity maps of Eddy et al. [2019],
including the long, linear feature around 15◦ S that extends from the East Pacific Rise to the north-
ern part of the Tonga-Fiji subduction zone. This low-velocity anomaly extends to 200 km depth
and coincides with the location of several hotspots and the proposed South Pacific superswell, a
region that has anomalously shallow seafloor and shows evidence for a relatively thin elastic plate,
consistent with elevated mantle temperatures in the region [McNutt and Fischer, 1987, Isse et al.,
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2006, Suetsugu et al., 2009, Isse et al., 2016]. We also observe an elongated low-velocity anomaly
around the Hawaiian islands down to 200 km depth that is associated with the Hawaiian hotspot
and plume [e.g., Zhao, 2001, Wolfe et al., 2009].
It is clear from Fig. 2.7 that our preferred model has significant radial anisotropy because the
vSV and vSH perturbations differ. Fig. 2.8 shows Voigt-averaged shear velocity (vS,V oigt) and radial
anisotropy (ξ = (vSH/vSV )2) at several depths. In most of the Pacific, ξ > 1 (vSH > vSV ). A
cross-section across the Pacific basin and East Pacific Rise (Fig. 2.9) shows that this strong radial
anisotropy peaks around depths of 100–150 km, then decreases to zero around depths of 200–
300 km, depending on the seafloor age. The thickness of the radially anisotropic layer appears
to have some age dependence, as does the depth to the peak strength of radial anisotropy. Above
75 km, there is a layer where ξ is close to 1 (vSV ≈ vSH). Beneath the ridge at depths > 150 km,
there is an additional narrow region with weak radial anisotropy, with a few small regions of ξ < 1
(vSV > vSH) beneath the Galapagos and Juan Fernandez microplates (Fig. 2.8h).
Fig. 2.9a shows the progressive cooling and thickening of oceanic lithosphere with plate age
and distance from the ridge. Comparisons between the approximate Voigt-averaged shear velocity
(vS,V oigt = (2/3)vSV + (1/3)vSH) and the seafloor age in each pixel suggest that a significant
amount of the signal can be explained by simple oceanic cooling models (Fig. 2.10). The age
dependence is strongest at shallow depths, and gets progressively weaker deeper in the model as
the signal from the mid-ocean ridge disappears. The degree to which our model follows a sim-
ple age-dependent cooling model depends on strength of λage. For example, the average vS,V oigt
perturbation from the one-dimensional age model at 50-km depth is 1.3% when there is no age-
dependent gradient damping, while it is 0.9% for our preferred model. Even when λage is set to
zero, there is strong age dependence in our modeled velocities. For large λage, lateral heterogene-
ity is minimized and the Voigt-averaged shear velocity falls very close to the one-dimensional age
model. For our preferred model, we select a value of λage that preserves the majority of lateral
variations in velocity, but tends to push the velocity towards the prior model in regions where there
is poor data coverage. The effect of age-dependent damping on our three-dimensional model is
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weaker than the effect on our phase-velocity maps [Eddy et al., 2019]; this is a result of selecting
a relatively weaker damping weight here. The primary effect of the age-dependent damping is at
the ridges, particularly in the southern Pacific; the gradient in velocity with ages near the ridges
becomes steeper and the minimum velocity is lower when some amount of age-dependent gradient
damping is applied.
Azimuthal anisotropy
Inverting for a model of the Pacific with azimuthal anisotropy as well as radial anisotropy leads
to a significant improvement in data fit; χ2/N decreases by 25% when introducing the eight ad-
ditional elastic parameters describing azimuthal anisotropy. In addition, accounting for azimuthal
anisotropy leads to the removal of features in the isotropic velocity that appear to be the result of
azimuthal anisotropy being mapped into small-scale isotropic velocity perturbations. For exam-
ple, in the model without azimuthal anisotropy, there is a linear high-velocity anomaly in vS to the
west of the East Pacific Rise that is approximately parallel to the ridge and has no obvious geo-
logical interpretation (Fig. 2.11b). In the model which includes azimuthal anisotropy, this feature
is not present (Fig. 2.11a). This anomaly is one of the largest differences between the two models
(Fig. 2.11c). This suggests that azimuthal anisotropy can be mapped into isotropic velocity anoma-
lies erroneously, and that it is necessary to model the full set of anisotropic elastic parameters to
recover accurate isotropic velocities.
G, the anisotropic parameter describing azimuthal variations of L (v2SV ) is shown in Fig. 2.12.
The magnitude of G is largest at shallow depths and decreases with depth. At 50 km, the average
peak-to-peak strength of G/L is 0.6% while at 200 km the average peak-to-peak strength of G/L is
0.4%. The lateral variation in the orientation of the G fast axis also changes with depth; at shallow
depths there is more lateral variation in anisotropy orientation and at deeper depths variations are
smoother. The strongest anisotropy occurs in the northeast Pacific, and is the anisotropy is weaker
in older parts of the plate and in the southern Pacific.
Fig. 2.13 showsG/L, B/A, H/F , andE/N at a depth of 75 km for comparison. AlthoughG is
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the best resolved parameter of the four (Fig. 2.5), we have also allowed variation in the additional
azimuthal anisotropy parameters in order to avoid mapping structure from these terms into the
parameters that we believe are better resolved. The orientation of B, the parameter describing
azimuthal variations in A (vPH), follows very similar patterns to G and its magnitude is similar.
H , which describes azimuthal variations in F , is much smaller in magnitude. E, the parameter
that describes azimuthal variations in N and to which Love waves are sensitive, is the second best
resolved parameter, though its recovered strength is weaker than that of G.
Increasing the strength of the scaling, λS , between the azimuthally anisotropic terms has little
influence on the patterns or strength of G anisotropy because this parameter is well resolved. In-
creasing λS primarily affects the strength of the other terms, B/A, H/F , and E/N ; the stronger
the scaling, the closer these parameters become to satisfying the a priori scaling ratios calculated
from elastic tensors (Table 2.2). Because of the low sensitivity to these parameters, the overall data
fit, χ2/N , decreases by no more than 1% when the scaling strength is increased. Because of this,
we choose a large value of λS in order to force the poorly resolved azimuthal terms to be consistent
with realistic elastic tensors. As a result, the ratios between azimuthal-anisotropy parameters in
our final model are very similar to the ratios of Peselnick and Nicolas [1978] (Table 2.2).
Comparisons with phase-velocity maps
We compare our three-dimensional model to the two-dimensional phase-velocity maps of Eddy
et al. [2019] by calculating the local phase velocity in each model pixel. Figure 2.14 shows the
phase velocity predicted from the three-dimensional model and the directly inverted phase-velocity
maps for Rayleigh and Love waves at a period of 50 s. Our preferred three-dimensional anisotropic
model predicts surface-wave phase velocities that are less smooth than those of our phase-velocity
maps; we selected relatively weaker damping values in the model presented here. While stronger
roughness damping leads to smoother structure, stronger age-dependent damping leads to more
rapid variation near the ridge. Despite the relatively weaker age-dependent damping in our three-
dimensional model, the mid-ocean ridges are sharper and have slower minimum velocities. In
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other words, a more realistic age-dependent structure is achieved despite weaker age-dependent
damping.
The 2ζ Rayleigh wave azimuthal anisotropy is similar in magnitude in both maps, and the
orientations agree across most of the Pacific, but agree slightly less well on the edges of the model
and in the Nazca plate. In Eddy et al. [2019], our preferred Love wave models did not include
azimuthal anisotropy, because its inclusion did not lead to improvements in data fit. However, we
predict significant 4ζ azimuthal anisotropy from our three-dimensional model (Fig. 2.14c). On
average, our data is fit 22% better for Rayleigh waves and 29% better for Love waves compared to
the fit for our preferred phase velocity maps. Both Rayleigh and Love wave phase measurements
are fit better by the three-dimensional model due to the overall lower degree of damping. However,
the fit to the Love wave data is improved by a larger amount, due to the addition of vSH-related
azimuthal-anisotropy parameters.
We believe that we are able to find a less-smooth three-dimensional model that fits the data
better than the phase-velocity maps because waves of different periods provide complementary
constraints on elastic structure at a given depth. When constructing the phase-velocity maps, we
allowed observations at only one period to contribute to each individual map. Surface waves at a
given period are sensitive to a broad depth range, so each depth in our three-dimensional model is
constrained by many observations. This allows us not only to construct models that are rougher
than our phase velocity maps, but also allows us to model 4ζ azimuthal anisotropy for Love waves,
which we were not able to constrain through phase-velocity inversion alone. The addition of these
extra azimuthal anisotropy terms, in addition to the added roughness, explain the increase in fit of
our three-dimensional model relative to the phase-velocity maps.
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2.5 Discussion
Velocity and radial anisotropy
The age dependence of velocities in the Pacific is clear in both maps and cross-sections (Figs. 2.7,
2.8, and 2.9). Velocities are lower near the East Pacific Rise, and as the lithosphere translates away
from the ridge through seafloor spreading, the lithosphere cools and thickens, leading to higher seis-
mic velocities. This plate evolution can also be observed in age-bin-averaged profiles of vS,V oigt,
vSV , and vSH (Fig. 2.15). In all of the vS,V oigt, vSV , and vSH profiles, a high-velocity lid is under-
lain by a low-velocity zone. The high-velocity lid thickens with seafloor age, and the depth to the
low-velocity zone also increases.
Radial anisotropy also appears to have some age dependence, with the thickness as well as the
peak of the high-ξ layer increasing with distance (and seafloor age) away from the ridge (Fig. 2.9).
This is supported by age-bin-averaged profiles of ξ (Fig. 2.15), which show that the depth to peak
radial anisotropy increases with seafloor age from 101 km for seafloor of ages between 0 and
30 Ma to 163 km for seafloor older than 120 Ma. These depths correspond well to the depth of
the low-velocity zone in each profile, indicating that the peak radial anisotropy occurs within the
asthenosphere below the base of the plate. In addition, the thickness of the layer where vSH is
significantly fast compared to vSV is fairly thin for young seafloor, and gets increasingly thick for
older seafloor (Fig. 2.9b). These results suggest that the process controlling the formation of strong
radial anisotropy is age-dependent as well.
In an average sense, the radial anisotropy is near-zero (ξ ≈ 1) in the top 50 km of the mantle
(Fig. 2.15), though on a local scale this can vary and there are shallow regions away from the mid-
ocean ridge with both weak ξ > 1 (vSH > vSV ) and weak ξ < 1 (vSV > vSH) (Figs. 2.8b and
2.9). Although regions of radial anisotropy with ξ < 1 in the shallow oceanic upper mantle are a
feature of many global mantle models [e.g., Nettles and Dziewonski, 2008, Kustowski et al., 2008,
Beghein et al., 2014, Moulik and Ekström, 2014, Burgos et al., 2014], this result is contradicted by
some regional and local models [e.g., Forsyth, 1975, Nishimura and Forsyth, 1989, Gaherty et al.,
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1996, Tan and Helmberger, 2007, Takeo et al., 2013, Rychert and Harmon, 2017, Russell et al.,
2019] and several global models [e.g., Panning and Romanowicz, 2006, French and Romanowicz,
2014]. Corner flow at the ridge can explain ξ > 1, due to the horizontal alignment of olivine [e.g.,
Blackman and Kendall, 2002], but it is difficult to explain how lithosphere with ξ < 1 could be
created in the context of this model of formation.
It is difficult to resolve conclusively the differences between vSV and vSH at the shallow depths
where Rayleigh wave sensitivity is relatively weak compared to Love wave sensitivity. The addi-
tion of shorter-period data would likely help resolve the question of whether shallow anisotropy is
required. We discuss in more detail in Section 2.5 whether the choice of starting model affects this
result, but we find that the layer of shallow anisotropy that is near zero is a persistent feature of our
final anisotropic model across every starting model that we tested.
Beneath the East Pacific Rise and extending to the East beneath the Nazca plate, we observe
weak radial anisotropy beneath the ridge. There are a few small regions of relatively fast vSV
(Fig. 2.8h) beneath the Galapagos plate, which lies at the triple junction between the Pacific, Nazca,
and Cocos plates, and beneath the Juan Fernandez plate at the South of the East Pacific Rise. These
regions of weak vSV > vSH are consistent with upwelling mantle beneath the ridge [Blackman
et al., 1996, Blackman and Kendall, 2002]. This characteristic has been observed previously in
several global models [Panning and Romanowicz, 2006, Kustowski et al., 2008] and locally beneath
both the East Pacific Rise [Gu et al., 2005] and the Reykjanes Ridge [Gaherty, 2001].
Azimuthal anisotropy orientations and strength
According to the simplest model of the formation of A-type olivine fabric anisotropy in oceanic
lithosphere and asthenosphere, the orientation of anisotropy in the lithosphere should reflect the
direction of mantle flow at the time the plate stopped deforming in a ductile manner, while the
orientation in the asthenosphere should reflect the orientation of recent mantle flow. We can assess
this theory of anisotropy formation by comparing the orientation of anisotropy in our model to
paleospreading and absolute plate motion directions across the Pacific. We use absolute-plate-
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motion directions from NUVEL-1A, in a no-net-rotation reference frame [DeMets et al., 1994].
We have also compared our model to the absolute plate motions of HS3 [Gripp and Gordon, 2002]
and find similar results for both absolute-plate-motion models; here we present only the comparison
with NUVEL-1A. Paleospreading directions were estimated as the direction normal to magnetic
isochrons.
Fig. 2.16 shows a comparison at depths of 50 km and 150 km. Structure at a depth of 50 km
is primarily within the lithosphere, while structure at 150 km is within the asthenosphere. We
observe large angular misfit between the modeled anisotropy fast axis and both the paleospreading
and absolute-plate-motion directions at every depth, but there are some clear patterns. Generally,
the anisotropy is well aligned with both paleospreading and absolute plate motion directions at
younger seafloor ages, near the ridge. At 50 km, the anisotropy appears to be better aligned with
paleospreading directions rather than absolute plate motion, consistent with the frozen-in alignment
of olivine crystals within the oceanic lithosphere. At 150 km, the anisotropy is slightly better
aligned with absolute-plate-motion directions, consistent with asthenospheric anisotropy that is
controlled by present-day shear between the oceanic plate and underlying mantle. These overall
patterns are consistent with previous interpretations of surface-wave anisotropy [e.g., Smith et al.,
2004, Eddy et al., 2019] and three-dimensional azimuthal anisotropy [Debayle and Ricard, 2013,
Burgos et al., 2014, Schaeffer et al., 2016].
Fig. 2.17 shows the median angular misfit between the G anisotropy fast axis and paleospread-
ing and absolute-plate-motion directions at several depths as a function of seafloor age. The
lowest overall misfit with absolute-plate-motion directions occurs for deep anisotropy directions
(Fig. 2.17b), and there is a large variation in misfit with depth. At 175 km, 50% of the pixels have
a misfit less than 15◦ and 83% of the pixels have a misfit less than 40◦, with an overall median
angular misfit of 15◦. At 50 km, only 20% and 65% of pixels have misfits less than 15◦ and 40◦,
respectively, and the overall median angular misfit is 31◦. The larger angular misfit for shallower
depths indicates that lithospheric anisotropy aligns less well with absolute plate motion directions.
In the deepest part of the model, the median angular misfit with absolute plate motion does not vary
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significantly with age; at depths that are entirely within the asthenosphere, the anisotropy is consis-
tent with formation through shear between the lithosphere and underlying mantle in the direction
of plate motion. At shallow depths, there is a strong dependence of angular misfit on seafloor
age. For young seafloor, absolute plate motion and paleospreading directions are closer to being
aligned; for old seafloor, it is more likely that plate motion and paleospreading directions differ
due to changes in plate motion through time. This is reflected in the increase in angular misfit with
absolute plate motion as the seafloor age increases, for shallow depths that are primarily within the
lithosphere. There are few pixels that fall within the youngest seafloor age bins, so the decrease in
angular misfit with absolute plate motion for the oldest seafloor ages is likely not significant.
The angular misfit with paleospreading direction varies less strongly with depth (Fig. 2.17a);
at 50 km, 40% of pixels have misfits less than 15◦ and 71% of pixels have misfits less than 40◦.
At 175 km, 22% and 68% of pixels have misfits less than 15◦ and 40◦. The median angular misfit
with paleospreading direction also increases as a function of seafloor age; the youngest seafloor
has anisotropy orientations that align most closely with spreading directions and the alignment is
worst for the oldest seafloor. Uncertainties in estimated paleospreading direction likely increase
with seafloor age and the paleospreading direction is more different from absolute plate motion for
older seafloor, both of which are likely to influence the overall misfit with our observed seismic
anisotropy.
In some regions, we observe a positive gradient in the strength of G in the shallowest upper
mantle (Fig. 2.18a), a result that was also found by Russell et al. [2019]. This is consistent with
numerical models of corner flow during passive spreading, which predict an increase in the strength
of LPO anisotropy in the uppermost mantle [Blackman et al., 1996, Blackman and Kendall, 2002,
Blackman et al., 2017]. The strength of azimuthal anisotropy typically peaks in the asthenosphere.
There is some age dependence in the strength of azimuthal anisotropy. Although there is an
overall trend of decreasing azimuthal anisotropy strength with age, the reverse is true at shallow
depths close to the East Pacific Rise. Beneath the ridge and to either side, at depth of 75 km and
shallower, the anisotropy strength is relatively small (Fig. 2.13a). As the plate ages and moves
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away from the ridge, the anisotropy strength increases until it reaches a peak. The relatively low
anisotropy strength near the ridge may be related to the presence of melt in the asthenosphere below
the base of the plate. Experiments have shown that the presence of melt decreases the overall
alignment of olivine a-axes, and can result in an anisotropy fabric that has girdled a- and c-axes
and a vertical b-axis, leading to weak azimuthal anisotropy but strong radial anisotropy [Holtzman
et al., 2003, Qi et al., 2018]. As the plate ages, it cools and any remaining melt freezes; once the
melt is gone, A-type fabric begins to form and azimuthal anisotropy strength increases.
Effect of starting model
Because the choice of starting model affects the calculated sensitivity kernels, we test several
different models in order to assess the effect on resulting elastic structure (see Section 2.3 and
Fig. 2.4). As a reminder, our first starting model is isotropic and does not contain a low-velocity
zone; our second starting model is isotropic and does contain a low-velocity zone; our third starting
model is radially anisotropic in the top 400 km and also contains a low-velocity zone in both vSV
and vSH . All three models have the same three-dimensional crustal structure from CRUST2.0
[Bassin et al., 2000]. In general, all three starting models converge to similar results after several
rounds of iteration. The differences between results using our second and third starting models are
very small, so we focus here on a comparison between the first and third starting models.
Fig. 2.19 shows comparisons of the shear velocity and radial anisotropy in the models derived
from our first and third starting models. Starting with a model that already contains a low-velocity
zone leads to a final model that has slightly slower velocities at depths of 100-150 km and slightly
faster velocities at shallower depths within the lithosphere (Fig. 2.19a). It also results in radial
anisotropy that has a weaker peak but that is spread out over a broader depth range (Fig. 2.19b).
This strong radial anisotropy with a peak at depths of 100 − 150 km is a persistent feature across
results from all starting models. Regardless of whether we start from a model that contains a low-
velocity zone, or whether we start with a model that is isotropic or radially anisotropic, our data
require strong radial anisotropy with vSH > vSV in the Pacific asthenosphere.
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In all models, ξ at depths above about 75 km is very close to 1, weakly positive in some
places and weakly negative in others. In no version of our model do we find strong positive radial
anisotropy in the shallow part of the model; even when our starting model contains strong radial
anisotropy near the surface, the inversion results yield radial anisotropy near zero at shallow depths.
This result strongly indicates that our data do not favor shallow radial anisotropy. However, when
we start with a model that has ξ > 1 at the surface, the final model tends to show ξ weakly greater
than 1 at the shallowest depths, rather than ξ weakly less than 1, which contributes to our decision
to select this version as our final model.
Figs. 2.19c and d show clearly that the differences in Voigt-averaged shear velocity and radial
anisotropy between these two models are controlled by differences in vSH profiles rather than by
differences in vSV profiles. Our two models converge to very similar vSV profiles (Fig. 2.19c),
suggesting that the vSV part of our final model is robust to large differences in starting model.
The final vSH profiles, however, clearly depend more on the initial structure (Fig. 2.19d). In both
examples shown here, the models have converged and additional iterations do not result in the
models becoming more similar. Nonlinearities in the relationship between elastic structure and
Love wave sensitivity kernels lead to very different final vSH models depending on the initial vSH
structure. Our experiments show that the presence or absence of a low-velocity zone in the starting
vSH model control whether the final model also has a large low-velocity zone in vSH . In the starting
model with no low-velocity zone, the final model has a low-velocity zone in vSV (Fig. 2.19c) but no
pronounced low-velocity zone in vSH (Fig. 2.19d); if our starting model does have a low-velocity
zone in vS , our final model also has a low-velocity zone in both vSV and vSH . Whether the starting
model is isotropic or radially anisotropic has a much smaller effect on the final model.
The effect of the starting model on the final azimuthal anisotropy is very small. The median
difference in G/L fast-axis orientation is less than 1.5◦ at all depths and seafloor ages. This is an
extremely small difference in fast-axis direction, considering that the range of possible orientations
covers 180◦. This is consistent with the small dependence of vSV structure on the starting model,
since both vSV and the azimuthal anisotropy structure in our model are primarily controlled by the
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Rayleigh wave data.
Comparison with other models
Our shear velocity and radial anisotropy model has many similarities with earlier models [e.g.,
Ekström and Dziewonski, 1998, Gung et al., 2003, Panning and Romanowicz, 2006, Nettles and
Dziewonski, 2008, Kustowski et al., 2008, Chang et al., 2015], but differs significantly from the
recent model of Beghein et al. [2014]. Fig. 2.20 shows vS and ξ for their model and ours, at a
depth of 150 km. There are large differences in both the isotropic and radial anisotropy structure;
our vS model is faster and the dominant signal is age-dependent due to plate cooling. In contrast,
the model of Beghein et al. [2014] has significantly weaker age dependence, and stronger negative
velocity anomalies. Our model has very strong anisotropy in the central Pacific, while Beghein
et al. [2014] has weaker radial anisotropy. This comparison illustrates clearly how isotropic ve-
locity and radial anisotropy structure can trade off with one another; in both of the models there is
anomalous structure in a relatively linear feature oriented NW-SE, in the region of Hawaii. In the
model of Beghein et al. [2014], this is primarily expressed as a strong negative velocity anomaly.
In our model, there are negative velocity anomalies in the region of Hawaii as well as the South Pa-
cific superswell, but the feature around Hawaii is primarily expressed as a strong radial anisotropy
anomaly, with vSH > vSV .
We believe that the structure in our model is more realistic; we observe a much stronger age de-
pendence in isotropic velocities, consistent with our understanding of the cooling of oceanic litho-
sphere. The variations of both vS and ξ in the model of Beghein et al. [2014] have relatively short
wavelength compared to the variations in our model; we observe lateral changes in radial anisotropy
that tend to vary on a similar wavelength to variations in isotropic velocity associated with the sig-
nature of lithospheric cooling. The differences between the models are likely due to differences
in both data and modeling choices, which include parameterization and damping. The model of
Beghein et al. [2014] was inverted from fundamental-mode and overtone phase-velocity maps, and
parameterized in terms of vS and ξ, while our model is inverted directly from fundamental-mode
80
phase-anomaly measurements and is parameterized using vSV and vSH . We choose to apply regu-
larization constraints based on a priori knowledge about the structure of the oceanic upper mantle.
Although it is difficult to pinpoint exactly what leads to the differences between these models, it
is clear that choices of data, parameterization, and regularization all are important and can result
in significantly different models. We believe it is also important to ensure that radially anisotropic
structure is not erroneously mapped into isotropic velocity structure in order to get an accurate view
of the structure of the oceanic upper mantle.
We also compare the azimuthal anisotropy part of our model to those of Beghein et al. [2014],
Debayle et al. [2016], Schaeffer et al. [2016]. While the structure of isotropic velocity models from
different groups have tended to converge over time, large differences remain between anisotropic
models of the Earth’s interior, both for radial [e.g., Ferreira et al., 2010, Auer et al., 2014] and
azimuthal anisotropy [e.g., Becker et al., 2014]. The agreement between our model and the others
is best at intermediate-to-deep depths and worst at shallow depths (Fig. 2.21). Overall, our model
agrees best with the model of Schaeffer et al. [2016]. Agreement tends to be good in the central
Pacific, through which there are many crossing paths, and worst at the edges of the model and
in the westernmost Pacific. In this region, our modeled anisotropy is weaker and as a result the
orientations are also less well constrained. Aside from along the very edges of the model where we
have few crossing paths, we believe our azimuthal anisotropy result benefits from our selection of
data that is sensitive only to the Pacific basin and from the incorporation of surface-wave sensitivity
to all thirteen anisotropic elastic parameters. Because of the difficulties of resolving weak and
rapidly changing anisotropy orientations with global or plate-scale models, more local observations
similar to those of Takeo et al. [2016, 2018] and Russell et al. [2019] or additional observations
from stations located throughout the Pacific basin may be required to resolve the inconsistencies
between the larger-scale models.
81
Spreading-rate dependence of azimuthal anisotropy
At shallow depths, we observe a slight dependence ofG anisotropy strength on the half-spreading
rate, which we take from Müller et al. [2008]. Higher half-spreading rates correspond to higher
anisotropy strengths, suggesting that corner flow at a fast-spreading ridge is more efficient at align-
ing olivine and generating lithospheric anisotropy (Fig. 2.22). There is some evidence from P-wave
refraction studies that uppermost mantle anisotropy has a spreading-rate dependence [Gaherty et al.,
2004, Song and Kim, 2011], and our anisotropic model is consistent with that result. At depths
greater than 100 km, however, we observe no significant age dependence, suggesting that higher
rates of plate motion do not lead to greater strength of anisotropy within the asthenosphere.
Torsion experiments [Hansen et al., 2014] have shown that a certain amount of shear strain is
required before a steady-state anisotropic fabric is reached. At slower spreading ridges, shallow
anisotropy is likely frozen in before there has been enough shear strain to develop a steady-state
fabric, while at fast spreading ridges, the strain rate is higher and it takes less time to reach steady-
state. At asthenospheric depths, anisotropy does not become frozen in like it does in the lithosphere;
in this region, deformation occurs over enough time to accumulate sufficient shear strain to reach
a steady-state anisotropy fabric. As a result, we observe no age dependence at depths below the
lithosphere.
Potential anisotropy alteration: reheating, and small-scale convection
The anisotropy orientations we observe are, in a general sense, consistent with the simple model
of the formation of A-type LPO anisotropy in the cooling oceanic plate and deforming astheno-
sphere. However, there is significant misfit between our modeled anisotropy and paleospreading
or absolute-plate-motion-directions that cannot be explained by this simple model. In the western
Pacific, in particular, we observe large angular misfit between these directions. The oldest seafloor
is located in the western Pacific; this region has a longer history of potential alteration through re-
heating events and associated deformation. These events could disrupt a simple preexisting pattern
of anisotropy and overprint it with a more complicated signal that has little relation to present-day
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plate motion or the spreading direction at the time that seafloor formed. The orientation of the fast
axis of G anisotropy appears to change over shorter distances in the western Pacific compared with
the eastern Pacific. This both supports the theory of alteration in the region and makes the area’s
anisotropy more difficult to resolve seismically; it is difficult to resolve smaller-scale changes in
fast-axis orientation because we are using relatively long-period surface-waves with long paths and
are damping towards smooth models. However, there are also local observations in the western Pa-
cific that suggest the lithospheric anisotropy is rotated from the expected paleospreading direction
[Shintaku et al., 2014, Takeo et al., 2016, 2018].
In the central Pacific, there is a large region with a small but consistent offset of 10◦ − 20◦
between the orientation of the G fast axis and the absolute-plate-motion direction, suggesting that
there may be shear in the asthenosphere with an orientation different from the absolute plate motion
of the Pacific plate. Becker et al. [2014] suggested that additional mantle flow beneath the base
of the plate, in a direction different from plate motion, was required to match observed anisotropy,
and our models support that conclusion. Small-scale convection may also play a role in disrupting
simple anisotropy patterns and leading to a misalignment between observed seismic anisotropy and
absolute-plate-motion directions [Coltice et al., 2017]; this would lead to small-scale variations in
anisotropy orientations that we do not observe, but that may exist at length scales shorter than our
resolution limit.
Anisotropy as a proxy for the lithosphere-asthenosphere boundary
The depth at which the gradient in ξ is largest has been used previously as a proxy for the
lithosphere-asthenosphere boundary, under the assumption that the high-radial-anisotropy layer is
the asthenosphere beneath the base of the plate [Beghein et al., 2014, Burgos et al., 2014]. Although
we see age dependence in the depth to peak radial anisotropy and thickness of the layer, we see
little age dependence of the top of this radial anisotropy layer except at the youngest seafloor ages
(Fig. 2.9), consistent with earlier results from surface waves [Auer et al., 2015]. For older seafloor,
this boundary beneath which there is radial anisotropy with ξ significantly greater than 1 is at a
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relatively consistent ∼ 70− 80 km. This radial anisotropy boundary is also fairly consistent with
observations of sharp discontinuities in the Pacific upper mantle from SS precursors [Rychert and
Shearer, 2011, Rychert et al., 2012, Schmerr, 2012, Tharimena et al., 2017], and receiver functions
[Kawakatsu et al., 2009, Kumar and Kawakatsu, 2011, Olugboji et al., 2016]. The high-velocity
lid suggests a deeper thermal lithosphere-asthenosphere boundary with stronger age dependence.
Hedjazian et al. [2017] modeled the development of olivine LPO fabric in the oceanic upper man-
tle, including both dislocation and diffusion creep mechanisms, and found that a layer of radial
anisotropy starting at an age-independent depth was a natural consequence of anisotropy produced
by plate-driven flow.
Previous workers also have used the change in G orientation with depth as a proxy for the
lithosphere-asthenosphere boundary [Plomerová et al., 2002, Yuan and Romanowicz, 2010, De-
bayle and Ricard, 2013, Burgos et al., 2014, Schaeffer et al., 2016]. If the paleospreading and
absolute-plate-motion directions in a location differ, this will result in a fast-axis rotation when
going from lithosphere anisotropy to asthenosphere anisotropy. Hansen et al. [2016] combined
laboratory-based torsion experiments with flow modeling to predict seismic anisotropy in oceanic
basins, and found that the depth at which they begin to see alignment between anisotropy and
plate-motion direction has a strong age dependence, and is consistent with a thermally controlled
lithosphere-asthenosphere boundary.
Figure 2.18 shows G strength and gradient in orientation with depth for a cross-section of the
Pacific basin. We typically do observe a change in the G fast-axis orientation with depth, but we
observe a broad range of depths over which there are higher gradients in fast-axis orientation; it
is difficult to pick out a sharp lithosphere-asthenosphere boundary using this proxy. For young
seafloor, the depth at which the direction changes is typically similar to the maximum gradient
in ξ and also is consistent with the thermal lithosphere-asthenosphere boundary that is related to
the negative gradient in isotropic model velocities. However, we observe less age dependence
in the fast-axis-orientation gradients than we do in the isotropic velocity gradients. Because the
orientation change happens over such a broad depth range, it is difficult to tell whether the change
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in anisotropy orientation is more consistent with the intra-lithosphere boundary in radial anisotropy
or the thermally-defined lithosphere-asthenosphere boundary. We do observe that the strength of
the fast-axis-orientation gradient increases with seafloor age; this is consistent with anisotropic
fabrics in young lithosphere being more similar to asthenospheric fabrics than the fabric in old
lithosphere.
Assessment of anisotropy fabrics
Although A-type fabric texture is the most commonly observed olivine fabric in upper-mantle
peridotites [Ben Ismail and Mainprice, 1998], there are several other fabric types that form under
different stress, temperature, and water-content conditions [e.g., Jung and Karato, 2001, Karato
et al., 2008] and due the influence of different deformation mechanisms [Karato et al., 2008].
Olivine fabrics can be complicated by deformation history; large strains may be required to reach
a steady-state fabric [Hansen et al., 2014] and pre-existing texture [Boneh and Skemer, 2014] can
lead to LPO that differs from what is found when previously undeformed olivine aggregates are de-
formed in simple shear [Zhang and Karato, 1995]. Recently, several studies have observed olivine
fabrics in natural samples that are different from the most commonly observed A-type [Précigout
and Hirth, 2014, Tommasi and Ishikawa, 2014]. Despite the inherent complexity in associating
seismic anisotropy with a particular olivine fabric, the seismic anisotropy observed in the upper
mantle typically is interpreted to be the result of A-type fabric. This assumption can lead to in-
ferred flow directions that are incorrect if one of the alternate fabric types dominates in a particular
region.
We assess the fabric type of the Pacific upper mantle by comparing the strength of radial and
azimuthal anisotropy in our model to measurements from upper-mantle peridotites found in ophio-
lites and from experimental samples (Fig. 2.23). Samples with A-type fabric tend to have relatively
high radial anisotropy, ξ, compared to azimuthal anisotropy, G/L, while samples with E-type fab-
ric tend to have high azimuthal anisotropy and near-zero radial anisotropy. D-type fabric samples
tend to fall somewhere in the middle, with large radial and azimuthal anisotropy. Our model has
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strong radial anisotropy with ξ > 1 and relatively weak azimuthal anisotropy; G/L has a maximum
of ∼ 1.5% at 100 km depth. These findings are most consistent with A-type olivine anisotropy
fabric in the oceanic lithosphere and asthenosphere. The extremely strong azimuthal anisotropy
(G/L > 5%) that is commonly observed in D- and E-type fabrics is not consistent with our data,
and suggests that any anisotropy fabric other than A-type must exist only at a scale that is smaller
than the wavelength of our shortest-period surface-waves.
Although we used the ratios between elastic tensor anisotropy parameters from Peselnick and
Nicolas [1978] as a scaling constraint for our preferred model, we also tested the scaling ratios from
other elastic tensors (Table 2.2). Applying different scaling constraints to our azimuthal anisotropy
parameters lead to different relative strengths in G, B, H , and E, but resulted in changes in data fit
of less than 1% because of the weak sensitivity of surface waves to the anisotropic parameters other
than G. Although the relationships between well-resolved estimates of these elastic parameters
would help constrain olivine fabric types and elastic tensors for the oceanic upper mantle, we do
not believe they are well enough resolved in our final model to do so. However, applying scaling
based on a realistic elastic tensor leads to an internally consistent model of anisotropy variations,
which allows us to interpret the well-resolved anisotropic elastic parameters with more confidence.
2.6 Conclusions
We present a new three-dimensional model of the Pacific upper mantle derived from Rayleigh
and Love phase-anomaly measurements between 25 s and 250 s. We damp towards a priori models
of both the age dependence of oceanic seismic velocity and expected scaling relationships between
azimuthal anisotropy parameters derived from elastic tensors. The use of these damping schemes
allows us to invert for all thirteen elastic parameters that fully describe surface-wave anisotropy. By
inverting for all thirteen elastic parameters, we ensure that structure from some of the less-well-
resolved azimuthal anisotropy papers is not erroneously mapped into isotropic velocities, radial
anisotropy, or G azimuthal anisotropy. We find that the inclusion of three-dimensional azimuthal
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anisotropy is very important for resolving the isotropic structure at the length scales in this model.
We find that the age dependence of seismic velocity is strong due to the cooling signature of
the oceanic plate, and this signal is consistent with halfspace cooling. As the plate ages and moves
away from the mid-ocean ridge, the high-velocity lid gets thicker and the underlying low-velocity
zone gets deeper.
We find strong radial anisotropy in the asthenosphere, with ξ > 1 (vSH > vSV ), consistent
with LPO anisotropy where the olivine fast axes are aligned in the horizontal plane. The depth
of peak radial anisotropy depends slightly on age; it increases from 101 km to 163 km, and this
corresponds well to the increasing depth of the low-velocity zone in vS . The layer of strong radial
anisotropy also gets thicker as the plate ages. However, there is only weak depth dependence in the
top of the high-radial-anisotropy layer, consistent with expectations from geodynamic modeling
and prior observations of discontinuities in the Pacific upper mantle.
Despite the significant differences in final vSH profiles that result from differences in the chosen
starting model, our findings of weak radial anisotropy near the surface and strong radial anisotropy
in the asthenosphere with vSH > vSV are both robust to changes in starting model. While assump-
tions about the starting vSH model do result in small differences in radial anisotropy, our interpreta-
tions do not depend on the choice of starting model here; although the details of the model change,
the overall conclusions do not.
Comparisons with olivine fabrics derived from ophiolites and experimental samples suggest
that our modeled anisotropy is most consistent with A-type olivine fabric. Deep anisotropy tends
to align with absolute-plate-motion directions. However, there are large areas where our observed
anisotropy fast axes do not agree with either paleospreading or absolute-plate-motion directions,
suggesting the presence of small-scale convection or additional mantle flow beneath the base of the
plate in a direction other than plate motion. The orientations of azimuthal anisotropy rotate with
depth, and there typically is a strong gradient in anisotropy orientations at a depth that is slightly
age dependent and consistent with a thermal lithosphere-asthenosphere boundary.
We find that azimuthal anisotropy strength is correlated with half-spreading rate at shallow
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depths. This observation suggests that at slower spreading rates, anisotropy gets frozen in before it
reaches a steady-state LPO fabric and strength. Only at fast spreading rates is there enough strain
to fully rotate olivine crystals and accumulate the full LPO anisotropy strength before the fabric is
frozen in.
Comparisons with other three-dimensional models of azimuthal anisotropy show that there are
still disagreements in strength and orientation of azimuthal anisotropy, particularly in the western
Pacific. Our model suggests that there is a relationship between a thermally controlled lithosphere-
asthenosphere boundary and a rotation inG fast axis; however, the relationship between that bound-
ary and the high-radial-anisotropy layer is less clear. Finally, although we have inverted for all
thirteen anisotropic elastic parameters, the azimuthal terms other than G are poorly resolved. Ap-
plying constraints from realistic elastic tensors has allowed us to develop an internally consistent
model of upper-mantle anisotropy in the Pacific. In the future, additional constraints on these pa-
rameters from local observations could lead to improved interpretations of olivine fabric types and
estimates of elastic tensors for the oceanic upper mantle.
The preferred model described in this work is available from the author.
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Table 2.1: Number of Love and Rayleigh wave observations in the GDM52 phase-anomaly dataset
(N ), and the number of observations with > 90% of the path length within the boundaries of the
Pacific basin (Nr).
Period (s) N (Love) Nr (Love) N (Rayleigh) Nr (Rayleigh)
25 18670 2481 103633 16340
27 19034 2538 104820 16412
30 19187 2561 105796 16476
32 35858 4149 178997 20302
35 35935 4152 179296 20306
40 35977 4149 179657 20308
45 36022 4152 179802 20313
50 82958 7762 282579 25262
60 85646 8040 286132 25364
75 85742 8035 286302 25374
100 83463 7740 282996 24996
125 62829 6109 247410 21946
150 43999 1739 83093 3159
200 30870 924 82518 3131
250 36991 1351 78291 2941
Table 2.2: Scaling factors, Sij , between the elastic parameters corresponding to azimuthal varia-







Single olivine crystal [Estey and Douglas, 1986] 1.6562 0.6455 1.4154
Pyrolite [Estey and Douglas, 1986] 2.7795 0.5692 1.0626
Mesozoic average [Peselnick and Nicolas, 1978] 1.1439 0.2109 0.1759
Fast-spreading ridge [Ben Ismail and Mainprice, 1998] 1.3899 0.1313 0.4465
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Figure 2.1: Locations of earthquakes (red stars) and stations (blue triangles) used in this study.
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Figure 2.2: Cubic B-spline basis functions for parameterization in radial direction. Black lines
show the seven splines and the red line shows the sum of the individual splines. Model parameter-
ization starts at the Moho.
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Figure 2.3: Range of perturbations of the elastic parameters corresponding to azimuthal variations
in velocity for different orientations of the elastic tensor for (blue) single olivine crystal [Estey
and Douglas, 1986], (cyan) estimated pyrolite upper mantle [Estey and Douglas, 1986], (yellow)
Mesozoic average upper mantle [Peselnick and Nicolas, 1978], and (red) fast-spreading ridge [Ben
Ismail and Mainprice, 1998]. Black diamonds show the values of the elastic parameters we select
for the scaling of the azimuthal anisotropy terms.
92
Figure 2.4: vS profiles for three different starting models.
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Figure 2.5: Sensitivity kernels, Km describing change in phase velocity due to a change in a model
parameter, m, normalized to the maximum in each panel. (a) Sensitivity of Rayleigh waves to vSV ,
vPV , vPH , and η. (b) Sensitivity of Love waves to vSV and vSH . (c) Sensitivity of Rayleigh waves
to G, H , B, and E. (d) Sensitivity of Love waves to G and E. Rayleigh waves are sensitive to
primarily vSV and G, while Love waves are primarily sensitive to vSH and E. Kernels shown here
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Figure 2.6: Tradeoff curves for lateral gradient damping strength. Model fit, χ2/N , and model
roughness for inversions with the 5 parameters describing radial anisotropy and the full set of 13
elastic parameters, for a range of strengths of λL. The fit and roughness for our chosen damping
strength are marked by the red x’s.
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Figure 2.7: (Left) vSH and (right) vSV perturbations in % relative to the average velocity at depths
of (a,b) 50 km, (c,d) 100 km, and (e,f) 150 km, and (g,h) 200 km.
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Figure 2.8: (Left) vS,V oigt perturbations in % relative to the average velocity and (right) ξ =
(vSH/vSV )
2 at depths of (a,b) 50 km, (c,d) 100 km, and (e,f) 150 km, and (g,h) 200 km. (g) Shows
the cross-section for Fig. 2.9.
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Figure 2.9: (a) vS,V oigt velocity (km/s) and (b) ξ = (vSH/vSV )2 for a cross-section across the
Pacific, shown in Fig. 2.8g.
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Figure 2.10: vS,V oigt as a function of seafloor age at four depths. Points show the velocity at each
pixel in the model and solid lines show the best-fitting age model with the form of equation 2.39.
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Figure 2.11: vS,V oigt perturbations in % relative to the average velocity at a depth of 50km for (a)
the model including azimuthal anisotropy and (b) the model without azimuthal anisotropy. (c) The
difference between (a) and (b). Note the different scale for (c).
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Figure 2.12: G/L orientation and strength (% peak-to-peak) at depths of (a) 50 km, (b) 100 km,
(c) 150 km, and (d) 200 km.
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Figure 2.13: Orientation and strength at 75 km of (a) G/L, (b) B/A, (c) H/F , and (d) E/N .
102
Figure 2.14: (a,b) Rayleigh waves at 50 s and (c,d) Love waves at 50 s. (a,c) Phase velocity
calculated from our three-dimensional anisotropic model and (b,d) phase velocity from the two-
dimensional phase-velocity maps of Eddy et al. [2019]. (a,b) Includes 2ζ azimuthal anisotropy for
Rayleigh waves and (c) includes 4ζ azimuthal anisotropy for Love waves.
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Figure 2.15: Averages of (a) vS,V oigt, (b) ξ = (vSH/vSV )2, and (c) vSV (dashed) and vSH (solid) in
five age bins in the Pacific. Arrows in (b) point to the depth of maximum ξ.
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Figure 2.16: (Top) Comparisons betweenG/L fast orientations (red) and paleospreading directions
(blue) and (bottom) comparisons between G/L fast orientations (red) and absolute-plate-motion
directions (blue) at (a,c) 50 km and (b,d) 150 km. Shaded background shows the angular misfit
between the two directions, with white background shading indicating the directions are parallel
and black background shading indicating the directions are perpendicular.
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Figure 2.17: Median angular misfit in 10 Myr age bins between the fast azimuth of G anisotropy
and (a) the paleospreading direction (PS) and (b) the absolute-plate motion direction (APM) at
several depths.
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Figure 2.18: (a) G/L strength (% peak-to-peak) and (b) vertical gradient (degrees/km) in G/L
fast-axis orientation (Gζ) for a cross-section across the Pacific, shown in Fig. 2.8d. Vertical G/L
fast-axis gradient is only shown in regions where G/L > 0.5%.
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Figure 2.19: Averages of (a) vS,V oigt, (b) ξ = (vSH/vSV )2, (c) vSV , and (d) vSH for Pacific seafloor
ages 0− 30 Ma and > 150 Ma, for models derived from two different starting models. Solid lines
show our preferred model, inverted from our third starting model, which is radially anisotropic and
has a low-velocity zone. Dashed lines show the result of inversion from our first starting model,
which is isotropic and does not contain a low-velocity zone.
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Figure 2.20: (Top) vS,V oigt and (bottom) ξ = (vSH/vSV )2 for (left) this model and (right) the model
of Beghein et al. [2014], at a depth of 150 km.
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Figure 2.21: Comparisons between G/L fast orientations (red) and the azimuthal anisotropy (blue)
from the models of (left) Beghein et al. [2014], (center) Debayle et al. [2016], and (right) Schaeffer
et al. [2016]. (Top) 50 km, (middle) 100 km, (bottom) 150 km. Shaded background shows the
angular misfit between the two model fast directions, with white background shading indicating
the directions are parallel and black background shading indicating the directions are perpendicular.
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Figure 2.22: Median G magnitude as a function of half-spreading rate at several depths, normalized
to the maximum at each depth.
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Figure 2.23: Comparisons between G/L and ξ from our model at a depth of 100 km (black dots)
and the anisotropy from elastic tensors measured in ophiolites [Peselnick and Nicolas, 1978, Ben
Ismail and Mainprice, 1998, Ben-Ismail et al., 2001, Michibayashi et al., 2006, Satsukawa et al.,
2010] and in experimental samples [Estey and Douglas, 1986, Jung and Karato, 2001, Jung et al.,
2006, Karato et al., 2008, Bystricky et al., 2000, Katayama et al., 2004]. Circles are measurements
from rock samples and diamonds are measurements from lab experiment samples.
112
Chapter Three
Comparisons between measurements and
predictions of Rayleigh wave amplification
across the contiguous United States
This chapter has been published: C. L. Eddy and G. Ekström. Comparisons between measurements
and predictions of Rayleigh wave amplification across the contiguous United States. Physics of
the Earth and Planetary Interiors, 299:106407, 2020.
Abstract
We present local surface-wave-amplification maps spanning the contiguous United States
for Rayleigh waves between 35 s and 125 s using data recorded on the USArray between 2006
and 2015. We isolate the effect of local structure from those of the earthquake and propaga-
tion using a previously developed method based on ratios of amplitudes measured at adjacent
stations. To assess the ability of our technique to resolve surface-wave amplification, we per-
form a parallel synthetic-tomography experiment. We determine amplification from a large
dataset of SPECFEM synthetic seismograms calculated for USArray stations and compare the
measurements with direct predictions of local amplification. Correlations between synthetic
and predicted amplification are high, with correlation coefficients ranging from 0.77 at 40 s
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to 0.95 at 100 s, indicating that we are able to resolve well local variations in amplification,
particularly at long periods. The remaining differences between synthetic and directly pre-
dicted amplification maps suggest the influence of finite-frequency effects on surface-wave
amplitudes. Observed Rayleigh wave amplification factors reflect local elastic structure in the
region surrounding each station and could be used as a complementary constraint to image the
structure of of the Earth’s crust and upper mantle.
3.1 Introduction
Models of the Earth’s elastic structure are typically constructed from seismic-wave phase and
travel-time observations. Surface waves provide one of the primary constraints on upper-mantle
elastic structure, and phase-velocity measurements are routinely used in the construction of re-
gional three-dimensional Earth models. The amplitudes of surface waves also contain information
about the structure of the Earth’s upper mantle and crust, but are used less frequently in seismic
tomography. It is more difficult to make high-quality amplitude measurements in part due to the
potential for calibration errors at seismic stations [e.g., Ekström et al., 2006]. Even high-quality
amplitude measurements are challenging to interpret because several different factors contribute to
the signal, including source, propagation, and receiver effects [e.g., Selby and Woodhouse, 2000,
Dalton and Ekström, 2006a,b]. Propagation effects on surface-wave amplitudes include both atten-
uation and elastic focusing [Selby and Woodhouse, 2000]. Much work has been done to constrain
the Earth’s attenuation structure using measured surface-wave amplitudes [e.g., Durek et al., 1993,
Selby and Woodhouse, 2002, Gung and Romanowicz, 2004, Dalton and Ekström, 2006b], while
studies that use amplitude information directly to constrain the elastic structure [e.g., Dalton and
Ekström, 2006a] have been less common until recently.
The USArray Transportable Array was an experiment to instrument the continental United
States with a dense array of seismometers with 70-km station spacing. It has provided a large
quantity of high-quality data and led to the development and evolution of new seismic-imaging
techniques, including ambient-noise tomography [e.g., Shapiro et al., 2005, Ekström et al., 2009,
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Ekström, 2014, 2017], Eikonal and Helmholtz tomography [e.g., Lin et al., 2009, Lin and Ritz-
woller, 2011], multi-plane-wave methods [e.g., Yang and Forsyth, 2006, Pollitz and Snoke, 2010],
and two-station methods [e.g., Foster et al., 2014]. The calibration of USArray stations is very
good [Ekström and Nettles, 2018] so it is possible to make high-quality amplitude observations on
stations in the network and some of these new imaging techniques, including Helmholtz tomog-
raphy and the multi-plane-wave method, make use of amplitude information to constrain elastic
structure.
Surface-wave amplitudes contain an amplification factor that depends on Earth structure local
to the station [e.g., Wang and Dahlen, 1994, Ferreira and Woodhouse, 2007]. Site amplification at
short periods has been an important area of research for estimates of seismic hazard [e.g., Borcherdt
and Gibbs, 1976, Aki, 1993, Dobry et al., 2000, Wills et al., 2000], and longer-period surface waves
also can exhibit local amplification or deamplification depending on the velocity structure [Bowden
and Tsai, 2017]. As a result, surface-wave amplitudes can provide a complementary constraint to
phase velocity on the local elastic structure of the Earth’s crust and mantle.
Recently, several studies have investigated local surface-wave amplification using techniques
applied to USArray data. Eddy and Ekström [2014] developed a two-station method based on
logarithmic amplitude ratios and found local Rayleigh wave amplification that was spatially co-
herent and correlated well with geologic structures in North America. Lin et al. [2012] developed
a method to resolve amplification using Helmholtz tomography that has also been used by Bao et al.
[2016] to calculate amplification corrections when modeling attenuation structure. Bowden et al.
[2017] applied this method to ambient-noise cross correlations to determine amplification across
the USArray for shorter period waves. These Helmholtz tomography-based methods resolve both
amplification and phase velocity, which is used to correct for focusing path effects; our two-station
method [Eddy and Ekström, 2014] offers a way to measure local amplification without having to
estimate elastic heterogeneity.
Although our earlier work has shown that the agreement is good between observed surface-
wave amplification and direct local predictions of amplification from radial profiles of Earth struc-
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ture [Eddy and Ekström, 2014], we can assess our ability to resolve surface-wave amplification
more directly through experiments using synthetic tomography. If our two-station method is able
to resolve variations in amplification due to elastic structure local to each station, the amplification
measured from synthetic seismograms should agree with directly predicted amplification, when
both are calculated from the same three-dimensional elastic Earth model. Differences between
measured synthetic and directly predicted amplification may be due to finite-frequency effects; as
surface-wave period (and wavelength) increases, the waves are sensitive to elastic structure over a
larger area. This effect will result in measured surface-wave amplification that reflects not only the
radial elastic structure directly beneath each station, but the elastic structure within a wavelength-
dependent three-dimensional region local to each station.
In this work, we present a new set of Rayleigh wave amplification maps spanning the contigu-
ous United States using USArray data and calculated using the two-station method of Eddy and
Ekström [2014]. We perform a parallel synthetic-tomography experiment, and calculate amplifi-
cation from a large dataset of synthetic seismograms recorded on the USArray. We compare direct
local predictions of amplification to the real and synthetic amplification maps determined from the
application of our two-station method. From these comparisons, we assess both the resolution of
our method and the effect of finite-frequency effects on surface-wave amplification.
3.2 Methods and data
Theory and method
Surface-wave seismograms can be described as a function of amplitude and phase [Tromp and
Dahlen, 1992, 1993],
u(ω) = A(ω) exp[iΦ(ω)], (3.1)
where u(ω) is the displacement at the station at a given angular frequency, ω, and A(ω) and Φ(ω)
are the amplitude and phase, respectively. In the ray-theoretical framework, the surface-wave am-
116
plitude is a product of several different effects [e.g., Dalton and Ekström, 2006a,b],
A(ω) = AS(ω)AR(ω)AF (ω)AQ(ω). (3.2)
AS(ω) is the effect of the source, which includes both earthquake source parameters and elastic
structure local to the source. AR(ω) is the effect of the receiver, which includes both the instrument
response and the structure local to the station. AF (ω) is the effect of geometric spreading and
focusing, and AQ(ω) is the effect of attenuation.
We use the method previously developed by Eddy and Ekström [2014] in order to isolate the ef-
fect of structure local to the station, and summarize the approach here. We form ratios of measured
seismogram amplitudes recorded at neighboring stations to isolate the component of the surface-
wave-amplitude signal local to the receiver. For two adjacent stations i and j, we take the ratio of







For a given earthquake and any pair of stations, all amplitude effects will contribute to the observed
ratio. When the stations are adjacent, they sample adjacent points of a coherent surface-wave
wavefield. Take-off angles and ray paths for waves recorded at two neighboring stations will be
similar for a given earthquake, so the ratios of the source and propagation effects can be expected to
vary around 1.0, and as a result their contribution to the observed ratio is small. In contrast, effects
associated with structure local to the receiver or instrument response will contribute a factor to the
ratio that is consistent for all earthquakes recorded on the two stations.
We first take the logarithmic amplitude ratio,
dkij = ln(Ai/Aj) = ln(Ai)− ln(Aj), (3.4)
where Ai and Aj are the individual surface-wave amplitude measurements at a given frequency for
each earthquake, k, that was recorded on the pair of stations. For each station pair, we then take








where NE is the total number of earthquakes recorded on both stations in the pair.
Our goal is to attribute the average logarithmic amplitude ratio, d̄ij , to the difference between
the local receiver effect at each station in the pair, ln(AR,i) − ln(AR,j). The cancellation of the
source effects, and focusing and attenuation path effects, should work best for station pairs that
are separated by a small distance. For observations recorded on neighboring stations, the surface
waves generated by a single earthquake have traveled along nearly identical paths. Ideally, the
separation between the stations in each pair is smaller than the wavelength of the wave and of any
local complexity in the wavefield.
The average logarithmic amplitude ratio for each station pair is taken as the data in a least-










where AR,i and AR,j are the station-amplification factors and σ̄ij is the uncertainty for the datum
d̄ij . The inversion includes only stations that are linked together by the observations. Absolute
amplification factors are impossible to resolve with this method because the data are calculated
from amplitude ratios, so we apply the constraint that the logarithmic station-amplification factors
must sum to a value of 0.0 across the array at each period. With this constraint, the inverse problem
is overdetermined and no additional regularization is required.
In the surface-wave ray-theoretical framework, the receiver-amplitude factor, AR, is a function
of the local radial elastic structure beneath the station [e.g., Tromp and Dahlen, 1992, Wang and
Dahlen, 1994]. There are two contributions to the predicted amplification factor. The amplitudes
of the displacement eigenfunction at the Earth’s surface vary depending on local elastic structure.
A second, typically smaller, effect, is related to the local surface-wave group velocity. For a given
radial profile taken from a three-dimensional Earth model, we can calculate a predicted station-









where D and D0 are the values of the displacement eigenfunctions at the surface for the receiver
location in the three-dimensional model and a one-dimensional reference model, respectively. U
is the surface-wave group velocity of the 3D model, and U0 is the group velocity of the reference
model. The specific form of this expression depends on the normalization convention used for the
surface-wave eigenfunctions [e.g., Ferreira and Woodhouse, 2007]. Here, we follow the normal-
mode convention [e.g., Gilbert and Dziewoński, 1975, Ferreira and Woodhouse, 2007].
Data selection (real data)
The data for this study consist of recordings on the USArray of earthquakes with MW > 5.5 oc-
curing between January 2006 and December 2015. We measure amplitudes for minor-arc Rayleigh
wave arrivals between periods of 25 s and 125 s from 2227 earthquakes recorded on a total of 1965
stations. We measure amplitude anomalies using the phase-matched-filter algorithm of Ekström
et al. [1997]. This technique is based on the iterative minimization of residual dispersion between
the observed seismogram and a synthetic fundamental-mode seismogram that is calculated initially
using the earthquake location and source geometry taken from the Global Centroid Moment Tensor
(CMT) project [Dziewonski et al., 1981, Ekström et al., 2012] and with excitation and propagation
characteristics calculated for the Preliminary Reference Earth Model (PREM) [Dziewoński and
Anderson, 1981]. The amplitude anomaly is the variation in amplitude relative to the spherical
Earth synthetic prediction necessary to match the modeled waveform to the observation at each
period, after the amplitude measurements have been corrected for instrument response. For this
work, we select high-quality (quality “A”, see Ekström et al. [1997]) Rayleigh wave amplitude
anomalies measured on the vertical component. We include only measurements from earthquakes
> 15◦ away from the recording station. Using these single-station data, we form the logarithmic
amplitude ratios for station pairs in the array and average the ratios for each pair.
It is necessary to select a maximum distance between the two stations in each pair in order to
ensure that the source, focusing, and attenuation effects will all be nearly equal for the surface-wave
amplitudes of one earthquake recorded at the two stations. This assumption of equal path effects is
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most accurate for small maximum distances between stations. However, if we select a maximum
distance between stations that is small, a large portion of the raw amplitude dataset is excluded. We
select a maximum distance of two degrees as a compromise that limits the the differences of the
source and path effects and also retains a large amount of data. For the USArray, this typically leads
to about 20–30 neighbors for each station. At long periods, the maximum interstation distance is
shorter than the wavelength and we expect our assumptions about the cancellation of source and
path effects to hold. At the shortest periods we consider, two degrees is larger than the wavelength,
suggesting that source and path effects may not be entirely averaged out. However, we find that
our maps are more robust with the larger amount of station-pair data that is available when the
maximum station interstation distance is not too small.
In addition to the requirement of a maximum station distance, it is necessary to have a suffi-
ciently large number of events recorded on a station pair in order to suppress the source and path
effects in the average logarithmic amplitude ratios. For this work, we selected ten as the mini-
mum number of earthquakes recorded on a station pair. Table 3.1 shows information about the
data used in this study. There are more high-quality amplitude-anomaly observations available at
long periods. For each average logarithmic amplitude ratio, d̄ij , we calculate its uncertainty, σ̄ij ,
by σ̄ij = σij/
√
NE , where σij is the standard deviation of the observations and NE is the total
number of observations recorded on each station pair. The mean of these station-pair uncertainties
for each period is reported as σ̄ in Table 3.1. The higher uncertainty at shorter periods reflects
the larger scatter in short-period measurements, likely due to incomplete cancellation of path ef-
fects in the amplitude ratios. We present results for periods 35 s and longer, for which our derived
amplification maps are less affected by small-scale focusing.
Data selection (synthetic data)
To assemble a parallel dataset of amplitude anomalies based on synthetic seismograms, we
make use of the collection of seismograms calculated in the Princeton Global ShakeMovie project
[Tromp et al., 2010]. In that project, synthetic seismograms for CMT solutions reported by the
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Global CMT project [Dziewonski et al., 1981, Ekström et al., 2012] are calculated using the 3D
global model S362ANI [Kustowski et al., 2008] and crustal model Crust2.0 [Bassin et al., 2000].
Seismograms are calculated using the spectral-element method and the SPECFEM3D_GLOBE
software [Komatitsch and Tromp, 2002a,b]. We retrieved seismograms from Princeton via the
web portal (http://global.shakemovie.princeton.edu, last accessed 5-11-2019). We select synthetic
seismograms calculated for USArray stations for 848 earthquakes withMW > 5.5 between January
2012 and December 2018. We make amplitude-anomaly measurements using the same technique as
for the observed seismograms, and perform the station-amplification analysis in the same manner.
For many of these events, synthetic seismograms are calculated for the full USArray. This is in
contrast to the real earthquake data, for which only a subset of USArray stations record each event.
This results in a larger number of observations per station pair for the synthetic data, even though
we have data from fewer synthetic earthquakes (Table 3.2) than real earthquakes.
3.3 Results
Observations (real data)
We invert the logarithmic amplitude ratios for Rayleigh wave amplification factors at each
USArray station for periods between 35 s and 125 s. Variance reduction ranges from 92% at 35 s
to 99% at 100 s (Table 3.3), indicating that the amplitude-anomaly data are explained well by our
derived station factors. We also calculate the goodness of fit, χ2/M , where M is the number of
degrees of freedom and is equal to the difference, at each period, between the number of station
pairs and the number of stations. Although values less than 1.0 suggest that we are overfitting our
data at the level of our estimated uncertainties, this is likely due to covariance between data that we
are not taking into account. There will be significant covariance between station-pair observations
for pairs that have one station in common, so the estimated uncertainty σ̄ij does not completely
characterize the data uncertainties.
Observed local Rayleigh wave amplification factors are shown in Figure 3.1 for 35 s, 50 s,
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75 s, and 125 s. The station-amplification factors are relative and can be considered to be local
amplification or deamplification of an incoming wavefield. There are clear correlations between
features in the amplification maps and topography or other geologic features. For example, at short
and intermediate periods we observe large deamplification (−15%) along the Gulf of Mexico and
along the eastern coast of the U.S. At all periods we observe relatively high amplification (10 −
15%) around the Colorado Plateau and Snake River Plain. The amplification maps are smoother
at long periods than at short periods, likely reflecting finite-frequency effects and the averaging
of elastic structure over a period-dependent wavelength. At 125 s, the local-amplification factors
reach ±10% with a standard deviation of 4%, while at 35 s they exceed ±20% with a standard
deviation of 10% (Table 3.4).
Anomalies within the local-amplification maps are spatially coherent at the level of a few per-
cent, which allows us to identify outlier stations that have apparent problems with instrument
response or calibration. Typically, outlier stations will have local-amplification factors that are
significantly lower than those of surrounding stations, and stand out as clear deviations from the
otherwise smooth amplification maps.
In order to make an outlier-free set of local-amplification maps, we first define outlier stations
to be those with an amplification factor that is > 1.5σ different from at least five neighboring
stations, where σ is the standard deviation of the observed amplification factors at that period and
neighboring stations are considered to be < 1◦ away. Any stations that have amplification factors
> 3σ away from the mean value at each period are also considered to be outliers. In total, we
identify 79 outlier stations, 26 of which are in the POLARIS network (Table 3.5). In a separate
quality analysis of USArray stations, Ekström and Nettles [2018] calculated amplitude scaling
factors for each station; these calibration factors are required to match measured surface-wave
amplitudes to synthetics. Many of the stations that we identify to be outliers in the current analysis
were also found to have anomalous scaling factors (Table 3.5), suggesting a problem with reported
gain for these stations.
We make a set of corrected local-amplification maps, where any observations from an outlier
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station have been removed from the data. Figure 3.2 shows local-amplification maps for 60 s
Rayleigh waves before and after removal of the outlier stations. Removal of these stations does
not change the observed amplification of nearby stations much, indicating that the effect of these
outlier observations on the maps is isolated. This suggests we are able to resolve variations in
amplification that are local to each station.
Observations (synthetic data)
We invert the logarithmic amplitude ratios measured from synthetic seismograms for Rayleigh
wave amplification factors at each USArray station for periods between 35 s and 125 s. Figure 3.3
shows the local Rayleigh wave amplification factors derived the synthetic data, at several peri-
ods. As for the real observations of local amplification, the range of synthetic-seismogram-derived
local-amplification factors is larger at short periods and smaller at long periods. Many of the same
spatial anomalies are recovered, including low amplification along the Gulf of Mexico and East
coast, high amplification along the Rocky Mountains, and a distinct difference in amplification
between the East and West sides of the continent. The range of synthetic amplification factors
also compares well with the observations (Table 3.4); the standard deviation of the synthetic local
amplification factors ranges from 4% at 125 s up to 11% at 35 s.
We investigate the number of earthquakes required to resolve local amplification using our
two-station method by performing synthetic amplification inversions with differing numbers of
earthquakes, and find that the quantity of data is very important. Figure 3.4 shows 50 s Rayleigh
wave amplification factors calculated from synthetic seismograms from 34, 50, 110, 212, 392, and
848 earthquakes. The recovered amplification factors clearly depend on the quantity of data in the
inversion. When we calculate amplification from only 34 earthquakes, we recover a map that shows
some of the east-west amplification difference across the U.S., but none of the more local spatial
anomalies. As we increase the number of earthquakes used in the analysis, geographic patterns
correlating with the Gulf of Mexico, the East coast, and the Rocky Mountains become increasingly
visible.
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This dependence of the amplification maps on the quantity of data is likely due to incomplete
cancellation of the source and path effects in the average logarithmic amplitude ratio when few
observations are included; this results in a local-amplification map that contains influence from
path effects. In order to calculate a robust set of station-amplification factors, a large number of
earthquakes is required, and more earthquakes are required at short periods than at long periods.
The difference between the maps derived from 848 and 392 earthquakes is smaller than the dif-
ference between the maps derived from 212 and 392 earthquakes, indicating convergence of the
surface-wave amplification measurements. We further consider the question of whether the syn-
thetic amplification maps are converging to their “true” values in the Discussion.
Local predictions
We make local predictions of surface-wave amplification in order to compare with our real and
synthetic observations and assess our ability to resolve lateral variations in elastic structure. At
each station in our array, we predict surface-wave amplitudes using radial profiles taken from 3D
mantle model S362ANI [Kustowski et al., 2008] with crustal model Crust2.0 on top [Bassin et al.,
2000]. For each radial model, we compute normal modes and then the predicted amplification is
calculated as in equation 3.7, with PREM as a reference model.
Figure 3.5 shows the predicted local Rayleigh wave amplification at periods between 35 s and
125 s. At short periods, the 2◦-by-2◦ discretization of the elastic structure from the crustal model is
apparent in the geographical variations of amplification. At long periods the variations in predicted
amplification are smoother, reflecting mainly variations in elastic structure in the mantle. At short
periods, small amplification factors are predicted along the Gulf of Mexico and East coast of the
U.S., while large amplification is predicted for the Rocky Mountains. At long periods, there is a
clear difference between amplification in the East and West sides of the continent. The range of
values for predicted amplification is similar to that of the real and synthetic observations (Table 3.4);
the standard deviation of the predicted local amplification factors ranges from 6% at 125 s up to
14% at 35 s.
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These direct predictions of local surface-wave amplification reflect only the one-dimensional
model structure beneath each station, while the observed and synthetic amplification maps include
the finite-frequency effect of average sensitivity over a wavelength-dependent area surrounding
each station. For comparison with the observed and synthetic maps, we make a smoothed version of
the local amplification predictions at each period by applying a two-dimensional Gaussian smooth-
ing filter with a standard deviation equal to the wavelength. Figure 3.6 shows these smoothed maps,
which attempt to account for finite-frequency effects on surface-wave amplification.
3.4 Discussion
Comparisons with other models
The new set of local-amplification factors presented here extends the maps of Eddy and Ek-
ström [2014] from the central U.S. to the East coast. For the region of the U.S. that both sets of
maps cover, the local-amplification factors are very similar (Figure 3.7). For most of the area cov-
ered by the maps of Eddy and Ekström [2014], the differences between the observed amplification
factors are less than 2%. The largest differences occur on the eastern boundary of the first set of
maps, and can reach ±10% at 35 s. The area over which significant differences exist between the
amplification factor maps depends on surface-wave period. At short periods, there are significant
differences across a large part of the array, with the largest differences occurring within a few hun-
dred kilometers of the Eastern edge of the array. In contrast, only stations right on the edge of the
array have large differences at longer periods. This suggests that stations in the center of arrays,
with neighboring stations in all directions, have the best-resolved local-amplification factors. The
local amplification we observe for stations on the edge of the array likely is less robust. In addition,
stations on the Eastern edge of the array had been deployed for a shorter amount of time in the 2014
study relative to this study; we have more data recorded on these stations in our current models,
leading to more robust estimates of surface-wave amplification at these stations.
Several previous studies have determined local amplification across the contiguous U.S. as part
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of determinations of phase-velocity models. Lin et al. [2012] developed a technique to measure
surface-wave amplification based on wavefront tracking and Helmholtz tomography and applied
it to data recorded on the USArray. We calculate the correlation between the amplification fac-
tors at stations within the overlapping region of the two maps, covering the western U.S., and find
that our observed station-amplification factors are very similar to those of Lin et al. [2012]; at
60 s the correlation between the two sets of amplification is 0.77. Bowden et al. [2017] applied
the same wavefront tracking approach to ambient-noise cross correlations measured on the USAr-
ray, and calculated local amplification. Although observations of ambient noise are shorter period
than the earthquake data we use here, we can compare our shortest-period amplification, at 35 s
(Figure 3.1b), to the longest-period amplification of Bowden et al. [2017], at 32 s. We find good
agreement between the two amplification maps, with many local anomalies occurring in both; the
correlation coefficient between the amplification factors at these periods is 0.60. There are some
differences between the maps, which could be due to differences in how the two methods minimize
the source and path effects on the waves. These Helmholtz tomography-based methods require the
estimation of phase velocity in order to correct for elastic focusing and to calculate amplification,
while our method does not. Although our method does not explicitly correct for focusing effects
along the wave path, we believe that these path effects are averaged out when data from many
earthquakes are included in the inversion. However, at short periods our maximum interstation
distance, 2◦, is greater than the surface-wave wavelength, so it is more difficult to average out the
influence of path effects on the logarithmic amplitude ratios.
Comparisons between synthetic observations and local predictions
In order to assess how well our technique recovers the true local amplification at a station,
we compare direct predictions of local amplification from one-dimensional profiles to the am-
plification computed from applying our two-station method to measurements made from synthetic
seismograms. Because these synthetic seismograms are generated using the same 3D elastic model
from which we take radial profiles for calculating the direct predictions, we expect there to be a high
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degree of agreement between the two sets of amplification factors if our method is truly isolating
the amplitude effect of elastic structure local to each station.
Figure 3.8 shows the correlations at each period between the different sets of amplification
factors, including with the observed local amplification. Figure 3.9 shows scatterplots of measured
synthetic vs. predicted local amplification. The correlation between the amplification derived
from synthetics and the direct predictions is very high; at 40 s the correlation coefficient is 0.77
and at 100 s the correlation coefficient is 0.95. The high correlation at long periods, in particular,
suggests that our technique successfully recovers a measure of local elastic amplification. At short
periods, the slightly lower correlation likely reflects incomplete cancellation of the source and path
effects in the logarithmic amplitude ratios. In our 3D elastic model, deeper structure is smoother
than shallower structure; this may also contribute to the larger correlations for long-period waves
than for short-period waves. When we compare our synthetic amplification maps to the smoothed
local predictions, the correlation is high, going from a minimum of 0.82 at 40 s to a maximum
of 0.92 at 100 s. In general, the overall high degree of correlation between the direct predictions
and synthetic-seismogram-derived amplification provides confidence that we are able to measure
amplification effects due to local elastic structure. Additionally, the standard deviations of the direct
predictions and synthetic amplification factors are very similar and the average misfit between the
measured synthetics and direct predictions is also very small (Table 3.4).
We assess the relative scales of the amplification factors derived from synthetics and from
direct predictions by calculating the slope of the best-fitting line when regressing the synthetic
amplification observations against the local predictions and smoothed predictions (Table 3.4). We
find that the slope of the best-fitting line between the directly predicted and synthetic amplification
tends to be less than 1, indicating that the range of predicted amplification is slightly greater than
the range of amplification derived from synthetics. This slope is significantly closer to 1 when
comparing the smoothed predictions and synthetic amplification, illustrating that finite-frequency-
related smoothing leads to a relatively smaller range of amplification factors. This effect can be seen
in the scatterplots (Figure 3.9). However, the slopes still tend to be slightly less than 1, suggesting
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that our observed amplification may be slightly underestimated relative to the true values.
In addition, the amplification derived from synthetic seismograms (Figure 3.3) is smoother than
the local amplification that is directly predicted (Figure 3.5). At 35 and 50 s, linear boundaries
between the 2◦ crustal blocks of CRUST2.0 are clearly visible in the direct predictions. In the
synthetic amplification maps, the overall patterns are very similar, but the boundaries have been
smoothed. Even at long periods, the synthetic amplification maps appear to be smoother than
the maps of direct amplification predictions. This suggests that finite-frequency effects lead to
surface-wave amplification that is smoother than expected based only on predictions from structure
immediately local to each station. Long-period surface-wave amplification reflects structure not
just directly beneath the recording station, but also some surrounding area that depends on the
wavelength of the wave. When we mimic this finite-frequency effect by smoothing the direct
predictions (Figure 3.6), we find that these maps and the synthetic amplification maps are similarly
smooth.
Comparisons between real observations and local predictions
Our observed local Rayleigh wave amplification (after removal of outlier stations) also is corre-
lated with direct predictions and calculations from synthetics, although the correlations are lower,
particularly at short periods (Figure 3.8). The correlation between observed amplification and the
direct predictions from radial profiles ranges from 0.44 at 35 s to 0.66 at 100 s or, when comparing
to the smoothed direct predictions, ranges from 0.47 at 35 s to 0.70 at 100 s. For the synthetic-
seismogram-derived amplification, the correlation with observations ranges from 0.38 at 35 s to
0.63 at 125 s. This lower degree of correlation with observations indicates that there is elastic
structure that we are able to resolve in the local-amplification maps that is not currently represented
in the 3D model used for the predictions and synthetics. While the observations and predictions
have similar long-wavelength variations, they disagree more for short-wavelength features, even
after correcting the predictions for finite-frequency effects. This suggests that measurements of
local amplification can be used to further refine velocity models, and may be helpful for resolving
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smaller-scale features. Sensitivity kernels for amplification are significantly different from those
for phase velocity [Lin et al., 2012, Eddy and Ekström, 2014, Bowden et al., 2017], and as a result
can be used as a complementary constraint for elastic structure. In particular, amplification has
peak sensitivity that is relatively shallow and may be helpful to improve velocity models in regions
of the upper mantle and crust to which phase velocity is less sensitive.
Required quantity of data
Increasing the number of measurements used in the synthetic inversions leads to a correspond-
ing improvement in correlation between synthetic amplification and direct amplification predic-
tions, particularly at intermediate periods. At 75 s, this correlation ranges from 0.82 for the inver-
sion with 34 earthquakes to 0.93 for the inversion with 848 earthquakes. Although the correlation
is high even for the maps derived from a minimum amount of data, there is significant improvement
in agreement with additional data. As period increases, the effect of including more data becomes
smaller; at 125 s the correlation between synthetics and predictions remains almost the same after
almost doubling the amount of data from 212 to 392 earthquakes; when doubling again from 392
to 848 the correlation remains nearly identical. At the shortest periods this pattern is less clear; at
35 s the synthetic inversion from 34 earthquakes has a relatively high correlation with predictions.
Fewer station-amplification factors can be derived from the data at periods less than 50 s when
only 34 earthquakes are included; in these cases there is a smaller quantity of high-quality data
and we are not able to derive synthetic maps for the entire continent while maintaining our criteria
that at least ten earthquakes are recorded on each station pair. For intermediate and long periods,
however, it is clear that increasing the amount of data in the inversion gets us closer to recovering
the “true” local amplification signal, represented by the direct predictions.
Although our observed surface-wave-amplification maps are constructed using more than 2,000
events, each station pair has an average of 14–54 events recorded on it, compared to an average of
190–470 events for the full synthetic dataset. This is a consequence of the USArray Transportable
Array moving, limiting the number of events recorded on each station. This suggests that a larger
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number of earthquakes recorded on each station pair would likely lead to amplification observations
that are even closer to their true values. However, even a small number of synthetic observations
leads to amplification estimates that are highly correlated with direct predictions; we believe that
we are able to resolve well the variations in local amplification.
3.5 Conclusions
We present a new set of local-amplification factors across the entire contiguous U.S using data
recorded on the USArray. We attribute station-amplification factors to local elastic structure be-
neath each station. Amplification factors are spatially coherent and are strongly correlated with
geographic features. Local amplification derived from complete synthetic seismograms for a 3D
Earth model are highly correlated with direct local predictions calculated using profiles through the
same 3D elastic model. These synthetic-tomography experiments demonstrate that our two-station
observation technique is able to resolve amplification factors that are controlled by local elastic
structure, particularly when a large quantity of data is included in the modeling. Small differences
between measured synthetic and predicted amplification suggest that surface-wave amplitudes are
influenced by finite-frequency effects, and measured amplification reflects not only structure di-
rectly beneath stations, but an average over a wavelength-dependent region surrounding the station.
Lower degrees of correlation between our observed station-amplification factors and predictions
suggests that the amplification maps contain information about elastic structure that can be useful
for constraining improved velocity models of the crust and upper mantle.
The station-amplification factors described in this study will be made available online.
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Period (sec) NS NP N̄E σ̄
25 1775 22703 14.00 0.0945
27 1775 22703 14.00 0.0905
30 1775 22703 14.00 0.0746
32 1830 26534 26.93 0.0660
35 1830 26534 26.93 0.0517
40 1830 26534 26.93 0.0435
45 1830 26534 26.93 0.0378
50 1847 27172 54.66 0.0307
60 1847 27172 54.66 0.0223
75 1847 27172 54.66 0.0142
100 1847 27172 54.66 0.0110
125 1847 27159 54.35 0.0115
Table 3.1: Real data used in this study. Number of stations, NS , number of station pairs, NP ,
average number of observations per station pair, N̄E , and average station-pair uncertainty, σ̄.
132
Period (sec) NS NP N̄E σ̄
25 1822 27752 189.90 0.0215
27 1822 27752 189.90 0.0201
30 1822 27752 189.90 0.0155
32 1822 27752 272.84 0.0140
35 1822 27752 272.84 0.0109
40 1822 27752 272.84 0.0087
45 1822 27752 272.84 0.0071
50 1822 27752 470.09 0.0060
60 1822 27752 470.09 0.0046
75 1822 27752 470.09 0.0029
100 1822 27752 470.09 0.0020
125 1822 27752 469.81 0.0016
Table 3.2: Synthetic data used in this study. Number of stations, NS , number of station pairs, NP ,
average number of observations per station pair, N̄E , and average station-pair uncertainty, σ̄.
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Real data Synthetic data
Period (sec) Variance reduction (%) χ2/M Variance reduction (%) χ2/M
35 92.44 0.536 98.76 0.321
40 93.31 0.562 98.66 0.328
45 94.50 0.581 98.69 0.300
50 96.28 0.498 99.06 0.138
60 97.75 0.575 98.84 0.154
75 98.81 0.617 98.82 0.177
100 99.15 0.666 98.85 0.182
125 98.72 0.634 98.90 0.208
Table 3.3: Variance reduction and goodness of fit, χ2/M , for our derived Rayleigh wave station-
amplification factors at each period.
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35 0.0955 0.1412 0.1090 0.2986 0.3825 0.6021 0.7546 0.0172 0.0124 0.0070 0.0041
40 0.0961 0.1067 0.0993 0.4129 0.5522 0.7185 0.9354 0.0112 0.0085 0.0050 0.0034
45 0.0933 0.0832 0.0991 0.5369 0.7368 0.9256 1.2161 0.0082 0.0065 0.0040 0.0033
50 0.0723 0.0702 0.0559 0.4766 0.6227 0.6734 0.8128 0.0055 0.0044 0.0014 0.0010
60 0.0615 0.0633 0.0464 0.5202 0.6557 0.6296 0.7224 0.0036 0.0028 0.0011 0.0009
75 0.0572 0.0646 0.0487 0.5572 0.7039 0.7020 0.8243 0.0028 0.0020 0.0007 0.0005
100 0.0461 0.0632 0.0418 0.4816 0.6733 0.6298 0.8102 0.0023 0.0013 0.0007 0.0004
125 0.0392 0.0561 0.0350 0.4375 0.6919 0.5892 0.8417 0.0019 0.0010 0.0007 0.0003
Table 3.4: Standard deviation of local amplification factors at each period for observations, di-
rect predictions, and synthetics. Scales of real, synthetic, and smoothed synthetic amplification
measurements relative to the direct local predictions, ∆(A/AR), and smoothed local predictions,
∆(A/ARs), represented by the slopes of the best-fitting lines when regressing the observations
against the predictions. Average misfit between real and synthetic amplification with direct local




Station Amplification factor Scaling factor Station Amplification factor Scaling factor
GASB-BK 1.1318 1.0950 C06D-TA 1.0361 0.9070
CWC-CI 1.0950 1.0680 C11A-TA 1.0300 0.9340
ISA-CI 0.7253 0.8461 D03A-TA 0.9914 0.9600
WCN-NN 1.0565 1.0620 D03D-TA 0.9961 0.9620
ACTO-PO 0.6599 0.6280 D04E-TA 0.9481 1.0080
ALFO-PO 0.3811 0.4160 D62A-TA 1.0320 1.1200
ALGO-PO 0.5852 1.0140 D63A-TA 1.0175 1.0985
BANO-PO 0.4040 0.4240 E04D-TA 0.9720 0.9430
BRCO-PO 0.3776 0.4060 E62A-TA 1.0537 1.1755
BUKO-PO 0.3971 0.4140 E63A-TA 1.0385 1.1245
CHGQ-PO 0.5555 – E64A-TA 1.0432 1.1270
CLWO-PO 0.3906 0.4170 F04D-TA 0.9635 0.9410
DELO-PO 0.4035 0.4210 G31A-TA 0.9750 0.9400
KLBO-PO 0.3920 0.4180 G54A-TA 0.9959 1.0690
LATQ-PO 0.6129 1.0740 G55A-TA 1.0024 1.0310
LSQQ-PO 0.5974 – H17A-TA 1.5307 1.3180
MATQ-PO 0.5971 – H52A-TA 0.9880 1.0480
MEDO-PO 0.3950 0.4180 I25A-TA 1.0268 0.9790
ORHO-PO 0.6191 1.0060 I31A-TA 1.0015 0.9600
ORIO-PO 0.4019 0.4260 I52A-TA 1.0089 1.0760
PECO-PO 0.3977 0.4270 I53A-TA 0.9787 1.0660
PEMO-PO 0.3930 0.3920 I55A-TA 1.0028 1.0240
PKRO-PO 0.6443 0.6240 J17A-TA 0.8454 0.7450
PLIO-PO 0.4164 0.4320 J54A-TA 1.0084 1.0530
PLVO-PO 0.3996 0.4060 K01A-TA 1.0372 1.0990
STCO-PO 0.6727 0.6520 L22A-TA 1.0062 0.9140
TOBO-PO 0.3785 0.4010 M02C-TA 1.0445 1.0617
TORO-PO 5.4943 7.7040 N02C-TA 0.5887 0.6620
TYNO-PO 0.6415 0.6370 O02C-TA 1.0478 1.0386
WLVO-PO 0.6384 0.6160 R22A-TA 1.1099 1.0320
540A-TA 0.9057 0.8550 S22A-TA 1.1217 1.1205
543A-TA 0.9183 0.9120 S43A-TA 0.8859 0.7625
545A-TA 0.9279 0.9343 TASL-TA 1.6336 1.1083
645A-TA 0.9214 0.9550 TASM-TA 1.6696 1.1035
646A-TA 0.9194 0.9270 Y22C-TA 1.0599 1.0326
738A-TA 0.9552 0.8370 BMO-US 1.1463 1.0210
A04D-TA 1.0063 0.9260 MCWV-US 0.4951 0.7576
B05D-TA 1.0465 0.9460 MSO-US 0.6794 0.8752
BRSD-TA 0.9870 0.9510 NLWA-US 1.0059 0.9840
C04A-TA 1.0076 0.9877
Table 3.5: Outlier stations, local amplification factors at 75 s, and station scaling factors derived
by Ekström and Nettles [2018]. This list represents the outlier stations identified at all periods, not
just for 75 s.
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Figure 3.1: Observed local Rayleigh wave amplification factors at periods of (a) 35 s, (b) 50 s, (c)
75 s, and (d) 125 s. Each symbol corresponds to one USArray station.
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Figure 3.2: Observed local Rayleigh wave amplification factors at 60 s (a) before and (b) after
removal of outlier stations.
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Figure 3.3: Local Rayleigh wave amplification factors measured from synthetic seismograms, at
periods of (a) 35 s, (b) 50 s, (c) 75 s, and (d) 125 s. Each symbol corresponds to one USArray
station.
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Figure 3.4: Local Rayleigh wave amplification factors measured from synthetic seismograms at
50 s, using synthetic measurements from (a) 34, (b) 50, (c) 110, (d) 212, (e) 392, and (f) 848
earthquakes.
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Figure 3.5: Predicted local Rayleigh wave amplification factors at periods of (a) 35 s, (b) 50 s, (c)
75 s, and (d) 125 s made using model S362ANI with CRUST2.0. Each symbol corresponds to one
USArray station. Amplification factors are normalized to the mean value at each period for better
comparison with the maps of observed amplification in Figure 3.1.
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Figure 3.6: Predicted local amplification factors at periods of (a) 35 s, (b) 50 s, (c) 75 s, and (d) 125
s (Figure 3.5), with a two-dimensional Gaussian smoothing filter applied. The standard deviation
of the Gaussian filter is equal to the Rayleigh-wave wavelength at each period.
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Figure 3.7: Percent difference between observed local Rayleigh wave amplification factors in this
study and from Eddy and Ekström [2014], at periods of (a) 35 s, (b) 50 s, (c) 75 s, and (d) 125 s.
Each symbol corresponds to one USArray station.
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Figure 3.8: Correlation coefficients between observed amplification factors and synthetic amplifi-
cation factors (black), observed amplification factors and direct predictions (black and red dashed),
and synthetic amplification factors and direct predictions (colored lines).
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Figure 3.9: Scatterplots of measured synthetic amplification vs. predicted local amplification and
smoothed predictions at 50 s and 100 s.
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Conclusion
I have developed new two-dimensional phase-velocity and three-dimensional anisotropic mod-
els of the upper mantle beneath the Pacific Ocean. These models provide insights into the forma-
tion and evolution of oceanic lithosphere, the nature of the lithosphere-asthenosphere boundary,
and present-day dynamics in the oceanic lithosphere. In order to constrain the three-dimensional
model, I develop new damping techniques incorporating a priori information about the age depen-
dence of oceanic velocity and the petrologic structure of the oceanic upper mantle. Application
of these damping methods makes it possible to model the thirteen elastic parameters that describe
fully surface-wave anisotropy.
The cooling signature of oceanic lithosphere is strong in the isotropic part of the model; seismic
velocities increase with distance from the East Pacific Rise, reflecting the plate translating away
from the mid-ocean ridge at which it was formed. There is a clear transition from a high-velocity
lid to low-velocity zone; the depth of this transition increases with plate age, and is consistent with
halfspace cooling. I also observe some age dependence in the depth to peak radial anisotropy; a
strong radial anisotropy signal with vSH > vSV increases in magnitude and depth with plate age.
The fast propagation axis of azimuthal anisotropy also varies with depth; anisotropy within the
lithosphere tends to be oriented in the same direction as spreading at the time that part of the plate
was formed, while anisotropy within the asthenosphere agrees well with absolute-plate-motion
directions across much of the Pacific plate. The depth at which this transition occurs is a proxy
for the lithosphere-asthenosphere boundary; I also see a weak age dependence in the depth of this
boundary that is consistent with the thermal signal seen in the isotropic velocity structure. Although
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the top of the high-radial-anisotropy layer has also been considered as a lithosphere-asthenosphere
boundary proxy, I find very little age dependence in this depth across the Pacific plate, except at
very young seafloor ages. In most of the Pacific upper mantle, this radial anisotropy boundary is
located within the lithosphere.
I assess the olivine fabric type through comparison with realistic elastic tensors, and find that
the Pacific upper mantle is consistent only with A-type olivine fabric. Although there are many
regions where shallow anisotropy is consistent with paleospreading directions and deep anisotropy
is consistent with absolute-plate-motion directions, this observation is not true across the entire Pa-
cific plate. Regions where the anisotropy orientations diverge from our simple expectations could
be explained by reheating events due to the influence of mantle plumes, small-scale convection
beneath the base of the plate, or mantle flow in the asthenosphere in a direction other than absolute
plate motion.
Although comparisons between my model and other three-dimensional anisotropic velocity
models show several areas of agreement, there are still many open questions about the nature of
anisotropy in the oceanic upper mantle. In the western Pacific, in particular, the structure varies
significantly between different azimuthal anisotropy models. There are also conflicts between local
and global or plate-scale observations of anisotropy that must be reconciled. One example of a
conflict that I had hoped to be able to address is the shallow layer with very weak radial anisotropy
that I observe and that is present in many global models, but is not observed in local models. My
data prefer a model that includes this layer, but it remains difficult to explain why this layer exists.
Finally, surface-waves have very little sensitivity to the azimuthal anisotropy terms other than G,
making it difficult to interpret olivine fabrics using these other elastic parameters, even when they
are included in the model. Future work on azimuthal anisotropy would benefit from local surface-
wave phase-velocity observations and constraints from both body-wave data and upper-mantle
peridotites.
I also have presented a new set of local surface-wave amplification maps across the contiguous
United States. I verify the ability of our method to resolve local variations in amplification by con-
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ducting a synthetic tomography experiment. I find that local amplification derived from synthetic
seismograms is correlated highly with direct local predictions of amplification made from profiles
taken from the model in which the synthetics are calculated. This high degree of correlation con-
firms that our two-station method can resolve variations in amplification that are due to local elastic
structure. In the future, these measurements of local amplification can be used as a complementary
constraint to phase velocity in order to image the structure of the continental upper mantle.
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