We analyse certain degenerate infinite dimensional sub-elliptic generators, and obtain estimates on the long-time behaviour of the corresponding Markov semigroups that describe a certain model of heat conduction. In particular, we establish ergodicity of the system for a family of invariant measures, and show that the optimal rate of convergence to equilibrium is polynomial. Consequently, there is no spectral gap, but a Liggett-Nash type inequality is shown to hold.
Introduction
In this paper we study a class of Markov semigroups (P t ) t≥0 whose generators are defined in Hörmander form by an infinite family of non-commuting fields as follows
(1.1)
In particular we will be interested in the situation when we have "locally preserved quantities", that is when any operator
defined with a finite set of indices Λ, has a non-trivial set of harmonic functions, while for the full generator L, this is not the case. One should therefore expect that the corresponding semigroup is ergodic. We will assume that the fields X γ are homogeneous of the same degree, in the sense that there is a natural dilation generator D such that [D, X γ ] = λX γ , with λ ∈ R independent of γ. However, unlike in Hörmander theory, we admit a situation when a commutator of the degenerate fields of any order does not remove degeneration. To model such a situation we consider an infinite product space and fields of the following form
with ∂ i denoting the partial derivative with respect to the coordinate with index i, and ∂ i V (x) indicating some (polynomial) coefficients. Generators of a similar type appear in the study of dissipative dynamics in which certain quantities are preserved -see for example [1, 3] and [10] , where systems of harmonic oscillators perturbed by conservative noise are considered. A special case of the system we investigate (see Example 3.4 below) can be thought of as a limiting case of the models considered in these works, when the conservative noise dominates the deterministic interaction between oscillators. It is interesting that our results (see Corollary 7.2) show ergodicity of the system even in such situations! A further example of a physical model very closely related to our setup is the heat conduction model discussed in [2] and [11] . For more information in this direction, in particular in connection with an effort to explain the so-called Fourier law of heat conduction, we refer to a nice review [7] , as well as [6] and the references therein.
The classical approach to studying the asymptotic behaviour of conservative reversible interacting particle systems employs either functional inequalities and some special norm-bound of the semigroup (see for instance [4, 5] and [17] ), or some kind of approximation of the dynamics by finite dimensional ones, together with sharp estimates of their spectral gaps ( [14, 18] ). The approach we take is quite different, in the sense that we do not use any approximation techniques, but rather exploit the structure of the Lie algebra generated by the corresponding vector fields to derive the necessary estimates directly. We would like to note that a straight-forward application of the classical approach in our case is not possible. This is because any finite dimensional approximation cannot be ergodic, since there is a formal fixed point -this is discussed in more detail below. A different possibility would be to consider the restriction of the finite dimensional dynamics to the conservation surface. This approach will be considered elsewhere in a forthcoming manuscript by Z. Brzeźniak and M. Neklyudov.
One other motivation to study the semigroup (P t ) t≥0 associated to this particular generator comes from the fact that, since V is formally conserved under the action of P t , we can see that there is a family of invariant measures formally given by "e − V r dx" for all r > 0. On the one hand, the semigroup (P t ) t≥0 is quite simple, since we can calculate many quantities we are interested in directly. On the other hand, standard methods from interacting particle theory [20, 21] do not help because they require some type of strong non-degeneracy condition such as Hörmander's condition, which is not satisfied in our case. Another difficulty stems from the intrinsic difference between the infinite dimensional case we consider, and the finite dimensional case i.e. the case when V depends on only a finite number of variables, and instead of the lattice we use its truncation with a periodic boundary condition. Indeed, as already mentioned, in the finite dimensional case we can notice that V is a non-trivial fixed point for P t , and therefore the semigroup is strictly not ergodic. This reasoning turns out to be incorrect in the infinite dimensional case. The situation here is more subtle because the expression V is only formal (and would be equal to infinity on the support set of the invariant measure).
We give a detailed study of the case when the coefficients of the fields are linear, providing analysis of the corresponding spectral theory and showing that the system is ergodic with polynomial rate of convergence to equilibrium.
The organisation of the paper is as follows. In Section 2 we introduce the basic notation and state an infinite system of stochastic differential equations of interest to us. In Section 3 we show the existence of a mild solution and continue in Sections 4 and 5 with some discussion of general properties of the corresponding semigroup, such as the existence of a family of invariant measures, strong continuity, positivity and contractivity properties in L p -spaces. Because of the special non-commutative features of the fields and the form of the generator, these matters are slightly more cumbersome than otherwise. Section 6 provides a certain characterisation of invariant (Sobolev-type) subspaces, while Section 7 is devoted to the demonstration of ergodicity with optimal rate of convergence to equilibrium. In Section 8 we use previously obtained information to derive Liggett-Nash-type inequalities. In Section 9 we consider a generalised dynamics of a similar type, allowing now the inclusion of a first order term −βD with some parameter β ∈ [0, ∞) in the generator. We show that in such families one observes a change in the behaviour of the decay to equilibrium from exponential to algebraic (when the additional control parameter β goes towards zero). Finally in the last section we provide a further application of our ergodicity results.
The system
Throughout this paper we will work in the following setting.
The Lattice: Let Z N be the N-dimensional square lattice for some fixed N ∈ N. We equip Z N with the l 1 lattice metric dist(·, ·) defined by
we will write i ∼ j whenever dist(i, j) = 1. When i ∼ j we say that i and j are neighbours in the lattice.
The Configuration Space: Let Ω ≡ (R) Z N . Define the Hilbert spaces
for α > 0, and
with inner products given by
The Gibbs Measure: Let µ G be a Gaussian probability measure on (E α , B(E α )) with mean zero and covariance G. We assume that the inverse G −1 of the covariance is of finite range i.e.
The System: Let
be a cylindrical Wiener process in H (see for instance [23] ). We introduce the following notation:
We also define, for
which is finite since M i,j = 0 if dist(i, j) > R, and for all finite subsets Λ ⊂ Z N set
Using the formal expression
it will be convenient to simplify the notation for ∂ i V i as follows
We consider the following system of Stratonovich SDEs:
for i ∈ Z N and t ≥ 0.
Existence of a mild solution
In this section we show that the system (2.1) has a mild solution Y (t) taking values in the Hilbert space E α . For the existence of a mild solution, the first step is to write (2.1) in Itô form. To this end we have
for all i ∈ Z N and t ≥ 0, where [·, ·] t is a quadratic covariation (see for example p. 61 of [13] ). Hence, by Itô's formula,
By a similar calculation, and using this in (3.1), we see that
Thus the system (3.2) can be written as
for all i ∈ Z N and t ≥ 0. We now claim that we can write this system in operator form:
where A is a bounded linear mapping from E α to E α given by 6) and B : E α → L HS (H, E α ) (here L HS (H, E α ) denotes the space of Hilbert-Schmidt operators from H to E α ) is a bounded linear operator given by
) ∈ H and i ∈ Z N . Indeed, the fact that A : E α → E α is a bounded linear operator follows from the fact that the constants M i,j are assumed to be uniformly bounded. To show that
where the e(i) occurs in the k-th coordinate. Then
We thus have the following existence theorem for our system. Proposition 3.1. Consider the stochastic evolution equation
where A and B are given by (3.5) and (3.7) respectively, and (W (t)) t≥0 is a cylindrical Wiener process in H. This equation has a mild solution Y taking values in the Hilbert space E α , unique up to equivalence among the processes satisfying
Moreover, it has a continuous modification.
Proof. We have shown above that A : E α → E α is a bounded linear operator, so that it is the infinitesimal generator of a C 0 -semigroup on E α (A can be thought of as a bounded linear perturbation of 0, which is trivially the generator of a C 0 -semigroup). We have also shown that B ∈ L(E α , L HS (H, E α )). Hence the result follows immediately from Theorem 7.4 of [23] .
Lemma 3.2. The mild solution Y to (3.8) solves the martingale problem for the operator
Proof. By Itô's formula, we have for any suitable function f that
We can then calculate from (3.3) that
Thus, using (3.2), the generator of the system is given by
One can then check by direct calculation that we have
, α > 0 denote the set of all functions which are uniformly continuous and bounded, together with their Fréchet derivatives up to order n. Corollary 3.3. The semigroup (P t ) t≥0 acting on UC b (E α ), α > 0 corresponding to the system (3.8) is Feller and can be represented by the formula
where Y (t, x) is a mild solution to the system (3.8) with initial condition x ∈ E α . Furthermore, (P t ) t≥0 satisfies Kolmogorov's backward equation, and solutions of the system are strong Markov processes.
Proof. The result follows immediately from Theorems 9.14 and 9.16 of [23] .
Then ∂ i V (x) = x i , and the system (3.3) becomes
for all i ∈ Z N , which has generator
Very closely related generators are considered in the physical models for heat conduction described in [1, 2, 3, 10] and [11] . A related model is also considered [8] .
However, there are some major differences between the system considered there and the one we investigate. Indeed, in [8] Hörmander's condition is assumed to be satisfied, and the system is finite dimensional. Moreover, it is shown that there is a unique invariant measure for such a system, which as we will see, is not the case in our set-up.
Remark 3.5. Let (r i,j , θ i,j ) be polar coordinates in the plane (x i , x j ). Then
Note that the operator −
is the Hamiltonian for the rigid rotor on the plane. Thus, the operator −L is the Hamiltonian of a chain of coupled rigid rotors.
Invariant measure
Suppose now that (Y (t)) t≥0 is the unique mild solution to the evolution equation (3.8) in the Hilbert space E α i.e.
where A, B are given by (3.5) and (3.7) respectively, and (W (t)) t≥0 is a cylindrical Wiener process in H. Let (P t ) t≥0 be the corresponding semigroup, defined as above.
For i, j ∈ Z N , define
is the generator of our system. We will need the following Lemma:
Proof. For finite subsets Λ ⊂ Z N and ω ∈ R Z N , denote by E ω Λ the conditional measure of µ rG , given the coordinates outside Λ coincide with those of ω. Then we have that
and Z ω Λ is the normalisation constant. Now fix i, j ∈ Z N and suppose that Λ is such that {i, j} ⊂ Λ. Then for f, g ∈ UC
by integration by parts. Thus we have that
The following result shows that for r > 0, µ rG is reversible for the system (3.4).
b (E α ) and r > 0, we have
Proof. It is enough to show that (4.1) holds for f, g ∈ UC 2
b (E α ) depending only on a finite number of coordinates. Indeed, we can find sequences of cylindrical functions
b (E α ). In view of this, suppose f (x) = f {x i } |i| 1 ≤n and g(x) = g {x i } |i| 1 ≤n for some n. Note that the generator L can be rewritten as
We decompose this operator further. Indeed, we can write
Note that by construction, for fixed k ∈ {1, . . . , N} and m ∈ {0, ..., R + 1} N , we have for any i, j ∈ ⊗ N σ=1 ((R + 2)Z + m σ ) that
For i = j this is clear. If i = j, we have
Indeed, ∂ j V (x) depends only on coordinates l such that |j − l| 1 ≤ R, and for all such l
which proves the claim. Thus for any k ∈ {1, . . . , N} and m ∈ {0, ..., R + 1} N ,
is a product semigroup. We now claim that
for k ∈ {1, . . . , N} and m ∈ {0, ..., R + 1} N . Let k = 1 and m = 0 (the other cases are similar). Since g depends on coordinates i such that |i| 1 ≤ n, we have
which is a finite product. As a result of Lemma 4.1, we then have that
To finish the proof, we will need to use the following version of the Trotter product formula (see [24] ): Theorem 4.3. Let H and E be two Hilbert spaces, and F i ∈ Lip(E, E), U i ∈ Lip(E, L HS (H, E)) for i = 1, 2, 3. Let (W (t)) t≥0 be a cylindrical Wiener process in H. Consider the SDEs, indexed by i = 1, 2, 3, given by
and let (P i t ) t≥0 be the corresponding semigroups on UC b (E). Assume that
and that the first and second Fréchet derivatives of F i and U i are uniformly continuous and bounded on bounded subsets of E. Then
for all f ∈ K, where K is the closure of UC
, and the convergence is uniform in x on any bounded subset of E.
By above, we have that the generator of our system can be decomposed as
where, for k ∈ {1, . . . , N} and m ∈ {0, ..
m is the generator of the semigroup S (k,m) t . The associated SDE is given by
We can then apply Theorem 4.3 iteratively to get the result. Indeed, order the set {1, . . . , N} × {0, . . . , R + 1} H) ) to be such that
Consider the SDE
which has generatorL l = l j=1 L ι j . Let (P l t ) t≥0 be the semigroup on UC b (E α ) associated withL l . By a first application of Theorem 4.3, for all f ∈ K, we have
where the convergence is uniform on bounded subsets. Moreover, by claim (4.2) above and the dominated convergence theorem, we have
b (E α ). Similarly, for all f ∈ K, we have
where again the convergence is uniform on bounded sets, so that
using identities (4.2) and (4.3). Continuing in this manner, we see that P t =P S t , the semigroup corresponding to the generator L = s j=1 L ι j , is such that
Finally, by standard arguments, we can extend the above result to functions in L p (µ rG ).
Corollary 4.4. The semigroup (P t ) t≥0 acting on UC b (E α ) can be extended to L p (µ rG ) for any p ≥ 1, r > 0. Moreover we have
for any f, g ∈ L 2 (µ rG ) and r > 0.
Weak and strong continuity
In this section we will show that the semigroup (e −βt P t ) t≥0 , is weakly continuous for some β > 0 in the sense of definition given in [9] . This will allow us to deduce the closedness of the generator L in L 2 (dµ rG ) and the strong continuity of (P t ) t≥0 . Another approach to strong continuity of diffusion semigroups and connected questions is discussed in [12] .
Let E be an arbitrary separable Hilbert space. The following definition is found in [9] . Definition 5.1. A semigroup of bounded linear operators (S t ) t≥0 defined on UC b (E) is said to be weakly continuous if (i) the family of functions {S t φ} t≥0 is equi-uniformly continuous for every φ ∈ UC b (E);
(ii) for every φ ∈ UC b (E) and for every compact set K ⊂ H (iii) for every φ ∈ UC b (E) and for every sequence
for every compact set K ⊂ E, and furthermore the limit is uniform in t ≥ 0;
(iv) there exist M, ω > 0 such that
for all f ∈ UC b (E).
Now suppose we are in the situation of Sections 2, 3 and 4 above. Definẽ
Theorem 5.2. Assume that there exist C 1 , C 2 > 0 such that
Then there exists β > 0 such that semigroup (P t ) t≥0 := e −βt P t t≥0 is weakly continuous in UC b (E α ). Proof. First notice that there exists q = q(α) > 0, such that
for all x ∈ E α and t > 0. Indeed, P t |Id|
Eα , where Y t is a solution of equation (3.4) . Inequality (5.5) then follows from Itô's formula, the boundedness of linear maps A ∈ L(E α , E α ) and B ∈ L(E α , L HS (H, E α )) and Gronwall's lemma. Put β = q. We check the requirements of Definition 5.1.
(i) Let φ ∈ UC b (E). Then for any ε > 0 there exists δ(ε) > 0 such that |x − y| Eα < δ(ε) ⇒ |φ(x) − φ(y)| < ε. Thus, for any x, y ∈ E α ,
where we have used Chebyshev's inequality. Choose δ 1 (ε) such that
. Then |x − y| Eα < δ 1 (ε) ⇒ |P t φ(x) −P t φ(y)| ≤ ε, and so the first requirement holds.
(ii) Fix compact K ⊂ E α and φ ∈ UC b (E α ). For ε > 0 again let δ(ε) > 0 be such that |x − y| Eα ≤ δ(ε) ⇒ |φ(x) − φ(y)| ≤ ε for any x, y ∈ E α . Since
it is enough to show that
A similar calculation to the above yields
Since Y t is a mild solution of equation (3.8), we have
Therefore, using the Itô isometry, for x ∈ E α and t ≥ 0, we see that
where the last inequality follows from (5.5). Combining (5.8) and (5.9), we get for t ∈ [0, 1],
Then for any 0 ≤ t ≤ τ , sup
and (5.7) follows.
We first show thatK is compact with probability 1. For any ε > 0 there exist x(1), . . . , x(n) ∈ E α such that
SinceH is dense in E α we can always assume that x(i) ∈H. It follows from assumption (5.4) that V (x(i)) < ∞ for i = 1, . . . , n. Therefore, by Itô's lemma and the identity X i,j V = 0, we conclude 1 that P-a.s.
Hence, using assumption (5.4) once more, we see that there exists C > 0 such that P-a.s.
Since the embeddingH ⊂ E α is compact, there exist y (1)
P-a.s. Combining identities (5.10) and (5.13) we deduce that
and soK is compact P-a.s. as claimed. Now let φ ∈ UC b (E) and {φ j } j∈N ⊂ UC b (E) be such that sup j |φ j | L ∞ < ∞ and 15) for all t ≥ 0, j ∈ N. SinceK is compact with probability 1, we have that P-a.s.
Thus, by the dominated convergence theorem, we conclude that
(iv) SinceP t f = e −qt Ef (Y t ), we have that
for all f ∈ UC b (E α ) and t ≥ 0.
Corollary 5.4. The operator L is closed and the semigroup (P t ) t≥0 is strongly continuous in
Proof. L is closed by Theorem 5.1 of [9] . Strong continuity follows from property (ii) of the definition of weak continuity above and a standard approximation procedure.
Symmetry in Sobolev spaces
In this section we show that the generator L as given in Lemma 3.2 is symmetric and dissipative in some family of infinite dimensional Sobolev spaces. In the next section this result will be useful in the proof of ergodicity of the semigroup generated by L. For r > 0, we start by introducing the following Dirichlet operator:
where G = M −1 is the covariance matrix associated to the measure µ G , as above. That is, on a dense domain including UC 2 b , we have
where
D will play the role of the dilation generator in our set-up. We remark that
i.e. our fields are of order zero. Thus
Note also that by a simple computation, we get
This is because
We thus obtain the following result.
for all i, j ∈ Z N and all r > 0, from which it follows that
for all r > 0.
Keeping this in mind, we introduce the following family of Hilbert spaces
equipped with the corresponding inner product
for f, g ∈X n r , where n ∈ N ∪ {0} and r > 0. Hence we obtain the following fact, (where besides Proposition 6.1 we also use Lemma 4.1). 
In the case when n = 1, we have
where for simplicity here and later we setX r ≡X 1 r (= X r ). By induction, and using the fact that [G 1 2 ∇, L r ] = G 1 2 ∇, one can show that there exist non-negative constants a m,n , m = 1, .., n with a n,n > 0, such that
This motivates the introduction of the associated family X n r of Hilbert spaces with corresponding scalar products
Again by induction, we conclude with the following property. We remark that neither of the families of spaces are orthogonal, but that the tilded one further allows a Fock-type stratification, which provides invariant subspaces other than the eigenspaces of the dilation generator D.
Remark 6.4. The operator L is closable in X r for all r > 0, and its closure has a self-adjoint extension which is bounded from above. We continue to denote this extension by the same symbol L. Moreover, the self-adjoint extension L generates a strongly continuous semigroup T t = e tL : X r → X r such that T t = P t | Xr .
Ergodicity
Before we get into general estimates, it is interesting to consider a few cases where some explicit bounds can be obtained. First of all consider the linear functions
We note that
where the sum ′ i,j indicates that we sum over the pairs of indices as in the definition of L. In particular, in the case when M = bId, b ∈ (0, ∞), we have
Since the semigroup maps the space of linear functions into itself, we conclude that
for r > 0, with some m ∈ (0, ∞) i.e. on linear functions we get exponential decay to equilibrium. An inequality of this form on a dense set would imply a Poincaré inequality. One can, however, show that such an inequality cannot hold. To this end consider a sequence of functions of the following form:
for a finite set Λ. Then, for the measure with diagonal covariance matrix, we have
with |Λ| denoting cardinality of Λ. Moreover,
From this we see that for a suitable sequence of subsets Λ invading the lattice, the ratio of µ rG (f Λ (−Lf Λ )) to µ rG |f Λ − µ rG f Λ | 2 converges to 0. In the remainder of this section we develop a strategy to obtain optimal estimates on the decay to equilibrium for more general spaces of functions, for simplicity working in the set-up when the matrix M is given by M = bId, b ∈ (0, ∞). We show that the corresponding semigroup is ergodic with polynomial decay.
For r > 0, first define
Lemma 7.1. For any r > 0, f ∈ X r , i ∈ Z N and t > 0,
Proof. Fix r > 0. It is enough to show (7.1) for f ∈ UC
is dense in X r and (P t ) t≥0 is a contraction on X r .
Denote f t = P t f for t ≥ 0. For i ∈ Z N , we can calculate that
Integrating (7.2) with respect to the invariant measure µ rG yields
Hence, by Young's inequality we deduce that
Let △ denote the Laplacian on the lattice Z N and set
Then we can rewrite (7.5) as
Hence, by the positivity of the semigroup (e tb 2 △ ) t≥0 , and Duhamel's principle, we can conclude that
for t ∈ [0, ∞). By taking the Fourier transform, we can see that this is equivalent to
is the Fourier coefficient of the function ϕ t (α) = exp(−2t 9) and the result follows.
Now define
for r > 0. The we have the following convergence result.
Corollary 7.2. For r > 0 and f ∈ X r with B r (f ) < ∞, we have
Furthermore, there exists a constant C ∈ (0, ∞) such that
A r (f )B r (f ), (7.11) and hence
A r (f )B r (f ), (7.12) i.e. our system is ergodic with polynomial rate of convergence.
Proof. By Proposition 6.2, we have that the semigroup P t on X r is symmetric. Thus we have
Combining (7.13) with (7.1) we immediately arrive at the estimate (7.10). Now inequalities (7.11) and (7.12) follow from the logarithmic Sobolev and Poincaré inequalities for the Gaussian measure µ rG .
Remark 7.3. The convergence in Lemma 7.1 cannot be improved, while the rate of convergence in Corollary 7.2 is not far from optimal. Indeed, let
where as above △ denotes the discrete Laplacian on Z N . Thus 14) so that convergence in the Lemma 7.1 is precise (see the end of the proof of the Lemma 7.1). Furthermore, using (7.14) it is possible to explicitly calculate
2 , t ≥ 0 and show that this expression converges to 0 polynomially. Hence the operator L acting on X r does not have a spectral gap.
The following result shows that the class of functions for which the system is ergodic is larger than the one considered in Corollary 7.2.
Proposition 7.4. The semigroup (P t ) t≥0 is ergodic in the Orlicz space L Ψ (µ rG ) for all r > 0, with Ψ(s) ≡ s 2 log(1 + s 2 ), in the sense that
2 < ∞ the result follows from Corollary 7.2. Now, it is enough to notice that such a set of functions is dense in L Ψ (µ rG ) (resp. in X r ) for the natural topology and P t is a contraction on L Ψ (µ rG ) (resp. in X r ).
Liggett-Nash-type inequalities
In this section we will show how to deduce Liggett-Nash-type inequalities from the results of the previous section.
Theorem 8.1. There exist constants C 1 , C 2 ∈ (0, ∞) such that for all r > 0 and f ∈ X r ∩ D(L) with B r (f ) < ∞,
Remark 8.2. Note that inequality (8.2) can be considered as an analogue of the Nash inequality in R N (see [22] , p.936). Indeed, such an inequality takes the form
for some constant C > 0, and where ∆ is the standard Laplacian on R N . The main difference is that the natural space for our operator L is X r instead of L 2 .
Proof. Inequality (8.1) immediately follows from (7.12), Corollary 4.4 and part (b) of Theorem 2.2 of [19] . To see (8.2) let f t = P t f as usual. We then have, by Hölder's inequality and Lemma 7.1, that Optimization of the right-hand side of (8.6) with respect to t leads to (8.2).
Phase transition in stochastic dynamics
In this section we consider a family of stochastic dynamics defined by the following generators L ≡ with some constants a ij = a i+k,j+k ∈ R. As a special case, we can take Ξ to be a set of neighbouring points in the lattice and β = 0, which includes the model studied earlier. 
where {·, ·} denotes the anti-commutator. Now, since
there are constants ε ∈ (0, 2) and η ∈ R such that Integrating this differential inequality, we obtain |∇f t | 2 ≤ e −2(β−η)t P t |∇f | 2 .
In the case when Ξ is a two point set, combining this with our analysis in previous section we conclude with the following result.
Theorem 9.1. A stochastic system described by the family of generators
with β ∈ [0, ∞), undergoes a phase transition at some β c ∈ [0, ∞). That is, for β > β c it decays to equilibrium exponentially fast, while for β ∈ [0, β c ) the decay to equilibrium (for certain cylinder functions) can only be algebraic.
In Section 7 it was shown that the semigroup (P t ) t≥0 with generator L given by (3.9) is ergodic. We can therefore apply Theorem 1.8 of [15] (see also [16] ) to conclude that the following functional CLT holds.
Proposition 10.1. Let L be given by (3.9), and (Y t ) t≥0 be the corresponding Markov process. Suppose F ∈ D((−L)
2 ) is such that µ rG (F ) = 0, where µ rG is as above, with r > 0. Let P µ rG be the probability measure corresponding to the stationary Markov process with the same transition functions as Y t , and (G t ) t≥0 = (σ{Y s , s ≤ t}) t≥0 be the filtration generated by Y t . Then there exists a square integrable martingale (M t ) t≥0 on the probability space (Ω, (G t ) t≥0 , P µ rG ) with stationary increments such that M 0 = 0 and
in probability with respect to P µ rG . Moreover,
