Introduction
The use of light has been a very powerful tool to study the internal structure of atoms. Since absorption of light takes place only when the frequency of the light is nearly resonant with an atomic transition, and since the frequency of laser light can be controlled to a high degree, detailed information can be obtained this way. However, the careful analysis of the interaction between atoms and light is complicated and merits a study of its own. This chapter starts with the analysis of the simplest case, namely when only two atomic levels are important. The study of the internal structure of more complicated atoms is the subject of the second part of this book.
Quantum Mechanical View of Driven Optical Transitions
The possible states of a free atom are determined by the atomic Hamiltonian H 0 whose stationary eigenfunctions φ n have eigenenergies E n ≡hω n . Specifically, H 0 φ n = E n φ n . Such atomic structure is the subject of the second part of this book. Shining light on the atoms adds time dependent terms to the Hamiltonian, denoted by H (t), and the consequence of such radiation is that these stationary eigenstates are mixed. Since the eigenfunctions φ n form a complete set, the wavefunction of the atom can always be expressed as Ψ(t) = n c n (t)φ n e −iωnt ,
Usually the H (t) term does not commute with the atomic Hamiltonian H 0 so they do not share the same set of eigenfunctions. Instead, H (t) makes the coefficients c n (t) time-dependent and thereby changes the occupation probabilities |c n (t)| 2 . The light is described by a classical electromagnetic field whose effects are contained in the interaction Hamiltonian H (t).
The time-dependent Schrödinger equation is
where the Hamiltonian H = H 0 + H (t). The task of solving the time-dependent Schrödinger equation has now been transformed to finding the solutions for the coefficients c n (t) in Eq. (1) by substituting it into Eq. (2). After the time differentiation there are equal sums on each side that drop out and the remaining two sums are next multiplied by φ j and integrated over all space. The orthonormality of the eigenfunctions φ n then yieldsċ
where the matrix elements H jn (t) ≡ φ j |H (t)|φ n and the frequency ω jn ≡ ω j − ω n . Equation (3) is exactly equivalent to the Schrödinger equation. It has no approximations and no new information. The task of solving Eq. (3) is still large, since the evolution of one coefficient c j (t) depends on all other coefficients. Therefore analytical solutions can be obtained only in certain cases.
Rabi Oscillations
The usual textbook approach to solving Eq. (3) uses perturbation theory, an approximation of very limited utility in this modern era of laser spectroscopy. Similar limits were recognized by Rabi as early as 1937 for magnetic resonance experiments (usually in the radio frequency range between Zeeman or hyperfine states) where atoms could be completely transferred from one state to another.
An alternate path is to avoid the perturbation approximation entirely but note that in the case of very narrow band excitation whose frequency is very close to atomic resonance, only two states are connected by the radiation field. Since some approximation is required to solve Eq. (3), the choice is to restrict the sum to only the two terms associated with the pair of connected states, and to write the sums explicitly. The resulting coupled differential equations can be solved directly.
The notation can be clarified with the replacement φ n → |g for the ground state and φ j → |e for the excited state in Eq. (3), and restricting the Hamiltonian to the electric dipole approximation, so that H eg (t) has only off-diagonal terms. Then the "sums" for j = g, e on the right-hand side of Eq. (3) have only one term, H eg (t) = H ge * (t), so they become
and
For single frequency radiation constituting a travelling wave, the coupling matrix element is H eg (t) = hΩ cos(kz − ωt), where Ω is called the Rabi frequency. For the cw field discussed here there is no loss of generality if Ω is chosen to be real, but there are many cases with two or more light fields. There may be a relative phase shift between them, and it can be treated by choosing Ω to be complex. The electric dipole approximation is invoked to define Ω ≡ µ eg · E 0 /h where E 0 is the electric field strength of the light, and µ eg is the electric dipole moment connecting the ground and excited state, but for now, Ω is just a scalar coupling constant.
The Rotating Wave Approximation and Rotating Frame Transformation
There is no loss of generality by assuming that the atom is at z = 0 and writing H eg (t) =hΩ cos ωt = hΩ(e iωt + e −iωt )/2. In this two-level atom case, Eqs. (4) can be solved directly instead of doing a time integration, but still the rotating wave approximation (RWA) introduced there is necessary to proceed with the solution. There are terms in Eqs. (4) that oscillate at ω − ω eg ≡ δ and others that oscillate at ω + ω eg δ. In the first case, the two-level atom is driven close to its resonance frequency ω eg so that the oscillation is slow, whereas in the second case it is driven at approximately twice its resonance frequency producing small rapid oscillations. Thus the coupling of the first term is more effective than the second term so it can be dropped. Doing so is called the rotating wave approximation (RWA).
The solutions of Eqs. (4) are simplified by making a slightly different choice for the phase of the c j coefficients because the incident radiation has a single known frequency ω. This is done by replacing c e (t) usingc e (t) ≡ c e (t)e iδt . It is an algebraic equivalent to the usual textbook rotating frame transformation. The substitution assures that the temporal evolution ofc e (t) is the same as that of the field so that the large optical frequencies ω ± δ and ω eg can now drop out of Eqs. (4). The name of the transformation is appropriate because Ω can be considered as a vector that is rotating at the optical frequency ω. Note that the rotating frame transformation is exact, as is the algebraic equivalent used here, and is completely different from the RWA discussed above, although the names are similar.
With the RWA and the rotating frame transformation, the oscillatory terms drop out and Eqs. (4) become
(5b)
Dynamical Solutions
The two Eqs. (5) can be uncoupled by differentiating the first one and substituting forc e (t) in the second one to find
Since the field-free wavefunctions |g and |e are not eigenfunctions of H, it is not surprising that the solution of Eqs. (6) for the initial conditions c g (0) = 1 and c e (0) = 0 are time dependent. The steady-state solutions are discussed later, but these initial conditions yield
where
Figure 1 shows that the probability for finding the atom in the excited state |e , |c e (t)| 2 , oscillates at frequency Ω , and that increasing the detuning |δ| increases the frequency of the oscillation while decreasing its amplitude. Of course, the sum of the probabilities |c e | 2 + |c g | 2 = 1. The segment of the oscillation associated with the transition from the excited state down to the ground state corresponds exactly to stimulated emission, and the result here illustrates clearly why the Einstein coefficients B kj and B jk are equal. When sin 2 (Ω t/2) is between its extreme values, the system may be driven toward either ground or excited state depending on the relative phase between the optical electric field E 0 and the oscillations of Ψ(t).
It seems clear that applying a pulse of frequency ω = ω eg (δ = 0 so Ω = Ω ) and duration t π = π/Ω, inverts the population. This is called a π pulse. A pulse of half the duration of a π pulse (a π / 2 -pulse) produces an equal superposition of the ground and excited states, whose relative phase evolves after the pulse ends because the two states have different energies. 
The Bloch Vector and Bloch Sphere
Because the overall phase of the wavefunction has no physical meaning, there are really only three free parameters in the solutions given in Eqs. (7) for the complex coefficients c j (t). In a classic paper, Feynman, Vernon, and Hellwarth combined the real and imaginary parts of the coefficients c j (t) to form the three real parameters, denoted commonly as
v ≡ 2 (c g c * e ), and w ≡ |c e | 2 − |c g | 2 .
The equations of motion (Eq. (5)) can be used to calculate the time dependence of the parameters u, v, and w, and one finds du dt = +δv dv dt = −δu + Ωw and dw dt = −Ωv.
The result bears a striking resemblance to a vector cross product, and so the notation can be made more compact by defining two artificial vector quantities Ω = (−Ω, 0, −δ) and R = (u, v, w). Then the evolution equation for R becomes
An algebraically different but physically equivalent way to arrive at this result uses the well-known Pauli matrices to represent the Hamiltonian. The vector R is called the Bloch vector after Felix Bloch. Notice that the time derivative of R is always perpendicular to R. This means that the magnitude | R| is a constant, which is unity as seen from its components in Eq. (8). The notion of Ω causing the precession of R according to Eq. (10) is clearest in a reference frame where Ω is stationary, so most textbooks suggest viewing the dynamics in the rotating frame. Either way, the path taken after the rotating frame transformation led to the readily-solved time-independent Hamiltonian matrix and the dressed atom picture. It will become clear that the dynamic solutions can lead to much more than the Rabi oscillations of Fig. 1 .
The artificial vector R therefore moves on the surface of a unit sphere called the Bloch sphere, as shown in Fig. 2 . The south (north) poles of this sphere correspond to the ground (excited) states of the atom, and equatorial plane corresponds to equal superpositions with various phases. If R is in the equatorial plane, w = 0 so c 1 c * 1 = c 2 c * 2 and the eigenstates Ψ ± are equal mixtures of excited and ground states. This mixture can be written as Ψ + = (|g + e iχ |e )/ √ 2 and Ψ − = (|g − e iχ |e )/ √ 2 where χ is a phase that depends on the details of the state preparation.
For the case of δ = 0, Ω is in the equatorial plane and an atom starting in state |g executes polar orbits. The probability to find it in state |e oscillates, and is exactly the solid curve of Fig. 1 . If δ = 0, such orbits do not reach the north pole because Ω is off the equator, as plotted in the other two curves of Fig. 1 .
In the discussion of the dynamical solutions of the Schrödinger equation just above Eqs. (7), specific initial conditions were chosen. In general, the response of an atom initially in any superposition of ground and excited states depends strongly on the initial components of R and thus on the process that produced the superposition. For example, if the initial state is |e the interaction with radiation tuned to resonance (δ = 0) causes stimulated emission. If the initial state is an equal superposition of ground and excited states ( R on the equator), the response to on-resonance light depends on the initial preparation. Then the system could be driven to either the ground or the excited state depending on the relative phase of the superposition.
Section shows that a light field tuned near atomic resonance causes the populations of the ground and excited states to oscillate at the Rabi frequency. This apparent contradiction can be reconciled by examination of the Bloch sphere. The eigenstates on the Bloch sphere are parallel and antiparallel to the torque vector Ω so that Ω × R = 0. Thus these particular states do not evolve, and are the stationary states of the Hamiltonian. An interesting special case is R on the equator after a π / 2 -pulse, followed by exposure to light having δ = 0 but with a phase shift from the π / 2 -pulse such that Ω is parallel or antiparallel to R so that Ω × R = 0. ) shows what happens when a second pulse of duration π/2Ω is applied, R can go to either pole (solid lines from A and B) depending on the duration of the first pulse (now shown as dotted lines). Part (c) shows the motion of R when a pulse of duration π/2Ω is applied with δ = 0 bringing R to A, then some time elapses, and then a similar pulse is applied. Since δ = 0, R moves parallel to the equator during the dark period between the pulses. It's clear that R undergoes a more complicated motion and can be driven to arbitrary points on the Bloch sphere.
The Ramsey Method
The motivation for this section emerges from a consideration of precision measurements of the frequency ω eg . Clearly the Fourier transform limit ∆ω ∆t > 1 imposed by the interaction time ∆t determines the precision ∆ω of any measurement. Moreover, the motion of atoms defines the maximum value of ∆t simply because of the size limit of the apparatus. Even for ponderous Cs atoms whose thermal velocity is typically only a few hundred m/s, a meter size vacuum system limits ∆ω/2π to ∼ 10 2 Hz. This is the width of the signal, but of course, a high signal/noise ratio would allow resolution to a tiny fraction of the width. Longer beamlines could be built, but applying radiation and/or a homogeneous magnetic field over such a long region is a difficult task. In 1950, Ramsey described a method whereby such requirements were needed only near the start and end regions of a considerably longer path.
Section describes the Rabi oscillations between state |g and |e , and near its end describes how interrupting on-resonance exciting light after time t = π/Ω leaves the atom in state |e by a "π-pulse" (see Eqs. (7) and Fig. 1 ). This is called a π-pulse because the Bloch vector R is rotated by π. If the pulse duration is π/2Ω it is called a π / 2 -pulse, and clearly a π-pulse is equivalent to two sequential π / 2 -pulses. However, if the two π / 2 -pulses are separated in time so that the atom is in the dark between them, a totally different situation applies. To discuss the new phenomena that arise, it is necessary to consider the dynamical description.
The solutions for the coefficients c(t) in Eqs. (7) lead to a curious observation about Fig. 1 . The solid curve (for δ = 0 so Ω = (Ω, 0, 0) and Ω > 0) passes through |c e (t)| 2 = 1 / 2 (where w = 0) at times π/2Ω and 3π/2Ω, where the atom is in an equal superposition of state |g and |e . However, the evolution of Figure 4 : A plot of the signal expected showing the oscillations that result from using two separated fields with a delay time T between them to drive a transition. The vertical scale is arbitrary, and the horizontal scale shows that the full width of each "peak" corresponds to a detuning of ∼ π/T , about half the width of the peak expected for a signal that was driven continuously for a time T . the wavefunction is very different following these two instants. For t = π/2Ω the state evolves toward |e whereas for t = 3π/2Ω the state evolves toward |g .
The explanation can be found by evaluating v of Eq. (8) at these two times (where u = 0 = w) as shown by the solid lines in Fig. 3a each leading from the south pole to points A and B. Thus v = +1 for t = π/2Ω at point A but v = −1 for t = 3π/2Ω at point B. Therefore the cross product Ω × R rotates R in accordance with Eq. (10) in the same sense, upward from point A to the north pole when R = (0, 1, 0), and downward from point B to the south pole when R = (0, −1, 0), as shown by the solid lines in Fig. 3b . Even though R may have started on the equator in both cases of |c e (t)| 2 = 1 / 2 in Fig. 1 , it is in diametrically opposite places on the Bloch sphere so that Ω causes precession toward opposite poles. Now suppose that the light field is interrupted so that the atom is exposed to two π / 2 pulses separated by a time T much larger than each pulse duration π/2Ω. The initial conditions are R = (0, 0, −1) and Ω = (Ω, 0, 0). For δ = 0, Ω ⊥ R is preserved during the first pulse that brings R to the equator at point A as shown in Fig. 3a , and then the light goes off. To see what happens to the atom in the dark, note that the summation of Eq. (1) has been reduced to just two states and each state evolves at its own frequency. Then Eq. (1) can be used to show that during the dark interval between the pulses, the wavefunction Ψ(t) evolves as Ψ(t) = e −iωgt (|g + e −iωegt |e )/ √ 2. This produces no change of |c e (t)| 2 = |c e (t)| 2 but the changes of u and v correspond to a rotation of R in the equatorial plane. Since the light field evolves at the same rate as R for δ = 0, Ω ⊥ R is preserved when the light comes back on so that the second pulse drives R upward to the north pole, independent of the value of T .
Even though the coefficientc e (t) evolves at the same rate as the light field ω, for δ = 0 the transformation back to c e (t) results in a factor e iδt that changes its phase with respect to the field as in Eq. (7)b. Suppose δT ≡ ∆φ = π. Then after a time T the phase relationship is changed by just the right amount so that the second π / 2 -pulse rotates R toward the south pole just as for the case of t = 3π/2Ω in Fig. 3b . For ∆φ = 2π the second pulse again brings R near the north pole.
For the case δ = 0 the first pulse does not bring R exactly to the equator, but to point A as shown in Fig. 3c . During the dark interval between pulses the two states still evolve independently at their respective frequencies, bringing R to point C in Fig. 3c . The second pulse rotates R about Ω by an angle different from π/2 just as the first one did, leaving it at point C on the sphere.
Precisely where R lands in each of these cases now depends on ∆φ. Different atoms may have different values of ∆φ because of Doppler shifts, different transit times between two laser beams, etc., so that there is some change of w for ∆φ not ideal as shown in Fig. 3c . Also for δ = 0, Ω is not perpendicular to R at the start, and the angle between R and Ω is not preserved in the dark so that the action of a second π / 2 -pulse rotates R to some point other than the appropriate pole, depending on the values of the parameters.
For this separated pulse technique, a plot of w or |c e (t)| 2 vs. δ has a peak at δ = 0 and reaches a minimum as shown in Fig. 4 where the parameters have combined to put R on the opposite pole of the sphere. Subsequent measurement of w, e.g. by measurement of fluorescence, oscillates as ω is swept to vary δ, and the largest peak is at δ = 0, with other maxima reduced by inhomogeneous effects resulting from different ∆φ-values. Moreover, the width of the central maximum is determined by T and is narrower than that of the usual resonance curve for continuous light with the same duration. Of course, T can be made long with suitable arrangements, and is not as limited by field inhomogeneities.
