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In this paper, we give existence results for solutions of impulsive boundary value problems
involving the Caputo fractional derivative of order α ∈ (0, 1) by applying the coincidence
degree theory. An example is also given to demonstrate our main result.
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1. Introduction
Consider fractional impulsive boundary value problems (BVPs for short) of the form
C
0D
α
t x(t) = f (t, x(t)), t ∈ [0, T ] \ {t1, t2, . . . , tm}, 0 < α < 1,
∆x(tk) = Ik(x(tk)), k = 1, 2, . . . ,m,
x(0) = x(T ),
(1)
where C0D
α
t is the Caputo fractional derivativewith 0 < α < 1,∆x(tk) = x(t+k )−x(tk), 0 = t0 < t1 < · · · < tm < tm+1 = T ,
and τ = max{tk − tk−1, k = 1, . . . ,m+ 1}, f : [0, T ] × R → R, Ik : R → R (k = 1, . . . ,m).
Differential equations with fractional derivative have been proved to be strong tools in the modeling of many physical
phenomena. As a consequence there was an intensive development of the theory of fractional differential equations. We
refer to the monographs [1–4], and the papers [5–15] and the references therein. Recently, there have been few works
dealing with the existence of solutions of fractional BVPs by using the coincidence degree theory [16–19]. Existence results
for fractional BVPs with derivative order α ∈ (2, 3) are established in [16,18], and existence results for fractional BVPs with
derivative order α ∈ (1, 2) are obtained in [17,19]. However, there is no work on the existence of solutions for fractional
impulsive BVPs in virtue of the coincidence degree theory.
The coincidence degree theory is also an important tool to investigate the existence of solutions to integer-order BVPs
(see, for example, [20–25]). Especially, the first-order BVP is discussed in [22,24], and the impulsive BVP is considered in
[21,23,24]. Meanwhile, a new form of the solution for the impulsive fractional differential equation is presented in [26,27].
Motivated by these studies, in this paper we consider fractional impulsive BVPs involving the Caputo derivative of order
α ∈ (0, 1), and some existence results are obtained.
The outline of the remainder of this paper is as follows. In Section 2, we recall some useful preliminaries. In Section 3, we
give some existence results of BVP (1). In Section 4, an example is given to illustrate our main results.
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2. Preliminaries and lemmas
We first recall the following known definitions with respect to the fractional integral and derivatives. For more details,
see [28,29].
Definition 2.1. The fractional integral of order γ with the lower limit zero for a function f is defined as
0I
γ
t f (t) = 1
Γ (γ )
 t
0
f (s)
(t − s)1−γ ds, t > 0, γ > 0,
provided that the right-side is point-wise defined on [0,∞), where Γ (·) is the gamma function.
Definition 2.2. The Riemann–Liouville derivative of order γ with the lower limit zero for a function f : [0,∞)→ R can be
written as
0D
γ
t f (t) = 1
Γ (n− γ )
dn
dtn
 t
0
f (s)
(t − s)γ+1−n ds, t > 0, n− 1 < γ < n.
Definition 2.3 ([1]). The Caputo derivative of order γ for a function f : [0,∞)→ R can be written as
C
0D
γ
t f (t) = 0Dγt f (t)−
n−1
k=0
f (k)(0)
Γ (k− γ + 1) t
k−γ , t > 0, n− 1 < γ < n.
Remark 2.1. (1) If f (t) ∈ Cn([0,∞), R), then
C
0D
γ
t f (t) = 1
Γ (n− γ )
 t
0
f (n)(s)
(t − s)γ+1−n ds = 0I
n−γ
t f
(n)(t), t > 0, n− 1 < γ < n.
(2) The Caputo derivative of a constant is equal to zero, i.e., if x(t) = c , then C0Dαt c = 0. However, 0Dαt c = ct
−α
Γ (1−α) .
Lemma 2.1 ([30]). Let n− 1 < γ < n, then the differential equation
C
0D
γ
t x(t) = 0
has solutions x(t) = c0 + c1t + c2t2 + · · · + cntn−1, ci ∈ R, i = 0, 1, . . . , n.
Lemma 2.2 ([30]). Let n− 1 < γ < n, then
0I
γ
t
C
0D
γ
t x(t) = x(t)+ c0 + c1t + c2t2 + · · · + cntn−1
for some ci ∈ R, i = 0, 1, . . . , n.
Lemma 2.3. Let 0 < α < 1 and h : [0, T ] → R be continuous, a function x ∈ C([0, T ], R) is a solution of the fractional Cauchy
problems
C
0D
α
t x(t) = h(t), t ∈ [0, T ],
x(t0) = x0, 0 < t0 < T , (2)
if and only if x is a solution of the following fractional integral equation
x(t) = x(t0)− 1
Γ (α)
 t0
0
(t0 − s)α−1h(s)ds+ 1
Γ (α)
 t
0
(t − s)α−1h(s)ds. (3)
Proof. Integrating (2) from 0 to t , we obtain
x(t)− x(0) = 0Iαt C0Dαt x(t) =
1
Γ (α)
 t
0
(t − s)α−1h(s)ds,
that is,
x(t) = x(0)+ 1
Γ (α)
 t
0
(t − s)α−1h(s)ds, (4)
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where x(0) is the value of x(t) at t = 0. x(0) can be obtained by using (4) and the initial condition x(t0) = x0, i.e.,
x(0) = x(t0)− 1
Γ (α)
 t0
0
(t0 − s)α−1h(s)ds. (5)
Combining (4) and (5) we have (3). The proof is complete. 
Remark 2.2. In fractional calculus, the integration and derivative operations should be done at the same interval; thus
x(t) = x(t0)+ 1
Γ (α)
 t
t0
(t − s)α−1h(s)ds (6)
is not a solution of (2). This error is also pointed out in [26]. In fact, (6) is obtained by the following operation
x(t)− x(t0) = t0 Iαt Ct0Dαt x(t) =
1
Γ (α)
 t
t0
(t − s)α−1h(s)ds,
in which the operation interval is [t0, t), but the operation interval of (2) is [0, t). Then
t0 I
α
t
C
t0D
α
t x(t) ≠ 0Iαt C0Dαt x(t)
yields that (6) is not a solution of (2).
The following basic inequalities will be used.
Lemma 2.4 ([31]). Let a1, a2, . . . , an ≥ 0, n ∈ N; then
n
i=1
ari ≤

n
i=1
ai
r
≤ nr−1

n
i=1
ari

, r ≥ 1,
and
nr−1

n
i=1
ari

≤

n
i=1
ai
r
≤
n
i=1
ari , 0 ≤ r ≤ 1.
We also briefly recall some notations and an abstract existence result.
Let Y , Z be real Banach spaces, L : domL ⊂ Y → Z be a Fredholm map of index zero and P : Y → Y , Q : Z → Z
be continuous projectors such that ImP = KerL, KerQ = ImL and Y = KerL ⊕ KerP, Z = ImL ⊕ ImQ . It follows that
L|domL∩KerP : domL ∩ KerP → ImL is invertible. We denote the inverse by KP .
IfΩ is an open bounded subset of Y , and domL

Ω = ∅, the map N : Y → Z will be called L-compact onΩ if QN(Ω) is
bounded and KP(I − Q )N : Ω → Y is compact.
Theorem 2.1 ([32]). Let L : domL ⊂ Y → Z be a Fredholm operator of index zero and let N : Y → Z be L-compact on Ω .
Assume that the following conditions are satisfied:
(i) Lx ≠ λNx for every (x, λ) ∈ [domL \ KerL ∩ ∂Ω] × (0, 1);
(ii) Nx ∉ ImL for every x ∈ LerL ∩ ∂Ω;
(iii) deg(QN|KerL,Ω ∩ KerL, 0) ≠ 0, where Q : Z → Z is a projection as above with ImL = KerQ .
Then the equation Lx = Nx has at least one solution in domLΩ .
3. Main results
In this paper, we always assume that the following condition holds.
(H0) f (·, x) is continuous for each fixed x ∈ R, f (t, ·) is Lebesgue measurable for a.e. t ∈ [0, T ], and there exists a constant
α1 ∈ (0, α) such that f ∈ L
1
α1 ([0, T ] × R, R); the functions Ik (k = 1, . . . ,m) are continuous.
Let x : J = [0, T ] → R, for k = 1, . . . ,m, define the function xk : (tk, tk+1)→ R by xk(t) = x(t).
Consider the following Banach spaces
Y = PC( J) =

x : J → R, xk ∈ C(tk, tk+1), k = 0, 1, . . . ,m, the limits exist
lim
t→t−k
x(t) = x(tk), lim
t→t+k
x(t),
lim
t→0+
x(t) = x(0), lim
t→T−
x(t) = x(T )
 ,
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and
Z = Y × Rm,
with the norms
∥x∥PC = max

sup
t∈(tk,tk+1)
|xk(t)|, k = 0, 1, . . . ,m

for x ∈ Y , and
∥z∥Z = ∥x∥PC +
m
i=1
|ci|,
where x ∈ Y , (c1, . . . , cm) ∈ Rm.
Definition 3.1. A function x ∈ PC( J) is said to be a solution to problem (1) if x(t) = xk(t) for t ∈ (tk, tk+1) and
xk ∈ C([0, tk+1], R) satisfies c0Dqt xk(t) = f (t, xk(t)) a.e. on (0, tk+1) with the restriction that, at the point tk+1, xk+1(tk+1)
is just xk(tk+1)+∆x(tk+1), and the condition x(0) = x(T ), where k = 0, 1, . . . ,m.
Define the linear operator L : domL ∩ Y → Z with
domL = {x ∈ Y : x(0) = x(T )} ,
and
Lx = C0Dαt x(t),∆x(t1), . . . ,∆x(tm) , for x ∈ domL. (7)
Define N : Y → Z by
Nx = (f (t, x(t)), I1(x(t1)), . . . , Im(x(tm))) , for x ∈ Y .
Then BVP (1) can be written as
Lx = Nx.
Lemma 3.1. A function x ∈ PC( J) is a solution to problem (1) iff it satisfies
x(t) =

x(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds, for t ∈ [0, t1],
x(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds+
k
i=1
Ii(x(ti)), for t ∈ (tk, tk+1],
(8)
where k = 1, . . . ,m and 1
Γ (α)
 T
0 (T − s)α−1f (s, x(s))ds+
m
i=1 Ii(x(ti)) = 0.
Proof. Suppose that x is a solution of (1). For t ∈ [0, t1], applying Lemma 2.2, we have
x(t) = x(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds,
where x(0) is the value of x(t) at t = 0, then
x(t+1 ) = x(t1)+ I1(x(t1))
= x(0)+ 1
Γ (α)
 t1
0
(t1 − s)α−1f (s, x(s))ds+ I1(x(t1)).
For t ∈ (t1, t2], we should solve the following equation
C
0D
α
t x(t) = f (t, x(t)), t ∈ (t1, t2],
x(t+1 ) = x(0)+
1
Γ (α)
 t1
0
(t1 − s)α−1f (s, x(s))ds+ I1(x(t1)).
By applying Lemma 2.3, we have
x(t) = x(t+1 )−
1
Γ (α)
 t1
0
(t1 − s)α−1f (s, x(s))ds+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds
= x(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds+ I1(x(t1)), t ∈ (t1, t2].
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By induction, we can obtain
x(t) = x(0)+ 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds+
k
i=1
Ii(x(ti)), t ∈ (tk, tk+1].
By the boundary condition x(0) = x(T ), we obtain
1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti)) = 0.
Conversely, if x is a solution of (8). In view of the relation C0D
α
t 0I
α
t h(t) = h(t), we have
C
0D
α
t x(t) = f (t, x(t)), t ∈ [0, T ] \ {t1, t2, . . . , tm}.
Meanwhile, it can easily be verified that it satisfies the impulsive conditions ∆x(tk) = Ik(x(tk)), k = 1, 2, . . . ,m and the
boundary condition x(0) = x(T ). The proof is complete. 
Lemma 3.2. Let L be defined as (7), then
KerL = {x ∈ domL : x = c, c ∈ R}, (9)
and
ImL =

z = ( y, c1, c2, . . . , cm) ∈ Z : 1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci = 0

. (10)
Proof. By Lemma 2.1, C0D
α
t x(t) = 0 has solution x(t) = x(0)which implies that (9) holds.
For z ∈ ImL, if the equation
C
0D
α
t x(t) = y(t), t ∈ [0, T ] \ {t1, t2, . . . , tm}, 0 < α < 1,
∆x(tk) = ck, k = 1, 2, . . . ,m,
(11)
has a solution x(t) such that x(0) = x(T ), then from (11), we have
x(T ) = x(0)+ 1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci,
which implies
1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci = 0. (12)
On the other hand, if (12) holds, we can set
x(t) =

x(0)+ 1
Γ (α)
 t
0
(t − s)α−1y(s)ds, for t ∈ [0, t1],
x(0)+ 1
Γ (α)
 t
0
(t − s)α−1y(s)ds+
k
i=1
ci, for t ∈ (tk, tk+1], k = 1, . . . ,m,
then x(t) is a solution of (11) and x(0) = x(T )which means that z ∈ ImL. Therefore, (10) holds. The proof is complete. 
Lemma 3.3. L : domL ⊂ Y → Z is a Fredholm operator of index zero. Furthermore, the linear continuous projection operators
Q : Z → Z and P : Y → Y can be defined by
Qz = Q ( y, c1, . . . , cm)
=

Γ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci

, 0, . . . , 0

,
Px = x(0).
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And the linear operator KP : ImL → domL ∩ KerP can be written by
Kpz = Kp( y, c1, . . . , cm)
=

1
Γ (α)
 t
0
(t − s)α−1y(s)ds, for t ∈ [0, t1],
1
Γ (α)
 t
0
(t − s)α−1y(s)ds+
k
i=1
ci, for t ∈ (tk, tk+1], k = 1, . . . ,m.
Also,
|KPz| = |Kp( y, c1, . . . , cm)| ≤ T
α
Γ (α + 1)∥y∥PC +
m
i=1
|ci|, for all z ∈ ImL.
Proof. It is easy to know that ImP = KerL and P2x = Px. It follows from x = (x− Px)+ Px that Y = KerP + KerL. By simple
calculation, we have that KerL ∩ KerP = {0}. Thus, Y = KerP ⊕ KerL.
For ( y, c1, . . . , cm) ∈ Z , let
z = ( y1, c1, . . . , cm) = ( y, c1, . . . , cm)− Q ( y, c1, . . . , cm),
then z ∈ ImL.
Indeed, since
1
Γ (α)
 T
0
(T − s)α−1y1(s)ds+
m
i=1
ci = 1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci − Γ (α + 1)Tα
×

1
Γ (α)
 T
0
(T − s)α−1y(s)ds+
m
i=1
ci

1
Γ (α)
 T
0
(T − s)α−1ds
= 0.
Thus, Z = ImL+ R, also ImL ∩ R = {0}. Hence Z = ImL⊕ R and
dim KerL = dim(Z \ ImL) = 1.
Again since ImL is closed, L is a Fredholm operator of index zero.
With definitions of P, KP , it is easy to show that the generalized inverse of L : ImL → domL ∩ KerP is KP .
In fact, for z ∈ ImL and t ∈ [0, t1], we have
(LKP)z(t) = (LKP)( y(t), c1, . . . , cm)
= L

1
Γ (α)
 t
0
(t − s)α−1y(s)ds

= ( y(t), c1, . . . , cm) = z,
and for z ∈ ImL and t ∈ (tk, tk+1] (k = 1, . . . ,m),
(LKP)z(t) = (LKP)( y(t), c1, . . . , cm)
= L

1
Γ (α)
 t
0
(t − s)α−1y(s)ds+
k
i=1
ci

= ( y(t), c1, . . . , cm) = z.
Conversely, if x ∈ domL ∩ KerP , then x(0) = 0. For t ∈ [0, t1], we have
(KPL)x(t) = KP(C0Dαt x(t),∆x(t1), . . . ,∆x(tm))
= 1
Γ (α)
 t
0
(t − s)α−1C0Dαs x(s)ds
= x(t),
and for t ∈ (tk, tk+1] (k = 1, . . . ,m),
(KPL)x(t) = KP(C0Dαt x(t),∆x(t1), . . . ,∆x(tm))
= 1
Γ (α)
 t
0
(t − s)α−1C0Dαs x(s)ds+
k
i=1
∆x(ti)
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=

0<ti<t
(x(ti)− x(t+i−1))+ (x(t)− x(t+k ))+
k
i=1
∆x(ti)
= x(t).
Thus, KP = (L|domL∩KerP)−1.
|KPz| ≤ 1
Γ (α)
 t
0
(t − s)α−1|y(s)|ds+
k
i=1
|ci|
≤ 1
Γ (α)
 t
0
(t − s)α−1ds∥y(t)∥PC +
k
i=1
|ci|
≤ T
α
Γ (α + 1)∥y∥PC +
m
i=1
|ci|.
The proof is complete. 
Lemma 3.4. Assume that Ω ⊂ Y is an open bounded subset and domL ∩Ω ≠ ∅, then N is L-compact onΩ .
Proof. By the continuity of f and Ik, we have that QN(Ω) is bounded and KP(I −Q )N : Y → Y is continuous. Nowwe show
that KP(I − Q )N : Ω → Y is compact.
SinceΩ ⊂ Y is bounded, there exists a positive constantM0 > 0 such that ∥x∥PC ≤ M0 for all x ∈ Ω .
For x ∈ Ω and t ∈ (tk, tk+1](k = 0, 1, . . . ,m),
(KP(I − Q )N)x = 1
Γ (α)
 t
0
(t − s)α−1f (s, x(s))ds+
k
i=1
Ii(x(ti))
− t
α
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti))

.
Applying condition (H0), we have
|(KP(I − Q )N)x| ≤ 1
Γ (α)
 t
0
(t − s)α−1|f (s, x(s))|ds+
k
i=1
|Ii(x(ti))|
+ t
α
Tα

1
Γ (α)
 T
0
(T − s)α−1|f (s, x(s))|ds+
m
i=1
|Ii(x(ti))|

≤ 1
Γ (α)
 t
0
(t − s) α−11−α1 ds
1−α1  t
0
|f (s, x(s))| 1α1 ds
α1
+
k
i=1
|Ii(x(ti))|
+ t
α
Tα

1
Γ (α)
 T
0
(T − s) α−11−α1 ds
1−α1  T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

≤ 1
Γ (α)

1− α1
α − α1
1−α1
tα−α1
 t
0
|f (s, x(s))| 1α1 ds
α1
+
k
i=1
|Ii(x(ti))|
+ t
α
Tα

1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

≤ 2
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+ 2
m
i=1
|Ii(x(ti))|.
Thus, KP(I − Q )N(Ω) ⊂ Y is bounded.
Let τ1, τ2 ∈ (tk, tk+1]k = 0, 1, . . . ,m and τ2 > τ1.
|(KP(I − Q )N)x(τ1)− (KP(I − Q )N)x(τ2)| ≤ 1
Γ (α)
 τ1
0
(τ1 − s)α−1f (s, x(s))ds−
 τ2
0
(τ2 − s)α−1|f (s, x(s))|ds

+ τ
α
2 − τ α1
Tα

1
Γ (α)
 T
0
(T − s)α−1|f (s, x(s))|ds+
m
i=1
|Ii(x(ti))|

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≤ 1
Γ (α)
 τ1
0

(τ1 − s)α−1 − (τ2 − s)α−1
 |f (s, x(s))|ds+ 1
Γ (α)
 τ2
τ1
(τ2 − s)α−1|f (s, x(s))|ds
+ τ
α
2 − τ α1
Tα

1
Γ (α)
 T
0
(T − s)α−1|f (s, x(s))|ds+
m
i=1
|Ii(x(ti))|

≤ 1
Γ (α)
 τ1
0

(τ1 − s)α−1 − (τ2 − s)α−1
 1
1−α1 ds
1−α1  τ1
0
|f (s, x(s))| 1α1 ds
α1
+ 1
Γ (α)
 τ2
τ1
(τ2 − s)
α−1
1−α1 ds
1−α1  τ2
τ1
|f (s, x(s))| 1α1 ds
α1
+τ
α
2 − τ α1
Tα

1
Γ (α)
 T
0
(T − s) α−11−α1 ds
1−α1  T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

≤ 1
Γ (α)
 τ1
0

(τ1 − s)
α−1
1−α1 − (τ2 − s)
α−1
1−α1

ds
1−α1  τ1
0
|f (s, x(s))| 1α1 ds
α1
+ 1
Γ (α)
 τ2
τ1
(τ2 − s)
α−1
1−α1 ds
1−α1  τ2
τ1
|f (s, x(s))| 1α1 ds
α1
+ τ
α
2 − τ α1
Tα

1
Γ (α)
 T
0
(T − s) α−11−α1 ds
1−α1  T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

≤ 1
Γ (α)

1− α1
α − α1
1−α1 
τ
α−α1
1−α1
1 + (τ2 − τ1)
α−α1
1−α1 − τ
α−α1
1−α1
2
1−α1  T
0
|f (s, x(s))| 1α1 ds
α1
+ 1
Γ (α)

1− α1
α − α1
1−α1
(τ2 − τ1)α−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+ τ
α
2 − τ α1
Tα

1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

≤ 2
Γ (α)

1− α1
α − α1
1−α1
(τ2 − τ1)α−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+ τ
α
2 − τ α1
Tα

1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|f (s, x(s))| 1α1 ds
α1
+
m
i=1
|Ii(x(ti))|

→ 0 as τ2 → τ1.
Then KP(I −Q )N(Ω) is equicontinuous. By the Ascoli–Arzela theorem, we have that KP(I −Q )N : Ω → Y is compact, then
N is L-compact onΩ . The proof is complete. 
We denote
g¯ = 1
Γ (α)

3− 3α1
α − α1
1−α1
Tα−α1
 T
0
(g(s))
1
α1 ds
α1
, g˜ =
m
i=1
gi.
Theorem 3.1. Assume that the following conditions hold.
(H1) There are θ ∈ [0, 1), and a, b, r ∈ L1([0, T ], [0,+∞)), ai, bi, ri ∈ [0,+∞) (i = 1, . . . ,m) such that
|f (t, x(t))| ≤ a(t)|x(t)| + b(t)|x(t)|θ + r(t),
|Ii(x(t))| ≤ ai|x(t)| + bi|x(t)|θ + ri, i = 1, . . . ,m,
hold for all t ∈ J and x ∈ PC( J).
(H2) There exists a constant M > 0, for all t ∈ J and x ∈ PC( J), |x(t)| > M implies that
1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti)) ≠ 0. (13)
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(H3) There exists a constant M∗ > 0 such that for any c ∈ R, if |c| > M∗, then either
cΓ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, c)ds+
m
i=1
Ii(c)

< 0 (14)
or
cΓ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, c)ds+
m
i=1
Ii(c)

> 0. (15)
Then BVP (1) has at least one solution x ∈ PC( J) provided that
a¯+ a˜ < 1
2
. (16)
Proof. Set
Ω1 = {x ∈ domL \ KerL : Lx = λNx for some λ ∈ [0, 1]}.
Then, for x ∈ Ω1, Lx = λNx, so λ ≠ 0 and Nx ∈ ImL = KerQ . Hence,
Γ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti))

= 0.
By (H2), there exists t∗ ∈ (tk, tk+1] such that |x(t∗)| ≤ M . Then
|x(0)| =
x(t∗)− 1Γ (α)
 t∗
0
(t∗ − s)α−1C0Dαs x(s)ds−
k
i=1
Ii(x(ti))

≤ |x(t∗)| + 1
Γ (α)
 t∗
0
(t∗ − s)α−1|C0Dαs x(s)|ds+
k
i=1
|Ii(x(ti))|
≤ |x(t∗)| + 1
Γ (α)
 t∗
0
(t∗ − s)α−1|(Lx)1|ds+
k
i=1
|(Lx)i+1|
≤ |x(t∗)| + 1
Γ (α)

1− α1
α − α1
1−α1
t∗α−α1
 t∗
0
|(Lx)1|
1
α1 ds
α1
+
k
i=1
|(Lx)i+1|
≤ |x(t∗)| + 1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|(Lx)1|
1
α1 ds
α1
+
k
i=1
|(Lx)i+1|
≤ M + 1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|(Nx)1|
1
α1 ds
α1
+
m
i=1
|(Nx)i+1|, (17)
where (Lx)i, (Nx)i (i = 1, . . . ,m+ 1) denote the i-th component of Lx,Nx, respectively.
Also for x ∈ Ω1, x ∈ domL \ KerL, then (I − P)x ∈ domL ∩ KerP , LPx = 0. Applying Lemma 3.4, for t ∈ (tk, tk+1]we have
|((I − P)x)(t)| = |(KPL(I − P)x)(t)|
=
 1Γ (α)
 t
0
(t − s)α−1(Lx)1ds+
k
i=1
(Lx)i+1

≤ 1
Γ (α)
 t
0
(t − s)α−1|(Lx)1|ds+
k
i=1
|(Lx)i+1|
≤ 1
Γ (α)

1− α1
α − α1
1−α1
tα−α1
 t
0
|(Lx)1|
1
α1 ds
α1
+
k
i=1
|(Lx)i+1|
≤ 1
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|(Nx)1|
1
α1 ds
α1
+
m
i=1
|(Nx)i+1|. (18)
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Combining (17), (18), Lemma 2.4 and condition (H1), we have
|x(t)| ≤ |(Px)(t)| + |((I − P)x)(t)|
= |x(0)| + |((I − P)x)(t)|
≤ 2
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
|(Nx)1|
1
α1 ds
α1
+ 2
m
i=1
|(Nx)i+1| +M
≤ 2
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0

a(s)|x(s)| + b(s)|x(s)|θ + r(s) 1α1 dsα1
+ 2
m
i=1

ai|x(ti)| + bi|x(ti)|θ + ri
+M
≤ 2
Γ (α)

1− α1
α − α1
1−α1
Tα−α1
 T
0
3
1−α1
α1

(a(s))
1
α1 |x(s)| 1α1 + (b(s)) 1α1 |x(s)| θα1 + (r(s)) 1α1

ds
α1
+ 2
m
i=1
ai∥x∥PC + 2
m
i=1
bi∥x∥θPC + 2
m
i=1
ri +M
≤ 2
Γ (α)

3− 3α1
α − α1
1−α1
Tα−α1
 T
0
(a(s))
1
α1 ds
α1
∥x∥PC
+
 T
0
(b(s))
1
α1 ds
α1
∥x∥θPC +
 T
0
(r(s))
1
α1 ds
α1
+ 2
m
i=1
ai∥x∥PC + 2
m
i=1
bi∥x∥θPC + 2
m
i=1
ri +M
= 2(a¯+ a˜)∥x∥PC + 2(b¯+ b˜)∥x∥θPC + 2(r¯ + r˜)+M. (19)
Thus, from (16) and (19) we have
∥x∥PC ≤ 2(b¯+ b˜)1− 2(a¯+ a˜)∥x∥
θ
PC +
2(r¯ + r˜)+M
1− 2(a¯+ a˜) .
Since θ ∈ [0, 1), from the above inequality, there existsM1 > 0 such that
∥x∥PC ≤ M1,
which implies thatΩ1 is bounded.
Let
Ω2 = {x ∈ KerL : Nx ∈ ImL}.
For x ∈ Ω2, x ∈ KerL = {x ∈ domL : x = c, c ∈ R}, and QNx = 0, we can get
Γ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti))

= 0,
and |c| ≤ M∗. Otherwise, if |c| > M∗, from condition (H3), we have
Γ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, c)ds+
m
i=1
Ii(c)

≠ 0,
which is a contradiction. Thus,Ω2 is bounded.
Next, we define the isomorphism ∧ : ImQ → KerL by
∧c = c, ∀c ∈ R.
According to condition (H3), for any c ∈ R, if |c| > M∗, then either (14) or (15) holds.
If (14) holds, set
Ω3 = {x ∈ KerL : −λ ∧ x+ (1− λ)QNx = 0, λ ∈ [0, 1]}.
For any x = c0 ∈ Ω3, we have
λc0 = (1− λ)Γ (α + 1)Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, c0)ds+
m
i=1
Ii(c0)

.
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If λ = 1, then c0 = 0. If |c0| > M∗, from (14) we have
c0Γ (α + 1)
Tα

1
Γ (α)
 T
0
(T − s)α−1f (s, c0)ds+
m
i=1
Ii(c0)

< 0.
Thus, λc20 < 0 which contradicts λc
2
0 ≥ 0. Therefore,Ω3 is bounded.
If (15) holds, set
Ω ′3 = {x ∈ KerL : λ ∧ x+ (1− λ)QNx = 0, λ ∈ [0, 1]}.
Similar to the above argument, we also have thatΩ ′3 is bounded.
LetΩ ⊃ ∪3i=1Ωi ∪ {0} (orΩ ⊃ ∪3i=1Ωi ∪Ω ′3 ∪ {0}) be a bounded open subset of Y . It follows from Lemma 3.3 that N is
L-compact onΩ . Then by the above argument, we have that conditions (i) and (ii) of Theorem 2.1 are satisfied, and we need
only prove condition (iii) of Theorem 2.1 holds.
Take
H(x, λ) = ±λ ∧ x+ (1− λ)QNx.
In view of the argument to the setsΩ3 andΩ ′3, we have that H(x, λ) ≠ 0 for all ∂Ω ∩ KerL. By the homotopy of degree,
we get that
deg(QN|KerL,Ω ∩ KerL, 0) = deg(H(·, 0),Ω ∩ KerL, 0)
= deg(H(·, 1),Ω ∩ KerL, 0)
= deg(±∧,Ω ∩ KerL, 0)
≠ 0,
which means that condition (iii) of Theorem 2.1 is satisfied. By Theorem 2.1, Lx = Nx has at least one solution in domL∩Ω ,
then BVP (1) has at least one solution in PC( J). The proof is complete. 
Corollary 3.1. Suppose that condition (H1) in Theorem 3.1 is replaced by the following condition.
(H
′
1) There exist functions l ∈ L1([0, T ], [0,+∞)) and li ∈ [0,+∞) (i = 1, . . . ,m) such that for all x, y ∈ PC( J), t ∈ J ,
|f (t, x)− f (t, y)| ≤ l(t)|x− y|,
|Ii(x)− Ii( y)| ≤ li|x− y|, i = 1, . . . ,m.
Then BVP (1) has at least one solution x ∈ PC( J) provided that
l¯+ l˜ < 1
2
.
Proof. Let y ≡ 0, from (H′1)we have
|f (t, x)| ≤ l(t)|x| + |f (t, 0)|,
|Ii(x)| ≤ li|x| + |Ii(0)|, i = 1, . . . ,m.
Let a(t) = l(t), b(t) = 0, r(t) = |f (t, 0)|, ai = li, bi = 0, ri = |Ii(0)|, then condition (H1) in Theorem 3.1 is satisfied, the
result is obtained by applying Theorem 3.1. The proof is complete. 
4. Example
Example 4.1. Consider the fractional impulsive BVP
C
0D
3
4
t x(t) = 16x(t)+ 3 sin(x(t))
1
3 + cos2 t + 1, t ∈ [0, 1], t ≠ 1
2
,
∆x(t) = 1
4
, t = 1
2
,
x(0) = x(1),
(20)
where f (t, x) = 16x(t)+ 3 sin(x(t))
1
3 + cos2 t + 1, I1(x(t1)) = 14 , t1 = 12 , α = 34 .
Let α1 = 12 , it is obvious that f ∈ L
1
α1 ([0, 1] × R, R), which implies that condition (H0) holds.
Let θ = 13 , a(t) = 16 , b(t) = 3, r(t) = cos2 t+1, a1 = 0, b1 = 0, r1 = 14 , then |f (t, x(t))| ≤ a(t)|x(t)|+b(t)|x(t)|θ+r(t),
|I1(x(t))| ≤ a1|x(t)| + b1|x(t)|θ + r1 and a¯+ a˜ ≈ 0.3332 < 0.5, then condition (H1) and (16) are satisfied.
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Moreover, let M = 36 and assume that |x(t)| > M for any t ∈ [0, 1], since x ∈ PC([0, 1]), then either x(t) > M or
x(t) < −M holds for any t ∈ [0, 1].
If x(t) > M holds for any t ∈ [0, 1], we have
1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti)) = 1
Γ
 3
4
  1
0
(1− s)− 14

1
6
x(t)+ 3 sin(x(t)) 13 + cos2 t + 1

ds+ 1
4
>
1
Γ
 3
4
  1
0
(1− s)− 14

1
6
M − 2

ds+ 1
4
≈ 4.6024 > 0.
If x(t) < −M holds for any t ∈ [0, 1], we have
1
Γ (α)
 T
0
(T − s)α−1f (s, x(s))ds+
m
i=1
Ii(x(ti)) = 1
Γ
 3
4
  1
0
(1− s)− 14

1
6
x(t)+ 3 sin(x(t)) 13 + cos2 t + 1

ds+ 1
4
<
1
Γ
 3
4
  1
0
(1− s)− 14

−1
6
M + 5

ds+ 1
4
≈ −0.8381 < 0.
Then condition (H2) holds.
LetM∗ = M = 36, similar to the above calculations, it can be verified that condition (H3) holds.
Therefore, (20) has at least one solution x ∈ PC[0, 1] by Theorem 3.1.
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