Abstract-In recent years, idempotent methods (specifically, max-plus methods) have been developed for solution of nonlinear control problems. It was thought that idempotent linearity of the associated semigroup was required for application of these techniques. It is now known that application of the max-plus distributive property allows one to apply the maxplus curse-of-dimensionality-free approach to stochastic control problems. Here, we see that a similar, albeit more abstract, approach can be applied to deterministic game problems. The main difficulty is a curse-of-complexity growth in the computational cost. Attenuation of this effect requires finding reduced-complexity approximations to min-max sums of maxplus affine functions. We demonstrate that this problem can be reduced to a pruning problem.
I. INTRODUCTION
In recent years, idempotent methods have been developed for solution of nonlinear control problems. (Note that idempotent algebras are those for which a ⊕ a = a for all a; this class includes the well-known max-plus algebra.) Most notably, max-plus methods have been applied to deterministic optimal control problems. These consist of maxplus basis methods, exploiting the max-plus linearity of the associated semigroup [1] , [6] , [9] , [14] , and max-plus curseof-dimensionality-free methods which exploit the max-plus additivity and the invariance of the set of quadratic forms under the semigroup operator [9] , [12] , [13] . These methods achieved truly exceptional computational speeds on some classes of problems. Recently, use of the idempotent distributive property has allowed some first expansions of maxplus curse-of-dimensionality-free concepts into the domain of stochastic control problems [11] , [15] .
In this paper, we use some similar, but more abstract, tools which will bring game problems into the realm under which curse-of-dimensionality-free idempotent methods will be applicable. We will first demonstrate how one may apply the min-max distributive property to develop curseof-dimensionality-free methods for discrete-time, deterministic dynamic games. We will only outline the steps in that development. The difficulty with idempotent curse-ofdimensionality-free methods for stochastic and game problems is an extreme curse-of-complexity difficulty. A means for attenuating that difficulty will be the focus of this paper. We will see that the proper space to work in is the space of max-plus convex functions. Our definition of max-plus convex functions differs from that in [4] , [17] wmceneaney@ucsd.edu of the ordering on the range space. This change creates a more useful space for our purposes here. We will note that the space of max-plus convex functions is a minmax vector space (or moduloid). This is an analogy of the useful property that the space of standard-sense convex functions is a max-plus vector space (or moduloid). We will then consider max-plus convex functions given as finite min-max sums of max-plus affine functions. Reducing the complexity of such representations is the key to practicality in an idempotent algorithm for game problems. We will demonstrate that such a complexity reduction is reduced to a pruning operation. That is, given a min-max sum of M maxplus affine functions, the best approximation (in a sense to be defined) in the class of min-max sums of N max-plus affine functions (with N < M ) consists of a subset of the original set. This greatly reduces the solution space of the complexity reduction problem.
Due to space limitations, almost all results will be presented without their proofs.
II. IDEMPOTENT METHOD FOR GAMES
We briefly describe the idempotent approach to dynamic games. The purpose here is only to outline the algorithm; this will motivate the complexity reduction problem. We will keep all control spaces finite so as to simplify the analysis.
We suppose the dynamics are governed by
where s is the initial time. We suppose u t ∈ U and w t ∈ W for all t, with W . = #W (the cardinality of W) and U = #U. We assume h(·, u, w) maps G into G for all u ∈ U, w ∈ W. Time is discrete with t ∈]s, T [ . = {s, s + 1, s + 2, . . . T }, and this notation will be use throughout. Also for simplicity, we assume only a terminal cost, which will be φ : G → IR. We let U be the minimizing player's control set, and W be the maximizing player's control set. The payoff, starting from any (t, x) ∈]s, T [×G will be
where u ]t,T −1[ denotes a sequence of controls, {u t , u t+1 , . . . u T −1 }, with similar meaning for w ]t,T −1[ . We will work with the upper value, although the analysis for the lower value is analogous. The upper value for any time 
Suppose φ takes the form
where we let Z T = #Z T < ∞. Then,
Combining (5) and (6), one has
We now introduce the relevant idempotent algebras. As usual, the max-plus algebra (more properly, the max-plus commutative semifield) is defined by
In the min-max algebra (more properly, the min-max commutative semiring), the addition and multiplication operations are defined as
operating on IR . = IR ∪ {−∞} ∪ {+∞}, where we note that +∞⊕ ∨ b = b for all b ∈ IR and +∞⊗ ∨ b = +∞ for all b ∈ IR. We suppose each g T (·; z T ) is max-plus affine. In other words, φ will be formed as the lower envelope of a finite set of max-plus affine functions. In fact, we are going to think of φ as a max-plus convex function. (We will have reason to reverse the ordering on the range space, and so our definition of max-plus convex functions will look directly analogous to the definition of standard-sense convex functions.) We may write these max-plus affine g T (·; z T ) as
where I =]1, I[. We will assume that the h(·, u, w) are maxplus linear. Specifically, we let
where here we use ⊗ to emphasize that this is max-plus matrix-vector multiplication. We see that
Define, for any
Applying the min-max distributive property to (8),
With these definitions, (9) becomes
where
Repeating this process, one easily finds the following. Theorem 2.1:
where (u,ẑ t ) = Γ
for all x ∈ IR I , z t−1 ∈ Z t−1 , and Γ t−1 is a one-to-one, onto mapping from U × Z t to
W ; in a naive application of this approach, the number of max-plus affine functions defining the value would grow extremely rapidly. This implies that the second piece of the algorithm must be complexity reduction in the representation at each step. This will be the focus of the paper.
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Certain function spaces may be spanned by infima of maxplus affine functions, that is, any element of the space may be represented as an infimum of a set of max-plus affine functions. It is often useful to employ max-plus polynomial functions as well as affine. By definition, any function in such a space as the above has an expansion, f (x) = inf λ∈Λ ψ λ (x), for some index set Λ, where the ψ λ are max-plus affine. If the expansion is guaranteed to be countably infinite, we would write
where the ψ ′ i are max-plus linear. We will refer to this as a min-max basis expansion, or simply a min-max expansion, and we think of the set of such ψ ′ i as a min-max basis for the space. The max-plus analog of this concept consists of maxplus vector spaces (more typically referred to as moduloids [2] or as idempotent semimodules [3] , [8] ) and max-plus basis expansions.
Now we indicate the complexity reduction problem of the previous section in a general form. Suppose we are given f : X → IR with representation (11) where X will be a partially ordered vector space. Except where noted, we will take X = IR I for clarity. We are looking for {a n :
approximates f (x) from above. Note that throughout the paper, we will let
A. Min-max spaces
As indicated earlier, it is well-known that it is useful to apply max-plus basis expansions to solve certain HJB PDEs and their corresponding control problems. In particular, the solutions are represented as max-plus sums of affine or quadratic functions. In fact, the spaces of standard-sense convex and semiconvex functions have max-plus bases (more properly, max-plus spanning sets) consisting of linear and quadratic functions, respectively, We will be applying the analogous concept, where the standard algebra will be replaced by the max-plus, and the max-plus will be replaced by the min-max. On IR I , we will define the partial order x y if x i ≤ y i for all i ∈ I. Let O I denote the closed first octant, i.e.,
= max i∈I δ i = i∈I δ i . Let 1 denote a generic-length vector all of whose elements are 1's. Let
and
For a ∈ IR and f, g ∈ S 1 (IR I ), we define the inherited operations
Remark 3.1:
In [17] , f : IR I → IR is said to be subtopical or increasing plus-sub-homogeneous if f is increasing according to partial order , and if
Suppose f ∈ S 1 (IR I ). Then, it is obvious that f is subtopical. Suppose f ∈ S 1 (IR I ). Then, there exists x ∈ IR I and δ 0 such that
which implies that f is not sub-topical. Therefore, S 1 (IR I ) is exactly the space of sub-topical functions from IR I to IR. It is also useful to note the following easily obtained result. Proposition 3.2: Suppose f ∈ S 1 (IR I ). Suppose there exists x ∈ IR I such that f (x) = +∞ [resp., −∞]. Then, f (y) = +∞ [resp., −∞] for all y ∈ IR I . Consequently, excepting two special cases f = +∞ and f = −∞, we can assume any f ∈ S 1 is everywhere finite. Except where there is some difficulty or interesting phenomenon, we will henceforth ignore these two special cases.
We will refer to a space as a min-max vector space if it satisfies the standard conditions (c.f. [9] ). The definition of a max-plus vector space is analogous.
Theorem 3.3: S 1 and S o,1 are min-max vector spaces. One of the most useful aspects of looking at the spaces of convex and semiconvex spaces as max-plus vector spaces was that these spaces had countable max-plus bases. For example the space of convex functions has the set of (standardalgebra) linear functionals with rational coefficients as a countable max-plus basis. We are interested in analogous results here, that is, for any f ∈ S o,1 (IR I ), we would like to represent it in terms of the coefficients in its min-max basis expansion. Specifically, we would like
WeA05.4
i.e., for all x ∈ IR I ,
We were only able to obtain this result for f ∈ S o,1 (IR I ). We will also be interested in finding the best approximation given that we can use at most N < ∞ such φ k . A particular subclass of this second problem will be our main focus in the paper.
Returning to the first issue, we take ψ(x, z) :
We will be taking φ k (x) = ψ(x, z k ) where the z k will form a countable dense subset of IR I . The result will follow if we have
where c has sufficient continuity properties. Note that this would imply that f was the lower envelope of a set of functions. Further, note that
where the ψ(·, z) are max-plus linear. In other words, f would be an infimum of max-plus affine functions.
Remark 3.4:
The above corresponds to the notion of "abstract convexity" [16] , [17] , where the standard affine functions are replaced by max-plus affine functions. See also [4] in this regard.
We now fill in the details of this plan for min-max basis representations.
Theorem 3.5: Let f ∈ S o,1 (IR I ). Then,
Now define, for any z ∈ IR I ,
and note c(z) = sup{f (x) | x ∈ A z }.
In the next results, we will be obtaining a continuity property on c(·). This will allow us to obtain our countable min-max basis for S o,1 .
ψ(x, z)−f (x) = 0 and f (x) = c(z). Further,x is the unique element of A z satisfying (21). Theorem 3.7: Let f ∈ S o,1 . For any z ∈ IR I , c(z) = lim α↓0 c(z − α).
We are now ready to prove our countable basis result. Theorem 3.8: Let {z k } k∈N be a countable dense subset of IR I . Let φ k (x) . = ψ(x, z k ) for all x ∈ IR I and all k ∈ N. For any f ∈ S o,1 ,
Proof: Let x ∈ IR I and ε > 0. By Theorem 3.5, there existsz ∈ IR I such that
(24) By the density of {z k } k∈N , Theorem 3.7 and the continuity of ψ, there existsk ∈ N such that
Combining (24)- (26), we have
Since this is true for all ε > 0, we are done.
B. S o,1 and max-plus convexity
In [11] , a problem similar to that described above was formulated, but in that case the max-plus algebra was replaced by the standard field, and the min-max algebra was replaced by the max-plus algebra. In solving that problem, we used a certain optimization criterion which was convex and increasing. Below, we will use a similar technique. Consequently, we will be dealing here with max-plus convex functions; the optimization criterion will be max-plus convex. As the min-max algebra suggests a natural order on the range space, IR, which is the opposite of the standard order, this will lead us to a different definition of max-plus convex functions from that used elsewhere (c.f. [4] , [17] ).
We begin with the definition of max-plus convex sets. A set, C ⊆ IR I is max-plus convex if
for all x 1 , x 2 ∈ C and all λ 1 , λ 2 ∈ [−∞, 0] such that λ 1 ⊕ λ 2 = 0. See [4] , [17] . We now turn to max-plus convex functions. We would like the set of such functions to form a min-max vector space. Consequently, we define the ordering
R and ≻ R are defined analogously. We henceforth refer to this as the range order. Suppose f : IR I → IR, and define the max-plus epigraph as
Note that epi ⊕ f lies below the graph of f in the standard sense. Alternatively, f may be referred to as the hypograph [17] , but due to the natural reversal of order in the range space here, the term max-plus epigraph is more appropriate in this context. Lastly, we say f is max-plus convex if epi ⊕ f is max-plus convex. We now show that functions formed by min-max integrals (infima) of max-plus affine functions are max-plus convex.
Theorem 3.9: Let Z ⊆ IR I , c : Z → IR, and
for all x ∈ IR I . Then f is max-plus convex. Corollary 3.10:
where K ⊆ N, and c k ∈ IR and z k ∈ IR I for all k ∈ K. Then, f is max-plus convex.
Corollary 3.11: If f ∈ S o,1 , then f is max-plus convex. Theorem 3.12: If f is max-plus convex, then f ∈ S 1 .
IV. COMPLEXITY REDUCTION AND ABSTRACT FORMULATION
Recall that our originating problem was complexity reduction in a min-max expansion; see (11), (12) . The a n and t m will now be selected from a specified class of functions, such as the affine functions. We take X . = IR I throughout. We will use a measure of approximation quality which is monotonic (in a sense to be specified) and max-plus convex. Specifically, we wish to minimize
conditioned on
A. Abstract formulation
We consider an abstract problem which will subsume (29),(30), and prove the main result for this abstract problem here. Further below, we will demonstrate that (29),(30) is indeed subsumed by the following problem.
Let Y be a max-plus vector space with partial order ⊕ . Given p ∈ Y, define the downward cone of p to be
For any K ∈ N, let
Given P ⊆ Y, let P ⊕ denote the max-plus convex hull of P . That is,
Finally, given P ⊆ Y, define the max-plus cornice of P to be
We extend these definitions to product spaces. We define the inherited (component-wise) partial order on Y N as follows. Let P, Q ∈ Y N , where P = {p i } i∈N and Q = {q i } i∈N . Then Q ⊕ P if q i ⊕ p i for all i ∈ N =]1, N [. We will be abusing notation slightly by letting P ∈ Y N also denote a set of N elements of Y (Otherwise, one may define a mapping from elements of Y N to subsets of Y of size N .) Prior to obtaining the abstract-formulation result, we obtain a simple equivalence.
Lemma 4.1: Let P ⊆ Y. Then
where the N superscripts indicate outer product N -times, i.e., P ∈ P N if P = {p i } i∈N where p i ∈ P for all i. Now, given P ⊆ Y, define the N -dimensional outerproduct max-plus cornice of P to be
We will say that J : Y N → IR is monotonically increasing, relative to the inherited partial order and range order, R , if Q ⊕ P implies J(Q) R J(P ). We can now state our abstract result.
Theorem 4.2:
Let Y be a max-plus vector space with partial order,
IR is monotonically increasing (relative to the inherited partial order and range order) and max-plus convex on C ⊕ N (P). Then, there exists Q = {q i } i∈N withq i ∈ P for all i ∈ N , such that
where for Z ⊂ IR, max R Z . = min Z.
V. MAX-PLUS AFFINE FUNCTIONALS
Recall that we are interested in min-max expansions of max-plus convex functionals. We will reduce this problem to the abstract formulation of the previous section, and apply Theorem 4.2 to show that pruning is optimal.
Our problem is to minimize, i.e., range-order maximize, criterion J of (29) subject to constraints (30), where now WeA05.4 the t m and a n functionals will be max-plus affine functions. More specifically, we range-order maximize (minimize)
(31) where A . = {α n } n∈N , subject to the constraints
Let T . = {τ m } m∈M , and let
We want to show that C(T ) is the max-plus cornice of T . That is, we want to show C(T ) = C ⊕ (T ). We say that a set, P ⊆ IR I is (range-order) downward if p ∈ P, q R p implies q ∈ P, where q R p if q i R p i for all i ∈ I. (Of course, this is upward in the normal sense.) Note that the range-order of the previous section will now be carrying over to the coefficients in the linear functionals here.
The following series of results is fairly easily obtained. Lemma 5.1: For any P ⊆ IR I , C(P) ⊇ P and C ⊕ (P) ⊇ P.
Lemma 5.2: For any P ⊆ IR I , both C(P) and C ⊕ (P) are range-order downward, max-plus convex and contain P.
Lemma 5.3: Let P ⊆ IR I . Suppose A ⊆ IR I is rangeorder downward, max-plus convex and such that P ⊆ A. Then, C ⊕ (P) ⊆ A. With a bit more work, one obtains: Theorem 5.4: C(T ) = C ⊕ (T ). Recall that we want to minimize (range-order maximize) J(A) given by (31) subject to A = {α n } n∈N with α n ∈ C(T ) for all n ∈ N . By Theorem 5.4, the constraint is equivalent to α n ∈ C ⊕ (T ) for all n ∈ N , or equivalently,
In order to apply Theorem 4.2 to problem (31)/(33), we need to show that J has the required properties. This is easily obtained. Theorem 5.5: J given by (31) is monotonically increasing (relative to the inherited partial order and the range-order) and max-plus convex on IR I N . We are now in a position to state and prove our main result of the section.
Theorem 5.6: There exists A * minimizing (i.e., rangeorder maximizing) J subject to constraints (32). Further, there exist {m n } n∈N ⊂ M such that A * = {τ mn } n∈N . Remark 5.7: Note that the above result covers only the max-plus linear case. We may extend this to the affine case on G ′ ⊆ IR Then with α n = ([α ′ ] n , β) ∈ IR I , for any x ′ ∈ G ′ there exists unique x ∈ G given by x = (x ′ , 0) such that
With this equivalence, one extends our result to affine functionals.
VI. CLOSING REMARKS There are three main purposes to this paper. The first is to give a brief introduction to an idempotent curseof-dimensionality-free algorithm for discrete-time dynamic games. It is easily seen that the feasibility of that approach will rely on a means for complexity reduction of the solution representation at each step. That motivates the second theme of the paper, where this second theme is captured in the main result that the optimal complexity reduction is achieved by a pruning of the given set of max-plus affine functions. Lastly, this naturally suggests a discussion of the min-max spaces S 1 and S o,1 , and that is included. From a practical standpoint, the main point is the introduction of a new approach to the solution of dynamic games, and the related machinery.
