We investigate the causal effect of commuting on sickness absence from work using German panel data. To address reverse causation, we use changes in commuting distance for employees who stay with the same employer and who have the same residence during the period of observation. In contrast to previous papers, we do not observe that commuting distances are associated with higher sickness absence, in general. Only employees who commute long distances are absent about 20% more than employees with no commutes. We explore various explanations for the effect of long distance commutes to work and can find no evidence that it is due to working hours mismatch, lower work effort, reduced leisure time or differences in health status.
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Introduction
Each day millions of employees commute between home and work. The frequency of commuting and the average duration of commutes have risen in the last decades (Kirby and LeSage, 2009 ). According to the German Federal Statistical Office, the percentage of commutes which took less than 10 minutes to work is declining, while the share of those people who commute 30 to 60 minutes to work has risen from 17% in 1996 to 23% in 2012. A similar picture emerges regarding commuting distance (Federal Statistical Office, 2013 ). This trend is not unique to Germany. In the UK, for example, commuting times have increased from 48 to 54 minutes per day, the average commuting trip length has increased by 1.3 kilometres between the mid-nineties and 2012 to reach 14.5 kilometres (National Travel Survey 2012) . In Spain and
Italy, commuting times have increased from 31 to 34 minutes and 22 to 35 minutes, respectively, over the period 1997 -2006 , according to the European Survey on Working Conditions (EWCS). These facts show that commuting is an important and growing component of daily life.
On the one hand, commuting may be viewed positively as it increases the density of labour markets and, hence, allows for better matches between jobs and individuals. Moreover, commuting enables employees to live in places where there are no adequate jobs, without forsaking their income. On the other hand, commuting is usually argued to be problematic from an environmental point of view and to be detrimental to the health of employees.
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The aim of this paper is to empirically examine the impact of commuting distance on the number of sickness absence days. If commuting is negatively related to health, employees who commute are more likely to be absent from work (Zenou, 2002) . In addition, the gain from absence in terms of hours which can be used for other purposes than work, such as recuperation, is likely to be higher for individuals who commute. However, from a theoretical vantage point, the effect of commuting on sickness absence may also be negative. Individuals would not choose to have a longer commute unless they were compensated for it, for example, in the form of improved job characteristics (including pay) or better housing prospects (Stutzer and Frey, 2008) . Hence, individuals who commute may have better, more motivating jobs and be able to achieve a better work-life balance. Furthermore, willingness to travel to work may be associated 1 Several predominantly U.S. studies have found that work commutes induce stress due to their unpredictability and the perceived loss of control (Gottholmseder et al., 2009) . Furthermore, commuting has been shown to be associated with increased heart rate and blood pressure (Novaco et al., 1979; Schaeffer et al., 1988) . Further, commuting translates into shorter sleeping times and sleep disorders (Costa et al., 1988; Walsleben et al., 1999; Hansson et al., 2011) , a lower social capital and participation (Mattisson et al., 2015) , which has in turn been associated with health outcomes (Putnam, 2000; Lindström, 2004; Besser et al., 2008) , negative mood (Gulian et al., 1989) , emotional arousal (Hennessy and Wiesenthal, 1997) , lower well-being and life satisfaction (Stutzer and Frey, 2008; Roberts et al., 2011; Olsson et al., 2013) as well as higher levels of workplace aggression (Hennessy, 2008) , poor concentration levels (Matthews et al., 1991) and a higher risk of mortality (Sandow et al., 2014) .
positively with work effort. Accordingly, the net effect of the commute to work on sickness absence is theoretically ambiguous.
An understanding of this relationship is important for a number of reasons: First, if absence affects productivity and profitability, a firm's employment and location decisions may be influenced by its (prospective) employees' commuting behaviour. Second, since absence can cause externalities, for example, if absent employees are entitled to sick pay, health policy requires knowledge of the relationship between commuting and absence from work. Third, policies which alter the mobility of the workforce and the integration of economic regions need to take into account the effects of commuting on absence. Finally, an analysis of the relationship between the work commute and sickness absence enhances our knowledge of the economic costs of commuting.
Despite this imminent importance, few studies have analysed the effect of commuting on sickness absence thus far. Early contributions, surveyed by Kluger (1998) The study most relevant to our analysis is that by van Ommeren and Gutiérrez-i-Puigarnau (2011) . Using data from the German Socio-Economic Panel (SOEP), they examine the impact of changes in commuting distance on workers' productivity as manifested through the number of sickness absence days. van Ommeren and Gutiérrez-i-Puigarnau (2011) find that commuting distance induces illness-related absence, which they interpret as shirking behaviour by employees, with an elasticity of about 0.07 to 0.09.
Against this background, our paper makes a number of contributions: First, by analysing the impact of employer-induced changes in commuting distance on absence and by using a fixed-effects (FE) framework that includes important predictors of sickness absence and -novel to the literature -measures of compensation for commuting in the labour or housing market, e.g.
indicators of satisfaction with the job, leisure and housing situation, we present a more integrated approach for explaining the relationship between sickness absence and commuting. We hence,
provide a more precise analysis of the effects of the work commute. Second, we are able to ascertain whether absence behaviour of employees who do not commute differs from that of employees who make short, middle or long distance commutes. Third, we allow for 3 discontinuities in the effect of commuting on absence. Finally, we investigate potential channels determining the relationship between commuting and sickness absence. This enables us to obtain a fuller picture of how commuting affects behavioural (lifestyle) factors that, in turn, influence absence behaviour.
Our empirical analyses are conducted using data from the German Socio-Economic Panel (SOEP) for the period 2002 -2011. First, an ordinary least square and a negative binomial model are estimated. Second, fixed-effects models are used to remove time invariant unobserved heterogeneity. One major issue in the empirical study of the effect of commuting on sickness absence is reverse causation. In order to address this issue, we employ an identification strategy which is based on employer-induced changes in commuting distance, because these changes are exogenous from an employee's perspective. In particular, we look at employees who stay with the same employer and have the same place of residence during the period of observation.
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We show that employees who commute middle (between 25 and 49 kilometres) or long distances (more than 50 kilometres), are absent more often than comparable employees who do not commute or who travel shorter distances. In particular, the average number of absence days amounts to 10.36 days for the entire sample, while long (middle) distance commuters exhibit 11.86 (10.43) absence days. These descriptive findings are confirmed when accounting for observable characteristics in a pooled sample as well as in the panel structure of our data. In contrast to previous papers, we do not observe that shorter commuting distances are associated with higher sickness absence. Moreover, we find no evidence that the effect of commutes on absence from work is due to working hours mismatch (respectively, a lower work effort or shirking), reduced leisure time or differences in health status.
The remainder of this paper is organized as follows: Section 2 describes the data and variables. Section 3 focuses on our identification strategy and outlines the econometric method.
Section 4 reports the results, including several robustness checks and the analysis of mechanisms through which commuting might affect absence behaviour. Section 5 concludes the study.
Data and Variables
The current study is based on information from the German Socio-Economic Panel 3 Similar identification strategies have been used by other authors, as well, looking at different issues. Zax (1991) and Zax and Kain (1996) analyse job and residential moving behaviour. Gutiérrez-i-Puigarnau and van Ommeren (2010) investigate labour supply patterns. van Ommeren and Gutiérrez-i-Puigarnau (2011) examine the impact of commuting on workers' productivity and Roberts et al. (2011) consider the effect of an exogenous change in commuting time on psychological health in a robustness check. Finally, Carta and De Philippis (2015) investigate the impact of commuting on the labour supply of couples.
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households participate in the survey. The SOEP includes rich information on labour market status, wealth, income and standard of living, health and life satisfaction as well as on family life and socio-economic variables.
To the best of our knowledge, the SOEP is the only person-level dataset for Germany providing detailed information on both absence from work and commuting distance.
The SOEP provides a self-reported measure of the annual number of days absent from work due to sickness in the previous year. However, there is no data in the SOEP on the annual number and the duration of specific sickness spells. Therefore, in the following multivariate regressions we use 'days absent', i.e. the total number of days the employee has been absent during the previous year, as our dependent variable. We also consider the incidence of absence in a robustness check (cf.
Section 4.4).
The SOEP, furthermore, requires respondents to report on commuting distance. The Wagner et al. (2007) and can also be found at: http://www.diw.de/english/soep/29012.html. We use the SOEP long v29 dataset. 5 In Germany, dependent employees with a minimum tenure of four weeks can basically take sick leave without a durational restriction. From the fourth day of the sickness spell onwards, employees are legally required to present an official note by a doctor. During the first six weeks of an absence period, the employer has to continue to pay wages. Once an employee's absence period exceeds six weeks, the mandatory health insurance will cover the cost of sick pay which drops to at most 90% of the net wage. 6 No standard definition of commuting is used internationally or in Germany. We build our categories in line with definition used by the Federal Statistical Office of Germany.
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(cf. Section 4.4). Finally, those who report working in different places (part (b) of the question)
are excluded from the analysis as it is difficult to determine their actual commuting distance.
It is worth mentioning that the SOEP provides direct information about commuting time and commuting mode only in 2003. In other years, it is possible to imprecisely ascertain commuting time by calculating the difference between daily working hours, including travel time to and from work, and the usual daily working hours. We use this information in a robustness check (cf. Section 4.4).
The choice of the other explanatory variables is informed by the literature on the determinants of sickness absence as well as on commuting. Correlates or determinants of absence can be categorized as follows (e.g. Block et al. 2014; Livanos and Zangelides, 2013; Ziebarth and Karlsson, 2010; Frick and Malo, 2008; Dionne and Dostie, 2007 Costa et al., 1988; Stutzer and Frey, 2008; Lyons and Chatterjee, 2008) suggest that compensation for commuting may be provided in the housing or labour market. Hence, we also include indicators of satisfaction with dwelling and the amount of leisure time, job satisfaction and a household crowding index as explanatory variables.
Our estimation sample consists of 18 to 65-year-old individuals in paid employment and does not include self-employed (cf. Roberts et al.; . As information on sickness absence is provided for the year prior to the interview and commuting distance is measured at the interview date, we ensure that commuting distance applies to the same year t for which sickness absence days are reported by using the information on absence reported in the interview in the subsequent year t + 1. Furthermore, to affirm that information on commuting distance and sickness absence refers to the same employer we additionally confine our sample to workers who have a minimum tenure of two years.
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As part of our identification strategy explained in the next section we focus on workers who stay with the same employer and have the same residence. Our working sample then consists of 6,459 individuals with 31,567 observations. Thus, the change in commuting distance will be employer-driven and can be viewed as exogenous to the employee. Federal Statistical Office, 2008) . Using this approach, in our sample the average transition probability for the change in the categorical commuting distance is about 10%. We will explicitly address the potential bias of this selection by comparing results of different samples (cf. Section 4.4).
Models for Cross-Sectional Data
Since absence days can only take on non-negative integer values we estimate a negative binomial model with heteroskedasticity robust standard errors, which is also a convenient way for dealing with overdispersed data, such as we are examining (overdispersion parameter: α = 2.73). Additionally, we make use of an OLS regression model with heteroskedasticity robust standard errors. This approach is feasible since we need not get the functional form perfectly right to obtain valid estimates of the average partial effects. The idea for the empirical test is captured in the following regression equation:
. (1) equals the total number of days absent from work for individual . is an indicator for commuting distance and represents a vector of independent variables (e.g. relating to personal 8 It is important to note that in the data available there is no information on whether the worker's firm relocated or not. So it is not possible to distinguish between true changes (because of firm relocation) and misreporting. Since we are treating commuting distance as a categorical variable, our results are not sensitive to minor reporting errors. Hence, the downward bias in our estimate is likely to be small. We additionally address this problem by excluding observations referring to absolute changes in commuting distance smaller than two kilometres (cf. Section 4.4). 9 A similar approach is used by van Ommeren and Gutiérrez-i-Puigarnau (2011) who, however, use combinations of worker, residence and employer while keeping everyone in the sample.
and job characteristics and compensation for commuting). In order to capture region and time specific effects we also consider region ( and year dummies ( . , , and are coefficients, and denotes the error term. Our main interest lies in . The pooled estimators identify the effect of commuting on the reported number of days absent, based on the variation in these variables between people and for each individual over time. It is assumed that unobserved characteristics, as well as measurement errors, are captured in the error term of the estimation.
Models for Panel Data
Additionally, we assess the impact of a change in commuting distance, respectively, a change in commuting distance categories on a change in the outcome variable using fixed-effects models because causal inference is better supported using panel data, rather than cross-sectional data (Wooldridge, 2010) . Accordingly, we eliminate the risk that time-invariant variables confound the relationship between commuting and sickness absence.
Since our dependent variable is a count variable, we employ a conditional fixed-effects negative binomial regression model as a benchmark (see Hilbe; 2007) . Conditional estimation of the fixed-effects model is obtained using maximisation of the log likelihood conditional on the sum of the number of counts during the period during which the individual is observed.
Although this method is used frequently, it has been criticised as not being a true fixed-effects approach (Allison, 2009; Allison and Waterman, 2002) . A complication is that the conditional fixed-effects negative binomial model is based on a regression decomposition of the overdispersion parameter, rather than the usual regression decomposition of the mean. As a result, the model only removes individual fixed-effects equal to the logarithm of the overdispersion parameter, implying that the conditional fixed-effects specification does not control for all stable covariates. For this reason we additionally revert to the fixed-effects OLS regression which controls for all of its stable predictors.
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Furthermore, a fixed-effects OLS regression is less contingent on distributional assumptions and easier to interpret than the alternatives. The basic model specification can be denoted by:
,
where is a measure of the number of days absent for a worker in year , is an indicator for commuting distance, are a set of conditioning variables, and refer to parameters to be estimated. are defined as year fixed-effects and are individual fixed-effects. 8 Table 1 reports the associations between commuting distance, the number of days absent and the incidence of absence. The average number of days lost through sickness absence amounts to 10.36 days. The standard deviation of 24.7 days indicates that there is a lot of crosssectional variation. The distribution of absence days is heavily skewed with a mass point at zero.
Results
Sample Description
The full distribution of sickness absence days is depicted in Appendix A, Figure A .1.
About half of the individuals in our dataset (54%) are short, middle or long distance commuters. The annual number of days absent increases by about two days, as one-way commute distance increases from under 10 kilometres (non-commuter) to over 50 kilometres (long distance commuter). Those workers who commute long distances have on average 11.9
absence days. The incidence rate is also higher. Approximately 70% of long distance commuters have stayed home sick at least once in the last 12 months, whereas only 63% of non-commuters did so. Hence, the descriptive evidence suggests that being a commuter is associated with a higher incidence of absence and more absence days per year. The descriptive statistics furthermore indicate that commuters are more often male, are better educated, work longer hours, and are less likely to work part time. In addition, they have a higher labour income, shorter tenure and tend to work more often in large firms. Finally, commuters appear to be less satisfied with their leisure time and work than non-commuters.
In our data, the average commuting trip length has increased by 2. 31,567 31,567 Notes: Only the coefficients for the commuting variables are reported. Non-commuters are treated as the reference category. The following control variables are included: female, age, age squared, married, children, college degree, education, health status, working hours, regular part-time, temporary job, blue-collar worker, firm size, public sector, tenure, tenure squared, log(monthly wage), satisfaction with work, leisure and dwelling, household crowding index, business sector dummies, region dummies, year dummies. Appendix A shows the results for control variables in Table A. 3. All models are estimated using robust standard errors. t statistics in parentheses.
Cross-Sectional Evidence
* p < 0.05, ** p < 0.01, *** p < 0.001.
Model II estimates a pooled least squares regression (OLS). The regression results are almost identical to the ones reported above, indicating that greater commuting distances are associated with more sickness absence. For example, long distance commuters are on average about 2.17 days more absent than those who commute less than 10 kilometres. Since the raw difference in the duration of absence observed between long distance commuters and noncommuters is 1.90 days (Table 1) , this difference tends to underestimate the impact of commuting.
Fixed-Effects Analyses
We next present the findings from fixed-effects estimations to cater for the potential impact of time-invariant, unobservable characteristics on absence behaviour. In Table 3 , Model III reports the results for a fixed-effects negative binomial estimation (FE NEGBIN). The overall effect of commuting distance on the number of days absent is positive and statistically significant.
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Further, the expected number of days absent is about 11% higher for middle distance and 20% higher for long distance commuters compared to non-commuters.
Since the conditional negative binomial method has been criticised for not being a true fixed-effects model, we also estimate a fixed-effects least squares model (FE OLS; Model IV).
Model IV in Table 3 shows that the overall effect of commuting distance is positive and statistically significant.
14 Comparing the magnitudes of the estimated coefficients in Models II and IV clarifies that controlling for time-invariant characteristics tends to increase the effect of being a middle or long distance commuter on the number of days absent. Hence, cross-section estimation of the effect of commuting on sickness absence negatively biases the results. One plausible explanation for this bias is that individuals with unobserved positive attitudes to work are more likely to accept jobs which require commuting longer distances and are also less likely to be absent. So, the conditional method estimates reported above are conservative. In consequence, being a long distance commuter instead of a non-commuter is associated with 3 absence days more on average (p < 0.05), while being a middle distance commuter goes along with 2 more absence days on average (p < 0.01). The relationship between commuting short distances and the number of sickness absence days is either not significant or at the borderline of being weakly significant in the main models (see Table 2 and Table 3 ). Additionally, the sensitivity checks provide no evidence of a link for short distance commuters (see Section 4.4).
Thus, the descriptive evidence and the results of the pooled estimations are confirmed:
Compared to commutes of less than ten kilometres, short distance commutes have no impact on sickness absence, middle and long distance commutes increase the duration of absence.
Robustness Checks
In Table A .4 (Appendix A) we report a number of robustness checks on our results of the fixed-effects negative binomial model. The first two models ((i) and (ii)) are estimated for men and women separately as the determinants of absence may be gender-specific (Leigh, 1983; Vistnes, 1997) . The estimated coefficients of the commuting variables are not statistically different from each other. Hence, we obtain no evidence that the effect of commuting distance on absence is gender-specific.
15
The third model (iii) is estimated for those individuals who do not work in the public sector as sickness absence in the public sector is higher than in the private sector (Winkelmann, 1999; Frick and Malo, 2008) . For this sample, the results are almost identical to the ones in the main model, indicating that the observed impact of commuting distance on absence is certainly not a public-sector phenomenon.
The next two models ((iv) and (v)) are estimated for rural and urban communities. There are a number of reasons why the relationship between commuting and absence may vary with such spatial characteristics (Eibich and Ziebarth, 2014) . First, employees living in rural regions may be healthier, have a higher quality of life compared to individuals living in urban regions (Ziersch et al., 2009; Zeng et al., 2015) and may commute longer distances. Second, in small, rural communities the observability of the behaviour of others is likely to be more pronounced than in urban communities characterised by greater anonymity. Hence, the impact of commuting on absence may be weaker in rural communities. We indeed find that individuals who are living in rural regions have less sickness absence days (results not documented). Table A .4 indicates that the effects of long distance commutes are similar to those reported in the main model for both regions. Further, the coefficient of short distance commutes becomes significant for the urban community sample, whereas it loses its significance for individuals who commute middle distances. Therefore, our main finding -long distance commutes increase absence -holds for 12 individuals who live in rural and urban communities. The evidence for other distances reveals no clear spatial pattern.
In a further robustness check, we exclude all observations for which sickness absence amounts to more than 30 days annually (model (vi)). Excluding such observations (outliers) makes the sample more homogeneous because workers who are continuously absent for more than six weeks no longer receive a wage replacement but a lower level of sick pay instead. The results for this restricted sample are virtually identical to those presented for the baseline. This suggests that unobserved wage reductions due to long sickness absence periods do not affect our results.
Model (vii) tests the sensitivity of our results to reporting error by excluding observations that report small distance changes, namely absolute variations in the reported (continuous) commuting distance of 2 km or less. Hence, we also exclude observations that do not transcend the distance categories defined above. Such small changes will more likely refer to measurement error in the reported commuting distance as respondents in one year will, for example, report 13 km and in the next year 15 km without changing actual commuting distance. We see that the effect of commutes is very similar to that reported in the main model, indicating that the effect of commuting to work on sickness absence is not due to measurement error.
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In models (viii) and (ix) we have experimented with several functional forms and categorisations for commuting distance. In model (viii) we classify commuting distance as a dummy variable (equals 1 if individual commutes more than 50 km) and in model (ix) we estimate a log-linear specification of commuting distance. In model (viii) the coefficient of the dummy variable indicates that the expected number of days absent is about 14% higher for those who travel more than 50 kilometres compared to those who travel fewer kilometres. In model (ix) the point estimate of the continuous commuting distance variable (in log), and therefore the elasticity, is 0.0461 (s.e. 0.009). Thus, if the average logarithm of commuting distance, 2.22 in our data, falls to about 0, sickness absence days will decline by about 10% (0.0461 2.
22). van
Ommeren and Gutiérrez-i-Puigarnau (2011) use a similar measure of commuting distance and find that commuting distance induces absence or shirking behaviour with an elasticity twice as large as the one we find (0.07 to 0.09). Since they also use data from the SOEP and employ a 16 Another attempt to deal with measurement error is to calculate a proxy for commuting time. To obtain the commuting time we built the difference between the daily working hours including travel time to and from work (taken from the question: "How many hours per normal workday do you spend on job, apprenticeship, second job (including travel time to and from work)?") and the usual daily working hours (taken from the question: "And how many hours do you generally work, including any overtime?") divided by 5 workdays. Again, we only find a positive and statistically significant effect of long commutes, particularly of commutes which take more than 45 minutes ( 0.0559, 0.013). We do not use this measure of commuting time as our focal explanatory variable as it is calculated in an imprecise manner. Further, commuting time may be influenced by many factors, for instance by changes in congestion or infrastructure or even commuting modes. similar identification strategy, we can test whether it is the choice of the explanatory variables that is driving the difference in the results. To do this we re-run our analysis including only explanatory variables similar to those used by van Ommeren and Gutiérrez-i-Puigarnau (2011) (not reported). We find a point estimate of 0.062, indicating that failure to include additional confounders into the estimations is likely to result in overestimates of the strength of the association between commuting and sickness absence. We also estimate the latter model using the categorical commuting distance variable instead of the continuous measure. We find that only middle and long distance commutes are associated with higher sickness absence days, while short distance commutes are not. It is thus apparent that the effect documented by van Ommeren and Gutiérrez-i-Puigarnau (2011) does not hold in general, as we find no evidence of an impact of short distance commutes on absence in our application.
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The next models ((x) to (xiv)) are an attempt to address a potential selection bias since our estimates are, thus far, based on a sample of workers who change neither employer nor residence. In our setting, endogeneity might, first, result from the self-selection of employees in a group of workers who do not change residence or employer. Strictly speaking we cannot exclude the possibility that individuals with unobserved positive attitudes to work are more likely to accept jobs at longer distances and are also less likely to be absent. Second, employees may move residence or job as a reaction to employer-induced workplace relocation. Third, if an employer needs some employees to move to a different part of the firm at a different location, employees are usually asked whether they are willing to move or not. To tackle the potential bias resulting from these issues, we additionally employ two strategies. The first is to estimate the fixed-effects negative binomial model on other, less-selective samples. In particular, we include data on employees who change the employer only (model (x)), employees who change residence only (model (xi)), and employees who change both employer and residence (model (xii)).
Second, we replace commuting distance with lagged values of commuting distance, in order to avoid the influence of sickness absence on contemporaneous commuting distance (model (xiii) and (xiv)). This strategy is based on the assumption that lagged commuting distance is uncorrelated with the current sickness absence residual, which assumes no serial correlation in the sickness absence residuals for the two periods. This approach reveals that especially commuting long distances translates into higher sickness absence days for the next two years.
Overall, none of these analyses yields any other qualitative finding than those reported above, 17 Our main results remain robust when we use more fine grained commuting classes or models with linear splines: Individuals who commute less than 20 to 25 km do not have a higher number of absence days than non-commuters. These additional robustness checks are available upon request. 14 indicating that the effect of commuting long distances to work on sickness absence is not due to self-selection based endogeneity bias. 18 Finally, in model (xv) we alter the methodology to see whether the choice of the dependent variable affects the results. We therefore estimate a random-effects probit model where we only distinguish between 'never having been absent' and 'having been absent at least once'. The results indicate that being a middle or long distance commuter increases the probability of being absent at least once in a given year. This finding also supports the hypothesis that only longer commuting distances positively affect sickness absence from work.
Transmission Channels
The previous analysis has uncovered a robust impact of commuting longer distances on the number of days of absence from work. In this subsection, we investigate various hypotheses concerning the underlying mechanism of this relationship.
As outlined in the introduction, there is substantial evidence that commuting is associated with increased levels of illness. Since absence is negatively related to health (Puhani and Sonderhoff, 2010 and Pannenberg, 2015;  for example, present according evidence for Germany), the impact of commuting on absence may be due to health effects. To accommodate this possibility, the estimations presented thus far include a subjective measure of health. We further analyse health as transmission mechanism by, first, omitting the health variables included in the estimations depicted in Table 3 . Second, we include additional health indicators, such as satisfaction with health, concern about individual's own health, degree of disability, the number of overnight hospital stays and the number of annual doctor visits. An appreciable change in the coefficients of the commuter variables would suggest that the baseline coefficient is biased. The results obtained with additional controls should than be closer to the causal effect of commuting on sickness absence we seek to uncover.
19 Table 4 depicts the results for the fixed-effect specifications and reveals that more healthy people are indeed less absent from work. Moreover, we see that the magnitudes of the estimated coefficients of the commuter variables decline to some extent if health indicators are included.
However, the estimated coefficients of the commuter variables across models are not statistically different from each other. Accordingly, this effect does not explain the observed impact of 18 Given that commuting long distances is positively associated with absence days, we would expect someone who stops commuting long distances to have fewer sickness absence days. Hence, we also investigated the effect of quitting commuting on absence. An individual who stops commuting long distances decreases the number of sickness absence days significantly by about 16%. This evidence supports our identification strategy. 19 We have also analysed the effect of interactions of distance with health indicators, but have not found any significant effects. This indicates that an employee's marginal costs of commuting do not depend on the individual's state of health.
commuting on absence. Otherwise, the significant coefficients of the commuting covariates would become statistically insignificant when controlling for health. While health-related absence may be regarded as involuntary, the standard labour-supply perspective on absence views such behaviour as voluntary adjustment to predetermined and overly long or insufficiently flexible working hours (Allen, 1981) . Since commuting increases the length of the total workday while simultaneously reducing time for private use, the need to adjust total working time to the preferred amount is likely to be greater for individuals who commute. In order to scrutinise this transmission channel, we estimate extended specifications of Models III and IV, as depicted in Table 3 , and add two dummy variables which indicate whether individuals would like to work less or more hours than they actually do. The estimated coefficients of the commuter variables (not documented) are basically unaffected compared to those in the main model. This is also true if we include further working time indicators, such as the number of actual hours worked, overtime hours per week or having a second job. Therefore, commuting does not result in greater voluntary absence, which is often interpreted as shirking.
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In a substantial number of empirical studies, job (in-) security has been found to affect absence from work (see e.g. Staufenbiel et al., 2010; Bratberg et al., 2015) . Moreover, reduced job security has a disciplining effect, suggesting that workers are more likely to accept jobs at longer distances and are also less likely to be absent. Hence, job insecurity may influence both the probability of becoming a commuter and of being absent from work. We investigate this transmission channel by including a variable in extended specifications of Models III and IV that indicates whether the respondent is concerned about its own job security. Individuals who are not concerned about their job indeed have higher absence (results not documented).
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However, the estimated coefficients of the commuting variables are basically the same as shown for the baseline. Alternatively, we use the unemployment rate (at the level of federal states) as a proxy of job insecurity. Its inclusion does not substantially alter the estimated coefficients of interest.
Consequently, the impact of commuting on absence does not arise because commuters are concerned about their jobs.
Research on the determinants of sickness absence has shown that higher wages are associated with lower sickness absence rates (see e.g. Drago and Wooden, 1992; Piha et al., 2009 ). Further, standard urban economic theory (see e.g. Lucas and Rossi-Hansberg, 2002) suggests that workers should be willing to accept longer commutes only if they are compensated by higher wages. Hence, wages may influence both the probability of commuting long distances and of being absent from work, which could mean that the impact of commuting on absence is due to wage effects (Ross and Zenou, 2008) . To account for this possibility, the estimations presented thus far include information on monthly labour income. We further analyse income as transmission mechanism by, first, omitting the income variable included in the estimations depicted in Table 3 . Second, we include an additional variable, indicating whether income 20 In a further step, we have also included information on private time use, for instance, the average time per day spent on running errands, housework, child care, care for people with disabilities and other dependants living in the household, leisure time, time for repairs and garden work. The estimated coefficients of the commuter variables are basically unaffected by the inclusion of the private time use variables. 21 These results complement findings by Ichino and Riphahn (2005) who find that average absence substantially rises, once the probability of being fired decreases. increased, decreased or remained constant in comparison to the previous year (e.g. due to promotion). Excluding or adding further income controls does not change our main results. 22 We conclude that long distance commuting raises absence. This effect is partially due to health consequences but cannot be explained by it. Moreover, it does not arise because of a change in job security or because commuters face a greater mismatch between actual and desired working time. One reason why absence from work is much lower for those traveling shorter distances might be that they more frequently show up at work, despite anticipating an upcoming illness. Such behaviour could arise because short distance commuters can more easily return home if their health condition deteriorates than employees who have to travel longer distances to reach their place of residence. Consequently, we might expect long-distance commuters to exhibit lower levels of presenteeism. Unfortunately, we are not able to investigate to which extent employees with different commuting distances go to work although being sick. This is the case since our data does not provide information on presenteeism days. This limitation may be worth addressing in future research.
Alternatively, one may hypothesise that commuting is associated with lower work effort and, hence, more absenteeism. Our data does not enable us to directly provide further evidence on this kind of transmission mechanism. However, when we consider weekly overtime or actual weekly work time as proxies for work effort and as our dependent variables, we find that commuting distance has a positive effect on working overtime or working more hours than the number which has been contractually agreed upon. Hence, one should be cautious with the interpretation of sickness absence as inverse measure of productivity or work effort. 
Conclusion
In this paper we enrich the literature on the relationship between commuting distance and sickness absence using panel data for Germany. Empirically, we know very little about this linkage. We address a possible reverse causality bias by exploiting variation of commuting distance within individuals when there are no changes in residence and employer. For Germany, we find a causal effect of commuting distance on sickness absence. We show that individuals with long commutes have around 20% more sickness absence days than similar individuals with 22 A full set of the results of the specification described in this sub-section are available upon request. 23 One additional hypothesis we considered is that income, working hours or the desired working hours (work more or less hours) might be proxy indicators of work effort. Since, the coefficient of long distance commutes is basically unaffected by the inclusion of these variables one may argue that the impact of commuting on absence does not arise because commuters provide lower work effort. However, as with other proxy indicators, there is a difficulty in ensuring that the claimed relationship is not confounded by other variables. Nevertheless, there is a growing body of literature showing that commuting increases the number of working hours and, hence, labour supply (Gutiérrez-iPuigarnau and van Ommeren, 2010; no commutes. The effect of middle distance commutes is much lower, i.e. about 11%. The effect becomes zero at commuting distances of less than 25 kilometres. The results are robust across specifications and when accounting for selection effects. Furthermore, we explore potential explanations for the effect of commutes to work on absence. We find that the impact is not due to working hours mismatch or poor health. A deeper investigation of the determinants shows that differences in personnel characteristics, job related aspects and factors compensating for commuting are not able to explain the gap in sickness absence from work either.
Our findings have a number of implications. First, we demonstrate that sickness absence due to commuting is an important characteristic of the (German) labour market, which is in line with a range of theoretical models (Zenou, 2002) . Second, the present study suggests that commuting may have far-reaching consequences for both employees and the financial performance of employers. Hence, evidence of an absence-commute relationship puts a price on the work commute and should be considered in cost-benefits assessments, since absence from work causes sizeable costs not only for the employer but also for the employee. Consequently, our findings point to the economic benefit from transport infrastructure improvements as well as to potential costs savings for the health care system. Third, it is important to consider the positive effect of commuting on sickness absence when discussing the expansion of economic regions or increasing the mobility of the workforce. Hence, there is a need for an integrating different policy areas concerning commuting, such as planning policy, transport policy, policies at the workplace, social policies and innovative policies.
Appendix A 
Variable Definition
Dependent variable
Days absent Number of sickness absence days. Current gross labor income, being corrected by purchasing power parity and harmonized by consumer price index. Variable expressed in natural logarithms.
Focal variable
Variables compensating for commuting
Satisfaction with work Satisfaction with main job measured on an eleven point scale from 0 = "completely dissatisfied" to 10 = "completely satisfied". Satisfaction with leisure Satisfaction with leisure time measured on an eleven point scale from 0 = "completely dissatisfied" to 10 = "completely satisfied". Satisfaction with dwelling Satisfaction with dwelling measured on an eleven point scale from 0 = "completely dissatisfied" to 10 = "completely satisfied". Household crowding index Household crowding index defined as the number of usual residents in a dwelling divided by the number of rooms in the dwelling. Industry 9 dummies equalling 1 for individuals working in the named industry: agriculture, energy, mining, manufacturing, construction, trade, transport, bank or insurance, services.
Region Dummy variables for the 16 federal states of Germany. Year Dummy variables for each year covered by the sample. 
