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A gerac¸a˜o automa´tica de casos de teste contribui tanto para melhorar a produtividade
quanto para reduzir esforc¸o e custo no processo de desenvolvimento de software. Neste
trabalho e´ proposta uma abordagem, denominada MOST (Multi-Objective Search-based
Testing approach from EFSM ), para gerar casos de teste a partir de Ma´quina de Es-
tados Finitos Estendida (MEFE) com a aplicac¸a˜o de uma te´cnica de otimizac¸a˜o. No
teste baseado em MEFE, e´ necessa´rio encontrar uma sequeˆncia de entrada para exercitar
um caminho no modelo, a fim de cobrir um crite´rio de teste (e.g. todas as transic¸o˜es).
Como as sequeˆncias podem ter diferentes tamanhos, motivou-se o desenvolvimento do
algoritmo M-GEOvsl (Multi-Objective Generalized Extremal Optimization with variable
string length) que permite gerar soluc¸o˜es de diferentes tamanhos. Ale´m disso, por ser
um algoritmo multiobjetivo, M-GEOvsl tambe´m possibilita que mais de um crite´rio seja
usado para avaliar as soluc¸o˜es. Com a aplicac¸a˜o desse algoritmo em MOST, tanto a co-
bertura da transic¸a˜o alvo quanto o tamanho da sequeˆncia sa˜o levados em considerac¸a˜o
na gerac¸a˜o de casos de teste. Para guiar a busca, sa˜o utilizadas informac¸o˜es das de-
pendeˆncias do modelo. O algoritmo gera as sequeˆncias de entrada, incluindo os valores
de seus paraˆmetros. Em MOST, um modelo executa´vel da MEFE recebe como entrada
os dados gerados pelo M-GEOvsl e produz dinamicamente os caminhos percorridos. Uma
vez que os aspectos de controle e dados do modelo sa˜o considerados durante a execuc¸a˜o
do modelo, evita-se o problema de gerac¸a˜o de caminhos infact´ıveis. Um caminho pode
ser sintaticamente poss´ıvel, mas semanticamente infact´ıvel, devido aos conflitos de dados
envolvidos no modelo. Para avaliar a abordagem proposta foram realizados va´rios expe-
rimentos com modelos da literatura e de aplicac¸o˜es reais. Os resultados da abordagem




Automated test case generation can improve the productivity as well as reduce effort and
cost in the software development process. In this work an approach, named MOST (Multi-
Objective Search-based Testing approach from EFSM), is proposed to generate test cases
from Extended Finite State Machine (EFSM) using an optimization technique. In EFSM
based testing, an input sequence should be found to sensitize a path in the model, in order
to cover a test criterion (e.g. all transitions). As the sequences can have different lengths,
it motivates the development of the M-GEOvsl (Multi-Objective Generalized Extremal
Optimization with variable string length) algorithm that makes possible the generation of
solutions with different lengths. Moreover, as a multiobjective algorithm, M-GEOvsl also
allows to use more than one criterion to evaluate the solutions. Using this algorithm in
MOST, the coverage of the target transition as well as the sequence length are taken into
account in the test case generation. To guide the search, the information about the model
dependences is used. The algorithm generates the input sequences, including the values of
their parameters. In MOST, an executable model of the EFSM receives as input the data
generated by M-GEOvsl and produces the traversed paths dynamically. Since the control
and data aspects are considered during model execution, the problem of infeasible path
generation is avoided. A path can be syntatically possible, but semantically infeasible,
due to the data conflicts in the model. In order to evaluate the proposed approach,
experiments were performed with models of the literature and real-world applications.
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O teste de software e´ uma atividade crucial no processo de desenvolvimento de software,
devido ao crescimento da complexidade do software e ao uso de sistemas computacionais
ser cada vez maior. A atividade de teste consiste na ana´lise dinaˆmica do produto de
software, conduzida de maneira sistema´tica e criteriosa com o objetivo de detectar a
presenc¸a de falhas [117]. Segundo o padra˜o IEEE 610.12-1990 [88], uma falha (em ingleˆs,
fault) quando ativada gera um erro (em ingleˆs, error), o qual pode se propagar e levar a um
defeito (em ingleˆs, failure). Um teste e´ bem sucedido quando detecta falhas ao exercitar o
software com os casos de teste. Assim, um ponto importante que deve ser considerado no
teste de software e´ o projeto e/ou avaliac¸a˜o da qualidade de um determinado conjunto de
casos de teste a fim de que esse tenha alta probabilidade de revelar a presenc¸a de falhas
com um mı´nimo de tempo e esforc¸o.
Como em geral e´ impratica´vel utilizar todo o domı´nio de dados de entrada para avaliar
os aspectos funcionais e operacionais de um software, crite´rios de teste sa˜o utilizados tanto
para auxiliar na gerac¸a˜o de conjuntos de casos de teste quanto para auxiliar na avaliac¸a˜o
da adequac¸a˜o desses conjuntos. Os crite´rios estabelecem os requisitos que devem ser
testados e permite quantificar a atividade de teste, atrave´s da ana´lise de satisfac¸a˜o desses
requisitos denominada ana´lise de cobertura ou ana´lise de adequac¸a˜o. Em geral, os crite´rios
de teste de software sa˜o classificados em treˆs te´cnicas: funcional, estrutural e baseada
em falhas. Tais te´cnicas se diferenciam basicamente pela origem da informac¸a˜o que e´
utilizada para avaliar ou construir conjuntos de casos de teste. Na te´cnica funcional,
ou teste de caixa preta, utiliza-se a especificac¸a˜o do software para obter os requisitos de
testes. Na te´cnica estrutural, ou teste de caixa branca, os crite´rios e requisitos de teste sa˜o
derivados a partir dos aspectos de implementac¸a˜o do software. Ja´ na te´cnica baseada em
falhas, os requisitos para caracterizar a atividade de teste sa˜o baseados em falhas t´ıpicas
que podem ser introduzidas durante o desenvolvimento do software. Vale ressaltar que
as te´cnicas de teste possuem caracter´ısticas complementares e devem ser aplicadas em
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conjunto, buscando-se utilizar as vantagens de cada uma a fim de obter uma atividade de
teste de melhor qualidade. Para tanto, o estabelecimento de estrate´gias de teste eficazes
e de baixo custo e´ de grande importaˆncia, constituindo uma das principais direc¸o˜es para
a pesquisa na a´rea de teste de software [84]. Deve-se destacar tambe´m que para apoiar
essa tarefa, e´ relevante a conduc¸a˜o de estudos teo´ricos e emp´ıricos dos crite´rios de teste.
Os testes podem ser conduzidos ao longo do processo de desenvolvimento de software
em diferentes fases: teste de unidade, teste de integrac¸a˜o e teste de sistema. O teste de
unidade concentra-se na validac¸a˜o da menor unidade de projeto de software, que pode ser
tanto um mo´dulo quanto um procedimento do programa, dependendo da granularidade
desejada. Como nessa fase e´ poss´ıvel ter o acesso direto ao co´digo fonte, geralmente sa˜o
utilizadas te´cnicas estruturais ou baseadas em falhas. O teste de integrac¸a˜o e´ aplicado
na validac¸a˜o das interfaces entre os mo´dulos. Pode-se aplicar te´cnicas funcionais para
garantir que a entrada e sa´ıda de dados das interfaces estejam consistentes, bem como
te´cnicas estruturais para validar estruturas de controle. O teste de sistema concentra-se
na validac¸a˜o do software integrado em seu ambiente. Ja´ que o software e´ visto como uma
caixa preta nessa etapa, te´cnicas funcionais teˆm sido utilizadas para verificar os requisitos
comportamentais e funcionais exigidos.
1.1 Motivac¸a˜o
A atividade de teste tem sido apontada como uma das mais onerosas no desenvolvimento
de software [21, 84, 117, 122]. Um relato´rio preparado para o NIST (National Institute
of Standards and Technology) [65] quantifica os altos impactos econoˆmicos de uma in-
fraestrutura de teste de software inadequada e como melhorias cita, por exemplo, gerar
automaticamente os casos de testes.
Bertolino [22] descreve os desafios mais relevantes na pesquisa de teste de software,
entre eles a gerac¸a˜o de casos de teste. E nesse contexto, comenta a promissora relac¸a˜o
entre o teste de software e outras a´reas de pesquisa, tal como o uso de abordagens baseadas
em busca na gerac¸a˜o de casos de teste [111, 77, 81]. Outro desafio citado e´ o teste baseado
em modelos, sendo que a ideia principal e´ usar modelos no desenvolvimento de software
para auxiliar o processo de teste, particularmente, na gerac¸a˜o automa´tica de casos de
teste.
Devido a` busca por diferenciais no ambiente econoˆmico, caracterizado por uma grande
competitividade, automatizar a gerac¸a˜o de casos de teste e´ um importante ponto a ser
considerado na atividade de teste para a reduc¸a˜o de custos e esforc¸os. O desenvolvimento
de casos de teste consiste em identificar dados de entrada que satisfac¸am um determinado
crite´rio de teste. A gerac¸a˜o automa´tica de casos de teste tem sido alvo de muitos pes-
quisadores recentemente, uma vez que a selec¸a˜o manual de casos de teste e´ um processo
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extremamente caro, dif´ıcil e trabalhoso. Nesse sentido, as principais abordagens para a
gerac¸a˜o automa´tica de casos de teste sa˜o [114]: aleato´ria, simbo´lica e dinaˆmica. Na gerac¸a˜o
aleato´ria, existe uma probabilidade muito baixa de selecionar dados de entrada que per-
tenc¸am a uma pequena porcentagem do domı´nio de entrada [61]. Entretanto, por ser uma
abordagem simples e de fa´cil implementac¸a˜o, e´ comumente utilizada na literatura como
uma medida de comparac¸a˜o. As abordagens que utilizam a execuc¸a˜o simbo´lica [38, 118]
atribuem valores simbo´licos a`s varia´veis, ao inve´s de usar seus reais valores, e reduzem
o problema de gerac¸a˜o de casos de teste a` resoluc¸a˜o de expresso˜es alge´bricas que envol-
vem um conjunto de restric¸o˜es de igualdade e desigualdade sobre esses valores simbo´licos.
Uma desvantagem e´ que esse me´todo apresenta problemas com lac¸os, vetores e refereˆncias
a ponteiros, limitando seu uso nos dias de hoje [114, 95]. Ja´ a abordagem dinaˆmica de
gerac¸a˜o de casos de teste baseia-se na execuc¸a˜o dos valores reais das varia´veis utilizando
te´cnicas de otimizac¸a˜o. Nesse caso, a gerac¸a˜o de casos de teste e´ reformulada como um
problema de otimizac¸a˜o. A aplicac¸a˜o de te´cnicas de otimizac¸a˜o para gerar casos de teste
consiste em otimizar um determinado dado de entrada de acordo com o crite´rio de teste
expresso em uma func¸a˜o objetivo [108]. Quando um requisito de teste na˜o e´ satisfeito,
te´cnicas de otimizac¸a˜o de func¸o˜es sa˜o utilizadas para buscar dados que mais se aproxi-
mam de satisfazer o requisito. Com base na avaliac¸a˜o da func¸a˜o objetivo, os casos de
teste sa˜o incrementalmente modificados. Um exemplo seria a busca de casos de teste para
a cobertura de instruc¸o˜es de um programa, em que uma func¸a˜o objetivo e´ definida para
informar se o caso de teste gerado esta´ pro´ximo ou na˜o de executar a instruc¸a˜o desejada.
A a´rea de pesquisa que investiga o uso de te´cnicas de otimizac¸a˜o na gerac¸a˜o de casos
de teste e´ conhecida como teste de software baseado em busca (em ingleˆs, Search Based
Software Testing, SBST). Nos u´ltimos anos houve um grande crescimento no interesse
por SBST, sendo este aplicado a diferentes te´cnicas e crite´rios de teste. As abordagens
propostas focam principalmente o teste estrutural [111, 81]. Entretanto, existem trabalhos
que investigam SBST para o teste baseado em modelo, inclusive para Ma´quina de Estado
Finito Estendida (MEFE) [57, 93, 92]. Nesse contexto, os casos de teste sa˜o derivados
a partir da especificac¸a˜o, ao inve´s do co´digo fonte, e sa˜o utilizados para garantir que a
implementac¸a˜o esta´ de acordo com a especificac¸a˜o. O teste baseado em modelo por ser
uma abordagem de caixa preta possui a vantagem de derivar os casos de teste mesmo
quando o co´digo na˜o esta´ dispon´ıvel. Isso permite que a atividade de teste possa ser
realizada no in´ıcio do ciclo de desenvolvimento. Ale´m disso, o teste baseado em modelo
pode ser aplicado desde o teste de unidade ate´ o teste de sistema, de acordo com o n´ıvel
de abstrac¸a˜o do modelo.
Um aspecto diferencial de abordagens SBST para teste baseado em modelo e´ o nu´mero
de elementos a ser otimizado. Em testes estruturais, por exemplo, um caso de teste con-
siste nos valores dos argumentos de um programa. Portanto, o nu´mero de argumentos e´
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conhecido, tal como os treˆs lados de um triaˆngulo para determinar seu tipo (i.e., equila´tero,
iso´sceles ou escaleno). Ja´ no teste baseado em modelo, em particular MEFE, busca-se
uma sequeˆncia de entrada que deve ser fornecida para que um caminho no modelo seja
percorrido, a fim de cobrir transic¸o˜es ou estados do modelo. Assim, a gerac¸a˜o de casos de
teste tambe´m precisa levar em considerac¸a˜o seu tamanho, que nesse caso corresponde ao
comprimento da sequeˆncia de teste. Em alguns trabalhos SBST, e´ necessa´rio estabelecer
a priori o tamanho do caso de teste [57, 93, 92, 101, 113, 105, 18], mas tambe´m exis-
tem iniciativas que permitem gerar casos de teste de tamanho varia´vel para programas
orientados a objeto [127, 20, 15].
Uma futura direc¸a˜o apontada para abordagens baseadas em busca e´ a utilizac¸a˜o de oti-
mizac¸a˜o multiobjetivo [77, 81]. Ao inve´s de utilizar apenas uma func¸a˜o objetivo, podem-se
considerar diversos objetivos simultaneamente. Foram propostos trabalhos SBST multi-
objetivo no contexto de teste que focam diferentes propo´sitos [119, 32, 121, 98, 150, 107,
31, 14, 140, 100, 18], mas a gerac¸a˜o de casos de teste a partir de MEFE ainda na˜o foi
abordada. Uma abordagem multiobjetivo e´ interessante para o teste baseado em MEFE,
avaliando-se, por exemplo, o crite´rio de teste como tambe´m o tamanho da sequeˆncia de
teste.
Em uma MEFE, pode-se representar na˜o somente a parte de controle, referente a` or-
dem dos eventos de entrada e sa´ıda do sistema, mas tambe´m o aspecto de dados, relativos
aos paraˆmetros dos eventos e a`s varia´veis do modelo. Para disparar uma transic¸a˜o, e´
necessa´rio receber o evento de entrada correspondente no seu estado de origem e tambe´m
satisfazer sua guarda (i.e., expressa˜o condicional) que pode envolver valores de paraˆmetros,
varia´veis e constantes. Apo´s o disparo da transic¸a˜o, ac¸o˜es podem ser executadas, como a
atualizac¸a˜o de varia´veis. Uma vez que os valores das varia´veis na˜o podem ser controlados
diretamente pela te´cnica de otimizac¸a˜o, existe um problema de perda de informac¸a˜o desses
valores na busca, tal como ocorre no teste estrutural [113]. Assim, e´ necessa´rio fornecer
informac¸o˜es que possam guiar a busca, por exemplo, para que uma varia´vel tenha um
determinado valor em uma expressa˜o condicional.
Outro problema relacionado aos dados envolvidos nas MEFEs e´ a existeˆncia de con-
flitos entre os dados das transic¸o˜es de um caminho. Devido aos dados envolvidos nas
guardas e ac¸o˜es das transic¸o˜es, podem haver conflitos que impossibilitam que um ca-
minho seja fact´ıvel. Dessa maneira, um caminho pode ser semanticamente infact´ıvel,
embora possa ser sintaticamente poss´ıvel. O fato e´ que o fluxo de controle das MEFEs
na˜o e´ independente dos dados. Determinar se um caminho e´ fact´ıvel ou infact´ıvel e´ um
problema indecid´ıvel [59]. A responsabilidade de descartar esses caminhos e´ da equipe
de teste, dispendendo tempo e esforc¸o visto que pode ser gerado um grande nu´mero de
caminhos. Ale´m disso, mesmo quando o caminho e´ fact´ıvel, encontrar um conjunto de
dados de entrada que o exercite tambe´m e´ uma tarefa dif´ıcil devido ao domı´nio de valores
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das entradas.
Embora va´rias te´cnicas de gerac¸a˜o de casos de teste a partir de modelos ja´ tenham sido
propostas [24], a automac¸a˜o da gerac¸a˜o tem sido limitada pelo tamanho e complexidade
do sistema em teste. Em geral, essas te´cnicas consistem em realizar uma busca exaustiva
no espac¸o de estados para satisfazer os requisitos de teste. Entretanto, para evitar o
problema de explosa˜o de estados por causa dos dados nas MEFEs, as te´cnicas impo˜em
restric¸o˜es sobre o domı´nio de valores ou ate´ mesmo tratam separadamente a parte de
controle e dados do modelo [126, 26, 60]. Assim, motivou-se a investigac¸a˜o de te´cnicas
baseadas em busca que pudessem ser aplicadas para automatizar a gerac¸a˜o de casos de
teste, ao inve´s da explorac¸a˜o exaustiva do espac¸o de estados.
1.2 Objetivos
O principal objetivo deste trabalho consiste em investigar uma abordagem SBST para a
gerac¸a˜o de casos de teste a partir de MEFE, que leve em considerac¸a˜o tanto os aspectos
do fluxo de controle como de dados do modelo. Eˆnfase e´ dada aos algoritmos evolutivos
como te´cnica de otimizac¸a˜o.
Em relac¸a˜o ao fluxo de controle da MEFE, a te´cnica de otimizac¸a˜o deve gerar sequeˆncias
de teste para percorrer caminhos no modelo. Ale´m disso, e´ interessante permitir a gerac¸a˜o
de sequeˆncias de tamanhos varia´veis. Em geral, o tamanho tem sido fixo nos trabalhos
existentes [57, 93, 92, 101, 113, 105, 18], restringindo poss´ıveis soluc¸o˜es e exigindo que se
pre´-determine esse valor. Dependendo do modelo, pode na˜o ser uma tarefa fa´cil conhecer
a priori um tamanho de sequeˆncia que seja adequado para alcanc¸ar uma transic¸a˜o no
modelo, por exemplo.
A fim de lidar com os dados envolvidos no modelo, deve-se na˜o somente gerar as
sequeˆncias de eventos de entrada mas tambe´m os valores de seus paraˆmetros. Em algumas
abordagens SBST [93, 92], esses valores sa˜o obtidos de forma aleato´ria e apo´s o processo
de gerac¸a˜o. Pore´m, como as partes de controle e de dados sa˜o tratadas separadamente,
existe a possibilidade de gerar caminhos infact´ıveis. Dessa forma, e´ importante que ambas
as partes sejam consideradas ao mesmo tempo na gerac¸a˜o dos testes. Outro ponto a ser
levado em conta e´ como resolver o problema de falta de controle das varia´veis existentes
no modelo.
Como resultado, e´ proposta uma abordagem denominada MOST (Multi-Objective
Search-based Testing approach from EFSM ) que aplica os conceitos de SBST no teste
baseado em modelo. Na abordagem, e´ utilizada uma otimizac¸a˜o multiobjetivo que avalia
tanto a cobertura de uma determinada transic¸a˜o quanto o tamanho da sequeˆncia gerada.
Para guiar a busca, sa˜o utilizadas informac¸o˜es sobre as dependeˆncias de controle e de da-
dos dos modelos. A ana´lise das dependeˆncias permite que o fluxo de dados das varia´veis
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do modelo seja verificado. O problema de gerac¸a˜o de caminhos infact´ıveis tambe´m e´
evitado, obtendo-se dinamicamente os caminhos de transic¸o˜es atrave´s da execuc¸a˜o do
modelo. Os dados, tais como os valores dos paraˆmetros e das varia´veis, sa˜o levados em
considerac¸a˜o durante a execuc¸a˜o do modelo para habilitar qualquer transic¸a˜o. Dessa ma-
neira, as partes de controle e dados de uma MEFE sa˜o consideradas na gerac¸a˜o de casos
de teste, obtendo-se os caminhos de transic¸o˜es assim como os dados para exercita´-los. Isso
garante que, pelo menos em n´ıvel de modelo, os caminhos sejam fact´ıveis. Para apoiar a
abordagem, foi desenvolvido o algoritmo evolutivo M-GEOvsl (Multi-Objective Generali-
zed Extremal Optimization with variable string length). O algoritmo estende uma versa˜o
multiobjetivo do algoritmo de Otimizac¸a˜o Extrema Generalizada (em ingleˆs, Generalized
Extremal Optimization, GEO) [46, 47] para possibilitar que sejam geradas soluc¸o˜es com
tamanhos varia´veis.
O uso do algoritmo GEO visa a dar continuidade a outros trabalhos no grupo SED
(Software Engineering and Dependability Research Group) do Instituto de Computac¸a˜o
da Unicamp que investigam o GEO na atividade de teste [3, 2, 4, 5, 30, 29]. Em ou-
tros contextos, o GEO tem sido aplicado com sucesso em problemas reais de projeto
o´timo [69, 47, 51, 52, 135] e se mostrou competitivo com outros me´todos estoca´sticos em
func¸o˜es-teste [47]. A escolha do modelo MEFE tambe´m esta´ relacionada com a pesquisa
realizada dentro do grupo [9, 8, 10, 11, 110], ale´m de ser modelo amplamente utilizado
para representar especificac¸o˜es de sistema.
Assim, em geral, os estudos teo´ricos deste trabalho compreendem principalmente a
investigac¸a˜o de abordagens de teste baseado em MEFE, teste baseado em busca, gerac¸a˜o
automa´tica de casos de teste e algoritmos evolutivos multiobjetivo. Como estudo emp´ırico,
devem ser conduzidos diversos estudos de casos a fim de avaliar a abordagem proposta.
Ale´m disso, deve-se comparar os resultados obtidos com outros trabalhos SBST relacio-
nados. Para a realizac¸a˜o dos experimentos neste trabalho, foram utilizados estudos de
casos encontrados na literatura como tambe´m aplicac¸o˜es reais.
1.3 Organizac¸a˜o do Trabalho
Neste cap´ıtulo, sa˜o apresentados o contexto no qual este trabalho esta´ inserido, os fatores
que motivam a sua realizac¸a˜o e seus objetivos. No Cap´ıtulo 2 sa˜o apresentados a definic¸a˜o
de uma MEFE, o processo de teste baseado em modelo e alguns trabalhos sobre teste ba-
seado em MEFE. No Cap´ıtulo 3 sa˜o apresentados os principais conceitos envolvidos em
abordagens de teste baseado em busca, tais como uma visa˜o geral de um algoritmo evo-
lutivo e da otimizac¸a˜o multiobjetivo. Tambe´m sa˜o descritos os trabalhos em SBST mais
relevantes. No Cap´ıtulo 4 e´ apresentado o algoritmo M-GEOvsl, mostrando a codificac¸a˜o
das soluc¸o˜es, o operador de mutac¸a˜o e o processo evolutivo do algoritmo. No Cap´ıtulo 5
1.3. Organizac¸a˜o do Trabalho 7
e´ descrita a abordagem MOST, instanciando o algoritmo M-GEOvsl para a gerac¸a˜o de
casos de teste a partir de MEFE. Ale´m disso, sa˜o mostrados o modelo executa´vel e as
dependeˆncias do modelo utilizadas. No Cap´ıtulo 6 sa˜o apresentados os resultados dos
experimentos realizados para avaliar a abordagem proposta. E finalmente, no Cap´ıtulo 7
sa˜o apresentados as contribuic¸o˜es deste trabalho e alguns trabalhos futuros.

Cap´ıtulo 2
Teste Baseado em Modelo
Modelos teˆm sido utilizados no desenvolvimento de sistemas complexos, pois permitem
abstrair o comportamento do sistema, tornando mais fa´cil sua representac¸a˜o, a comu-
nicac¸a˜o entre os participantes, e tambe´m a validac¸a˜o, a avaliac¸a˜o e a documentac¸a˜o dos
sistemas. Teste baseado em modelo (em ingleˆs, Model Based Testing, MBT) vem sendo
proposto de longa data, para permitir a automac¸a˜o da gerac¸a˜o de casos de teste como
tambe´m da ana´lise dos resultados [116]. Em MBT, os casos de teste sa˜o gerados automa-
ticamente a partir de modelos.
Como o modelo e´ a base para a gerac¸a˜o dos casos de testes, a construc¸a˜o do mo-
delo e´ uma parte essencial em MBT. O processo de modelagem envolve a concepc¸a˜o dos
elementos importantes para o sistema, bem como o relacionamento entre eles e a sua
representac¸a˜o usando linguagens espec´ıficas e bem definidas. Um modelo constitui uma
representac¸a˜o tang´ıvel das propriedades conceituais e f´ısicas do sistema. Me´todos formais,
por apresentarem uma sintaxe e semaˆntica bem definidas para a descric¸a˜o das proprieda-
des e do aspecto comportamental do sistema, oferecem consisteˆncia e precisa˜o a` especi-
ficac¸a˜o, desenvolvimento e verificac¸a˜o do sistema. Tretmans e Belinfante [130] destacam
que especificac¸o˜es formais sa˜o mais facilmente processadas por ferramentas, permitindo
uma maior automac¸a˜o no processo de desenvolvimento de software. Geurts et al. [70]
relatam um estudo de caso em que se obtiveram benef´ıcios na fase de teste com o uso
de me´todos formais para sistematicamente derivar casos de teste a partir dessas especi-
ficac¸o˜es. Pode-se citar como te´cnicas de especificac¸a˜o formal: MEF [72], Statecharts [76],
Estelle [90], SDL [34], Lotos [89] e Redes de Petri [120].
Ma´quina de Estado Finito (MEF) [72] esta´ entre os mais populares me´todos for-
mais para representac¸a˜o de especificac¸o˜es de sistema, como protocolos de comunicac¸a˜o.
Entretanto, MEFs tradicionais representam apenas o fluxo de controle e na˜o fornecem
mecanismos para modelar um importante aspecto comportamental do sistema como o
fluxo de dados. Assim, MEFs esta˜o propensas ao problema de explosa˜o de estados para
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representar dados do sistema, visto que o nu´mero de estados pode crescer rapidamente
devido ao domı´nio dos dados. Dessa maneira tem-se utilizado Ma´quina de Estado Finito
Estendida (MEFE) que permitem representar os aspectos de controle como de dados do
comportamento de um sistema, descrevendo ac¸o˜es e condic¸o˜es com paraˆmetros e varia´veis.
Nas sec¸o˜es a seguir, sa˜o apresentados a definic¸a˜o de uma MEFE (Sec¸a˜o 2.1), a ana´lise
de dependeˆncia de uma MEFE (Sec¸a˜o 2.2), o processo de teste em MBT e seus desafios
(Sec¸a˜o 2.3) assim como os trabalhos relacionados ao teste baseado em MEFE (Sec¸a˜o 2.4).
2.1 MEFE
Uma Ma´quina de Estados Finitos Estendida (MEFE) e´ uma generalizac¸a˜o do modelo
cla´ssico da MEF. Uma MEF e´ uma ma´quina composta por estados e transic¸o˜es. A cada
instante, a ma´quina pode estar em somente um de seus estados. Em resposta a um evento
de entrada, a ma´quina gera um evento de sa´ıda e muda de estado. Tanto o evento de sa´ıda
gerado quanto o novo estado sa˜o definidos unicamente em func¸a˜o do estado atual e do
evento de entrada [42]. Ja´ a MEFE estende uma MEF no sentido de permitir interac¸o˜es
com paraˆmetros, uso de varia´veis e transic¸o˜es associadas com condic¸o˜es, que utilizam os
paraˆmetros do evento de entrada recebido e os valores atuais das varia´veis, e associadas
com ac¸o˜es, que podem atualizar os valores das varia´veis [59].
Uma MEFE pode ser formalmente definida como em seguida.
Definic¸a˜o 2.1 Ma´quina de Estado Finito Estendida (MEFE) e´ uma 7-tupla:
M =< S, s0, I, O, V, P, T >
onde S, I, O, V, P e T sa˜o os conjuntos finitos de estados, eventos de entrada, eventos de
sa´ıda, varia´veis, paraˆmetros de entrada e transic¸o˜es, respectivamente, e s0 ∈ S e´ o estado
inicial. Eventos de entrada podem conter paraˆmetros que pertencem a P . Cada transic¸a˜o





x, ix, gx, ax >
onde qsx, q
t
x e ix sa˜o o estado de origem, estado de destino e evento de entrada de tx,
respectivamente. gx e´ a guarda de tx, que consiste em uma condic¸a˜o de habilitac¸a˜o que
precisa ser verdadeira para que tx seja percorrida. ax sa˜o as ac¸o˜es de tx que devem ser
executadas quando tx e´ disparada.
Uma MEFE pode ser representada em um grafo direcionado, como ilustrado na
Figura 2.1 [96] que mostra o comportamento de um sistema de caixa eletroˆnico (M1).
Os dados do carta˜o e a senha devem ser fornecidos para a utilizac¸a˜o das funcionalidades
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do caixa eletroˆnico, que incluem verificar saldo, fazer depo´sito e fazer saque da conta cor-
rente e poupanc¸a, e tambe´m escolher a l´ıngua do sistema entre ingleˆs e espanhol. Cada
transic¸a˜o tx e´ descrita por: ix[gx]/ax. Para disparar tx, a ma´quina deve receber a entrada
ix com o estado atual em q
s
x e satisfazer gx. Se gx e´ verdadeiro, ax e´ executado, podendo
mudar os valores das varia´veis do modelo.
Figura 2.1: M1: Sistema de caixa eletroˆnico representado em uma MEFE [96].
Um caminho de transic¸o˜es pode ser percorrido em uma MEFE dada uma sequeˆncia de
entrada. Um caminho de transic¸o˜es e´ uma sequeˆncia de transic¸o˜es, tal que qtj = q
s
j+1,
para cada par consecutivo de transic¸o˜es (tj, tj+1). Uma sequeˆncia de entrada e´ com-
posta por eventos de entrada e os valores de seus paraˆmetros. Por exemplo, uma MEFE
ao receber a sequeˆncia de entrada seq1 = {carta˜o(442, 686, 12), senha(442), espanhol(),
poupanca(), pronto(), poupanca(), depo´sito(654), recibo()} percorre o seguinte caminho
de transic¸o˜es caminho = {t1t4t6t8t10t8t18t22}. Essa sequeˆncia possui apenas eventos
de entradas nominais que sa˜o eventos especificados em transic¸o˜es ao longo do cami-
nho. Podem existir tambe´m eventos de entrada inoportunos (ou inesperados) que
sa˜o aqueles na˜o especificados em transic¸o˜es em um determinado estado. A ma´quina que
possui eventos inoportunos e´ dita parcialmente especificada. Um evento que na˜o tem tra-
tamento em um estado, tanto por ser inoportuno quanto por na˜o habilitar uma transic¸a˜o,
e´ ignorado. Nessa situac¸a˜o, assume-se a semaˆntica do modelo de estados da UML (Uni-
fied Modeling Language) em que a ma´quina permanece no estado atual e gera uma sa´ıda
nula como resposta, visto que a MEFE representa um subconjunto desse modelo. Caso a
sequeˆncia de entrada seja seq2 = {carta˜o(442, 686, 12), sa´ida()†, senha(442), saque(924)†,
espanhol(), poupanca(), ingleˆs()†, pronto(), poupanca(), depo´sito(654), recibo()}, sendo
os eventos inoportunos indicados pelo s´ımbolo †, o caminho de transic¸o˜es seria o mesmo
disparado por seq1.
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2.2 Ana´lise de dependeˆncia de MEFE
Ana´lise de dependeˆncia tem sido utilizada em muitas atividades da Engenharia de Soft-
ware, tais como manutenc¸a˜o de software e teste. Para programas, as dependeˆncias de-
finem o relacionamento entre os comandos considerando o fluxo de controle e dados do
programa. As dependeˆncias de controle dizem respeito a` estrutura de controle do pro-
grama. As dependeˆncias de dados focam a relac¸a˜o de definic¸a˜o e uso de varia´veis. Em
geral, as dependeˆncias sa˜o representadas em um grafo que satisfaz o requisito de um u´nico
ponto terminal. Como modelos MEFE podem ter mu´ltiplos no´s de sa´ıda ou nenhum no´,
abordagens de dependeˆncia de programa podem na˜o ser aplica´veis.
Existem alguns estudos sobre ana´lise de dependeˆncia para especificac¸o˜es baseadas
em estados, tais como ma´quina de estado finito hiera´rquico [85], autoˆmato I/O comuni-
cantes [97], MEFE [96, 13, 12] e ma´quina de estado da UML [137]. Para lidar com a
possibilidade de na˜o terminac¸a˜o, Androutsopoulos et al. [13, 12] propuseram uma ana´lise
de dependeˆncia para modelos MEFE, cujas definic¸o˜es sa˜o utilizadas neste trabalho.
Androutsopoulos et al. definem as dependeˆncias em termos de transic¸o˜es de uma
MEFE, ao inve´s de no´s em dependeˆncias de programa. Uma noc¸a˜o gene´rica de de-
pendeˆncia de controle entre transic¸o˜es e´ dada de acordo com uma func¸a˜o CAMINHO,
que retorna um conjunto de caminhos com determinadas propriedades.
Definic¸a˜o 2.2 Uma transic¸a˜o tj e´ dependente de controle de uma transic¸a˜o ti (ti
DC−−→
tj) se e somente se: 1. para todos os caminhos pi ∈ CAMINHO(ti), tj pertence a pi; 2.
existe pelo menos uma transic¸a˜o tk com o mesmo estado de origem de ti tal que existe
um caminho pi ∈ CAMINHO(tk) tal que tj na˜o pertence a pi.
A dependeˆncia de controle denominada NTSCD (Non-Termination Sensitive Control
Dependence) e´ definida considerando CAMINHO como uma func¸a˜o de caminho ma´ximo.
Definic¸a˜o 2.3 Um caminho ma´ximo pi e´ qualquer caminho que termina em uma
transic¸a˜o final, ou e´ infinito. Uma transic¸a˜o final e´ aquela cujo estado de destino e´
um estado de sa´ıda no qual na˜o partem transic¸o˜es.
A dependeˆncia de dados (DD) relaciona as transic¸o˜es de acordo com as definic¸o˜es e
usos das varia´veis.
Definic¸a˜o 2.4 Uma transic¸a˜o tj e´ dependente de dados de uma transic¸a˜o ti com
relac¸a˜o a uma varia´vel v (ti
DD−−→ tj) se: 1. v ∈ D(ti), onde D(ti) e´ um conjunto de
varia´veis definidas pela transic¸a˜o ti, i.e., varia´veis definidas pelas ac¸o˜es e pelo evento de
ti; 2. v ∈ U(tj), onde U(tj) e´ um conjunto de varia´veis usadas na condic¸a˜o e ac¸o˜es da
transic¸a˜o tj; 3. existe um caminho na MEFE de ti para tj sendo que v na˜o e´ modificada
por qualquer transic¸a˜o intermedia´ria.
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Um grafo de dependeˆncia pode ser constru´ıdo mostrando as interdependeˆncias de
controle e/dados entre as transic¸o˜es. A Figura 2.2 mostra as dependeˆncias de dados DD
e de controle NTSCD obtida do modelo M1 (Figura 2.1). A Figura 2.3 mostra o grafo de
dependeˆncia (parcial) correspondente considerando ambos os tipos de dependeˆncia. Os
no´s representam as transic¸o˜es e as arestas direcionadas representam as dependeˆncias de
dados (arestas so´lidas) e controle (arestas tracejadas).
NTSCD DD
t4 → t5, t6, t7, t8, t23 t1 → t3, t2, t4, t19, t22,
t7 → t9, t11, t12, t13, t14 t17, t18, t21, t20, t11,
t8 → t10, t17, t18, t19, t20 t14, t13, t15, t16, t12
t9 → t7, t8, t23 t2 → t2, t3
t10 → t7, t8, t23 t3 → t3
t11 → t15, t16 t4 → t4
t12 → t15, t16 t5 → t11, t19, t22, t20,
t13 → t15, t16 t15, t21, t16, t12
t14 → t15, t16 t6 → t11, t19, t22, t20,
t17 → t21, t22 t15, t21, t16, t12
t18 → t21, t22 t13 → t13, t14, t11, t12, t15, t16
t19 → t21, t22 t14 → t14, t13, t11, t12, t15, t16
t20 → t21, t22 t17 → t17, t19, t22, t20, t18, t21
t18 → t18, t19, t22, t17, t20, t21
Figura 2.2: Dependeˆncia de controle (NTSCD) e dados (DD) para a MEFE M1.
Figura 2.3: Grafo de dependeˆncia.
2.3 Processo de Teste
O processo de teste baseado em modelo envolve as seguintes atividades (Figura 2.4),
baseando-se no processo de Utting e Legeard [132]:
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1. Construir um modelo que represente o comportamento do sistema em teste a partir
dos documentos de especificac¸a˜o. Deve-se focar nos principais aspectos a serem
testados, omitindo detalhes do sistema em teste. E´ importante tambe´m validar o
modelo, uma vez que a gerac¸a˜o de casos de teste tem como base o modelo.
2. Gerar os casos de teste abstratos a partir do modelo. O crite´rio de teste pode ser
relacionado a funcionalidades do sistema ou estrutura do modelo, tal como cobertura
de transic¸o˜es.
3. Transformar os casos de teste abstratos em executa´veis. O objetivo desse passo e´
obter casos de teste em n´ıvel de implementac¸a˜o do sistema por meio de um adaptador
que adiciona detalhes espec´ıficos, por exemplo, da linguagem de programac¸a˜o que
na˜o sa˜o abordados no modelo. Ao mudar as regras de transformac¸a˜o do adaptador,
pode-se reusar o mesmo conjunto de casos de teste em diferentes plataformas de
execuc¸a˜o.
4. Executar os casos de teste no sistema em teste e atribuir um veredito: passou, na˜o
passou ou inconclusivo. Um teste passa quando se obte´m a sa´ıda esperada, caso
contra´rio, e´ revelada a presenc¸a de falha. O teste e´ inconclusivo quando a decisa˜o
sobre o teste na˜o pode ser tomada.
5. Analisar os resultados dos testes e tomar as ac¸o˜es corretivas. Quando o teste na˜o
passa, e´ preciso verificar se a falha encontra-se no sistema em teste ou no pro´prio
caso de teste, visto que pode-se ter falhas no adaptador, no modelo ou ate´ mesmo
na documentac¸a˜o.
Na abordagem MBT, os casos de testes podem ser obtidos mesmo quando o co´digo
fonte ainda na˜o esta´ ou na˜o e´ dispon´ıvel. Uma outra vantagem e´ que os casos de teste
podem ser produzidos uma u´nica vez para serem implementados em diferentes linguagens
de programac¸a˜o e plataformas. Em caso de modificac¸o˜es no comportamento do sistema em
teste, basta atualizar o modelo e gerar novamente os casos de teste de maneira automa´tica,
facilitando a manutenc¸a˜o dos testes [124, 132, 133].
Uma das limitac¸o˜es de MBT e´ que requer habilidade para modelar o sistema, impli-
cando custos de treinamento e uma curva inicial de aprendizagem. Recomenda-se que o
modelo seja mais simples do que o sistema em teste, sena˜o o esforc¸o de validar o modelo
poderia ser equivalente ao de testar diretamente o sistema. Por outro lado, o modelo pre-
cisa ser suficientemente preciso para se poder gerar casos de teste. Ha´ ainda a necessidade
de mecanismos de transformar os casos de teste abstratos para o n´ıvel de implementac¸a˜o
da plataforma de execuc¸a˜o do sistema. A gerac¸a˜o dos casos de teste tambe´m na˜o abrange
as partes omitidas na abstrac¸a˜o do modelo [132].
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Figura 2.4: Processo de teste baseado em modelo.
Em particular no teste baseado em MEFE, a etapa de gerac¸a˜o de casos de teste consiste
em buscar sequeˆncias de eventos de entrada e seus paraˆmetros (i.e. sequeˆncia de entrada),
e as sa´ıdas correspondentes, para exercitar caminhos de transic¸o˜es que satisfac¸am um
crite´rio de teste. Pode-se citar como crite´rios de teste: i. cobertura de estados, em que
cada estado deve ser visitado pelo menos uma vez; ii. cobertura de transic¸o˜es, em que
cada transic¸a˜o deve ser exercitada pelo menos uma vez; iii. cobertura de caminhos, em
que cada caminho poss´ıvel no modelo deve ser exercitado pelo menos uma vez ou ainda
pode-se restringir que cada transic¸a˜o no caminho na˜o seja exercitada mais do que n vezes,
para se evitar um nu´mero infinito de caminhos devido aos ciclos no modelo.
Devido aos dados envolvidos nas ac¸o˜es e guardas das transic¸o˜es das MEFEs, uma
questa˜o que deve ser considerada e´ o problema de gerac¸a˜o de caminhos infact´ıveis. Um
caminho pode ser sintaticamente poss´ıvel, mas semanticamente infact´ıvel. Como uma
transic¸a˜o t depende da sua guarda para ser disparada, a habilitac¸a˜o de t e´ restringida
pelos valores atuais das varia´veis e paraˆmetros de entrada. Por exemplo, um caminho
infact´ıvel na MEFE da Figura 2.1 e´ obtido quando se requer um saldo da poupanc¸a em
espanhol (transic¸a˜o t20), mas seleciona-se o menu em ingleˆs (transic¸a˜o t5). Na Figura 2.5
existe um conflito de dados na ac¸a˜o de t1 com a guarda de t3. Devido aos valores de x,
i e j, o caminho t1t3 e´ infact´ıvel. Note que t3 e´ habilitada apenas apo´s x execuc¸o˜es de
t2. Dessa maneira, a obtenc¸a˜o de caminhos de transic¸o˜es fact´ıveis depende na˜o apenas
das interac¸o˜es de eventos de entrada, mas tambe´m do histo´rico das transic¸o˜es executadas
anteriormente [138].
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Figura 2.5: Exemplo de caminho infact´ıvel em uma MEFE: conflito de dados na ac¸a˜o de
t1 com a guarda de t3.
2.4 Trabalhos Relacionados
Na literatura ha´ diversas te´cnicas que ja´ foram bem investigadas para o teste baseado em
MEF, tais como: DS (Distinguishing Sequence) [73], Me´todo W [36], UIO - Unique-Input-
Output [125] e Me´todo Wp [64]. Uma ana´lise de alcanc¸abilidade e´ realizada em um grafo
que mostra todos os poss´ıveis caminhos da MEF, a partir do estado inicial. Os caminhos
sa˜o obtidos geralmente com uma busca em profundidade ou em largura nesse grafo. A
fim de aplicar essas te´cnicas a MEFEs, pode-se abstrair a parte de dados da MEFE ou
enta˜o converter a MEFE em uma MEF. No primeiro caso, como o fluxo de dados na˜o e´
considerado, e´ mais propensa a produc¸a˜o de caminhos infact´ıveis. Ja´ com a conversa˜o, os
caminhos derivados a partir da MEF sa˜o fact´ıveis na MEFE original. Entretanto, pode
ocorrer o problema de explosa˜o de estados devido ao grande nu´mero de estados necessa´rio
para representar todo o domı´nio de entrada na MEF resultante. Ale´m disso, as te´cnicas
citadas baseiam-se em propriedades e sequeˆncias especiais das ma´quinas que, na pra´tica,
sa˜o muito dif´ıceis de serem satisfeitas. Outro ponto e´ a ana´lise exaustiva das te´cnicas que
limitam o tamanho do modelo ou o domı´nio dos dados na gerac¸a˜o dos casos de teste [132].
A seguir sa˜o descritos trabalhos que aplicam as te´cnicas baseadas em MEF apenas para
testar o fluxo de controle da MEFE e propo˜em abordagens para o fluxo de dados, como
tambe´m trabalhos que integram os aspectos de controle e dados da MEFE na gerac¸a˜o de
casos de teste.
A notac¸a˜o utilizada para a descric¸a˜o dos predicados e ac¸o˜es das transic¸o˜es e´ geralmente
baseada em alguma linguagem de programac¸a˜o de alto n´ıvel. Assim, as questo˜es de
sistematizar o teste baseado em MEFE sa˜o semelhantes a`s questo˜es relativas ao teste
estrutural [24]. Isso motivou diversos trabalhos a considerarem o teste do fluxo de controle
e de dados separadamente. A ideia e´ selecionar casos de teste baseando-se nos crite´rios
de fluxo de dados propostos no teste estrutural para a parte de dados, enquanto que as
te´cnicas baseadas em MEF sa˜o aplicadas para a parte de controle. Pore´m, essa abordagem
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possui os problemas mencionados anteriormente. A fim de separar claramente os aspectos
de controle e dados, uma forma normal da especificac¸a˜o foi proposta por Sarikaya et
al. [126]. Toda parte de controle e´ representada em MEF, enquanto que as ac¸o˜es sa˜o
representadas em linhas de co´digo sem instruc¸o˜es de condic¸o˜es e loops. Chanson e Zhu [35]
tambe´m separam o teste do fluxo de controle e dados e utilizam a te´cnica de execuc¸a˜o
simbo´lica e satisfac¸a˜o de restric¸a˜o para selecionar os dados de teste. Ural e Yang [131]
realizam a ana´lise de fluxo de dados de especificac¸o˜es em Estelle na forma normal. Estelle
e´ uma te´cnica padra˜o de descric¸a˜o formal baseada em MEFE. Identificam-se as definic¸o˜es
e usos das varia´veis e paraˆmetros de interac¸a˜o. Com base nessa informac¸a˜o, e´ definido
o crite´rio IO-df-chain (Input-Ouput dataflow chain) que requer que todas as associac¸o˜es
entre as varia´veis de uma sa´ıda e das entradas que influenciam essa sa´ıda sejam cobertas
pelo menos uma vez. O trabalho na˜o considera a parte de controle nem o problema de
gerac¸a˜o de caminhos infact´ıveis. Fantinato e Jino [62] propo˜em crite´rios de teste funcional
para MEFE baseando-se nos crite´rios de fluxo de dados do teste estrutural. A selec¸a˜o dos
caminhos foca nas definic¸o˜es e usos das varia´veis da MEFE.
Martins et al. [110] apresentam uma estrate´gia para desenvolver entradas de teste
para protocolos de comunicac¸a˜o especificadas em MEFE. Possibilita a gerac¸a˜o de casos
de teste que cobrem tanto a parte de controle, com teste de transic¸a˜o, quanto a parte de
dados da MEFE, atrave´s da combinac¸a˜o do teste baseado em sintaxe e particionamento
de equivaleˆncia. A aplicac¸a˜o da estrate´gia e´ apoiada pela ferramenta ConDado, na qual
e´ poss´ıvel definir restric¸o˜es que reduzem o nu´mero de testes gerados, tal como especificar
quais transic¸o˜es devem ser exercitadas ou o nu´mero de vezes que um loop deve ser repetido.
Ale´m disso, gera valores aleato´rios, com base no domı´nio de entrada das varia´veis, mas
na˜o verifica se os caminhos sa˜o fact´ıveis.
O problema de gerac¸a˜o de caminhos infact´ıveis e´ abordado em alguns estudos, mas
ainda os dados para exercitar os caminhos na˜o sa˜o gerados. Bourhfir et al. [26] consideram
esse problema na sua metodologia de teste baseado em MEFE que explora tanto o aspecto
de controle como o de dados. Para ana´lise do fluxo de controle usam UIO ou Wp e, para
o fluxo de dados, o crite´rio IO-df-chain [131]. A metodologia considera o problema da
influeˆncia de loops e assume que a especificac¸a˜o e´ dada na forma normal. Duale e Uyar [60]
propo˜em um me´todo que permite a gerac¸a˜o de casos de teste fact´ıveis para uma classe
de modelos MEFE. Por exemplo, assume-se que na˜o existem ponteiros, func¸o˜es recursivas
e loops sem fim e todas as condic¸o˜es e ac¸o˜es sa˜o lineares. Nesse me´todo, sa˜o utilizados
algoritmos para detecc¸a˜o e eliminac¸a˜o de conflitos entre as varia´veis de condic¸o˜es e ac¸o˜es
nas MEFEs para obter apenas caminhos fact´ıveis, mas sem perder qualquer propriedade
do grafo original. Apo´s a eliminac¸a˜o de todos os conflitos, geram-se os casos de teste
por algum me´todo baseado em MEF existente na literatura. Hierons et al. [86] tratam
os caminhos infact´ıveis em dois passos. Primeiro derivam uma forma normal da MEFE
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a partir de uma especificac¸a˜o SDL, uma linguagem baseada em MEFE. Em seguida,
estendem essa forma normal a fim de auxiliar a testabilidade. Como resultado, apenas
caminhos fact´ıveis sa˜o obtidos.
Alguns trabalhos utilizam sequeˆncias de identificac¸a˜o de estado para lidar com o pro-
blema de gerac¸a˜o de caminhos infact´ıveis. Essas sequeˆncias sa˜o utilizadas para verificar se
a ma´quina esta´ em um estado espec´ıfico. Ramalingom et al. [123] apresentam um me´todo
de gerac¸a˜o de casos de teste para MEFE usando um novo tipo de sequeˆncia de identi-
ficac¸a˜o de estado, chamado de CIUS (Context Independent Unique Sequence). O me´todo
analisa se os casos de teste sa˜o fact´ıveis durante sua gerac¸a˜o e abrange os aspectos de
fluxo de controle e de dados de uma MEFE. No teste de fluxo de controle, CIUSs sa˜o
u´teis na confirmac¸a˜o dos estados finais das transic¸o˜es. No teste de fluxo de dados, CIUSs
podem observar melhor os casos de teste para associac¸o˜es definic¸a˜o-uso de diferentes
varia´veis usadas na MEFE. Li et al. [104] tambe´m introduzem um novo tipo de sequeˆncia
de identificac¸a˜o de estado que visa a factibilidade dos casos de teste, denominada de
E-UIO (Extended UIO). O modelo MEFE utilizado e´ restrito ao tipo de dado inteiro e a
condic¸a˜o das transic¸o˜es e´ descrita por uma expressa˜o lo´gica composta de adic¸a˜o/subtrac¸a˜o
e comparac¸a˜o de inteiros. Pore´m, geram apenas casos de teste para o fluxo de controle.
Cavalli et al. [33] apresentam uma abordagem aleato´ria de gerac¸a˜o de sequeˆncias em
MEFE atrave´s do algoritmo denominado Hit-or-Jump. Essa abordagem possui mecanis-
mos de evitar o problema de explosa˜o de estados, embora realize uma busca exaustiva.
Tambe´m e´ definido um tamanho ma´ximo para a sequeˆncia. A abordagem pode demorar
a encontrar partes na˜o testadas, visto que a busca e´ aleato´ria e na˜o possui informac¸o˜es
que a guiem a soluc¸o˜es mais promissoras.
Existem algumas iniciativas que obteˆm os casos de teste a partir de MEFE utilizando-
se te´cnicas de otimizac¸a˜o baseadas em busca [56, 57, 55, 93, 92], ao inve´s da explorac¸a˜o
exaustiva do espac¸o de soluc¸o˜es como nos trabalhos mencionados acima. No pro´ximo
cap´ıtulo, cujo escopo e´ teste baseado em busca, sa˜o apresentados alguns desses trabalhos.
Na Tabela 2.1 e´ mostrada uma visa˜o geral das soluc¸o˜es apresentadas anteriormente,
verificando se abordam o fluxo de controle e de dados das MEFEs e o problema de
gerac¸a˜o de caminhos infact´ıveis. Na abordagem MOST proposta neste trabalho, uma
te´cnica de otimizac¸a˜o e´ utilizada para gerar os casos de teste a partir de MEFE, inclusive
os paraˆmetros de entrada. Para a gerac¸a˜o sa˜o considerados tanto os aspectos de controle
quanto de dados. A fim de evitar caminhos infact´ıveis, e´ utilizado um modelo executa´vel
da MEFE que produz apenas caminhos fact´ıveis, pelo menos no n´ıvel de modelo. Em geral,
as te´cnicas citadas acima realizam apenas uma ana´lise esta´tica da estrutura do modelo,
podendo ocorrer uma explosa˜o de estados devido ao domı´nio de valores dos dados do
modelo.
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Tabela 2.1: Trabalhos para gerac¸a˜o de casos de teste baseadas em MEFE.
Abordagem Fluxo de controle Fluxo de dados Caminhos fact´ıveis
Sarikaya et al. [126]
√ √
-
Chason e Zhu [35]
√ √
-
Ural e Yang [131] -
√
-
Fantinato e Jino [62] -
√
-
Martins et al. [110]
√ √
-
Bourhfir et al. [26]
√ √ √
Duale e Uyar [60]
√ √ √
Hierons et al. [86]
√ √ √
Ramalingom et al. [123]
√ √ √




Cavalli et al. [33]
√ √ √
2.5 Considerac¸o˜es Finais
A gerac¸a˜o de casos de testes a partir de modelos na˜o exige que o co´digo fonte do sistema
em teste esteja dispon´ıvel e tambe´m e´ independente de linguagem de programac¸a˜o e
plataforma. Neste trabalho foco e´ dado a` gerac¸a˜o dos casos de teste, sendo que as demais
etapas de MBT esta˜o fora do escopo. No trabalho de mestrado da aluna E´rika Regina
Campos de Almeida do grupo SED sa˜o investigadas as regras de transformac¸a˜o dos casos
de teste derivados a partir de MEFE em executa´veis.
No teste baseado em MEFE, um problema em aberto e´ a gerac¸a˜o de caminhos in-
fact´ıveis, visto que pode haver conflitos de dados em condic¸o˜es e/ou ac¸o˜es ao longo do
caminho. Ale´m disso, a questa˜o de quais dados devem ser fornecidos para que uma de-
terminada transic¸a˜o seja executada e´ indecid´ıvel, ou seja, na˜o e´ poss´ıvel encontrar um
algoritmo que retorne tais informac¸o˜es [59]. A explosa˜o de estados tambe´m pode ocorrer
em me´todos exaustivos que produzem os poss´ıveis caminhos em uma MEFE. Isso motivou
o uso de te´cnicas de otimizac¸a˜o nesse contexto de teste. No pro´ximo cap´ıtulo sa˜o descritos
os principais conceitos de teste baseado em busca.

Cap´ıtulo 3
Teste Baseado em Busca
Nos u´ltimos anos houve um grande crescimento de trabalhos relacionados a` Engenharia
de Software Baseada em Busca (em ingleˆs, Search Based Software Engineering, SBSE), na
qual te´cnicas de otimizac¸a˜o sa˜o aplicadas a va´rias atividades da engenharia de software.
Podem ser encontrados trabalhos em [37, 77, 81]: engenharia de requisitos, planejamento
de projeto, estimac¸a˜o de custo, teste, manutenc¸a˜o, engenharia reversa, engenharia de
software orientada a servic¸o e avaliac¸a˜o de qualidade. Outra fonte de pesquisa nessa
a´rea e´ a lista de publicac¸o˜es mantida pelo projeto SEBASE1 (Software Engineering By
Automated SEarch) desde 2007. O termo SBSE surgiu apenas em 2001 [80], embora
existam trabalhos de longa data neste contexto. Esse campo de pesquisa teve origem
em trabalhos de teste de software baseado em busca (em ingleˆs, Search Based Software
Testing, SBST), para a gerac¸a˜o automa´tica de casos de teste. Como principais te´cnicas de
otimizac¸a˜o utilizadas esta˜o os algoritmos evolutivos [108, 111, 81], mas tambe´m incluem
a busca tabu [58], recozimento simulado [128, 102, 1], me´todo do gradiente [95] e hill
climbing [82]. A aplicac¸a˜o de algoritmos evolutivos na atividade de teste e´ denominada
de teste evolutivo.
Os principais aspectos envolvidos tanto em SBSE quanto em SBST sa˜o apresentados
na Sec¸a˜o 3.1. A estrutura geral de um algoritmo evolutivo e´ descrita na Sec¸a˜o 3.2 e os
princ´ıpios de uma otimizac¸a˜o multiobjetivo sa˜o apresentados na Sec¸a˜o 3.3, ja´ que neste
trabalho e´ proposto um algoritmo evolutivo multiobjetivo para a gerac¸a˜o de casos de teste.
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3.1 Principais Aspectos
A ideia fundamental de SBSE e´ reformular problemas da engenharia de software como um
problema de otimizac¸a˜o. Independentemente da te´cnica de otimizac¸a˜o utilizada, apenas
dois aspectos sa˜o necessa´rios para aplica´-la em problemas de engenharia de software [77]:
1. A escolha da representac¸a˜o do problema;
2. A definic¸a˜o da func¸a˜o objetivo.
Te´cnicas de otimizac¸a˜o buscam soluc¸o˜es o´timas ou pro´ximas de o´timas em um espac¸o
de busca de soluc¸o˜es candidatas e sa˜o guiadas pelas avaliac¸o˜es da func¸a˜o objetivo, tambe´m
conhecida por func¸a˜o de aptida˜o (em ingleˆs, fitness function), func¸a˜o de avaliac¸a˜o ou
func¸a˜o de custo. O papel da func¸a˜o objetivo e´ de grande importaˆncia visto que captura
as informac¸o˜es cruciais para a otimizac¸a˜o. Atrave´s dos valores da func¸a˜o objetivo e´ que
se guia a busca, diferenciando uma boa soluc¸a˜o de uma ruim [77]. As me´tricas existentes
na engenharia de software podem ser consideradas como func¸o˜es objetivo candidatas, por
exemplo, cobertura estrutural em teste ou coesa˜o e acoplamento em modularizac¸a˜o [79].
Ale´m disso, uma boa escolha da representac¸a˜o do problema garante que soluc¸o˜es similares
sejam “vizinhas”no espac¸o representacional, permitindo que a busca mova-se mais facil-
mente de uma soluc¸a˜o a outra que compartilha um conjunto similar de propriedades [111].
Pode-se destacar algumas vantagens para a aplicac¸a˜o de SBSE [77, 81]: i. escala´vel,
visto a natureza paralela das te´cnicas de otimizac¸a˜o; ii. gene´rica, devido a` grande varie-
dade de problemas da engenharia de software em que SBSE pode ser aplicada; iii. robusta,
ja´ que pode-se lidar com dados imprecisos e parciais (sub-o´timos); iv. perspicaz, dada a
possibilidade de descobrir soluc¸o˜es na˜o esperadas por especialistas; v. realista, visto que
pode-se levar em considerac¸a˜o objetivos de engenharia conflitantes e competitivos. Ale´m
dessas motivac¸o˜es, outra raza˜o que torna atrativo o uso de otimizac¸a˜o baseada em busca
em especial na engenharia de software e´ a propriedade virtual do software [78]. Os artefa-
tos da engenharia de software podem ser avaliados e comparados diretamente pela te´cnica
de otimizac¸a˜o, na˜o sendo necessa´rio realizar simulac¸o˜es como na engenharia tradicional,
para otimizar um motor de avia˜o, por exemplo.
Segundo Harman et al. [81], os trabalhos na literatura de SBSE focam 59% em
aplicac¸o˜es relativas a` atividade de teste. Em SBST, o conjunto das entradas poss´ıveis
e´ considerado como o espac¸o de busca e as func¸o˜es objetivo avaliam se os crite´rios de
teste ou as carater´ısticas do software foram alcanc¸ados. Considerando-se a aplicac¸a˜o de
algoritmos evolutivos na gerac¸a˜o automa´tica de casos de teste, os indiv´ıduos sobre os quais
o processo de otimizac¸a˜o ocorre constituem os casos de teste e estes sa˜o representados de
maneira a permitir a aplicac¸a˜o de operadores gene´ticos. A func¸a˜o objetivo e´ utilizada
como meio de se medir a cobertura que se deseja alcanc¸ar [37]. Os valores das func¸o˜es
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objetivo sa˜o obtidos pela comparac¸a˜o das soluc¸o˜es da busca em relac¸a˜o ao seu objetivo
geral, direcionando a busca para regio˜es promissoras do espac¸o de busca [111]. Entre as
principais refereˆncias em SBST pode-se citar o levantamento bibliogra´fico realizado por
McMinn [111], Harman et al. [81] e Ali et al. [7]. Para o teste de requisitos na˜o funcionais,
tal como quantidade de memo´ria utilizada, pode-se consultar o material de Afzal et al. [6].
A maioria dos trabalhos em SBST foca o teste baseado em co´digo, principalmente
teste estrutural. Os trabalhos procuram satisfazer va´rios crite´rios de teste, tais como co-
bertura de instruc¸o˜es, caminhos e predicados, aplicando diferentes me´todos de otimizac¸a˜o
e func¸o˜es objetivo. Harman e McMinn [82] apresentam uma ana´lise teo´rica e emp´ırica
sobre a gerac¸a˜o de casos de testes estruturais, respondendo questo˜es como: “Quando e por
que o teste evolutivo funciona?”e “Qual o desempenho do teste evolutivo em comparac¸a˜o
a`s outras te´cnicas de busca”. Tambe´m pode-se encontrar iniciativas para [111, 81, 6]: o
teste funcional, teste na˜o funcional, teste de robustez, teste de estresse, teste de mutac¸a˜o,
teste de regressa˜o, teste de integrac¸a˜o e teste de excec¸a˜o.
3.2 Algoritmos Evolutivos
O termo algoritmo evolutivo (AE) e´ uma denominac¸a˜o comum a todas as abordagens para
sistemas baseados em princ´ıpios de evoluc¸a˜o. Entre as principais abordagens propostas
na literatura esta˜o: algoritmo gene´tico (AG), estrate´gias evolutivas (EE), programac¸a˜o
evolutiva (PE) e programac¸a˜o gene´tica (PG). Os sistemas baseados em computac¸a˜o evo-
lutiva manteˆm uma populac¸a˜o de soluc¸o˜es potenciais, aplicam processos de selec¸a˜o base-
ados na adaptac¸a˜o de um indiv´ıduo e tambe´m empregam outros operadores “gene´ticos”.
Apesar das abordagens terem sido desenvolvidas de forma independente, seus algoritmos
possuem uma estrutura comum. A estrutura de um algoritmo evolutivo e´ mostrada no
Algoritmo 3.1 [115].
Uma populac¸a˜o P (t) = {xt1, . . . , xtn} e´ mantida no algoritmo evolutivo na iterac¸a˜o
(gerac¸a˜o) t. Cada indiv´ıduo representa um candidato a` soluc¸a˜o do problema e e´ im-
plementado como alguma estrutura de dados S. Avalia-se cada soluc¸a˜o xti atrave´s da
func¸a˜o objetivo e um valor de aptida˜o (em ingleˆs, fitness) e´ produzido. Com base nessas
informac¸o˜es, e´ realizada a selec¸a˜o dos indiv´ıduos mais adaptados formando uma nova
populac¸a˜o na iterac¸a˜o t + 1. Alguns indiv´ıduos sa˜o submetidos a um processo de al-
terac¸a˜o por meio de operadores gene´ticos para formar novas soluc¸o˜es: i. transformac¸o˜es
una´rias mi (mutac¸a˜o) que fazem pequenas modificac¸o˜es de atributos em um indiv´ıduo
(mi : S → S) e ii. transformac¸o˜es de ordem superior cj (crossover) que combinam dois
ou mais indiv´ıduos (cj : S×· · ·×S → S). Apo´s um certo nu´mero de gerac¸o˜es, a condic¸a˜o
de parada deve ser alcanc¸ada, indicando geralmente um indiv´ıduo da populac¸a˜o que re-
presente pelo menos um incremento na qualidade da soluc¸a˜o para o problema, ou quando
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Algoritmo 3.1 Estrutura de um algoritmo evolutivo [115].
Entrada: nu´mero de iterac¸o˜es t




enquanto na˜o condic¸a˜o de parada fac¸a
t← t+ 1





o nu´mero ma´ximo de gerac¸o˜es foi atingido [115].
As abordagens evolutivas compartilham o mesmo princ´ıpio comum: uma populac¸a˜o de
indiv´ıduos sofre algumas transformac¸o˜es e durante a evoluc¸a˜o os indiv´ıduos competem pela
sobreviveˆncia. Entretanto, diferenciam-se em diversos aspectos, dentre os quais se des-
tacam: estruturas de dados utilizadas para codificar um indiv´ıduo, operadores gene´ticos
empregados, me´todos para criar a populac¸a˜o inicial e me´todos para selecionar indiv´ıduos
para a gerac¸a˜o seguinte. Um algoritmo evolutivo tambe´m pode utilizar apenas uma
func¸a˜o objetivo para avaliar as soluc¸o˜es (i.e. mono-objetivo), ou duas ou mais func¸o˜es
objetivo (i.e. multiobjetivo). Na sec¸a˜o a seguir sa˜o apresentados os conceitos envolvidos
na otimizac¸a˜o multiobjetivo.
3.3 Otimizac¸a˜o Multiobjetivo
Uma das direc¸o˜es apontadas como trabalhos futuros em SBSE e´ a otimizac¸a˜o multi-
objetivo, visto que diversos problemas da engenharia de software envolvem mu´ltiplos
objetivos [81].
Formalmente, o problema multiobjetivo de minimizac¸a˜o pode ser definido como [134]:
Definic¸a˜o 3.1 Um problema multiobjetivo minimiza F (~x) = [F1(~x), . . . , Fnf (~x)] sujeito
a gj(~x) ≤ 0, j ∈ {1, . . . ,m} e hk(~x) = 0, k ∈ {1, . . . , p}, onde ~x = x1, . . . , xn e´ um vetor
n-dimensional de varia´veis de projeto de algum universo Ω e nf e´ o nu´mero de func¸o˜es
objetivo.
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Na Figura 3.1 [134] e´ ilustrado um problema de otimizac¸a˜o multiobjetivo, mostrando o
mapeamento da soluc¸a˜o ~x = x1, . . . , xn para o vetor ~y = y1, . . . , ynf no espac¸o das func¸o˜es
objetivo (F : Ω→ Λ).
Figura 3.1: Ilustrac¸a˜o de um problema de otimizac¸a˜o multiobjetivo [134].
Uma abordagem convencional e´ combinar todos os objetivos em um u´nico, denomi-
nada agregac¸a˜o de func¸o˜es. Pode-se combinar um problema com nf func¸o˜es obje-
tivo F1(~x), . . . , Fnf (~x) sobre algum vetor ~x de acordo com um conjunto de coeficientes





Assim o problema e´ tratado como uma otimizac¸a˜o mono-objetivo. Em geral na˜o e´ poss´ıvel
determinar precisamente os valores dos coeficientes; assim o ajuste dos objetivos com os
coeficientes e´ tipicamente subjetivo e dependente do problema.
Para evitar o problema da determinac¸a˜o dos coeficientes, pode-se utilizar a noc¸a˜o de
otimizac¸a˜o de Pareto, na qual existe um conjunto de soluc¸o˜es de compromisso que procu-
ram balancear todos os objetivos. Neste caso, as soluc¸o˜es de um problema multiobjetivo
constituem o conjunto de Pareto (espac¸o das soluc¸o˜es) que leva em considerac¸a˜o todos
os objetivos e os valores correspondentes das func¸o˜es objetivo formam a fronteira de Pa-
reto (espac¸o das func¸o˜es objetivo). Existe uma relac¸a˜o de dominaˆncia entre as soluc¸o˜es,
denotada por ~u ≺ ~v (soluc¸a˜o ~u domina soluc¸a˜o ~v). Cada soluc¸a˜o do conjunto de Pareto
e´ na˜o-dominada por todas as outras soluc¸o˜es. Isso significa que a soluc¸a˜o na˜o pode ser
melhorada em qualquer objetivo sem causar uma degradac¸a˜o em no mı´nimo um outro ob-
jetivo. Assim, no conjunto o´timo de Pareto (P ∗), nenhuma uma soluc¸a˜o ~x′ pertencente ao
conjunto domina outra soluc¸a˜o ~x de P ∗. Os valores das func¸o˜es objetivo de cada soluc¸a˜o
~x de P ∗ (F (~x)) sa˜o representados na fronteira de Pareto (FP ∗).
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Definic¸a˜o 3.2 Um vetor ~u = u1, . . . , unf domina ~v = v1, . . . , vnf (denotado por
~u ≺ ~v) se e somente se ~u e´ parcialmente menor que ~v, i.e., ∀i ∈ {1, . . . , nf},
ui ≤ vi ∧ ∃i ∈ {1, . . . , nf} : ui < vi
Definic¸a˜o 3.3 Para um determinado problema multiobjetivo F (~x), o conjunto o´timo de
Pareto (P ∗) e´ P ∗ = {~x ∈ Ω|¬∃~x′ ∈ Ω : F (~x′) ≺ F (~x)}
Definic¸a˜o 3.4 Para um determinado problema multiobjetivo F (~x) e conjunto o´timo de
Pareto P ∗, a fronteira o´tima de Pareto e´ FP ∗ = {~u = F (~x)|~x ∈ P ∗}
A Figura 3.2 ilustra a computac¸a˜o da otimalidade de Pareto para minimizac¸a˜o de duas
func¸o˜es objetivo quaisquer F1 e F2. As soluc¸o˜es representadas pelos pontos p1, p2 e p3
na figura pertencem a` fronteira de Pareto. Ja´ p4 na˜o faz parte do conjunto de Pareto,
visto que os valores de F1 para p2 e p4 sa˜o os mesmos, mas p2 possui um valor melhor
em relac¸a˜o a F2 do que p4. Portanto p4 e´ uma soluc¸a˜o dominada por p2. Sob o ponto de
vista de um problema de minimizac¸a˜o, a soluc¸a˜o p1 possui o melhor valor para F1 mas
o pior para F2. Analogamente, a soluc¸a˜o p3 possui o melhor valor para F2 mas o pior
para F1. Como muitas soluc¸o˜es podem ser obtidas no conjunto de Pareto, o tomador de
decisa˜o e´ responsa´vel por selecionar as soluc¸o˜es desejadas. Por exemplo, em um problema
em que e´ dada prioridade para F1, a soluc¸a˜o p1 poderia ser selecionada entre as soluc¸o˜es
do conjunto de Pareto.
Figura 3.2: Fronteira de Pareto.
Gerar o conjunto de Pareto e´ computacionalmente caro, ou mesmo infact´ıvel; por esse
motivo algoritmos evolutivos podem ajudar a encontrar uma soluc¸a˜o aproximada [152].
De acordo com Coello Coello [41], os algoritmos evolutivos multiobjetivo podem ser di-
vididos em duas gerac¸o˜es. Na primeira gerac¸a˜o, os conceitos da otimalidade de Pareto
sa˜o introduzidos diretamente no processo de selec¸a˜o do algoritmo evolutivo. O crite´rio de
na˜o-dominaˆncia e´ utilizado para definir a adaptac¸a˜o dos indiv´ıduos e, consequentemente,
a populac¸a˜o torna-se uma aproximac¸a˜o direta do conjunto de Pareto. Existem diversos
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tutoriais [39, 40, 134] que podem ser consultados sobre os detalhes de algumas dessas abor-
dagens, tais como: NSGA (Nondominated Sorting Genetic Algorithm), NPGA (Niched-
Pareto Genetic Algorithm) e MOGA (Multi-Objective Genetic Algorithm). Ja´ na segunda
gerac¸a˜o, atual fase, e´ adotado o mecanismo de elitismo, no qual uma populac¸a˜o externa
(tambe´m denominada de populac¸a˜o secunda´ria) mante´m os indiv´ıduos na˜o-dominados
encontrados ao longo do processo evolutivo. Ao inve´s de verificar a na˜o-dominaˆncia do
indiv´ıduo apenas na populac¸a˜o atual, como nos trabalhos da primeira gerac¸a˜o, verifica-se
com relac¸a˜o a todas populac¸o˜es produzidas pelo algoritmo. Pode-se citar como os algo-
ritmos mais representativos dessa gerac¸a˜o [71, 152]: SPEA (Strength Pareto Evolutionary
Algorithm), SPEA2 (Strength Pareto Evolutionary Algorithm 2 ), PAES (Pareto Archived
Evolution Strategy) e NSGA-II (Nondominated Sorting Genetic Algorithm II ).
Neste trabalho e´ proposto um algoritmo evolutivo multiobjetivo, denominado
M-GEOvsl (Cap´ıtulo 4). O algoritmo na˜o utiliza a noc¸a˜o de na˜o-dominaˆncia para cal-
cular as adaptac¸o˜es das soluc¸o˜es, como por exemplo em: NSGA-II, NPGA, MOGA e
SPEA. E´ utilizada uma estrate´gia simples similar ao algoritmo VEGA (Vector Evaluated
Genetic Algorithm) [41], no sentido de na˜o considerar diretamente os conceitos de oti-
malidade de Pareto no processo de evoluc¸a˜o das soluc¸o˜es. Entretanto, assim como nas
abordagens da segunda gerac¸a˜o, o conjunto de Pareto e´ armazenado em um arquivo (ou
memo´ria) externo. Ale´m disso, o M-GEOvsl utiliza um esquema de reinicializac¸a˜o a fim
de aumentar a possibilidade de encontrar soluc¸o˜es sobre toda a fronteira de Pareto. Uma
caracter´ıstica particular desse algoritmo e´ a capacidade de lidar com soluc¸o˜es de tamanho
varia´vel.
3.4 Trabalhos Relacionados
Embora grande parte dos trabalhos em SBST diga respeito a teste baseado em co´digo,
podem-se encontrar esforc¸os para o teste baseado em modelo. Como neste trabalho e´
proposta uma abordagem SBST a partir de MEFE, sa˜o descritos a seguir os principais
trabalhos relacionados que derivam casos de teste a partir de modelos ou especificac¸o˜es
(Tabela 3.1) Tambe´m sa˜o apresentadas abordagens que geram sequeˆncias de teste para
programas orientados a objeto (Tabela 3.2) e algumas iniciativas de uso de otimizac¸a˜o
multiobjetivo no contexto de teste (Tabela 3.3).
Alguns trabalhos utilizam algoritmos evolutivos para obter automaticamente sequeˆncias
de teste de abordagens tradicionais de teste baseado em MEF. Guo et al. [74] investigam
a construc¸a˜o de UIOs (Unique Input/Output sequences) utilizando um algoritmo gene´tico
(AG). UIOs sa˜o usadas no teste de MEF para verificar o estado final de uma sequeˆncia
de transic¸a˜o. A func¸a˜o objetivo guia a busca para potenciais UIOs, considerando dois
aspectos: (i) recompensando-se soluc¸o˜es criadas de forma mais discreta e (ii) punindo-se
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o tamanho das soluc¸o˜es. Um conjunto de experimentos foi realizado para comparar o AG
e a busca aleato´ria. Os resultados da simulac¸a˜o mostraram que em sistemas simples o AG
na˜o teve vantagens significativas sobre a busca aleato´ria. Entretanto, em sistemas mais
complexos, o AG conseguiu encontrar UIOs mais longas do que a busca aleato´ria. Guo et
al. [75] tambe´m investigam a construc¸a˜o de UIOs com te´cnicas de compartilhamento com
o objetivo de detectar efetivamente o´timos locais, um problema levantado no trabalho an-
terior. Como as soluc¸o˜es de UIOs formam regio˜es multi-modais (o´timos locais) no espac¸o
de busca, uma busca pode encontrar apenas alguns desses o´timos locais. Uma regra e´
definida para calcular o grau de similaridade entre os indiv´ıduos, sendo utilizada para pu-
nir aqueles que sa˜o muito similares a outros. Assim, esses indiv´ıduos punidos teˆm menor
probabilidade de serem selecionados para reproduc¸a˜o, ajudando a manter a diversidade da
populac¸a˜o. Essa abordagem utiliza AG e recozimento simulado para encontrar as UIOs.
Na˜o houve diferenc¸a entre ambos em termos de distribuic¸a˜o de UIOs e tambe´m superaram
o desempenho da proposta anterior sem a te´cnica de compartilhamento, identificando-se
mais UIOs.
Derderian et al. [54] tambe´m descrevem um me´todo para gerar UIOs de MEF auto-
maticamente utilizando um AG. Pore´m, em relac¸a˜o ao trabalho de Guo et al. [74], ha´ a
diferenc¸a da ma´quina poder ser parcialmente especificada, uma vez que assumia-se uma
ma´quina completamente especificada. Ale´m disso, a func¸a˜o objetivo e´ mais simples e tem
complexidade O(l), ao inve´s de O(nl), onde l e´ o tamanho da sequeˆncia de entrada e n
o nu´mero de estados da MEF. A func¸a˜o objetivo visa a recompensar sequeˆncias que sa˜o
provavelmente uma UIO. Um processo de classificac¸a˜o da transic¸a˜o e´ feito antes do ca´lculo
da func¸a˜o objetivo, observando quantas vezes o par entrada/sa´ıda da ma´quina ocorre na
tabela de transic¸a˜o (uma tabela com todas as transic¸o˜es de uma ma´quina). O par que
ocorre apenas uma vez e´ classificado na menor posic¸a˜o e assim sucessivamente, visto que
quanto menor a repetic¸a˜o do par, mais chances da sequeˆncia formar uma UIO. Pares
com o mesmo nu´mero de ocorreˆncias ficam na mesma posic¸a˜o da classificac¸a˜o, assumindo
enta˜o que esses pares teˆm habilidades similares para construir uma UIO va´lida. Com
base nessas informac¸o˜es, o valor de aptida˜o e´ calculado como a soma das posic¸o˜es dos
pares de entrada/sa´ıda que compo˜em a sequeˆncia. Para lidar com ma´quinas parcialmente
especificadas, as transic¸o˜es que faltam sa˜o ignoradas, mantendo a ma´quina no mesmo
estado e a pro´xima entrada na sequeˆncia e´ considerada. Nesse caso o valor de aptida˜o
e´ penalizado, enquanto que sequeˆncias va´lidas na˜o sa˜o penalizadas. O desempenho do
me´todo foi avaliado em grandes MEFs geradas aleatoriamente e na˜o apenas em peque-
nas ma´quinas como no trabalho anterior. A abordagem foi comparada com a gerac¸a˜o
aleato´ria de UIO e os resultados mostraram que conforme o tamanho da MEF aumenta,
melhora-se o desempenho do AG em relac¸a˜o a` gerac¸a˜o aleato´ria. Notou-se ainda que o
tamanho me´dio da UIO tende a ser pequeno mesmo em grandes MEFs.
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Lam et al. [99] investigam a gerac¸a˜o de sequeˆncias de teste a partir de MEF baseada
no me´todo Wp usando a otimizac¸a˜o de coloˆnia de formigas. Busca-se encontrar o menor
caminho para o problema do caixeiro viajante. A abordagem pode ser aplicada em MEFs
minimais e que possuem um conjunto de caracterizac¸a˜o, ou seja, conjunto de sequeˆncias
de entrada capaz de distinguir quaisquer dois estados de uma ma´quina. As sequeˆncias
de teste resultantes foram menores em relac¸a˜o aos trabalhos existentes de otimizac¸a˜o de
gerac¸a˜o de sequeˆncias de teste.
Para testar aplicac¸o˜es web Ajax, Marchetto e Tonella [109] extraem dinamicamente
uma MEF da aplicac¸a˜o e aplicam algoritmos baseados em busca para explorar sequeˆncias
de teste. As sequeˆncias sa˜o analisadas de acordo com va´rios crite´rios de diversidade.
Diferentes tamanhos de sequeˆncias pre´-determinados foram aplicados nos experimentos.
Com relac¸a˜o a MEFEs, as abordagens existentes utilizam AG para buscar caminho de
transic¸o˜es fact´ıvel (CTF). No trabalho de Derderian et al. [57] uma func¸a˜o objetivo e´ defi-
nida para estimar qua˜o prova´vel o caminho de transic¸o˜es e´ fact´ıvel e qua˜o fa´cil e´ gerar uma
sequeˆncia de entrada para dispara´-lo. Para medir a factibilidade de um CTF, um gerador
aleato´rio de paraˆmetros de entrada e´ usado. Quando o gerador encontra mais paraˆmetros
de entrada para um CTF se tornar fact´ıvel, esses sa˜o considerados como melhores. A
func¸a˜o objetivo recompensa as transic¸o˜es que satisfazem com mais facilidade as guardas,
a fim de minimizar o esforc¸o de gerac¸a˜o de sequeˆncia de entrada. Foram gerados caminhos
de transic¸o˜es entre o estado inicial e final da ma´quina com o AG. Foram utilizados dife-
rentes tamanhos de caminhos pre´-determinados. Os resultados foram comparados com a
gerac¸a˜o aleato´ria de caminhos de transic¸o˜es, que na˜o conseguiu encontrar nenhum CTF
enquanto que o AG encontrou caminhos de tamanhos diferentes. Observou-se tambe´m
que a busca torna-se mais dif´ıcil a` medida que o tamanho do caminho cresce.
Kalaji et al. [93] tambe´m visam a gerac¸a˜o de CTF a partir de uma MEFE utilizando
um AG. O modelo e´ transformado para facilitar a busca por caminhos fact´ıveis. Uma
ana´lise de dependeˆncia e´ realizada para determinar as transic¸o˜es que afetam ti e que sa˜o
afetadas tj por outras transic¸o˜es. De acordo com essa ana´lise, a func¸a˜o objetivo avalia os
caminhos de transic¸o˜es gerados pelo AG. Para cada par de transic¸o˜es que possuem uma
relac¸a˜o de dependeˆncia (ti, tj), sa˜o atribu´ıdas penalidades na func¸a˜o objetivo levando-
se em considerac¸a˜o treˆs fatores: 1) o tipo de guarda de tj, para determinar o quanto
esta transic¸a˜o pode ser impactada por ti, verificando-se se a guarda envolve paraˆmetros,
varia´veis e constantes; 2) o tipo do operador da guarda de tj (e.g., operador relacionais e de
igualdade), para verificar a complexidade de satisfazer um determinado tipo de operador;
e 3) o tipo de atribuic¸a˜o de ti, para verificar essa operac¸a˜o envolve paraˆmetros, varia´veis e
constantes. O valor da func¸a˜o objetivo reflete a dificuldade de percorrer um determinado
caminho, em termos da complexidade das guardas e dados envolvidos no caminho. Os
valores dos paraˆmetros sa˜o obtidos aleatoriamente apo´s a gerac¸a˜o dos caminhos; dessa
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forma ainda existe a possibilidade de gerac¸a˜o de caminhos infact´ıveis. E´ utilizado apenas
um u´nico tamanho de caminho. Essa abordagem foi estendida para lidar com guardas
que referenciam um contador (varia´vel) e seu valor depende de transic¸o˜es anteriores [92].
Zhao et al. [151] obteˆm caminhos completos do estado inicial ao final em MEFE
aplicando uma busca em largura. Os tamanhos dos caminhos obtidos variam de 3 a
50. Potenciais caminhos fact´ıveis sa˜o selecionados, eliminando-se caminhos com conflitos
nas condic¸o˜es de guarda. Um AG e´ utilizado para gerar os valores dos paraˆmetros de
entrada dos caminhos selecionados, e na˜o para gerar os caminhos em si. Atrave´s de uma
ana´lise emp´ırica, verificou-se que os custos de gerac¸a˜o dos dados cresce exponencialmente
conforme o nu´mero de paraˆmetros de entrada e o tamanho do caminho quando existem
operadores de igualdade nas guardas.
Em sistemas especificados na notac¸a˜o Z, Jones et al. [91] utilizam um AG na gerac¸a˜o
de casos de teste. A notac¸a˜o Z e´ uma linguagem de especificac¸a˜o formal baseada em
notac¸o˜es matema´ticas como a lo´gica de primeira ordem. A func¸a˜o objetivo avalia os
indiv´ıduos usando a abordagem de distaˆncia de ramo, recompensando aqueles que mais
se aproximam de satisfazer as conjunc¸o˜es de cada disjunc¸a˜o. Esse trabalho limitou-se a
um exemplo pequeno e utilizou apenas um subconjunto de Z.
Para o teste funcional, Bu¨hler e Wegener [28] apresentam a aplicac¸a˜o de algoritmo
evolutivo em um sistema de estacionamento automa´tico. Os indiv´ıduos sa˜o cena´rios do
estacionamento que incluem a´reas de colisa˜o e posic¸a˜o inicial do carro. Os dados gerados
sa˜o usados em um ambiente de simulac¸a˜o do sistema a fim de emular manobras para se
estacionar e um caso de teste com sucesso e´ aquele que causa uma colisa˜o. Assim o valor da
func¸a˜o objetivo e´ calculado com base na avaliac¸a˜o da qualidade das manobras simuladas
pelo sistema. Duas func¸o˜es objetivo foram propostas e comparadas utilizando diferentes
medidas de avaliac¸a˜o: i) distaˆncia entre o carro e a a´rea de colisa˜o, e ii) a´rea entre o
carro e a a´rea de colisa˜o. Embora ambas as func¸o˜es identifiquem os mesmos cena´rios
onde acontece uma colisa˜o, avaliou-se que o segundo crite´rio pode direcionar melhor uma
busca para conseguir uma colisa˜o.
Baresel et al. [18] introduzem abordagens SBST que visam a busca de sequeˆncias
de entrada para os testes estrutural e funcional. Os testes sa˜o aplicados em um sistema
de controle de carro Distronic, que e´ capaz de perceber ve´ıculos mais lentos e automati-
camente diminuir a velocidade do carro a fim de manter uma distaˆncia segura. O caso
de teste no teste estrutural consiste em uma sequeˆncia de entradas, sendo que cada en-
trada representa uma chamada da func¸a˜o em teste com seus paraˆmetros. Um caminho de
execuc¸a˜o e´ produzido para cada entrada. Para o valor de aptida˜o, sa˜o analisados todos
os caminhos de execuc¸a˜o e e´ selecionado aquele que mais se aproxima do requisito de
teste. Para o teste funcional, sa˜o geradas sequeˆncias de entradas para modelos Simulink
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e Stateflows2. Os casos de teste sa˜o sequeˆncias de sinais de entrada que visam violar o
comportamento funcional do sistema. Sa˜o verificadas as seguintes violac¸o˜es: dependeˆncia
entre os sinais de sa´ıda do sistema, limites de amplitude dos sinais, variac¸a˜o ma´xima do si-
nal e tempo de estabilizac¸a˜o do sinal. Para cada tipo de violac¸a˜o e´ produzido um valor de
aptida˜o, avaliando-se as sa´ıdas geradas pela simulac¸a˜o do modelo com os casos de teste.
Todos os valores de aptida˜o sa˜o analisados pela otimizac¸a˜o multiobjetivo apoiada pela
ferramenta GEATbx. Em ambas as abordagens o tamanho da sequeˆncia e´ determinado
pelo usua´rio.
Tabela 3.1: Trabalhos relacionados em SBST: teste a partir de especificac¸o˜es.
Abordagem Te´cnica de Otimizac¸a˜o Contexto de Teste
Guo et al. [74, 75] AG MEF: UIO
Derderian et al. [54] AG MEF: UIO
Lam et al. [99] coloˆnia de formigas MEF: me´todo Wp
Marchetto e Tonella [109] recozimento simulado e MEF
hill climbing
Derderian et al. [57] AG MEFE
Kalaji et al. [93, 92] AG MEFE
Zhao et al. [151] AG MEFE (paraˆmetros de entrada)
Jones et al. [91] AG Notac¸a˜o Z
Bu¨hler e Wegener [28] AE (GEATbx) teste funcional
Baresel et al.[18] AE multiobjetivo teste estrutural e
(GEATbx) funcional (Simulink e Stateflows)
Outra direc¸a˜o de investigac¸a˜o encontrada e´ a gerac¸a˜o de sequeˆncias de chamadas de
me´todos para o teste de programas orientados a objeto. Similarmente aos caminhos
em MEFE, essas sequeˆncias sa˜o formadas por diversos elementos que tambe´m possuem
paraˆmetros. Lefticaru e Ipate [101] buscam uma lista de valores de paraˆmetros de uma
sequeˆncia de chamadas de me´todos. A sequeˆncia e´ representada como um caminho em
um modelo de estados. Assim uma soluc¸a˜o corresponde aos dados dos paraˆmetros dos
me´todos que pertencem ao caminho a ser coberto. Nesse caso, como se busca cobrir
um determinado caminho, o nu´mero de paraˆmetros e´ conhecido. Uma func¸a˜o objetivo e´
definida usando conceitos de teste estrutural, tais como n´ıvel de aproximac¸a˜o e distaˆncia
de ramo. McMinn e Holcombe [113] tambe´m usam esses conceitos para gerar sequeˆncias de
chamadas de me´todos assim como seus paraˆmetros aplicando a abordagem da cadeia (em
2Simulink e´ uma ferramenta que fornece um ambiente gra´fico interativo e um conjunto de bibliotecas de
blocos que permitem projetar, simular, implementar e testar va´rios sistemas, tais como processamento de
sinais, processamento de imagens e sistemas de comunicac¸a˜o. Stateflow estende Simulink para representar
ma´quinas de estados e grafo de fluxo.
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ingleˆs, chaining approach) [63]. E´ utilizada uma codificac¸a˜o gene´rica de uma sequeˆncia
de chamadas de me´todos de tamanho pre´-definido formada por duas partes. A primeira
parte permite que o algoritmo evolutivo escolha livremente quais me´todos chamar e a
segunda e´ destinada para as chamadas de me´todos que precisam ser executadas para
alcanc¸ar o requisito de teste. Liaskos e Roper [105] introduzem uma abordagem que
combina o algoritmo gene´tico com conceitos de algoritmos de sistemas imunes artificiais
(SIA) para obter casos de teste de classes Java. A func¸a˜o objetivo tambe´m e´ baseada no
teste estrutural e visa a` cobertura de ramos.
Existem trabalhos que permitem que o tamanho da sequeˆncia de chamadas de me´todos
seja varia´vel, aspecto na˜o considerado nos trabalhos descritos acima em que o tamanho e´
fixo e pre´-determinado. Tonella [127] apresenta uma abordagem evolutiva que gera casos
de teste para programas orientados a objeto e uma ferramenta de apoio denominada eToc.
O caso de teste inclui informac¸o˜es sobre a ordem de criar os objetos, invocar me´todos
e utilizar valores dos paraˆmetros. Atrave´s dos operadores definidos pode-se modificar o
tamanho da sequeˆncia, por exemplo, pela inclusa˜o e remoc¸a˜o de me´todos. Baresi et al. [20]
geram sequeˆncias de teste para classes Java, apoiada pela ferramenta TestFul. Propo˜em
uma abordagem evolutiva h´ıbrida que realiza uma busca global no n´ıvel de classe e uma
busca local no n´ıvel dos me´todos. Tambe´m utilizam um algoritmo multiobjetivo que
considera cobertura de ramo, tamanho do caso de teste e tempo de gerac¸a˜o. Arcuri e
Yao [15] tambe´m buscam sequeˆncias de teste para programas orientados a objeto com
uma abordagem baseada em busca. A representac¸a˜o do caso de teste permite descrever
uma sequeˆncia de chamadas de me´todos, que pode ser modificada incluindo ou removendo-
se as chamadas. A func¸a˜o objetivo leva em considerac¸a˜o a cobertura dos ramos, distaˆncia
dos ramos e tamanho do caso de teste.
Tabela 3.2: Trabalhos relacionados em SBST: teste de programas orientados a objeto.
Abordagem Te´cnica de Otimizac¸a˜o Contexto de Teste
Lefticaru e Ipate [101] AG seq. de chamadas
McMinn e Holcombe[113] abordagem da cadeia seq. de chamadas
Liaskos e Roper [105] AG e SIA seq. de chamadas
Tonella [127] AG seq. de chamadas
Baresi et al. [20] AE h´ıbrido seq. de chamadas
Arcuri e Yao [15] algoritmo meme´tico seq. de chamadas
Tambe´m pode-se encontrar trabalhos que utilizam otimizac¸a˜o multiobjetivo no con-
texto de teste com diferentes propo´sitos. Oster e Saglietti [119] geram casos de teste para
maximizar a cobertura de co´digo minimizando o nu´mero de casos de teste requerido para
programas procedimentais e orientados a objeto. Lima Pinto e Vergilio [121] propo˜em
uma abordagem para o teste de programas orientados a objeto, levando-se em conta a
3.4. Trabalhos Relacionados 33
cobertura do crite´rio de teste, habilidade de revelar falhas e tempo de execuc¸a˜o. Carvalho
et al. [32] obteˆm um modelo de previsa˜o de falhas com uma abordagem multiobjetivo,
para o teste de classes e me´todos. Lakhotia et al. [98] introduzem uma abordagem multi-
objetivo para a cobertura de ramos e consumo de memo´ria dinaˆmica de programas. Yoo
and Harman [150] realizam a selec¸a˜o de casos de teste para o teste de regressa˜o combi-
nando cobertura, custo e histo´rico de falhas. Maia et al. [107] propo˜em uma abordagem
para priorizar casos de teste com base na sua volatilidade, complexidade e importaˆncia.
Cabral et al. [31] determinam a ordem para o teste de integrac¸a˜o de acordo com medidas
de acoplamento. Assunc¸a˜o et al. [14] investigam quatro medidas de acoplamento para o
teste de integrac¸a˜o: atributos, me´todos, nu´mero de tipos de retornos distintos e nu´mero
de tipos de paraˆmetros distintos. Wang et al. [140] realizam alocac¸a˜o de recursos de teste,
considerando a confiabilidade do sistema, custos dos testes e recurso total requerido nos
testes. Langdon et al. [100] utilizam a otimizac¸a˜o multiobjetivo no contexto de teste de
mutac¸a˜o em que mais de uma alterac¸a˜o pode ser considerada. Outras abordagens mul-
tiobjetivo para a gerac¸a˜o de sequeˆncias de teste sa˜o os trabalhos de Baresi et al. [20] e
Baresel et al. [18], citados anteriormente.
Tabela 3.3: Trabalhos relacionados em SBST: teste com otimizac¸a˜o multiobjetivo.
Abordagem Te´cnica de Otimizac¸a˜o Contexto de Teste
Oster and Saglietti [119] NSGA teste estrutural
Carvalho et al. [32] MOPSO-N teste estrutural
Lima Pinto e Vergilio [121] NSGA-II teste estrutural
Lakhotia et al. [98] NSGA-II teste estrutural
Yoo and Harman [150] NSGA-II teste de regressa˜o
Maia et al. [107] MOCell, NSGA-II e SPEA2 priorizac¸a˜o de teste
Cabral et al. [31] coloˆnia de formigas de Pareto teste de integrac¸a˜o
Assunc¸a˜o et al. [14] NSGA-II e SPEA2 teste de integrac¸a˜o
Wang et al. [140] HaD-MOEA alocac¸a˜o de recurso
Langdon et al. [100] PG multiobjetivo teste de mutac¸a˜o
Uma das diferenc¸as da abordagem proposta com relac¸a˜o aos trabalhos que geram ca-
sos de teste a partir de MEFE [57, 93, 92] e´ que o algoritmo evolutivo utilizado neste
trabalho gera sequeˆncias de eventos de entrada, ao inve´s de gerar diretamente os cami-
nhos de transic¸o˜es. Os paraˆmetros de entrada tambe´m sa˜o obtidos durante a gerac¸a˜o
e na˜o apo´s o processo evolutivo. Assim nesses trabalhos ainda existe a possibilidade
dos caminhos serem infact´ıveis, mesmo que o objetivo seja buscar caminhos fact´ıveis.
Na abordagem proposta MOST, esse problema e´ evitado utilizando-se um modelo exe-
cuta´vel que considera todos os dados envolvidos na MEFE para produzir os caminhos
de transic¸o˜es. Ale´m disso, o tamanho da sequeˆncia e´ determinado automaticamente
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pelo algoritmo, assim como em alguns trabalhos que geram sequeˆncias de chamadas de
me´todos [127, 20, 15], na˜o sendo necessa´rio estabelecer a priori esse valor, ao contra´rio
de trabalhos anteriores [57, 93, 92, 101, 113, 105, 18]. A fim de atender as necessi-
dades do teste baseado em MEFE foi desenvolvido o algoritmo M-GEOvsl, que ale´m
de ser capaz de gerar soluc¸o˜es de tamanho varia´vel, tambe´m pode lidar com mu´ltiplos
objetivos. A maioria dos trabalhos utiliza os algoritmos gene´ticos como te´cnica de oti-
mizac¸a˜o. Seguindo uma das direc¸o˜es de pesquisa em SBST [77, 81], MOST e´ uma abor-
dagem multiobjetivo que aborda um contexto de teste diferente dos trabalhos existen-
tes [119, 32, 121, 98, 150, 107, 31, 14, 140, 100, 18].
3.5 Considerac¸o˜es Finais
Foram apresentados os conceitos de SBST, a estrutura gene´rica de um algoritmo evolutivo
e os princ´ıpios de uma otimizac¸a˜o multiobjetivo. Tambe´m foram descritos trabalhos em
SBST relacionados com a abordagem proposta.
Embora existam diversas te´cnicas de otimizac¸a˜o, na˜o ha´ uma regra geral que diga que
uma te´cnica e´ melhor que todas as outras. A eficieˆncia de uma te´cnica de otimizac¸a˜o e´
dependente do tipo de problema em questa˜o e uma determinada te´cnica e´ mais apropri-
ada para um certo tipo de problema [143]. O desempenho da te´cnica esta´ diretamente
relacionado a` qualidade da func¸a˜o objetivo, avaliando-se adequadamente as informac¸o˜es
do processo de otimizac¸a˜o, a fim de direcionar a busca a regio˜es mais promissoras. Dessa
maneira, a investigac¸a˜o de novas te´cnicas de otimizac¸a˜o, juntamente com a definic¸a˜o de
representac¸a˜o e da func¸a˜o objetivo, para o problema de gerac¸a˜o de casos de teste e´ de
grande interesse. No pro´ximo cap´ıtulo, e´ apresentado o algoritmo evolutivo multiobjetivo





O problema de gerac¸a˜o de sequeˆncias de teste motivou o desenvolvimento do M-GEOvsl.
O algoritmo e´ uma implementac¸a˜o multiobjetivo do algoritmo de Otimizac¸a˜o Extrema
Generalizada (em ingleˆs, Generalized Extremal Optimization, GEO) [46, 47] capaz de
lidar com tamanhos varia´veis de cadeia de caracteres, tornando poss´ıvel a gerac¸a˜o de
soluc¸o˜es com diferentes tamanhos. Como uma abordagem multiobjetivo, o algoritmo pode
encontrar soluc¸o˜es que atendam a diversos objetivos simultaneamente. Neste cap´ıtulo sa˜o
apresentados os fundamentos teo´ricos que originaram o GEO (Sec¸a˜o 4.1) e, em seguida,
os passos do algoritmo M-GEOvsl (Sec¸a˜o 4.2) para um problema multiobjetivo gene´rico
em que o tamanho da soluc¸a˜o pode variar.
4.1 Origem do GEO
O algoritmo GEO e´ uma metaheur´ıstica de otimizac¸a˜o global desenvolvida como uma
generalizac¸a˜o do me´todo da Otimizac¸a˜o Extrema (em ingleˆs, Extremal Optimization,
EO) [25], com o objetivo de tornar sua implementac¸a˜o independente do tipo de pro-
blema que esta´ sendo atacado. O algoritmo EO foi inspirado em um modelo simplificado
de selec¸a˜o natural, proposto por Bak e Sneppen [17], para mostrar evideˆncias da pre-
senc¸a de Criticalidade Auto-Organizada (em ingleˆs, Self-Organized Criticality, SOC) em
ecossistemas naturais.
A teoria do SOC propo˜e que sistemas complexos com muitos elementos que interagem
entre si evoluem naturalmente para um estado cr´ıtico onde uma simples mudanc¸a em um
de seus elementos produz perturbac¸o˜es que podem atingir qualquer nu´mero de elementos
do sistema. A probabilidade de ocorrer uma perturbac¸a˜o de tamanho s e´ descrita por
uma lei de poteˆncia na forma:
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P (s) ∼ s−τ (4.1)
onde τ e´ um paraˆmetro positivo. Nota-se que perturbac¸o˜es de menor tamanho ocorrem
mais frequentemente que perturbac¸o˜es grandes, embora perturbac¸o˜es ta˜o grandes quanto
o sistema possam ocorrer com uma probabilidade na˜o desprez´ıvel.
Essa teoria tem sido utilizada para explicar o comportamento de sistemas comple-
xos em a´reas como geologia (e.g. frequeˆncia de terremotos), economia (e.g. mercado
financeiro) e biologia (e.g. evoluc¸a˜o das espe´cies) [16].
Bak e Sneppen [17] desenvolveram um modelo simplificado para mostrar que um ecos-
sistema possui caracter´ısticas de SOC na evoluc¸a˜o das espe´cies. As espe´cies que formam
o ecossistema sa˜o representadas lado a lado e possuem uma relac¸a˜o de vizinhanc¸a. Na
Figura 4.1 sa˜o mostradas n espe´cies, sendo que en e´ vizinha de en−1 e e1, e1 e´ vizinha de
en e e2, e assim sucessivamente. Para cada espe´cie e´ associado um ı´ndice de adaptac¸a˜o
no domı´nio [0, 1]. Aquela com pior ı´ndice de adaptac¸a˜o e´ considerada a espe´cie menos
adaptada e o processo de evoluc¸a˜o forc¸a esta e suas vizinhas a mudar. A ideia e´ que as
vizinhas precisam se adaptar a um novo competidor local. A mudanc¸a e´ feita atribuindo-
se aleatoriamente novos valores de aptida˜o a essas espe´cies, podendo ocasionar a evoluc¸a˜o
ou extinc¸a˜o de qualquer uma delas, mesmo que os valores de aptida˜o na˜o sejam melho-
res que os anteriores. Uma vez que a espe´cie menos adaptada e´ constantemente forc¸ada
a mudar, a aptida˜o me´dia do ecossistema aumenta e, apo´s algumas iterac¸o˜es, todas as
espe´cies apresentam um ı´ndice de adaptabilidade acima de um certo valor, denominado de
valor cr´ıtico. Eventualmente os valores de aptida˜o de algumas espe´cies podem ficar abaixo
do valor cr´ıtico por meio de avalanches (pertubac¸o˜es), cuja probabilidade de ocorreˆncia
tambe´m segue uma lei de poteˆncia na forma dada pela Equac¸a˜o 4.1. Uma te´cnica de
otimizac¸a˜o baseada nesse modelo poderia evoluir soluc¸o˜es rapidamente, sistematicamente
modificando as espe´cies menos adaptadas e, ao mesmo tempo, poderia investigar regio˜es
diferentes do espac¸o de busca atrave´s das avalanches, escapando de mı´nimos locais1.
Figura 4.1: Populac¸a˜o de espe´cies no modelo de Bak e Sneppen.
Boettcher e Percus [25] propuseram o me´todo EO inspirado no modelo de Bak-Sneppen
com o objetivo de tratar problemas dif´ıceis de otimizac¸a˜o combinato´ria. O ı´ndice de
adaptac¸a˜o e´ associado a cada varia´vel de projeto (i.e. elemento a ser otimizado) e na˜o a`
1Mı´nimos locais sa˜o pontos que minimizam o valor de uma func¸a˜o, mas podem na˜o ser o menor valor
poss´ıvel da func¸a˜o.
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configurac¸a˜o do conjunto de varia´veis. Entretanto, foi observado que uma definic¸a˜o geral
para o ı´ndice de adaptac¸a˜o para as varia´veis individuais pode se mostrar amb´ıgua ou
mesmo imposs´ıvel, sendo necessa´ria uma nova definic¸a˜o do ı´ndice de adaptac¸a˜o para cada
novo problema de otimizac¸a˜o abordado pelo me´todo. Isso motivou o desenvolvimento
do algoritmo GEO para resolver esse problema e possibilitar sua aplicac¸a˜o a uma ampla
categoria de problemas de otimizac¸a˜o cont´ınua ou combinato´ria, que possuam espac¸o de
busca complexo, inclusive na˜o convexo ou disjunto, e que incluem varia´veis cont´ınuas,
discretas, inteiras ou uma combinac¸a˜o destas.
Pode-se citar como problemas de otimizac¸a˜o solucionados com o GEO: i. projeto de
tubos de calor [50, 51, 53, 52, 135]; ii. projeto te´rmico de sate´lites [68, 69]; iii. cons-
telac¸o˜es de sate´lites [67]; iv. perfis aerodinaˆmicos de planadores [43, 44]; v. identificac¸a˜o
de propriedades o´ticas de materiais [45]; vi. otimizac¸a˜o estrutural [49, 48]; vii. teste de
software [3, 2, 4, 5, 30, 29, 144, 145, 146, 148, 149, 147]. No contexto de teste de software,
existem iniciativas que aplicam o GEO para o teste estrutural [3, 2, 4, 5, 30, 29], utilizando-
se diferentes implementac¸o˜es do algoritmo e diferentes func¸o˜es objetivos [27, 106]. Neste
trabalho, o algoritmo gera casos de teste a partir de modelos de estados, e na˜o do co´digo
fonte de programas como nos trabalhos anteriores.
O algoritmo GEO pode ter diferentes implementac¸o˜es, como por exemplo: GEO
canoˆnico, GEOvar, GEOPar-1 e M-GEO. No GEOvar [46, 47], as etapas de atribuic¸a˜o
do valor de adaptac¸a˜o e da mutac¸a˜o sa˜o diferentes do GEO canoˆnico. Quando o custo
computacional da avaliac¸a˜o da func¸a˜o objetivo e´ expressivo, o GEOPar-1 [66] pode ser
utilizado para realizar uma otimizac¸a˜o paralela, ao inve´s de monoprocessada. Como uma
versa˜o multiobjetivo, o M-GEO [66] pode otimizar simultaneamente um conjunto de ob-
jetivos baseando-se nos conceitos de otimizac¸a˜o de Pareto. Neste trabalho, e´ proposto
o M-GEOvsl que estende o M-GEO a fim permitir a gerac¸a˜o de soluc¸o˜es de tamanho
varia´vel. Os passos do algoritmo M-GEOvsl sa˜o descritos na pro´xima sec¸a˜o.
4.2 M-GEOvsl: Algoritmo
Ale´m de realizar uma otimizac¸a˜o multiobjetivo, a principal caracter´ıstica do M-GEOvsl
e´ a capacidade de gerar soluc¸o˜es com diferentes tamanhos. Como uma versa˜o do GEO,
tambe´m pode ser aplicado a problemas com miscelaˆnea de varia´veis reais, inteiras ou
discretas.
4.2.1 Codificac¸a˜o da Soluc¸a˜o
Nos me´todos GEO, as espe´cies sa˜o dispostas ao longo de uma linha e um valor de
adaptac¸a˜o e´ atribu´ıdo a cada espe´cie, analogamente ao modelo de Bak e Sneppen [17].
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A populac¸a˜o consiste na cadeia de espe´cies que codificam as varia´veis de projeto. No
GEO canoˆnico, a populac¸a˜o e´ uma sequeˆncia bina´ria em que cada bit representa uma
espe´cie. Cada varia´vel de projeto e´ codificada por um conjunto de bits. Na Figura 4.2
sa˜o mostradas duas varia´veis x0 e x1 codificadas em uma cadeia representada por quatro
espe´cies no GEO, que e´ similar a um cromossomo bina´rio que representa um indiv´ıduo
em um algoritmo gene´tico (AG) canoˆnico.
Figura 4.2: Populac¸a˜o: GEO (4 espe´cies e 2 varia´veis de projeto) × algoritmo gene´tico
(n indiv´ıduos com 2 varia´veis de projeto).
A populac¸a˜o no M-GEO segue a mesma codificac¸a˜o bina´ria do GEO. Ja´ no M-GEOvsl
e´ utilizada uma codificac¸a˜o discreta, em que cada varia´vel de projeto e´ tratada como
uma espe´cie. Por exemplo, na Figura 4.3, a populac¸a˜o com 6 varia´veis de projeto tem 6
espe´cies no M-GEOvsl, enquanto que ha´ 18 espe´cies no M-GEO, considerando que cada
varia´vel de projeto e´ codificada com 3 bits.
A fim de permitir soluc¸o˜es com diferentes tamanhos durante o processo evolutivo, a
populac¸a˜o no M-GEOvsl consiste de duas partes (cadeias de espe´cies): uma com tamanho
varia´vel e outra com tamanho fixo. Na parte varia´vel, a primeira espe´cie determina o
tamanho dessa cadeia em um determinado momento do processo evolutivo. Cada elemento
da cadeia varia´vel possui o mesmo domı´nio de valores. As espe´cies da parte fixa podem
ter domı´nio de valores diferentes e sa˜o opcionais, representando as varia´veis de projeto do
problema que na˜o precisam de uma representac¸a˜o dinaˆmica de tamanho.
Figura 4.3: Populac¸a˜o: M-GEO × M-GEOvsl.
4.2. M-GEOvsl: Algoritmo 39
4.2.2 Operador de Mutac¸a˜o
Para modificar as espe´cies no GEO, existe apenas o operador de mutac¸a˜o. Cada espe´cie
e´ mutada de acordo com seu domı´nio. No GEO canoˆnico ou M-GEO, a espe´cie pode
assumir o valor 0 ou 1. A espe´cie no M-GEOvsl pode ser codificada por inteiros ou reais.
No M-GEOvsl, um caso especial e´ a mutac¸a˜o da primeira espe´cie da parte varia´vel
da populac¸a˜o. Duas situac¸o˜es devem ser consideradas quando essa espe´cie e´ mutada:
o novo valor aumenta ou diminui o valor atual. No primeiro caso, novas espe´cies sa˜o
adicionadas ao final da cadeia varia´vel com valores aleato´rios. No segundo caso, as espe´cies
excedentes sa˜o ignoradas. Atrave´s dessas mutac¸o˜es, o algoritmo pode possuir populac¸o˜es
com diferentes tamanhos. Mutac¸o˜es em ambas as partes da populac¸a˜o sa˜o mostradas
na Figura 4.4: a) mutac¸a˜o na cadeia varia´vel: o valor da primeira espe´cie dessa parte e´
mutado de 3 para 4, assim uma espe´cie e´ adicionada nessa cadeia, e de 3 para 2, a quarta
espe´cie e´ ignorada; b) mutac¸a˜o na cadeia fixa: uma espe´cie dessa cadeia e´ mutada para
outro valor em seu domı´nio.
Figura 4.4: Mutac¸o˜es no M-GEOvsl.
4.2.3 Processo Evolutivo
Uma visa˜o geral do M-GEO e M-GEOvsl e´ apresentada na Figura 4.5 sob a forma de um
fluxograma. As diferenc¸as esta˜o relacionadas ao tratamento da populac¸a˜o pelos algorit-
mos, como na inicializac¸a˜o e mutac¸a˜o da populac¸a˜o, mas os passos sa˜o os mesmos para
ambos os algoritmos. Cada passo do M-GEOvsl e´ melhor descrito a seguir.
1. Inicialize a populac¸a˜o: para a parte varia´vel da populac¸a˜o, gere um valor inteiro
aleato´rio R para a primeira espe´cie e inicialize aleatoriamente uma cadeia de ta-
manho R; e para a parte fixa, se existir, inicialize aleatoriamente uma cadeia de
tamanho S. Assim a populac¸a˜o ~x consiste de R+ 1 espe´cies da parte varia´vel, mais
S espe´cies da parte fixa: ~x = x0, x1, . . . , xR, xR+1, . . . , xR+S.
2. Mute cada espe´cie xi para outro valor em seu domı´nio (x
′
i), uma a cada momento,
gerando ~xi = x0, . . . , , x
′
i, . . . , xR+S. Todas as func¸o˜es objetivo avaliam ~xi, calculando
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F (~xi) = [F1(~xi), . . . , Fnf (~xi)], onde nf e´ o nu´mero de func¸o˜es objetivo. Apo´s essa
avaliac¸a˜o, o valor da espe´cie xi retorna ao seu valor original. Esse processo e´ repetido
para todas as espe´cies. Desse modo, todas as nf func¸o˜es objetivo avaliam todas ~xi,
onde i ∈ {0, 1, . . . , R + S}. A aproximac¸a˜o da fronteira de Pareto e´ verificada e
atualizada com ~xi, conforme necessa´rio para conter apenas soluc¸o˜es na˜o-dominadas,
e e´ mantida em um arquivo separado. O conceito de dominaˆncia e´ apresentado na
Sec¸a˜o 3.3.
3. Escolha aleatoriamente uma func¸a˜o objetivo Fc, onde c ∈ {1, . . . , nf} e nf e´ o
nu´mero de func¸o˜es objetivo.
4. Associe um ı´ndice de adaptac¸a˜o a cada espe´cie xi como
∆i = Fc(~xi) − ρ, onde ρ e´ um valor de refereˆncia (e.g., zero). A aptida˜o indica
o ganho (ou perda) relativo a` mutac¸a˜o da espe´cie, comparado com ρ.
5. Ordene as espe´cies de acordo com seu ı´ndice de adaptac¸a˜o. A primeira posic¸a˜o
(k = 1) da ordenac¸a˜o indica a espe´cie menos adaptada. Para um problema de
minimizac¸a˜o, os menores valores de ∆i esta˜o nas menores posic¸o˜es da ordenac¸a˜o.
Se duas ou mais espe´cies possuem a mesma aptida˜o, ordene-as aleatoriamente com
distribuic¸a˜o uniforme.
6. Escolha com probabilidade uniforme uma espe´cie candidata xi para mutar. Calcule
Pi(k) = k
−τ , onde k e´ a posic¸a˜o da espe´cie xi no vetor ordenado e τ e´ um paraˆmetro
livre configurado pelo usua´rio que controla o determinismo da busca. Gere um
nu´mero aleato´rio RAN com distribuic¸a˜o uniforme no intervalo de [0,1]. Se Pi(k) ≤
RAN , a espe´cie e´ confirmada para mutar, sena˜o uma nova espe´cie e´ escolhida. Mude
a populac¸a˜o atual ~x para ~xi obtida no Passo 2. Quando τ = 0, qualquer varia´vel
possui a mesma probabilidade para ser mutada. Por outro lado, quanto maior o valor
de τ , mais determin´ıstica a busca se torna para mutar a varia´vel menos adaptada.
Na pra´tica, os valores usados para τ que maximizam a eficieˆncia do algoritmo teˆm
sido entre [1,5].
7. Verifique se o crite´rio de parada e´ alcanc¸ado. A condic¸a˜o de parada e´ o nu´mero
ma´ximo de avaliac¸o˜es de todas as func¸o˜es objetivo.
8. Verifique se a populac¸a˜o deve reinicializar. A condic¸a˜o para uma reinicializac¸a˜o
e´ numAval = int(maxNumAval/numReInit), onde numAval e´ o nu´mero atual
de avaliac¸o˜es de todas as func¸o˜es objetivo, maxNumAval o nu´mero ma´ximo de
avaliac¸o˜es das func¸o˜es objetivo e numReInit o nu´mero de reinicializac¸o˜es desejado.
Em caso de reinicializac¸a˜o, o algoritmo retorna ao Passo 1 e uma nova populac¸a˜o
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e´ gerada aleatoriamente, mantendo-se as soluc¸o˜es da fronteira de Pareto; sena˜o o
algoritmo retorna ao Passo 2.
9. Retorne o conjunto de Pareto e a fronteira de Pareto.
Figura 4.5: Processo Evolutivo: M-GEO × M-GEOvsl.
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Para ilustrar os passos do algoritmo, considere o problema de minimizar as seguintes
func¸o˜es objetivo com relac¸a˜o a um vetor de inteiros ~x de tamanho n e um inteiro y.







(xj − 2)y (4.3)
Sujeito a : 0 ≤ ~x ≤ 100 (4.4)
Onde : ~x = {x1, x2, . . . , xn} (4.5)
Um simples exemplo nume´rico e´ mostrado na Tabela 4.1 para esse problema. Nesse
caso, a populac¸a˜o representa um vetor ~x (cadeia varia´vel) e o nu´mero y (cadeia fixa).
Primeiramente, um vetor de inteiros (~x) de tamanho 4 e um valor inteiro (y) sa˜o ale-
atoriamente gerados, assim a populac¸a˜o possui 6 espe´cies nesse momento. No segundo
passo, todas as espe´cies sa˜o mutadas temporiamente, uma de cada vez, para ordenar a
aptida˜o das espe´cies. Note que a primeira espe´cie, que representa o tamanho do vetor,
e´ mutado de 4 para 6. Assim dois valores inteiros sa˜o escolhidos aleatoriamente para
completar o vetor. E´ importante observar que antes da pro´xima espe´cie mutar, a espe´cie
anterior retorna a sua condic¸a˜o original. Cada nova configurac¸a˜o e´ avaliada por ambas
as func¸o˜es objetivo, obtendo-se uma soluc¸a˜o candidata p a` fronteira de Pareto. Se p e´
uma soluc¸a˜o na˜o-dominada, enta˜o p e´ inclu´ıda na aproximac¸a˜o da fronteira de Pareto e
as soluc¸o˜es dominadas por p sa˜o removidas. No exemplo, a func¸a˜o objetivo F2 e´ escolhida
no Passo 3. Em seguida, a aptida˜o das espe´cies e´ determinada, calculando-se ∆i com
ρ = 0. No pro´ximo passo, todas as espe´cies sa˜o ordenadas pelos seus valores de aptida˜o
em relac¸a˜o a func¸a˜o objetivo escolhida F2. Note que a posic¸a˜o de ordenac¸a˜o da primeira
espe´cie e´ k = 6 e a u´ltima e´ k = 1. Isso indica que a primeira espe´cie e´ melhor adaptada
que a u´ltima, uma vez que ao mutar a primeira espe´cie, F2 melhora menos que mutando-se
a u´ltima espe´cie.
No Passo 6, uma espe´cie e´ selecionada para mutar de acordo com a pressa˜o de τ sobre
a ordenac¸a˜o. No exemplo, τ = 1.0 e´ utilizado e a terceira espe´cie com posic¸a˜o k = 3 (na˜o
e´ a menos adaptada) e´ escolhida para mutar. A mutac¸a˜o e´ confirmada com RAN = 0.2
pois a probabilidade P (3) = 1
3
= 0.33 e´ maior que RAN . Desse modo, o tamanho da
populac¸a˜o permanece com 6 espe´cies. No entanto, se a primeira espe´cie fosse selecionada
para mutar, o tamanho da populac¸a˜o aumentaria para 8 espe´cies. Quando o nu´mero
ma´ximo de avaliac¸o˜es de todas as func¸o˜es objetivo e´ alcanc¸ado, o conjunto de Pareto e
a fronteira de Pareto sa˜o retornados. Caso contra´rio, verifica-se a necessidade de uma
reinicializac¸a˜o. Reinicializac¸a˜o e´ um recurso comum em abordagens multiobjetivo para
evitar o´timos locais.
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Tabela 4.1: Exemplo nume´rico dos passos do M-GEOvsl.
Passo Populac¸a˜o F1 F2 Fc ∆i k
1 Inicialize a populac¸a˜o
~x = 4 | 3 8 10 7 ‖ 2 222 126 − − −
2 Calcule F1 e F2 para cada mutac¸a˜o de espe´cie
~x0 = 6 | 3 8 10 7 9 1 ‖ 2 304 176 − − −
~x1 = 4 |1 8 10 7 ‖ 2 214 126 − − −
~x2 = 4 | 3 3 10 7 ‖ 2 167 91 − − −
~x3 = 4 | 3 8 2 7 ‖ 2 126 62 − − −
~x4 = 4 | 3 8 10 5 ‖ 2 198 110 − − −
~x5 = 4 | 3 8 10 7 ‖ 1 28 20 − − −
3 Selecione uma func¸a˜o objetivo
~x = 4 | 3 8 10 7 ‖ 2 222 126 F2 − −
4 Encontre a aptida˜o de cada espe´cie
~x0 = 6 | 3 8 10 7 9 1 ‖ 2 304 176 F2 176 −
. . .
~x5 = 4 | 3 8 10 5 ‖ 1 28 20 F2 20 −
5 Ordene as espe´cies de acordo com sua aptida˜o
~x5 = 4 | 3 8 10 5 ‖ 1 28 20 F2 20 1
. . .
~x0 = 6 | 3 8 10 7 9 1 ‖ 2 304 176 F2 176 6
6 Escolha uma espe´cie candidata a` mutac¸a˜o
~x2 = 4 | 3 3 10 7 ‖ 2 167 91 F2 91 3
7 Verifique se o crite´rio de te´rmino e´ alcanc¸ado
8 Verifique se e´ necessa´rio uma reinicializac¸a˜o
9 Retorne o conjunto de Pareto e a fronteira de Pareto
4.3 Considerac¸o˜es Finais
Devido a`s particularidades do M-GEOvsl, e´ poss´ıvel obter soluc¸o˜es de tamanhos varia´veis
utilizando mu´ltiplos objetivos para guiar a busca. No pro´ximo cap´ıtulo e´ apresentada
a aplicac¸a˜o do M-GEOvsl na abordagem proposta de gerac¸a˜o de casos de teste a partir
de MEFE. Sequeˆncias de eventos de entrada, juntamente com os dados envolvidos, sa˜o




Abordagem de Teste Proposta
A abordagem de teste proposta neste trabalho, denominada MOST (Multi-Objective
Search-based Testing approach from EFSM ) combina o conceitos de teste baseado em
modelo (Cap´ıtulo 2) e teste baseado em busca (Cap´ıtulo 3).
Os principais passos da abordagem MOST sa˜o (Figura 5.1):
1. modelar uma MEFE M a partir da especificac¸a˜o;
2. obter o modelo executa´vel de M e validar M ;
3. instrumentar o modelo executa´vel de M ;
4. analisar as dependeˆncias de M ;
5. gerar sequeˆncias de entrada e avaliar o caminho de transic¸o˜es percorrido;
6. retornar os casos de teste.
Uma MEFE M , que representa o comportamento do sistema em teste, e´ manualmente
obtida pela especificac¸a˜o do sistema e e´ modelada de acordo com a Sec¸a˜o 2.1. Na aborda-
gem proposta uma versa˜o executa´vel da MEFE e´ utilizada, ao inve´s de considerar somente
a estrutura esta´tica da MEFE para gerar os casos de teste. O modelo executa´vel imple-
menta o comportamento da MEFE em uma linguagem de programac¸a˜o, sendo utilizado
para produzir dinamicamente o caminho de transic¸o˜es disparado por uma sequeˆncia de
eventos de entrada, considerando tanto o aspecto de controle quanto de dados do modelo.
As caracter´ısticas de um modelo executa´vel sa˜o apresentadas na Sec¸a˜o 5.1. Uma vanta-
gem do uso do modelo executa´vel e´ a possibilidade de validar o modelo antes da gerac¸a˜o
dos casos de teste, observando-se o comportamento do modelo atrave´s de sua execuc¸a˜o.
Visto que os casos de teste sa˜o derivados a partir da MEFE, e´ importante a validac¸a˜o do
modelo para verificar se o modelo esta´ de acordo com a especificac¸a˜o do sistema em teste.
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Figura 5.1: Abordagem MOST.
Uma vez validado, o modelo e´ preparado para a gerac¸a˜o de casos de teste, instrumentando
o co´digo do modelo executa´vel para produzir o caminho de transic¸o˜es disparado por uma
sequeˆncia de entrada. Como gerador de casos de teste, e´ utilizado um algoritmo evolu-
tivo, em particular, o M-GEOvsl (Cap´ıtulo 4). O algoritmo gera as sequeˆncias de entrada
incluindo os valores dos paraˆmetros envolvidos no modelo, e avalia o caminho produzido
pelo modelo executa´vel. Na Sec¸a˜o 5.3, apresenta-se como o M-GEOvsl e´ utilizado, mos-
trando a codificac¸a˜o das soluc¸o˜es e as definic¸o˜es das func¸o˜es objetivo para este problema.
Na Sec¸a˜o 5.2, e´ apresentado como as informac¸o˜es da ana´lise de dependeˆncia do modelo
(Sec¸a˜o 2.2) sa˜o utilizadas nas func¸o˜es objetivos. E´ importante notar que as dependeˆncias
sa˜o obtidas em um passo anterior a` gerac¸a˜o de casos de teste. Em MOST, os casos de teste
obtidos levam em considerac¸a˜o a cobertura da transic¸a˜o alvo e o tamanho da sequeˆncia
de entrada gerada.
5.1 Modelo Executa´vel
O principal objetivo do uso de um modelo executa´vel e´ obter de forma dinaˆmica o caminho
de transic¸o˜es disparado por uma sequeˆncia de entrada durante a execuc¸a˜o do modelo. A
ideia e´ controlar a habilitac¸a˜o das transic¸o˜es de acordo com os valores atuais dos dados
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envolvidos no modelo.
O modelo executa´vel deve se comportar de acordo com a Sec¸a˜o 2.1. Uma transic¸a˜o tx
e´ disparada apenas quando o evento de entrada correspondente ix e´ recebido e a guarda
gx e´ satisfeita, considerando-se que o estado atual e´ q
s
x. Como resposta, a ac¸a˜o ax e´
executada e o estado atual muda para qtx. A guarda utiliza os valores das varia´veis e
paraˆmetros de acordo com o histo´rico das transic¸o˜es que foram executadas anteriormente.
Os valores desses dados podem ser modificados pelas ac¸o˜es das transic¸o˜es, por exemplo,
em um comando de atribuic¸a˜o. O modelo permanece no mesmo estado e uma sa´ıda nula
e´ produzida quando a guarda gx e´ falsa ou um evento inesperado e´ recebido.
Como os aspectos de controle e de dados do modelo sa˜o considerados na sensibilizac¸a˜o
do caminho, o problema de gerac¸a˜o de caminhos infact´ıveis e´ evitado.
O modelo executa´vel pode ser obtido por qualquer ferramenta que deˆ apoio a modelos
de estados da UML. O co´digo fonte do modelo executa´vel e´ instrumentado de modo
a monitorar cada transic¸a˜o disparada e produzir o caminho percorrido ao final de sua
execuc¸a˜o.
5.2 Dependeˆncias do modelo
Dois conjuntos de transic¸o˜es sa˜o definidos na abordagem proposta baseados nas in-
formac¸o˜es obtidas da ana´lise de dependeˆncia: Ta e Tc. As informac¸o˜es desses conjuntos
sa˜o usadas nas func¸o˜es objetivo, descritas na Sec¸a˜o 5.3.2, para avaliar os casos de teste
gerados. Percorrendo-se em direc¸a˜o para tra´s no grafo de dependeˆncia, Ta(tx) conte´m as
transic¸o˜es que afetam tx, incluindo tx. Ta(tx) representa todas as transic¸o˜es em que tx e´
diretamente ou indiretamente dependente de controle e/ou dados.
Definic¸a˜o 5.1 Para uma determinada transic¸a˜o tx, Ta(tx) conte´m tx e as transic¸o˜es
obtidas percorrendo-se em direc¸a˜o para tra´s a partir de tx no grafo de dependeˆncia.
Considerando-se o grafo de dependeˆncia da Figura 2.3 e a transic¸a˜o t18 como transic¸a˜o
alvo, Ta(t18) = {t1, t4, t8, t17, t18}. As transic¸o˜es de Ta sa˜o indicadas com linhas em negrito
na Figura 5.2. Na abordagem proposta, um caso de teste e´ gratificado quando as transic¸o˜es
de Ta(t18) sa˜o percorridas, direcionando a busca em direc¸a˜o a` transic¸a˜o alvo t18. Por
exemplo, um caso de teste para cobrir t18 pode ser o caminho de transic¸o˜es caminho =
{t1, t4, t8, t18}. Note que nem todas as transic¸o˜es de Ta(t18) precisam ser parte do caso de
teste.
Baseando-se em Ta(t18), o conjunto Tc(t18) pode ser obtido para identificar as transic¸o˜es
cr´ıticas de t18. O conceito de transic¸a˜o cr´ıtica estende a noc¸a˜o de no´s cr´ıticos no teste
baseado em co´digo [112], no qual diz que ao sair deste no´, o caso de teste desvia do alvo.
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Desse modo, o propo´sito e´ penalizar os casos de teste que passam por transic¸o˜es cr´ıticas.
Uma transic¸a˜o cr´ıtica esta´ relacionada com as transic¸o˜es irma˜s de Ta(t18).
Definic¸a˜o 5.2 Uma transic¸a˜o tc e´ cr´ıtica com relac¸a˜o a uma transic¸a˜o alvo tx se tc /∈
Ta(tx) e ∃ta ∈ Ta(tx) tal que o estado origem de tc e ta e´ o mesmo e existe um caminho
pi tal que tc ∈ pi e tx /∈ pi.
Considerando-se t18 de M1 como transic¸a˜o alvo, Tc(t18) = {t2, t3, t7, t10, t19, t20, t23}.
As transic¸o˜es de Tc sa˜o indicadas com linhas tracejadas na Figura 5.2.
Figura 5.2: MEFE M1: Ta (linha em negrito) e Tc (linha tracejada), considerando-se t18
como transic¸a˜o alvo.
Pode-se citar alguns trabalhos que tambe´m utilizam as informac¸o˜es de dependeˆncias
em testes. A fim de cobrir transic¸o˜es de MEFE, Li e Wong [103] usam a ana´lise de
dependeˆncia para atribuir pesos a`s transic¸o˜es de acordo com o nu´mero de transic¸o˜es que
dominam, ou seja, o nu´mero de transic¸o˜es que sa˜o cobertas se esta transic¸a˜o foi alcanc¸ada.
No entanto, na˜o e´ mencionado se foi utilizada te´cnica de otimizac¸a˜o para gerar os casos
de teste. McMinn et al. [112] utilizam as dependeˆncias de um programa para reduzir o
espac¸o de busca de um algoritmo evolutivo no teste estrutural.
5.3 Gerador de Casos de Teste
Na abordagem proposta, a gerac¸a˜o de casos de teste e´ reformulada como um problema de
otimizac¸a˜o. Os casos de teste sa˜o automaticamente gerados a partir de MEFE usando-
se o M-GEOvsl. O algoritmo gera uma sequeˆncia de entrada, composta por eventos de
entrada e dados envolvidos nos eventos. O modelo executa´vel recebe essa sequeˆncia como
entrada e produz o caminho de transic¸o˜es percorrido pela sequeˆncia gerada (Figura 5.3).
M-GEOvsl avalia o caminho de transic¸o˜es usando as func¸o˜es objetivo F1 e F2 definidas
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para o teste baseado em MEFE. Com base nas avaliac¸o˜es das func¸o˜es objetivo, a sequeˆncia
de entrada e´ incrementalmente modificada a fim de cobrir o crite´rio de teste.
Figura 5.3: Processo evolutivo do M-GEOvsl para a abordagem MOST.
O tamanho da sequeˆncia de teste e´ um ponto a ser considerado no teste baseado em
MEFE. Isso motivou o desenvolvimento e aplicac¸a˜o do M-GEOvsl (Cap´ıtulo 4) para gerar
soluc¸o˜es com tamanhos varia´veis. O Algoritmo 5.1 mostra como o M-GEOvsl e´ utilizado
na abordagem MOST. As particularidades do algoritmo para o teste baseado em MEFE
sa˜o apresentadas nas pro´ximas sec¸o˜es: codificac¸a˜o da soluc¸a˜o (Sec¸a˜o 5.3.1) e as duas
func¸o˜es objetivo definidas para guiar a busca (Sec¸a˜o 5.3.2).
5.3.1 Codificac¸a˜o da Soluc¸a˜o
Para gerac¸a˜o de casos de testes a partir de MEFE, a populac¸a˜o em M-GEOvsl representa
uma sequeˆncia de eventos de entrada e seus paraˆmetros. Como explicado na Sec¸a˜o 4.2.1,
a populac¸a˜o possui uma parte de tamanho varia´vel e outra fixa. A parte varia´vel conte´m
a sequeˆncia de eventos de entrada, que constitui o aspecto de controle do caso de teste.
A primeira espe´cie dessa parte determina o tamanho da sequeˆncia em um determinado
momento do processo evolutivo. Assim, o tamanho da populac¸a˜o e´ varia´vel em relac¸a˜o
ao tamanho da sequeˆncia de entrada. Ja´ a parte fixa conte´m os paraˆmetros de todos os
eventos de entrada do modelo, representando os dados do caso de teste. Cada paraˆmetro
envolvido no modelo tem uma espe´cie na populac¸a˜o. Na Figura 5.4 e´ ilustrada uma
populac¸a˜o considerando a MEFE M1 do exemplo do caixa eletroˆnico (Figura 2.1).
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Algoritmo 5.1 M-GEOvsl para a abordagem MOST.
Entrada: MEFE e transic¸a˜o alvo t
Sa´ıda: conjunto de Pareto e fronteira de Pareto
R← escolha aleatoriamente o tamanho da sequeˆncia de eventos de entrada
S ← nu´mero de paraˆmetros envolvidos na MEFE
~x← x0, x1, . . . , xR, xR+1, . . . , xR+S {inicializac¸a˜o da populac¸a˜o}
enquanto not maxNumAvaliacoes fac¸a
para cada espe´cie i de ~x fac¸a
muti ← um valor do domı´nio de i
~xi ← x0, . . . ,muti, . . . , xR+S
path← obtenha o caminho de transic¸o˜es disparado por ~xi {interac¸a˜o com o modelo
executa´vel}
F (~xi)← [F1(~xi), F2(~xi)]
se t ∈ path e ~xi e´ na˜o-dominada na fronteira de Pareto enta˜o
atualize a fronteira de Pareto com ~xi
fim se
~x← x0, . . . , xi, . . . , xR+S {populac¸a˜o retorna a` configurac¸a˜o original}
fim para
Fc ← escolha aleatoriamente uma func¸a˜o objetivo
para cada espe´cie i de ~x fac¸a
∆i ← Fc(~xi)− ref {atribuic¸a˜o do valor de aptida˜o}
fim para
ordenarAptida˜o(~x) {primeira posic¸a˜o pertence a` espe´cie menos adaptada}
repita
i← escolha com probabilidade uniforme uma espe´cie candidata a` mutac¸a˜o
k ← posic¸a˜o de i na ordenac¸a˜o
Pi(k)← k−τ
ate´ Pi(k) ≥ RAN
~x← ~xi {mutac¸a˜o}
se not maxNumAvaliacoes and reinicializacao enta˜o
~x← x0, x1, . . . , xR, xR+1, . . . , xR+S {reinicializac¸a˜o da populac¸a˜o}
fim se
fim enquanto
retorne conjunto de Pareto e fronteira de Pareto
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Figura 5.4: Populac¸a˜o no M-GEOvsl para gerac¸a˜o de teste baseado em MEFE.
Assume-se que os paraˆmetros com nomes ideˆnticos sa˜o os mesmos; dessa maneira, o
nu´mero de paraˆmetros e´ constante. Por exemplo, se uma sequeˆncia conte´m os eventos
ej(. . . , p, . . . ) e ek(. . . , p, . . . ), o valor do paraˆmetro p e´ usado em ambos os eventos. Por
essa raza˜o, se for necessa´rio que p tenha valores diferentes em ej e ek, pode-se renomear
p de acordo com cada evento, pj e pk (Figura 5.5(a)). Nesse caso, a populac¸a˜o teria
uma espe´cie correspondente a pj e pk. Uma outra situac¸a˜o a ser considerada e´ quando
um evento ei(p1, p2) pode ocorrer em diferentes estados com diferentes valores, tal como
na leitura de valores de um sensor em diferentes momentos. Uma alternativa para esse
caso seria criar novos eventos de entrada com seus paraˆmetros ana´logos a ei(p1, p2) (Fi-
gura 5.5(b)): ei1(p11, p21) e ei2(p12, p22). Na populac¸a˜o, o domı´nio dos eventos de entrada
teria os eventos ei1 e ei2, ao inve´s de ei, e existiriam espe´cies para os paraˆmetros corres-
pondentes.
Figura 5.5: Renomeac¸a˜o de paraˆmetros.
5.3.2 Func¸o˜es Objetivo
Duas func¸o˜es objetivo foram definidas no M-GEOvsl para guiar a gerac¸a˜o de teste a partir
de MEFE: cobertura da transic¸a˜o alvo (F1) e tamanho da sequeˆncia de entrada (F2).
As soluc¸o˜es geradas representam um balanc¸o entre F1 e F2, visando-se a encontrar uma
sequeˆncia de entrada de tamanho mı´nimo mas longa o suficiente para cobrir uma transic¸a˜o
alvo.
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Minimize : F1 = AL+ND (5.1)
F2 = |seq|+ (1− 1.001−entradas inoportunas) (5.2)
onde
AL = 2 ∗ |Ta| −RW
ND = 1− 1.001−d
RW =
{ |T ′a| se na˜o cobre t;
|T ′a|+ |Ta| se cobre t.
A func¸a˜o objetivo F1 e´ definida em termos de: n´ıvel de aproximac¸a˜o (AL) e distaˆncia
normalizada (ND). Esses termos sa˜o bem conhecidos no teste baseado em co´digo [111], no
qual o n´ıvel de aproximac¸a˜o esta´ relacionado com o nu´mero de estruturas de controle exe-
cutado com sucesso para alcanc¸ar uma estrutura alvo. No ponto em que ocorre um desvio
no fluxo de controle para executar a estrutura desejada, um valor de distaˆncia e´ calculado,
usando-se os valores de varia´veis e constantes envolvidos nos comandos condicionais do
programa. A ideia e´ que a func¸a˜o objetivo receba melhores valores quando as soluc¸o˜es
esta˜o mais pro´ximas da estrutura alvo em comparac¸a˜o com aquelas que desviam antes.
Tradicionalmente, o valor da distaˆncia e´ normalizado no intervalo [0,1] [19, 141, 142], a fim
de se evitar o´timo locais [111]. Uma fo´rmula para normalizar a distaˆncia d e´: 1− 1.001d
[113, 139, 83].
Neste trabalho, os termos AL e ND sa˜o modificados para considerar caracter´ısticas
da MEFE. F1 foca a cobertura da transic¸a˜o alvo. Para seu ca´lculo sa˜o utilizados os
conjuntos de transic¸o˜es Ta e Tc definidos na Sec¸a˜o 5.2. E´ importante notar que esses
conjuntos sa˜o obtidos em um passo anterior ao processo evolutivo. Considerando-se um
caminho de transic¸o˜es, o propo´sito e´ gratificar as transic¸o˜es que potencialmente podem
afetar a transic¸a˜o alvo t usando-se Ta(t) e penalizar aquelas transic¸o˜es que desviam de t
usando-se Tc(t).
O n´ıvel de aproximac¸a˜o AL mede qua˜o pro´ximo uma sequeˆncia de entrada esta´ de
alcanc¸ar um caminho que passa pela transic¸a˜o alvo. O valor de AL e´ minimizado em
relac¸a˜o ao nu´mero de transic¸o˜es de Ta disparadas durante a execuc¸a˜o do modelo, |T ′a|.
Apenas quando a transic¸a˜o alvo e´ alcanc¸ada, a func¸a˜o objetivo e´ gratificada com |Ta|, a
fim de claramente diferenciar essas soluc¸o˜es com aquelas que na˜o cobrem com sucesso a
transic¸a˜o alvo. Quando todas as transic¸o˜es de Ta sa˜o alcanc¸adas, inclusive a transic¸a˜o
alvo, obte´m-se RW = |T ′a| + |Ta|. Nessa situac¸a˜o, e´ obtido o valor mı´nimo de AL (i.e,
zero).
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A distaˆncia normalizada ND calcula qua˜o distante os dados de uma transic¸a˜o cr´ıtica
esta˜o de percorrer uma transic¸a˜o de Ta. Quando se passa por uma transic¸a˜o cr´ıtica tc,
significa que o caminho divergiu de uma transic¸a˜o ta ∈ Ta. Assim analisam-se as transic¸o˜es
com o mesmo estado origem de ta, i.e. transic¸o˜es irma˜s de ta. Em uma MEFE, mais de
duas transic¸o˜es podem ter o mesmo estado origem, ao contra´rio dos ramos verdadeiro e
falso de um no´ no teste estrutural. A fim de diferenciar, as transic¸o˜es cr´ıticas sa˜o divididas
em relac¸a˜o aos seus eventos de entrada: i. os eventos de entrada de tc e ta sa˜o os mesmos
mas as guardas sa˜o diferentes, ou ii. os eventos de entrada de tc e ta sa˜o diferentes. O
Algoritmo 5.2 mostra como determinar Tc para uma determinada transic¸a˜o alvo t. De
acordo com o tipo de transic¸a˜o cr´ıtica, a distaˆncia d e´ calculada. Na primeira situac¸a˜o,
sa˜o utilizadas as func¸o˜es de distaˆncia definidas por Tracey et al. [129] (Table 5.1). Por
exemplo, se uma guarda (x == y) precisa ser avaliada como verdadeira para alcanc¸ar
a transic¸a˜o alvo, a func¸a˜o de distaˆncia e´ definida como abs(x − y) + K para transic¸o˜es
como o mesmo evento de entrada. O valor de K e´ uma constante positiva que sempre e´
adicionada se o termo na˜o e´ verdadeiro. Para distinguir soluc¸o˜es com diferentes eventos
de entrada, uma constante γ e´ aplicada para penalizar quando uma transic¸a˜o cr´ıtica e´
percorrida.
Algoritmo 5.2 Determinar as transic¸o˜es cr´ıticas (Tc).
Entrada: transic¸a˜o alvo t
Sa´ıda: Tc(t)
para ∀ti ∈ Ta(t) fac¸a
S ← getIrmas(ti)
para ∀tj ∈ S fac¸a
se tj /∈ Ta enta˜o
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Tabela 5.1: Func¸o˜es de Distaˆncia.
Operador Func¸a˜o de Distaˆncia d
Booleana se TRUE enta˜o 0 sena˜o K
a = b se abs(a− b) = 0 enta˜o 0 sena˜o abs(a− b) +K
a 6= b se abs(a− b) 6= 0 enta˜o 0 sena˜o K
a < b se a− b < 0 enta˜o 0 sena˜o (a− b) +K
a ≤ b se a− b ≤ 0 enta˜o 0 sena˜o (a− b) +K
a > b se b− a < 0 enta˜o 0 sena˜o (b− a) +K
a ≥ b se b− a ≤ 0 enta˜o 0 sena˜o (b− a) +K
¬a Negac¸a˜o e´ propagada sobre a
a ∧ b d(a) + d(b)
a ∨ b min(d(a), d(b))
a xor b d((a ∧ ¬b) ∨ (¬a ∧ b))
≡ min((d(a) + d(¬b)), (d(¬a) + d(b)))
A func¸a˜o objetivo F2 busca minimizar o tamanho da sequeˆncia de entrada, devido ao
custo do tempo de execuc¸a˜o dos casos de teste. Um valor no intervalo [0,1] e´ adicionado
ao tamanho da sequeˆncia, a fim de penalizar entradas inoportunas, visto que nenhuma
transic¸a˜o e´ disparada com essas entradas. Isso permite reduzir o nu´mero de platoˆs formado
no espac¸o das func¸o˜es objetivo, que dificultam guiar a busca. O nu´mero de entradas
inoportunas e´ normalizado, assim como ocorre com o valor de distaˆncia em F1. Apenas
na˜o existe a penalizac¸a˜o em F2, quando a sequeˆncia de entrada na˜o possui entradas
inoportunas.
5.4 Considerac¸o˜es Finais
Neste cap´ıtulo foi apresentada a abordagem de teste MOST, que utiliza o algoritmo
M-GEOvsl e um modelo executa´vel para obter os casos de teste a partir de uma MEFE.
Para a aplicac¸a˜o do M-GEOvsl neste contexto, foram apresentados como uma soluc¸a˜o e´
codificada e quais as func¸o˜es objetivo definidas para guiar a gerac¸a˜o de casos de teste. No




Foram realizados experimentos com diversos modelos a fim de avaliar a abordagem pro-
posta MOST. Foram utilizados modelos da literatura como tambe´m modelos que repre-
sentam aplicac¸o˜es reais (Sec¸a˜o 6.1). O objetivo da gerac¸a˜o de casos de teste e´ cobrir cada
transic¸a˜o do modelo, uma por vez, obtendo-se os dados necessa´rios para percorrer um
caminho que passe pela transic¸a˜o alvo.
Os experimentos visam a responder as seguintes questo˜es:
Q1: Qual o desempenho obtido da abordagem proposta na cobertura de transic¸o˜es no
teste baseado em MEFE?
Q2: Como guiar o testador para selecionar os casos de teste pela fronteira de Pareto?
Q3: Qual o desempenho obtido da abordagem proposta em comparac¸a˜o com os resultados
das abordagens existentes?
A questa˜o Q1 diz respeito a` cobertura das transic¸o˜es alvo obtida com a aplicac¸a˜o
da abordagem MOST. Tambe´m envolve os custos relacionados a` gerac¸a˜o medidos em
termos de: nu´mero de avaliac¸o˜es das func¸o˜es objetivo, tamanho do caso de teste e tempo
de execuc¸a˜o. Como os resultados produzidos pela abordagem MOST sa˜o baseados na
otimalidade de Pareto, e´ necessa´rio compreender a fronteira de Pareto para verificar o
custo/benef´ıcio de cada caso de teste gerado. As questo˜es Q1 e Q2 sa˜o tratadas na
Sec¸a˜o 6.4.1.
A fronteira de Pareto tambe´m e´ utilizada para responder Q3. E´ realizada uma ana´lise
de quais soluc¸o˜es sa˜o dominadas ou na˜o pelas soluc¸o˜es obtidas por outra abordagem SBST
que deriva casos de teste a partir de MEFE [93, 92] (Sec¸a˜o 6.4.2).
Devido a` grande quantidade de informac¸a˜o, os dados dos experimentos esta˜o dis-
pon´ıveis na pa´gina do grupo SED em: http://www.sed.ic.unicamp.br/people-1/tyano/
experiments. Pode-se encontrar informac¸a˜o sobre cada modelo usado como estudo de
caso, assim como os resultados dos experimentos.
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6.1 Estudos de Caso
Os modelos utilizados como estudos de caso representam o comportamento de diferentes
sistemas computacionais. A Tabela 6.1 apresenta algumas informac¸o˜es sobre os modelos,
tais como nu´mero de estados, transic¸o˜es, eventos e paraˆmetros. A u´ltima coluna indica o
valor de CCS (Cyclomatic Complexity of State machine) [136] dos modelos. CCS e´ uma
adaptac¸a˜o das me´tricas que verificam a complexidade estrutural de modelos de estados,
sendo dado por: CCS = |T | + |I| + |AG| + 2, onde T e´ o conjunto de transic¸o˜es, I e´ o
conjunto de eventos de entrada e AG e´ o conjunto de expresso˜es atoˆmicas nas guardas.
Tabela 6.1: Modelos utilizados nos experimentos.
Modelo #Estados #Transic¸o˜es #Eventos #Paraˆmetros CCS
M1 : Caixa eletroˆnico 1 9 23 15 7 55
M2 : Pagamento em caixa 12 21 15 7 51
M3 : Controle de cruzeiro 5 17 9 3 47
M4 : Bomba de combust´ıvel 13 25 16 5 63
M5 : INRES 1 8 18 9 3 34
M6 : Elevador 1 6 12 11 0 28
M7 : Impressora 11 89 19 11 123
M8 : Ma´quina de venda 7 28 11 3 65
M9 : Seguranc¸a de voo 4 32 14 12 173
M10 : Elevador 2 5 25 11 15 176
M11 : Protocolo de transporte 6 21 13 14 57
M12 : Caixa eletroˆnico 2 10 30 13 10 80
M13 : INRES 2 4 16 7 2 37
M14 : Servic¸o web 1 9 40 13 6 83
M15 : Servic¸o web 2 26 235 57 29 376
As MEFEs sa˜o modelos obtidos da literatura, exceto os dois u´ltimos modelos: M1 a
M8 [13], M9 e M10 [94], M11 [93], e M12 e M13 [92]. Os modelos M14 e M15 representam
aplicac¸o˜es reais. Abaixo segue uma breve descric¸a˜o de cada modelo:
• M1: Especifica o comportamento de um sistema de caixa eletroˆnico [96], conforme
descrito no Cap´ıtulo 2 (Figura 2.1). Proveˆ as operac¸o˜es para saldo, depo´sito e saque
em conta corrente ou poupanc¸a. Oferece a opc¸a˜o de menu em ingleˆs e espanhol.
• M2: Representa as ac¸o˜es para pagamento de compras em um caixa. Apo´s calcular
a soma total da compra, pode-se escolher o tipo de pagamento: dinheiro, carta˜o de
cre´dito ou cheque. Para as duas u´ltimas opc¸o˜es, sa˜o necessa´rias autenticac¸o˜es para
realizar essas operac¸o˜es.
• M3: Controla a velocidade de um cruzeiro para manteˆ-la constante. Existe um
sensor de leitura da velocidade atual para informar se esta´ entre a velocidade mı´nima
e ma´xima. Tambe´m pode-se aumentar ou diminuir a velocidade do cruzeiro.
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• M4: Modela o comportamento para se utilizar uma bomba de combust´ıvel. Pode-se
optar pelo tipo de combust´ıvel: regular, me´dio e super. O pagamento, que pode ser
em dinheiro ou carta˜o de cre´dito, leva em considerac¸a˜o o tipo de combust´ıvel e se o
carro foi lavado.
• M5: Especifica o protocolo de comunicac¸a˜o INRES [87]. O protocolo e´ orientado
a conexa˜o composto por duas partes: uma parte que estabelece a conexa˜o e envia
dados, e a outra que recebe os dados e termina a conexa˜o.
• M6: Mostra diferentes estados de um elevador: quando a porta esta´ aberta ou
fechada e quando a porta esta´ abrindo ou fechando. Existe um temporizador para
manter a porta aberta por um certo tempo e um bota˜o de interrupc¸a˜o que reinicia
esse temporizador.
• M7: Verifica cada caractere de um arquivo para impressa˜o. Os caracteres podem
ser nu´meros, s´ımbolos e espac¸os em branco. Existe um contador para os caracteres
“=>”.
• M8: Representa uma ma´quina de vendas de cafe´ e cha´ que aceita moedas de 25
centavos. Pode-se selecionar a bebida e o tamanho do copo entre grande e pequeno.
A cada venda, verifica-se a disponibilidade do tipo de copo selecionado e, caso exista,
atualiza-se o nu´mero de copos apo´s a venda. Tambe´m e´ poss´ıvel inserir copos na
ma´quina.
• M9: Monitora a cabine de um avia˜o em termos de: vibrac¸a˜o, pressa˜o, temperatura
e fumac¸a. De acordo com os valores desses fatores, o sistema pode estar no estado
seguro, de alerta ou cr´ıtico. Algumas ac¸o˜es precisam ser tomadas dependendo da
situac¸a˜o, tal como liberar as ma´scaras de oxigeˆnio quando a pressa˜o do ar estiver
baixa.
• M10: Representa um sistema de elevador para um pre´dio de treˆs andares. Ale´m do
controle dos estados das portas do elevador, sa˜o verificados o peso, temperatura e
fumac¸a. A fim de evitar que crianc¸as utilizem o elevador, a carga da cabine precisa
ser maior que 15 Kg para que o elevador funcione.
• M11: Modela uma versa˜o simplificada de um protocolo de transporte classe 2 [23].
O modelo representa o estabelecimento de conexa˜o, transfereˆncia de dados, controle
de fluxo e segmentac¸a˜o.
• M12: Estende o modelo de caixa eletroˆnico descrito em [96], permitindo a operac¸a˜o
de transfereˆncia, ale´m de saldo, depo´sito e saque. O menu do sistema pode ser em
ingleˆs ou franceˆs.
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• M13: Modela o protocolo de comunicac¸a˜o INRES [87]. Embora seja diferente do mo-
delo M5, tambe´m representa o estabelecimento de conexa˜o, transfereˆncia de dados
e te´rmino da conexa˜o.
• M14: Representa um servic¸o web que integra diversas fontes de informac¸a˜o, permi-
tindo a interoperabilidade entre redes distintas e desenvolvimento em plataformas
diferentes. Possibilita realizar consultas em diferentes bancos de dados ao mesmo
tempo.
• M15: Representa um servic¸o web que produz relato´rios de acordo com uma clas-
sificac¸a˜o do dado de entrada. A quantidade e diversificac¸a˜o de informac¸o˜es no
relato´rio sa˜o proporcionais ao tipo do dado de entrada.
6.2 Configurac¸a˜o dos Experimentos
Um passo anterior a` gerac¸a˜o de casos de teste em uma abordagem SBST e´ o ajuste da
te´cnica de otimizac¸a˜o baseada em busca para o problema a ser tratado. A eficieˆncia do
algoritmo M-GEOvsl esta´ relacionada ao paraˆmetro τ que controla o determinismo da
busca, conforme mencionado no Cap´ıtulo 4. Assim para ajustar o algoritmo, o M-GEOvsl
foi executado com τ entre [1,5] com incremento de 0.25. Foram realizadas 105 avaliac¸o˜es
das func¸o˜es objetivo, como crite´rio de parada, com 50 reinicializac¸o˜es. A sequeˆncia de
entrada poderia conter no ma´ximo 100 eventos de entrada.
A influeˆncia de τ em M-GEOvsl pode ser vista na Figura 6.1 para cobrir a transic¸a˜o
t12 do modelo M8. A fim de minimizar as func¸o˜es objetivo F1 e F2, os melhores resultados
sa˜o obtidos com um valor intermedia´rio de τ entre [1, 5]. Assim, uma busca muito
determin´ıstica (τ = 5.0) ou aleato´ria (τ = 1.0) e´ menos propensa a encontrar a fronteira
de Pareto para este problema de gerac¸a˜o de casos de teste.
No processo de ajuste, o desempenho do M-GEOvsl foi melhor com τ = 3.75. Assim,
para a gerac¸a˜o dos casos de teste, o algoritmo M-GEOvsl foi executado 10 vezes com
τ = 3.75 para cobrir cada transic¸a˜o dos modelos. A configurac¸a˜o dos experimentos foi
praticamente igual a`s informac¸o˜es do processo de ajuste, mas aumentando-se o nu´mero
ma´ximo de avaliac¸o˜es das func¸o˜es objetivo, o nu´mero de reinicializac¸o˜es e o tamanho
ma´ximo da sequeˆncia de entrada, conforme a seguir:
• Paraˆmetro τ : τ = 3.75;
• Nu´mero de avaliac¸o˜es das func¸o˜es objetivo: maxNumAval = 106;
• Nu´mero de reinicializac¸o˜es : numReIni = 100;
• Valor de refereˆncia: ρ = 0;
• Tamanho ma´ximo da sequeˆncia de eventos de entrada: maxNumEventos = 500;
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• Eventos de entrada: inteiros de 1 a |I|, onde I e´ o alfabeto de entrada de cada
modelo;
• Paraˆmetros de entrada: inteiros positivos;
• Constante K da func¸a˜o objetivo F1: K = 100;
• Penalidade γ da func¸a˜o objetivo F1: γ = 1000.
O nu´mero de avaliac¸o˜es das func¸o˜es objetivo determina o crite´rio de parada do al-
goritmo. Ja´ as reinicializac¸o˜es visam a evitar o´timos locais. Um limite ma´ximo para o
tamanho da sequeˆncia de entrada foi dado a fim de evitar que sejam geradas sequeˆncias
muito longas para os modelos utilizados. Com respeito ao domı´nio da populac¸a˜o de
M-GEOvsl, o primeiro elemento que representa o tamanho da sequeˆncia de entrada e´ um
inteiro positivo menor que 500. O domı´nio das espe´cies que representam os eventos e os
paraˆmetros de entradas varia de acordo com cada modelo. Em relac¸a˜o a F1, as constantes
K e γ sa˜o utilizadas para o ca´lculo do termo d da func¸a˜o objetivo. Nos experimentos, foi
utilizado um Pentium 4 com 3.00 GHz e 1 GB de memo´ria RAM.
Figura 6.1: M8 : Influeˆncia de τ em M-GEOvsl.
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A fim de automatizar alguns passos da abordagem MOST, duas ferramentas foram
utilizadas: SMC1 (State Machine Compiler) e SLIM (SLIcing state based Model) [13].
As informac¸o˜es de dependeˆncia de controle (NTSCD) e dados (DD) dos modelos foram
obtidas pela ferramenta SLIM. Enquanto que SMC foi utilizada para obter os modelos
executa´veis. Essa ferramenta recebe como entrada uma descric¸a˜o da MEFE e gera o
co´digo fonte correspondente ao comportamento do modelo em diversas linguagens de pro-
gramac¸a˜o. Em particular, foi utilizado o modelo executa´vel em Java, a fim de manter
a compatibilidade de linguagem de programac¸a˜o usada no gerador de casos de teste. E´
importante notar que o modelo executa´vel na˜o corresponde ao co´digo fonte do sistema
em teste, pois e´ uma versa˜o ainda independente de plataforma. O modelo executa´vel foi
devidamente instrumentado de forma manual para informar o caminho de transic¸o˜es per-
corrido, dados uma sequeˆncia de eventos de entrada e os valores dos paraˆmetros, e para
coletar informac¸o˜es utilizadas pelas func¸o˜es objetivo. Uma vez que a MEFE pode ser con-
siderada como um modelo de estados da UML, pore´m sem algumas caracter´ısticas como
estados com histo´rico e estados paralelos, tambe´m poderiam ser utilizadas ferramentas
que geram o co´digo de modelos de estados da UML.
6.3 Me´tricas
Para avaliar os resultados, as soluc¸o˜es das fronteiras de Pareto de cada execuc¸a˜o do
M-GEOvsl para uma determinada transic¸a˜o alvo foram utilizadas para construir uma
nova fronteira, mantendo-se apenas as soluc¸o˜es na˜o-dominadas. Dessa maneira a ana´lise
de resultados dos experimentos leva em considerac¸a˜o apenas a fronteira de Pareto FP
criada a partir dos resultados de cada execuc¸a˜o do algoritmo.
A me´dia do nu´mero de soluc¸o˜es de cada modelo M e´ calculada levando-se em consi-






Embora o crite´rio de parada do M-GEOvsl seja o nu´mero ma´ximo de avaliac¸o˜es das
func¸o˜es objetivo, foi coletado o nu´mero de avaliac¸o˜es necessa´rio para encontrar cada
soluc¸a˜o. A me´dia de avaliac¸o˜es para encontrar cada soluc¸a˜o s na fronteira de Pareto







|T |+ |FP | (6.2)
1Available in http://smc.sourceforge.net.
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Para o ca´lculo da me´dia do tamanho dos caminhos obtidos em cada modelo M , e´







|T |+ |FP | (6.3)
A me´dia do tamanho das sequeˆncias tambe´m e´ calculada de acordo com as soluc¸o˜es







|T |+ |FP | (6.4)
6.4 Resultados
Os dados resultantes da gerac¸a˜o de casos de teste de cada modelo sa˜o apresentados na
Sec¸a˜o 6.4.1. Ale´m disso e´ descrito como a fronteira de Pareto pode ser analisada para
selecionar os casos de teste. Ja´ na Sec¸a˜o 6.4.2 sa˜o mostrados os resultados da comparac¸a˜o
da abordagem proposta com um trabalho SBST relacionado.
6.4.1 Gerac¸a˜o de Casos de Teste
Como MOST e´ uma abordagem multiobjetivo, pode-se produzir mais de uma soluc¸a˜o
bem-sucedida que alcance a transic¸a˜o alvo. O conjunto de soluc¸o˜es encontrado forma o
conjunto de Pareto e cada soluc¸a˜o e´ representada por um ponto na fronteira de Pareto.
Na Figura 6.2 e´ mostrada a fronteira de Pareto para a transic¸a˜o t7 de M1. O conjunto
de Pareto correspondente e´ apresentado na Tabela 6.2 com as seguintes informac¸o˜es: o
caminho gerado, a sequeˆncia de eventos de entrada e os valores dos paraˆmetros. Os
eventos de entrada esta˜o codificados de acordo com a Tabela 6.3. As soluc¸o˜es diferenciam-
se uma das outras no tamanho da sequeˆncia de entrada e no nu´mero de transic¸o˜es de Ta
alcanc¸adas pelo caso de teste de acordo as func¸o˜es objetivo F1 e F2 (Sec¸a˜o 5.3.2). Observe
pela Tabela 6.2 que as soluc¸o˜es possuem diferentes tamanhos. Ale´m disso, o caminho
percorrido em s1 e´ formado por 4 transic¸o˜es, mas a sequeˆncia de entrada que habilita esse
caminho possui 6 eventos de entrada. Enta˜o a sequeˆncia conte´m 2 eventos de entrada
inoportunos.
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Figura 6.2: M1: Fronteira de Pareto para t7.
Tabela 6.2: M1: Conjunto de Pareto para t7.
Soluc¸a˜o Caminho Sequeˆncia de eventos Paraˆmetros
pin sb cb p w d
s1 t1t4t5t7 0 0 3 1 2 5 945 635 115 945 928 337
s2 t1t4t6t7t9t8 0 4 1 3 5 7 6 208 298 410 208 942 143
s3 t1t4t6t7t9t8t10 4 0 1 4 3 5 7 6 7 10 70 929 907 70 110 605
Tabela 6.3: M1: legenda dos eventos de entrada.
Nu´mero Evento de entrada Nu´mero Evento de entrada
0 carta˜o(pin, sb, cb) 6 poupanca()
1 senha(p) 7 pronto()
2 ingleˆs() 8 saldo()
3 espanhol() 9 depo´sito(d)
4 sai´da() 10 saque(w)
5 contaCorrente() 11 recibo()
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Como mais de uma soluc¸a˜o pode ser gerada, o testador tem o papel de decidir quais
casos de teste sera˜o aplicados. Para guiar o testador, a fronteira de Pareto e conjunto
de Pareto devem ser analisados. Quanto mais soluc¸o˜es na fronteira, maior o nu´mero de
soluc¸o˜es alternativas oferecidas para o testador. Ao minimizar F2, as menores sequeˆncias
de entrada podem ser obtidas enquanto que, provavelmente, poucas transic¸o˜es de Ta sa˜o
alcanc¸adas. Quando o tempo de execuc¸a˜o dos casos de teste e´ alto, os menores casos de
teste podem ser selecionados. Por exemplo, nessa situac¸a˜o, a soluc¸a˜o s1 da Tabela 6.2
poderia ser utilizada. Note que a abordagem foi capaz de encontrar o menor caminho
do estado inicial a t7 com a soluc¸a˜o s1. Por outro lado, mais transic¸o˜es de Ta podem
ser percorridas minimizando-se F1 mas uma sequeˆncia de entrada mais longa pode ser
requerida. O testador pode optar pelos casos de teste mais longos quando o tempo de
execuc¸a˜o do caso de teste na˜o for restrito. Uma vez que esses casos de teste possuem
mais passos (interac¸o˜es de entrada), mais transic¸o˜es podem ser verificadas ao mesmo
tempo. E´ poss´ıvel, por exemplo, percorrer 7 transic¸o˜es diferentes usando o caminho de
s3. Observe que pela fronteira de Pareto (Figura 6.2) o valor de F1 da soluc¸a˜o s3 e´ igual
a zero. Isso significa que o caminho de s3 percorre todas as transic¸o˜es que afetam t7
(Ta(t7) = {t4, t7, t8, t9, t10}. Entretanto, s3 possui o maior tamanho. Ja´ s1 possui o menor
tamanho, mas poucas transic¸o˜es de Ta(t7) sa˜o percorridas.
Quando a fronteira de Pareto possui um ponto, significa que essa soluc¸a˜o dominou
todas as demais geradas pelo M-GEOvsl. Dessa maneira, a soluc¸a˜o apresentou melhores
valores considerando ambas func¸o˜es objetivo F1 e F2 do que as outras soluc¸o˜es geradas.
Por exemplo, existe apenas uma soluc¸a˜o para a transic¸a˜o t4 de M1:
Caminho Sequeˆncia de eventos Paraˆmetros
pin sb cb p w d
t1t4 0 1 806 698 167 806 537 764
Nesse caso, foi encontrada a soluc¸a˜o o´tima global para t4, visto que essa sequeˆncia de
entrada na˜o possui eventos inoportunos e habilita o menor caminho a partir do estado
inicial a t4, alcanc¸ando todas as transic¸o˜es de Ta(t4) = {t1, t4}). Para quaisquer outras
soluc¸o˜es, uma das func¸o˜es objetivo ou ambas teriam valores piores que essa soluc¸a˜o en-
contrada, e logo seriam soluc¸o˜es dominadas. Note tambe´m que foram gerados os valores
dos paraˆmetros (p e pin) que permitem que t4 seja habilitada. A guarda de t4 e´ apenas
satisfeita quando o valor de pin fornecido e´ a senha esperada p e o nu´mero de tentativas
para entrar com o valor de pin correto e´ menor que 3.
Na Tabela 6.4 e´ mostrada a cobertura obtida pela gerac¸a˜o de casos de teste. Para a
maioria dos modelos, foi obtida uma cobertura de 100% das transic¸o˜es. Assim nesses casos
foi encontrada pelo menos uma soluc¸a˜o que cubra cada transic¸a˜o do modelo. Isso significa
que a fronteira de Pareto correspondente a cada transic¸a˜o alvo possui pelo menos uma
soluc¸a˜o que cubra a transic¸a˜o alvo. Apenas em dois modelos na˜o foram gerados casos
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de teste para cobrir todas as transic¸o˜es, mas ainda foi obtida uma alta cobertura. As
transic¸o˜es na˜o cobertas tambe´m sa˜o apresentadas na Tabela 6.4. Pelas Figuras 6.3 a
6.6, pode-se verificar o nu´mero de soluc¸o˜es da fronteira de Pareto para cada transic¸a˜o.
Foi analisado que qualquer caminho com a transic¸a˜o t83 de M7 seria infact´ıvel. Essa
transic¸a˜o precisa que o valor de um contador count seja menor ou igual a zero para ser
habilitada, mas count sempre tem um valor maior ou igual a 1 no estado de origem de
t83 independentemente do caminho tomado. Ale´m disso, no estado de origem de t83, a
varia´vel count na˜o e´ redefinida. Assim na˜o existem dados de teste que exercitem t83.
Em relac¸a˜o a`s transic¸o˜es de M15, uma das razo˜es pelas quais algumas transic¸o˜es na˜o
foram cobertas e´ que suas guardas envolviam diversos valores de paraˆmetros, limitando o
domı´nio de dados capaz de satisfazeˆ-las.
Tabela 6.4: Cobertura da gerac¸a˜o dos casos de teste.















M15 : 97.45% t65, t66, t79, t87, t94 e t146
De acordo com as me´tricas definidas na Sec¸a˜o 6.3, as me´dias dos resultados da gerac¸a˜o
de casos de teste sa˜o mostradas na Tabela 6.5: nu´mero de soluc¸o˜es, nu´mero de avaliac¸o˜es,
tamanho dos caminhos, tamanho das sequeˆncias e tempo de execuc¸a˜o (em segundos),
e os desvios padro˜es correspondentes (σ). O tempo e´ referente a` execuc¸a˜o do algoritmo
M-GEOvsl para uma transic¸a˜o do modelo. Em me´dia, o algoritmo levou aproximadamente
26 segundos em cada execuc¸a˜o. Note que pela Tabela 6.5, embora o crite´rio de parada do
M-GEOvsl fosse de 10
6 avaliac¸o˜es das func¸o˜es objetivo, foi necessa´rio aproximadamente
metade desse valor para obter uma soluc¸a˜o, em me´dia. Os caminhos e sequeˆncias mais
longos foram obtidos nos modelos com maior nu´mero de transic¸o˜es, M7 e M15.
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Tabela 6.5: Me´dias e desvios padro˜es (σ) dos resultados da gerac¸a˜o de casos de
teste: nu´mero de soluc¸o˜es, nu´mero de avaliac¸o˜es, tamanho dos caminhos, tamanho das
sequeˆncias e tempo de execuc¸a˜o (segundos).
M #Sol. σ #Aval. σ |Cam.| σ |Seq.| σ Tempo σ
M1 : 3.04 1.85 444297.28 215109.16 8.44 4.5 15.56 10.01 12.91 1.08
M2 : 7.29 3.68 423318.67 183100.7 11.04 4.16 28.03 12.68 25.19 4.24
M3 : 5.53 2.45 474713.55 191829.28 6.81 2.57 7.12 2.73 13.88 0.6
M4 : 2.84 1.65 486978.85 247153.34 9.08 4.71 19.7 15.16 20.84 2.66
M5 : 14.5 4.89 512107.85 157098.15 19.35 6.17 39.38 14.2 33.06 3.76
M6 : 4.33 2.9 376056.57 172566.32 10.12 4.43 20.64 10.72 23.08 2.68
M7 : 51.04 11.79 494939.44 76545.47 41.88 6.03 65.82 13.08 41.21 4.14
M8 : 16.21 4.98 510913.61 61999.99 30.61 7.84 53.49 21.2 22.75 1.58
M9 : 10.19 3.23 523125.42 117053.8 18.13 4.5 60.91 19.43 27.22 1.95
M10 : 6.16 1.91 511914.65 142526.83 10.41 3.63 56.39 23.01 16.76 1.01
M11 : 15.33 3.73 496579.78 104922.17 17.38 4.29 43.55 21.08 30.33 4.39
M12 : 6.73 3.08 501232.92 145421.33 16.52 8.15 61.7 40.95 20.23 1.77
M13 : 11.75 3.91 474617.1 157831.04 20.06 6.37 32.2 11.64 31.81 3.08
M14 : 16.45 3.83 473504.46 102092.43 22.86 4.54 40.88 9.86 34.95 3.8
M15 : 18.13 11.31 506794.44 149896.54 33.87 11.32 178.12 77.23 42.43 9.49
Me´dias 12.64 4.35 480739.64 148343.1 18.44 5.55 48.23 20.2 26.44 3.08
66 Cap´ıtulo 6. Experimentos
(a) M1 (b) M2
(c) M3 (d) M4
(e) M5 (f) M6
Figura 6.3: M1 a M6: Nu´mero de soluc¸o˜es no conjunto de Pareto.
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(a) M7 (b) M7
(c) M8 (d) M9
(e) M10 (f) M11
Figura 6.4: M7 a M11: Nu´mero de soluc¸o˜es no conjunto de Pareto.
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(a) M12 (b) M13
(c) M14 (d) M15
(e) M15 (f) M15
Figura 6.5: M12 a M15: Nu´mero de soluc¸o˜es no conjunto de Pareto.
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(a) M15 (b) M15
Figura 6.6: M15: Nu´mero de soluc¸o˜es no conjunto de Pareto.
6.4.2 Comparac¸a˜o com Trabalho Relacionado
A fim de verificar o desempenho de MOST com trabalhos existentes, os resultados de
MOST foram comparados com as abordagens SBST baseada em MEFE propostas por
Kalaji et al. [93, 92]. A comparac¸a˜o foi dividida de acordo com os diferentes modelos
aplicados em cada trabalho: M11 [93] e M12 e M13 [92]. As principais diferenc¸as dessas
abordagens com MOST sa˜o: i) um algoritmo gene´tico foi utilizado com uma otimizac¸a˜o
mono-objetivo. Foram feitas 1000 gerac¸o˜es com uma populac¸a˜o de 25 indiv´ıduos. ii) o
tamanho do caso de teste na˜o era considerado parte do processo evolutivo. Foi fixado o
tamanho de 11 para M11 e de 10 para M12 e M13. iii) a gerac¸a˜o dos casos de teste foi
realizada em dois passos. Primeiramente, foram gerados os caminhos de transic¸o˜es com o
algoritmo gene´tico e, em seguida, foram gerados dados aleatoriamente para habilitar esses
caminhos. Como os valores dos paraˆmetros dos eventos de entrada sa˜o gerados apo´s a
obtenc¸a˜o dos caminhos, existe a possibilidade de ter caminhos que na˜o possam ser habili-
tados, por serem caminhos infact´ıveis. Embora utilizem uma outra func¸a˜o objetivo para
guiar a busca, e´ importante destacar que o valor da func¸a˜o objetivo tambe´m relacionado
com a ana´lise de dependeˆncia das transic¸o˜es do caminho gerado, conforme descrito na
Sec¸a˜o 3.4.
Cada caminho encontrado por Kalaji et al. foi avaliado por F1 e F2 definidas em
MOST, obtendo-se a soluc¸a˜o sk no espac¸o das func¸o˜es objetivo. A soluc¸a˜o sk foi analisada
em relac¸a˜o a` fronteira de Pareto produzida pelo M-GEOvsl. Para ilustrar, na Figura 6.7(a)
e´ mostrada a fronteira de Pareto obtida pelo M-GEOvsl para t5 de M11 e a soluc¸a˜o sk
(indicada por ). Nesse caso sk e´ uma soluc¸a˜o dominada pelas soluc¸o˜es da fronteira,
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assim na˜o constitui uma soluc¸a˜o o´tima para o problema. Por outro lado, para a transic¸a˜o
t6, sk e´ uma soluc¸a˜o na˜o-dominada no espac¸o das func¸o˜es objetivo, como apresentado na
Figura 6.7(b). Note que sk domina 4 soluc¸o˜es da fronteira de Pareto encontrada pelo
M-GEOvsl. Para cada transic¸a˜o de M11, na Tabela 6.6 e´ mostrado o nu´mero de soluc¸o˜es
da fronteira de Pareto obtida pelo M-GEOvsl (pf), e a porcentagem de soluc¸o˜es da fron-
teira na˜o-dominada pela soluc¸a˜o sk (nd). Observe que em 9 das 20 transic¸o˜es de M11, as
soluc¸o˜es da fronteira de Pareto do M-GEOvsl dominam as soluc¸o˜es encontradas por Kalaji
et al.. Para as demais transic¸o˜es, sk e´ uma soluc¸a˜o na˜o-dominada, assim pode ser consi-
derada soluc¸a˜o o´tima sob a perspectiva multiobjetivo. Analogamente a` Tabela 6.6, nas
Tabelas 6.7 e 6.8 sa˜o mostradas as informac¸o˜es da comparac¸a˜o com os modelos M12 e M13,
respectivamente. Apenas em M12, as soluc¸o˜es de MOST para t23 foram todas dominadas
por sk. Ja´ em 10 das 15 transic¸o˜es de M13, nenhuma soluc¸a˜o de MOST foi dominada por
sk. Os detalhes dessa comparac¸a˜o tambe´m podem ser encontrados na pa´gina do grupo
SED.
Um aspecto que deve ser considerado nessa comparac¸a˜o e´ o nu´mero de avaliac¸o˜es
das func¸o˜es objetivo. Embora diferentes algoritmos evolutivos tenham sido utilizados,
foi necessa´rio um nu´mero maior de avaliac¸o˜es no M-GEOvsl, visto que os valores dos
paraˆmetros sa˜o levados em considerac¸a˜o no processo evolutivo. Na abordagem de Kalaji
et al. ainda e´ preciso demandar esforc¸o para encontrar esses valores aleatoriamente apo´s
o te´rmino da execuc¸a˜o do algoritmo gene´tico. Ale´m disso, as soluc¸o˜es de sk na˜o dominam
as soluc¸o˜es de MOST que possuem tamanho menor que o tamanho fixo de sk.
(a) t5 (b) t6
Figura 6.7: M11: Fronteira de Pareto.
6.4. Resultados 71
Tabela 6.6: M11: Nu´mero de soluc¸o˜es da fronteira de Pareto obtida pelo M-GEOvsl (pf)
e porcentagem de soluc¸o˜es na˜o-dominadas por sk (nd).
Trans. pf nd (%) Trans. pf nd (%)
t0 20 95.00 t11 5 100.0
t1 19 89.47 t12 15 100.0
t2 14 100.0 t13 14 92.86
t3 19 79.94 t14 12 91.67
t4 13 84.61 t15 17 94.12
t5 13 100.0 t16 19 100.0
t6 18 77.78 t17 13 92.31
t7 15 80.00 t18 20 100.0
t8 14 64.28 t19 11 100.0
t9 14 92.85 t20 17 100.0
t10 20 100.0
Tabela 6.7: M12: Nu´mero de soluc¸o˜es da fronteira de Pareto obtida pelo M-GEOvsl (pf)
e porcentagem de soluc¸o˜es na˜o-dominadas por sk (nd).
Trans. pf nd (%) Trans. pf nd (%)
t1 10 60.00 t16 9 100.0
t2 2 100.0 t17 4 75.00
t3 1 100.0 t18 7 85.71
t4 8 75.00 t19 10 70.00
t5 6 16.67 t20 9 55.56
t6 12 75.00 t21 7 100.0
t7 5 60.00 t22 6 100.0
t8 5 40.00 t23 5 00.00
t9 4 50.00 t24 1 100.0
t10 6 16.67 t25 6 33.33
t11 12 75.00 t26 4 75.00
t12 9 77.78 t27 9 100.0
t13 13 84.62 t28 7 57.15
t14 4 75.00 t29 9 100.0
t15 5 80.00 t30 7 85.71
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Tabela 6.8: M13: Nu´mero de soluc¸o˜es da fronteira de Pareto obtida pelo M-GEOvsl (pf)
e porcentagem de soluc¸o˜es na˜o-dominadas por sk (nd).
Trans. pf nd (%) Trans. pf nd (%)
t0 1 100.0 t8 14 85.71
t1 15 100.0 t9 12 91.67
t2 11 100.0 t10 8 100.0
t3 17 100.0 t11 12 100.0
t4 9 88.89 t12 11 100.0
t5 12 100.0 t13 16 93.75
t6 11 90.91 t14 17 88.24
t7 11 100.0 t15 11 100.0
6.5 Considerac¸o˜es Finais
Nos experimentos realizados, foi obtida uma alta cobertura das transic¸o˜es nos modelos
com os casos de teste gerados pela abordagem MOST, sendo que na maioria houve uma
cobertura de 100%. Devido a`s caracter´ısticas do M-GEOvsl, foi poss´ıvel encontrar soluc¸o˜es
com diferentes tamanhos, inclusive os menores caminhos em alguns casos. Na comparac¸a˜o
com outra abordagem SBST, foi verificado que em muitos casos as soluc¸o˜es dessa abor-
dagem na˜o dominam as soluc¸o˜es de MOST. Isso significa que, em geral, as soluc¸o˜es de
MOST apresentam melhores valores tanto para a func¸a˜o objetivo F1 que verifica se as
transic¸o˜es que afetam a transic¸a˜o alvo tambe´m foram percorridas, quanto para F2 que
verifica o tamanho da sequeˆncia gerada.
Uma das limitac¸o˜es de MOST e´ a questa˜o de manter todos os paraˆmetros do modelo
na gerac¸a˜o. Isso deve ser tratado em um trabalho futuro para que apenas os paraˆmetros
envolvidos na sequeˆncia de entrada sejam otimizados. Nos casos em que os nomes dos
paraˆmetros eram iguais em diferentes transic¸o˜es, foi necessa´rio renomea´-los para permitir
que os eventos correspondentes pudessem ter valores de paraˆmetros diferentes. Em relac¸a˜o
ao domı´nio de valores dos paraˆmetros, apenas valores inteiros foram utilizados; entretanto
poder-se-ia utilizar uma combinac¸a˜o de valores inteiros e reais. Valores do tipo lo´gico
poderiam ser representados por 0 (falso) e 1 (verdadeiro). Caso um paraˆmetro de entrada
fosse uma cadeia de caracteres, poder-se-ia utilizar uma lista enumerando um conjunto
de palavras do domı´nio de aplicac¸a˜o.
Como os casos de teste gerados por MOST esta˜o no mesmo n´ıvel de abstrac¸a˜o do
modelo, ainda e´ preciso refina´-los para serem executados na implementac¸a˜o da aplicac¸a˜o
em teste. As regras para essa transformac¸a˜o esta˜o sendo definidas no trabalho de mestrado
da aluna Erika Almeida, que tambe´m participa do grupo SED. Dois casos de teste de M15
(s′1 e s
′
2) foram transformados em executa´veis e aplicados de fato na implementac¸a˜o da
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aplicac¸a˜o web, a fim de verificar o tempo de gerac¸a˜o e de execuc¸a˜o dos casos de teste. Os
caminhos dessas soluc¸o˜es cobrem a mesma transic¸a˜o mas possuem diferentes tamanhos:
|caminho(s′1)| = 4 e |caminho(s′2)| = 15. Ambos os casos de teste poderiam ser usados





requer mais tempo para ser executado, visto que M15 representa uma aplicac¸a˜o web e
demanda tempo para a entrada de dados e para a espera de resposta do sistema. Os
tempos de execuc¸a˜o de s′1 e s
′
2 foram de 70 segundos e 140 segundos, respectivamente.
Como o tempo e´ um aspecto importante na indu´stria, s′1 poderia ser selecionado. Por
outro lado, s′2 representa um cena´rio de teste que envolve mais situac¸o˜es que s
′
1. Com
relac¸a˜o ao tempo de gerac¸a˜o, os casos de teste para cada transic¸a˜o de M15 foram gerados
em aproximadamente 42 segundos. Note enta˜o que para executar apenas um caso de
teste no n´ıvel de implementac¸a˜o, por exemplo s′1, leva mais tempo que toda a gerac¸a˜o
de casos de teste para uma transic¸a˜o alvo. De acordo com essas informac¸o˜es, e´ n´ıtido
que o desempenho de uma te´cnica SBST baseada em modelo seria melhor do que uma
te´cnica baseada em co´digo fonte em termos de tempo neste contexto de aplicac¸o˜es web.
E´ importante enfatizar que te´cnicas de SBST geram e executam no mı´nimo na ordem de
1000 casos de teste. Embora seja necessa´rio transformar os casos de teste de MOST em
executa´veis no n´ıvel de implementac¸a˜o, todos os dados de entrada para executar os casos




Um dos grandes desafios na atividade de teste consiste na gerac¸a˜o automa´tica de casos
de teste, a fim de reduzir custo e esforc¸o no processo de teste. Neste trabalho e´ proposta
uma abordagem de teste baseado em busca (SBST), denominada MOST, para gerar au-
tomaticamente casos de teste a partir de modelos de estados, em particular Ma´quina de
Estado Finito Estendida (MEFE). Em geral, as te´cnicas tradicionais de teste baseado
em modelo realizam uma ana´lise exaustiva para a derivac¸a˜o dos casos de teste, um fator
que limita sua aplicac¸a˜o de acordo com o tamanho do espac¸o de estados. Ja´ em SBST,
te´cnicas de otimizac¸a˜o sa˜o utilizadas para explorar o espac¸o de soluc¸o˜es a fim de cobrir
um crite´rio de teste. Na gerac¸a˜o de casos de teste a partir de MEFE, um dos aspectos
com que a te´cnica de otimizac¸a˜o precisa lidar e´ como gerar sequeˆncias de teste cujo ta-
manho pode ser indeterminado. Isso motivou o desenvolvimento do algoritmo evolutivo
M-GEOvsl que permite gerar soluc¸o˜es de tamanho varia´vel. Com a aplicac¸a˜o desse al-
goritmo em MOST, foi poss´ıvel obter sequeˆncias de eventos de entrada com diferentes
tamanhos. Dessa maneira, na˜o e´ necessa´rio estabelecer a priori o nu´mero de elementos a
ser otimizado.
Ale´m da gerac¸a˜o de sequeˆncias de entrada, uma outra vantagem da abordagem pro-
posta e´ a gerac¸a˜o dos dados envolvidos na sequeˆncia, tais como os valores dos paraˆmetros
de entrada. Caso esses valores sejam obtidos apo´s a gerac¸a˜o dos casos de teste, existe a
possibilidade de se obter caminhos infact´ıveis. Esse e´ um problema em aberto no teste
baseado em MEFE devido aos conflitos nas guardas e ac¸o˜es ao longo dos caminhos do
modelo. Em MOST, a sequeˆncia de eventos de entrada e os valores dos paraˆmetros ge-
rados por M-GEOvsl sa˜o utilizados como entrada para um modelo executa´vel da MEFE
que, por sua vez, produz dinamicamente o caminho exercitado no modelo. Como os da-
dos do modelo (paraˆmetros e varia´veis) sa˜o considerados durante a execuc¸a˜o do modelo,
obteˆm-se somente caminhos fact´ıveis, pelo menos no n´ıvel de modelo.
Como MOST utiliza uma abordagem de otimizac¸a˜o multiobjetivo, foram definidas
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duas func¸o˜es objetivo para guiar a busca: uma avalia se a transic¸a˜o alvo t e as transic¸o˜es
que afetam t sa˜o alcanc¸adas e a outra procura minimizar o tamanho da sequeˆncia de
entrada. Para a primeira func¸a˜o objetivo, foi feita uma ana´lise de dependeˆncia tanto de
controle quanto de dados do modelo para identificar partes do modelo que afetam t.
E´ importante notar que os casos de teste esta˜o no mesmo n´ıvel de abstrac¸a˜o do modelo
e na˜o sa˜o derivados a partir do co´digo fonte. Dessa maneira para executar os casos
de teste gerados no sistema em teste, ainda e´ necessa´rio transforma´-los em executa´veis,
adicionando detalhes de implementac¸a˜o. Entretanto, as abordagens SBST baseadas em
co´digo requerem que o sistema em teste seja executado diversas vezes com os casos de teste
gerados. Isso pode demandar muito tempo e esforc¸o computacional para testar aplicac¸o˜es
web, por exemplo. Outro ponto e´ que os dados de entrada gerados pela abordagem MOST
tambe´m podem ser utilizados para executar os casos de teste no n´ıvel de implementac¸a˜o.
Para validar a abordagem proposta foram realizados experimentos com diversos estu-
dos de casos encontrados na literatura como tambe´m aplicac¸o˜es reais. Tambe´m foi feita
uma comparac¸a˜o do desempenho dos resultados de MOST com os casos de teste de outro
trabalho SBST relacionado.
7.1 Contribuic¸o˜es
Pode-se citar como principais contribuic¸o˜es deste trabalho:
• Propo˜e a abordagem MOST para gerar de casos de teste a partir de MEFE, aplicando-
se o algoritmo evolutivo multiobjetivo M-GEOvsl. Como uma abordagem de teste
baseado em modelo, permite gerar os casos de teste mesmo quando o co´digo fonte
na˜o esta´ dispon´ıvel, ale´m de ser independente de plataforma e linguagem de pro-
gramac¸a˜o. A utilizac¸a˜o de modelos tambe´m pode ser atrativa para a gerac¸a˜o
dinaˆmica de casos de teste, principalmente em SBST, visto que os modelos sa˜o
uma abstrac¸a˜o da implementac¸a˜o e na˜o necessitam executar diversas vezes a imple-
mentac¸a˜o em teste.
• Integra os aspectos de controle e de dados de uma MEFE para a gerac¸a˜o de casos de
teste. Ambos os aspectos sa˜o considerados durante o processo evolutivo, obtendo-se
na˜o apenas os caminhos de transic¸o˜es como tambe´m os dados para exercita´-los. Em
geral em abordagens SBST, os dados dos paraˆmetros dos eventos de entrada sa˜o
obtidos aleatoriamente e/ou apo´s a gerac¸a˜o do caminho.
• Utiliza modelos executa´veis na gerac¸a˜o de casos de teste. Uma primeira vantagem
desse uso e´ que os usua´rios podem simplesmente executar o modelo para valida´-
lo antes da gerac¸a˜o dos casos de teste. Um outro ponto e´ que apenas caminhos
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disparados durante a execuc¸a˜o do modelo sa˜o considerados como soluc¸o˜es candida-
tas, lidando com o problema de gerac¸a˜o de caminhos infact´ıveis.
• Propo˜e uma abordagem SBST multiobjetivo, definindo func¸o˜es objetivo que consi-
deram tanto a cobertura da transic¸a˜o alvo quanto o tamanho do caso de teste. Como
pode ser gerada mais de uma soluc¸a˜o, e´ descrito como guiar a selec¸a˜o dos casos de
teste pela fronteira de Pareto produzida na abordagem MOST.
• Utiliza ana´lise de dependeˆncia de modelos para guiar a busca por soluc¸o˜es. O uso de
dependeˆncia minimiza a perda de informac¸o˜es provenientes das varia´veis de contexto
nas MEFEs, visto que essas varia´veis influenciam a execuc¸a˜o de um caminho mas
na˜o sa˜o controladas pelas te´cnicas de otimizac¸a˜o.
• Estende a versa˜o multiobjetivo do algoritmo GEO, introduzindo o M-GEOvsl. Ale´m
de lidar com mu´ltiplos objetivos, o diferencial desse algoritmo e´ que permite a
gerac¸a˜o de soluc¸o˜es com tamanhos varia´veis. Assim, o tamanho da soluc¸a˜o e´ ajus-
tado automaticamente durante o processo evolutivo, na˜o sendo preciso fornecer pre-
viamente esse valor.
As publicac¸o˜es deste trabalho podem ser encontradas em: [144, 145, 146, 148, 149, 147].
No Apeˆndice A sa˜o apresentados os resumos desses artigos.
No in´ıcio do doutorado foi investigada a aplicac¸a˜o do GEO no teste baseado em MEFE,
mas considerando-se apenas o fluxo de controle do modelo [144, 145]. Foi utilizada uma
codificac¸a˜o discreta do GEO, ao inve´s da bina´ria como na versa˜o canoˆnica. O modelo
executa´vel foi adotado desde o princ´ıpio do trabalho.
Em [146], uma ideia inicial de uma abordagem multiobjetivo de gerac¸a˜o de casos de
teste com o M-GEOvsl foi proposta. Entretanto, foi utilizada a te´cnica de fatiamento (em
ingleˆs, slicing) para MEFE a fim de se obter as informac¸o˜es que guiassem a busca. Entre
os passos dessa te´cnica, inclui-se a ana´lise de dependeˆncia do modelo, ale´m de envolver,
por exemplo, a eliminac¸a˜o e junc¸a˜o de estados. Como as dependeˆncias ja´ identificam as
partes da MEFE que afetam a transic¸a˜o alvo, concluiu-se que na˜o seria preciso realizar
todos os passos da te´cnica de fatiamento. Dessa maneira, em [148] foi proposta a abor-
dagem MOST, na qual func¸o˜es objetivo foram definidas de acordo com as informac¸o˜es
de dependeˆncia do modelo. Em [149] foi descrito de forma mais gene´rica o algoritmo
M-GEOvsl, e na˜o apenas para teste baseado em modelo.
Em [147] foram apresentadas direc¸o˜es de um trabalho futuro da aplicac¸a˜o de MOST
em teste de robustez.
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7.2 Trabalhos Futuros
A seguir sa˜o apresentadas algumas alternativas de trabalhos futuros:
• A fim de automatizar os passos da abordagem MOST, e´ importante a especificac¸a˜o
e desenvolvimento de uma ferramenta de apoio. Deve-se realizar na˜o somente a
gerac¸a˜o automa´tica dos casos de teste, mas tambe´m a automac¸a˜o da instrumentac¸a˜o
do modelo executa´vel. Ale´m disso, essa ferramenta deve interagir com outras ferra-
mentas, tais como SMC e SLIM, recebendo e tratando seus dados de forma adequada
e automa´tica.
• A avaliac¸a˜o da abordagem deve ser continuada, principalmente utilizando-se aplica-
c¸o˜es reais. E´ necessa´rio verificar a eficieˆncia, a escalabilidade e a praticidade da
abordagem em diferentes contextos. Os estudos emp´ıricos tambe´m devem avaliar
a capacidade das func¸o˜es objetivo propostas. Outras func¸o˜es objetivo podem ser
definidas para guiar melhor a busca. Seria interessante tambe´m encontrar aplicac¸o˜es
que tenham o co´digo fonte dispon´ıvel, para investigar a eficieˆncia dos casos de teste
gerados no n´ıvel da implementac¸a˜o do sistema em teste.
• Ao inve´s de considerar todos os paraˆmetros do modelo, poder-se-ia otimizar apenas
os paraˆmetros envolvidos no caso de teste gerado. Para tanto, e´ preciso investigar
uma representac¸a˜o adequada para as soluc¸o˜es e verificar como o algoritmo evolu-
tivo deve lidar com essa representac¸a˜o, por exemplo, no caso de uma operac¸a˜o de
mutac¸a˜o.
• O requisito de teste poderia ser um cena´rio de teste, como um subcaminho no
modelo, e na˜o somente a transic¸a˜o alvo. Um aspecto que deve ser levado em conta e´
a dificuldade de verificar se o cena´rio se encontra no caminho obtido. Esse problema
por si so´ pode exigir um grande esforc¸o computacional para fazer essa verificac¸a˜o.
Isso se torna ainda mais agravante com uso de algoritmo evolutivos, que requerem
diversas iterac¸o˜es em suas execuc¸o˜es.
• A aplicac¸a˜o da abordagem MOST tambe´m poderia ser investigada em outro con-
texto de teste, tal como o teste de robustez. Isso implica em definir adequadamente
uma representac¸a˜o de soluc¸a˜o e func¸o˜es objetivo para avaliar as soluc¸o˜es geradas.
• Para na˜o restringir MOST ao algoritmo M-GEOvsl, deve-se investigar outras te´cnicas
de otimizac¸a˜o para serem aplicadas na abordagem e, consequentemente, compara´-
las com o M-GEOvsl. Podem ser propostas extenso˜es ou adaptac¸o˜es de te´cnicas
de otimizac¸a˜o existentes para permitir uma representac¸a˜o adequada a`s soluc¸o˜es e
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operac¸o˜es sobre essas soluc¸o˜es para o problema de teste baseado em modelos de
estados.
• Outra direc¸a˜o e´ aplicar o algoritmo M-GEOvsl em um contexto diferente ao de
gerac¸a˜o de casos de teste. E´ importante avaliar a capacidade e versatilidade do






T´ıtulo: Aplicac¸a˜o de algoritmos evolutivos na gerac¸a˜o automa´tica de dados de teste
de conformidade
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: WTF 2008: Worshop de Testes e Toleraˆncia a Falhas
Resumo: Com o objetivo de reduzir custo e esforc¸o no desenvolvimento de soft-
ware, a gerac¸a˜o automa´tica de dados de teste tem sido considerada como uma
importante atividade para auxiliar o processo de teste. Recentemente, houve
um grande interesse em teste baseado em busca que procura aplicar te´cnicas
de otimizac¸a˜o na gerac¸a˜o de dados de teste. Nesse contexto, pode-se encontrar
diversos trabalhos que utilizam algoritmos evolutivos para o teste estrutural,
pore´m poucos abordam o teste funcional. Dessa maneira, neste artigo e´ feita
uma avaliac¸a˜o inicial da efica´cia do algoritmo GEO, um algoritmo evolutivo
recente, para gerar dados de teste de conformidade.
Abstract: In order to reduce the cost and effort in the software development, the
automatic test data generation have been considered as an important activity
to aid the testing process. Recently, there has been a great interest in search
based testing that apply optimization techniques in the test data generation.
In this context, several works can be found that use evolutionary algorithms
to structural testing, however few of them focus on the functional testing.
Then in this paper, an initial assessment is done to check the efficacy of GEO
algorithm, a recent evolutionary algorithm, in dealing with data generation for
conformance testing.
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• Artigo [145]
T´ıtulo: An Evolutionary Approach for Robustness Testing
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: ICEC 2009: International Conference on Evolutionary Computation
Resumo: Neste trabalho e´ apresentada uma abordagem de teste evolutivo para
gerar automaticamente sequeˆncias de teste de robustez para testar um proto-
colo de comunicac¸a˜o, modelado como uma ma´quina de estado finito estendida
(MEFE). O modelo representa a situac¸a˜o normal como tambe´m em presenc¸a
de falhas, o que torna o modelo muito grande para ser tratado por aborda-
gens de gerac¸a˜o de casos de teste convencionais, devido ao risco de explosa˜o
combinato´ria. Para evitar esse problema, e´ utilizada uma abordagem de teste
baseada em propo´sito de teste. A fim de buscar sequeˆncias que satisfac¸am os
propo´sitos de teste, dois algoritmos evolutivos foram utilizados: o algoritmo de
otimizac¸a˜o extrema generalizada (GEO) e o algoritmo gene´tico (AG). Apenas
a parte de fluxo de controle do modelo e´ levada em considerac¸a˜o. Os resulta-
dos mostram que a abordagem e´ via´vel e potencialmente u´til para considerar
a parte de fluxo de dados de modelos MEFE complexos.
Abstract: In this paper we present an evolutionary testing approach to automa-
tically generate robustness test sequences to test a communication protocol,
modeled as an extended finite state machine (EFSM). The model represents
the normal situation as well as in presence of faults, which makes the model too
large to be treated by conventional test case generation approaches, because
of the risk of combinatorial explosion. To cope with this problem, we use a
testing approach based on test purposes. To search sequences that satisfy the
test purposes, we use two evolutionary algorithms: the Generalized Extremal
Optimization (GEO) and a Genetic Algorithm (GA). For the moment, only
the control flow part of the model is taken into account. Results show that the




T´ıtulo: Generating Feasible Test Paths from an Executable Model Using a Multi-
objective Approach
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: SBST 2010: 3rd Internationl Workshop on Search-Based Software Testing
Resumo: Te´cnicas de teste baseado em busca que utilizam metaheur´ısticas, tais
como algoritmos evolutivos, teˆm sido largamente utilizadas para gerac¸a˜o de ca-
sos de teste, mas a maioria das abordagens sa˜o propostas para o teste estrutu-
ral. Neste trabalho e´ apresentada uma abordagem para gerac¸a˜o de sequeˆncia de
teste a partir de modelo de comportamento, em particular, ma´quina de estado
finito estendida. Um problema em aberto e´ a gerac¸a˜o de caminhos infact´ıveis,
ja´ que precisam ser detectados e descartados manualmente. Para evitar esse
problema, um modelo executa´vel e´ utilizado para obter caminhos fact´ıveis di-
namicamente. Um algoritmo evolutivo e´ utilizado para buscar soluc¸o˜es que
cubram um determinado propo´sito de teste, no caso uma transic¸a˜o alvo. A
transic¸a˜o alvo e´ usada como crite´rio para obter informac¸o˜es de fatiamento, a
fim de identificar as partes do modelo que afetam o propo´sito de teste. Uma
busca multiobjetivo e´ utilizada: cobertura do propo´sito de teste e minimizac¸a˜o
do tamanho da sequeˆncia, ja´ que sequeˆncias longas requerem mais esforc¸o para
serem executadas.
Abstract: Search-based testing techniques using meta-heuristics, like evolutionary
algorithms, has been largely used for test data generation, but most approaches
were proposed for white-box testing. In this paper we present an evolutionary
approach for test sequence generation from a behavior model, in particular,
Extended Finite State Machine. An open problem is the production of infeasi-
ble paths, as these should be detected and discarded manually. To circumvent
this problem, we use an executable model to obtain feasible paths dynamically.
An evolutionary algorithm is used to search for solutions that cover a given
test purpose, which is a transition of interest. The target transition is used as
a criterion to get slicing information, in this way, helping to identify the parts
of the model that affect the test purpose. We also present a multi-objective
search: the test purpose coverage and the sequence size minimization, as longer
sequences require more effort to be executed.
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• Artigo [148]
T´ıtulo: MOST: a Multi-Objective Search-Based Testing from EFSM
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: SBST 2011: 4th Internationl Workshop on Search-Based Software Testing
Resumo: Neste trabalho e´ introduzida uma abordagem evolutiva multiobjetivo
para a gerac¸a˜o de casos de teste a partir de ma´quina de estado finito estendida
(MEFE), denominada MOST. Testes a partir de MEF(E) geralmente envolve
a execuc¸a˜o de va´rios caminhos de transic¸o˜es, ate´ que um crite´rio de cobertura
(e.g. cobertura de todas as transic¸o˜es) seja satisfeito. Como os me´todos de
gerac¸a˜o de teste tradicionais a partir de MEF apenas consideram os aspectos
de controle, caminhos infact´ıveis podem ser produzidos ao serem aplicados em
MEFE, devido aos conflitos nas guardas e ac¸o˜es ao longo de um caminho. A fim
de evitar a gerac¸a˜o de caminhos infact´ıveis, uma abordagem e´ proposta para
obter caminhos fact´ıveis dinamicamente, ao inve´s de realizar estaticamente
uma ana´lise de alcanc¸abilidade como normalmente nos me´todos baseados em
MEF. Trabalhos anteriores teˆm tratado a gerac¸a˜o de casos de teste a partir
de MEFE como um problema de otimizac¸a˜o mono-objetivo. Na abordagem
proposta dois objetivos sa˜o considerados: cobertura do crite´rio e tamanho da
soluc¸a˜o. Desse modo, na˜o e´ necessa´rio estabelecer a priori o tamanho do caso
de teste como nas abordagens anteriores. MOST retorna uma aproximac¸a˜o do
conjunto de Pareto, i.e. um grupo de soluc¸o˜es o´timas, que permite que a equipe
de testes possa selecionar as soluc¸o˜es que conseguem balancear entre ambos os
objetivos. Neste trabalho sa˜o apresentados estudos emp´ıricos para ilustrar os
benef´ıcios da abordagem e para comparar os resultados com os casos de teste
obtidos em um trabalho relacionado.
Abstract: This paper introduces a multi-objective evolutionary approach to test
case generation from extended finite state machines (EFSM), named MOST.
Testing from an (E)FSM generally involves executing various transition paths,
until a given coverage criterion (e.g. cover all transitions) is met. As traditio-
nal test generation methods from FSM only consider the control aspects, they
can produce many infeasible paths when applied to EFSMs, due to conflicts in
guard conditions along a path. In order to avoid the infeasible path generation,
we propose an approach that obtains feasible paths dynamically, instead of per-
forming static reachability analysis as usual for FSM-based methods. Previous
works have treated EFSM test case generation as a mono-objective optimiza-
tion problem. Our approach takes two objectives into account that are the
coverage criterion and the solution length. In this way, it is not necessary to
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establish in advance the test case size as earlier approaches. MOST constructs
a Pareto set approximation, i.e., a group of optimal solutions, which allows the
test team to select the solutions that represent a good trade-off between both
objectives. The paper shows empirical studies to illustrate the benefits of the
approach and comparing the results with the ones obtained in a related work.
• Artigo [149]
T´ıtulo: A Multi-Objective Evolutionary Algorithm to Obtain Test Cases With
Variable Lengths
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: GECCO 2011: Genetic and Evolutionary Computation Conference
Resumo: Neste trabalho e´ apresentada uma implementac¸a˜o multiobjetivo do al-
goritmo de otimizac¸a˜o extrema generalizada (GEO), denominada M-GEOvsl.
O algoritmo foi desenvolvido primeiramente para ser usado como um gerador
de casos de teste para encontrar caminhos a partir de ma´quina de estado fi-
nito estendida (MEFE), levando-se em considerac¸a˜o a transic¸a˜o a ser coberta
e o tamanho do caso de teste. M-GEOvsl possui a capacidade de lidar com
cadeia de caracteres cujo nu´mero de elementos pode variar dinamicamente,
tornando poss´ıvel gerar soluc¸o˜es com diferentes tamanhos. Os passos do algo-
ritmo sa˜o descritos para um problema multiobjetivo gene´rico em que o tama-
nho da soluc¸a˜o e´ um elemento a ser otimizado. Experimentos foram realizados
para gerar casos de teste a partir de MEFE com modelos da literatura usando
M-GEOvsl e a abordagem foi comparada com um trabalho relacionado.
Abstract: In this paper a new multi-objective implementation of the generalized
extremal optimization (GEO) algorithm, named M-GEOvsl, is presented. It
was developed primarily to be used as a test case generator to find transi-
tion paths from extended finite state machines (EFSM), taking into account
not only the transition to be covered but also the minimization of the test
length. M-GEOvsl has the capability to deal with strings whose number of ele-
ments vary dynamically, making it possible to generate solutions with different
lengths. The steps of the algorithm are described for a general multi-objective
problem in which the solution length is an element to be optimized. Expe-
riments were performed to generate test case from EFSM benchmark models
using M-GEOvsl and the approach was compared with a related work.
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• Artigo [147]
T´ıtulo: A Model-based Approach for Robustness Test Generation
Autores: T. Yano, E. Martins e F. L. de Sousa
Evento: RACI 2011: 1st International Workshop on Resilience Assessment of Cri-
tical Infrastructures
Resumo: Visto que infraestruturas cr´ıticas dependem fortemente de servic¸os de
rede, teste de robustez e´ um passo importante para garantir a resilieˆncia de tais
sistemas na presenc¸a de situac¸o˜es anormais. Este trabalho propo˜e uma abor-
dagem dinaˆmica de gerac¸a˜o de casos de teste a partir de modelos de estado,
usando uma versa˜o executa´vel do modelo. Um algoritmo de meta-heur´ıstica
baseada em busca e´ utilizado para gerar os casos de teste que levam em consi-
derac¸a˜o os aspectos de controle e dados do modelo.
Abstract: Since Critical Infrastructures (CI) strongly rely on network services,
robustness testing is a key step to assure the resilience of such systems in the
presence of abnormal situations. This work proposes a dynamic robustness test
cases generation from state models, using an executable version of the model.
A meta-heuristics search based algorithm is used to generate test cases taking
into account the control and data aspects of the model.
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