We generalise the Erdös-Rényi limit theorem on the maximum of partial sums of random variables to the case when the number of terms in these sums is randomly distributed. Certain relations between the limiting theorems of this type and the spectral theory of random graphs and random matrices are discussed.
Introduction
The Erdös-Rényi limit theorem [5] concerns the asymptotic behaviour of the random variables η(n, k) = max i=1,...,n−k exists for τ ∈ I ξ , where I ξ ⊆ R + = (0, +∞). Then for given 0 < C < 1 there exists, with probability 1, a non-random limit with h(t) = −t log 2 t − (1 − t) log 2 (1 − t), 0 < t < 1.
It is easy to see that in this case α takes values between 0 and 1 that corresponds to the cases of k ≥ log 2 n and k ≪ log 2 n, respectively. Further studies of (1.3) has been carried out in a series of papers; in particular, the large deviations principle for η(n, k) has been established [3] .
The Erdös-Rényi theorem has been used in various applications (see, e.g., [2] ). Its more general setting arises in the study of spectra of certain classes of random matrices [8] . Namely, to esitmate from below the spectral norm of sparse random matrices, one has to study the maximum of random variables S i , where the number of terms is given by a random variable λ i . It seems natural to refer to the corresponding problem as to the stochastic version of the Erdös-Rényi limit theorem. It is clear that one can find different formulations of this statement (see [9] ). We consider the version that is close to the form (1.1) and discuss other related settings at the end of the paper.
Main results and discussion
Let us consider the family of i.i.d. random variables Λ = {λ i } ∞ i=1 , also independent from Ξ. These random varibales λ i take values in N according to the law Pr{λ = k} = q(k) such that Eλ = p.
We consider {λ i } such that there exists a function ψ p (t) = Ee
Let us assume that χ(t), t ∈ I λ is analytic at the vicinity of the origin and satisfies conditions χ(t) ≥ 0, χ(0) = 0. It is easy to conclude that if (2.1) holds, then
where
Indeed,
Let us denote by Y λ the interval, where
Let us note that (2.1) implies that f (y) non-negative strictly monotone function such that lim y→∞ f (y) = +∞.
Theorem 2.1 Let us consider the sums
and determineη
Then, with probability 1, there exists a non-random limit
6) whereα =α(C) is determined as the solution of the following minimization problem
where function D(α, y) is given by relation
In the case of Bernoulli random variables ξ i = ζ i , relation (2.6) holds with (2.7) and (2.8) replaced by
where c = C/ log 2 e.
Let is discuss this theorem and compare it with results of [5] . To do this, we consider the most simple case (2.9) when ξ i are given as the Bernoulli random variables. First of all, let us note that if λ i have the Poissonian distribution, then χ(t) = e t − 1, I λ = R and f (y) = y(log y − 1) + 1. In this case
It is easy to show that function g(y) = y 1 − h 1 2 +α 2y is positive and strictly decaying on (α, +∞); the maximum is attained atα and g(α) =α. Now one can see that solution of (2.9) always exists andα(c) > α(c). Moreover, (2.9) implies that lim
This is the principal difference between the classical and stochastic cases of the Erdös-Rényi limit theorem.
Let us note that function f (y) determines the rate of decay of values of q(l) in the scale p (see (2.3) ). If there is a finite interval Z of y, such that where q([py]) = o(e −p ) for all y ∈Z = R \ Z, then one can determine f (y) as +∞ on Z and still consider (2.9) with f (y) replaced by this generalised functionf (y). In this case sup cα (c) is finite. If f (y) is close to the Dirac δ-function δ(y − 1), thenα(c) is close to the values α(c) (1.5).
Summing up these arguments, we arrive at the conclusion that lim c↓α (c) is unbounded when the fluctuations of λ i around p are sufficiently large.
Regarding the general case of random variables ξ i that satisfy (1.2), let us note that the limit lim C↓0α (C) can be unbounded even in the classical case of λ i ≡ k = [C log n], i.e. when the flucutations of λ i are zero.
3 Proof of Theorem 2.1.
As in [5] , we give the proof for the case of Bernoulli random variables ζ i and then describe the changes needed to prove Theorem 2.1 in the general case.
Let us show that 
where we used the fact that η i are identically distributed. Observing that relation η i ≥ x implies inequality l ≥ px, we can write that
For the last factor in (3.2) one can write expressions
where the last inequality with some constant U follows from the Stirling formula. Taking into account that p = c log 2 n, we derive from (3.3) that
It should be noted that inequality (2.2) allows one to replace (3.5) the infinite series by the sum over l ≤ pz, where z is such that f (z) > 1/c. In this case the sum of remaining terms are estimated by the value of the order O(n −1 ), n → ∞.
Now it is easy to observe that if x is such that x ≥α + ε for some ε > 0, then relation (2.9) implies that the sum (3.2) is the value of the order O(n −δ ) as n → ∞ with some positive δ that depends only on ε. Thus, (3.1) is proved.
To prove the almost sure estimate, we follow the scheme of [5] . Let us consider the sequence of random variablesη j ≡η(e (j+1)/C − 1, j) and observe that (3.1) implies convergence of the series j Pr{η j ≤α}. Now, taking into account thatη(n, C log n) ≤η j for all n such that e j/C ≤ n ≤ e (j+1)/C − 1, we obtain relation Pr{lim sup n→∞η (n, C log n) ≤α} = 1.
In the general case of random variables ξ i , we use inequality
where 0 < b ≤ b l ≤ B < ∞, instead of (3.3). (3.6) is proved in [6] . Now let us show that Pr{max i η i <α − ε ′ } vanishes as n → ∞. To do this, we consider the event
and observe that the following events conditionned on B n (m)
are jointly independent. Thus, we can write that
Regarding elementary relations
with F = {ω : η km (n, p) ≤ x} and D =F , we can write that
Now we observe that if x ≥α + ε ′ for ε ′ > 0, then one can find such l ′ that
This follows from (2.5) and inequality inverse to (3.3)
In the general case of random variables ξ, one can use again (3.6). Let us estimate Pr{B n (m)} ≤ n Pr{λ i ≥ m}). We use again (2.3) and
According to definitions, z ′ always exists (see, e.g. [4] ). Now we can derive from (3.7)-(3.9) and (3.11) that
Finally, writing inequality
and with m = pz ′ , we derive that
Thus, Pr{lim inf n→∞η (n, C log n) ≥α} = 1 and (2.4) is proved. 2
Relations to random graphs and random matrices
Let us consider the adjacency matrix A of a simple undirected graph Γ with the sets of vertices and edges denoted by V and E, respectively. If |V | = n and the vertices are labelled (i.e. enumerated), then A can be represented as is determined as N × N real symmetric matrix with the entries
The set of eigenvalues of A (N ) is sometimes called the graph's spectrum [7] . The most studied model of random graphs (see e.g. [1] ) is given by the ensemble {A (N,p) } of matrices whose entries {a ij , i ≤ j} are given by a family of jointly independent random variables with distribution a ij = 1, with probability p/N , 0, with probability 1 − p/N . . This question was addressed in [8] in slightly different setting. Namely, the random matrix ensemble W (p) ij = a ij w ij was studied, where {w ij , i ≤ j} are jointly independent simmetrically distributed random variables, also independent from {a ij }.
Slightly modifying computations of [8] , one can show that the spectral norm of the matrixŴ (N,p) = 1 √ p W (N,p) in the limit N, p → ∞ behaves with proba-
for any δ > 0.
To determine behaviour of Ŵ (N,p) in the limit when p = c log N one has to carry out more accurate analysis than that of [8] . One of the possible results here can be obtained by using the Theorem 2.1. Indeed, one can write inequality
where e(i) j = δ ij . One can write that In view of relations (4.3), it is interesting to prove the analog of the Erdös-Rényi theorem forT (N, p) and to study in more details the limit of Ŵ (N,p) for p = C log N .
