In this paper, we generalize both the model and the results of the classical multi-armed bandit problem to a distributed setting, where a common arm set is shared by multiple players in a non-conflicting way. Moreover, the players receive the rewards independently and are allowed to communicate with each other after some prescribed rounds which are given as the elements of a communication set. In particular, we study how communication can help to reduce the regret. We propose a novel concept to measure the frequency of communication -the density of the communication set, which is used to establish a non-trivial lower bound for the expected regret of any consistent policy. Furthermore, we develop a distributed policy Dklucb that can achieve the lower bound in the case of Bernoulli rewards. Compared to existing policies such as KL-UCB for classical multi-armed bandit problems, a crucial ingredient of Dklucb is to use a "fake" pull count. The analysis of the algorithm also becomes much more complex, requiring new tools and techniques. Finally, we discuss a possible extension of Dklucb for more general distributions.
Introduction
The multi-armed bandit (MAB) model is used for handling sequential decision problems that embody the tension between exploration and exploitation. More specifically, it refers to a situation in which a gambler has access to a row of slot machines. The gambler faces the problem of deciding which slot machine to play in each round so as to maximize the expected cumulative payoff. This scenario leads to an "exploration vs. exploitation" tradeoff. That is, after the gambler has discovered a slot machine whose average payoff is fairly good, there is a tension between continuing to play this machine (exploitation) and trying other alternatives that have been tested rather infrequently (exploration).
Owing to the universal nature of the conflict between exploration and exploitation, MAB algorithms have wide applications in a large variety of areas, such as clinical trials, internet ad placement, adaptive routing, server selection, etc. In clinical trials, for example, suppose that several possible treatments for a disease are evaluated. The goal is not only to identify the best treatment, but also to minimize the cumulative disutility (damage incurred) of applying the treatments. One of the common approaches for achieving this goal is to design an adaptive rule to apply treatments to patients in a sequential manner. In fact, if we assume a patient's response to a treatment can always be evaluated before the next patient arrives, this leads to a classical MAB problem. However, the assumption that patients arrive in order can never be ensured in a real world. To employ a distributed manner is a natural solution. Suppose there are M clinical centers which are testing the same set of treatments. To simplify the problem, we further assume that each clinical center accepts exactly one patient in a time unit and is able to evaluate the response before the next time unit. One extreme case is that each clinical center independently performs the experiments. That is, testers in a clinical center do not have any knowledge of the responses of patients in other clinical centers. In this case, no matter how we design the adaptive rule, the expected total disutility grows linearly with M . In other words, it is essentially equivalent to M identical classical MAB problems.
It is interesting to ask what happens if the clinical centers are able to communicate with each other; more precisely, what happens if some synchronization process is designed to run at the end of some prescribed time unit such that each clinical center obtains all the historical data from other clinical centers. One would expect that after a synchronization process, each clinical center obtains some additional information and therefore can choose future treatments more wisely. Intuitively, the more frequently the synchronization process runs, the more wisely the clinical centers can operate.
The above example can be easily extended to other applications of MAB algorithms in computationally intensive and large-scale problems. In these applications, there are usually thousands of learners (players), and the cost of evaluation is often dominated by expensive communications. Therefore, policies that require sub-linear (ideally, logarithmic) number of communications are required. Ultimately, there are two questions: (a) Given the set of communication rounds, what is the maximal utility we can achieve? (b) Is there a corresponding algorithm? In this paper we would like to address these questions.
Problem Description
A distributed MAB problem consists of three parts: a probability distribution family P, the number of players M , and a communication set C. The players share a non-empty finite arm set. Each arm in the arm set is associated with an unknown yet fixed probability distribution in P. At the beginning of each round, each player independently picks an arm from the arm set and receives a payoff individually according to the probability distribution associated with that arm. At the end of each round, if the current round is in C, then each player obtains all the historical data from other players. The distributed MAB aims to design a policy which the players use to pick arms, making the expected total payoff as high as possible. A formal description will be given in Section 2.1.
Related Work
The classical MAB problem was first formally studied by Lai and Robbins (1985) , who established a lower bound on the performance of any policy for single-parameter models. Later on, Burnetas and Katehakis (1996) extended the work to multi-parameter or nonparametric models, and gave a stronger lower bound. In the work of both Lai and Robbins (1985) and Burnetas and Katehakis (1996) , they developed asymptotically optimal policies for some specific models in which the notion of upper confidence bound (UCB) is used to design such policies. Recently, Honda and Takemura (2010a) , Cappé (2011), and Maillard et al. (2011) proposed algorithms which can achieve the lower bound for bounded support or finite support models, and conducted finite time analysis of the algorithms.
There are a lot of variants of the bandit problem. Bubeck and Cesa-Bianchi (2012) conducted an excellent survey which presents a wide overview of these variants. However, the bandit problem in a distributed setting remains largely unaddressed in the literature. To the best of our knowledge, so far there are three families of distributed bandit settings. The first one considers the multi-player MAB problem in which players compete with each other, either on arm-pull resources (Gabillon et al., 2011) or on the rewards received (Liu and Zhao, 2010) . The second one studies distributed experts in the context of non-stochastic setting (Kanade et al., 2012) . The third one focuses on best arm identification in distributed multi-armed bandits (Hillel et al., 2013) . Other related works include bandits with delayed feedback (Joulani et al., 2013) and design of algorithms that explicitly ignore feedback for periods of time for efficiency reasons (Abbasi-yadkori et al., 2011) .
Our work differs from the previous work in that we study the direct generalization of the classical MAB problem in which there are no conflicts. In contrast with the work of Hillel et al. (2013) which focuses on identifying the best arm, our work focuses on achieving the asymptotically optimal regret.
Main Results
In this paper we introduce a novel concept to measure the frequency of communication. Let C 1 , C 2 , C 3 , · · · be the elements of a communication set C sorted in ascending order. We define the density of the communication set C by
.
The major contributions of our work are briefly outlined as follows:
• We prove that for any consistent distributed MAB policy, the total number of pulls of any sub-optimal arm a after T rounds, denoted by N T (a), can be lower bounded by the following inequality (Theorem 6):
• We develop a policy for distributed MAB problems with Bernoulli rewards called Dklucb. The performance of Dklucb can be upper bounded by the following inequality (Theorem 7):
, which implies that the lower bound we provide is tight in the case of Bernoulli rewards.
• We study the relationship between the density and the number of communications (Section 3). Generally, a policy can use Θ (ln(ln(T ))) communications to achieve a regret arbitrarily close to the optimal value.
Preliminaries
Throughout this paper, we denote the set of all the positive integers by N + and the set of all the positive real numbers by R + . We denote the set {1, 2, 3, · · · , K} by [K] . We use ∧ to represent logical conjunction (AND) and use ∨ to represent logical disjunction (OR). "∧" has higher precedence than "∨". Both "∧" and "∨" have higher precedence than other connectives such as "=" or "≺". We denote by |A| the cardinality of a set A.
Model Formulation
The distributed MAB problem is defined as a 4-tuple A, M, C, ϕ , where A is an arm set with cardinality K ∈ N + , M ∈ N + is the number of players, C ⊆ N + is an infinite communication set, and ϕ is a policy. Each arm a ∈ A is associated with an unknown yet fixed probability distribution ν a . At the beginning of each round t ∈ N + , each player p ∈ [M ] picks an arm A p,t according to policy ϕ and independently receives a reward X p,t according to ν Ap,t . Communication set C contains indices of communication rounds at the end of which each player obtains all the historical data from other players. The elements in C are denoted by C 1 , C 2 , C 3 , · · · in ascending order.
Note that when M = 1, this process is equivalent to a classical MAB process A, ϕ| M =1 , where ϕ| M =1 denotes the restriction of policy ϕ to the case of M = 1, and the communication set is omitted since it can affect nothing when there is only one player.
We define the function ℓ :
That is, ℓ(t) is the last communication round before round t, and it takes value 0 if there is no such a round. We now define a strict partial order ≺ on all the rewards X = {X u,v :
For each player p, we define ≺ * p to be a linear extension of ≺ such that
It can be checked that both ≺ and ≺ * p are legitimate definitions. We also define
With the notations and definitions above, a policy ϕ works as follows: Given the player p and round t, the policy ϕ reads for each arm a the N p,t (a) rewards in X p,t (a) and then decides the next arm to be pulled.
Regret and Consistent Policies
We refer to arms with maximal expected reward µ * as optimal arms, and other arms as sub-optimal arms. The expected reward of arm a is denoted by µ a . One of the optimal arms is denoted by a * . Define ∆ a := µ * − µ a and let
Rather than maximizing the expected total reward E T t=1 M p=1 X p,t , we often minimize the expected regret. The regret after T rounds is defined by
The expected regret can be interpreted as the expected loss due to the fact that the policy does not always play the arm with the maximal expectation. For analysis, we often rewrite the expected regret as:
, which says that the expected regret is a linear combination of the number of times each arm is pulled. Therefore, we take main attention on E[N T (a)]. Sometimes we only want to study "good" polices -the policies which never pull any sub-optimal arm too many times. This leads to the concept of consistent policy. A policy is said to be consistent if for every arm set A and every sub-optimal arm a ∈ A,
Kullback-Leibler Divergences
The Kullback-Leibler divergence (KL-divergence) from probability distribution ν 1 to probability distribution ν 2 is defined by
Accordingly, we define K inf (ν, a, P) := inf
Clearly, for two Bernoulli distribution ν 1 and ν 2 satisfying E[
, where B is the set of all the Bernoulli distributions. Note that the parameter of a Bernoulli distribution usually takes value in the open interval (0, 1). However, the empirical mean of Bernoulli trials can take value in the closed interval [0, 1]. Hence we define the extended Bernoulli distribution with parameter p ∈ [0, 1] to be a distribution having probability mass p on 1 and 1 − p on 0. We letK(p, q) :
) be the KL-divergence from an extended Bernoulli distribution with parameter p to another with parameter q, with conventions 0·ln(0) = 0 and ln(0/0) = 0. We also define the left-side truncated KL-divergenceK ′ (p, q) as 0 if p > q, orK(p, q) otherwise.
Frequency of Communication
The purpose of this paper is to give an accurate description about how communication can help to reduce the regret. Thus, we need to define the frequency of a communication set.
Intuitively and naturally, we use a counting function on every communication set:
For every communication set C, the counting function Z C basically tells us how many communications have been performed by the end of round n for any n ∈ N. However, it would be much more convenient if we can express the frequency as a single value instead of a function. We present a new measure that we call the density of the communication set:
Definition 2 The density of a communication set C is defined by
The relationship between the counting function and density is presented in the following proposition. The proof is given in Appendix A.
Proposition 3 For every communication set C,
In fact, Proposition 3-(a) follows directly from Proposition 3-(b) and (c). As we will show later, a higher density leads to a lower regret. Proposition 3-(b) says that in order to achieve the highest density, or equivalently the lowest regret, the number of communications inevitably falls into the class ω(ln(ln(n))). On the other hand, Proposition 3-(c) says that if we are aiming at a density greater than 0 and less than 1, or equivalently a regret that is just "good," then the number of communications should be at least in the order of ln(ln(n)) / ln(α(C) −1 ). Given the density of a communication set, both Proposition 3-(b) and (c) give the lower bound for the number of communications. In fact, these lower bounds are tight. To achieve the lower bound specified by Proposition 3-(c), we can construct a communication set:
This construction shows that we can use Θ(ln(ln(n))) communications to achieve a regret arbitrarily close to the optimal value. As for Proposition 3-(b), it is well known that in an ω(·) class we cannot find the "slowest" function. However, theoretically we can construct functions that grow as slow as we want as long as it stays in the class ω(ln(ln(n))).
Lower Bound
For the classical MAB model (i.e., the single-player MAB model), Lai and Robbins (1985) gave a lower bound for single-parametric distributions. Burnetas and Katehakis (1996) generalized this result to non-parametric models:
Theorem 4 (Burnetas and Katehakis 1996) Consider a single-player MAB process (i.e., M = 1) in which ϕ is a consistent policy and each arm is associated with a probability distribution in P. Then for every sub-optimal arm a satisfying 0 < K inf (ν a , µ * , P) < ∞,
We would like to establish a similar lower bound for the distributed case (i.e., M > 1). Fortunately, we can actually use Theorem 4 as a stepping stone. More specifically, we could use a simulator to simulate all the actions of the M players and apply Theorem 4 to this single simulator. In other words, we treat every multi-player MAB process as a single-player MAB process whose outcome is indistinguishable from the original one. This conversion does not provide a direct solution to the lower bound for the distributed MAB problem. However, we can use it to establish a lower bound on N p,t (a) for every sub-optimal arm a.
Lemma 5 Consider a distributed MAB process in which ϕ is a consistent policy and each arm is associated with a probability distribution in P. Then for every player p and every sub-optimal arm a satisfying 0
Proof Fix a player p and a sub-optimal arm a. Let D be the original distributed process. The rewards in the set X can be viewed as ones generated by a single-player MAB process S = A, ϕ ′ in order ≺ * p where ϕ ′ is a single-player policy. Now we use coupling to associate process S to process D and use superscripts to distinguish random variables in the two processes. Note that
Hence, if ϕ is a consistent policy (for the distributed MAB), then ϕ ′ is a consistent policy (for the single-player MAB). Thus,
where the first inequality follows from (4.1) and the second follows from Theorem 4.
Having a lower bound on N p,t (a) is almost equivalent to having a lower bound on N t (a). In fact, we have for every t ≥ 1,
Using (4.2) we can establish a universal lower bound for distributed MAB policies.
Theorem 6 Consider a distributed MAB process in which ϕ is a consistent policy and each arm is associated with a probability distribution in P. Then for every sub-optimal arm
ln(T ) ≥ 0. If x = ∞, the desired inequality holds trivially. Assume x is finite. Then
(by Lemma 5) Solving x concludes the proof.
The DKLUCB Policy: The Algorithm
In this section we present the Dklucb (Distributed KL-divergence based Upper Confidence Bound) policy for the distributed MAB problem with Bernoulli rewards, which achieves the lower bound given in Section 4. The main difficulty in designing an algorithm for the distributed MAB problem is that each player is "isolated" from others during the period between two communications. In the single-player setting, if one player pulled a sub-optimal arm, he should be more certain that this arm is not optimal. Therefore, he should explore this sub-optimal arm less frequently in later rounds. However, when it comes to the distributed setting, although each player can utilize the information produced by a sub-optimal decision of himself immediately, other players would not know this experience until next communication round. Thus, they would probably make the same "mistake" M − 1 more times. Hence, a "mistake" which should have been made only once is actually made probably M times.
In almost all the MAB policies, a pull count (how many times an arm has been pulled) is maintained for each arm, which determines the confidence level of the current estimate. A crucial ingredient in designing the Dklucb policy is to use a "fake" pull count.
To solve the problem of "isolation", our first attempt is to increase the corresponding pull count by M instead of 1 every time a player pulls an arm, and reset the pull count to its true value after a communication. That is, we try to define a "fake" pull countÑ p,t (a) (adding a˜over the "true" pull count N p,t (a)) as
The intuition behind this attempt is that although a player cannot prevent other players from making the same sub-optimal decisions, he could actually assume other players will definitely make those decisions, and adds those pull counts in advance. Since all the players use the same strategy to make decisions, hopefully the value ofÑ p,t (a) would be very close to the value of N t (a). In other words, each player can "predict" the behaviour of other players. However, the price for cheating is that the new pull count does not match the empirical mean any more. This is no surprise because the lower bound in Section 4 has already told us that we have to sacrifice some performance as the number of players increases.
In a single-player MAB algorithm, the following upper confidence bound (UCB) is often used in the case of Bernoulli rewards:
where G(t) is a non-decreasing function in the order of ln(t). Inspired by the lower bound showed in Theorem 6, we change the upper confidence bound to
Comparing (5.2) and (5.3), a first observation is that we should ensurẽ
in order to make sure that there is enough "confidence" in the upper confidence bound even if the pull count and the empirical mean do not match. However, our first attempt (5.1) does not satisfy (5.4). A compromise is to let (5.4) hold for all the arms and let (5.1) hold approximately for sub-optimal arms, which is enough to gaurentee the performance. See Algorithm 1 for our choice ofÑ p,t (a). We refer to the policy in Algorithm 1 as Dklucb. It works as follows: for every round t and every player p, the Dklucb policy first tries to find an arm a ′ such that N p,t (a ′ ) = 0 and pulls it. If there is no such an arm, it will pull an arm which maximizes B + p,t (a). Finally, we present the most important theorem of this paper, showing the upper bound for the Dklucb policy. In Section 6 we will give the outline of the proof.
Theorem 7 Consider a distributed MAB process in which ϕ is the Dklucb policy and each arm is associated with a Bernoulli distribution. Then for every sub-optimal arm a,
The DKLUCB Policy: Outline of the Analysis
Before we start the analysis, it is worth noting that the distributed MAB problem typically requires the players to perform uniformly well. The nature of the distributed bandits allows players to play occasionally better than the lower bound. However, this is an unexpected phenomenon since it could also mean occasionally worse. The following lemma, which plays an important role in the proof of Theorem 7, guarantees that every player pulls those sub-optimal arms often enough. The proof is included in Appendix B.2.1.
where
Lemma 8 Consider a distributed MAB process in which ϕ is the Dklucb policy and each arm is associated with a Bernoulli distribution. Let (Φ n ) n≥1 be a sequence of random variables such that Φ n → ∞ almost surely. Then for every sub-optimal arm a and every δ > 0,
Sketch of the Proof of Theorem 7
We now give a sketch of the proof of Theorem 7, and put the complete proof in Appendix B. First note that it suffices to prove that for every sub-optimal arm a and every δ > 0 small enough, the following inequality holds:
Here and in the sequel, we use subscripts in the O(·) asymptotic notation to denote that the implied constant denpends only on the subscripts. Fix a sub-optimal arm a and a δ > 0. The basic idea is to define a random variable Υ T for every time horizon T large enough such that Υ T is the largest positive integer satisfying
Then it suffices to show that for every player p
Fix a player p and define the random variable Λ T to be the last round such that
If there is no such a round, let Λ T = C Υ T + 1. Theorem 7 can be implied by the following two statements:
We prove (6.1) first. By the definition of Λ T , one of the following two statements must hold:
Recall the definition ofÑ p,t (a):
which can be rewritten as
, it remains to show that
where in the second inequality the substitution of Pr N C Υ T < L T with o(1) is due to Lemma 8. Hence it suffices to show that
. This is trivial if α(C) = 0, we assume α(C) > 0 henceforth. By the definition of α(C), for δ < α(C),
To prove (6.2) we first do an event decomposition:
Then we will show that the event B + p,t (a * ) < µ * can be safely ignored. Claim 16 (in the appendix) showsÑ p,t (a) does not exceed N p,t (a) too much:
a). Using Lemma 18 (in the appendix) we show that
Hence we can ignore the event B + p,t (a * ) < µ * and only bound the probability of the event
This concludes the proof.
Concluding Remarks
In this paper we have generalized both the model and the results of the classical singleplayer MAB to a distributed multi-player setting (i.e., from M = 1 to M ≥ 1). While the universal lower bound we established in Section 4 is applicable to arbitrary distribution models, we restrict our Dklucb policy in Section 5 to Bernoulli distributions to take main attention on the "distributed" side of the problem rather than the "bandit" side.
Our analysis of the Dklucb policy partly relies on a self normalized deviation bound which is borrowed from Cappé et al. (2013) (Lemma 17 in Appendix B.5). Inspired by their work, it is possible that we can improve both our algorithm and analysis to deal with distributions with finite support. Instead of using the empirical mean, we can use the empirical distribution:ν p,t (a) = 1 N p,t (a) Xu,v∈Xp,t(a) δ Xu,v , where δ x denotes the Dirac distribution on x ∈ R. Accordingly, withÑ p,t (a) and F(t) defined in Algorithm 1 unchanged, the new upper confidence bound becomes:
We hope that our work has successfully demonstrated the power and potential of the ideas and techniques proposed in this paper and will thus lead to their wider adoption in distributed bandit problems.
O-A. Maillard, R. Munos, and G. Stoltz. A finite-time analysis of multi-armed bandits problems with Kullback-Leibler divergences. In Proc. of Conference On Learning Theory (COLT), 2011.
Appendix A. Proof of Proposition 3
Since Proposition 3-(a) is a direct consequence of Proposition 3-(b) and (c), it suffices to prove the latter two statements. Let
It then follows from the inequality that
Note that ǫ can be chosen to be arbitrarily small. If d = 1, then Z C (n) ∈ ω(ln ln(n)). Otherwise, we have lim inf
This completes the proof of Proposition 3-(b) and (c).
Appendix B. Proof of Theorem 7
In this section, we give a complete proof of Theorem 7. For each player p and each arm a, we define a sequence of random variables (X p,a i ) i≥1 where X p,a i is the i th element in the set
with respect to ≺ * p . We also definê
By this definition we can see thatμ p,t (a) =μ p,Np,t(a) (a).
B.1.
Step 1: s ·μ p,s (a) follows binomial distribution B(s, µ a )
The random variableμ p,t (a) is the empirical mean of those rewards generated by arm a that are known to player p at the beginning of round t. There are N p,t (a) of these rewards, each of them obtained either by player p pulling arm a himself, or via communication (i.e., from other players). Thus we need a lemma to ensure that the additional data obtained from other players are indistinguishable from the data collected by players themselves. In other words, we shall prove thatμ p,s (a) is the empirical mean of s mutually independent random variables with the same distribution ν a .
Lemma 9 For every player p, every arm a, and every s ∈ N + ,
Proof Fix an arm a and a player p. We denote by F (x) the cumulative distribution function corresponding to ν a . In addition, we define random variables p i and t i such that p i is the player who first receives the reward X p,a i and t i is the round this receiving takes place. Clearly we have X p,a i = X p i ,t i , and therefore
Hence, now it suffices to show that X p i ,t i are mutually independent random variables with the same cumulative distribution function F (x).
First we will prove that for every i, X p i ,t i has the cumulative distribution function F (x). That is, Pr(X p i ,t i ≤ λ) = F (λ) for any λ ∈ R. Note that
where the second equality holds because given p i = u and t i = v, the reward X u,v is generated by arm a independently. Then we will prove mutual independence by induction. It suffices to show that for every s real numbers λ 1 , λ 2 , · · · , λ s and s integers l 1 < l 2 < · · · < l s we have
The base case where s = 1 has been proved in (B.1). Suppose we have proved that mutual independence holds for s − 1, and we also define the event E s,u,v by
Then we have Pr
where the third equality holds because given the event E s,u,v , the reward X u,v is generated by arm a independently.
Technically, this lemma is required whenever the Hoeffding's inequality is used to bound µ p,s (a). For simplicity, later proofs may use this lemma without explicitly pointing it out.
B.2.
Step 2: sub-optimal arms are explored often enough
This section provides another utility lemma whose proof is much more complex. It is worth noting that the distributed MAB problem typically requires the players to perform uniformly well. The nature of the distributed bandits allows players to play occasionally better than the lower bound. However, this is an unexpected phenomenon since it could also mean occasionally worse. The following lemma, which plays an important role in the proof of Theorem 7, guarantees that every player pulls those sub-optimal arms often enough.
Lemma 10 (Lemma 8 restated) Let (Φ n ) n≥1 be a sequence of random variables such that Φ n → ∞ almost surely. Then for every sub-optimal arm a and every δ > 0,
B.2.1. Proof of Lemma 10
In fact, we only require that Φ n tends to infinity in probability, which is weaker than almost surely (by Fatou's lemma). Below is a simplified version of the definiton of convergence in probability which will be used in this proof.
Definition 11
We say a sequence of random variables (X n ) n≥1 To simplify our proof, we first present three tiny lemmas (Lemmas 12, 13 and 14).
Lemma 12 Let (Φ n ) n≥1 be a sequence of random variables such that Φ n p − → ∞. Then for every player p and every arm a,μ
Proof By the definition of convergence in probability, it suffices to show that for every δ > 0 and every ǫ > 0 we can find an N * such that for any n ≥ N * ,
Fix a δ > 0 and ǫ > 0, we can choose N 0 large enough such that
where the first inequality follows from union bound and the second follows from Hoeffding's inequality. Then by the definition of tending to infinity in probability, we can choose N 1 large enough such that
Thus, for every n ≥ N * = max(N 0 , N 1 ),
which concludes the proof.
Lemma 13 Let (Υ n ) n≥1 be a sequence of random arms, (Γ n ) n≥1 be a sequence of random players, and (Φ n ) n≥1 be a sequence of random variables such that Φ n p − → ∞. Then
Proof Assume the left hand side of (B.2) holds. By the definition of convergence in probability, it suffices to show that for every δ > 0 we have
Recall that N Γn,Φn (Υ n ) ≥ (Φ n ) ξ for n large enough, and Φ n p − → ∞. As a consequence,
Then by Lemma 12, both (B.3) and (B.4) converge to 0 as n → ∞. For (B.5), on the one hand, min a∈AK (µ a + δ 2 , µ a + δ) is a constant; on the other hand,Ñ Γn,Φn (Υ n ) ≥ N Γn,Ψn (Υ n ) ≥ (Φ n ) ξ for sufficiently large n and (Φ n ) ξ ∈ ω (F(Φ n )), therefore
Hence (B.5) is always 0 for n large enough. This concludes the proof.
Lemma 14 Let (Φ n ) n≥1 be a sequence of random variables such that Φ n p − → ∞. Then for every player p and every arm a,μ
Proof First note thatμ p,Φn (a) =μ p,N p,Φn (a) (a). By Lemma 12 it suffices to prove that
By the definition of convergence in probability, we only need to show that for every N > 0 and every ǫ > 0, we can find an N * such that for any n ≥ N * ,
For each n ≥ 1, let Υ n be the arm that player p has pulled most frequently by round Φ n and let Ψ n be the last round in the first Φ n rounds that p pulled Υ n . The definition of Ψ n implies that
Hence by Lemma 13,
Now let δ = (1 − max a∈A µ a ) / 2. Then for every N > 0 we have
For every ǫ > 0, by (B.6) we can choose N 0 large enough such that for every n ≥ N 0 , Pr(B
is a constant, we can also choose N 1 large enough such that for every
Finally, according to the assumption that Φ n p − → ∞, we can choose N 2 large enough such that for every n ≥ N 2 , Pr(Φ n < N 2 ) ≤ ǫ / 2. Thus, for every n ≥ N * = max(N 0 , N 1 , N 2 ), Pr (N p,Φn (a) < N ) < ǫ.
We also need the following claim, which says if N t (a) is small, then there exists at least one player p such thatÑ p,t (a) is small.
Claim 15
For every arm a, every round t, and every constant c,
Then we can start our proof of Lemma 8. In fact, it is equivalent to prove the following equation:
For every round t, we define a random player p t such that
and we say player p t is chosen for round t. For every n, we define a random player Γ n such that Γ n is the player who is chosen most frequently in the first Φ n rounds. We also let Ξ be a random set including the rounds in which player Γ n is chosen. We let random variable Υ n be the arm that is pulled most frequently by Γ n in those rounds in Ξ n and let Ψ n be the last round in Ξ n that Γ n pulls Υ n . With all the definitions above, we have
as well as
Note that Φ n p − → ∞ implies C Φn p − → ∞, which by (B.9) in turn implies
For any fixed T , clearly we have
By Claim 15 and (B.7),
Furthermore, by the definitions of random variables Γ n , Ψ n , and Υ n , 
Now we decide ǫ to be a positive real number small enough such that there exists a T 0 satisfyingK
Thus,
where the equality holds because Φ n p − → ∞ implies C Φn p − → ∞. This concludes the proof.
B.3.
Step 3: define the critical time point Λ T
To prove Theorem 7 it suffices to prove that for every sub-optimal arm a and every δ > 0 small enough, the following inequality holds:
Here and in the sequel, we use subscripts in the O(·) asymptotic notation to denote that the implied constant depends only on the subscripts. Fix a sub-optimal arm a and a δ > 0. The basic idea is to define a random variable Υ T for every time horizon T large enough such that Υ T is the largest positive integer satisfying
If there is no such a round, let Λ T = C Υ T + 1. To associate N p,Λ T (a) with N T (a), note that
Thus, Theorem 7 can be implied by the following two statements:
Step 4: bound the number of pulls before round Λ T In this section we will prove (B.15), i.e., bound the number of pulls before round Λ T . By the definition of Λ T , one of the following two statements must hold:
where (B.17) holds if there exists a Λ T satisfying (B.14). Otherwise (B.18) holds since in this case we have Λ T = C Υ T + 1. Recall the definition ofÑ p,t (a):
then one of the following three statements must hold:
where (B.19) and (B.20) are two possible consequences of (B.17), and (B.21) is a consequence of (B.18). Rearrange the inequalities, it further follows that N p,Λ T (a) is less than
which is denoted by U T henceforth. On the one hand, to prove (B.15) it suffices to show that
On the other hand, note that
Thus, it remains to show that
and let
Then, we have
Thus, we can say that
Furthermore, by the definition of Υ T , we see that Υ T → ∞ surely (and therefore almost surely), hence by Lemma 8,
Thus, we have
where the second inequality follows from (B.22), (B.23), and the fact that Pr(·) ≤ 1. Now to prove (B.15) it remains to show that
Note that
If α(C) = 0, then (B.24) holds trivially, therefore we assume α(C) > 0 henceforth. Furthermore we assume δ is small enough such that δ < α(C). By the definition of α(C), we have
Since as T → ∞, C Υ T → ∞ surely, therefore
Thus, for T large enough,
This concludes the proof of (B.15).
B.5.
Step 5: bound the number of pulls after round Λ T In this section we will prove (B.16), i.e., bound the number of pulls after round Λ T . We first do an event decomposition:
{A p,t = a} ⊆ B + p,t (a * ) < µ * ∪ B + p,t (a) ≥ µ * ∧ A p,t = a , for t large enough.
Then we will show that the event B + p,t (a * ) < µ * can be safely ignored, which requires the following claim to show thatÑ p,t (a) does not exceed N p,t (a) too much:
Claim 16 For every player p, every arm a, and every t ≥ 1, If N p,t (a) = 0, thenÑ p,t (a) = 0 and the bound is trivial. Now we assume α(C) > 0 and N p,t (a) > 0. Note that N p,t (a) N p,t (a) = 1 + (M − 1) · min 1 − N ℓ(t) (a) N p,t (a) , u(ℓ(t)) N p,t (a) .
Let f (x) = min 1 − N ℓ(t) (a) / x, u(ℓ(t)) / x . We havẽ
f (x) .
Since 1 − N ℓ(t) (a) / x is increasing in (0, ∞) and u(ℓ(t)) / x is decreasing in (0, ∞), f (x) can be maximized if these two functions take the same value. In fact, when x = x * = N ℓ(t) (a) + u(ℓ(t)), we have f (x * ) = 1 − N ℓ(t) (a) / x * = u(ℓ(t)) / x * . Thus, In addition, we require the following self normalized deviation bound:
Lemma 17 (Cappé et al. 2013 ) Letμ s be the empirical mean of s mutually independent Bernoulli random variables with the same mean p, then Pr t s=1 μ s < p ∧ s ·K (μ s , p) ≥ ǫ ≤ e⌈ǫ ln(t)⌉e −ǫ .
Using Claim 16 and Lemma 17 we get the following bound:
Lemma 18 For every player p and every arm a, where the first inequality follows from Claim 16 and the last inequality follows from Lemma 17. Sum (B.26) from 1 to T yields o(ln(T )).
Hence we can ignore the event B + p,t (a * ) < µ * and only bound the probability of the event B which concludes the proof of (B.16), and also the proof of Theorem 7.
