I. INTRODUCTION
The fluxon dynamics in stacked long Josephson junctions have been investigated in detail during the last decade. [1] [2] [3] [4] [5] [6] [7] [8] The possibility of comparing theoretical predictions with experimental measurements increases the interest of these systems. The potential applications of the vertical stacked Josephson junctions cover several interesting fields such as the design of devices for storage and transmission of electronic signals and high-frequency radiation emission and detection devices.
When two layers of superconducting material are separated by an insulating layer and overlap between Cooper pairs wave functions occurs, then Cooper pairs ͑as well as electrons͒ can cross the insulating barrier due to the tunneling effect. The dynamics of the phase difference between the wave functions in the two superconducting layers is governed by the perturbed sine-Gordon equation.
The sine-Gordon equation emerges from many different physical fields in the study of nonlinear wave phenomena. 9 Special care has to be taken in the study of stacked junctions as compared to a single junction due to the interaction effect between the stacked junctions. This interaction was first studied in the case of two junctions by Mineev et al. 10 and later it was widely investigated. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] The symmetry between the two equations in the case of two junctions may hide some important aspects of the fluxon motion. In order to investigate the general properties of a system of an arbitrary number of junctions we study the case of three junctions. It is important to note the difference in the motion of fluxons in interior junctions, as 2 in Fig. 1 , which receive interaction from their two neighboring junctions, 1 and 3, while the two exterior junctions only receive interaction from one neighboring junction. By simple arguments the topological dissimilarity between junctions is most important for nϭ3. In the limit nϭϱ all junctions are again similar topologically.
Our starting point is the model described by Sakai, Bodin, and Pedersen 2 where a theory describing the interaction between a general system of N junctions is deduced from the Maxwell, London, and Josephson equations. The equations for the particular case of three junctions are 2 belongs to the interval Ϫ0.5ϽSр0. The constant ␣ i represents the damping and ␥ i represents the driving force in the ith junction. Realistically due to physical requirements, the driving forces introduced into each junction must be the same, i.e., ␥ i ϭ␥, iϭ1,2,3, as shown in Fig. 1 
͑2͒
The uncoupled and unperturbed system, Sϭ␣ϭ␥ϭ0 in Eq. ͑1͒, reduces to three identical equations which allow a simple single soliton solution given by the expression
where v is the velocity of the wave. It is called a fluxon (ϭ1) or an antifluxon (ϭϪ1), depending on the polarity. The maximum speed for one single equation (nϭ1) is the velocity of light in the junction, the so-called Swihart velocity, 27 c, which is used for normalization in the following. Several perturbation methods have been developed to study this model in detail. 28, 29 The aim of this paper is to investigate the trajectories and stability in (x,t) space and time of the single fluxons or antifluxons in each junction to determine stable modes. The stability analysis of the system of two junctions was studied by means of perturbation analysis of the antiphase linear mode by Gro "nbech-Jensen et al. 14, 15 Assuming fluxon-type solutions in each junction, the coupling effect leads to repulsion between the center portion of the fluxons of identical polarity and attraction between the fluxons of opposite polarity. This conclusion is obtained investigating the minimum of the potential energy of the system. The basic ideas for this case were first established by Mineev et al. 10 and later several investigations, making use of the symmetry of this case, were performed. 11, 13, 17, 19, 21, 30 On the other hand, a unidirectional ␥ force drives the fluxon and antifluxon in opposite directions. 28 In the case of two stacked Josepson junctions, stable coherent in-phase zero-field steps in the current-voltage characteristic were observed experimentally in Refs. 17 and 31. An experimental finding of different cavity resonances ͑Fiske modes͒ in three stacked junctions was presented in Ref. 32 . So far direct observation of coherent in-phase fluxon motion in three and more Josepson junctions has not been reported. 33 Of physical interest are the modes where the waves excited in the top and bottom junctions are identical. Stable bunching of solitons are shown in Secs. II and III. Thus we will restrict our analysis to the fluxon-antifluxon-fluxon ͑f-af͒, 1 ϭ1, 2 ϭϪ1 in Eq. ͑3͒, and fluxon-fluxon-fluxon ͑f-ff͒, 1 ϭ 2 ϭ1, cases.
In Sec. II we develop piecewise linear approximations ͑PWLA's͒ of the fully nonlinear equations, substituting the sin i term by linear approximations. In the f-a-f case the threshold between the driving and the coupling parameters for the bunched state is deduced. Otherwise the locked state of fluxons in the f-f-f case is possible only for a certain range of high speeds above the Swihart velocity 27 where oscillating tales are created in the fluxons. 11, 13, 15 These oscillations are successfully represented by the PWLA's and the threshold for bunching in the driving-damping parameter space is obtained for each value of the coupling constant with a good degree of accuracy. In one junction bunching only occurs in the presence of surface current loss. 34 -39 In Sec. III the method used for the numerical simulations is described. The solutions are shown for different parameters of the equation and compared to the analytical predictions. In Sec. IV the conclusions about the work are summarized.
In Appendix A, a collective coordinates approach is formulated. This method gives qualitatively good results when the fluxons are driven with low velocities and successfully predicts the bunching of different polarity fluxons but fails to predict the bunching of equal polarity ones. In Appendix B the particular symmetric configuration of two identical junctions is studied by the PWLA method. It is found that the fluxon-fluxon mode is stable above Swihart velocity and oscillating tales do not appear.
II. PIECEWISE LINEAR APPROXIMATION
The two modes ͑f-a-f͒ and ͑f-f-f͒ have physical relevance because they are the only ones which can be excited in stacked coupled Josephson junctions by a uniform bias current. Bunched states of fluxons may exist in both modes but the dynamics is completely different.
It is well known that bias current drives the fluxons and the antifluxon, Eq. ͑1͒ with ϭ1 and ϭϪ1, respectively, in opposite directions. 28 For the case of a ͑f-a-f͒ mode it was shown quite recently 26 that in the framework of the collective coordinates approach the balance between the separation tendency due to driving force and the fluxon-antifluxon attraction may lead to a bunched state. In contrast to this the bunched state on the ͑f-f-f͒ mode does not exist.
As it has been shown 6, 11, 13, 15, 17, 40 bunching of fluxons in the case of two Josephson junctions may be explained beyond the collective coordinates approach. High amplitude radiation, which is attractive for the fluxons of neighboring junctions, is created when these fluxons move in the range of velocity, v, between the Swihart velocities, c Ϫ ϽvϽc ϩ , where c Ϯ ϭ1/(1Ϯͱ2S) 1/2 are the asymptotic phase velocities of the small amplitude linear plasma waves. 8, 41, 42 General solutions for the fully nonlinear coupled system, Eqs. ͑1͒, are not known. We are interested in traveling-wavetype solutions, i (x,t)ϭ i (z), where zϭxϪvt. Taking into account that in both modes, ͑f-a-f͒ and ͑f-f-f͒, fluxons in the first and the third junctions are identical, the set of Eqs. ͑1͒ can be reduced to the following two equations:
•c ϩ 2 . We cannot solve Eqs. ͑4͒ analytically. Therefore to provide some insight into the physical mechanism of fluxon interaction, we use PWLA's, P( i ), for the nonlinear terms, sin i , in order to linearize Eqs. ͑4͒ in a piecewise fashion.
Here we present two choices, P a and P m , for the operator P,
and
respectively. The first one, P a ͓(z)͔, is the simpler. As seen in Fig.  2͑a͒ it provides a good representation of the fluxon tails as →0 or 2. However, it is discontinuous at ϭ. The free parameter a (0Ͻaр1) controls the slopes of the approximating straight lines and may be used to adapt the approximation.
The second one, P m ͓(z)͔, is more accurate. It was used 43 to describe fluxon dynamics in a single junction with a surface loss term. As seen in Fig. 5͑a͒ below P m () provides a good approximation to the fluxon tails as →0 or 2 and also to the center portion of the fluxons at Ϸ. In contrast to P a , P m is continuous.
The analytical solutions obtained by substituting sin by P m () are more accurate than using P a but also more cumbersome. In the following sections the reasons for choosing between the two approximations are given.
A. Fluxon-antifluxon-fluxon
Here we describe the ͑f-a-f͒ bunching taking into account fluxon shape modification. Because we are interested in the low velocity case, where v is much smaller than the lowest Swihart velocity, c Ϫ , we may use the PWLA, P a , given by Eq. ͑5͒.
The identical bias term, ␥, in all junctions, Eq. ͑1͒, drives the fluxons in one direction and the antifluxon in the opposite one. On the other hand due to coupling between junctions the fluxons and the antifluxon attract each other. 11, 13, 21, 22 As a result of the competition between driving and interaction of junction coupling the fluxons and the antifluxon are separated by the distance, d. For ␥Ͼ0 the antifluxon is behind the fluxons and the distance between them, d, increases with the driving force. Thus in the framework of the PWLA one should distinguish the following three intervals as shown in Fig. 2͑b͒ :
Inserting solutions of the type i (z)ϭD i e z Ϫ␥/a in the linear system of the ODE, Eq. ͑4͒ with Pϭ P a , the corresponding fourth-order characteristic equation is obtained to be
The roots of Eq. ͑8͒ are
where the terms p Ϯ and q Ϯ are
The eigenvectors (D 1 ,D 2 ) associated to the solution of the linear system will be (1,ͱ2) T and (1,Ϫͱ2) T , corresponding to the in-phase and antiphase modes. For low velocities, ͉v͉Ͻc 1 , 1,3 are positive and 2,4 are negative. The expressions for the bounded solutions of the piecewise linearized version of Eq. ͑4͒ in each one of the three regions, I, II and III, become 
where the superscripts (
and (•••)
III indicate the regions I, II, or III, respectively, in which the function is evaluated and the apostrophe indicates differentiation with respect to z.
By using any eight from the ten matching conditions, Eqs. ͑14͒, the eight constants (H 1 ,H 2 ,G 1 ,G 2 ,G 3 ,G 4 ,K 1 ,K 2 ) may be expressed as functions of the parameters S, ␥, ␣, and v. The remaining two conditions give the dependence of the distance between solitons, d, and the relation between the velocity, v, and the driving force, ␥. After some algebraic calculations we get simple expressions for these two remaining conditions as a function of the coefficients G 1 and G 3 given by Eqs. ͑14͒ to be
͑15͒
When the coupling parameter, S, is large enough to counteract breakup induced by the driving force, ␥, Eqs. ͑15͒ have finite solutions for the velocity, v, and distance, d. This means that the bunched state of the ͑f-a-f͒ mode exists. The corresponding phase diagram in the (S,␥) space is presented in Fig. 3 . The PWLA, Eq. ͑11͒, reproduces quite accurately the shape of the fluxons for the weak bias current, ␥, where the bunching of the ͑f-a-f͒ occurs, as is shown in Fig. 4 . On the other hand at high bias current, ␥, when the fluxons move with velocity close to the lowest Swihart velocity, c Ϫ , the shape of the fluxons are more sensitive to variations 44 and this simple discontinuous PWLA, Eq. ͑5͒, is not sufficiently accurate. It reproduces accurately the behavior of fluxons in the tails but is not correct at the center portion of the fluxons which significantly contribute to the fluxon interaction. In this case we need the more accurate approximation given by Eq. ͑5͒ to obtain the bunched ͑f-f-f͒ state in the following section.
B. Fluxon-fluxon-fluxon
In the framework of the collective coordinates approach the bunched state of three fluxons is unstable ͑see Appendix A͒. Fluxons repel each other and the potential energy of interaction, U int , decreases when the distance between fluxons increases. However, as it follows from the results of numerical simulations 11, 13, 15, 23, 24, 45 ͑see also below͒ the bunched state does exist when the driving force exceeds some critical value. It is also quite remarkable that an appearance of bunched states is always accompanied by cre- ation of oscillatory tails of fluxons. The bunched state of equal polarity fluxons in coupled Josephson junctions is always related to these oscillatory tales unless there are only two junctions with the same physical properties. The symmetry of this configuration, which may be considered as degenerate, provides a fluxon-fluxon solution without oscillations as is deduced in Appendix B. Therefore to describe fluxon bunching one should use an approach which takes into account the change of shape of fluxons and appearance of oscillating tails. This can be done in the framework of the PWLA. The approximation P a given by Eq. ͑5͒ is too crude in the central portion of the fluxon to provide the bunched state. Instead the more accurate P m , given by Eq. ͑6͒ and shown in Fig. 5͑a͒ , is used. We assume that the fluxon in the interior junction, 2 , travels slightly ahead by a distance d with respect to the fluxons of junctions 1 and 3, 1 ϭ 3 , as shown in Fig. 5͑b͒ .
As in the previous section we distinguish three intervals for the PWLA, 
The remaining two conditions can be written in the following way as functions of Ḡ 1 and Ḡ 4 obtained previously by Eqs. ͑23͒:
From Eqs. ͑24͒ the values of the distance between fluxons, d, and the velocity, v, are fixed as function of the parameters S, ␣, and ␥. Solving Eqs. ͑24͒ for each coupling constant, S, we obtain the region in the (␣,␥)-parameter space where bunching in the ͑f-f-f͒ mode exists. Figure 6 shows this region calculated numerically between the Swihart velocities, c Ϫ ϽvϽc ϩ , where bunching exists. The bottom contour of this region may be approximated by the PWLA, while the top contour of the region cannot be approximated by the PWLA, due to creation of new pairs of fluxon-antifluxons above this contour. The PWLA, Eqs. ͑20͒-͑22͒, reproduces quite accurately the shape of the fluxons for low values of the driving force, ␥, where the bunching of the ͑f-a-f͒ takes place, as shown in Fig. 7 .
III. NUMERICAL SIMULATIONS
A symmetric central finite difference method of second order for both space and time has been implemented for the numerical simulations. The total length of the junctions is Lϭ40 and the spatial mesh size is ⌬xϭ0.05. We have chosen periodic boundary conditions, i (L/2)ϭ i (ϪL/2)ϩ2 and i,x (L/2)ϭ i,x (ϪL/2), iϭ1,2,3, corresponding to an annular geometry to avoid ambiguities due to reflection from edges.
As shown in previous sections, in the antiphase mode ͑f-a-f͒ the fluxons and the antifluxons are attracted by the coupling between junctions while a bias current of the same sign in all fluxons, ␥, drives them in opposite directions. When the coupling is strong enough to overcome the fluxonantifluxon separation caused by the bias term the two fluxons and the antifluxon will travel bunched, as is shown in Fig.  8͑a͒ , while a higher driving force will lead to a split in the fluxons, as is shown in Fig. 8͑b͒ . The bunching in the ͑f-a-f͒ mode takes place for ͉v͉Ͻc Ϫ .
The numerical simulations have been made under fixed values of the coupling constant, S, and the dissipation, ␣, and varying the driving, ␥. A numerically found dependence of the bias current vs fluxon velocities is plotted in Fig. 6 .
The ͑f-f-f͒ mode presents a more complex scenario than the ͑f-a-f͒. Here the bunching is possible for speeds between the lowest and the highest Swihart velocities, c Ϫ ϽvϽc ϩ . Thus the simulations have been made for a high driving force, ␥. Three types of fluxon motion have been detected. When ␥ is lower than a threshold value the bunched state does not exist. Fluxons in external junctions split from the fluxon in the internal junction ͓see Fig. 9͑a͔͒ and they propagate with different velocities.
Increasing the bias parameter, ␥, we find the range of values where bunched states exists. This bunching interval depends on the coupling S and the dissipation ␣. When bunching takes place the fluxons move their centers with the same velocity, v, belonging to the interval (c Ϫ ,c ϩ ), and their centers are separated by a small distance, as is shown in Fig. 9͑b͒ . The emergence of oscillating tails in the numerical solution of Eq. ͑1͒ for this high velocity, v, induces the three fluxons to bunch. For a too high bias ͓␥ϭ0.69 in Fig. 9͑c͔͒ the equilibrium of bunching is broken by the creation of a new pair of fluxon-antifluxon. 46 It is worth mentioning that fluxon splitting is an irreversible process. For example, having initially a bunched state, one can destroy it by decreasing the bias term, ␥, and crossing the bottom contour in Fig. 5 . As a result exterior fluxons and the interior one split off and start to move with different velocities. It is impossible to rebunch these fluxons by increasing the driving force, ␥.
The bias current versus the numerically found fluxon velocities ͑i.e., the I-V curve with voltage replaced by velocity͒ are plotted in Fig. 10 . When the fluxons move more slowly than c Ϫ , they split and travel with different velocities, 1 ϭ 3 with v 1 and 2 with v 2 , where v 1 Ͻv 2 . Bunching state branches are observed in narrow ranges of velocities between c Ϫ and c ϩ .
As was mentioned above we used a uniform driving force, ␥. Therefore during the simulations we did not observe a mode corresponding to a fluxon in the first junction, nothing in the second, and an antifluxon in the third, which was proved to be stable in the no-bias, no-damping case.
IV. CONCLUSIONS
We have investigated a theoretical model of three coupled Josephson junctions taking into account identical fluxons, 1 ϭ 3 , in exterior junctions and a fluxon or antifluxon in the interior one, 2 . In the case of ͑f-a-f͒ the interaction between the fluxons leads to repulsion between the center portion of the fluxons and antifluxon while the bias term, ␥, drives them in opposite directions. The combination of these two factors gives rise to bunching or unbunching depending on the balance between S and ␥. The simple analytical PWLA used, sin →P a (), gave successful results in the approximation of the shapes of the solutions as well as in the determination of the region in (S,␥) phase space where bunching occurs. This method gives better results than the collective coordinates approach because it works well even when the range of velocities is not restricted to slow ones, ͉v͉ӷ0.
The behavior of the waves in the ͑f-f-f͒ mode is notori- ously different than the previous one. Here the interaction coupling induces repulsion between the fluxons for speeds below the lowest Swihart velocity, vϽc Ϫ . In the high velocity regime, c Ϫ ϽvϽc Ϫ , the fluxon bunching may exist only for a certain range of velocities due to the creation of an oscillating tales mirror symmetric in the fluxons of adjacent junctions. These oscillations provide the internal energy of a local minimum when the fluxons are separated by a small distance, d. Under these conditions the changes of the shapes of the fluxons are very sensitive to small variations of the parameters and that is why we have chosen the more sophisticated PWLA, sin →P m (). The analytical solutions obtained by this method approximate accurately the solutions given by the numerical simulations and also give approximately the lower velocity threshold for the bunched state. This result cannot be obtained by the classical method of collective coordinates ͑see Appendix A͒ because the oscillating tales, which are fundamental for the bunching, are not taken into account in the classical fluxon type of trial functions. I-V curves have been calculated numerically in order to clarify the behavior of the fluxons inside the bunching interval of the parameter space (S,␥), as well as outside this interval. 
APPENDIX A: COLLECTIVE COORDINATES
In this Appendix the attraction between the center portions of the fluxon and the antifluxon in the ͑f-a-f͒ mode and the repulsion between the fluxons in the ͑f-f-f͒ mode is investigated. The standard procedure is to study the minima of the potential energy, W, as a function of the distance between the waves in the different junctions.
In the collective coordinate approach generalized coordinates defined by q ជ (t)ϭ͓q 1 (t), . . . ,q n (t)͔ are used. They determine the position of the particles at time t. The energy of the system given by Eq. ͑1͒ may be written in terms of these coordinates, q, and their derivatives with respect to time, q . The potential energy, W, will depend only on q, while the kinetic energy, T, will depend on q and q . Using the standard procedure 47, 48 we obtain from the Lagrangian ͑2͒ the equations of motion for each of the generalized coordinates, q i (t),
The natural choice of the generalized coordinates for Eq. ͑1͒ is q ជ (t)ϭX ជ (t)ϭ͓X 1 (t),X 2 (t),X 3 (t)͔, where X i is the center of the ith fluxon, i , and u i ϵẊ i is the velocity of the center. The fluxon solutions of the unperturbed single sineGordon equation are used as trial functions,
where lϭͱ1Ϫu i 2 (t) is the width of the waves, in accordance with the Lorentz contraction. In order to simplify the equations of motion, we assume identical widths, l i ϭl, as is indeed the case for traveling waves with low velocities, ͉u i ͉ Ӷ1.
All the contributions except the terms which involve j vanish from the partial derivatives of the Lagrangian with respect to X j and Ẋ j ,
Substituting the expression of the fluxons, Eq. ͑A2͒, into Eq. ͑A1͒ and solving the integrals involved in Eq. ͑A3͒ we obtain the equations of motion for X 1 and X 2 . The repulsion or the bunching effect will be determined by checking the relative distance between the center portion of the solitons. 11, 13, 22 This magnitude is defined as Y ϭ(X 1 ϪX 2 )/l. Using symmetry arguments to calculate the involved integrals, the equation of motion for the distance, Y, is calculated in the same manner as Choosing the mode ͑f-a-f͒ the potential of Eq. ͑A4͒ leads to
The zeros of the derivative of the potential, dV(Y )/dY , determine the stationary points of the system, and they are located at the roots of the nonlinear equation,
ϭ0. ͑A6͒
A high value of the coupling parameter, S, compared with the driving force, ␥, provide two extremes, y 1 Ͻy 2 , for the potential. The first one, y 1 , is a minimum ͑stable state͒ and the second one, y 2 , is a maximum ͑unstable state͒. This means that the collective coordinates approach predicts attraction between the solitons of different polarities. They travel slightly separated by a distance y 1 , which depends on the coupling parameter, S, and the driving force, ␥.
