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Abstract—The Internet topology is of high importance in de-
signing networks and architectures, evaluating performance, and
economics. Interconnections between domains (ASes), routers,
and points of presence (PoPs), have been measured, analyzed, and
modeled. However, existing models have some serious shortcom-
ings, related to ease, accuracy and completeness of measurements,
and limited applicability to emerging research areas. To this end,
in this paper, we propose a novel approach towards capturing the
inter-domain Internet topology. Motivated by the recent interest
in the Internet eXchange Points (IXPs), we introduce a network
graph model based on IXPs and their AS memberships. The
proposed model aims to complement previous modeling efforts,
shed light on unexplored characteristics of the Internet topology,
and support new research directions. We also collect and make
available Internet connectivity data, analyze main topological
properties, and discuss application-related issues.
I. INTRODUCTION
The Internet is composed of Autonomous Systems (ASes),
like ISP networks, CDNs, university networks, located all
over the world. To connect with each other, ASes establish
physical links and use routers, located in different points-of-
presence (PoPs). Connections can be either private (between a
pair of ASes) or hosted by an Internet eXchange Point (IXP).
This Internet ecosystem (of ASes, routers, links, PoPs, IXPs,
etc.) is highly dynamic, and its evolution is driven by both
technological and economic factors [1], [2]. Changes in the
network topology are frequent and are done in a distributed
way; ASes decide individually if and how to add, remove, or
modify (physical or logical) links to other ASes.
Knowing the current topology of the Internet can help
operators to design, configure, or optimize their network [3].
However, since the Internet is not centrally controlled, and
ASes do not use to publish their private network structure and
peering relationships, it becomes difficult (if not impossible)
to have a centralized/global view of the Internet topology [4].
Only partial knowledge can be obtained by measuring
the Internet from the edge, or some vantage points (using
traceroutes, looking glass servers, etc.) [5], [6]. The collected
data can then be used to build a network graph, which is
a common modeling approach that facilitates analysis of the
network characteristics. Graph nodes/vertices often correspond
to ASes, routers, or PoPs (resulting to an AS- [7], router- [8],
or PoP- [9] level topology, respectively), while edges denote
a physical (or logical) link between nodes.
Despite their usefulness (providing an initial view of the
network structure, in simulation studies, etc.), existing network
models are in some cases insufficient to provide a thorough
view of the Internet topology, or lead researchers to correct
conclusions and insights [10]. This is mainly due to measure-
ment limitations, or absence of verification (“ground truth”)
for the proposed network models [4], [8], [11], [12].
To (i) complement previous models, (ii) overcome some of
their shortcomings, and (iii) keep up with the recent Internet
research directions, in this paper, we propose a new, fun-
damentally different approach for mapping the inter-domain
Internet topology. At the heart of our model are the Internet
eXchange Points (IXPs): the facilities where many ASes meet
and exchange traffic. Our selection for an IXP-based model
is motivated by the fact that IXPs (a) reside in the core of
the Internet, and (b) play an increasingly important role in
the Internet’s connectivity (e.g., peering links [5], [6]) and
structure (e.g., flattening of the topology [13], [14]).
Specifically, we define the IXP bipartite graph, a graph
model that consists of two disjoint sets of vertices, i.e., IXPs
and ASes. An edge between an IXP-AS pair is defined when
the AS is member of the IXP; edges between AS-AS or IXP-
IXP pairs are not allowed. The importance and usefulness of
the IXP bipartite graph lies mainly on the following directions:
• The information needed to build the IXP bipartite graph
(i.e., IXP memberships) is published by the IXPs them-
selves (which have incentives to do so), and is easily
accessible [15], [16], [17]. Thus, the proposed representa-
tion of the Internet does not rely on measurements, which
are a main cause of inaccuracies in previous models.
• A lot of recent studies focus on IXPs and their role in
the Internet [5], [6], [13], [14], [18], [19]. The IXP-based
model can become a useful tool in IXP-related research.
Using the IXP bipartite graph, instead of or in conjunction
with the AS/router/PoP-level graphs, can (i) shed light on
further characteristics of the Internet topology, and (ii)
enable new research on areas like inter-domain routing,
or network economics.
The remainder of the paper is structured as follows. We
first introduce the IXP-based model, and discuss its main
characteristics and applicability to use cases (Section II). Then,
we build the IXP bipartite graph from collected data (which we
make publicly available [20]), analyze its main characteristics,
and provide application-related insights (Section III). Finally,
we discuss related work (Section IV) and conclude our paper
(Section V).
Fig. 1: Physical topology of a network with 4 ASes and 3 IXPs.
II. THE IXP-BASED MODEL
In this section, we introduce our Internet topology model.
After providing some basic information about IXPs (Sec-
tion II-A), we define the model, the IXP bipartite graph and its
derivatives (Section II-B). Then, we discuss its main character-
istics (Section II-C), as well as extensions of it (Section II-D).
Finally, we provide some use cases where applying our model
could facilitate solutions for practical problems (Section II-E).
A. Preliminaries: Internet eXchange Points
Connections between ASes can take place over private links
(between a pair of ASes) or Internet eXchange Points. The
main functionality of an IXP is equivalent to a layer-2 switch.
An AS member of the IXP has a router (or a few routers)
connected to the IXP infrastructure, and, thus, is able to
establish a connection with any other IXP member. The main
incentive for an AS to become member of an IXP, is that,
using the same equipment (e.g., 1 router, 1 physical link),
it can connect to many ASes, which leads to cost decrease
(compared to private links) and increase of its accessibility.
Fig. 1 shows an example network of 4 ASes (depicted as
clouds) and 3 IXPs (depicted as switches); this could be a part
of the Internet topology. An AS can connect to more than one
IXPs, from different locations of its intra-network (e.g., AS-1
connects to IXP-1 and IXP-3 from two different routers).
B. Model Definition
We now define our IXP-based model for the Internet topol-
ogy, the IXP bipartite graph (BG). Let us first denote the set of
IXPs and ASes in the Internet as IXP and AS , respectively.
We also denote that an AS j ∈ AS is member of an IXP
i ∈ IXP as j → i. The IXP BG is defined as follows.
Definition 1 (IXP bipartite graph). The IXP bipartite graph is
the undirected graph BG = {VBG, EBG} whose vertices are
the IXPs and ASes of the network:
VBG = IXP ∪ AS
An edge eij between two vertices i ∈ IXP and j ∈ AS exists
when j is a member of i, i.e.,
EBG = {eij : i ∈ IXP , j ∈ AS, j → i}
Under the above definition, edges can exist only between an
IXP and an AS; IXP-to-IXP and AS-to-AS edges do not exist
in the IXP BG. As a result, the graph of Def. 1 consists of two
Fig. 2: IXP bipartite graph (IXP BG).
disjoint sets of nodes, the IXPs and the ASes, or, equivalently,
it is a bipartite graph. In Fig. 2 we draw the IXP BG that
corresponds to the example network topology of Fig. 1. We
denote the nodes with circles (gray and white, for IXPs and
ASes, respectively) and the edges with lines.
Remark: In practice, AS-to-AS edges exist as well due to
private links (IXP-to-IXP connections are rare). However, we
remind that the goals of our model (towards the analysis of
topology characteristics, or applications; see, e.g., Section III)
are different from previous models, like the AS-graphs, which
consider also private AS-to-AS links. Moreover, the IXP BG
can be used complementarily with other models as we discuss
later on.
Graph Derivatives. From the basic model of the IXP BG,
one can build two derivative graphs. These graphs are simpler,
may fit different use cases better, and are of smaller size,
a property that is essential for many applications employing
online algorithms [18]. Specifically, one can build the IXP
multigraph (MG). The IXP MG is defined as the projection of
the BG onto the set of the IXP nodes1. Nodes in IXP MG are
the IXPs, i.e., VMG = IXP , and an edge eij between two
nodes i, j ∈ IXP exists when an AS is member of both IXPs
i and j, i.e.,
EMG = {eij : i, j ∈ IXP , k ∈ AS, k → i, k → j}
As it can be seen, the IXP MG consists of much less nodes
than the BG (|VMG| = |IXP| ≪ |VBG| = |IXP|+ |AS|).
Since more than one ASes can be members at the same
two IXPs, the resulting graph is a multigraph. In the example
of Fig. 1, AS2 and AS3 are members to both IXP1 and
IXP2. Thus, in Fig. 3, where we present the corresponding
IXP multigraph, the nodes IXP1 and IXP2 are connected
with two edges (through AS2 and AS3).
The AS multigraph (or, AS MG) can be defined and repre-
sented similarly; we omit the details due to space limitations.
C. Model Characteristics
We proceed to discuss issues related to the construction
of the graph, how it compares to existing Internet topology
models, and its main characteristics and usefulness.
Graph Construction. To build the IXP bipartite graph (BG)
we need to know the set of IXPs and their member ASes, i.e.,
the ASes that are physically connected to each IXP. With this
1The projection of a bipartite graph onto one set of its nodes X , is defined
as a graph (with single or multiple edges) whose nodes are in X , and two
nodes are connected if they have a common neighbor in BG.
Fig. 3: IXP multi-graph (IXP MG).
information the construction of the IXP BG is straightforward;
one needs simply to follow the rules of Def. 1.
Information about AS memberships is usually publicly
available at IXPs’ websites, or in databases like Peer-
ingDB [15], PCH [16], or Euro-IX [17], that bring together
aggregate data about IXPs and their members. Moreover, IXPs
(as well as ASes) have incentives to publish this informa-
tion, in order to attract peers or clients and increase their
popularity [4]. This makes the construction of the IXP BG a
much simpler task compared to previous modeling approaches,
which require complex data collection and processing methods
to infer AS/router/PoP-level links. This information is typi-
cally kept private by ISPs, in sharp contrast to our model, for
security and competitive strategy reasons.
Furthermore, measurement methods needed for building
AS/router/PoP-level graphs have been extensively reported to
suffer from a number of deficiencies (see, e.g., the survey of
[10]). Protocols (e.g., BGP messages) or tools (e.g., traceroute)
used in these methods, have not been designed for Internet
topology measurements. For instance, BGP messages con-
tain only best paths, and, thus, many existing (e.g., backup)
links are not included in the AS-graphs [4]. In traceroute-
based methods, the difficult task of IP alias resolution (i.e.,
matching IP addresses to routers) can lead to inaccurate router-
level graphs [21], [8]. On the contrary, AS membership data
are independent of such technological approaches, and avoid
problems related to measurements incompleteness/inaccuracy.
Indeed, early studies on the correctness of the available IXP
membership data are very encouraging [22], [23].
Summarizing, the IXP BG construction process has the
following advantages compared to previous models: (a) ease
of collection, (b) independence of measurements, and (c)
potential for increased accuracy.
Role and Use. The proposed IXP-based model, and its
derivatives, map parts of the inter-domain Internet topology.
Hence, it is conceptually closer to the AS-graph model, rather
than the (fine-granular) router/PoP-level models. However, the
IXP BG offers a view of the topology from IXPs, whereas
the AS-graph is usually built from information collected at the
edge [4]. Moreover, the edges in the IXP BG are well-defined:
they are physical connections between ASes’ edge routers
and IXPs. In contrast, an AS-graph edge might correspond
to more than one physical links located in distant locations,
which can create misunderstandings and/or lead to inaccurate
conclusions [4], [10].
D. Enriching the Graph
Extra information can be added (e.g., as attributes to nodes
or edges) in the model of Section II-B to extend its applica-
bility. Some examples are presented in the following.
Location data. IXPs are located in one or a few nearby
buildings. Therefore, a location attribute (e.g., country, city,
or GPS coordinates) can be assigned to an IXP-node [24]2.
AS type. ASes can be classified according to their business
type. For example as AS can be an ISP (Internet Service
Provider), a CDN (Content Distribution Network) , an educa-
tion/research organization, an enterprise, etc. Assigning types
to AS-nodes, and analyzing the resulting graphs, could help
us understand further the Internet structure and the underlying
economics, as we show in Section III.
IP prefixes. The IP prefixes (or, customer cone) of each AS
can be added as an attribute to AS-nodes. This information can
then be used in routing problems, but also as an indicator of
the AS importance/size [18], thus allowing a joint investigation
of the structural and functional Internet characteristics.
Peering policies. Peering agreements (e.g., peer-to-peer,
customer-to-provider) between ASes determine if and how
they exchange traffic over an IXP fabric. Hence, a “layer”
containing policy information can be added on top of the IXP
BG or the AS MG, (as directed or active/inactive edges, etc.).
E. Applications
Since the IXP BG offers a view of the inter-domain topol-
ogy, as it is seen from the IXPs, it can be useful in research
areas, like inter-domain routing [25], [26], [18], IXP-related
innovation [19], [18], or network economics [27].
Solving practical problems relating to selection of IXPs
(e.g., based on their topological characteristics), can be fa-
cilitated using the IXP BG, by making it easier to apply
already used heuristics (based on costs, performance, etc.).
Moreover, the IXP BG provides a graph representation of the
topology, which makes easier to formalize a number of IXP-
related problems as the well-known set cover problems [28],
[29]. Hence, the large literature on set cover problems can
be used towards finding optimal solutions even for complex
cases. In the following (as well as in Section III) we discuss
some relevant examples3.
Outsourcing middleboxes is a novel way to decrease
infrastructure, costs, etc., for enterprises [30]. Candidate lo-
cations for installing middleboxes are IXPs [31], due to their
accessibility (for ASes and potential clients), good connec-
tivity (high bandwidth, availability, etc.), and colocation with
data centers [18]. Since the traffic of an enterprise needs
to be directed to the middlebox and then redirected to its
source or destination, IXPs in central points of the Internet are
expected to be good selections for satisfying QoS constraints
(e.g., latency). To this end, a middlebox placement strategy
2ASes might be large networks spanning a large geographical area. There-
fore, assigning a location to an AS node is not always possible.
3Expressing the corresponding optimization problems is straightforward,
but requires a detailed examination of the problem, to select the optimization
variables, constraints, etc., which is beyond the scope of this paper.
could benefit from the knowledge of the IXP BG. The mid-
dlebox/service provider needs to select the set of IXPs, where
the equipment will be installed, e.g., having as an objective
(a) to cover all its (potential) customers with the minimum
deployment cost (e.g., number of sites where middleboxes will
be installed, resources per installation site, etc.), or (b) given a
cost (CAPEX/OPEX) to cover as many customers as possible.
Remote peering has been recently appeared as a service in
major IXPs [32], [33]. In remote peering, a network “reseller”
(e.g., an ISP) allows ASes to have (virtual) presence to remote
IXPs, i.e., to IXPs that are located outside the area that
the network of the AS expands. As a result, ASes are not
constrained by locality criteria in the selection of a new
membership to an IXP. This allows more flexibility in setting
up new memberships, and the IXP BG can be used for an
optimal selection of the IXP to which an AS will be connected,
based on the current availability of options (i.e., resellers for
remote peering), connection costs, etc.
Deploying a new IXP, can be considered as an equivalent
problem as above, but now from an IXP point of view. A
new IXP (or an existing one that expands its infrastructure)
combining location information (see, e.g., Section II-D) with
the IXP-BG, can similarly select the location of a new site
deployment based on the “coverage” (e.g., how many ASes are
located there, and if they are already well connected through
other IXPs) in order to maximize its expected revenue.
III. DATASET ANALYSIS
In this section, we build the IXP BG for an instance
of the Internet. We first briefly describe the datasets and
methodology we use (Section III-A), and then analyze the
graph (Section III-B).
A. Datasets
As discussed earlier, a key feature of the proposed model
is the ease of the graph construction. The only information
needed to build the IXP BG is the IXP memberships. In our
study, we collect these data from the PEERINGDB (PDB)
[15] and PACKET CLEARING HOUSE (PCH) [16] websites.
Combining two information sources, gives a more complete
graph.
The (simple) methodology we use to merge and pre-process
the data is as follows. Since both datasets do not share the
same identifiers for the IXPs, we merge the two IXP lists
by matching the IXP IP prefixes and names. Then, we filter
out the IXPs denoted as inactive or not approved in PDB and
PCH datasets. We also discard AS-IXP edges with inconsistent
information (based on IP addresses), and nodes that do not
belong to the giant component (3% and 1% node and edge
discards, in total). The final graph is connected, and consists
of 504 IXP and 4, 692 AS nodes, and 14, 651 IXP-AS edges.
Finally, to enrich the basic IXP BG and complement our
analysis, we use ASes’ prefixes from PDB and PCH, and
ASes’ types and peering relationships from CAIDA [34].
To facilitate further analysis of the IXP graphs, we make
available the IXP-AS membership datasets and the respective
graphs at [20].
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Fig. 4: (a) CDF of the node degree for IXP and AS nodes.
(b) CDF of the percentage of IXP members that belong to
different AS-types.
B. Graph Analysis and Applications
From the collected datasets, we build the IXP bipartite
graph, as well as, the projected graphs (IXP and AS multi-
graphs). We detect the main graph properties, and calculate
complex network analysis metrics for the whole graph and
each node set (IXPs and ASes). Due to space limitation, we
present only a subset of the results, comprising the most impor-
tant, closely-related to applications, and previously unexplored
observations. For a clearer presentation, we group our findings
in two categories: (i) members and memberships, and (ii)
connectivity.
Members and Memberships. The degree of a node (i.e.,
the number of edges connecting it to other nodes) in the IXP
BG, depending on the node type, denotes either the number of
AS-members (for an IXP node), or the number of memberships
to IXPs (for an AS node). We present the degree distributions
(namely, the CDFs, complementary distribution functions) for
both node types in Fig 4(a).
An AS connecting to an IXP has the possibility, with a
single physical link, to establish connections to other AS-
members, and obtain access to their networks (peer ASes)
and/or parts of the Internet (transit ASes). Hence the degree
of an IXP indicates its size, importance, and attractiveness
to ASes. As seen in Fig 4(a), the majority of IXPs have up
to a few tens of members, while a small percentage (7% or
35 IXPs) has more than 100 members (the largest value of
members in our dataset is 677).
Using the AS-type information from [34], we calculate for
each IXP the percentage of its members that belong to a
specific AS-type (namely, content providers, enterprises, and
ISPs). In Fig. 4(b), we present the corresponding CDFs. Some
important observations are: (i) 36% and 63% of the IXPs do
not have any member that is content provider and enterprise,
respectively; (ii) in most IXPs, the majority of the members
are ISPs, i.e., the percentage of members-ISPs is less than 50%
(x-axis < 0.5) only for 16% of the IXPs (y-axis < 0.16).
The degree of an AS-node, indicates the extent to which it
can be directly accessible by other ASes. An AS with presence
to many IXPs (i.e., high degree) can establish connections
with many ASes, and thus reduce its transit costs (by using
peering connections), or increase its revenue (offer transit to
more customers), etc. The AS-degree curve in Fig 4(a), shows
that 43% of the ASes are connected only to one IXP, which
denotes that a large percentage of ASes mainly rely on transit
agreements for Internet access. Only 4% of the ASes (i.e., less
than 200 ASes) have memberships to more than 10 IXPs, and
1% (i.e., 6 ASes) to more than 100 IXPs. Towards obtaining
a more detailed view of the AS-degree distribution, in Table I
we consider the node degree for each AS-type separately. As
we can see, while only 19% of all ASes in our dataset are
content providers (CDNs), in the subsets of ASes with degrees
larger than 20 and 30, the corresponding percentages of CDNs
increase significantly to 35% and 64%. This clearly shows that
CDNs tend to have presence in more IXPs, compared to other
AS types, and reveals an interesting aspect of the dynamics
(e.g., economic incentives) behind the inter-domain topology.
The above generic findings, could offer insights for the
IXP selection strategy of an AS desiring to set a new IXP
membership (see also Section II-E). For instance, a small ISP,
having a substantial amount of traffic to/from CDNs, should
turn its attention to the list of IXPs with many CDN members
(which are mostly large IXPs; cf. Table I). On the other hand,
a large ISP offering transit, is probably more interested in
connections with other (small) ISPs; this indicates a market
targeting small-size IXPs. Moreover, the IXP selection process
could benefit from information about IP addresses belonging
to each AS. However, an interesting finding in our datasets,
is that there is no correlation (correlation coefficient <= 0.1)
between the AS degree and network size (i.e., total announced
IP prefixes).
Similarly, with respect to the remote peering problem dis-
cussed in Section II-E, assume an AS1 at IXP1, and an AS2
being member of both IXP1 and IXP2; AS1 uses AS2 as a
“tunnel” to obtain access to the remote IXP2 and peer with
its members. A careful selection, among the ASes offering
remote peering, can be done using the IXP BG, by calculating
the number of new connections to ASes a “tunnel” can offer4.
In Fig. 5 we present this metric for all eligible AS-pairs in
our dataset (i.e., AS-pairs colocated in at least one IXP).
TABLE I: Percentage of AS types
Subset of ASes Content Enterprise ISP
All ASes 19% 5% 69%
ASes with degree > 20 35% 2% 63%
ASes with degree > 30 64% 4% 32%
Connectivity. We now proceed to study the connectivity
between nodes in the Internet. We first calculate the shortest
paths in the IXP BG between each AS-pair. Note that in the
BG a path from a node AS1 to a node AS2 crosses at least
one IXP. Table II gives the percentage of paths that cross a
certain number of IXPs. Most paths (∼ 83%) cross exactly
2 IXPs, while less than 2% of the paths cross more than 3
IXPs. Here, we need to stress that these paths do not coincide
4Note that here, as AS can select among only the neighboring ASes, while
in the aforementioned case the selection is among all IXPs.
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Fig. 5: CDF of the number of new neighbors a node can access
from a remote peering connection.
always with the existing routing paths (e.g., determined by
BGP) in the Internet, mainly due to restrictions imposed by
peering policies, existence of private links, etc. However, they
reveal the capabilities (under the given topology) for inter-
domain routing solutions, including: failure or emergency
cases management, novel routing services and economic mod-
els, etc., [18], [26].
TABLE II: Number of IXPs crossed by AS-to-AS shortest
paths.
Number of IXPs 1 2 3 4 5
Percentage of paths 7.9% 83.3% 8.6% 0.16% 0.001%
Moreover, in Table III we calculate (from the IXP or AS
multigraphs) the edge multiplicity between node pairs of the
same type, i.e., AS-pairs or IXP-pairs. In the case of IXP-
pairs, edge multiplicity represents the number of common
members (ASes). Since these members are mainly ISPs, they
can offer connectivity to IXPs (similarly to their customers),
e.g., to enable services hosted at IXP locations [18], [19],
[31]. The edge multiplicity metric, quantifies the possible
direct connectivity between IXPs. As seen in Table III, di-
rect connectivity (>= 1) can be achieved in a significant
percentage of IXP-pairs (20%, i.e., 25k IXP-pairs). In the
case of AS-pairs, edge multiplicity represents the number of
their common memberships in IXPs. Being connected in more
than one points (IXPs), allows ASes to control better their
inbound/outbound data traffic, by applying traffic engineering
techniques [19]. Table III shows that 8% of AS-pairs (i.e.,
∼ 800k pairs) have common presence in at least one IXP.
Moreover, around 40% of these pairs (2.2% of the total AS-
pairs) have presence to more than one IXP.
TABLE III: Edge multiplicity of IXP- and AS- pairs.
Edge Multiplicity 0 1 2 3 4 >= 5
Percentage of IXP-pairs 80.2% 7.9% 4.7% 2.3% 1.2% 3.7%
Percentage of AS-pais 92% 5.8% 1.4% 0.4% 0.2% 0.2%
IV. RELATED WORK
The Internet topology has been studied from a number of
different perspectives. The main modeling approaches focus
on the AS-, router-, and PoP- topology.
AS topology. Among the first efforts to study the inter-
domain Internet topology and map it in an AS-level graph,
are [35], [36]. In AS-models, an AS is represented as a single
node, while edges connecting AS-pairs correspond to AS-
relationships and routing policies [37], eBGP sessions [7], etc.
The construction of the AS-graph mainly relies on BGP and
router-level measurement data. However, measurements often
suffer from missing or inaccurate data due to issues related to
insufficient vantage points [4], Multiple Origins ASes (MOAS)
[11], load balancing [38], etc.
Router topology. Router-level models [8], represent the In-
ternet with finer granularity than an AS-graph. A router-graph
denotes routers as nodes, and physical links between routers
as edges. Initial studies of the router topology revealed some
interesting properties (e.g, power-low degree distribution) [36].
However, inconsistencies between some findings and the real
Internet, led researchers to re-evaluate the measurement meth-
ods and detect shortcomings, e.g, IP aliasing, [8], [21].
PoP topology. The Point of Presence (PoP) models [9],
[24] map the geographical location of the Internet physical
infrastructure. Since the PoP topology does not change fre-
quently [12], we can get a more comprehensive view in net-
work design principles (scalability, robustness, etc.) [3]. How-
ever, like router-models, PoP-models also suffer from inaccu-
racy issues due to traceroute measurements limitations [12].
Recently, several works highlighted the importance of IXPs
in the Internet connectivity and structure [5], [6], [18]. Also,
IXP-based data appear more often in studies relating to the
Internet topology [13], [14], [24]. In contrast to our work,
these studies use IXP data to increase the completeness of the
AS [13], [14] or PoP [24] level graphs, whereas our IXP-based
model offers an entirely different perspective for the Internet
topology. We deem that viewing the Internet from its central
points, can facilitate IXP-related research and provide further
insights on the interplay between topology and its use cases.
V. CONCLUSION
Motivated by the increasing role and interest in IXPs, in
this work, we propose an IXP-based model for the inter-
domain Internet topology. Our model, the IXP bipartite graph,
can be easily built from publicly available data, and avoid
shortcomings of measurement methods employed by existing
models. We believe that the IXP BG can substantially (a) com-
plement previous modeling approaches in revealing interesting
characteristics of the Internet topology, and (b) support new
research and applications in the areas of inter-domain routing,
IXP-related innovation, and network economics (e.g, remote
peering, outsourcing middleboxes, traffic engineering).
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