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И зучение процессов информацион-ного взаимодействия узлов теле-коммуникационной сети сводится 
к познанию компьютерной сети, управля-
ющей ею. Каждому компьютеру соответ-
ствует множество его смежников с ограни-
ченным расстоянием до них. Если узловой 
компьютер не принадлежит множеству 
смежных по отношению к данному, то связь 
с ним возможна только транзитом, где 
маршрут начинается передачей пакета 
некоторому смежному компьютеру.
В [1, 2] предложен адаптивный (по от-
ношению к текущему трафику) алгоритм 
маршрутизации, при котором выбор сме-
щения заявки в смежный узел при её сле-
довании по адресу назначения учитывает 
предварительно установленное предпочте-
ние смещения для этого адреса, а также 
коэффициенты загрузки буферов смежных 
узловых компьютеров. Предполагается, что 
заявка может ожидать возможности сме-
щения в течение допустимого времени, 
если предпочтительные буфера смежных 
компьютеров переполнены. Подобным 
образом заявка должна, выбирая альтерна-
тиву на каждом шаге, следовать по недог-
руженным узловым компьютерам, обходя 
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перегруженные, соблюдая приоритет 
предпочтительных направлений смеще-
ния. При такой адаптивной пошаговой 
маршрутизации на основе альтернативно-
го смещения уменьшается среднее время 
выполнения заявок, повышается вероят-
ность их выполнения и в целом пропускная 
способность сети с учетом ограничения 
на саму вероятность. Оценка этих ожида-
ний является целью моделирования.
1. абСТРаКТная МОдЕль СЕТИ 
И КРИТЕРИИ адаПТИВнОСТИ 
МаРшРуТИзацИИ
Беспроводная телекоммуникационная 
сеть [3] представляет собой ячеистую (со-
товую) структуру. Основой служит стаци-
онарный узел. Мобильные станции або-
нентов, находясь в зоне достижимости 
беспроводного канала связи (радиосвязи), 
обмениваются информационными пакета-
ми со своим узлом для дальнейшей пере-
дачи абонентам в рамках всей сети. Воз-
можно перемещение станций из ячейки 
в ячейку.
Адаптивный маршрутизатор сети дол-
жен быть динамическим, распределённым 
и пошаговым. Выбор альтернативной пере-
дачи смежному узлу для данного адреса 
узла-приемника предполагает ориентиры, 
как минимум [4], на два фактора: предпоч-
тительное смещение пакета смежному узлу 
в соответствии с географическим направ-
лением и текущую загрузку смежных узлов. 
Пакеты могут задерживаться в буферах 
«попутных» узлов. Заявка снимается с об-
служивания, когда время этой задержки 
превышает допустимое. Отказы в обслужи-
вании пользователя на входе возможны 
лишь в том случае, если буфер «его» узла 
заполнен полностью. Пользователю сооб-
щается о возможности войти в сеть позже.
В основе адаптации маршрутизатора 
к текущему трафику сети лежат следующие 
критерии оптимизации:
1. Минимизация среднего времени вы-
полнения запроса на передачу информа-
ционного пакета от узла-отправителя 
к узлу-получателю,
Т
вып
 → min.   (1)
2. Минимизация количества отказов 
в выполнении заявок – как на входе, так 
и в процессе их выполнения,
п
отк
 → min.   (2)
При фиксированном времени наблю-
дения возможна фиксация общего количе-
ства п поступивших заявок и количество 
п
отк
 отказов в их выполнении. Тогда веро-
ятность Р
отк
 пользователю в организации 
связи и требования к ней выражаются:
Р
отк
 = п
отк
 /п → min.   (3)
Важным критерием, определяющим 
максимальную пропускную способность 
сети, является требуемая вероятность Р = 
1 – Р
отк
 обслуживания заявки:
Р > Р
0,
    (4)
где Р
0
 задаётся техническими требования-
ми на разработку.
2. КОМПьюТЕРная 
СЕТь В уПРаВлЕнИИ 
ТЕлЕКОММунИКацИОннОй 
СИСТЕМОй
Cтруктура компьютерной сети, выбран-
ной для моделирования, представлена 
на рис. 1. Связи в ней указаны на основе 
отношения смежности.
Объём буфера, определяющий произ-
водительность компьютера, обусловлен 
количеством обрабатываемых информаци-
онных пакетов за один цикл. Буфер реша-
ет задачи синхронизации «читатели–писа-
тели» [5], удерживая баланс между теми 
и другими. В противном случае и возника-
ет задержка пакетов на смежных узлах – 
до полного отказа в обслуживании абонен-
тов узлов (сот).
Рис. 1. Структура моделируемой компьютерной 
сети.
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3. МЕТОд МОдЕлИРОВанИя
Одним из способов исследования [6] 
сложных систем с целью их оптимизации 
является метод имитационного моделиро-
вания, предполагающий воспроизведение 
процесса функционирования реальной 
системы во времени.
Имитационное моделирование делится 
на стохастическое и детерминированное. 
При стохастическом сложную систему 
пытаются представить взаимодействующи-
ми случайными процессами. Узлы ее 
не воспроизводят реальные, «физические» 
алгоритмы функционирования. Эти алго-
ритмы заменены «чёрными ящиками» 
в попытке адекватного преобразования 
входных случайных потоков заявок в вы-
ходные потоки результатов.
Существует развитый математический 
аппарат абстрактного описания «чёрных 
ящиков», в основе которого лежат законы 
распределения случайных величин – вход-
ных и выходных. Вершиной возможностей 
здесь следует отметить цепи Маркова и те-
орию массового обслуживания.
В исследуемой системе все внутренние 
потоки определяются предлагаемым алго-
ритмом маршрутизации, и подменять его 
Рис. 2. Информационное взаимодействие блоков модели.
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некоторой случайной функцией нет смы-
сла. Взаимодействие же с пользователями, 
несомненно, представляет случайный 
процесс.
Таким образом, задача оценки характе-
ристик компьютерной сети, управляющей 
беспроводной телекоммуникационной 
сетью, сводится к построению детермини-
рованной имитационной модели. На её вход 
случайным образом должны подаваться за-
явки пользователей в псевдореальном 
масштабе времени – в тактах работы моде-
ли. Целесообразно для каждой реализации 
модели (каждого эксперимента) задавать 
постоянное число s поступивших заявок 
в каждом такте. Однако для повышения 
достоверности выводов и наглядности 
возможно варьирование значения s на про-
тяжении времени одного эксперимента. 
Например, представляется целесообраз-
ным рассмотрение интенсивности потока 
заявок по нарастанию. Это позволяет про-
следить процесс адаптации компьютерной 
сети («сопротивляемость») нарастающей 
перегрузке и сравнить возможности аль-
тернативной и безальтернативной маршру-
тизации по повышению пропускной спо-
собности сети.
Адреса узлов отправления и узлов на-
значения вырабатываются с помощью 
датчика случайных чисел. Закон распреде-
ления адресов (на множестве всех номеров 
узлов) может быть равномерный. Для 
предпочтительной нагрузки определённых 
направлений передач информационных 
пакетов указанные адреса должны форми-
роваться по нормальному закону относи-
тельно некоторых центральных узлов, во-
круг которых концентрируются узлы от-
правления и узлы назначения. Так может 
быть отображён действительный трафик 
рассматриваемой территории.
Оценки должны производиться в срав-
нении с применением безальтернативного 
способа маршрутизации.
4. СТРуКТуРа ИнфОРМацИОннОгО 
ВзаИМОдЕйСТВИя узлОВЫх 
КОМПьюТЕРОВ
Схема основных элементов информа-
ционного обеспечения и взаимодействия 
узловых компьютеров показана на рис. 2.
Для синхронизации обмена использует-
ся буфер промежуточной записи (БПЗ). Об-
Таблица 1
Матрица следования фрагмента логической нейронной сети
Адрес назначения Смежные узлы
5 2 3 4
Веса предпочтительного смещения 1 0,2 0,8
Веса обратных связей ? ? ?
Решение R1: Передать пакет узлу 2
Решение R2: Передать пакет узлу 3
Решение R3: Передать пакет узлу 4
Таблица 2
Предпочтительное смещение для компьютера 1
Адрес назначения Альтернативное смещение Безальтернативное смещение
Смежные компьютеры Смежные компьютеры
2 3 4 2 3 4
5 1 0,2 0,8 1
6 0,1 1 0,2 1
7, 10, 11 1 1 1
8 0,8 0,5 1 1
9 1 1 1
12 0,8 0,5 1 1
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работка информации в «малом» такте начи-
нается с размещения пришедших заявок 
в указанный в них номер регистра буфера. 
Эти номера, в свою очередь, берутся из «го-
ловы» списка свободных регистров (ССР) 
буфера при организации смещения заявки 
в данный буфер. Использованный регистр 
исключается из ССР, который пополняется 
в результате продвижения заявок.
Каждый регистр БУК – буфера узлово-
го компьютера содержит четыре позиции: 
уникальный номер заявки в системе, явля-
ющийся её именем, адрес отправления 
(необходим для контроля), адрес назначе-
ния, накапливаемое время Т
вып
 выполне-
ния.
Важный информационный источник 
для каждого узлового компьютера – набор 
таблиц выбора смещения (ТВС). В каждой 
таблице отображается матрица следования 
того фрагмента логической нейронной 
сети, который соответствует системе при-
нятия решений о направлении смещения 
при продвижении по данному адресу.
5. ОцЕнКа ЭффЕКТИВнОСТИ 
адаПТИВнОгО алгОРИТМа 
альТЕРнаТИВнОй ПОшагОВОй 
МаРшРуТИзацИИ
Рассмотрим пример построения ТВС 
для узлового компьютера 1 (рис. 3) при 
выборе смещения заявок, следующих 
по адресу компьютера 5.
Фрагмент логической нейронной сети 
для этого адреса назначения, указанного 
в заявке, представлен на рис. 3.
Матрица следования представлена в та-
блице 1.
Для компьютера 1 и всех транзитных 
адресов назначения (включая рассмотрен-
ный адрес 5) составим единую таблицу (та-
блица 2), где в правых столбцах будем указы-
вать вариант безальтернативного смещения 
заявок. Для сокращения объёма оставим 
Рис. 4. Зависимость времени выполнения заявки 
от интенсивности потока для альтернативного 
и безальтернативного алгоритмов смещения.
Рис. 5. Зависимость вероятности выполнения заявок 
от интенсивности потока для альтернативного 
и безальтернативного алгоритмов смещения.
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информационного пакета к компьютеру 5.
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в этой таблице строки матриц следования, 
соответствующие априорному заданию пред-
почтительных весов смещения.
Подобные таблицы составляются для 
всех узловых компьютеров.
Оценка среднего времени выполнения за-
явок. На рис. 4 приведены графики зависи-
мости среднего времени Т
вып
 выполнения 
заявок от их интенсивности s поступления 
на сеть. Зависимости получены на основе 
анализа пяти сценариев при s = 12, 13, 14, 
15, 16 для размера буфера N = 6.
Анализ графиков показывает:
1. Конфликты на буферах узловых 
компьютеров с ростом значения s оказыва-
ют всё более существенное влияние на рост 
среднего времени выполнения заявок.
2. Превышение среднего времени вы-
полнения заявок при применении алгорит-
ма альтернативного смещения ΔТ
альт
 над 
минимально возможным временем для 
всего диапазона изменения s меняется 
в пределах  0,3 ≤ ΔТ
альт
 ≤ 1.
3. Превышение среднего времени вы-
полнения заявок при применении алгорит-
ма безальтернативного смещения ΔТ
безальт
 
над минимально возможным временем для 
того же диапазона изменения s меняется 
в пределах 0, 6 ≤ ΔТ
безальт
 ≤ 2,2.
4. Таким образом, при выбранных 
исходных данных моделирования альтер-
нативное смещение заявок, стремящееся 
продвинуть заявку в направлении адреса 
назначения по менее загруженным буфе-
рам (с учётом предпочтительного смеще-
ния), за счёт снижения времени разреше-
ния конфликтов позволяет существенно 
снизить среднее время выполнения заяв-
ки. По сравнению с алгоритмом безаль-
тернативного смещения это время сни-
жается от 8% – для s = 12 до 23% – для s 
= 16.
Оценка вероятности выполнения заявок. 
На рис. 5 приведены графики зависимости 
вероятности выполнения заявок для иссле-
дованных ранее значений s.
Графики построены с учетом отноше-
ния количества выполненных заявок к об-
щему количеству заявок, отображённых 
в сценарии.
Анализ графиков показывает:
1. Конфликты на буферах, связанные 
с их переполнением, существенно тормозят 
продвижение заявок. Задержки времени, 
превышающие допустимые, приводят 
к снятию заявок с обслуживания, включая 
те из них, которые поступают извне.
2. Алгоритм альтернативного смеще-
ния демонстрирует более высокую «со-
противляемость» перегрузкам буферов 
попутных компьютеров, подтверждая 
своё постоянное стремление уравнять 
загрузку смежных узловых компьютеров. 
Например, на рис. 5 указан требуемый 
уровень вероятности выполнения заявок, 
равный 0,9. Видно, что при безальтерна-
тивном смещении этот уровень ещё до-
стижим при s = 14. Алгоритм альтерна-
Рис. 6. Зависимость времени выполнения заявок 
от нарастающей интенсивности потока.
Рис. 7. Зависимость вероятности выполнения 
заявок от нарастающей интенсивности их потока.
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тивного смещения обеспечивает этот 
уровень при s = 15, что на 7% увеличива-
ет пропускную способность S
P
 сети 
с учётом данного ограничения.
Моделирование сценариев с нарастаю-
щей интенсивностью потока заявок. 
На рис. 6 приведены графики зависимо-
сти среднего времени выполнения зая-
вок в рамках одного сценария при изме-
няющемся по тактам значении s от 10 
до 20.
При значении t = 5, соответствующему 
значению s = 20, наращивать поток заявок 
(увеличивать значение s) нет смысла из-за 
принятых в моделируемых алгоритмах 
значений допустимого (накапливаемого) 
времени их выполнения. Если считать, что 
это время равно 2Т
min
, то до заявок 6-го 
такта при применении альтернативного 
алгоритма дело просто не дойдёт: все бу-
фера будут переполнены. Ведь вновь по-
ступающие заявки выполняются на фоне 
уже обрабатываемых. В данном случае 
поток, определяемый значением s = 18, 
отражает максимальную пропускную спо-
собность по времени выполнения.
Для безальтернативного алгоритма 
смещения недоступен уже 4-й такт. 
То есть его пропускная способность 
определяется значением s = 17.
Процесс реализации заявок (точнее – 
снятия их с выполнения) особенно на-
гляден при рассмотрении зависимостей 
вероятности их выполнения от потакто-
вой загрузки сети согласно рассматри-
ваемого сценария (рис. 7).
По графикам, в частности, видно: 
если вероятность выполнения заявки 
ограничена (в ТЗ) величиной 0,9, то при 
данных условиях моделирования для 
алгоритма безальтернативного смеще-
ния это значение достигается, когда s = 
12. Применение алгоритма альтернатив-
ного смещения позволяет иметь те же 
ограничения при s = 14.
Таким образом, пропускная способ-
ность сети S
P
 увеличивается на 14%.
заКлюЧЕнИЕ
1. Сравнительные оценки, получен-
ные при моделировании выбранной 
структуры сети, её характеристик и вы-
бранных сценариев следования заявок, 
показали:
Превышение среднего времени вы-
полнения заявок при применении алго-
ритма альтернативного смещения DТ
альт
 
над минимально возможным временем, 
для диапазона изменения 12 ≤ s ≤ 16 (за-
явок в такте), меняется в пределах 0,3 ≤ 
DТ
альт
 ≤ 1 (тактов).
То же превышение DТ
безальт
 при при-
менении алгоритма безальтернативного 
смещения меняется в пределах 0, 6 ≤ 
DТ
безальт
 ≤ 2,2.
Среднее время выполнения заявки 
при применении алгоритма альтернатив-
ного смещения снизилось по сравнению 
с безальтернативным смещением на ве-
личину от 8% – для s = 12 и до 23% – для 
s = 16.
2. Алгоритм альтернативного смеще-
ния демонстрирует более высокую «со-
противляемость» перегрузкам буферов 
попутных компьютеров. Например, при 
требуемом уровне вероятности выполне-
ния заявок, равном 0,9, оказывается, что 
при безальтернативном смещении этот 
уровень достижим при s = 14. Алгоритм 
альтернативного смещения обеспечивает 
этот уровень при s = 15. Это на 7% увели-
чивает пропускную способность S
P
 сети 
с учётом данного ограничения.
3. Анализ сценариев с нарастающей 
интенсивностью потока заявок, напри-
мер, показывает, что если вероятность 
выполнения заявки ограничена (в ТЗ) 
величиной 0,9, то для алгоритма безаль-
тернативного смещения это значение 
достигается при s = 12. Применение 
алгоритма альтернативного смещения 
позволяет достичь ограничения при s = 
14. Таким образом, пропускная способ-
ность S
P
 сети увеличивается на 14%.
4. Применение пошаговой альтерна-
тивной маршрутизации косвенно при-
водит к минимизации требований к про-
изводительности  вычислительных 
средств.
5. Логическая нейронная сеть, реализу-
емая матрицей следования, легко модифи-
цируется и расширяется. Веса легко изме-
няются в процессе эксплуатации. Появятся 
новые факторы в случае мобильных узлов – 
при изменении состава смежных узлов, при 
переменном энергетическом балансе, при 
наличии атмосферных или искусственных 
радиопомех, в радиационной обстановке 
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path choice iN step-By-step alteRNative RoutiNg iN WiReless 
telecommuNicatioN NetWoRk
Barsky, Arkady B. – D.Sc. (Tech), professor of department of computer systems and networks of Moscow 
State University of Railway Engineering (MIIT), Moscow, Russia.
Said Mohammed Mukred Nadji – Ph.D. student of Moscow State University of Railway Engineering (MIIT), 
Republic of Yemen.
In order to send the frame to the address the authors 
suggest selecting an adjacent node, taking into 
account the preferred predetermined weights of 
those nodes and their current load rates. The adaptive 
algorithm of alternate path choice is based on logical 
neural network. Simulation, made by the authors, 
has shown better values of mean time to execute 
applications and higher probability of their execution 
as compared to algorithm of non-alternative choice 
of neighboring routers.
Thus a mean time of execution of application with 
alternative path choice algorithm DТ
alt 
exceeds 
minimum possible time for the range of change 12 ≤ 
s ≤ 16 (applications per step) in a changing range 0,3 
≤ DТ
альт
 ≤ 1 (steps).
The mean time of execution of application with the 
method of alternative path choice has been reduced 
as compared to non-alternative path choice by 8% 
for s = 12, and by 23% – for s = 16. 
и т. д. Новые факторы могут быть связаны 
с приоритетом адреса отправления пакета, 
с приоритетом адреса назначения, с важно-
стью и срочностью передачи и т. д. Учёт этих 
влияний непосредственно указывает на воз-
можность адаптации распределённого 
управления беспроводной телекоммуника-
ционной сетью для повышения её живуче-
сти и надёжности.
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