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BAB II 
LANDASAN TEORI 
 
2.1 Pengertian Sistem 
Sistem merupakan suatu kesatuan dimana terdiri dari elemen atau 
komponen yang dihubungkan secara bersamaan supaya dapat memudahkan transfer 
materi, energi atau informasi. Sistem dikenal sebagai kesatuan bagian yang 
memiliki keterhubungan antara satu dengan lainnya dan mempunyai item-item 
penggerak. semisal sistem pemerintahan singapura dan sitem ekskresi di manusia 
serta sistem komputer. 
Terdapat beberapa teori yang mendefinisikan Sistem yang dikemukakan 
oleh para ahli, diantaranya adalah: 
a. Menurut Pamudji Sistem adalah suatu keseluruhan dan kebutuhan yang 
kompleks atau tersusun rapi dimana suatu pepaduan atau himpunan hal-hal atau 
bagian-bagian yang membentuk suatu keseluruhan yang utuh atau kompleks. 
b. Menurut Salisbury Sitem adalah komponen-kmponen atau sekelompok bagian 
yang saling bekerja sama sebagian suatu kesatuan fungsi. 
c. Menurut Lidwig Von Bertallanffy Sistem adalah sekumpulan unsur-unsur yang 
berada dalam keadaan yang berinteraksi. 
Jadi sistem merupakan sekelompok bagian yang saling berhubungan dan 
kerjasama agar dapat memudahkan tugas-tugas dan dapat mencapai suatu kesatuan 
yang bermanfaat.  
 
2.2 Pengertian Peramalan (Forecasting) 
Peramalan (forecasting) diperlukan untuk menetapkan patokan dalam 
membuat rencana. Tanpa adanya patokan (dasar), tidak mungkin rencana bisa 
dibuat. Ramalan penjualan diperlukan untuk menentukan jumlah produksi baik jasa 
maupun barang yang harus dipersiapkan. Peramalan dapat dilakukan secara 
kuantitatif dan kualitatif. Pengukuran secara kuantitatif yaitu dengan 
mengguanakan metode statistik sedangkan pengukuran secara kualitatif yaitu 
7 
 
 
 
dengan berdasarkan pendapat. Berdasarkan uraian tersebut peramalan dikenal 
dengan istilah prakiraan dan prediksi.  
Untuk  lebih  memahami  definisi  mengenai  peramalan, 
penulis mengemukakan beberapa pendapat para ahli, yaitu: Pengertian prediksi 
menurut Eddy Herjanto (2008:78) mendefinisikan: “prediksi adalah proses 
peramalan di masa datang dengan lebih mendasarkan pada pertimbangan intuisi, 
dalam prediksi juga sering digunakan data kuantitatif sebagai pelengkap informasi 
dalam melakukan peramalan”. Sedangkan “prakiraan didefinisikan sebagai proses 
peramalan (kejadian) di masa datang dengan berdasarkan data variabel di masa 
sebelumnya.” Dari uraian tersebut dapat disimpulkan bahwa terdapat perbedaan 
antara peramalan dan prediksi. Peramalan dilakukan perusahaan bilamana kondisi 
perusahaan sudah berjalan sebagaimana mestinya atau proses produksi telah 
berjalan sehingga terdapat data masa lalu yang dijadikan dasar untuk melakukan 
prakiraan. Sedangkan prediksi dilakukan bila proses produksi baru akan berjalan, 
dalam hal ini perusahaan belum mempunyai data masa lalu untuk dijadikan dasar 
untuk membuat suatu prakiraan. Sedangkan pengertian peramalan menurut Roger 
G. Scroeder (2003 : 205) mendefinisikan : “Forecasting is the art and science of 
prodicting future events“. Artinya: “Peramalan adalah seni dan ilmu dalam 
memprediksi kejadian di masa yang akan datang.” 
Sejalan dengan itu menurut Jay Heizer dan Barry Rounder yang telah 
diterjemahkan “Peramalan adalah seni dan ilmu dalam memprediksi kejadian masa 
yang akan datang dengan menggunakan data masa lalu dalam menentukan kejadian 
yang akan datang dengan pendekatan matematis.” Dari uraian yang telah 
dipaparkan penulis maka dapat ditarik sebuah kesimpulan bahwa peramalan adalah 
ilmu atau seni yang digunakan sebuah manajemen dalam memprediksi kejadian di 
masa yang akan datang dengan menggunakan data masa lalu yang diolah 
menggunakan metode-metode tertentu.  
2.2.1 Jenis Peramalan  
Penentuan target diperlukan dalam segala aspek kehidupan. Dalam 
perusahaan, khususnya bagi seorang manajer untuk mengambil keputusan yang 
tepat dalam pencapaian tujuan perusahaan itu sangatlah penting, tetapi pada 
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kenyataannya antara target yang harus dicapai dengan tingkat pendapatan yang 
diterima tidaklah selalu sama atau sesuai dengan apa yang diharapkan. berdasarkan 
horizon waktu, peramalan dapat dikelompokan dalam tiga bagian, yaitu peramalan 
jangka panjang, peramalan jangka menengah, dan peramalan jangka pendek.   
1. Peramalan jangka panjang, yaitu peramalan yang mencakup waktu yang 
lebih dari 18 bulan. Misalnya peramalan yang diperlukan dalam kaitannya 
dengan penanaman modal, perencanaan fasilitas, dan perencanaan untuk 
kegiatan litbang.  
2. Permalan jangka menengah, mancakup waktu antara 3 sampai dengan 18 
bulan. Misalnya, peramalan untuk penjualan, perencanaan produksi dan 
perencanaan tenaga kerja tidak tetap. 
3. Peramalan jangka pendek, yaitu untuk jangka waktu kurang dari 3 bulan. 
Misalya, peramalan dalam hubungannya dengan perencanaan pembelian 
material, penjadwalan kerja dan penugasan karyawan.  
 
2.2.2 Keguanaan Peramalan  
Kegunaan peramalan (forecasting) menurut Jhon E. Biegel (2009:21) antara 
lain sebagai berikut:  
1. Menentukan apa yang di butuhkan untuk perluasan pabrik. 
2. Menentukan perencanaan lanjutan bagi produk-produk yang ada untuk 
dikerjakan dengan fasilitas-fasilitas yang ada.  
3. Menentukan penjadwalan jangka pendek produk-produk yang ada untuk 
dikerjakan berdasarkan peralatan yang ada.  
 
2.2.3 Faktor-Faktor yang Mempengaruhi Peramalan  
Dalam peramalan menurut Jay Heizer Barry Render (2006;136) terdapat 
berbagai faktor yang mempengaruhinya, faktor-faktor tersebut adalah:  
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1. Horizon waktu 
Ada dua aspek yang berhubungan dengan masing-masing metode 
peramalan, pertama adala cakupan waktu dimasa yang akan datang. 
Sedangkan yang kedua adalah jumlah peride peramalan yang diinginkan. 
2. Pola Data  
Dasar utama dari metode peramalan adalah anggapan bahwa macam pola 
yang didapat didalam data yang diramalkan akan berkelanjutan.  
3. Jenis Model  
Model-model ini merupakan suatu deret dimana waktu digambarkan 
sebagai unsur penting untuk menentukan perubahan-perubahan didalam 
pola yang mungkin secara sistematik dapat dijelaskan dengan analisa 
regresi dan korelasi.  
4. Biaya  
Umumnya ada empat unsur biaya yang tercakup dalam penggunaan 
prosedur ramalan yaitu biaya-biaya pengembangan, penyimpangan 
(storage data), operasi pelaksanaan dan kesempatan dalam penggunaan 
teknik-teknik serta metode lainya.  
5. Ketepatan   
Tingkat ketepatan yang dibutuhkan sangat erat hubunganya dengan tingkat 
perincian yang dibutuhkan dalam suatu peramalan.  
6. Penggunaan Metode  
Metode-metode yang dapat dimengerti dan dapat diaplikasikan dalam 
pengambilan keputusan.  
 
2.2.4 Langkah-Langkah Peramalan  
Beberapa langkah yang perlu diperhatikan untuk memastikan bahwa 
permintaan yang dilakukan dapat mencapai taraf ketepatan yang optimal, menurut 
Jay haizer dan Barry render (2006:139) adalah sebagai berikut:  
1. Keadaan perusahaan yang bersangkutan.  
Masing-masing metode akan memberikan hasil ramalan menetapkan 
tujuan peramalan.  
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Langkah pertama dalam penyusunan peramalan adalah penentuan 
estimasi yang diinginkan. Sebaliknya, tujuan tergantung pada 
kebutuhan-kebutuhan informasi para manajer. Misalnya, manajer 
membuat permalan penjualan untuk mengendalikan produksi.  
2. Memilih unsur apa yang diramal.  
Setelah tujuan ditetapkan, langkah selanjutnya adalah memilih produk 
apa yang akan diramal. Misalnya, jika ada lima produk yang akan dijual, 
produk mana dulu yang akan dijual.  
3. Menetapkan horizon waktu peramalan.  
Apakah ini merupakan peramalan jangka pendek, menengah, atau jangka 
panjang. Misalnya, seorang manajer pada perusahaan “x” menyusun 
prediksi penjualan bulanan, kuartalan, tahunan.  
4. Memilih tipe model peramalan  
Pemilihan model peramalan disesuaikan dengan yang berbeda.  
5. Mengumpulkan data yang diperlukan untuk melakukan peramalan. 
Apabila kebijakan umum telah ditetapkan, maka data yang dibutuhkan 
untuk penyusunan peramalan penjualan produk dapat diketahui. Data bila 
ditinjau dari sumberdaya terbagi menjadi dua, yaitu:  
a. Data internal, data dari dalam perusahaan  
b. Data eksternal, data dari luar perusahaan.  
c. Membuat peramalan  
d. Memvalidasi dan menetapkan hasil peramalan  
Peramalan dikaji di departemen penjualan, pemasaran, keuangan, dan 
produksi untuk memastikan bahwa model, asumsi, dan data yang digunakan sudah 
valid. Perhitungan kesalahan dilakukan, kemudian peramalan digunakan untuk 
menjadwalkan bahan, peralatan, dan pekerja pada setiap pabrik.  
 
2.3 Exponential Smoothing (Pemulusan Eksponensial) 
2.3.1 Pengertian Exponential Smoothing 
Metode exponential smoothing merupakan metode peramalan yang cukup 
baik untuk peramalan jangka panjang dan jangka menengah, terutama pada tingkat 
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operasional suatu perusahaan, dalam perkembangan dasar matematis dari metode 
smoothing (forcasting by Makridakis, hal 79-115) dapat dilihat bahwa konsep 
exponential telah berkembang dan menjadi metode praktis dengan penggunaan 
yang cukup luas, terutama dalam peramalan bagi persediaan. 
Kelebihan utama dari metode exponential smoothing adalah dilihat dari 
kemudahan dalam operasi yang relative rendah, ada sedikit keraguan apakah 
ketepatan yang lebih baik selalu dapat dicapai dengan menggunakan (QS) 
Quantitatif Sistem ataukah metode dekonposisi yang secara intuitif menarik, namun 
dalam hal ini jika diperlukan peramalan untuk ratusan item. 
Menurut Makridakis, Wheelwright & Mcgee dalam bukunya “forcasting” 
(hal 104). Menyatakan bahwa apabila data yang dianalisa bersifat stationer, maka 
penggunaan metode rata-rata bergerak (moving average) atau single exponential 
smoothing cukup tepat akan tetapi apabila datanya menunjukan suatu trend linier, 
maka model yang baik untuk digunakan adalah exponential smoothing linier dari 
brown atau model exponential smoothing linier dari holt. 
Permasalahan umum yang dihadapi apabila menggunakan model pemulusan 
eksponensial adalah memilih konstanta pemulusan yang diperkirakan tepat. Adapun 
panduan untuk memperkirkan nilai a yaitu antara lain: 
1. Apabila pola historis dari data aktual permintaan sangat bergejolak atau tidak 
stabil dari waktu ke waktu, kita memilih nilai a mendekati 1.Biasanya di pilih 
nilai a = 0.9; namun pembaca dapat mencoba nilai a yang lain yang mendekati 
1 seperti 0,8; 0,99 tergantung sejauh mana gejolak dari data itu. 
2. Apabila pola historis dari data akual permintaan tidak berfluktuasi atau relatif 
stabil dari waktu ke waktu maka kita memilih nilai a yang mendekati nol, 
katakanlah; a = 0.2; 0.05; 0.01 tergantung sejauh mana kestabilan data itu, 
semakin stabil nilai a yang dipilih harus semakin kecil menuju ke nilai nol. 
 
2.3.2 Single Exponential Smoothing  
2.3.2.1 Single Exponential Smoothing (One Paramater) 
Metode ini juga digunakan untuk data-data yang bersifat stasioner dan tidak 
menunjukkan pola atau tren, serta dapat digunakan untuk meramalkan suatu data 
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untuk periode ke depan. Kasus yang paling sederhana dari pemulusan (smoothing) 
eksponensial tunggal (SES) dapat di kembangkan dari persamaan matematis 
sebagai berikut : 
𝐹𝑡+1 =  𝐹𝑡 +  (
𝑋𝑡
𝑁
−
𝑋𝑡−𝑁
𝑁
), ….….…………….……...... (2.1) 
Keterangan: Ft = Nilai peramalan pada waktu ke-t 
                                Xt = Data aktual pada waktu ke-t 
                                N  = Jumlah seluruh data 
 
Misalkan pengamatan yang lama 𝑋𝑡−𝑁 tidak tersedia sehingga tempatnya 
harus digantikan dengan suatu nilai pendekatan. Salah satu pengganti yang mungkin 
adalah nilai ramalan pada periode yang sebelumnya 𝐹𝑡. Dengan melakukan 
substitusi ini persamaan (2.1) menjadi persamaan (2.2) dan dapat ditulis kembali 
sebagai (2.3), berikut persamaannya: 
                            𝐹𝑡+1 =  𝐹𝑡 +  (
𝑋𝑡
𝑁
−
𝐹𝑡
𝑁
), ….….….…………………... (2.2) 
Atau 
                            𝐹𝑡+1 =  (
1
𝑁
) 𝑋𝑡 +  (1 −  
1
𝑁
) 𝐹𝑡. ………………….….. (2.3) 
Dari persamaan (2.3) dapat dilihat bahwa ramalan ini (𝐹𝑡+1) di dasarkan atas 
pembobotan observasi yang terakhir dengan suatu nilai bobot (1/N) dan 
pembobotan ramalan yang terakhir sebelumnya (𝐹𝑡) dengan suatu bobot [1-(1/N)], 
karena N merupakan suatu bilangan positif, 1/N akan menjadi suatu konstanta antara 
nol (jika N tak terhingga) dan 1(jika N=1) dengan mengganti 1/N dengan α, 
sehingga persamaan (2.3) akan menjadi: 
𝐹𝑡+1 =  𝛼 𝑋𝑡
 +  (1 − 𝛼)𝐹𝑡. ………………….. (2.4) 
 
2.3.2.2 Single Exponential Smoothing: Pendekatan Adaptif (ARRSES) 
Metode ini memiliki kelebihan yang nyata bila dibandingkan dengan 
Pemulusan Eksponensial Tunggal, di mana nilai konstanta pemulusannya dapat 
berubah secara terkendali dalam arti dapat berubah secara otomatis bilamana 
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terdapat perubahan dalam pola data dasarnya. Persamaan dasar untuk peramalan 
dengan metode ARRSES adalah serupa dengan persamaan (2.4) kecuali bahwa nilai 
𝛼 diganti dengan 𝛼𝑡.  
𝐹𝑡+1 =  𝛼 𝑋𝑡
 + (1 − 𝛼)𝐹𝑡. …………………......(2.5) 
Dimana,   
𝑎𝑡+1 = |
𝐸𝑡
𝑀𝑡
|, ..........................................................(2.6) 
𝐸𝑡 =  𝛽 𝑒𝑡 + (1 − 𝛽)𝐸𝑡−1, ....................................(2.7) 
𝑀 = 𝛽|𝑒𝑡| + (1 − 𝛽)𝑀𝑡−1, ...................................(2.8) 
𝑒𝑡 =  𝑋𝑡 −  𝐹𝑡, ……………………………...….....(2.9) 
Keterangan: 𝐸𝑡 = Kesalahan exponential smoothing 
𝑀𝑡 = Mean absolute deviation yang dirapikan secara exponential 
 
2.3.3 Double Exponential Smoothing 
2.3.3.1 Double Expnontial Smoothing Satu Parameter Brown 
Metode ini dikembangkan oleh Brown’s untuk mengatasi adanya perbedaan 
yang muncul antara data aktual dan nilai peramalan apabila ada trend pada plot 
datanya. Untuk itu Brown’s memanfaatkan nilai peramalan dari hasil single 
Exponential Smoothing dan Double Exponential smoothing. Perbedaan antara 
kedua ditambahkan pada harga dari SES dengan demikian harga peramalan telah 
disesuaikan terhadap trend pada plot datanya. Dasar pemikiran dari pemulusan 
eksponensial linier dari Brown adalah serupa dengan rata-rata bergerak linier, 
karena kedua nilai pemulusan tunggal dan ganda ketinggalan dari data yang 
sebenarnya bilamana terdapat unsur trend, perbedaan antara nilai pemulusan 
tunggal dan ganda dapat ditambahkan kepada nilai pemulusan dan disesuaikan 
untuk trend. Persamaan yang dipakai dalam implementasi pemulusan linier satu 
parameter Brown ditunjukan dibawah ini:  
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Pemulusan Tunggal  𝑆′𝑡 = 𝛼 𝑋𝑡 + (1 − 𝛼)𝑆′𝑡−1, …..................................(2.10) 
Pemulusan Ganda  𝑆′′𝑡 = 𝛼 𝑆′𝑡 + (1 − 𝛼)𝑆′′𝑡−1, …................................(2.11) 
Pemulusan Total  𝑎𝑡 = 𝑆′𝑡 + ( 𝑆′𝑡 − 𝑆′′𝑡) = 2𝑆′𝑡 − 𝑆′′𝑡 .....................(2.12) 
Pemulusan Tren 𝑏𝑡 =
𝛼
1−𝛼
(𝑆′𝑡 − 𝑆′′𝑡),  ….….….….…........................(2.13) 
Peramalan  𝐹𝑡−𝑚 =  𝑎𝑡 + 𝑏𝑡𝑚 ….….….….….…........................(2.14) 
Keterangan:   𝑆′𝑡 = Nilai pemulusan tunggal 
𝑆′′𝑡 = Nilai pemulusan ganda 
Xt = Data aktual pada waktu ke-t 
 𝛼𝑡  = Pemulusan total 
 𝑏𝑡 = Pemulusan Tren 
𝐹𝑡−𝑚 = nilai ramalan 
𝑚 = periode masa mendatang 
𝛼 = konstanta dengan nilai antara 0 dan 1 
 
2.3.3.2 Double Exponential Smothing Dua Parameter Holt 
Metode pemulusan eksponensial linier dari Holt dalam prinsipnya serupa 
dengan Brown kecuali bahwa Holt tidak menggunakan rumus pemulusan berganda 
secara langsung. Sebagai gantinya Holt memuluskan nilai trend dengan parameter 
yang berbeda dari parameter yang digunakan pada deret yang asli. Ramalan dari 
pemulusan eksponensial linier Holt didapat dengan menggunakan dua konstan 
pemulusan (dengan nialai antara 0 sampai 1) dan tiga persamaan: 
Pemulusan tren  𝑆𝑡 =  𝛼𝑋𝑡 + (1 −  𝛼)(𝑆𝑡−1 +  𝑏𝑡−1), .......................(2.15) 
Peramalan  𝑏𝑡 =  𝛾(𝑆𝑡 −  𝑆−1) + (1 −  𝛾)𝑏𝑡−1, ….......................(2.16) 
Peramalan  𝐹𝑡+𝑚 =  𝑆𝑡 + 𝑏𝑡𝑚. ….….….….….….......................(2.17) 
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Keterangan:  𝑆𝑡 = Nilai pemulusan tunggal 
Xt = Data aktual pada waktu ke-t 
𝑏𝑡 = Pemulusan Tren 
𝐹𝑡−𝑚 = nilai ramalan 
𝑚  = periode masa mendatang 
𝛼, 𝛾 = konstanta dengan nilai antara 0 dan 1 
 
2.3.4 Triple Exponential Smoothing 
2.3.4.1 Triple Exponential Smoothing: Metode Kuadratik Satu-Parameter Dari 
Brown 
Metode ini sebagaimana halnya dengan pemulusan eksponensial liniear 
yang dapat digunakan untuk meramalkan data dengan suatu pola trend dasar, bentuk 
pemulusan yang lebih tinggi ini dapat digunakan bila dasar pola datanya adalah 
kuadratik, kubik, atau orde yang lebih tinggi. Untuk berangkat dari pemulusan 
kuadratik, pendekatan dasarnya adalah memasukkan tingkat pemulusan tambahan 
(pemulusan triple) dan memberlakukan persamaan peramalan kuadratik.  
Berikut adalah persamaan matematis untuk pemulusan triple exponential 
smoothing brown:  
Pemulusan Tunggal  𝑆 𝑡
′ =  𝛼𝜒𝑡 + (1 −  𝛼) 𝑆 𝑡−1
′  ...................….….......(2.18) 
Pemulusan Ganda 𝑆 𝑡
′′ =  𝛼𝑆′𝑡 + (1 −  𝛼) 𝑆  𝑡−1
′′ ...................................(2.19) 
Pemulusan Tripel 𝑆𝑡
′′′
 
=  𝛼𝑆𝑡
′′ + (1 −  𝛼)𝑆  𝑡−1
′′′ , ................................(2.20) 
Pemulusan Total 𝑎 𝑡 = 3𝑆𝑡
′ −  3𝑆  𝑡
′′ +  𝑆  𝑡
′′′, .......................................(2.21) 
Pemulusan Tren 𝑏𝑡 =  
𝛼
2( 1− 𝛼 )2
 [(6 − 5𝛼) 𝑆  𝑡
′ − (10 − 8𝛼)𝑆  𝑡
′′ +
(4 −  3𝛼)𝑆  𝑡
′′′…………………………………………….…..............…....(2.22) 
Pemulusan Kuadratik 𝐶𝑡 =  
𝛼2
( 1− 𝛼 )2
 (𝑆 𝑡
′ − 2𝑆 𝑡
′′ + 𝑆   𝑡
′′′), ..........................(2.23) 
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Peramalan   𝐹𝑡+𝑚 =  𝑎𝑡 +  𝑏𝑡𝑚 +  
1
2
𝑐𝑡𝑚
2................................(2.24) 
Keterangan:  𝑆′𝑡 = Nilai pemulusan tunggal 
𝑆′′𝑡  = Nilai pemulusan ganda 
𝑆𝑡
′′′ = Nilai pemulusan tripel 
Xt = Data aktual pada waktu ke-t 
 𝑎𝑡   = Pemulusan total 
𝑏𝑡  = Pemulusan Tren 
𝐶𝑡  = Pemulusan Kuadratik 
𝐹𝑡+𝑚 = nilai ramalan 
𝑚 = periode masa mendatang 
𝛼 = konstanta dengan nilai antara 0 dan 1  
 
2.3.4.2 Triple Exponential Smoothing: Metode Kecenderungan dan Musiman 
            Tiga-Parameter dari Winter 
Metode ini dapat digunakan untuk data yang bersifat atau mengandung 
musiman. Metode ini adalah metode yang digunakan dalam pemulusan trend dan 
musiman. Metode winter didasarkan atas tiga persamaan pemulusan yaitu satu 
untuk stationer, trend, dan musiman. Hal ini serupa dengan metode holt dengan satu 
persamaan tambahan untuk mengatasi musiman. Persamaan dasar untuk metode 
winter adalah sebagai berikut: 
Pemulusan Keseluruhan:  𝑆𝑡 =  𝛼
𝜒𝑡
𝐼𝑡−𝐿
+ (1 −  𝛼)(𝑆𝑡−1 + 𝑏𝑡−1), ...........(2.25) 
Pemulusan Trend:  𝑏𝑡 =  𝛾(𝑆𝑡 −  𝑆𝑡−1) + (1 −  𝛾)𝑏𝑡−1, ...............(2.26) 
Pemulusan Musiman:  𝐼𝑡 =  𝛽
𝑋𝑡
𝑆𝑡
+ (1 −  𝛽)𝐼𝑡−𝐿 , ...............................(2.27) 
Peramalan:   𝐹𝑡+𝑚 = (𝑆𝑡 +  𝑏𝑡𝑚)𝐼𝑡−𝐿+𝑚, ...........................(2.28) 
Keterangan:   𝑆𝑡 = Nilai pemulusan tunggal/Keseluruhan 
Xt = Data aktual pada waktu ke-t 
𝑏𝑡   = Pemulusan Tren 
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𝐼𝑡    = Pemulusan Musiman 
𝐹𝑡−𝑚    = nilai ramalan 
L = Panjang Musiman 
𝑚 = periode masa mendatang 
𝛼, 𝛾, 𝛽 = konstanta dengan nilai antara 0 dan 1 
 
2.4 Pengukuran Kesalahan Peramalan 
Sebuah notasi matematika dikembangkan untuk menunjukkan periode 
waktu yang lebih spesifik karena metode kuantitatif peramalan sering kali 
memperlihatkan data runtun waktu. Huruf X akan digunakan untuk menotasikan 
sebuah variabel runtun waktu meskipun ada lebih dari satu variabel yang 
ditunjukkan. Periode waktu bergabung dengan observasi yang ditunjukkan sebagai 
tanda. Oleh karena itu, Xt menunjukkan nilai dari runtun waktu pada periode waku 
t. 
Notasi matematika juga harus dikembangkan untuk membedakan antara 
sebuah nilai nyata dari runtun waktu dan nilai ramalan. Â akan diletakkan di atas 
sebuah nilai untuk mengindikasi bahwa hal tersebut sedang diramal. Nilai ramalan 
untuk Xt adalah ?̂?t. Ketepatan dari teknik peramalan sering kali dinilai dengan 
membandingkan deret asli X1, X2, ... dengan deret nilai ramalan ?̂?1, ?̂?2, ... 
Beberapa metode lebih ditentukan untuk meringkas kesalahan (error) yang 
dihasilkan oleh fakta (keterangan) pada teknik peramalan. Sebagian besar dari 
pengukuran ini melibatkan rata-rata beberapa fungsi dari perbedaan antara nilai 
aktual dan nilai peramalannya. Perbedaan antara nilai observasi dan nilai ramalan 
ini sering dimaksud sebagai residual.  
Persamaan dibawah ini digunakan untuk menghitung error atau sisa untuk 
tiap periode peramalan. 
𝑒𝑡 =  𝑋𝑡 − ?̂?𝑡. … … … … … … … … … . . … . … . . . . . . . (2.29) 
Dimana: 
𝑒𝑡  : error ramalan pada periode waktu t 
𝑋𝑡  : nilai aktual pada periode waktu t. 
?̂?𝑡  : nilai ramalan untuk periode waktu t. 
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Satu metode untuk mengevaluasi metode peramalan menggunakan jumlah 
dari kesalahan-kesalahan yang absolut. Mean Absolute Deviation (MAD) mengukur 
ketepatan ramalan dengan merata-rata kesalahan dugaan (nilai absolut masing-
masing kesalahan). MAD paling berguna ketika orang yang menganalisa ingin 
mengukur kesalahan ramalan dalam unit yang sama dengan deret asli. 
𝑀𝐴𝐷 =  
1
𝑛
∑ |𝑋𝑡 − ?̂?𝑡|
𝑛
𝑡=1 ..................................(2.30) 
Mean Squared Error (MSE) adalah metode lain untuk mengevaluasi metode 
peramalan. Masing-masing kesalahan atau sisa dikuadratkan. Kemudian 
dijumlahkan dan dibagi dengan jumlah observasi. Pendekatan ini mengatur 
kesalahan peramalan yang besar karena kesalahan-kesalahan itu dikuadratkan. 
Suatu teknik yang menghasilkan kesalahan moderat mungkin lebih baik untuk salah 
satu yang memiliki kesalahan kecil tapi kadang-kadang menghasilkan sesuatu yang 
sangat besar. Berikut ini rumus untuk menghitung MSE: 
𝑀𝑆𝐸 =  
1
𝑛
∑ (𝑋𝑡 − ?̂?𝑡)
2𝑛
𝑡=1  ...............................(2.31) 
Persamaan berikut sangat berguna untuk menghitung kesalahan-kesalahan 
peramalan dalam bentuk persentase daripada jumlah. Mean Absolute Percentage 
Error (MAPE) dihitung dengan menggunakan kesalahan absolut pada tiap periode 
dibagi dengan nilai observasi yang nyata untuk periode itu. Kemudian, merata-rata 
kesalahan persentase absolut tersebut. Pendekatan ini berguna ketika ukuran atau 
besar variabel ramalan itu penting dalam mengevaluasi ketepatan ramalan. MAPE 
dapat dihitung dengan rumus sebagai berikut: 
𝑀𝐴𝑃𝐸 =  
1
𝑛
∑
|𝑋𝑡−?̂?𝑡|
𝑋𝑡
𝑛
𝑡=1 ∗ 100 ....................(2.32) 
Untuk menentukan apakah suatu metode peramalan bisa (peramalan tinggi 
atau rendah secara konsisten). Mean Percentage Error (MPE) digunakan dalam 
kasus ini. MPE dihitung dengan mencari kesalahan pada tiap periode dibagi dengan 
nilai nyata untuk periode itu. Kemudian, merata-rata kesalahan persentase ini. Jika 
pendekatan peramalan tidak bias, MPE akan menghasilkan angka mendekati nol. 
Jika hasilnya mempunyai persentase negatif yang besar, metode peramalannya 
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dapat dihitung. Jika hasilnya mempunyai persentase positif yang besar, metode 
peramalan tidak dapat dihitung. MPE dapat dihitung dengan rumus sebagai berikut: 
𝑀𝑃𝐸 =  
1
𝑛
∑
(𝑋𝑡−?̂?𝑡)
𝑋𝑡
𝑛
𝑡=1  ......................................(2.33) 
 
2.5 Penelitian Terkait 
Adapun beberapa penelitihan yang berhubungan dengan topik yang sedang 
diteliti, antara lain: 
1. Titik Masriati, “Prediksi Jumlah Kunjungan Pasienn Rawat Jalan 
Menggunakan Metode Regresi Linear”. Manajemen Informatika, AMIK BSI 
Jakarta, Vol III, No 2 September 2012. Pada penelitian ini penulis 
mengimplementasikan metode regresi linear untuk memprediksi jumlah 
kunjungan pasien rawat jalan di RSUD dr. R. Goenteng Taroenadibrata. Data 
yang digunakan adalah data kunjungna pasien rawat jalan pada tahun 2012 dan 
2013 dari bulan Januari sampai Desember. Hasil peramalan tahun 2012 
menunjukkan adanya selisih antara data aktual dengan data peramalan, dimana 
data permalan menunjukkan nilai yang berbeda dengan data aktual baik itu 
lebih besar dari data aktual atau lebih rendah dari data aktual. Untuk melakukan 
peramalan dengan metode linear perlu diketahui nilai intersept(a) dan slope(b) 
yang merupakan tingkat perubahan kunjungan pasien rawat jalan setiap bulan. 
Hasil dari peneliatian ini menunjukkan bahwa grafik yang dihasilkan bersifat 
linear dimana data peramalan untuk bulan Januari sampai dengan bulan 
Desember bersifat merata (linier) sehingga ramalan tidak jauh dari data bulan 
sebelumnya. Hasil peramalan menunjukkan bahwa peningkatan jumlah pasien 
setiap bulannya sebesar 37 pasien. 
2. Bagus Fajar Wiratama (11621027), “Prediksi Produksi Air Studi Kasus PDAM 
Kabupaten Gresik Dengan Metode Triple Exponential Smoothing (Brown) 
“Tahun 2017, Unmuh Gresik. Berdasarkan pada analisis hasil pengujian 
sistem, dapat disimpulkan bahwa aplikasi ini dapat melakukan perhitungan 
peramalan dengan cukup baik. Hal ini dibuktikan Dari 3 kategori pengujian di 
6 kecamatan menghasilkan nilai prediksi pemakaian air terbaik dengan nilai 
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error MAD dan MAPE terendah yaitu di kecamatan Gresik Kota memiliki nilai 
prediksi pemakaian air sebesar 627.437 m3 dengan alpha (0,1) dalam 
pengujian dengan data acuan 6 bulanan dan memiliki nilai MAD 57,248 dan 
MAPE 9,209%, kecamatan Kebomas memiliki nilai prediksi pemakaian air 
sebesar 258,125 m3 dengan alpha (0,1) dalam pengujian dengan data acuan 12 
bulanan dan memiliki nilai MAD 20,782 dan MAPE 8,300%, kecamatan 
Manyar memiliki nilai prediksi pemakaian air sebesar 264,667 m3 dengan 
alpha (0,1) dalam pengujian dengan data acuan 6 bulanan dan memiliki nilai 
MAD 18,084 dan MAPE 7,111%, kecamatan Cerme memiliki nilai prediksi 
pemakaian air sebesar 199,502 m3 dengan alpha (0,2) dalam pengujian dengan 
data acuan 3 bulanan dan memiliki nilai MAD 14,048 dan MAPE 7,992%, 
kecamatan Menganti memiliki nilai prediksi pemakaian air sebesar 224,384 m3 
dengan alpha (0,1) dalam pengujian dengan data acuan 12 bulanan dan 
memiliki nilai MAD 12,744 dan MAPE 6,279% dan kecamatan Driyorejo 
memiliki nilai prediksi pemakaian air sebesar 381,513 m3 dengan alpha (0,1) 
dalam pengujian dengan data acuan 12 bulanan dan memiliki nilai MAD 
29,958 dan MAPE 8,099%. 
 
 
 
 
