Abstract. Let A and B be n × n real matrices with A symmetric and B skewsymmetric. Obviously, every simultaneously neutral subspace for the pair (A, B) is neutral for each Hermitian matrix X of the form X = µA + iλB, where µ and λ are arbitrary real numbers. It is well-known that the dimension of each neutral subspace of X is at most In + (X) + In 0 (X), and similarly, the dimension of each neutral subspace of X is at most In − (X) + In 0 (X). These simple observations yield that the maximal possible dimension of an (A, B)-neutral subspace is no larger than
1. Introduction and main result. Let F be the field of real numbers R, or the field of complex numbers C. Denote by F m×n the set of m × n matrices with entries in F, and let (x, y) be the standard inner product in F n (short for F n×1 ).
Let A, B ∈ R n×n , where A is symmetric and B is skewsymmetric. A subspace M ⊆ R n is called simultaneously neutral for A and B, or (A, B)-neutral, if (Ax, y) = 0, (Bx, y) = 0 for all x, y ∈ M.
Simultaneously neutral subspaces for a pair of real symmetric/skewsymmetric matrices, as well as those for a pair of complex hermitian matrices, play a key role in the theory of algebraic Riccati equations (see e.g. [7] and references therein), and in symmetric factorizations of matrix polynomials and rational matrix functions with (1) Note that the inner minimum in (1.2) is attained at some nonzero (λ 0 , µ 0 ); indeed, for λ = µ = 0, (1.2) takes value n. Since
In + (tX) + In 0 (tX) = In + (X) + In 0 (X), X ∈ C n×n , X = X * , t > 0, and In + (X) + In 0 (X) = In − (−X) + In 0 (−X), X ∈ C n×n , X = X * ,
we have that (1.2) is equal to The rest of the paper is devoted to the proof of Theorem 1.2. Preliminary results, including the canonical form for pairs of real symmetric/skewsymmetric matrices, are stated and sometimes proved in Sections 2 -4. The proof of Theorem 1.2 itself is given in Sections 5 and 6.
We fix some notation. By e 1 , . . . , e n we denote the elements of the standard basis of F n , and by span (x 1 , . . . , x p ) the linear span of vectors x 1 , . . . , x p . The symbol #G stands for the cardinality of the set G. We denote by I k and 0 k the k × k identity and zero matrices, respectively.
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We list some elementary properties of the quantity Φ α (A, B) .
where Q is a finite (or empty) set, then
Note that (3.2) is generally not valid without additional hypotheses on A j and B j (such as (3.1)).
Proof. Proof of (a). Let α 0 ∈ [0, 2π) be such that
Continuity of eigenvalues of a Hermitian matrix X (as functions of the entries of X; it is assumed that the eigenvalues are arranged in the nondecreasing order) implies that
for all values of β ∈ [0, 2π) sufficiently close to α 0 . However, (3.3) implies that the strict inequality is impossible in (3.4). Thus,
for all β sufficiently close to α 0 . We see that the minimum min 0≤α<2π (Φ α (A, B) ) is attained on a set that contains a nondegenerate interval. The statement (a) is now clear.
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Proof of (b). We obviously have
So (the first equality follows from part (a)):
which by (3.1) is equal to
where
and we are done. 
where the blocks A 1 and B 1 are k ×k. Assume furthermore that (cos α)A 1 +i(sin α)B 1 is invertible for all but finitely many values α ∈ [0, 2π). Then
Proof. Let 
(See e.g. [8] and references there.) The following notation will be used:
F q is the q × q real symmetric matrix with 1's in positions (1, q), (2, q − 1), . . . , (q, 1) and zeros elsewhere;
a q × q real symmetric matrix, and we take G 1 = 0; we denote by J 2m (a ± ib), where a and b are real and b > 0, the 2m × 2m almost upper triangular real Jordan block of size 2m × 2m having eigenvalues a ± ib.
It will be convenient to list the elementary blocks first:
(sss0) a square size zero matrix.
(sss1)
(sss3) 
The pencil in (sss7) is 2m × 2m, where m is a positive integer. We denote the pencil in (sss7) by
Note that the matrices Ω 2m (ν) and Ω 2m are symmetric and skewsymmetric, respectively, for every m (and every real ν).
where a, b > 0. The matrix pencil here is 4m × 4m. 
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Theorem 4.1. Let A + λB be a real symmetric/skewsymmetric matrix pencil. Then A + λB is R-congruent to a real symmetric/skewsymmetric pencil of the form
Here, A 0 + λB 0 is a direct sum of blocks of types (sss0), (sss1), (sss3), (sss5), (sss6), and (sss8) in which several blocks of the same type and of different and/or the same sizes may be present, and the k j 's are odd positive integers, the ℓ t 's are even positive integers, the ν u 's are positive real numbers, δ j , η t , ζ u are signs ±1, and the m u 's are positive integers.
The blocks in (4.1) and (4.2) are uniquely determined by A + λB up to a permutation of blocks.
Theorem 4.1 is found in many sources; see, for example, [8] for a detailed proof.
5. Proof of Theorem 1.2: particular case. In this section, we prove the following particular case of Theorem 1.2:
where t is a nonnegative integer, ν j are positive numbers, κ j are signs ±1, and if
We will need preliminary results.
where t 1 , t 2 are nonnegative integers, ν j are positive numbers, κ j and τ j are signs ±1, and if ν j1 = ν j2 then κ j1 = κ j2 . Let
Then there exists an A-nonnegative B-neutral subspace M of R m×m of dimension ρ + (A, B). Before the proof of the lemma, it will be convenient to consider an example first.
where ν ′ > ν ′′ > 0 and τ ′ , τ ′′ = ±1. It is easy to see that ρ + (A 0 , B 0 ) = 2. Then there exists an A 0 -nonnegative B 0 -neutral subspace of dimension two, for example,
Proof of Lemma 5.2. Without loss of generality, we assume that the ν j are arranged in the nondecreasing order:
Let κ = κ 1 , and separate the blocks in (5.1) according to the signs:
and so on, and finally
In view of Lemma 1.1 and Remark 3.2, we have and since A + viB is invertible for v ∈ Ω, we also have
we clearly obtain
.
So, using induction on the size of matrices A and B, we may (and do) assume that t 1 = t 2 = 0.
Observe that for τ = ±1 and ν > 0, we have for all v ∈ Ω. So, rearranging blocks in A and B (this amounts to a simultaneous row and column permutation in A and B), we can bring A and B to the following form:
where ν j,1 > ν j,2 > 0 for j = 1, 2, . . . , q ′ ; µ j > 0 for j = 1, 2, . . . , q ′′ ; τ j,1 , τ j,2 and γ j are signs ±1; 2q ′ +q ′′ = q. Clearly, every pair µ j I 2 , γ j Ξ 2 produces a one-dimensional µ j I 2 -nonnegative γ j Ξ 2 -neutral subspace, for example span 1 0 , and every pair ν j,1
Putting all these subspaces together we obtain an A-nonnegative B-neutral subspace of the requisite dimension q.
Case (b): Assume ρ + (A, B) < q and κ ps = 1. Let
Using formula analogous to 
and therefore
On the other hand, a computation using (5.2) shows that for j 0 = 1, 2, . . . , q, and for v ∈ Ω: It remains therefore to consider the situation when
(in this case, necessarily Select points λ 0 , . . . , λ s so that 0 < λ 0 < ν 1 , ν p1 < λ 1 < ν p1+1 , . . . , ν ps−1 < λ s−1 < ν ps−1+1 , ν ps < λ s .
Clearly, at least one of the points λ j , j = 0, 1, . . . , s, is a point of (global) minimum for f . Since f (λ s ) + q = q > ρ + (A, B) , the point λ s is not a point of minimum. Also, it follows from our assumption κ q = −1 that 
(because λ 0 is not a point of minimum for f ), which is one more than the left hand side of (5.4), a contradiction with (5.4). Thus, suppose s is even. Then κ 1 = 1. In this case, we select j 0 so that κ j0 = 1, χ j0 = 0. The right hand side of (5.4) which is one more than the left hand side of (5.4), a contradiction again.
The following result proved in [1] will be also needed for the proof of Theorem 5.1.
n which is simultaneously A-nonnegative, i.e., (Ax, x) ≥ 0 for every x ∈ M, and B-neutral, i.e., (Bx, y) = 0 for all x, y ∈ M. Assume also that there exists a d-dimensional subspace M ′ ⊆ R n which is simultaneously A-nonpositive and B-neutral. 
and take advantage of (3.2).
Without loss of generality we may (and do) assume that A+λB is in the canonical form as presented in Theorem 4.1. We shall calculate inertia of linear combinations of matrices in the blocks of types (sss0) -(sss8), and in each case show a neutral subspace of the requisite dimension. The calculations are straightforward.
(1) If A ′ + λB ′ is the block (sss0), then
Clearly, there exists an (
and span (e ǫ+1 , . . . , e 2ǫ+1 ) is an (
and span (e 1 , . . . , e k/2 ) is an (A ′ , B ′ )-neutral subspace of dimension equal to
and span (e 1 , . . . , e ℓ/2 ) is an (A ′ , B ′ )-neutral subspace of dimension equal to
and span (e 1 , . . . , e ℓ/2 ) is an ( 
where k, k ′ are odd, then
Thus, span (e 1 , . . . , e (k−1)/2 , e (k+1)/2 + e k+(k ′ +1)/2 , e k+1 , . . . , e k+(
and span (e ℓ/2+1 , . . . , e ℓ ) is an (A ′ , B ′ )-neutral subspace of dimension equal to min 0≤α<2π Φ α (A ′ , B ′ ) = ℓ/2.
(9) If A ′ + λB ′ is the block (sss7) (of size 2m × 2m), with m even, then
and span (e 1 , . . . , e m ) is an (A ′ , B ′ )-neutral subspace of dimension equal to
(10) Assume
where ν > 0, m 1 , m 2 are odd, and (6.1) where m 1 , . . . , m q are odd and k 1 , . . . , k s are odd, and ξ j are signs ±1 (the cases when q = 0, i.e, the first part of (6.5) is missing, or s = 0, i.e., the second part of (6.5) (A 0 , B 0 ) . In view of (6.7), we have proved Theorem 1.2 for the pair (A, B) .
