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ABSTRACT 
Let S be a finite semigroup and let K be an algebraically closed field of characteristic 
zero. Herein, we derive a formula for the congruence --: induced on S by the direct 
sum of all the irreducible representations of S over K. This congruence ------ is proved 
to be the same as the congruence induced by the minimal homomorphic image of S, 
which is one-to-one on the subgroups of S and such that two distinct principal ideals 
of S, each generated by an idempotent, have distinct images. 
Assume ~0 is a faithful finite dimensional representation f S. Let R(~0) be the associated 
completely reducible representation having the same character as ~0. That is, R(~0) is 
the direct sum of the Jordan-Ht~lder factors of ~0. Then by applying the Burnside- 
Steinberg theorem we prove that the congruence induced by R(~o) on S equals =--. 
That is, the operator R preserves "one-to-oneness a  much as possible." 
We next apply these results to compute the complexity, #c(S), of S when S is a 
union of groups. A linear transformation T = B(S) is defined on the character ring 
of S into itself. Then by a theorem of Krohn-Rhodes (which determines the complexity 
of S in terms of its homomorphic mages), together with the previous character results, 
we prove that T is nilpotent and index(T) = #~(S). 
Finally the character esults proved here imply that, if the Fundamental Lemma 
on Complexity is valid, then the complexity of S is the maximum of the images of all 
its irreducible representations. This is known to be the case for all regular semigroups. 
In the following all semigroups S are assumed to have finite order and K 
denotes an algebraically closed field of characteristic zero. We assume 
the reader is familiar with the following material although this paper is 
reasonably self-contained: 
(1) Standard theorems from the representation theory of finite 
dimensional K algebras. See [2], [7], and [9]. Standard finite dimensional 
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representation theory of S by matrices with coefficients in K. See Chapter 5 
of [11. 
(2) The definition and elementary properties of the (group) complexity 
of S, #dS). See Chapter 6 of [8] and the introduction of [5]. Statement of 
the main theorem of complexity for semigroups S which are union of 
groups. See Theorem 9.2.5 of [8] and Theorem A of [5]. 
(3) Standard theorems for finite semigroups, e.g., Rees Theorem, the 
Green relations, the Schtitenberger representation, etc. See [11 or [8]. 
The calculus of homomorphisms on S including the definition and 
existence of the minimal homomorphic image of S which is one-to-one 
on the subgroups of S, denoted S ---~+ S", definition and elementary prop- 
erties of group mapping semigroups, etc. See Chapter 8 of [8]. 
In the following all undefined notation is given in the previously cited 
references. 
In this paper we derive a formula for the congruence - induced on S 
by the direct sum of all the irreducible representations of S over K. We 
show that ~- is the same as the congruence induced on S by S -+~- S~§ 
the minimal homomorphic mage of S which is one-to-one on each sub- 
group of S and such that two distinct regular j-classes of S have disjoint 
images. (See Chapter 8 of [8].) 
Assume q~ is a faithful finite dimensional representation f S. Let R(~) 
be the associated completely reducible representation having the same 
character as ~0. That is, R(~) is the direct sum of the Jordan-H61der 
factors of q~. Then by applying the Burnside-Steinberg theorem [7] we 
prove that the congruence induced by R(cp) on S equals --. 
We next apply these results to compute the complexity, #s(S), of S 
when S is a union of groups. A linear transformation T = B(S) is defined 
on the character ing of S into itself. Then by a theorem of Krohn- 
Rhodes [5, 8] (which determines the complexity of S in terms of its 
homomorphic images), together with the previous character esult, we 
prove that Tis nilpotent and index (T) = #s(S). For a detailed exposition 
see Chapter 9 of [8], which assumes the character theory results proved 
here. 
1. CONGRUENCES [NDUCED BY IRREDUCIBLE REPRESENTATIONS 
NOTATION 1.1. In the following, all semigroups are of finite order. 
R, S, T, U, and V denote semigroups. K denotes an algebraically closed 
field of characteristic zero. All representations ~ considered will be finite 
dimensional right K[S]-modules. K[S] denotes the semigroup algebra of S 
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over K (which need not have an identity). We will speak interchangeably 
about ~ as being a representation a d a module. See [1, Ch. 5], [2], and [9]. 
In this paper epimorphism eans onto homomorphism. 
Lr ~,  ~,  ~ = J denote the Green relations (see [1] or [8]). Let a be 
one of the Green relations and let ~v : S--+~- T be an epimorphism (the 
double arrow will will signify that the mapping is surjective). Then 90 
is an a-homomorphism iff [~(sl) ~q)(sz) iff sl~s2] for all s l ,  s2 ~ S. ~ is an 
~'-homomorphism iff q~(sl) ~q~(s2) implies Sle~S2 for all regular elements ST, 
s2 of S. See Chapter 8 of [8]. Notice ~' and ~ epimorphisms coincide if S 
is regular. 
Let ~b : S --~+ T (be an epimorphism), then ~b is a 7-homomorphism iff ~b 
is one-to-one when restricted to each subgroup of S. Let q~ : S -~ T~ be 
homomorphisms for 1 ~< i ~ n. Then /-/~v~ : S ~ T is the induced 
epimorphism defined by l l%(s)  ---- (q~i(s) ..... q~,(s)) for s e S and 
T =/ /q~(S)  __~ 7"1 X ... X T, ,  
where ~ denotes ubdirect product. See Chapter 8 of [8]. 
Let ~ ..... ~ ,  be a complete set of inequivalent irreducible represen- 
tations (IRR) of S. The number n is finite by the Wedderburn theory 
(see [9] or [2]). 
DEFINITION 1.1. Let S - -~ S| denote the epimorphism 
11~ :S  ~ ~ (1I~3(S). 
NOTATION 1.2. Let A be a non-empty set. FR(A) denotes the semi- 
group of all function of A into A under the multiplication f .  g = h, 
h(a) = g( f  (a)),f, g ~ FR(A). 
FL(A) denotes the reverse semigroup of FR(A). Let I be a left ideal of S, 
then M~ : S--+ FL(I) is the homomorphism defined by (M~(s))(x) = sx 
for s e S, x ~ L Ms R for J a right ideal is defined dually. 
The following definition is fundamental in investigations concerning 
both the complexity of S (see [5] or [8]) and the irreducible representations 
of S (see Theorem 1.1(a) below). This definition provides the critical 
link between the concepts of characters and complexity. 
DEFINITION 1.2. S is a generalized group mapping (GGM) semigroup 
iff S = {1) or S has a minimal or 0-minimal two-sided ideal I so that 
both M~ and M, R are one-to-one homomorphisms. 
If S @ {1), and S is a GGM semigroup then the ideal I is necessarily 
regular, non-zero, and uniquely determined. See 8.2.15 of [8]. As in [8] let 
S , ,  S | denote H(q~i 9 q~ : S -+-~ T,, TiGGM and Ti ~= 7,- if i ~ j} .  
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NOTATION 1.3. Let q)k : S ~, Tk be epimorphisms for k = 1, 2. Then 
qh is equivalent to q02 iff there exists an isomorphism a : 7"1 ~ T2 so that 
agox ---- ~2. (This is not to be confused with equivalent of two matrix 
representations.) For an epimorphism (p :S---,~ T let mod(q~) be the 
congruence induced on S by % i.e., sl -~- s2 mod((p) iff q~(sx) = q~(s2). 
Clearly ~v~ is equivalent o q~2 iff mod(9~0 = mod(~v2). 
Let ~Vk : S ~ Tk be epimorphisms for k = 1, 2. We write ~1 ~ 092 iff 
there exists an epimorphism ~b :/'1 - -~ T2 so that ~(~/91 = (P2 9 Clearly 
ePl >~ (P~ iff Sl ~ sz (mod ~0a) implies s~ ~ s~ (mod q~z). 
Let S be a fixed semigroup. Let .~ be a collection of epimorphisms of S 
closed under equivalence. An epimorphism 9~:S , ,  T is functorially 
minimal with respect to .~ iff ~ e .~ and for any ~b in .~, ~b ~> q~. See 
Chapter 8 of [8]. 
Recall Notation 1.1. In this paper S - -~ S ~+~' denotes the functorially 
minimal 7 and f -homomorph ism of S. It will follow from Lemma 1.7 
that S , ,  S ~+~' exists and is clearly unique up to equivalence. 
THEOREM 1.1. (a) Let ~ be an irreducible representation of  S. Then 
~(S)  is a GGM semigroup. 
(b) S ) )S  OIRR is equivalent o S ) ,  S ~~ 
(c) S ,~ S | is equivalent to S -+~S y+j' so 
S , ) SQ~GM and S - -~  S r+j" are all equivalent. 
PROOF: The proof will proceed via several lemmas. 
n6tation. 
S~S ~IRR, 
First, some 
NOTATION 1.4. Let S ~ {0} be a 0-simple semigroup. Let ~(S)  be the 
collection of all pairs (% T) such that q~ --*-~ T, q~ is a 7-homomorphism 
and T :~ {0}. We partially order ~(S), as in Notation 1.3, under ~.  
Let = be the congruence on S given by sl ~ s~ iff xls~x2 = xxszx~ for all 
Xl, x2 ~ S. Let S ),  S/=-- denote the canonical epimorphism. 
Ms R is the right regular representation of S. See Notation 1.2. Let 
mod(MsR), the congruence induced by Ms R, be denoted by =(R).  Thus 
s1(=--(R)) s2 iff X~Sx = xls2 for all xx ~ S. The congruence ~(L )  is defined 
dually. 
LEMMA 1.1. Let S be a O-simple semigroup S ~ 0, then 
(a) S , ,  S/=- is a ~-minhnal element of  ~(S) .  Any ~-minimal  
element o f  ~(S)  is equivalent to S ~ S/=~. 
(b) S ,)  S/=~ is equivalent to S ~ S| 
(C) The congruence = is the transitive closure o f  =--(L) and ~(R) .  
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PROOF: We first prove (a). By the Rees theorem we may assume 
S = r176 A, B, C) a regular Rees matrix semigroup of A • B matrices, 
with structure group G and regular structure matrix C. See [1] or [8]. 
Clearly S - -~ S /= is a y-homomorphism with S/~ if: {0}, thus S - -~ S/=-- 
is an element of  ~(S). Let q~ E ~(S), then to prove (a), it will suffice to 
show that ~p(sx) = cp(s2) implies Sl ---- s2. Let Xl, x2 ~ S, then 
~(xlslx~) = ~(xls~x2). 
Now, cp- l (0)= {0}, since S is 0-simple and ~o(S)~ (0}. Thus either 
XlSxX2 = XlS2X2 = 0 or both XlS~X2 and XlS2X2 lie in S -- {0}. In the latter 
case, x ls~x2~xlsxxe  and there are a l ,  a2, ba, b2 ~ S so that 
~I  = alXlS1x2a2,~alx1s2x2aa = (%2, 
~1 and ~2 belong to the same (maximal) subgroup G :/: {0} of S, and 
bl~ib2 = XlSlX2, bl~2b~ = xls2x~. But ~ being 1-1 on G, ~(cq) ~ q~(c~2) 
implies % = ~2 and hence XlSaX2 = baa2b2 = XlS2X2 and (a) is proved. 
We now prove (b). Since S z = S, it is easy to verify that S/-~ is a GGM 
semigroup. Let q~ : S , , Tbe any epimorphism with Ta GGM semigroup. 
It will suffice to prove that sl ~ s2 implies q~(sz) = ~(s2). This is trivial 
if T = {0}. Otherwise T is a 0-simple GGM semigroup and thus for 
tl , t 2 E T, y l t l  = yxt2 for all YI e T or f ly 2 = t2y 2 for all Y2 ~ T implies 
q = t2 9 Thus XlSlX2 = XlS2X2 for all Xl, x2 ~ S implies 
t~0(Xl)((P(Sl) (p(X2)) ~- ~9(X1)((~(S2) ~0(X2)) 
for all x~, x2 ~ S, hence y~(q~(Sl)q~(x2)) = y~(q~(s2) q~(x2)) for all Yl ~ T, thus 
q~(s~) q~(x2) = ~(s2) ~v(x2) and so cp(Sl) Y2 = cp(s2) Y2 for all Y2 E T, which 
implies ~p(s0 = q~(s2). This proves (b). 
We now prove (c). Let ~-* denote the transitive closure of  --=(R) and 
~(L) ,  i.e., the lub of  ~(R)  and ~(L)  in the lattice of  congruences on S. 
Clearly sa --~* s~ implies s~ ~ s~. Also, s~ ~*  0 iff s~ ----- 0. Now, let 
S = Jg~ A,  B, C), Sl = (gL~,  s2 = (g')~'b' and assume XlS~X2 = x~s2x2 
for all x l ,  x2 e S. Now (x~sO x2 = (XlS2)x2 for all x~, x2 ~S implies 
C(b ,~)=kC(b ' ,~)  for some k=k(b ,b ' )~G,  all f i~A. Similarly 
C(b, a)-- - -C(b, a')h for some h = h(a, a ' )~  G, all /~  B. Thus, for all 
~A and x2~S,  (g)aox2 = (gk)no,x2 and, for all /~B and x~S,  
x~(g)~s = Xl(hg)~,s, i.e., (g)~s -~ (L)(hg),,s and (g)nb - -  (R)(gk)nb, for all 
,~ ~ A, /~ ~ B, g ~ G. Hence Sl ---- (g)~b ~*  (hgk)~.b, = s3, thus s~ ~ s~ and 
so s2 --  s3 9 Now we may choose a l ,  a2, b l ,  b~ ~ S so that a~s~a2~,~axs3a2, 
aas~a2, and a~ssa2 lie in the same subgroup G ~ {0} of S, and baaas2b2 = sz,  
baa~ssa2b2 = s3. Moreover, s2 ~ s3 implies als2a2 ~ alsaa~ and thus a 
als2a2 = axs3a2, consequently sz = baaas2a~b2 = blaassa~b2 = s3. Thus 
s~ ~*  s3 = s~. See 8.2.21 ft. of  [8]. This proves (c). 
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LEMMA 1.2. Let S be a O-simple semigroup with S ~ {0}. Let 
~b:S-++S olRR. Then ~b(S)~k {0} and ~b is a y-homomorphism, i.e., 
~b c ~(  S). Furthermore, ither s 1 ~ ( L )s2 or sl = ( R )s2 implies ~b(sx) = ~b(s2). 
PROOF: By Maschke's theorem, G-++ G | is an isomorphism when 
G is a group. By the results of Clifford-Suschkewitsch ([1, Sect. 5.4], we 
deduce immediately from the above that ~ ~ ~a(S). 
The last assertion of the lemma is also immediate from the Clifford- 
Suschkewitsch results. Alternatively, we may argue directly as follows: 
Let s be the left regular epresentation f S, ~ the right regular epresen- 
tation of S, and L~'*, the dual of s i.e., the second right regular epresen- 
tation of S. Clearly mod ~e* = mod(L~') =: (-- (L)) and mod ~ = (~(R)). 
Now, dividing out the radical and observing that every irreducible 
representation vanishes on the radical, it follows from the Wedderburn 
theory that every (right) irreducible representation is a constituent of 
both ~ and ~ga*, thus ~ >~ ~b and 5('* >~ ~b and the lemma is proved. 
LEMMA 1.3. Let S be a O-simple semigroup. Then (b) of Theorem 1.1 
holds for S. 
PROOF: We may assume S ~ {0}, since otherwise the lemma is trivial. 
Then, by Lemma 1.2, ~b : S--++ S | belongs to ~(S). Then Lemma 1. l(a) 
and (b) implies (S-++ S et•R) >~ S ~ S GG~ However, by Lemma 1.2 
(S - -~ S/~(R))  >~ (S , ,  S o'RR) and ((S-*-~ S/=-(L)) >~ (S--+~- sO~RR). 
Then by Lemma 1.1(c) 
(s ,~ s/=--) > (s ~,~ S| 
Thus by Lemma 1.1(b) 
(S + S CGMM) • (S --~,.--~ S@IRR). 
So S --++ S -~GGM and S --+-~ SmIRR are equivalent and the lemma is proved. 
LEMMA 1.4. Let I be a (two-sided) ideal of S. 
(a) Let .~ be a non-zero irreducible representation of L Then ~ has a 
unique extension ~'  to S. ~'  is irreducible. 
(b) Let ~r be any representation of S and let .~ be ~q- restricted to L 
Let ~a ..... a~k be the non-zero irreducible constituents of~. Then ~ ..... ~'k 
are among the irreducible constituents o fF .  
PROOF: This lemma is easily proved by the techniques of Munn- 
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Hewitt-Zuckermann (see [1, Theorem 5.33]). To prove (a), choose e e K[1] 
so that ~(e) =/ ,  the identity matrix. Then let 
~'(s)  : ~(e .s) ----- ~(e . s "  e) = ~(s .  e) 
where 9 is the multiplication in K[S] and e 9 s, e 9 s 9 e, s 9 e ~ K[I] since I 
is an ideal. 
To prove (b), let M be the K[S]-module associated with ~- and let 
M:  M 0DM1D. - .DMn=0 be a composition series for M. Then 
Mj/Mj+I for j  = 0, 1 ..... n -- 1 is a simple K[S]-module or a 1-dimensional 
zero action K[S]-module. In the first case the assumptions about K and the 
Wedderburn theory imply that every vector space endomorphism of 
Mj/M~+x is a right multiplication by an element of K[S]. Now, since I is 
an ideal of S, the right multiplication by elements of K[I] form an ideal 
in homx(Ms/M~+l, M~/M~+~). But homr(M~/M~+~, M~/Mj+~) being a 
simple algebra, it follows that Mj/Mj+ 1 for j = 0,..., n -- 1 is either a 
simple (i.e., irreducible) K[l]-module or a zero action K[l]-module. Let 
M~/Mj~+x ..... M~/Mj,+~ be the simple non-zero action K[I]-modules 
among the M~/M~+I'S. Clearly we may assume 1 = k and :~ = MjJM#+~ 
for 1 ~< r ~< 1 = k. Let ~ be M#/Mj,+~ considered as a K[S]-module. 
is simple since ~ is simple. Now ~ considered as a representation 
of 1is ~'~. Thus by (a), ~ = ~.  This proves (b) and hence Lemma 1.4. 
NOTATION 1.5, (see Section 2 of Chapter 8 of [8]). Let S be a semi- 
group. For s ~ S, let s # denote the J-class of S containing s. We write 
s~ ~< s~ iff SlSlS 1 C_ Sls2S 1. Let F(s) = F(s #) be the ideal 
I,J{Sl g :s # ~< Sl # is false}. 
Let ~7~ : S ~ S/F(s) be the natural homomorphism with ~?s(sl) = sx when 
Sl ~ S -- F(s) and r/s(sl) = 0 otherwise. Let s be a regular element of S. 
GGM~(S) = (S/F(s# ) ) /~  where, for rl , r 2 ~ S/F(s) rl =--- r2 iff xlrlx2 = xlr2x2 
in S/F(s #) for all Xl, x2 ~s #. Let (~)(~/ , )  = H~ : S , ,  GGMs(S), where 
(~?=-) :S/F(s #) ~- ~(S/F(s#))/=- is the natural homomorphism. For extensive 
background see 8.2.11 ff. of [8]. 
We say T is a basic GGM(BGGM)  of S iff T = GGM~(S) for some 
regular element s E S. Since (s # )2 = s #, it is easy to verify that GGM,(S) 
is a GGM semigroup. S , ,  SeBOGM denotes the epimorphism 
HH~ : S , ,  1-1H,(S), 
where s runs through the regular elements of S. I f  ~ :S - - , -T  and 
A C S ~0 [ A denotes cp restricted to A. 
The following lemma justifies the introduction of GGM semigroups. 
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LEMMA 1.5. Let ~ be an irreducible representation of S. Then ~(S)  is a 
GGM semigroup. 
PROOF: Since {0} is a GGM semigroup, we can assume ~ is not the 
null representation. Let J be the apex of ~ (see [1, Ch. 5]), that is, J is 
the unique ~-minimal  member of {s # "~(s  #) v& 0). Let j~ J ,  then 
~(F( j ) )  C {0}. Now, J is regular (see [1, Ch. 5]), hence j o [= j  t_) F(j)/F(j)] 
is a 0-simple semigroup. ~ induces the non-null irreducible representation 
.~11~ on j0 with ~( j )  = ~( j )  for all j e J and ~111(0) = 0. Let mod(~ I~1) 
be denoted by (_--ill). Then ~11~ induces a faithful (in particular non-null) 
irreducible representation R 12~ of jo/(=ll~) by RC21([x]) = Rl~l(x), where 
x~J  ~ and [x] is the equivalence class of --la~ containing x. Now, 
T-----j0/(_~l~) is a 0-simple semigroup having a faithful (non-null) 
irreducible representation. Thus, by Lemma t.3, the identity map: 
T ~ T is equivalent o T ~ T@6G~a. But, by Lemma 1.1, T ~ T| 
is equivalent to T , ,  T/~ (-- as defined in Notation 1.4). Thus 
(T /~)  = r. 
Let X=S- - ( JuF ( j ) )  and V=Xu T. Let 0 :S /F ( j )~V with 
O(x) = x for x E X and O(j) = [j] for j ~ J, where [j] is the equivalence 
class of (~1~) containing J. Finally 0(0) =: 0 6 T. Now it is very easy to 
verify that mod 0 is a congruence on S/F( j)  and thus there is a unique way 
to define a multiplication in V so that 0 is an epimorphism. Thus 
V ~ (S/F(j))/(mod 0). 
Now consider fl = H,O~j where t' ~ T -- {0}: 
fl S - - -~S/F ( j )  , ,  V---~GGM~(V)----  U. 
By construction, ~ and 0r# induce the same congruence on the ideal 
J w F(j). Moreover, H~ is one-to-one on T, since (T /~)= T. Thus fl 
and ~ induce the same congruence on the ideal J k3 F(j).  
Let I = H~(T) = fl(J u F(j)). Then/ i s  0-simple, being isomorphic to T, 
so I ~ = I. Thus it is easy to verify that U ---- GGM, (V)  is a GGM semi- 
group with respect o the 0-minimal ideal L See 8.2 of [8]. 
Now, let ~b e the right Schtitzenberger representation of GGM~(V) = U 
with respect o I (see Sect. 3.5 of [1] and 8.2 of [8]). Since U is GGM 
with respect to /, ~b is one-to-one on U. Furthermore, ~b takes values in 
row-monomial matrices with coefficients in G ~ where G is a maximal 
subgroup of I, not equal to 0~I  so ~b : U~ RM(m, G). Let R be the 
right regular representation of K[G]. Let R # be the homomorphism which 
assigns to the m • m row-monomial matrix (x~j) over G o the mn • mn 
matrix (R(x~)) over K. R # is one-to-one since R is one-to-one. Let 
cp = R # ~b, then ~ is one-to-one on U, hence also on T, so a = ~fl is a 
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representation of S which induces the same congruence on the ideal 
J w F( j )  as ~.  Moreover ~(F( j ) )  = 0 and o~(F(j)) = 0. Finally, since ~b 
and 9 are one-to-one on U, mod a = rood/3 and fl(S) = U, a GGM 
semigroup. Thus, to complete the proof, it suffices to show that ~t ~> fl 
and ~ >~ ~.  
We first show ~ ~> ft. Suppose fl(sO 4=/3(sa), then since/3(S) ---- U is a 
GGM, there exists x ~ I such that x/3(sl)4 =x/3(sz), x/3(Sl), x/3(s2)~ I.
Now, I =/3( J  w F(j)). Pick x' ~ J w F( j )  so that/3(x') = x. Since J uF ( j )  
is an ideal, x'sl ,  x's2 ~ J u F( j )  and/3(x'sl) 4:/3(x's2). But ~ induces the 
same congruence as /3 on J uF ( j ) ,  hence ~(x 's l )~  ~(x'sz). Thus 
~(Sl) :# ~?(s2) proving ~ ~>/3. 
To show a >~ ~,  it will suffice to prove that ~ is an irreducible con- 
stituent of ~. Let N be the kernel of a restricted to H, H a maximal 
subgroup of S contained in J. By Maschke's and Wedderburn's theorem, 
9 restricted to/3(H) = G contains all irreducible representations of G as 
constituents ince the right regular representation of G does. Further, 
G is a maximal subgroup of I -  {0}. (See 7.2.5(c) of [8].) Now, since 
G ~ H/N, every irreducible representation 7, of H whose kernel contains N 
induces an irreducible representation ),' of G where ~, ---- Y'/31 H. But y' 
is a constituent of 91 G, hence y is a constituent of ~ restricted to H. 
In particular, #~ restricted to H has kernel N. Let ~*  = R I H. Then ~*  
is an irreducible plus (perhaps) null component by the Clifford- 
Suschkewitsch results. Redefine ~*  by taking only the irreducible part. 
Then ~*  has H in its kernel so ~*  is a constituent of ~* = a I H. Now, 
a(F(j)) = ~(F( j ) )= 0, so ~ and ~? induce representations all~, ~(1), 
respectively on j0= j u F( j) /F( j) ,  a 0-simple semigroup with ~11 and 
~1~ irreducible. Since ~*  is a constituent of ~*, again by Clifford- 
Suschlewitsch ~ is a constituent of a~x). Thus ~l # = ~ [ J u F( j )  is a 
constituent of ~# = ~l Jw  F(j). But Lemma 1.4 proves ~ is a con- 
constituent of a and the proof is complete. 
In the following let g = (s # u F(s))/F(s)(:s#~ 
LEMMA 1.6. Let H,  : S -~ ~- GGM,(S) be given for some regular s ~ S. 
Then S  9  emR >~ Hs.  
PROOF: Let Ss - - - -H{~:~ is an irreducible representation with 
apex s#}. By Lemmas 1.4(a) and 1.1, Ss induces the congruence --= on g. 
But Hs also induces the congruence ~ on s. Moreover, 
$,(F(s)) = H~(F(s)) = O. 
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Now, H~(S) is a GGM semigroup, so it follows easily (as in the preceding 
proof of ~ >~/3) that ~b~ >~ H~. 
LEMMA 1.7. S ~-~-S |  is equivalent to S , ,  S '~GGM. Further, 
S - -~ S v+'~" exists and is equivalent to S ~ S |  and S -+-~ S |176 
PROOF: (See 8.3.15 of [8].) The first assertion follows immediately from 
Fact. 8.3.4 of [8]. Let s be a regular element of S. Then it is very easy to 
verify that H, is one-to-one on the subgroups of S contained in s #, 
H,(F(s))-----0 while H~ is never zero on s #. Thus S _~S| is a 
+ J '  epimorphism. Now suppose w:S -~(S)  is a 7 '+ J '  
epimorphism. To complete the proof it is sufficient o show that, for 
s e S a regular element, H~(sa) ~ Hs(s2) implies q~(sa) :~ ~(s2). 
Now H,(sx):;& H~(s2) iff there exists x~, x2 ~ s o so that either (1) 
x~s~x2 ~s # and xls2x 2 ~ s # or (2) both x~s~x~ and xls~x~ lie in s # and 
xxsxx2 ~= x~s2x2 9In case (1), since q~ is a J '  homomorphism, s regular and 
Fact 8.3.9(b) of [8], we have q~(xlxlx2) ~ q~(XlS~X~) and so q~(sx) ~ ~o(s~). 
In case (2), XxSxX~X~S~X~ (see Chapter 7 of [8]) and so 
~(x~slx~) vL ~(x~s~x~), 
since 9~ is one-to-one on the H-classes of S contained in the regular J-class 
s # by Remark 8.3.13(b) of [8]. Thus again q~(sl)~ q~(s~). This proves 
Lemma 1.7. 
PROOF OF THEOREM 1.1: The statement of (a) is Lemma 1.5. Then (a) 
implies (S -~-~ SeoGM) ~> (S ~-~ seIRR). Lemma 1.6 implies 
(S , ~ SeIRR) >~ (S ~ SOBGG~). 
Lemma 1.7 implies (S---~-S~BaGM) and (S-~§176 are equivalent. 
This proves (b). 
Finally, (c) follows from (b) and Lemma 1.7. This proves Theorem 1.1. 
NOTATION 1.6. Let ~ be a representation of S. Then R(~) is the 
completely reducible module with the same character as ~. That is, 
R(~) is the direct sum ~x Q "'" (~ ~k of the Jordan-H61der factors of ~'. 
Thus 
~(s)  = 
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and 
g(~) (s )  = 
Clearly, ~ is an irreducible representation f S for I ~< j ~< k. 
The next theorem states that the operator R "preserves one-to-oneness 
as much as possible." 
THEOREM 1.2. (a) Let ~ be a representation of  S. Let ~(S)  = T. Let 
~b : T ~ T| then R(~)  : S , ,  R(~)(S)  is equivalent (in the sense of  
Notation 1.3) to f i r  : S ---~- T ~IRR. 
(b) Thus R(~)  is equivalent (in the sense of  Notation 1.3) to ~,  where 
: T , ~ T v+~'. 
PROOF: Theorem 1.2 follows from the Burnside-Steinberg theorem [7] 
and Theorem 1.1. The details are as follows: To prove (a) we may assume 
is a faithful representation f T and then we must show 
R(~): T--+. R(~)(T) 
is equivalent to T , > T | 
Let U be a representation and let ~'~ = ~,' @ -.- @ q/ (n terms) for 
n = 0, 1, 2 ..... where @ denotes the tensor product and q/denotes the 
representation always taking the value (1), the one by one matrix with 
entry 1 s K. Let X(~) denote the character of ~'. 
Let X1 = X(~I) ..... Xq = X(~q) be the non-zero irreducible characters 
of S. Let X(~ ~) = ~j~l a~x j . Then the Burnside-Steinberg theorem 
asserts that, for each j with 1 ~< j ~ q, there exists an m(j )  = m ~ 0 so 
that amj :/: 0. 
q 
x(~")  = [x (~)P  = [x (R[~] )P  = x [ (R(~)  ~] = ~ a.jxj.  
j= l  
It is well known that, if K has characteristic zero, every completely 
reducible module is uniquely determined by its character (see [9]). Let 
R(~) I~ = @~=0 R(~) ~- Then it is easy to check that R(~) t~ is a com- 
pletely reducible module and the irreducible representation ~ occurs as a 
constituent of R(~) tml where rn = m(j),  a,~j :/= O. Thus R(~) ~m~  ~ 
(in the sense of Notation 1.3). But clearly R(~) m, R(~) ~2~ .... all induce 
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congruences equal to modR(~)). Thus R(~)~ R(~)lml.~j for 
1 <~j ~< q, andm = m(j).So 
R(~)  ~ ~1 ~ "'" ~ o~q 9 S ---+-~ S (~IRR. 
But the reverse inequality is immediate since R(~) is completely reducible. 
This proves (a). 
The assertions of (b) follow immediately from (a) and Theorem 1.1. 
This proves Theorem 1.2. 
2. CHARACTERS AND COMPLEXITY 
NOTATION 2.1. (See Chapters I and 5-9 of [8] for extensive back- 
ground and exposition. For additional references see [3], [4], [5], and [6].) 
We recall the definition of the (group) complexity of a finite semigroup S. 
If S~ and $2 are semigroups and Y is a homomorphism of 5'1 into 
endo(S2), the semigroup of endomorphisms of S~, the semidirect product 
of $2 by $1 with connecting homomorphism Y, denoted by S~ x r $1, is 
the semigroup with elements $2 • $1 and product defined by 
We write 
% ,sl)(s ~ , s ; )  = %r(sO(s~),sls~). 
S n x~, 1Sn_l x r . _~ ..... •  1 = T n 
for the semigroup 
( ' ' ' ( (S ,  rt " X Yn-i Sn-1) • Yn-, Sn-2) ..... X YI S1), 
where 
Yn-1 : Sn-1 ~ endo(S,) ..... Y; : S~ --~ endo(S, • r,_l "'" • r~+1 Sj+I),..., 
Y1 : $1 -~ endo(S, • y._, '.. • v~ $2) 
are homomorphisms. 
S I T, read S divides T, iff there exists a subsemigroup T' _C T and an 
epimorphism 9 " T' -+-~ S. 
DEFINITION 2. l. S is a combinatorial semigroup iff each subgroup of S 
has order 1. Let S be a semigroup. Then #(S), read the complexity number 
of S, is the smallest positive integer n so that 
S[ Tn x r._l T~_I xr._~ x "" Xr~T~ xr lTx  (2.1) 
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where either 
(a) T 1 , 7"3, T 5 .... are groups and T2, T 4 , T 6 .... are combinatorial 
semigroups or 
(b) T1, T3 ,T5 .... are combinatorial  semigroups and T2, 7"4, Te ..... 
are groups. See Chapters 6 and 9 of [8]. 
NOTATION 2.2. We define C(S)= (n, G) iff (a) above holds with 
n = #(S),  but (b) never holds with n = #(S).  Similarly, we define 
C(S) = (n, C) iff (b) holds with n = #(S)  but (a) never holds with 
n = #(S). Finally, C(S) = (n, C w G) iff either (a) or (b) can hold with 
n = #(S). C(S) is called the complexity of S. That C(S) is well defined for 
every finite semigroup follows from [8]. 
NOTATION 2.3. (See [8].) Let ~, the set of all complexities, equal 
{1,2, 3,...} • {C,G, C v G}. 
Let # be the function from <f to {1, 2, 3,...} with #(n, ~) = n. We note 
that #(S)  = #(C(S)). We order C by ~ where Ca ~ C2 iff 
(a) Ca = C2, or 
(b) #(C1) (#(C2)  , or 
(c) #(ca)  = #(C2) = n and Ca = (n, C, v G). 
Then (oK, ~<) is a lattice with minimal element (1, C, v G). 
Let (C, v G, n) = (n, C v G) for all n ~ 1. Let (C, 2n) ---- (2n, G) and 
(G, 2n) = (2n, C) for n = 1, 2, 3 ..... Let (C, 2n + 1) = (2n + 1, C) and 
(G, 2n+ 1)=(2n+ 1, G) fo rn=0,1 ,2  ..... 
Let #a(2n, C)=#G(2n+ 1, C)=#G(2n,  G)=n for n>~l .  Let 
#a(2n + 1,G) ---- n + 1 for n >~ 0 and let #a(1, C) = 0. Let 
#c(k ,  C v G) = #G(k, C) for k >~ 0. 
Then #G(C(S)) is the smallest number of groups appearing in the solutions 
of  equation (2.1). Let #G(S) = #G(C(S)). 
Finally we introduce the following notation. Let 
(c, 0 | (c, n) = (C, 1) O (c, v G, n) = (C, n). 
Let (C, 1) | (G, n) ----- (C, n + 1). We notice that 
(C, 1) | lub(X) = lub({(C, 1) | ~ : ~ ~ X}) ~ lub(X), 
for X any finite set of complexities. 
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NOTATION 2.4. Recall Notations 1.1 and 1.3. S -+-, S v, S --+§ S ~ denote 
the functorially minimal 7 and c~-homomorphisms, re pectively, where 
is any of the Green relations. See Chapter 8 of [8]. Notice if S is regular 
(e.g., S is a union of groups), then ~ and a' epimorphisms coincide. 
THEOREM A (See Chapter 9 of [8], especially Theorem 9.2.5). Let S 
be a semigroup which is a union of groups, then: 
(a) #a(S)= #G(S~). 
(b) I f  Sv ::/= {1}, then #6(S v+~e) § 1 = #a(S~). 
(c) Consider 
S -+-~ S ~ ---~-~ S ~+'~ --+§ S ~+'~'y -+§ "" ---~-~ {1}, (2.2) 
then #c(S) equals the number of .LP operators in (2.2), i.e., the number of 
non one-to-one ~ epimorphisms. 
(a') S s is combinatorial nd #~(S) ~ #a(SV+l). 
(b') I fS  ~ :/= {1}, then #a(S (v+1'~) + I = #~(SV+~), 
(c') Consider 
S ,)S~+~--~-~S(V+S)~--~-~S~v+I)'~+J)---~ . . . .  ++ {1}, (2.3) 
then #a(S) equals the number of .~ operators in (2.3), i.e., the number of 
non one-to-one ~ epimorphisms. 
PROOF: The theorem is proved by applying Theorem A of [5] together 
with its corollaries as developed in [6]. For a detailed exposition see 
Chapter 9 of [8], especially Definition 9.24 and Theorem 9.2.5. 
The assertion of (a) follows by Proposition 6.10 of [6] or Theorem 9.2.15 
and Corollary 9.3.4 of [8]. To prove (b) first assume S~'  = 1. Then S ~ 
is right simple. Thus by the well-known structure theorem for right simple 
semigroups (see [1] or [8]), #c(S ~) ---- 1, #c(S ~)  ---- 0, so (b) is true in 
this case. Now, assume Sv~' :~ (1}, then Remark 6.5 of [6] (see also [5] 
and [8]) yields 
C(S) <~ (C, 1) @ (G, 1) Q C(s~e), 
S ~ ~ {1} implies C(S ~') = (C, k), (2.4) 
S ~ 5& {1} implies C(S ~) : (G, n). 
Thus 
(G, n) ---- C(S ~) <~ (C, 1) @ (G, 1) @ C(S~), 
C(S ~) = (C, k). 
(2.5) 
CHARACTERS AND COMPLEXITY OF FINITE SEMIGROUPS 8I  
But (2.5) implies (C ,k )~(G,  n), thus k < n. Also (2.5)implies 
(G, n )~(C ,k+2) ,  thus (G,n)~<(G, k+ 1), so n~k+ 1. Hence 
n = k + 1 and (b) is proved. 
Now (c) follows from (a) and (b). The series (2.2) reaches {I} by [5] or 
Chapters 8 and 9 of [8]. 
That S ~ is combinatorial follows because s --+ SlsS ~ is a homomorphism 
of S into the semigroup of subsets of S under intersection. See [1, Ch. 4] 
or [8, Proposition 7.24]. In fact, S j is a semilattice or commutative band. 
Now, S v§ ~ ~ S ~ • S ~, by Proposition 8.3.15 of [8]. Thus 
C(S ~'+'r =- lub(C(S~), C(SI)). 
Now C(S ~t) ~ (C, 1) so #c(S v+s) = #o(S0 and (a') follows from (a). 
We next prove (b'). Assume S ~ is not a group. Then 
C(S v+J) = lub(C(S~), C(S~r = lub(C(Sv), (C, 1)) ----- C(S~). 
Further, assume Scv+'~' ~ {1}. Then (2.4) implies 
(G, n) = C(S ~') ---- C(S ~+~r <~ (C, l) Q (G, 1) Q C(S~v+,r 
C(S ~+!~'~) = (C, k). 
(2.6) 
Then as before, we find n = k + 1. Now suppose S ~ is a group ~{1}. 
Then (G, I) ~< C(S ~'+s) <~ (C v G, 2). Further S v+t divides S ~ x S J.  
Now, by Proposition 6.7 of [6] the projection map S ~ x S / --~§ S t is an 
La-homomorphism and since S / is a commutative band, it is clearly 
minimal so (S ~ x $ t )  "~ = S t .  Thus #c(S ~v+j~'~) = 0 and #o(S v+l) = 1. 
So (b') holds in this case. Next, assume S ~v+/J'~ = {1}, then 5 vs  is left 
simple, so again #c(S v+s) = 1 and #c(S tv+~)  = 0. This proves (b'). 
Now (c') follows from (a') and (b'). The series (2.3) reaches S ~ by 
Chapters 8 and 9 of [8]. This proves Theorem A. 
NOTATION 2.5. (See Definition 9.2.4(j), pp. 238-239 of [8].) Let S be 
a finite semigroup. Let ~t I ..... ~ ..... ~n be a complete set of inequivalent 
non-zero irreducible representations of S. Let Xs ----X(~J) be the associated 
characters. X1 ,..., Xk are those characters taking only the values zero 
and one. 
Let s be a regular element of S. Let s # be the J-class containings ~S. 
Let {Sqb : b ~ Bs} be the ~ classes of S contained in s #. The semigroup 
FR(A) was defined in Notation 1.2. Let Rs : S -++ FR(Bs ~ be the homo- 
morphism given by R,(s')(b) = b' where b' = 0 if b = 0, or (~s')  n L s = q~ 
for all/; ~ B. Otherwise b' is the (unique)/; E B, satisfying (@s') n ~5 :/: qL 
We denote R~(S) by RLMs(S). See Definition 8.2.8 If. of [8]. Now, by 
582/6/I-6 
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identifying 0 ~ B~ ~ with the zero of K[S] and considering the elements of 
of R~(S) as matrices (having entries 0 and I) we obtain a right K-repre- 
sentation R~(S) of S, with character X = x(R~(S)), written x(RLM~(S)), 
where X(S) = I{b E B : Lbs C~ Lb =7/= r Here I X f denotes the cardinality 
of X. 
When S has a unique minimal or 0-minimal ideal I (e.g., S a GGM 
semigroup ~ {0}) we write RLM(S) for RLM~(S) @ 0, s ~/. 
C(S) = {~ aixi : ai an integer} 
denotes the character ring of S, the operations being pointwise addition 
and multiplication. As is well known, X~ .... , X,, are linearly independent 
over K, see [2]. and hence over the integers. 
The following definition is fundamental. (See Definition 9.2.4(j), 
pp. 238-239 of [8].) 
DEFINITION 2.2. A(S):Cg(S)--~(S) is the linear transformation 
given by 
A(S)(xs ) ---- x(RLM(~s(S))), 
(2.7) 
A(S)(~ a,x,) = ~ a,A(S)(xi). 
Note that the matrix (~is) of A(S) has non-negative integer coefficients. 
We recall from notation 2.5 that X1 ..... Xk are those characters taking 
only the values of zero and one. A" denotes the semigroup with elements A
and multiplication aa' = a'. B ~ denotes the semigroup with elements B 
and multiplication b'b = b'. 
LEMMA 2.1. Let S be a semigroup which is a union of groups. Then 
A(S)(xs) = Xs iff l  ~ j  <~ k/.ff'xs(S) C {0, 1}CK. 
PROOF: Let ~ be the apex of ~s 9 Since S is a union of groups, J j  
is a simple subsemigroup of S. Let I s = o~s(Js). Then I s is a simple semi- 
group which has a faithful irreducible representation (induced by ~s). 
Thus, by Lemma 1.1, 1/~ ~ Is. 
Now, suppose that each subgroup of ls has order one, i.e., I s is com- 
binatorial. Then it is well known (see [1] or [8]) that lj ~ A~ z • Bj ", 
but then I/=-- has order one. Thus I s combinatorial implies 
It = ~s(Js) = {x}. 
Now since x is a non-zero idempotent and ~s is irreducible it follows 
easily that x = l e K. 
Now define an irreducible representation ~ of S by ~(s )  = 1 when 
Jss _C Jj and zero otherwise. Ys agrees with .~j on the ideal Js k.)F(Js). 
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Thus, by Lemma 1.4, ~ = ~. ,  so 1 ~< j ~< k. Now, from the definition 
of ~ = ~j ,  it follows that A(S)(x~ ) = XJ, XJ = X(~J) = ~J .  
Assume now that Ij is non-combinatorial. Then there exists a maximal 
subgroup G of I~. so that ~ I G has a constituent ~ which is an irreducible 
representation f G whose kernel is properly contained in G. Now, by the 
character elations for groups ~ {X(~)(g):g ~G} = 0 and X(~) is not 
identically zero (in fact, 
E {X(~)(g) X(~)(g -1) :g ~ G} ----- I G I). 
Thus X(~) cannot assume only the values zero and one, and the same is 
true of X(~-) = X~. Let s ~ J~, then x(RLMs(~(J~))) _C {0, 1), thus 
A(S)(xJ) ~ XJ. This proves Lemma 2.1. 
DEFINITION 2.3. Since, by Lemma 2.1, A(S) is the identity transfor- 
mation when restricted to W----{~k~ 1 aixi}, we can define the linear 
transformation B(S) :W(S) /W-~I f (S) /W to be the transformation 
induced by A(S). 
NOTATION 2.6. Let index (B(S))----0 iff ~(S) /W= {0}. Let index 
(B(S)) = n >~ 1 iff i f(S)/W ~ {0} and n is the smallest positive integer 
such that (B(S)) n equals the zero operator. In all other cases let index 
(B(S))  = +oo.  
THEOREM B. Let S be a semigroup which is a union of groups. Then 
(a) B(S) is nilpotent, i.e., index (B(S)) < q-oo, 
(b) index (B(S)) = #c(S). 
PROOF: (For a detailed exposition of the proof of Theorem B assuming 
the lemmas of this paper proved earlier, see Lemma 9.2.32 of [8].) We 
introduce the following notation. Let X be a non-empty subset of if(S). 
Then H(X) : S ~,  H(X)(S) is the epimorphism 
H(X) = I'l I~  : there exists x ~ X, x -~ ~ a,x, , aj > O, l <~ i <~ n I. 
i=1 
By Theorem 1.1 and Lemma 1.7 we have 
H[rg(S)] : S---~ S ~c'ara ---- S ~ ' j  = S ~n~M. 
By Theorem A, 
#a(S) : #a(S) ~ j  = #o[H[r (2.8) 
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Recall Notation 1.5. Let ~1 = H{H~ : S - - - -~  GGMs(S) : s # ~ com- 
binatorial). Now, when the simple subsemigroup s # is combinatorial, 
s # is isomorphic to A ' x B ~ and thus s#/= = {1}. Now, since s ~-- SasS 1 
is a homomorphism of S into the set of subset of S under intersection, 
H~(x) = 1, when xs # C s # and H~(x) =: 0 otherwise, i.e., H~ =- XJ for 
some I ~< j <~ k. Thus ~bl is equivalent to S --->-> S t and to 
H{~i  : 1 ~< i .~< k}. 
Now consider the epimorphism 
R~H~ : S , ,  GGM~(S) ~ RLM,,(GGM~(S)),  
where s # is non-combinatorial nd s' = H~(s). Now it is easily seen that 
[GGM~(S)] ~ = GGMs(S) when s # is non-combinatorial, 
RLMr(GGM~(S))  "~ = RLM~,(GGM~(S)) 
and R~ is an L,e-homomorphism. See 8.3.25 of [8]. Thus 
RLM~,(GGM~(S)) ~ {1) 
and equation (2.4) implies C(GGM~(S)) = (G, n) and 
C(RLM~,(GGM~(S) ) )  := (C, n -  1). 
For  more details see [5] and Chapters 8 and 9 of [8]. 
Now consider the epimorphism 
O~R~H~ " S --~, GGM~(S) ---~+ RLM~,(GGMs(S)) 
--+§ RLM~,(GGM~(S))~ B~ 
Then assuming RLM~,(GGM~(S)) ~ (l} we have 
#~(GGM~(S) ) -  1 #6(RLM~,(GGMs(S)))  
= #a((RLM~,(GGM~(S)))e~GGM). (2.9) 
Note that, by the Proof of Lemma 2.1, all irreducible characters belong 
to W iff S is combinatorial. In the trivial case in which S is combinatorial, 
#c(S)  = 0, and by our convention index B(S)  = O, thus the theorem 
holds in this case. Hence we may assume k < n, i.e., #c(S)  >~ 1. For 
k < i ~ n, we have by (2.9) and Theorems 1.2 and 1.1 that 
#a(~(S) ) -  1 = #a[H[x(RLM[~, (S) ] ) ] (S ) ] .  
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Hence  
Thus 
#c(S) -  1 = #~(S~IRR)  __ 1 ---- max (#~(R~(S))- 1) 
k<i<~n 
= max #c(tI(a(S)fx,))(S)) 
Ir 
= #~[H(A(S) [~(S) ] ) (S ) ] .  
#~(s) -  l = #~[H(a(S)[~(S)] ) (S)] .  
Replacing S by H(A(S)[~(S)])(S) and repeating the argument k times, we 
have 
#o(s )  - k = #~[H(A(S)'~[~(S)])(S)] 
as long as the right-hand side is positive. When H(A(S)~[T(S)])(S) is 
combinatorial, H(A(S)k[~(S)]) contains only irreducible representations 
with range C{0, 1}, thus B(S) k is the zero operator. Now (a) and (b) follow 
from Theorem A. 
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