The problem of the retrieval of the particle size distribution of scatterers from small-angle scattering experiments with noisy data is addressed. Gaussian-like particle size distributions of noninteractive spheres are used as illustrative examples. A numerical corrector method, previously reported by the present authors, is used for the retrieval process. The achievable information in real space is investigated with the help of numerical experiments, the solution of which is known in advance. Cases are solved assuming three different functional dependences of noise with scattering vector, which simulate experimental conditions. The method proves to be powerful in retrieving the correct information with noisy data. The reliability of the process is established as a function of noise level and particle size.
Introduction
In a previous publication, Mulato & Chambouleyron (1996a) introduced a new numerical corrector method useful in retrieving the scattering particle size distribution [D(r)] from ideal small-angle scattering (SAS) intensity data [l(h)]. The method was found to be highly reliable for mono-and multi-modal D(r) systems of noninteracting spheres (Fedorova & Schmidt, 1978) . The method has been successfully extended to particle systems of other shapes (Mulato & Chambouleyron, 1996b) . Real scattering experiments, however, always include effects such as acquisition time, radiation intensity, system geometry and detector resolution, which determine the quality of the SAS data, including the available scattering vector range (smallest and highest measurable scattering angles) and the statistical dispersion of intensity data. These unavoidable effects limit the effectiveness of the retrieval process in realspace D(r).
The influence of a limited scattering vector range [l(hmin),l(hmax) ] (Mulato, Tygel & Chambouleyron, 1997; Doherty & Poland, 1996) and of noise (Doherty & Poland, 1996; Von Damaschun, Mtiller & Ptirschel, 1971 ) on the correctness of the D(r) retrieval process has been addressed. In Mulato et al. (1997) , l(h) data ~ 1998 International Union of Crystallography Printed in Great Britain -all rights reserved resulting from known D(r) distributions were truncated at different h ..... and dcconvoluted to establish the reliability of the method as a function of h ...... . The present contribution extends the study of the influence of experimental constraints on the retrieval process of D(r) by considering the effects of noise in the l(h) data. To that aim, ideal l(h) curves are again generated from known particle size distributions D(r). Two Gaussianlike D(r) distributions of solid spheres, centered at r = 5 and r --50 A, are considered. 2000 equally spaced points are used in the 10-~-0.8 ,~-1 h range to generate the scattering intensity data. The number of scattering data points and the scattering vector limits are kept constant in order to simulate similar cxpcrimental conditions (e.g. the use of transmission SAS configuration and multi-channel position-sensitive detectors, where the acquired h data range depends on the set-up configuration and not on the sample structure).
In order to simulate experimental conditions, random noise is introduced according to three different criteria. The numerical corrector method (Mulato & Chambouleyron, 1996a) , based on a fixed-point iteration process, is then used to retrieve the corresponding D(r).
The limitations of the retrieval method with noisy spectra are thus established. One of the most important conclusions of the present work is that the numerical corrector method is useful in retrieving particle size distributions even in the presence of very noisy SAS data. However, the method fails to retrieve the correct D(r) as the amount of noise reaches specific identified thresholds.
Numerical computation of D(r)
This section summarizes the numerical method referred to above. The scattering intensity of a system of noninteracting particles is (Guinier & Fournet, 1955; Glatter & Kratky, 1982; Fedorova & Schmidt, 1978) l(h) = f D(r)io (h,r) (Fedorova & Schmidt, 1978) ,
where J3/2(hr) is a Bessel function of the first kind. The anti-transform integral equation rclating l(h) and D(r) is (Fedorova & Schmidt, 1978) 
where C4 is the limit of l(h)h 4 for h ~ cx).
In our previous work (Mulato & Chambouleyron, 1996a ), a numerical corrector method to compute D(r) from truncated experimental l(h) curves was presented.
The proposed fixed-point iteration may be written as (4) where P2 represents the projector operator on the physical subspace where each D(r) should belong to, T1 is the transformation described by (1) using rmm and rmax as limits of integration instead of 0 and oo, and T3 is the transformation described by (3) using integration limits hmi n and hma,, in place of 0 and oc. In (4), I is the original SAS intensity data. At each step, a new D (r) curve is obtained taking advantage of the previous one.
It is important at this point to consider three parameters of the numerical corrector method. The first refers to a stopping criterion (S) for the calculation. For cxample, consider a Gaussian-like, single-mode particle size distribution. Following each Dk(r) calculation, i.e. Dk(r) and Dk+l(r ), the maximum value of the distribution is considered. If the new maximum value of Dk+l(r ) is less than a small percentage S of thc previously accumulated Dk(r)'s then the recurrent process is stopped. In the following numerical calculations, S = 10% has been considered.
The other two parameters are filters (F) operating on the projection operation (P2). Their use and importance hr, noisy data generated with Nl(h) (linear increase with h). and using E = 80 and hi = 0.4 ,~-i (see text).
stems from the following. Before the projection operation, it is common to find oscillations at both sides of the main distribution mode of D(r). Thc maximum absolute values of these oscillations, which may display negative values, arc identified. If any one of them is larger than a specified percentage F of the maximum D(r) value, the size mode is discarded. In other words, it is interpreted as an artificial noise not useful for the retrieval of the true D(r). In the prcscnt calculations, the valuc F = 10% has been adopted.
Generation of ideal and noisy scattering data
We consider spherical particles having Gaussian-like 
D(r)=(N~rm)eXpI-(~--~)21 ,

l,,(h) = (1 + {2[N(h)](r,,-0.5)(E/lOO)})l(h),
N~(h) = h/h~:
(7)
N2(h)=(h/hl)2;
Retrieved results with noisy data
Particle size distribution centered at 50
In this subsection, we describe the results of the retrieval process considering diffcrcnt noisy SAS data (E = 10, 50 and 80). The first simulation uscs hi and hmax = 0.8 ~-1. The retrieved D(r)'s in all three E cases were essentially the same as the one retrieved from the ideal SAS data (no noise). The results were also the same when hma x was set equal to 0.4 ~-1.
In the second simulation, a different h~ (= 0.4 ~-i) valuc was used, with hmax = 0.4 A 1, as abovc. Fig. 2 shows thc retrieved D(r)'s. As E increases, the method is unable to retrieve the original D(r). Figs. 2(a) and 2(c) indicate the results with the use of N~(h) and N3(h), respectively. Both types of noise functions give similar results for E = 10 (upper distributions in Figs. 2a and  2c) . A larger noise, i.e. E = 50, produces the lower distributions shown in Figs. 2(a) and 2(c). The curves of Fig. 2(b) [using N2(h)], obtained with E = 10 and E = 50, are very similar except for some oscillations. Finally, for E = 80, the numerical corrector method was unable to retrieve information for any type of noise dependence.
The failures lead us to consider again these noisy examples (E = 80) but changing the filter F from 0.1 to 0.3. Although not perfect, the particle size distribution is retrieved. Consider, for example, the noise introduced by Nl(h). The retrieved D(r) is shown as the lower intensity curve of Fig. 2(d) . The result does not improve if the stopping criterion is changed from S = 0.1 to S = 0.03, an indication that the main retrieved problems are related to the negative oscillations of the retrieved particle size distribution.
Smoothing processes were applied to the noisy data. We used three different adjacent averaging procedures: (i) five times an adjacent averaging using five (left and right) neighbors; (ii) five times using nine neighbors; and (iii) one time using ten neighbors. The results obtained with the different smoothed data were always the same, independent of the smoothing process. For S = 0.1, F = 0.1 and E = 80, again no information is retrieved. However, using F = 0.3 the result shown in Fig. 2(d 
Particle size distribution centered at 5
No information on D(r) was retrieved applying the corrector method to the particle size distribution of Fig. 3(a) (dashed line) in the case of a linearly increasing noise in l(h) and the following parameters for noise generation: hi = 0.8 ,~-i, E = 80, S --0.1 and F = 0.1. The numerical corrector method does not perform well, even when F is changed to 0.3 or 0.52. The calculations using smoothed data (as in the previous section) were also unsuccessful. However, when F = 0.6 was used (the other parameters kept constant) some meaningful results were obtained. Fig.  3(a) shows the retrieved particle size distributions from noisy data (lower curve) and from smoothed data (upper distribution curve).
The corresponding results using hi = 0.4 ,~,-] are displayed in Fig. 3(b) for the noisy scattering data (circles) and for the smoothed data (squares). In fact, no appreciable differences appear between the two curves. It is interesting to note that the distribution retrieved in Fig. 3 (b) (hi = 0.4 ~-1) seems to be better than the one shown in Fig. 3 (a) (hi = 0.8 A-I). In fact, this is only an artifact resulting from a different convergence slope. Perhaps, a better choice for the stopping criterion would be the use of the integrated area of D(r). In this case, however, the computing time is expected to increase considerably.
Conclusions
In this work, the influence of statistical dispersion in the small-angle scattering intensity data on the quality of the retrieved particle size distribution has been examined. Numerical examples are presented using systems of noninteracting spheres of various sizes. The numerical corrector method of Mulato & Chambouleyron (1996a) was used for the retrieval process. The main conclusion of the present study is that the corrector method is effective in retrieving particle size distributions even from very noisy SAS data. However, the retrieval fails as the amount of noise increases above certain thresholds. It has been found that, in such cases, the main problem is not related to the convergence of the method, but with artificial oscillations appearing at the right or left side of the retrieved particle size mode distribution. The use of a filter parameter F, defined in the text, is useful in the presence of noisy SAS data. The importance of F increases when dealing with distributions of particles having a small size. The numerical corrector method requires a filter F of increasing value as the noise in SAS data increases, and as the size of the particles under analysis decreases. The results obtained with the use of smoothed SAS data are always slightly better than those obtained with raw data.
The present contribution, and our previous paper (Mulato et al., 1997) , confirm a general rule concerning the retrieval of D(r) of small scatterers. In order to achieve reliable real-space information, it is necessary to feed the numerical corrector method with SAS data that are as noiseless as possible covering the widest possible scattering vector range. This is even more important when referring to particle size distributions that are composed of two or more mode distributions. This work has been partially supported by CNPq (Brazil).
