Structural Results for Constrained Markov Decision Processes by Girard, Cory Jay
STRUCTURAL RESULTS FOR CONSTRAINED
MARKOV DECISION PROCESSES
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Cory Jay Girard
August 2018
c© 2018 Cory Jay Girard
ALL RIGHTS RESERVED
STRUCTURAL RESULTS FOR CONSTRAINED MARKOV DECISION
PROCESSES
Cory Jay Girard, Ph.D.
Cornell University 2018
In the existing literature on the dynamic control of service systems, a decision-
maker seeks to optimize a single performance metric over a given time-horizon.
However, in many settings, the decision-maker may be interested in multiple per-
formance metrics. Take, for instance, the problem of assigning cross-trained hos-
pital staff to two classes of patients: low-priority and high-priority. In the typical
framework, this problem could be modelled as a Markov Decision Process (MDP),
in which the performance metric to be minimized is a weighted combination of
expected waiting times for each class. However, we argue that a more natural
approach is to consider the constrained problem: minimizing the expected waiting
time for lower priority patients, while keeping that of higher priority patients under
a given target, V . In particular, we concern ourselves with uncovering structural
properties of this problem. These properties imply the existence of simple optimal
policies that are easy to implement in practice.
We formulate this problem (the parallel setting), as well as a related problem in
which customers undergo two phases of service in series (the tandem setting), as
Constrained Markov Decision Processes (CMDPs). We present a general frame-
work for solving two-class CMDPs, showing that they can be solved by using the
Lagrangian dual to specify a particular unconstrained problem. If an appropriate
Lagrange multiplier can be discerned, structural results from the resulting La-
grangian relaxation can be used to exploit structure in the original CMDP. We
show that for both the parallel and tandem settings, the framework leads to sim-
ple threshold-like optimal policies. The results in each case are used to develop
heuristics for analogous problems with abandonments with applications to health-
care, call centers and manufacturing systems. The efficacy of the heuristics are
verified in each case via a detailed numerical study. We then extend the results in
the parallel case to handle multiple classes and constraints.
Lastly, we consider a controlled, truncated birth-death chain motivated by opti-
mal treatment prescription in the context of personalized medicine. In this model,
states represent the patient’s state of health, and treatments can be prescribed to
influence improvement and/or deterioration of health. The problem of dynamically
prescribing treatments at minimal cost while maintaining a given level of health
is modelled as a two-cost CMDP. Rather than employing the more general meth-
ods developed earlier, we decompose the state space and consider an alternative
Lagrangian relaxation involving two simpler subproblems. We obtain structural
results for this problem by showing that optimal solutions to these subproblems
can be combined into a constrained-optimal policy. We then attempt to find condi-
tions under which a monotone optimal policy exists under more general transition
rates between states of health.
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CHAPTER 1
INTRODUCTION
Markov Decision Processes (MDPs) have proven to be a useful tool in modelling
the dynamic control of service systems. In particular, formulating control problems
as MDPs can be beneficial in two primary ways. First, practitioners can turn
to solution methods from the existing literature, such as value iteration, policy
iteration and linear programming, to solve their decision problems. Second, for
more complicated problems or settings which call for more robust solutions, the
optimality equations of an MDP can be leveraged to uncover structural properties.
Often, these structural properties imply the existence of simple optimal policies
for the control problem (e.g. threshold policies). This is commonly utilized in one
of two ways. First, the existence of such policies can lead to more efficient solution
methods by reducing the size of the search space. Second, these policies can provide
intuition and inform decision-makers of the class of policies they should consider.
Since these types of polices are often easily parametrized (e.g. by the location of a
threshold), the exact policy to use could then be determined by a practitioner with
domain expertise. The search for structural results in dynamic control problems
is a well-studied, active area of research, and serves as our primary focus.
In certain applications, however, formulating control problems as MDPs is inade-
quate. This arises in situations when the decision-maker is interested in multiple
performance measures, but is unsure of how to weigh the importance of each one.
As a motivating example, consider the problem of assigning cross-trained emer-
gency department (ED) staff to two classes of patients: lower and higher priority.
By viewing each class of customers as having its own queue, and by assigning each
class a (per unit) holding cost, we can frame this as a classical queueing control
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problem: assigning servers to queues in order to minimize the expected holding
cost. When the interarrival and processing times are exponentially distributed,
this can be formulated as an MDP. Furthermore, in the single-server case, a struc-
tural result known as the cµ-rule holds: it is optimal to serve a customer with the
highest cµ index, calculated as the product of holding cost and service rate [16].
In the ED setting, however, it is unclear how to weigh the importance (via holding
costs) of higher priority patients v. lower priority patients. While one could justify
a choice of holding costs via cost analysis (e.g. how much it costs a hospital to
treat each class of patient), we argue that a constrained optimization formulation
is more appropriate: minimizing the lower priority cost while keeping the higher
priority cost under a target value, say V .
We consider control problems that can be formulated as Constrained Markov De-
cision Processes (CMDPs), and aim to prove structural results. In particular, we
study how structure for the constrained problem can be extended from the un-
constrained setting by considering the Lagrangian. In Chapter 2, we present a
general framework for extracting structure from CMDPs in which there are two
costs and a single constraint placed upon one of them. We consider the previously
described problem motivated by the ED setting (the parallel case), and a simi-
lar problem in which customers undergo two phases of service (the tandem case).
We formulate each as a CMDP and cast them inside this framework, utilizing the
structural results of their unconstrained counterparts to prove the optimality of
a broad class of randomized-threshold policies in each case. Motivated by these
results, we select particularly simple randomized-threshold policies as heuristics
when abandonments are introduced in each case. For each problem, the efficacy
of these policies is verified via a detailed numerical study. It should be noted that
while these problems are motivated by healthcare, the results can be applied to
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various systems, such as call centers, manufacturing systems, and web chat sup-
port.
In Chapter 3, we extend the results in the parallel case to handle multiple classes
and constraints. This offers decision-makers the ability to further stratify cus-
tomers into more refined groups, and allows for more flexibility in how service
level constraints are placed upon these groups. To illustrate this, reconsider the
ED setting, originally modelled as having two classes of patients. Suppose that
the higher priority class is actually composed of two extremely different types of
patients: type 1 patients take a long time to treat, while type 2 patients are treated
very quickly. When framed as a two-class CMDP, it is possible that an optimal
policy may severely violate the higher priority service requirement among type 1
patients, while still satisfying the service requirement among all higher priority
patients. However, if formulated as a three-class CMDP, we could specify target
service levels for each subclass, ensuring that both types of higher priority patients
receive adequate service. When there is a single constraint, we are able to fully
extend the results from the two-class setting. However, in the case where multiple
classes each have a service requirement constraint, the results can only be par-
tially extended. In particular, a specific subclass of randomized-threshold policies
is shown to be optimal.
In Chapter 4, we revisit the two-cost setting, this time considering a problem mo-
tivated by optimal treatment prescription in the context of personalized medicine.
We first model the problem as a controlled, truncated birth-death chain. In this
model, states represent the patient’s state of health, and treatments can be pre-
scribed to influence the improvement (or deterioration) of health. The problem
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of dynamically prescribing treatments at minimal cost while maintaining a given
level of health is modelled as a two-cost CMDP. However, in this setting, the La-
grangian method developed in Chapter 2 is of limited use: we do not know of any
structural results for the Lagrangian relaxation, and finding them may be difficult.
Rather than seeking to find such structure, we instead employ a decomposition-
based approach, resulting in an alternative Lagrangian relaxation involving two
simpler subproblems for which uncovering structural properties is easier. We then
obtain structural results for the constrained case by showing that optimal solutions
to these subproblems can be “stitched” together to form a constrained-optimal pol-
icy. We then attempt to find conditions under which a monotone optimal policy
exists under more general transition rates between states of health.
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CHAPTER 2
A FRAMEWORK FOR FINDING STRUCTURAL RESULTS FOR
TWO COST CONSTRAINED MDPS
2.1 Introduction
An interesting dilemma in modeling resource allocation in service systems is how
to model preferences of the decision-maker with regard to prioritization of service
requests. Suppose there are multiple queues and flexible resources. When there
is only one customer class, it is reasonable to seek the allocation that maximizes
the departure rate (throughput). Alternatively, we might search for the allocation
that minimizes the average waiting time per customer. In the case of multiple
customer classes, the analogue to throughput is to attach a distinct reward for the
completion of service of each class and to pursue the maximum average reward
rate. Similarly, rather than the average waiting time in the single class case, the
waiting time of customers in each class are weighted by their relative importance.
That is to say, if the cost per unit time for a class 1 customer waiting is h1, then one
way to capture a customer twice as important as class 1 is to set a second class cost
of waiting to be h2 = 2h1. In the parlance of scheduling literature h1 and h2 are
called holding cost rates per customer per unit time. Here again, the policy that
achieves the minimum long-run average holding cost rate is considered optimal.
Once the model is developed, the appropriate criterion set, and the parameters
estimated, the next task is to find an optimal control strategy. This is where the
search for simple structure in the optimal control has lead to a vast literature quite
often using Markov decision processes (MDPs).
In this chapter we seek an alternative to the methodology of modeling pref-
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erences described above. Constrained Markov decision processes (CMDPs) is a
methodology that has not seen wide applications in the literature, but is a more
natural specification for modern service systems. The reasons for this we contend
are twofold. On the one hand, MDPs can be written as linear programs (LPs) so
for direct applications one could incorporate constraints into an LP and use the
vast literature on linear programming to solve specific problem instances. This
has the down side of not taking advantage of any efficiencies gained by dynamic
programming, and also does not provide general guidelines for the problem space
(like structural results provide). Secondly, it is quite difficult to use constrained
MDPs to find structural results that can be applied to large classes of problems.
It is on this second front that we make a contribution. We explain how we can use
the structural results in related unconstrained MDPs to obtain optimal or near
optimal controls in the constrained formulation.
The idea is actually simple. Suppose there is a single constraint. Consider the
related Lagrangized (unconstrained) problem. A priori policies that optimize the
unconstrained problem may not be optimal in the original objective, and may have
costs that violate the constraints. It turns out that (under conditions we develop
here) if the unconstrained problem can be solved for a particular Lagrange multi-
plier, and a policy that achieves the optimal value for this unconstrained problem
also has cost that meets the constraint at equality, that policy is optimal for the
constrained problem. Suppose then we can characterize a class of policies that
are optimal in the unconstrained problem for a particular multiplier with enough
structure so that they can be ordered and at the extremes straddle the constraint.
We can obtain a policy (within this class of policies) that meets the constraint
at equality by randomizing between policies closest to the constraint on either
side. Of course, this is a very much simplified description since finding the “right”
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Lagrange multiplier, the structure within a class of policies, and a reasonable se-
quence along which to search requires particular care. In addition there needs to
include some monotonicity within the class and some form of continuity so that
the randomization ensures the constraint is met at equality.
In terms of the applicability of our methodological contributions, one need not
look far for detailed examples in the literature for applications of parallel [25, 13, 24,
2] and tandem queues (also called queues in series) [30, 21, 19, 51]. Here we focus
on patient flow in health care as this is what motivated much of our recent work.
Consider the fact that according to The National Ambulatory Medical Care Survey
in 2012 there were approxiamtely 130 million emergency department (ED) visits,
according to the CDC [17]. Aside from those that arrive via ambulance patients
in an emergency department are unscheduled. As EDs become overcrowded, they
seek methods by which lower acuity patients (in particular those without life-
threatening injuries) can be cleared more quickly. Immediately upon arriving,
patients are triaged to decide the level of the severity of their injuries using the
Emergency Severity Index (ESI). The ESI has 5 levels of severity with levels 1 and 2
signifying patients requiring prompt attention and in need of hospitalization, while
levels 3-5 have lower acuity injuries and may be treated and released. The issue is
that if we performed service on each patient on a first come, first served basis it is
quite possible that a lower acuity patient is caught behind a higher acuity patient
thereby increasing their waiting time significantly. Instead some hospitals like
the Lutheran Medical Center in Brooklyn, NY (a full service, 450+ bed hospital)
have decided to provide separate treatment areas for lower acuity patients. This
program is called a “Triage-Treatment-Release” (TTR) program and has been
studied in detail by some of the authors in the context of maximizing long-run
average rewards [53, 54]. The TTR program represents operations (triage and
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treatment) that are performed in series. Similarly, consider those patients that are
classified with indices 1 and 2. These patients are too severely injured to be seen in
the TTR, but can also be stratified into two classes. Patients arriving with index
1 are of the highest priority, but we should still ensure that index 2 receive high
quality care. This is a question of which of two parallel queues to prioritize. Both
scenarios make the assumption that the medical service providers (doctors and/or
physician assistants, etc.) can perform all of the tasks, but this is becoming more
common in the EDs as a way to improve patient flow (cf. Soremekun et al. [45]
or Subash et al. [46]). The plan then is to model both scenarios using constrained
MDPs, obtain structural results in the Lagrangian of the constrained problem and
to show in which cases optimality can be obtained. Finally, we use the structural
results to develop heuristics that perform well in practice.
A classic result for CMDPs with one constraint states that there exists an opti-
mal policy that randomizes between actions in at most one state (a 1-randomized
policy) [3]. For our problem, this means that in at most one state, the policy will
flip a (potentially) biased coin to determine which class of customers to serve. In
the rest of the states, the policy chooses which class to serve deterministically. This
result works well when the state space is single-dimensional (or multi-dimensional
with a single infinite dimension), since the search in one dimension is quite often
a search for a threshold value (at which point we randomize). Our formulation
requires two dimensions, each of which is infinite, making the search for a 1-
randomized policy more difficult. Second, a practical challenge. The 2-dimensional
state space usually means the decision-maker (a medical service provider in the
health care example) needs visibility into both dimensions. The heuristics we de-
velop are more consistent with the single dimensional search and require that the
decision-maker monitor only one dimension and then randomize at that threshold
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(no matter the value of the other dimension). This simplifies both the search and
implementation. In most of the cases we consider, the heuristics lead to policies
that are within one percent of optimal. Moreover, it turns out that we are also
able to show that our heuristic is optimal in the model without abandonments;
which may be of independent interest.
The remainder of the chapter is arranged as follows. We further discuss related
literature in Section 2.2. Preliminaries are covered in Section 2.3. Section 2.4
conceptualizes a general framework for considering two-cost CMDPs with a single
constraint. The next two sections apply this framework to specific problems in-
volving dynamic server allocation in two different queueing systems. In particular,
Section 2.5 focuses on server allocation in a two-class, parallel queueing system,
whereas Section 2.6 focuses on a similar problem for a two-class, tandem system.
2.2 Related Literature
Much of the framework we develop for CMDPs with two costs and a single con-
straint rely on results from Altman [3], which provides fundamental results in
CMDPs spanning a broad class of problems and cost criteria.
We consider two applications for CMDPs with two costs and a single constraint.
These two problems are rooted in queueing theory, and in particular address the
allocation of a server (or pool of servers) to customers in a multiclass queueing
network. A similar problem to the ones we consider is analyzed in Huang et al.
[29], in which server allocation in a more complex multiclass queueing network is
studied in a heavy-traffic regime. In this problem, the authors consider assigning
servers to classes of triage patients or in-process (IP) patients in an emergency
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department. Triage patients have a patience time, viewed as a stochastic due
date. Two constrained problems are considered, in which a metric related to
the IP patients is minimized subject to due date constraints placed on the triage
patients, and asymptotically optimal policies are obtained. By considering due
date constraints and analyzing both problems within the heavy-traffic regime, the
methodology employed by the authors is much different from the one we use. Much
of the groundwork for our approach is laid out in the first problem, and the insights
gained from solving this problem are then used to solve the second.
The first application is server allocation in a two class, parallel queueing system.
This problem is closely related to the unconstrained problem (in the same setting)
of minimizing the expected weighted total cost across both classes. In the absence
of abandonments, structural results are given by the cµ-rule in Buyukkoc et al.
[16]. However, when abandonments are introduced, obtaining structural results
becomes considerably more difficult. Two reasons for this are that interchange
arguments as found in Nain [36] and the uniformization technique in Lippman [35]
and Serfozo [43] are no longer applicable. There are two common approaches to
deal with the difficulty of proving structural results in the presence of abandon-
ments: (1) consider a subset of the parameter space in which structural results can
be obtained, and (2) consider asymptotic performance of policies. In Down, Koole
and Lewis [20], the former approach is taken. The authors consider parallel queues
where both classes of customers may abandon. When the service rates are equal,
they provide conditions under which a priority policy is optimal. These conditions
mimic that of the cµ-rule, with an additional condition on the abandonment rates
of each class. The second approach (asymptotic analysis) can be further divided
into two categories. When focusing on the overloaded regime, the fluid model ap-
proach is taken. In Atar et al. [11], the authors show that a generalization of the
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cµ-rule is asymptotically optimal under a many-server fluid scaling for a general
parallel queueing system with (possibly) more than two classes of customers. In the
critically loaded regime a diffusion model is used in Ghamami and Ward [26],[27],
Harrison and Zeevi [28], and Tezcan and Dai [47]. Arapostathis et al. [6] con-
sider a limiting problem that is similar to the unconstrained problem we consider.
Ward and Glynn [49] [50] are concerned with approximating single-class systems
with abandonments by a regulated Ornstein-Uhlenbeck process in heavy traffic.
Surveys of fluid and diffusion approximations for queues with abandonments can
be found in Dai and He [18] and Ward [48].
Other similar unconstrained problems have been considered. Salch et al. [41]
consider a stochastic scheduling problem (which can be seen as a multi-class queue-
ing system with no arrivals) with abandonments (stochastic due dates) under two
cases. In the first, jobs may abandon during service, while in the second, jobs
may only abandon before service commences. Under distributional assumptions
on service and patience times, structural results are obtained for each case. Argon
et al. [7] considers the unconstrained problem for a related clearing system with
abandonments from both classes. Ayesta et al. [12] further extends work in this
direction, proving the optimality of an index rule for the scheduling problem with
1 or 2 customers in the system. For more customers, the authors derive a nearly-
optimal index rule which recovers the cµ-rule and coincides with the cµ
θ
-rule under
certain conditions. Argon et al. [8] and Armony and Maglaras [9] [10] consider
the unconstrained problem, but where customers are given a call-back option to
influence behavior. In work more directly motivated by the emergency department
setting, Saghafian et al. [40] use analytic and simulation-based methods to study
the effects of stratifying patients into classes with respect to various performance
metrics commonly used in different phases of treatment in the ED.
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A constrained optimization problem applied to call centers is considered by
Gans and Zhou in [25]. The general setting they consider is similar to that con-
sidered here with a few simplifying assumptions like an infinite backlog of class 2
customers and without abandonments. In the single server case, their assumptions
allow for a single-dimensional state space as discussed above (with multiple servers,
there is a finite search along that dimension as well). Furthermore, their objective
is to maximize the rate at which class 2 customers receive service, rather than
minimizing the number of class 2 customers in system. Their problem, like ours,
places a constraint on the number of class 1 customers in system. In addition to
considering a different system, Gans and Zhou [25] obtain structural results only
in the case where the service rates of the two classes are equal.
The work of Bhulai [15] independently obtains results for the same problem as
considered by Gans and Zhou [25], although the approach taken by the latter is
closer to the one we consider. Berman et al. [14] considers a system similar to that
studied in Gans and Zhou [25], focusing on a class of “switching point” policies. By
focusing on this class of policies, they were able to obtain explicitly the long-run
average number of class 2 customers in the system. They then considered two con-
strained optimization problems: (1) for a fixed number of workers, minimizing the
expected waiting time of front-room jobs while meeting a service level requirement
for back-room, and (2) minimizing the number of workers while meeting service
level constraints for both classes of jobs. Yang et al. [52] considers general mul-
ticlass systems with no abandonments in which each class is differentiated by its
arrival rate and cost function that varies in the number of workers assigned to work
on class each class. For the problem of allocating workers to customers in such a
way so as to minimize cost subject to quality of service (waiting time) constraints
for each class of customer, the authors use an MDP value function approach to
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prove the following structural result for the optimal policy: if the number of cus-
tomers for a particular class increases, then assign more servers to work on that
class. Our work is the first (to our knowledge) to solve the constrained problem for
this system, while employing an approach that largely ignores the standard value
function based approach typically used to prove structural results. Furthermore,
ours is the first work to attempt to generalize this approach for the broader class
of two cost CMDPs.
The same approach of linking the constrained problem to a related uncon-
strained problem is used to attack the second problem, a server allocation problem
in a two-class, tandem queueing system. Here, we look at the related uncon-
strained problem of minimizing the expected long-run average holding cost across
two queues in tandem, as considered in Ahn et al.[1]. The structural result for
that problem, a modified version of the cµ-rule, is used to derive structural results
for the constrained case. The problem considered in Ahn et al. [1] is similar to
problems considered in Kaufman et al. [19] and Zayas-Caba´n et al. [53] [54]. The
former generalizes the problem by making the available servers dynamic over time,
while the latter considers introducing abandonments in the downstream queue
and aims to maximize the revenue collected from service completions across both
queues. Duenyas et al. [22] and Irivani [30],[31] independently considered the dy-
namic allocation of a single flexible server in a tandem queueing system, finding
an optimal policy characterized by a monotone switching curve. Earlier results for
optimal service disciplines for tandem queueing systems can be found in [37],[33].
A strong collection of work on server allocation in tandem queueing systems with
respect to different objectives can be found. In particular, Van Oyen et al. [38]
aimed to minimize the cycle time of each job, Andradottir et al. [5],[4] considered
the problem of minimizing throughput, and Javidi et al. [32] considered minimiz-
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ing a dynamic version of makespan. None of these papers cover server allocation
in a tandem queueing system subject to a constraint.
2.3 Preliminaries
We consider a constrained Markov decision problem (CMDP) defined by the set
of objects < X,A,P, c1, c2 >, where we focus on the infinite-horizon average cost
criterion. Here
• X is the discrete state space,
• A = ⋃x∈XA(x) is the action space, where A(x) is finite for all states x,
• P(·|x, a) describes the transition dynamics of the system, and
• ck(·), k = 1, 2 are cost functions mapping state-action pairs to the positive
reals.
We should note that sometimes, when dealing with CMDPs in continuous-time,
the generator function G(·|x, a) is used to describe the transition dynamics in place
of P(·|x, a). A stationary policy σ is a sequence (σx)x∈X of probability distributions
such that σx(A) denotes the probability that an action in A ⊆ A(x) is chosen in
state x under policy σ. We denote the class of stationary polcies by ΠS and the
class of stationary deterministic policies by ΠD. With some abuse of notation, we
let σx ∈ A(x) denote the action chosen by policy σ in state x under a stationary
deterministic policy (σ ∈ ΠD). Every stationary policy σ induces a Markov process
Xσ = {Xσ(t) : t ≥ 0}. Define the long-run average expected costs
Ck(σ) := lim sup
T→∞
E
[
1
T
∫ T
0
ck(X
σ(t))dt
]
, k = 1, 2. (2.1)
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We consider the constrained problem, B(V)
min
σ∈Π
{C2(σ) : C1(σ) ≤ V }. (B(V))
In this chapter, we focus on how to extend structural results from related uncon-
strained MDPs in order to find optimal policies for B(V). In what follows, we make
the assumption that every stationary policy yields a Markov process that has a
single positive recurrent class (and possibly some transient states). This assump-
tion is a technicality that makes our analysis easier and our problem well-defined.
Under this assumption, we can rewrite the expected long-run average costs under
a given stationary policy, σ, in terms of the induced stationary distribution, piσ
Ck(σ) =
∑
x∈X
piσ(x)
∫
A(x)
ck(x, a)dσx(a) (2.2)
=
∑
x∈X
∑
a∈A(x)
ck(x, a)pi
σ(x)σx({a}), k = 1, 2, (2.3)
where the last line follows since A is discrete. We can relate a stationary policy
and its corresponding stationary distribution by introducing the concept of an
occupation measure, which captures the long-run average fraction of time spent
in each state-action pair under a given policy. Formally, define the occupation
measure to be φ : X× A 7→ [0, 1] by
φ(x, a) := piσ(x)σx({a}).
The expected long-run average costs can then be rewritten
Ck(σ) =
∑
x∈X
∑
a∈A(x)
ck(x, a)φ(x, a), k = 1, 2.
Under light conditions on the cost functions ck(·), k = 1, 2 (see Appendix A), the
following theorem from Altman holds, which allows us to relate the constrained
problem, B(V), to its Lagrangian dual problem.
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Theorem 2.3.1 (adapted from Thereom 12.7 in Altman)
1. The optimal value CV of the problem B(V) can be computed as,
CV = inf
σ
sup
γ≥0
{C2(σ) + γ(C1(σ)− V )}. (a)
2. A policy σ∗ is optimal for B(V) if and only if
CV = sup
γ≥0
{C2(σ∗) + γ(C1(σ∗)− V )}
That is to say, σ∗ attains the infimum in (a).
3. For any class of policies Π such that ΠD ⊆ Π,
CV = sup
γ≥0
min
σ∈Π
{C2(σ) + γ(C1(σ)− V )},
where we can take Π = ΠS, the set of all stationary policies.
Theorem 2.3.1 provides conditions under which a stationary policy is optimal for
B(V) via Statements 2 and 3 by showing an equivalence between B(V) and its
Lagrangian dual:
sup
γ≥0
min
σ∈ΠS
{C2(σ) + γ(C1(σ)− V )}. (LD(V))
Unfortunately, these conditions are not particularly useful in practice, as verifying
them requires knowledge of CV . In the next section, we develop a more practical
general framework for solving two cost CMDPs.
2.4 General Framework
In this section, we develop a general procedure for exploiting structure in two cost
CMDPs. We first develop sufficient optimality conditions that are easier to verify
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than those introduced in Theorem 2.3.1. Rewrite
CV = sup
γ≥0
min
σ∈ΠS
{C2(σ) + γ(C1(σ)− V )}
= sup
γ≥0
{min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV },
and define the function g(γ) := minσ∈ΠS{γC1(σ) + C2(σ)} − γV . Note that the
minimization in g(γ),
min
σ∈ΠS
{γC1(σ) + C2(σ)}, (LR(γ))
is an unconstrained MDP with cost function cγ(x, a) = γc1(x, a)+c2(x, a). Denote
this problem by LR(γ) and let Oγ denote the set of optimal stationary policies that
achieve the minimum in LR(γ). The following proposition provides properties of
g that help us find a stationary policy satisfying the equation in Statement 2 of
Theorem 2.3.1.
Proposition 2.4.1 The following hold for all γ ∈ R
1. g(γ) is concave in γ.
2. For any σγ ∈ Oγ, V − C1(σγ) ∈ ∂(−g)(γ), where ∂f is the subdifferential
(set of all subgradients) of the function f .
3. If γ < γˆ, and σγ ∈ Oγ and σγˆ ∈ Oγˆ, then C1(σγ) ≥ C1(σγˆ).
Proof. Note that since sums of concave functions are concave, and the minimum
of concave functions is concave the first result holds. To show the second result
we need to show that for any γ ∈ R, σγ ∈ Oγ,
−g(γ0) ≥ −g(γ) + (V − C1(σγ))(γ0 − γ) ∀γ0 ∈ R.
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Fix γ ∈ R. We have, for any γ0 ∈ R,
g(γ0)− g(γ) = min
σ∈ΠS
{γ0C1(σ) + C2(σ)} − min
σ∈ΠS
{γC1(σ) + C2(σ)} − V (γ0 − γ)
= min
σ∈ΠS
{γ0C1(σ) + C2(σ)} − γC1(σγ)− C2(σγ)− V (γ0 − γ)
≤ γ0C1(σγ) + C2(σγ)− γC1(σγ)− C2(σγ)− V (γ0 − γ)
= −(V − C1(σγ))(γ0 − γ).
Hence
−g(γ0) ≥ −g(γ) + (V − C1(σγ))(γ0 − γ),
as desired.
For the remaining result, fix γ ∈ R and let δ > 0. Let ν ∈ Oγ and νˆ ∈ Oγ+δ.
This implies
γC1(ν) + C2(ν) ≤ γC1(νˆ) + C2(νˆ)
(γ + δ)C1(νˆ) + C2(νˆ) ≤ (γ + δ)C1(ν) + C2(ν).
Using the fact that A ≤ B and C ≤ D implies C −B ≤ D − A yields
δ(C1(νˆ)− C1(ν)) ≤ 0,
so that C1(νˆ) ≤ C1(ν).
Suppose we find γ∗ ≥ 0 such that there exists an optimal policy σ∗ ∈ Oγ∗ for LR(γ)
satisfying the constraint at equality: C1(σ
∗) = V . This implies 0 ∈ ∂(−g)(γ∗) by
way of the second statement of Proposition 2.4.1. Since g(γ) is concave, this implies
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that γ∗ attains the supremum of g(γ). Observe that
CV = sup
γ≥0
{min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV }
= min
σ∈ΠS
{γ∗C1(σ) + C2(σ)} − γ∗V
= C2(σ
∗) + γ∗(C1(σ∗)− V )
= sup
γ≥0
{C2(σ∗) + γ(C1(σ∗)− V )},
where the last equality follows since C1(σ
∗) − V = 0. From Statement 2 of The-
orem 2.3.1, σ∗ is optimal for B(V). This implies sufficient optimality conditions,
summarized in the following proposition.
Proposition 2.4.2 (Sufficient optimality conditions) Suppose that (σ∗, γ∗) ∈
ΠS × R+ satisfies
σ∗ ∈ Oγ∗ (2.4)
C1(σ
∗) = V. (2.5)
The policy σ∗ is optimal for B(V).
Given these optimality conditions, we have converted the problem of directly find-
ing a constrained-optimal stationary policy to that of finding the optimal policy for
the appropriate unconstrained MDP. In fact, the results in Propositions 2.4.1 and
2.4.2, combined with algorithms such as subgradient descent for convex optimiza-
tion problems, yield algorithms capable of solving a CMDP by instead solving a
sequence of unconstrained MDPs. Of course, such algorithms are of little practical
use: one could just solve the constrained MDP directly via linear programming
(possibly with some truncation methods if the state space is countably infinite),
which is much faster. However, this perspective allows us to look at structural
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results for unconstrained MDPs (which is well-understood) and see how they may
be extended to the constrained problem. More precisely, it turns the problem
of finding structured constrained-optimal policies into that of finding structured
policies that are optimal for the unconstrained problem with the correct Lagrange
multiplier. The rest of the section is dedicated to making this process more exact.
Doing so involves answering some important questions:
1. Do we need the existence of a single optimal policy with the desired structural
properties or do we need to show something stronger?
2. For what values of γ do these results need to hold? Clearly, the results must
hold for γ∗ attaining the supremum in the Lagrangian dual, but what if it is
not obvious what γ∗ is?
3. Assuming we are able to show structural results for the correct unconstrained
MDP, how do the results extend? Is the same structure maintained or does
it change slightly?
To answer these questions, we consider the range of class 1 costs obtainable by
policies optimal for the Lagrangian relaxation LR(γ):
C1(γ) := {C1(σ) : σ ∈ Oγ}.
Note that, for every γ ≥ 0, C1(γ) is an interval of costs (where the singleton
interval is a possibility). To see this, note that for any two policies σ, σ′ ∈ Oγ with
corresponding occupation measures φ, φ′, we can create a randomized policy σp for
p ∈ [0, 1] corresponding to the occupation measure φp = pφ+(1−p)φ, that has the
same objective value as σ and σ′, but whose class 1 cost is a convex combination
of C1(σ) and C1(σ
′):
C1(σp) = pC1(σ) + (1− p)C1(σ′).
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Hence, if c1, c
′
1 ∈ C1(γ) for c1 < c′1, then [c1, c′1] ⊆ C1(γ).
Now suppose that we have found the optimal multiplier γ∗ described in Propo-
sition 2.4.2, and thus, the correct Lagrangian relaxation problem for which to
prove structural results. We find ourselves in one of two cases. In the first case,
we have that |C1(γ∗)| = 1. This means that every policy in the argmin, Oγ∗ has
the same class 1 cost. Hence, if we are able to show the existence of an optimal
policy with the desired structural properties for this Lagrangian relaxation, then
we have shown the exact same structural results hold for the constrained problem.
We suspect that these types of problems are uncommon: both of the applications
we consider do not fall into this case, and indeed have not found an example (other
than the trivial example of a CMDP with a singleton action space in every state).
However, this case is still considered for completeness.
On the other hand, if |C1(γ∗)| 6= 1, then it is uncountably infinite (since it is
a continuous interval), and, thus, it is not necessary that every policy in Oγ∗ is
constrained-optimal, since not all of these policies are binding. This is indeed the
case in both of the applications we study. Thus, stronger structural properties
must be shown in order to extend the results to the constrained case. We seek to
develop a general procedure that allows us to extend structural properties for the
unconstrained problem to the constrained problem in this case. In doing so, we
define the notion of “extreme” policies in a given structured class, ΠStr:
P Str1 := argminΠStrC1(σ)
P Str2 := argmaxΠStrC1(σ).
It should be noted that the structured class of policies, ΠStr, needs to be chosen
carefully so that ΠStr ⊆ Oγ∗ . In this case, if V ∈ [C1(P Str1 ), C1(P Str2 )], then one of
these structured policies, say σ∗ ∈ ΠStr, satisfies the constraint at equality, and is
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constrained-optimal by way of Proposition 2.4.2.
One method for constructing a class of policies with these properties is to pick
the extreme policies, P Str1 and P
Str
2 , first, and then construct a sequence of policies
(σn)
∞
n=0 ⊆ Oγ∗ conforming to some desired structural property (e.g. threshold
policies) such that σ1 = P
Str
1 and σn → P Str2 as n → ∞. Intuitively, since we
start with a policy whose class 1 cost is below the constraint, and converge to
a policy whose class 1 cost exceeds the constraint, we should find two policies
along the sequence that “straddle” the constraint: one policy has class 1 cost
below the constraint, the other above. We should then be able to find a binding
policy by randomizing between these two policies, thus producing a constrained-
optimal policy. Doing this requires cost continuity with respect to the mode of
convergence in which σn → P Str2 . We find that it is most intuitive to consider
pointwise convergence of policies: for every x ∈ X, limn→∞(σn)x(A) = (P Str2 )x(A)
for every A ⊆ A(x). In this context, cost continuity means that σn → P Str2
pointwise implies that limn→∞C1(σn) = C1(P Str2 ). This allows for the use of the
intermediate value theorem to find an optimal policy for B(V).
In the sections that follow, we introduce specific problems in which |C1(γ∗)| 6= 1,
and show how to find a constrained-optimal policy within a particular structured
class.
2.5 Server Allocation in a Parallel Queueing System
Typically, in multi-class service systems, customer classes are differentiated by
arrival rates, service requirements, patience times and either rewards or holding
costs. When analyzing these systems, each class is modeled as having its own queue
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and an optimal scheduling policy for the server(s) is sought. Take for example,
the classical problem of allocating servers to queues to minimize the sum of the
long-run expected average holding costs. When the patience times of customers
are infinite, if the holding costs and service rates at the kth station are denoted by
ck and µk, respectively, the well-known cµ-rule is optimal. In short, one need only
create an index ckµk for each queue and choose the next non-empty queue with the
highest index to allocate servers. The proof technique (an interchange argument)
has been cross-applied to a wide range of scheduling problems (see e.g. Buyukkoc
et al. [16]).
One difficulty with this formulation is that the relative importance captured
by the holding costs of each customer class is not always easily quantified. As
previously noted, an example is a hospital emergency department (ED) where
both urgent and non-urgent patients seek treatment. In this setting, it is crucial
to assure that urgent patients are served within a specified amount of time in order
to avoid adverse consequences. At the same time it is also important to minimize
waiting times for non-urgent patients, especially if they leave the system before
being treated if wait times are too long. In this case, it is prudent to consider
a constrained version of the control problem, rather than choosing holding costs
for the unconstrained problem so as to drive down the average holding cost of the
urgent class. This constrained problem is closer to the way practitioners approach
the trade-off between prioritized classes of customers/patients. Of course, the
model is also relevant in any service system (such as call centers) which places
importance on the timeliness of service for a particular type of customer.
Motivated by the ED example above, we consider a two-class service system
with a constraint on the holding costs for one class and the possibility of aban-
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donments from the other. We formulate this problem as a constrained Markov
decision process (CMDP) and use the model without abandonments to develop
implementable heuristics for the more general problem.
2.5.1 System Dynamics
Suppose there are two classes of customers that arrive to a service system staffed
by a single server. Class k (k = 1, 2) customers arrive to the system according to
independent Poisson processes with rate λk > 0. Customer service requirements
are exponentially distributed with rate 1, and are also independent of all else. The
server can work on class k customers at rate µk > 0. For each class k customer
the system incurs a cost of hk per unit time. Class 2 customers have a patience
time that is exponentially distributed with rate β2 ≥ 0, after which they leave
the system charging a penalty of P2. See Figure 2.1. Our objective is to create a
schedule for the server that minimizes the long-run weighted (by h2 > 0) average
number of customers at station 2 plus the cost incurred from abandonments, while
keeping the long-run weighted (by h1 > 0) average number of customers at station
1 under a given threshold denoted by V .
Note that we assume customers currently in service may abandon if they run
out of patience before service is complete. There are several instances in which it
is reasonable to allow abandonments during service. For example, in web chats
and call centers this is common (especially if customers need to be put on hold).
In the context of an emergency department it depends on what constitutes a ser-
vice. Suppose a patient requires multiple procedures (x-rays, blood work, etc.).
If “service” is defined from the provider’s perspective (service is only completed
if the patient undergoes the treatment (s)he prescribes), then it is reasonable to
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λ1
Q1(t)h1 µ1
server
λ2
Q2(t)h2 µ2
P2Q2(t)β2
Figure 2.1: A two class queueing system with a single server. Qk(t) denotes the
number of class k customers at time t.
model an abandonment during treatment if all procedures are not completed.
2.5.2 CMDP Formulation
We model this problem as a CMDP, with countable state space X := Z+ × Z+,
where the kth component corresponds to the number of class k customers in the
system. The action sets for (i, j) ∈ X are
A(i, j) =

{0, 1} i, j > 0,
{1} i > 0, j = 0,
{0} i = 0, j > 0,
{−1} otherwise,
where a = −1 is a “dummy” action to denote idling when the system is empty,
and action a ∈ {0, 1} represents serving class 1 with probability a and serving class
2 with probability 1 − a. This interpretation, while trivial (note {0, 1} is not the
interval [0, 1]) given the current definition of the action space, will be helpful later
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when we consider randomized policies. The transition rates are, for i, j > 0:
G((k, `)|(i, j), a) =

λ1 (k, `) = (i+ 1, j),
λ2 (k, `) = (i, j + 1),
(1− a)µ2 + jβ2 (k, `) = (i, j − 1),
aµ1 (k, `) = (i− 1, j),
−λ1 − λ2 − jβ2 − aµ1 − (1− a)µ2 (k, `) = (i, j),
0 otherwise.
We note that we do not allow unforced idling, making the transition rates for
i > 0, j = 0:
G((k, `)|(i, j), a) =

λ1 (k, `) = (i+ 1, 0),
λ2 (k, `) = (i, 1),
µ1 (k, `) = (i− 1, 0),
−λ1 − λ2 − µ1 (k, `) = (i, j),
0 otherwise.
Similarly for i = 0, j > 0 and i = j = 0. We make several observations. First, the
instantaneous cost rate where there are i customers at station 1 and j customers
at station 2 is ih1 + j(h2 + β2P2). In terms of computing optimal controls we may
define ĥ2 = h2 +β2P2. Define the cost functions recording the number of each type
of customer in the system by
c1(i, j) = i c2(i, j) = j.
Since the holding costs are directly proportional to the number in system, we can
write our constrained problem as
inf
σ∈ΠS
{hˆ2C2(σ) : h1C1(σ) ≤ V },
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where, for k = 1, 2, Ck(σ) is as defined in (2.1), and represents the expected long-
run average number of class k customers in the system under policy σ. Note that
the coefficient hˆ2 does not affect the optimization (it can be taken outside of the
infimum). Similarly, an equivalent problem is to replace the quality of service level
with V ′ = V
h1
. Thus, we assume (without loss of generality) that the per-unit
holding costs are h1 = ĥ2 = 1. The problem of finding a policy with minimal class
2 cost while maintaining class 1 cost of at most V is then
inf
σ∈ΠS
{C2(σ) : C1(σ) ≤ V }.
Note that this problem, which we refer to as B(V), is the same (modulo the search
over stationary policies) as that defined in Section 2.3.
2.5.3 Assumptions
In our analysis, we consider the single-server model for tractability (as opposed to
an a model with N -servers). This simplification is justified in two cases.
1. Suppose instead of a single server we have multiple servers that are allowed
to collaborate on a single job with an additive rate. That is, if N servers
work at station k, the service rate is Nµk, k = 1, 2. In this case, the single
server formulation is equivalent to the N service case by replacing µk with
µ̂k = Nµk. Take for example the average cost optimality equations for the
unconstrained scheduling problem implied for a fixed state (i, j) with i, j ≥ 1
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(cf. Corollary 7.5.10 of Sennott [42]),
J + h(i, j) = i+ j + λ1h(i+ 1, j) + λ2h(i, j + 1) + (1− λ1 − λ2)h(i, j)
+ min
k∈{0,1,...,N}
{kµ1(h(i− 1, j)− h(i, j))
+ (N − k)µ2(h(i, j − 1)− h(i, j))}, (2.6)
where J is the optimal cost and h is the relative value function. An optimal
control policy is obtained by choosing an action that achieves the minimum
in (2.6). Note that the minimization (over k) is linear in k so that the optimal
control is at the extremes; for k = 0 or N .
2. Similarly, if the servers cannot collaborate on a single job, but the workload
is high, then a large proportion of time is spent in states with the number
of customers in each queue is greater than N . In this case the single-server
proxy is reasonable. The difficulty in this case is in deciding what to do when
the number of customers for a particular queue is less than N , so that servers
might need to be split between queues. This becomes increasingly important
as the system load decreases.
Next we state the traffic assumption:
Traffic Assumption: ρ :=
λ1 + λ2
min(µ1, µ2)
< 1. (T1)
With Assumption (T1), we verify that any stationary Markov policy induces a
positive-recurrent Markov process with a unique stationary distribution.
Proposition 2.5.1 Under Assumption (T1), every stationary policy σ induces a
positive-recurrent Markov chain Xσ = {(Iσ(t), Jσ(t)) : t ≥ 0}.
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Proof. It suffices to show that the claim holds for the case without abandon-
ments. In this setting, the transition rates are bounded, so uniformization can be
applied to obtain an equivalent discrete-time Markov chain, X˜σ = {(Iσn , Jσn ) : n ∈
Z+}. Without loss of generality, assume that the uniformization factor is 1, so that
the transition rates of the CTMC, Xσ, coincide with the transition probabilities of
the uniformized DTMC, X˜σ. We proceed to show positive recurrence by applying
Foster’s Criterion (cf. Theorem 4.10 of Kulkarni [34]). Define the finite subset of
the state space
X1 := {(i, j) ∈ X : i+ j ≤ 1}
and the function f : X 7→ R+
f(i, j) := i+ j.
Pick any (i, j) 6∈ X1, and let a denote the probability of serving class 1 under policy
σ in state (i, j). Since σ is non-idling,
E[f(Iσn+1, Jσn+1)− f(Iσn , Jσn )|(Iσn ), Jσn ) = (i, j)]
= λ1(1) + λ2(1) + aµ1(−1) + (1− a)µ2(−1)
≤ λ1 + λ2 −min(µ1, µ2) < 0.
Thus, X˜σ is positive-recurrent.
Hence, the costs Ck(σ) for any stationary policy σ can be expressed in terms of its
induced stationary distribution, as defined in (2.2). Since the cost functions c1(·)
and c2(·) are independent of the action taken, this representation can be simplified
as follows:
Ck(σ) :=
∑
i,j∈X
ck(i, j)pi
σ(i, j).
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In addition to giving us a more convenient way to express C1(·) and C2(·), Assump-
tion (T1) also implies that C1(·) and C2(·) are bounded over the class of stationary
policies. That is,
max{ sup
σ∈ΠS
C1(σ), sup
σ∈ΠS
C2(σ)} ≤ B
for some finite B > 0. This can be seen by considering an M/M/1 queueing
system with birth rate λ1 + λ2 and death rate min{µ1, µ2}, and comparing this
system to the total number of customers in the two station system under any
stationary policy. Note that the M/M/1 system has more customers in the system
than the original process since it sees no abandonments and serves one of the
classes of customers at a (potentially) slower rate than it would in the original
system. By Assumption (T1), the M/M/1 system has a finite expected long-run
average number of total customers in the system, and hence a finite number for
each class. In fact, by using a coupling argument, we can strengthen this statement
(see Proposition 2.5.2 below).
Proposition 2.5.2 For any stationary policy σ ∈ ΠS, let Xσ(∞) =
(Iσ(∞), Jσ(∞)) be distributed according to piσ. There exists a non-negative random
variable Xˆ such that,
P(Iσ(∞) + Jσ(∞) ≤ Xˆ) = 1 (2.7)
E[Xˆ] =
λ1 + λ2
min(µ1, µ2)− (λ1 + λ2) <∞. (2.8)
Proof. We use a coupling argument. Without loss of generality, assume µ1 ≤ µ2.
Define, for a fixed, arbitrary stationary policy σ, the Markov process {Xσ(t) =
(Iσ(t), Jσ(t)) : t ≥ 0}; Process 1. In Process 1, services at station 1 (2) are
completed at rate µ1 (µ2). Similarly define {X(t) = (I(t), J(t)) : t ≥ 0} (called
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Process 2) on the same probability space to be the queue-length process of a two
station parallel queueing model that completes service at rate µ1 regardless of the
station it is serving. Assume that the Process 2 assigns the server to the same
station σ does if possible and avoids idling otherwise. The probability space is
defined in the following manner: the arrival times of each class of customer are the
same for both processes. The service time for the mth customer served in class 1
is S1m ∼ Exp(1). The service time for the mth class 2 customer is S2m ∼ Exp(1).
Note that, since µ1 ≤ µ2, the time to complete each service (of each customer) in
Process 1 are almost surely less than or equal to that in the Process 2 (for all m).
This implies Iσ(t) ≤ I(t) and Jσ(t) ≤ J(t) for all t (almost surely). Hence for all
t ≥ 0
I(t) + J(t) ≥ Iσ(t) + Jσ(t) a.s. (2.9)
Observe that the process {I(t) + J(t) : t ≥ 0} behaves as a birth-death process
with birth rate λ1 +λ2 and death rate µ1 = min(µ1, µ2). Assumption (T1) implies
that a limiting random variable, say Xˆ, exists. Taking limits above (in (2.9)) yields
the first result
Xˆ ≥ Iσ(∞) + Jσ(∞) a.s.
Using Markov process theory (in particular that regarding the birth-death process)
yields,
E[Xˆ] =
λ1 + λ2
min(µ1, µ2)− (λ1 + λ2) <∞.
This completes the proof.
Next, consider the two extremal policies that prioritize station 1 and 2 except to
avoid idling; denoted P1 and P2, respectively. We make the following assumption
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on V :
RHS Assumption: V ∈ (C1(P1), C1(P2)). (RHS)
Notice that P2 yields the highest possible expected long-run average class 1 cost
among all stationary policies (since it delays serving class 1 customers as long
as possible along every sample path). Thus, in the case that V ≥ C1(P2), the
problem B(V) is unconstrained and it is optimal to prioritize class 2 customers.
Alternatively, if V ≤ C1(P1), the problem is infeasible unless V = C1(P1), in
which case P1 is optimal. Any V in this range we refer to as feasible and non-
trivial. Under Assumptions (RHS) and (T1), we can show (see Appendix A) that
Theorem 2.3.1 holds, allowing us to instead consider the equivalent Lagrangian
dual problem, LD(V) (as defined in Section 2.3).
2.5.4 Cost Continuity
The goal of this section is to prove that the long-run average costs for each class
are pointwise continuous over the set of stationary policies. This is used to prove
some of the structural results for B(V). The result is stated more precisely in the
following theorem.
Theorem 2.5.3 For parallel queueing setting, suppose that (σn)
∞
n=0 ⊆ ΠS is a
sequence of policies such that σn(x) → σ(x) as n → ∞ for each x = (i, j) ∈ X,
where σ ∈ ΠS. For k = 1, 2, lim
n→∞
Ck(σn) = Ck(σ).
Theorem 2.5.3 can be proved by applying the (probabilistic) dominated conver-
gence theorem. Providing the environment to do so involves proving stationary
distribution convergence and constructing a random variable that (almost surely)
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bounds above the (long-run) number class 1 and class 2 customres obtained by
any stationary policy. The latter is covered by Proposition 2.5.2, while the former
is covered in Lemma 2.5.4 appearing below.
Lemma 2.5.4 Let σ be a stationary policy, and let (σn)
∞
n=0 be a sequence of sta-
tionary policies. Suppose that σn → σ pointwise. Let piσn and piσ denote the sta-
tionary distributions of the respective induced (Markov) processes. Then piσn → piσ
pointwise.
Proof. See Section A.3 of the appendix.
The proof of Theorem 2.5.3 can be found in Section A.4 of the appendix. Its
implications, as discussed in Section 2.4, allow us to find policies that satisfy the
constraint at equality. We show that this condition is sufficient for optimality in
the case without class 2 abandonments. While we have not been able to extend
these results to the case with abandonments, we use this result as motivation to
construct highly-structured heuristic policies that perform well numerically.
2.5.5 No Abandonments: Simplification of Optimality
Conditions
We simplify the optimality conditions (2.4) and (2.5) in the absence of abandon-
ments (β2 = 0). To do this, we leverage the optimality of the well-known cµ-rule
[16] for the Lagrangian relaxation, LR(γ), along with Assumptions (RHS) and
(T1), to find γ∗ attaining the supremum of g(γ) as defined in Section 2.4. Once
this is done, we make the sufficient condition (2.4) extraneous by showing that
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every stationary policy is optimal for LR(γ) at γ = γ∗: that is, Oγ∗ = ΠS. Hence,
to solve the constrained problem B(V), it suffices to find a stationary policy that
satisfies the constraint at equality. This makes it easier to find constrained-optimal
policies.
Finding the Optimal Lagrange Multiplier
Recall the priority policies Pk for k = 1, 2, where Pk denotes the policy that
prioritizes class k. That is, policy Pk serves exhaustively at station k, switching
stations only if it is empty to avoid idling. Note that the Lagrangian dual problem,
LD(V), can be rewritten as
sup
γ≥0
{min
σ
{γC1(σ) + C2(σ)} − γV },
and that the minimization includes LR(γ), an unconstrained MDP with cost func-
tion γi+ j when in state (i, j). That is to say, the problem within the minimum is
the classic scheduling problem that we know has an optimal control, the cµ rule:
if γ ≥ µ2
µ1
, then P1 is optimal, and if γ ≤ µ2µ1 , then P2 is optimal. Hence we have
CV = max
 sup
γ∈
[
0,
µ2
µ1
] g(γ), sup
γ≥µ2
µ1
g(γ)

= max
 sup
γ∈
[
0,
µ2
µ1
]{C2(P2) + γ(C1(P2)− V )}, sup
γ≥µ2
µ1
{C2(P1) + γ(C1(P1)− V )}

= max
(
C2(P2) +
µ2
µ1
(C1(P2)− V ), C2(P1) + µ2
µ1
(C1(P1)− V )
)
= max
(
µ2
µ1
C1(P2) + C2(P2),
µ2
µ1
C1(P1) + C2(P1)
)
− µ2
µ1
V,
where the third equality follows from the assumption that V ∈ (C1(P1), C1(P2)).
Since the supremum is attained at γ = µ2
µ1
, the previous discussion implies that
both P1 an P2 are optimal; the two terms in the maximum are equal. Hence
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we have shown that in the case without abandonments, condition (2.4) becomes
σ∗ ∈ Oµ2
µ1
.
Elimination of the optimality condition (2.4)
We proceed to show that we need not consider condition (2.4) by proving that
Oµ2
µ1
= ΠS. In doing so, we show that to find an optimal policy for B(V) in the
case with no abandonments, it suffices to find a binding policy. To show that
Oµ2
µ1
= ΠS, consider the Lagrangian relaxation LR(γ) at γ∗ = µ2
µ1
. Define the
interior of the state space X,
X̂ := {(i, j) ∈ X : i, j ≥ 1}.
Consider the average cost optimality equations for the scheduling problem implied
by Oµ2
µ1
for a fixed state (i, j) ∈ X̂,
J + h(i, j) =
µ2
µ1
i+ j + λ1h(i+ 1, j) + λ2h(i, j + 1) + (1− λ1 − λ2)h(i, j)
+ min
a∈[0,1]
{aµ1(h(i− 1, j)− h(i, j)) + (1− a)µ2(h(i, j − 1)− h(i, j))}.
(2.10)
Since the holding cost in the first station for this problem is µ2
µ1
the cµ index is
µ1
µ2
µ1
= µ2. Similarly, the index for the second station is µ2(1) = µ2. Thus, the
cµ-rule result from Buyukkoc et al. [16] states that for this problem, both P1
and P2 are optimal. This implies that the minimum on the right-hand side of
(2.10) is attained at both a = 0 and a = 1. Noting that the quantity inside the
minimization term is linear in a, we conclude that any action in the augmented
action space A˜ := [0, 1] is optimal. Since the action space is a singleton in states
(i, j) where i = 0 or j = 0, it follows that every stationary policy is average-
cost optimal (see Theorem 7.2.3 and Corollary 7.5.10 of [42]). Hence, applying
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Proposition 2.4.2 to find an optimal policy for B(V), it suffices to find a stationary
policy σ∗ with C1(σ∗) = V .
2.5.6 No Abandonments: Constructing Optimal Control
Policies
We define a class of threshold policies that we prove contains an optimal policy
for any V ∈ (C1(P1), C1(P2)). This class of policies has the special property of
containing optimal policies that randomize on general subsets of the state space.
As alluded to earlier, this differs from the classic theory of constrained MDPs
(see [3],[23]), that explains the existence of optimal policies that randomize in
one state. When the state space is multidimensional (as in the present study)
finding such a state may be difficult. Most importantly, in the hospital application,
implementing said policy is impractical. The existence of optimal policies in the
more general class simplifies our search from multidimensional (finding a single
state to randomize in) to single-dimensional (finding a subset of the state space to
randomize in).
Definition 2.5.5 Let G = (Gn)
∞
n=0 be a sequence of sets satisfying G0 = ∅ and
Gn ↑ X̂. That is, for every x = (i, j) ∈ X̂, there exists N such that x ∈ Gn for
all n ≥ N . For given n ∈ Z+, p ∈ [0, 1] define σGn,p to be a (non-idling) stationary
policy satisfying, for every x ∈ Xˆ,
(σGn,p)x({1}) =

1 x 6∈ Gn+1
p x ∈ Gn+1 \Gn
0 x ∈ Gn.
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That is, σGn,p serves class 1 when in states not in Gn+1, serves class 1 with proba-
bility p when in states in Gn+1 but not in Gn, and serves class 2 when in states not
in Gn. We define the class of randomized-threshold policies with respect to
G by
ΠG :=
⋃
n∈Z+,p∈[0,1]
{σGn,p}.
Letting G denote the set of all sequences G = (Gn)∞n=0 satisfying the conditions
above, define the class of randomized-threshold policies by
ΠRT :=
⋃
G∈G
ΠG.
We refer to any seqeuence of sets G ∈ G as suitable. It is worth noting that, for
any suitable sequence G, σG0,1 = P1 and σ
G
n,1 converges pointwise to P2 as n→∞.
In addition, note that σGn+1,1 = σ
G
n,0 for any n.
Remark 2.5.6 A simple example of such a sequence G is the (half open) rect-
angles Gn = {(i, j) ∈ X̂ : j ≤ n} so that the decision-maker works at station 1
as long as there are less than n people at station 2 and at station 2 otherwise.
The p−randomized threshold policy defined using this G is deemed the horizontal
heuristic. Similarly, Gn = {(i, j) ∈ X̂ : i ≤ n} is called the vertical heuristic and
Gn = {(i, j) ∈ X̂ : i+ j ≤ n} is called the total heuristic.
The main result is summarized in the theorem below.
Theorem 2.5.7 For the parallel queue constrained server allocation problem with
quality of service V ∈ (C1(P1), C1(P2)) and any suitable sequence of sets G =
(Gn)
∞
n=0, there exists n
∗ ∈ Z+, p∗ ∈ [0, 1] so that σGn∗,p∗ ∈ ΠG is optimal for B(V).
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Before we proceed, we need one small result.
Lemma 2.5.8 Let (xn)
∞
n=0 be a real sequence of numbers such that xn → x ∈ R
as n→∞. For any v ∈ (x0, x), there exists m ∈ Z+ such that v ∈ (xm, xm+1].
Proof. Since xn → x > v and x0 < v, there exists m so that xm ≥ v > x0. If
xm = v, the result holds trivially. Otherwise, decrease m by one until xm ≤ v. The
algorithm is guaranteed to terminate since x0 < v, and results in v ∈ (xm, xm+1],
as desired.
Proof of Theorem 2.5.7. Fix arbitrary V ∈ (C1(P1), C1(P2)) and a suit-
able sequence of sets G = (Gn)
∞
n=0. Since σ
G
0,1 = P1 and σ
G
n,1 → P2 point-
wise as n → ∞, Theorem 2.5.3 yields that C1(σGn,1) → C1(P2) as n → ∞.
Since V ∈ (C1(σG0,1), C1(P2)), by Lemma 2.5.8 there exists n∗ ∈ Z+ so that
V ∈ (C1(σGn∗,1), C1(σGn∗+1,1)]. Now note that σGn∗+1,1 = σGn∗,0 and that σGn∗,p → σGn∗,1
pointwise as p→ 1. Thus, again by Theorem 2.5.3, C1(σn∗,p) is continuous in p on
[0, 1], with C1(σn∗,1) < V ≤ C1(σGn∗,0). Applying the intermediate value theorem
yields the existence of p∗ ∈ (0, 1) such that C1(σn∗,p∗) = V . By Proposition 2.4.2,
σGn∗,p∗ ∈ ΠG is optimal for B(V).
This leads us to the following algorithm for constructing binding randomized-
threshold policies.
1. Choose a suitable sequence of sets G = (Gn)
∞
n=0.
2. Initialize n = 0, p = 1. Increase n until C1(σ
G
n,1) < V ≤ C1(σn+1,1), or
equivalently
C1(σ
G
n,1) < V ≤ C1(σn,0).
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3. Find p ∈ [0, 1] so that C1(σGn,p) = V .
2.5.7 Numerical Experiments
Numerical experiments are performed on three parameter sets to test the effec-
tiveness of the horizontal, vertical, and total classes of heuristic policies (see Re-
mark 2.5.6) against that of the priority policies (those most likely to be imple-
mented in a hospital setting). All experiments used the truncated state space
X100 := {0, 1, ..., 100}2, and with the abandonment rate varying in the range [0, 0.1]
in increments of 0.002. The truncation of the state space allows us to calculate
costs for a given policy by solving a sparse linear system. For each parameter set,
we choose three values of V as follows: we first calculate the class 1 costs for P1
(C1(P1, β2)) and P2 (C1(P1, β2)) for each value of β2. Note the added dimension
to the nomenclature for the dependence on the class 2 abandonment rate. Letting
a = maxβ2 C1(P1, β2) and b = minβ2 C1(P2, β2), we use the values:
Vlow = 0.75a+ 0.25b
Vmed = 0.5a+ 0.5b
Vhigh = 0.25a+ 0.75b
as our choices for V . This methodology ensures that each V is feasible and non-
trivial for the entire range of abandonment rates. For each of these values, we find
the optimal objective value for the (truncated) constrained problem by solving
the dual LP. We then perform the algorithm described in Section 2.5.6, with a
left bisection search to find p so that the class 1 cost of each heuristic policy is
larger than V −0.0001. The feasibility gaps for the heuristic policies are compared
to that of P2, and their optimality gaps are compared to that of P1. Feasibility
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gaps are summarized in Tables 2.2, 2.3, and 2.4 for the first, second, and third
parameter sets, respectively. The minimums and maximums in these tables are
taken with respect to the abandonment rate. Note that a negative number implies
that the policy is feasible, and the minimum gap means that it is the furthest
from the bound V . A positive gap implies that the policy is infeasible with the
maximum (minimum) being the furthest (closest) from the upper bound V . The
class (horizontal (h), vertical (v), or total (t)) of heuristic policy that attains the
minimum feasibility gap (over all abandonment rates) is noted in parentheses. The
optimality gaps are presented graphically: the optimality gap percentage for each
policy is obtained, and its base-10 log is plotted as a function of abandonment rate.
The first parameter set serves as the baseline case, and subsequent parameter
sets are chosen to more closely mimic the dynamics expected in an emergency
department. In particular, the second parameter set sees an increase in the non-
urgent (class 2) patient arrival rate, and the third parameter set continues this
intuition further by increasing the processing rate of less urgent patients. The
parameters for the numerical experiments are summarized in the Table 2.1.
Parameter Set (Setting) λ1 λ2 µ1 µ2
1 (baseline) 0.2 0.1 1 1
2 (ED) 0.1 0.7 1 1
3 (ED2) 0.1 0.7 1 2
Table 2.1: Parameter sets for the parallel queueing problem
The feasibility gaps from Tables 2.2, 2.3, and 2.4 show that the priority policy,
P2, violates the quality of service constraint at all levels across all three parameter
sets, while the heuristic policies are all feasible and close to binding (by construc-
tion). The feasibility gap for P2 is particularly high in the second parameter set,
as a result of the increased class 2 workload (0.7 compared to 0.1 in parameter set
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1). As a result, P2 spends a lot more time serving class 2 patients, allowing class
1 patients to build up in the queue.
Regarding objective value performance, all three heuristic policies significantly
outperform P1 across all parameter sets and quality of service levels. For the
first parameter set with a low value of V (restrictive quality of service), the opti-
mality gap for P1 varies (over the range of abandonments) from 8.60% to 9.10%,
while the worst and best heuristic policies (among the three classes and among
all abandonment rates) achieved optimality gaps of 0.394% and 0.002%, respec-
tively. For the medium and high values of V , the optimality gap range for P1 is
[18.81%, 20.01%] and [31.14%, 32.42%], respectively, compared to [0.007%, 0.864%]
and [0.017%, 0.749%] for the heuristic policies. For the second parameter set, P1
performs closer to optimal, perhaps because of the increased class 2 workload. The
optimality gap is as low as 3.29% (for low V ) and is as high as 16.48% (for high
V ) over the range of abandonment rates. The heuristic policies still perform far
better, with optimality gaps ranging from 0.020% (low V ) to 0.710% (medium
V ). For the third and final parameter set, the optimality gaps for P1 ranged from
6.96% (low V ) to 24.23% (high V ), far higher than those of the heuristic policies,
which ranged from under 0.01% (low V ) to as high as 0.52% (high V ). Across all
parameter sets, quality of service levels, and abandonment rates, every heuristic
policy performed within less than 1% of optimal.
A theme to notice in all three parameter sets is that the vertical heuristic class
appears to produce stronger (relative to the other heuristic policies) policies as the
abandonment rate increases, while the horizontal class appears to perform better
for smaller abandonment rates. A similar trend appears with respect to the quality
of service level, as the vertical class performs well for high values of V , while the
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horizontal class seems to perform better for lower values of V . The total class
appears to have the steadiest performance as a function of the abandonment rate.
For all tested abandonment rates, and across the three parameter sets and quality
of service levels, the total class of policies dominates the horizontal class. The total
class also largely dominates the vertical class, except in cases where the abandon-
ment rate is relatively large or V is high. In particular, the vertical class appears
to see its most significant boost in performance in the second parameter set, where
the class 2 traffic intensity is at its highest. One last observation to make is that
the difference between the performance of the three classes of heuristic policies
tends to increase as the abandonment rate increases. This is reasonable as they all
have the same optimality gap (of 0%) when there are no abandonments, but as the
abandonment rate grows, performance becomes more dependent on how often and
when each policy serves class 2 patients. These numerical studies suggest that,
although (slightly) more structurally complex than the priority policies, the effi-
ciencies gained by the heuristic policies with regards to both feasibility (compared
to P2) and optimality (compared to P1) are significant enough to consider them
preferable to the priority policies.
V Min Feas. Gap Min Priority 2 Feas. Gap Max Priority 2 Feas. Gap
0.2641 -0.0374 % (h) 16.05 % 20.19 %
0.2783 -0.0357 % (h) 10.16 % 14.09 %
0.2924 -0.0339 % (h) 4.83 % 8.57 %
Table 2.2: Baseline case.
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.2: Parameter set 1 log optimality gap
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V Min Feas. Gap Min Priority 2 Feas. Gap Max Priority 2 Feas. Gap
0.2299 -0.0435 % (h) 155.03 % 624.84 %
0.3488 -0.0284 % (v) 68.14 % 377.89 %
0.4676 -0.0213 % (h) 25.41 % 256.44 %
Table 2.3: Feasibility gaps for the ED example
V Min Feas. Gap Min Priority 2 Feas. Gap Max Priority 2 Feas. Gap
0.1362 -0.0734 % (v) 55.34 % 69.38 %
0.1614 -0.0617 % (v) 31.15 % 43.00 %
0.1865 -0.0534 % (t) 13.48 % 23.73 %
Table 2.4: Feasibility gaps for ED example with lower service level requirement.
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.3: Parameter set 2 log optimality gap
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.4: Parameter set 3 log optimality gap
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2.6 Server Allocation in a Tandem Queueing System
Consider a system that receives jobs that must undergo two stages of process-
ing. This is common in many service systems, such as manufacturing processes
where parts may be milled sequentially. The main application we consider is the
allocation of cross-trained medical providers to different stages of care in hospital
emergency departments. In many emergency departments, low-acuity (less urgent)
patients must first be triaged before receiving treatment. Cross-trained providers
(e.g. physicians) are capable of handling both phases of service, and it is of interest
to determine how to allocate these physicians in order to balance initial delays and
timely discharges. Further complicating the problem is the issue of patient aban-
donments: patients may choose to leave the system before receiving treatment.
Zayas-Caba´n et al. study this problem in [53] and [54] under the reward setting,
in which a phase-dependent reward is associated with each service completion. In
the former work, structural properties of the optimal policy are studied, and condi-
tions under which priority policies are optimal are presented. The latter introduces
a class of heuristic policies called K-level threshold policies, which prioritize the
second phase (treatment) unless there are at least K patients in the first phase
(triage). These policies are studied numerically on parameter sets generated using
data from the Lutheran Medical Center (LMC) ED in New York and are shown
to perform well. We consider a slightly modified version of this problem. First,
rather than analyzing the reward model we consider the cost model, in which hold-
ing costs are incurred for each patient in the system at a phase-dependent rate.
Second, we consider the constrained version of this problem: rather than balancing
the trade-off between triage and treatment holding costs by adjusting the holding
cost rates for each phase of service, we instead fix a given quality of service for the
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triaged patients and aim to provide the highest quality treatment possible while
meeting this service level. By Little’s Law, this is equivalent to minimizing the av-
erage time spent waiting for treatment while ensuring a “sufficiently short” waiting
time for triaged patients. The intuition is that when balancing such a trade-off,
it is more natural to estimate desirable target waiting times for both treatment
and triage than it is to assign weights to them. From a practical perspective, this
approach also lends itself more easily to data-driven approaches: a decision-maker
could, for example, use historical waiting time data to determine an appropriate
quality of service level. As in the parallel queueing setting described in Section
2.5, we aim to prove that the broad class of randomized-threshold policies (which
contains the previously mentioned K-level threshold policies) performs well for
the constrained problem. In particular, we show that this class is optimal in the
absence of abandonments, and performs well in numerical experiments based on
those conducted in [54].
2.6.1 System Dynamics
Suppose customers arrive to a system in which they receive service in two con-
secutive stages. These customers are referred to as class 1 and class 2, depending
on if they are waiting to be served in the first or second phase, respectively. The
system is staffed by a single flexible server capable of performing both phases of
service. We justify considering the single-server proxy with the same reasoning
as in the parallel case. Customers arrive into the system according to a Poisson
process with rate λ, and it takes the server an exponentially distributed (with rate
µk) amount of time to process customers in the k
th (k = 1, 2) stage of service. For
each stage, there is an infinite-capacity queue for customers to wait that have yet
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to be processed. In the kth queue, each job incurs a holding cost of hk per unit
time. Each customer awaiting service (class 2) has an exponentially distributed
patience time with rate β2, after which the customer will leave the system. See
Figure 2.5. The arrival, service, and patience times are assumed to be indepen-
dent of each other. Our objective is to create a schedule for the server to minimize
the expected long-run average holding cost incurred at the second station, while
keeping that of the first station below the target level, V .
λ
Q1(t)h1 µ1 Q2(t)h2 µ2
Q2(t)β2
server
Figure 2.5: A two-class tandem queueing system with a single server. Qk(t) denotes
the number of class k customers at time t.
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2.6.2 CMDP Formulation
We formulate the server allocation problem as a CMDP with countable state space
X := Z+ × Z+, where the kth component corresponds to the number of class k
customers in the system. The action space is
A(i, j) =

{0, 1} i, j > 0,
{1} i > 0, j = 0,
{0} i = 0, j > 0,
{−1} i = j = 0,
where a = −1 is a dummy action to denote idling when the system is empty, and
action a otherwise denotes the number of servers to allocate to class 1 customers
(hence allocating 1 − a servers to class 2 customers) to avoid unnecessary idling.
The transition dynamics can be captured via the following generator function (for
i, j > 0)
G((k, `)|(i, j), a) =

λ (k, `) = (i+ 1, j),
aµ1 (k, `) = (i− 1, j + 1),
(1− a)µ2 − `β2 (k, `) = (i, j − 1),
−λ− aµ1 − (1− a)µ2 − `β2 (k, `) = (i, j),
0 otherwise.
For i > 0, j = 0, we have
G((k, `)|(i, j), a) =

λ (k, `) = (i+ 1, 0),
µ1 (k, `) = (i− 1, 1),
−λ− µ1 (k, `) = (i, 0),
0 otherwise,
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and similarly for i = 0, j > 0 and i = 0, j = 0. The cost functions representing the
number of type k customers in the system (k = 1, 2) are (recall this is equivalent
to the case with station dependent holding costs)
c1(i, j) = i c2(i, j) = j.
We define the class of stationary policies, ΠS as in Section 2.3. For a given sta-
tionary policy σ ∈ ΠS, the expected long-run average number of customers in each
queue can be described by (2.1).
To simplify our analysis, we use the cost representation in (2.2). To do so, we
need to ensure that every stationary policy induces a positive recurrent Markov
chain with a unique stationary distribution. Proposition 2.6.1 shows that this is
indeed the case, under the following traffic assumption.
λ
(
1
µ1
+
1
µ2 + β2
)
< 1. (T2)
Proposition 2.6.1 Pick any stationary policy σ ∈ ΠS and let Xσ = {Xσ(t) :
t ≥ 0} denote the induced Markov chain. Under Assumption (T2), Xσ is positive
recurrent, and hence admits a unique stationary distribution, piσ.
The proof follows almost precisely (replacing 2 servers with 1) as Proposition 2.2
of Ahn et al. [1] and is omitted for brevity. We consider the constrained problem,
B(V), as introduced in Section 2.3, shown below.
inf
σ∈ΠS
{C2(σ) : C1(σ) ≤ V }.
In addition to the traffic assumption, we make the additional assumption that the
quality of service level, V , is both feasible and non-trivial. To make this assumption
more formal, define the priority policies P1 and P2 which serve exhaustively job
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types 1 and 2, respectively. Then, the assumption can be rewritten
V ∈ (C1(P1), C1(P2)) .
The intuition of this assumption is the same as in Section 2.5: If V ≤ C1(P1),
then no policy can attain the desired quality of service (or P1 is optimal), and if
V ≥ C1(P2), then it is optimal to serve class 2 customers exhaustively, and so the
problem is effectively unconstrained.
2.6.3 Cost Continuity
In this section we prove that the cost continuity result from Section 2.5.4 holds in
the tandem setting. Observe the following regarding the parallel setting:
1. The proof of pointwise convergence of the stationary distribution in Lemma
2.5.4 only depends on the tightness of the set of occupation measures associ-
ated with stationary policies, which in turn only relies on cost boundedness.
2. Assuming the costs are bounded, the only step needed to apply the domi-
nated convergence theorem in the proof of Theorem 2.5.3 is to construct a
(non-negative) random variable with finite expectation which bounds above
(almost surely) the limiting number of class 1 and class 2 customers in the
system under any stationary policy.
Hence, we can show cost continuity in the tandem setting by
1. Proving that the class 1 and class 2 costs are bounded under any stationary
policy.
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2. Finding an appropriate random variable to bound above the limiting number
of class 1 and class 2 customers in the system under any stationary policy.
The first point is addressed by the following lemma.
Lemma 2.6.2 Under the traffic assumption (T2),
sup
σ∈ΠS
Ck(σ) <∞, k = 1, 2.
Proof. First note that since P1 delays working at station 2 as long as possible it
maximizes the class 2 cost. Similarly, P2 maximizes the class 1 cost. Thus,
sup
σ∈ΠS
C2(σ) = C2(P1),
sup
σ∈ΠS
C1(σ) = C1(P2).
Hence, it suffices to show that C2(P1) and C1(P2) are finite. Using Theorem 3.2
of Ahn et al. [1] (a variant of the cµ-rule), we find that for γ = γ∗ = µ2
µ1
+ 1, both
priority policies P1 and P2 are optimal. Thus,
(
µ2
µ1
+ 1)C1(P1) + C2(P1) = (
µ2
µ1
+ 1)C1(P2) + C2(P2).
We proceed to show that C1(P2) + C2(P2) ≤ B for some B < ∞. Upon showing
this result, we conclude that
C2(P1) < (
µ2
µ1
+ 1)C1(P1) + C2(P1)
= (
µ2
µ1
+ 1)C1(P2) + C2(P2)
≤ (µ2
µ1
+ 1)B.
Similarly,
C1(P2) ≤ (µ2
µ1
+ 1)(C1(P2) + C2(P2)) = (
µ2
µ1
+ 1)B,
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completing the proof. To show that C1(P2) + C2(P2) ≤ B, note that the policy
P2, initialized from an empty system, follows a customer throughout each phase
of service: each customer is served continuously with no wait time between the
first and second phases of service. Hence, C1(P2) + C2(P2) is the expected long-
run average number of customers in a queueing system with arrivals generated
according to a Poisson process with rate λ, and service times that are distributed
as the sum of two independent exponential random variables, one of rate µ1, and
the other of rate µ2. Thus, the mean and variance of the service times are given
by 1
µ1
+ 1
µ2
and 1
µ21
+ 1
µ22
, respectively. Using the Pollaczek-Khinchine formula yields
C1(P2) + C2(P2) = λ
(
1
µ1
+
1
µ2
)
+
λ2
(
1
µ1
+ 1
µ2
)2
+ λ2
(
1
µ21
+ 1
µ22
)
2
(
1− λ
(
1
µ1
+ 1
µ2
))
which is finite by the traffic assumption (T2).
The second point is addressed by Lemma 2.6.3.
Lemma 2.6.3 For each stationary policy σ ∈ ΠS, define the random vectors
Xσ(∞) = (Iσ(∞), Jσ(∞)) to be the limiting processes of the induced Markov chain.
There exists a random variable Xˆ ≥ 0 with finite expectation such that
Iσ(∞) + Jσ(∞) ≤ Xˆ a.s.
Proof. For the policy that prioritizes station 1 (P1), define
Xˆ = lim
t→∞
IP1(t) + JP1(t) = IP1(∞) + JP1(∞).
Recall from Lemma 2.6.2 we know that P1 has finite average queuelength (so that
E(Xˆ) < ∞). We show that P1 yields the highest number of (total) customers in
the system among all stationary policies. That is, using a coupling argument, we
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show for arbitrary σ ∈ ΠS,
IP1(t) + JP1(t) ≥ Iσ(t) + Jσ(t), (2.11)
for all t ≥ 0. On the same probability space (so that arrival and service require-
ments are common), start two Markov processes in the same state. Process 1 uses
P1 and Process 2 uses σ. We show that if a customer is in the system at time t
for Process 2, then that customer must also be in the system at time t in Process
1. This implies (2.11). To do so, we show that the delay until beginning phase 2
service (for the first time) for each customer is maximized under policy P1. Con-
sider a particular customer, say customer x. Customer x’s delay until beginning
phase 2 service can be divided into two parts, the time spent on customers ahead
of x and that spent on customers behind x. Since customers are served in the
order that they arrived, the time spent serving customers ahead of x is the same
for all non-idling policies. This leaves the time spent on customers that are behind
x. Note that customers that arrived after x, can only be served before x if the
service (in station 1) occurs after customer x has moved from station 1 to station
2. Since the policy P1 spends as much time as possible on station 1 customers, this
is the policy that maximizes the delay at station 2 for customer x. Taking limits
as t→∞ in (2.11) yields the result.
Thus, we have proved cost continuity in the tandem setting. This result is sum-
marized in Theorem 2.6.4 below.
Theorem 2.6.4 For tandem queueing setting, suppose that (σn)
∞
n=0 ⊆ ΠS is a
sequence of policies such that σn(x) → σ(x) as n → ∞ for each x = (i, j) ∈ X,
where σ ∈ ΠS. For k = 1, 2, lim
n→∞
Ck(σn) = Ck(σ).
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2.6.4 No Abandonments: Constructing Optimal Policies
In this section, we make use of the Lagrangian dual formulation and its resulting
optimality conditions to solve B(V). Combined with results from Ahn et al. [1],
we show how to construct optimal policies for B(V) from the randomized-threshold
class. Recall the Lagrangian dual problem, LD(V):
sup
γ≥0
{
min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV
}
.
By the sufficient optimality conditions (2.4) and (2.5), if the supremum in LD(V)
is attained by γ∗, then it suffices to find a policy σ∗ that is optimal for the uncon-
strained Lagrangian relaxation,
min
σ∈ΠS
{γ∗C1(σ) + C2(σ)}.
and additionally satisfies the constraint in B(V) at equality: C1(σ
∗) = V . Similar
to the parallel queueing problem considered in Section 2.5, this is an unconstrained
MDP in which there are holding costs of γ∗ for class 1 customers, and holding costs
of 1 for class 2 customers. For general γ ≥ 0, we denote this unconstrained problem
by LR(γ).
Finding the Optimal Lagrange Multiplier
We leverage results from Ahn et al. [1] to find the optimal Lagrange multiplier,
γ∗. The following result was proved in the case m = 2 in Ahn et al. [1], and the
general case for m = 1 follows directly.
Theorem 2.6.5 (From Ahn et al. [1]) Consider the MDP LR(γ), and suppose
that
λ
(
1
µ1
+
1
µ2
)
< 1.
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The priority policy P1 (P2) is optimal if and only if (γ − 1)µ1 ≥ (≤)µ2.
We leverage this result to find the optimal multiplier, γ∗. Following the notation
from Theorem 2.3.1 in Section 2.3, recall that CV denotes the optimal value of the
equivalent problems B(V) and LD(V). In particular, recalling
g(γ) = min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV,
we have
CV = sup
γ≥0
g(γ) = max
 sup
γ∈
[
0,
µ2
µ1
+1
] g(γ), sup
γ≥µ2
µ1
+1
g(γ)
 .
Theorem 2.6.5 implies the right-hand side above equals
max
 sup
γ∈
[
0,
µ2
µ1
+1
] {γ(C1(P2)− V ) + C2(P2)} , sup
γ≥µ2
µ1
+1
{γ(C1(P1)− V ) + C2(P1)}
 .
By the assumption that V < C1(P2),
sup
γ∈
[
0,
µ2
µ1
+1
] {γ(C1(P2)− V ) + C2(P2)}
= (
µ2
µ1
+ 1)(C1(P2)− V ) + C2(P2)
= min
σ∈ΠS
{
(
µ2
µ1
+ 1)C1(σ) + C2(σ)
}
− (µ2
µ1
+ 1)V
= g
(
µ2
µ1
+ 1
)
.
Similarly, since V > C1(P1),
sup
γ≥µ2
µ1
+1
{γ(C1(P1)− V ) + C2(P1)}
= (
µ2
µ1
+ 1)(C1(P1)− V ) + C2(P1)
= min
σ∈ΠS
{
(
µ2
µ1
+ 1)C1(σ) + C2(σ)
}
− (µ2
µ1
+ 1)V
= g
(
µ2
µ1
+ 1
)
.
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Hence,
CV = sup
γ≥0
{
min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV
}
= min
σ∈ΠS
{
(
µ2
µ1
+ 1)C1(σ) + C2(σ)
}
− (µ2
µ1
+ 1)V,
and thus γ∗ = µ2
µ1
+ 1 is the optimal Lagrange multiplier. We leverage this fact to
find the set of optimal policies for LR(γ) at γ = γ∗ = µ2
µ1
+ 1.
Finding Oγ∗ and Solving the Constrained Problem
Consider LR(γ) with fixed γ = γ∗ = µ2
µ1
+1. We characterize the set of all stationary
optimal policies. First, note that for any state (i, j) with at least one of i and j
equal to zero, A(i, j) is a singleton. Thus, every stationary policy selects the same
action at any of these states. With this in mind, it suffices to focus our attention on
states (i, j) > 0. Consider the average-cost optimality equations (ACOE) for these
states. Note that, by Theorem 2.6.5, both priority policies P1 and P2 are optimal.
Thus, a solution (J, h) to the ACOE for this unconstrained problem satisfies, for
all states (i, j) > 0:
J + h(i, j) =
(
µ2
µ1
+ 1
)
i+ j + λ(h(i+ 1, j)− h(i, j))
+ µ1(h(i− 1, j + 1)− h(i, j)) + h(i, j)
=
(
µ2
µ1
+ 1
)
i+ j + λ(h(i+ 1, j)− h(i, j))
+ µ2(h(i, j − 1)− h(i, j)) + h(i, j).
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Hence, for any p ∈ [0, 1], we have
J + h(i, j) = p(J + h(i, j)) + (1− p)(J + h(i, j))
= λ(h(i+ 1, j)− h(i, j)) + p(µ1(h(i− 1, j + 1)− h(i, j)))
+ (1− p)µ2(h(i, j − 1)− h(i, j)) + h(i, j)
= λh(i+ 1, j) + pµ1h(i− 1, j + 1) + (1− p)µ2h(i, j − 1)
+ (1− λ− pµ1 − (1− p)µ2)h(i, j)
Since the choice of p ∈ [0, 1] is arbitrary, we conclude that any a ∈ {0, 1} = A(i, j)
attains the minimum in
J + h(i, j) = min
a∈A(i,j)
{λh(i+ 1, j) + aµ1h(i− 1, j + 1) + (1− a)µ2h(i, j − 1)
+ (1− λ− aµ1 − (1− a)µ2)h(i, j)}.
Hence, any a ∈ A(i, j) attains the minimum of the ACOE, as does any a in the
modified action space, A˜ := [0, 1]. Since any a ∈ A˜ can be interpreted as the
probability of serving class 1, it follows that every stationary policy is optimal
for LR(γ) at γ = γ∗ = µ2
µ1
+ 1. Thus Oγ∗ = Π
S. As in the parallel queueing
system introduced in Section 2.5, this eliminates the need to consider condition
(2.4), making it sufficient to find a stationary policy satisfying the constraint at
equality.
The definition of the randomized-threshold class of stationary policies coincides
with Definition 2.5.5. The main result of this section is summarized in the theorem
below.
Theorem 2.6.6 For the two-class series queue server allocation problem with
quality of service constraint V ∈ (C1(P1), C1(P2)), any sequence of sets G =
(Gn)
∞
n=0 satisfying G0 = ∅ and Gn ↑ X̂, there exists p ∈ [0, 1] and a p−randomized
threshold policy, σ∗ ∈ ΠG,p that is optimal for B(V).
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It should be mentioned that, since ΠS = Oγ∗ , the range C1(γ∗) as defined in Section
2.4 is not a singleton. Thus, as was the case for the parallel queueing problem
considered in Section 2.5, we need pointwise cost continuity in order to construct
optimal randomized-threshold policies. Since this holds by way of Theorem 2.6.4,
Theorem 2.6.6 can be proved in the same manner that Theorem 2.5.7 was proved.
Since these proofs are identical, we have omitted repeating the proof for brevity.
One important observation to make regarding this proof, however, is that similar
analysis can be done on the flipped problem, B˜(V ):
min
σ∈ΠS
{C1(σ) : C2(σ) ≤ V }, (B˜(V ))
provided that V is both feasible and non-trivial with respect to the class 2 cost:
V ∈ (C2(P2), C2(P1)).
This problem can be more appropriate in some situations. For instance, in the
emergency department setting, it may make more sense to impose a target quality
of service on the treatment time while maintaining a short line at the triage station,
rather than vice-versa.
2.6.5 Numerical Experiments
Numerical experiments are performed on three parameter sets based on experi-
ments conducted by Zayas-Caba´n et al.[54] to test the effectiveness of the hori-
zontal, vertical, and total classes of heuristic policies (recall Remark 2.5.6). The
authors determined, based on data from the Lutheran Medical Center, a range of
plausible values for λ, µ1, µ2, and β2, summarized in Table 2.5. Unlike our model,
their model included potential patient departures from triage (so that not all
triaged patients join the treatment queue) and multiple, non-collaborative servers.
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Parameter Value/Value Range
λ [4.2, 23.4]
µ1 8.57
µ2 4.62
β2 [0.15, 0.8]
Table 2.5: Parameter ranges from Zayas Caba´n et al. [54]
In our numerical experiments, it is always assumed that upon being triaged, all
patients move to join the treatment queue. Furthermore, the setting they consid-
ered included multiple, non-collaborative servers. We mapped this scenario to the
one we consider by multiplying the base service rates for each class by a factor of
N , the number of servers. That is, if there are N servers that can each serve class
k at rate µk (k = 1, 2) in their setting, we map this to our setting by considering
a system with a single server which can serve class k customers at a rate of Nµk.
Note that this is equivalent to considering a setting with N servers that can col-
laborate at an additive rate. We chose these multiplication factors such that the
service rates would be high enough to satisfy the traffic condition
λ
(
1
µ1
+
1
µ2
)
< 1
for each parameter set. Three parameter sets were chosen, and can be seen in
Table 2.6. For each parameter set, the abandonment rate β2 was varied from 0.15
to 0.8 in increments of 0.013.
Parameter Set λ µ1 µ2
1 4.2 17.14 9.24
2 9.0 25.71 13.86
3 13.8 42.85 23.10
Table 2.6: Parameter sets for the tandem queueing problem
All numerical experiments were performed using a truncated state space,
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X100 = {0, 1, ..., 100}2. The costs of the priority policies and the heuristic policies
are calculated by solving a sparse linear system, and optimal values are found by
solving a linear program. For each parameter set, three values of V , the quality of
service requirement, are chosen by the same method used in Section 2.5.7 to ensure
that each value of V tested is both feasible and non-trivial for every combination of
parameter set and abandonment rate. For each parameter set, quality of service,
and abandonment rate, a feasible heuristic policy is found in each class (horizontal,
vertical, total) that has class 1 cost within 0.0001 of V . In contrast, the priority
policy P2 is far from feasibility in every parameter set, as shown in Tables 2.7, 2.8,
and 2.9. With regards to performance, all three heuristic classes produce policies
with significantly lower optimality gaps than the priority policy, P1. In the first
parameter set, for low V , the optimality gap for P1 varies from [21.53%, 26.73%]
over the range of abandonment rates. For comparison, the worst and best heuristic
policies (across all heuristic classes and abandonment rates) yield optimality gaps
of 3.497% and 0.763%, respectively. For the medium and high values of V , the
optimality gap ranges for P1 are [52.24%, 62.09%] and [99.43%, 108.74%], respec-
tively, compared to [0.909%, 12.46%] and [0.343%, 21.20%] for the heuristic policies.
For the second parameter set, the optimality gaps for the heuristic policies (from
0.020% to 39.62%, both for the high value of V ) are far lower than those of P1
(from 69.29% for low V to 338.52% for high V ). This trend remains the same in
the third parameter set, where the optimality gaps of the heuristic policies ranges
from 0.265% (high V ) to 26.45% (high V ). These are much lower than those of
P1, which range from 39.09% ( for V ) to 296.24% (for high V ).
Over all parameter sets, the vertical class of policies generally performs the
best, and tends to perform better for larger abandonment rates and less restrictive
quality of service targets. In contrast, the horizontal class tends to perform rela-
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tively poorly, and generally sees an increase in optimality gap as the abandonment
rate rises. However, this trend seems to reverse slightly when V is large. The total
class of policies is the most variable: for some parameter sets its optimality gap
is increasing in the abandonment rate, and in others it is decreasing. A similar
pattern appears for the optimality gap with respect to the quality of service level.
The effect of the abandonment rate on heuristic policy performance also seems
to be affected by traffic intensity. The first parameter set has a traffic intensity
range of [0.66, 0.69] across the range of abandonment rates, and a class 1 offered
load of 0.245. This is much lighter than the traffic intensities ([0.96, 0.99] and
[0.90, 0.92]) and slightly lower than the class 1 offered loads (0.35 and 0.32) of the
latter two parameter sets. The optimality gap plots in Figures 2.6, 2.7, and 2.8
suggest that, when the traffic intensity is high, the effect of the abandonment rate
on heuristic policy optimality gap is magnified. In particular, the optimality gap
tends to decrease faster (or increase slower) in the abandonment rate for higher
traffic intensities.
V Priority 2 Feasibility Gap
0.5554 160.49%
0.7862 84.02%
1.0170 42.25%
Table 2.7: Parameter Set 1 Feasibility Gaps.
V Priority 2 Feasibility Gap
5.242 691.54%
9.945 317.20%
14.649 183.25%
Table 2.8: Parameter Set 2 Feasibility Gaps.
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.6: Parameter set 1 log optimality gap
V Priority 2 Feasibility Gap
1.986 302.26%
3.497 128.45%
5.008 59.52%
Table 2.9: Parameter Set 3 Feasibility Gaps.
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.7: Parameter set 2 log optimality gap
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(a) Low bound
(b) Medium bound
(c) High bound
Figure 2.8: Parameter set 3 log optimality gap
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2.7 Conclusion and Future Work
We considered two problems falling within the general class of constrained Markov
decision problems (CMDPs) with two costs and one constraint. We developed
a general framework to aid in exploiting and discovering structural properties of
such problems by establishing sufficient optimality conditions that lend themselves
to a general procedure. At the core of this procedure is the relationship between
the constrained problem and its Lagrangian dual problem, which allows us to
leverage structural results in related unconstrained problems to their constrained
counterparts.
The first problem considered server allocation in a two-class, parallel queueing
system, motivated in part by the patient flow in emergency departments. Some of
the last three authors’ work, make steps toward solving the problem for lower acuity
patients. We discuss the significant case of when there are either both low and high
acuity patients to consider, or even just high acuity patients with various levels of
injury. We model this system as a two-class queueing system, with the objective of
minimizing the expected long-run average holding cost of class 2 customers while
keeping that of class 1 customers under a given level, V . This is the most natural
way to describe the issue to medical service providers and happens to also be a
technically challenging problem arising in many other applications, including but
not limited to call centers and web chat support services.
Applying a theorem from Altman [3], we used the equivalent Lagrangian dual
problem to develop sufficient optimality conditions. In the case where class 2 pa-
tients have infinite patience, we leveraged the well-known cµ-rule, simplifying these
conditions to finding a stationary policy that satisfies the constraint at equality.
We then proved weak continuity results for the expected long-run average holding
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costs for both classes. Motivated by these results, we constructed classes of policies
with nice structural properties.
While the results outlined above are promising, there are still some aspects
of this problem to explore. It is still desirable to prove structural results for the
case with class 2 abandonments. However, literature suggests [20] that solving
this problem directly may be difficult. A more promising direction may be to con-
sider asymptotic optimality of highly-structured policies, following the approach
of Atar et al. [11]. Such a fluid approach may also be useful in approximating the
parameters of optimal randomized-threshold policies.
In addition to considering the fluid model approach, we could attempt to solve
our problem under a more general setting. Features which could make this prob-
lem both more interesting and, in certain cases (such as the ED setting), more
realistic are the addition of multiple customer classes, some of which are associ-
ated with an additional constraint. It would be of particular interest to develop
a set of optimality conditions and heuristics which generalizes those developed in
this chapter. Adding multiple servers with the ability to cooperate (in a non-linear
fashion) would more accurately describe the ED setting. Lastly, it would be inter-
esting to develop theoretical guarantees for heuristic policies, specifically for those
tested in our numerical experiments.
Our second application considered server allocation in a two-class, tandem
queueing system as studied by Zayas Caba´n et al. [54]. Much like the first
problem, this problem is also motivated by an emergency department setting,
this time dealing with lower-acuity patients who must be triaged before receiving
treatment. In the absence of abandonments, we leverage the structural properties
for the unconstrained problem to show the optimality of the same broad class of
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randomized-threshold policies as considered in the parallel setting. Three particu-
lar subclasses of randomized-threshold policies are considered as heuristic policies
for the case when abandonments are reintroduced, and these policies are shown to
perform well numerically. It is also noteworthy that this class of policies remains
optimal for the “flipped” problem in which the class 1 cost is to be minimized
while maintaining a constraint on the class 2 cost. This is not surprising in the
setting with parallel queues since the problem is symmetric. However, in the case
of tandem queues this is not the case since class 2 arrivals are determined by class
1 service completions. One interesting future direction would be to consider how
the performance of these policies changes, depending on which phase of service
patients can abandon from, and additionally which phase of service a constraint is
placed upon. Another interesting direction is to consider the constrained problem
for the similar system considered by Kaufman et al. [19], in which an additional
level of control is introduced via server capacity.
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CHAPTER 3
EXTENSION TO MULTIPLE CLASSES: PARALLEL QUEUES
3.1 Introduction
We consider the natural extension of the server allocation problem in the parallel
queueing system considered in Chapter 2. In particular, we study the case where
there are K parallel queues, each representing a class of customers, with a quality
of service constraint placed on a subset of higher priority classes. The purpose
for this is twofold. First, many service systems (e.g. emergency departments,
call centers) with multiple classes of customers have more than two classes. For
example, using the motivating emergency department example from Chapter 2,
patients are often divided into five “acuity levels” rather than simply being clas-
sified as “urgent” or “non-urgent”. While the latter classification can be justified,
stratifying the patient types further can lead to a more refined, better- perform-
ing scheduling policy. Second, a large part of the methodology used to tackle the
two-class problem presented in Chapter 2 relies on the optimality of the cµ-rule,
a result that holds for an arbitrary number of classes [16]. We focus our attention
on cases in which quality of service constraints are placed on individual classes of
customers (rather than groups of customers), as placing constraints on groups of
classes would complicate our analysis without providing much additional insight.
We also assume that there are a relatively small number of constrained classes,
since we place constraints on the “more important” customer classes. The rest of
the chapter is organized as follows. In Section 3.2, we model the parallel queue-
ing system and cover preliminaries for our analysis. Section 3.2 covers our main
results. First, we consider the simple case with K classes and a single constraint,
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proving the optimality of two broad classes of highly-structured policies. The first
class is a randomized version of the cµ-rule, while the second class is a general-
ization of the randomized-threshold policies introduced in Chapter 2. Using the
intuition developed from this case, we partially extend these results by proving
the optimality of a particular class of randomized-threshold policies for the more
general case of K classes and L constraints. Finally, Section 3.4 summarizes our
contributions.
3.2 System Dynamics and Model Formulation
Consider a single-server system that seesK classes of customers. Customers are dif-
ferentiated by their arrival rates, processing requirements, and (potentially) hold-
ing costs. More specifically, for k = 1, ..., K, class k customers arrive to the system
according to a Poisson process with rate λk, and can be processed by the server in
an Exponentially distributed amount of time, with rate µk. Each class k customer
in the system incurs a cost of hk per unit time. The holding costs can alterna-
tively be viewed as weights of importance among customer classes: a customer
class with a higher weight is more important. We consider multiple settings in
which some customer classes are of higher priority than others. For example, in an
emergency department, patients are often categorized by the severity of their ail-
ments, and typically an acuity level is assigned to each patient. Typically, higher
acuity patients are more urgent than lower acuity patients, and can be seen as
higher priority. When this is the case, it is often appropriate to place a constraint
the patients in each acuity level deemed severe enough to warrant a target quality
of service level. The goal is to devise a scheduling policy for the server to meet
these quality of service constraints, while keeping the cost incurred by the less
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urgent patients as low as possible. Here, the holding costs among the less urgent
patients allows flexibility in modelling the relative importance of the less urgent
patients, while maintaining that they are lower priority than the high-priority pa-
tients. Motivated by this setting, we consider a constrained version of a classic
stochastic scheduling problem: how do we allocate the server to customers to min-
imize the expected long-run average cost, subject to meeting quality of service
targets? We formulate this problem using the constrained Markov decision pro-
cess (CMDP) framework. The state space is X := ZK+ , where the kth component
(k ∈ [K] := {1, ..., k}) of a state x ∈ X represents the number of class k customers
in the system. For each state x, the action space is A(x) := {k ∈ [K] : xk > 0}:
the server may be allocated to work on any class that is present in the system.
In the special case that x = 0 ∈ RK , we set A(x) = {−1}, where −1 denotes a
“dummy” action to represent (forced) idling. Note that with this definition of the
action space A := ∪x∈XA(x), we restrict ourselves to non-idling policies. Letting
ek ∈ RK (k ∈ [K]) denote the vector with kth component equal to 1 and all other
components equal to 0, we describe the transition dynamics of the system by the
generator
G(y|x, a) =

λk y = x+ ek
µa y = x− 1{xa > 0}ea
−∑Kk=1 λk − µa1{xa > 0} y = x,
where 1{·} denotes the indicator function. For each class k, the (immediate) cost
function ck : X 7→ R+ is ck(x) = hkxk. The performance metric we consider is the
expected long-run average cost for each class. In this setting, we can restrict our
search for an optimal policy to the class of stationary policies [39]. A stationary
policy assigns actions based only on the current state of the system, regardless of
the point in time at which the decision is being made. More formally, a stationary
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λ1
Q1(t)h1 µ1
server...
λK
QK(t)hK µK
Figure 3.1: A K-class queueing system with a single server. Qk(t) denotes the
number of class k customers at time t.
policy σ is a collection of probability distributions (σx)x∈X, such that σx(A) denotes
the probability of choosing an action in the set A ⊆ A(x) in state x under policy σ.
We denote the class of stationary policies by ΠS. Every stationary policy σ induces
a Markov chain Xσ = {Xσ(t) : t ≥ 0} on the state space X. Hence, the expected
long-run average costs of each class under σ can be computed (for k ∈ [K])
Ck(σ) = lim sup
T→∞
E
[
1
T
∫ T
0
ck(X
σ(t))dt
]
.
To make our analysis easier and our problem well-defined, we impose a the traffic
condition ∑
k∈[K] λk
mink∈[K] µk
< 1. (T)
This condition, as shown in Proposition 3.2.1, ensures that every stationary policy
σ induces a positive-recurrent Markov chain Xσ, allowing for a more tractable cost
representation.
Proposition 3.2.1 Suppose that Assumption (T) holds. Then under any station-
ary policy σ, the Markov chain Xσ is positive-recurrent.
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Proof. We proceed by finding a Lyapunov function and applying Foster’s The-
orem. Let e ∈ RK denote the vector of all ones. Define the region (for B > 0)
XB := {x ∈ X : x ≤ Be} and the function f : X 7→ R+ returning the total number
of customers in the system in state x: f(x) = eTx. Fix a state x 6∈ XB and a
stationary policy σ ∈ ΠS. For ease of notation, let pa = σx({a}) denote the prob-
ability that action a ∈ A(x) is chosen in state x under policy σ. For additional
simplicity, we consider the equivalent discrete-time Markov chain to Xσ, X˜σ, via
uniformization (see Lippman [35] and Serfozo [43]) so that the one-step transitions
from state x under σ can be represented probabilistically by
P (y|x) =

λk y = x+ ek
pkµk y = x− 1{xk > 0}ek
1−∑k∈[K](λk + pkµk) y = x.
Let X˜σ(n) denote the state of the discrete-time Markov chain X˜σ at time-step n.
Conditioned on X˜σ(n) = x,
f(X˜σ(n+ 1))− f(X˜σ(n)) =

1
∑
k∈[K] λk
−1 ∑k∈[K] pkµk
0 otherwise.
Since x 6∈ XB, at least one customer class is non-empty. Let kˆ denote the non-empty
class with the lowest processing rate, µˆ. Since σ is non-idling,
∑
k∈[K] pkµk ≥ µˆ.
Thus,
E
[
f(X˜σ(n+ 1))− f(X˜σ(n))|X˜σ(n) = x
]
≤
∑
k∈[K]
λk − µˆ ≤
∑
k∈[K]
λk − min
k∈[K]
µ < 0,
where the last inequality follows by Assumption (T).
Proposition 3.2.1 implies that every stationary policy σ induces a positive-recurrent
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Markov chain Xσ with a unique stationary distribution piσ. Thus, we can rewrite
the expected long-run average costs under σ more compactly (for k ∈ [K]):
Ck(σ) =
∑
x∈X
ck(x)pi
σ(x). (3.1)
A second important consequence of Assumption (T) is that it implies that the ex-
pected long-run average costs for each class are bounded over the class of stationary
polices. This is summarized in the following proposition.
Proposition 3.2.2 Suppose that Assumption (T) holds. Then
sup
σ∈ΠS
∑
k∈[K]
Ck(σ) <∞,
and consequently there exists B > 0 such that
max
k∈[K]
sup
σ∈ΠS
hkCk(σ) ≤ B.
Proof. Let µˆ := mink∈[K]. Fix any stationary policy σ ∈ ΠS, and let Xσ de-
note the uniformized discrete-time Markov chain induced by σ. Let Xˆ denote
a discrete-time Markov chain defined on the same probability space (so that the
arrival processes coincide with that seen by Xσ) but with all processing times
exponentially distributed with rate µˆ. Note that this can be achieved by taking
the processing times of class k customers, Sk1 , S
k
2 , ... and adding an exponentially
distributed “slack” term. In particular, letting S1, S2, ... denote the (random) ser-
vice times of customers served in the process Xσ, and letting K1, K2, ... denote
their corresponding classes, define the service times of the customers served in the
process Xˆ to be
S˜i = max(Si, Ei),
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where E1, E2, ... is an independent sequence of random variables with Ei having
rate parameter µKi − µˆ, where we take a rate parameter of 0 as meaning that Ei
is deterministically 0. By properties of exponential random variables, S˜1, S˜2, ...
are exponentially distributed with rate µˆ. Since the two processes see the same
arrivals and since the service times of Xˆ are longer almost surely, it follows that
the expected long-run average total number of customers in system is at least as
large as that in Xσ. Noting that the process Xˆ behaves as an M/M/1 queueing
system with arrival rate
∑
k∈[K] λk and service rate µˆ, the traffic condition (T)
implies that there is a finite average number of customers in the system, ρ
1−ρ ,
where ρ =
∑
k∈[K] λk
µˆ
. Since this number does not depend on the (arbitrary) policy
σ, the result follows.
The boundedness of costs stated in Proposition 3.2.2 is the necessary and sufficient
ingredient in proving the cost continuity result found in Chapter 2. In particular,
by following this proof, class k (k ∈ [K]) costs are continuous with respect to
pointwise continuity of stationary policies, defined below.
Definition 3.2.3 Let (σn)
∞
n=0 be a sequence of stationary policies, and let σ be
any stationary policy. We say that σn → σ pointwise if, for every x ∈ X and
every A ⊆ A(x),
lim
n→∞
(σn)x(A) = σx(A).
The next theorem follows.
Theorem 3.2.4 Suppose that the sequence of stationary policies (σn)
∞
n=0 converges
pointwise to a stationary policy σ. Then
lim
n→∞
Ck(σn) = Ck(σ),
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for k ∈ [K].
An important class of stationary policies that play an instrumental role in our
analysis is the priority policies. Priority policies are stationary deterministic poli-
cies: in every state, exactly one action is chosen with probability one. Priority
policies are defined by permutations of the K classes. Suppose that the mapping
ϕ : [K] 7→ [K] is a permutation of [K]. Then, the priority policy Pϕ serves the
head-of-the-line customer of the highest priority as determined by the mapping
ϕ, where class ϕ(1) has the highest priority and class ϕ(K) has the lowest prior-
ity. We aim to find highly-structured optimal policies for the constrained server
allocation problem.
3.3 Main Results
In this section, we consider settings where some classes of customers are high-
priority, and hence have quality of service constraints. We first consider the sim-
plest case, with only one high-priority class (and one constraint), and show the
optimality of two broad structural classes that are easy to implement in practice.
This approach is then generalized for the case with L high-priority classes.
3.3.1 One Constraint
Consider the case where there is a single quality of service constraint. The goal is
to minimize the expected long-run average holding costs of the remaining classes
while satisfying this constraint. Without loss of generality, we assume that the
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first class is the high-priority class. We write our constrained problem, B1(V )
CV = min
σ∈ΠS
{
K∑
k=2
hkCk(σ) : C1(σ) ≤ V
}
. (B1(V ))
Here, B1(V ) denotes the constrained optimization problem, while CV denotes its
optimal objective value. Note that, as in Chapter 2, we have taken h1 = 1 without
loss of generality. Also observe that, while the constraint allows us to model the
differences in priority between the first class and classes 2, ..., K, the holding costs
h2, ..., hK allow us to model preferences among lower-priority customers. Through-
out the discussion on the one-constraint problem, assume without loss of generality
that
h2µ2 ≥ h3µ3 ≥ ... ≥ hKµK .
In our analysis, we need to place some assumptions on the quality of service target,
V , to ensure that the constrained problem, B1(V ), is interesting. In particular,
we need to make sure that V is restrictive enough so that the unconstrained-
optimal policy is infeasible, while not being so restrictive so that no feasible policy
exists. To address the former, note that an optimal policy for the unconstrained
problem can be obtained by the cµ-rule, and prioritizes classes 2, ..., K in order,
while prioritizing class 1 last. Let P2,3,...,K,1 denote this policy. To ensure that this
policy is infeasible for the B1(V ), we assume that
V < C1(P2,3,...,K,1).
To address the latter, note that any policy prioritizing class 1 achieves the minimum
possible class 1 cost of λ1
µ1−λ1 , the average number in the system for an M/M/1
queue with only class 1 customers. Along with the previous inequality, we have
the following assumption on the target service level:
V ∈
(
λ1
µ1 − λ1 , C1(P2,3,...,K,1)
)
. (RHS1)
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For the remainder of the discussion of the one-constraint problem, B1(V ), we refer
to any V satisfying Assumption (RHS1) as feasible and non-trivial. In order to find
structured optimal policies for B1(V ), we want to relate it to a collection of related
unconstrained problems. This is preferable since obtaining structural results for
unconstrained problems allows us to appeal to a large literature on the topic. The
following theorem from Altman [3] helps in this direction, and is applicable to our
setting via conditions that can be verified in Appendix A.
Theorem 3.3.1 (adapted from Thereom 12.7 in Altman)
1. The optimal value CV of the problem B1(V ) can be computed,
CV = inf
σ
sup
γ≥0
{
K∑
k=2
hkCk(σ) + γ(C1(σ)− V )
}
. (a)
2. A policy σ∗ is optimal for B1(V ) if and only if
CV = sup
γ≥0
{
K∑
k=2
hkCk(σ
∗) + γ(C1(σ∗)− V )
}
That is to say, σ∗ attains the infimum in (a).
3. Suppose ΠD is the set of all stationary, deterministic policies. For any class
of policies Π such that ΠD ⊆ Π,
CV = sup
γ≥0
min
σ∈Π
{
K∑
k=2
hkCk(σ) + γ(C1(σ)− V )
}
,
where we can take Π = ΠS, the set of all stationary policies.
The first statement of Theorem 3.3.1 states an equivalence between B1(V ) and its
Lagrangian. Statement 2 provides an optimality condition, and Statement 3 relates
79
this optimality condition to a related problem, the Lagrangian Dual, LD1(V ) below
sup
γ≥0
min
σ∈ΠS
{
K∑
k=2
hkCk(σ) + γ(C1(σ)− V )
}
, (LD1(V ))
which can be rewritten
sup
γ≥0
{
min
σ∈ΠS
{
γC1(σ) +
K∑
k=2
hkCk(σ)
}
− γV
}
. (3.2)
Note that the minimization in (3.2) is an unconstrained MDP with class 1 holding
cost h1 = γ and class k holding costs hk for k = 2, ..., K, which can be solved via
the well-known cµ-rule [16]: order the customer classes by the values of hkµk from
greatest to least, and prioritize service according to that order. We can develop
general sufficient optimality conditions for B1(V ) easier to use than the one stated
in Statement 2 of Theorem 3.3.1, and then further simplify these conditions by
using the cµ-rule. First, define the function
g(γ) := min
σ∈ΠS
{
γC1(σ) +
K∑
k=2
hkCk(σ)
}
− γV, (3.3)
the function inside the supremum in (3.2), and
Oγ := argminσ∈ΠS
{
γC1(σ) +
K∑
k=2
hkCk(σ)
}
, (3.4)
the set of optimal stationary policies for the K-class server allocation problem
with class 1 holding cost h1 = γ. This problem is referred to as the Lagrangian
relaxation at γ, LR1(γ),
min
σ∈ΠS
{
γC1(σ) +
K∑
k=2
hkCk(σ)
}
. (LR1(γ))
The following properties of the function g prove to be useful in developing sufficient
optimality conditions. The proof is analogous to that used in Chapter 2, and is
hence omitted.
Proposition 3.3.2 The following hold for all γ ∈ R
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1. g(γ) is concave in γ.
2. For any σγ ∈ Oγ, V − C1(σγ) ∈ ∂(−g)(γ), where ∂f is the subdifferential
(set of all subgradients) of the function f .
3. If γ < γˆ, and σγ ∈ Oγ and σγˆ ∈ Oγˆ, then C1(σγ) ≥ C1(σγˆ).
In the same manner as shown in Chapter 2, Proposition 3.3.2 allows us to develop
the sufficient optimality conditions for B1(V ), summarized in Proposition 3.3.3.
Proposition 3.3.3 (Sufficient optimality conditions) Suppose that (σ∗, γ∗) ∈
ΠS × R+ satisfies
σ∗ ∈ Oγ∗ (3.5)
C1(σ
∗) = V. (3.6)
The policy σ∗ is optimal for B1(V ).
We aim to simplify these optimality conditions by leveraging the cµ-rule. In par-
ticular, we aim to eliminate Condition (3.5), allowing us to simply find a binding
policy. Recall that h2µ2 ≥ h3µ3 ≥ ... ≥ hKµK . Let ϕk be the permutation of
1, ..., K with 2, ..., K in order and 1 in the kth position. Using the cµ-rule, we can
partition the space of multipliers γ ∈ R+ into regions in which each priority policy
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Pϕk is optimal. In fact, this partition can be stated explicitly:
Pϕ1 optimal if γ ≥ h2µ2µ1
Pϕ2 optimal if γ ∈
[
h3µ3
µ1
, h2µ2
µ1
]
...
Pϕk optimal if γ ∈
[
hk+1µk+1
µ1
, hkµk
µ1
]
...
PϕK optimal if γ ∈
[
0, hKµK
µ1
]
.
By Assumption (RHS1), V ∈ (C1(Pϕ1), C1(PϕK )) and by Statement 3 of Proposi-
tion 3.3.2, C1(ϕk) is non-decreasing in k ∈ [K]. Thus, there exists ` ∈ {2, ..., K}
such that
C1(Pϕ`−1) < V ≤ C1(Pϕ`), (3.7)
For notational simplicity, let Rk denote the interval of R+ in which Pϕk is optimal,
for k ∈ [K]. Furthermore, let ak and bk denote the endpoints of Rk, so that
Rk = [ak, bk], where we take b1 =∞ and aK = 0. Note that
ak−1 = bk =
hkµk
µ1
, k = 2, ..., K.
Hence
Pϕ`−1 ∈ Oγ, γ ∈ [a`−1, b`−1]
Pϕ` ∈ Oγ, γ ∈ [a`, b`] = [a`, a`−1].
Thus, by the cµ-rule, both Pϕ`−1 and Pϕ` are optimal for LR1(γ) at γ = a`−1.
Additionally, since ` ≤ K − 1, we know that a`−1 = h`µ`µ1 . Note that these two
priority policies only choose different actions when in states x where xk = 0 for
k = 2, ..., `− 1 and both x1, x` > 0. Denote this set of states by X`. By definition
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of ϕ`−1, ϕ`, this means that, for states x ∈ X`, Pϕ`−1 serves class 1 and Pϕ` instead
serves class `. Consider the following class of one-randomized cµ-rule policies,
Πcµ1 = {σp : p ∈ [0, 1]}, where for p ∈ [0, 1], the policy σp randomizes between
Pϕ`−1 and Pϕ` with probability p. That is, each time a state x is encountered,
σp selects with probability p the action chosen by Pϕ`−1 in state x, and otherwise
selects the action chosen by Pϕ` . Observe that σ1 coincides with Pϕ`−1 and σ0
coincides with Pϕ` . Hence
C1(σ1) < V ≤ C1(σ0).
Also note that σp → σ0 pointwise as p → 0. By Theorem 3.2.4, this implies
the function C1(σp) is continuous in p on the domain [0, 1]. Putting these two
observations together, the intermediate value theorem implies the existence of some
p∗ ∈ (0, 1] such that C1(σp∗) = V . That is, we can find a one-randomized cµ-
rule policy satisfying the optimality condition 3.6. If this policy is optimal for
the LR1(γ) at γ = a`−1 =
h`µ`
µ1
, then it is optimal for the constrained problem
B1(V ) by way of Proposition 3.3.3. Intuitively, it is reasonable that σp∗ should be
optimal for this problem: it is a randomization of two optimal policies. In order
to show this claim rigorously, and to also open the door to different structures of
optimal policies for B1(V ), we adopt the approach taken in Chapter 2, looking
at the average-cost optimality equations (ACOE) for the Lagrangian relaxation at
γ = a`−1. Recall that both Pϕ`−1 and Pϕ` are optimal. Since these two policies
choose the same action for states x 6∈ X`, it suffices to only look at the ACOE for
states x ∈ X`. Let J denote the optimal cost of LR1(γ) at γ = a`−1, and let h
denote the (unique) relative value function with h(z) = 0 for z = 0 ∈ RK . Since
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Pϕ`−1 is optimal and serves class 1, we have
J + h(x) = γc1(x) +
K∑
k=2
c2(x) +
∑
k∈[K]
λk(h(x+ ek)− h(x))
+ µ1(h(x− e1)− h(x)) + h(x). (3.8)
Similarly, since Pϕ` is optimal, and serves class `, we have
J + h(x) = γc1(x) +
K∑
k=2
c2(x) +
∑
k∈[K]
λk(h(x+ ek)− h(x))
+ µ`(h(x− e`)− h(x)) + h(x). (3.9)
Thus, for any p ∈ [0, 1], we can take a convex combination of equations (3.8) and
(3.9) to get
J + h(x) = ph(x) + (1− p)h(x)
= γc1(x) +
K∑
k=2
c2(x) +
∑
k∈[K]
λk(h(x+ ek)− h(x))
+ pµ1(h(x− e1)− h(x)) + (1− p)µ`(h(x− e`)− h(x)) + h(x)
= γc1(x) +
K∑
k=2
c2(x) +
∑
k∈[K]
λk(h(x+ ek)− h(x))
+ min
p∈[0,1]
{(pµ1(h(x− e1)− h(x)) + (1− p)µ`(h(x− e`)− h(x)) + h(x))} ,
where the last equality follows since the choice of p ∈ [0, 1] was arbitrary. This last
equality is exactly the ACOE for LR1(γ) with augmented action space
A˜(x) =

{(Pϕ`)x} x 6∈ X`
[0, 1] x ∈ X`,
where (with some abuse of notation) (Pϕ`)x denotes the (deterministic) action
chosen by Pϕ` in state x, and the action space [0, 1] for states x ∈ X` represents
the probability of serving class 1 in state x, and one minus the probability of
serving class ` in state x.
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Remark 3.3.4 Since all choices of p satisfy the ACOE for every state, it follows
by way of Theorem 7.2.3 and Corollary 7.5.10 of Sennott [42] that any stationary
policy coinciding with Pϕ`−1 and Pϕ` in states outside of X` and picking in any
fashion between serving class 1 and class ` in states in X` is optimal for LR1(γ)
at γ = a`−1.
By Remark 3.3.4, σp∗ satisfies optimality Condition (3.5). Since it is also is binding
(and hence satisifies (3.6)), it is optimal for B1(V ). The results obtained for the
optimality of the one-randomized cµ-rule policies is summarized in Theorem 3.3.5.
Theorem 3.3.5 For the constrained problem, B1(V ), there exists an optimal one-
randomized cµ-rule policy. In particular, let ` ∈ [2, K] satisfy (3.7)
C1(Pϕ`−1) < V ≤ C1(Pϕ`).
Then there exists w˜ ∈ [0, 1] such that the policy σw˜ randomizing between Pϕ`−1
(with probability w) and Pϕ` (with probability 1− w) is optimal for B1(V ).
Another interesting class of policies to consider for solving B1(V ) is a generalization
of the randomized-threshold policies found in Chapter 2.
Definition 3.3.6 A sequence of sets G = (Gn)
∞
n=0 is called suitable if G0 = ∅ and
Gn ↑ R2++, where R2++ denotes the set of strictly positive two-dimensional vectors.
Denote the class of suitable sequences of sets by G.
Definition 3.3.7 Let ` satisfy (3.7), and let G = (Gn)
∞
n=0 be a suitable sequence
of sets. The class of randomized-threshold policies with respect to G is
ΠG := {σGn,p : n ∈ Z+, p ∈ [0, 1]},
85
where, for n ∈ Z+, p ∈ [0, 1], the non-idling stationary policy σGn,p is defined to
choose the same action as the priority policies Pϕ`−1 and Pϕ`, except in states
x ∈ X`, in which
(σGn,p)x({1}) = 1− (σGn,p)x({`}) =

1 (x1, x`) 6∈ Gn+1
p (x1, x`) ∈ Gn+1 \Gn
0 (x1, x`) ∈ Gn.
Furthermore, the class of randomized-threshold policies is defined as
ΠRT :=
⋃
G∈G
ΠG.
Note that, by Remark 3.3.4, every σ ∈ ΠRT is optimal for LR1(γ) at γ = a`−1.
Thus, if a randomized-threshold policy is binding, then it is optimal for B1(V ).
Similar to Chapter 2, we show that for any suitable sequence of sets G = (Gn)
∞
n=0,
we can find a binding policy σn˜,p˜ ∈ ΠG. Fix such a sequence G. Note that, for
any p ∈ [0, 1], the policy σG0,p is equivalent to the priority policy Pϕ`−1 . Note that,
for any p ∈ [0, 1], σGn,p → Pϕ` pointwise as n → ∞. As in Chapter 2, we can use
Theorem 3.2.4 to find n∗ ∈ Z+ such that
C1(σ
G
n∗,1) < V ≤ C1(σGn∗+1,1).
By definition, for every n ∈ Z+, the policies σGn,0 and σGn+1,1 are equivalent. Hence,
C1(σ
G
n∗,1) < V ≤ C1(σGn∗,0).
Noting that, for every n ∈ Z+, σGn,p → σGn,0 as p ↓ 0, applying Theorem 3.2.4 and
the intermediate value theorem yields there exists p∗ ∈ [0, 1) such that
C1(σ
G
n∗,p∗) = V,
and hence σGn∗,p∗ is optimal for B1(V ). The result is summarized in Theorem 3.3.8.
86
Theorem 3.3.8 For any suitable sequence of sets G = (Gn)
∞
n=0, there exists n
∗ ∈
Z+, p∗ ∈ [0, 1) such that the randomized-threshold policy σGn∗,p∗ ∈ ΠG is optimal for
B1(V ).
The procedure for finding such a randomized-threshold policy is outlined below.
1. Choose a suitable sequence of sets G = (Gn)
∞
n=0.
2. Initialize n = 0, p = 1. Increase n until C1(σ
G
n,1) < V ≤ C1(σGn+1,1), or
equivalently
C1(σ
G
n,1) < V ≤ C1(σn,0).
3. Find p so that C1(σ
G
n,p) = V .
3.3.2 L Constraints
We aim to extend the results of Section 3.3.1 to the case where there are multiple
high-priority classes, each with its own quality of service target. In particular,
we consider the case where there are L high-priority classes. We assume without
loss of generality that the first L classes are of higher priority, and denote the
target quality of service levels by V = (V1, ..., VL)
T . We also assume without loss
of generality that the classes L+ 1, ..., K are ordered so that
hL+1µL+1 ≥ ... ≥ hKµK .
The constrained optimization problem we consider is BL(V )
CV = min
σ∈ΠS
{
K∑
k=L+1
hkCk(σ) : C(σ) ≤ V
}
, (BL(V ))
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where C(σ) = (C1(σ), ..., CL(σ))
T for a stationary policy σ. We let CV denote the
optimal value of BL(V ). In what follows, let S1 = [L] (the constrained set) and
S2 = [K] \ S1 (the unconstrained set) for notational convenience.
Much of our analysis for this setting depends on the workload process induced by
a stationary policy. The results we state regarding this process and its relation to
the long-run average number in system can be easily verified as in Shanthikumar
and Yao [44]. Fix a stationary policy σ ∈ ΠS and let Xσ = {Xσ(t) : t ≥ 0} denote
its induced Markov chain. Consider the workload process W σ = {W σ(t) : t ≥ 0},
where W σk (t) denotes the amount of class k work in the system at time t under
policy σ. In particular,
W σk (t) =
Xσk (t)∑
i=1
UkDσk (t)+i,
where, for k = 1, ..., K, (Ukn)
∞
n=1 is an i.i.d. sequence of exponential random vari-
ables with rate µk and D
σ
k (t) denotes the number of class k departures by time
t under policy σ. Note that by the memoryless property, the remaining service
requirement at time t, UkDσk (t)+2
, for the class k customer at the head of the line
is still exponentially distributed with rate µk. Also note that for all t ≥ 0 and
for every class k, the service times UkDσk (t)+2
, ..., UkDσk (t)+Xσk (t)
are independent of the
number of class k customers in system, Xσk (t). By Wald’s identity,
E[W σk (t)] = E
Xσk (t)∑
i=1
UkDσk (t)+i

= E
[
UDσk (t)+1
]
+ E
Xσk (t)∑
i=2
UkDσk (t)+i

=
1
µk
+
E[Xσk (t)− 1]
µk
=
E[Xσk (t)]
µk
.
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Furthermore, by the traffic assumption T, the steady-state random vector Xσ(∞)
exists almost surely as t→∞. As a result, the steady-state workload W σ(∞) also
exists and satisfies, for every class k,
Ck(σ) = E[Xσk (∞)] = µk E[W σk (∞)] =: W¯k(σ).
Furthermore, the average workload vector W¯ (σ) satisfies a conservation law. For
a set of classes S, let Π(S) denote the set of policies that is non-idling with respect
to S: the server always works on a class in S unless there are none in the system.
We have, for every S ⊆ [K],∑
k∈S
W¯k(σ) = w(S), σ ∈ Π(S). (3.10)
Here w(S) denotes the (constant) expected total workload induced by any policy
in Π(S). For notational convenience, in the analysis that follows, we use Π(S)
to refer to stationary policies that are non-idling with respect to S, since we are
primarily interested in stationary policies. We can use Statement (3.10) to impose
the following restrictions on the service target vector, V .
w(U1) <
∑
k∈U1
Vk
µk
< w(U1 ∪ U)− w(U), U1 ⊆ S1, U ⊆ [K] \ U1. (RHS)
Intuitively, the lower bounds of Assumption RHS state that the service targets
must be attainable: w(U1) is the minimum achievable expected workload over
classes in U1 by any policy. On the other hand, the upper bounds ensure that the
service targets are restrictive enough so that any subset of unconstrained classes
cannot be prioritized over any subset of constrained classes: Among policies that
are non-idling in U1 ∪ U , w(U1 ∪ U)− w(U) is the expected workload over classes
in U1 achieved by prioritizing classes in U over those in U1. To see this, take any
such policy, σ. Since σ is non-idling in U1 ∪ U ,∑
k∈U1∪U
Ck(σ)
µk
= w(U1 ∪ U).
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Since σ also prioritizes classes in U over those in U1, it must also be non-idling
with respect to classes in U . That is,
∑
k∈U
Ck(σ)
µk
= w(U).
Thus,
∑
k∈U1
Ck(σ)
µk
=
∑
k∈U1∪U
Ck(σ)
µk
−
∑
k∈U
Ck(σ)
µk
= w(U1 ∪ U)− w(U).
We again seek structural properties of BL(V ) by applying Theorem 3.3.1 and
looking at the Lagrangian dual
CV = sup
γ∈RL+
min
σ∈ΠS
{
K∑
k∈S2
hkCk(σ) + γ
T (C(σ)− V )
}
, (LDL(V ))
which can be rewritten
sup
γ∈RL+
{
min
σ∈ΠS
{∑
k∈S1
γkCk(σ) +
∑
k∈S2
hkCk(σ)
}
− γTV
}
. (3.11)
Note that the minimization in (3.11) is the unconstrained server allocation problem
with holding costs γk for k ∈ S1 and hk for k ∈ S2.
min
σ∈ΠS
{∑
k∈S1
γkCk(σ) +
∑
k∈S2
hkCk(σ)
}
. (LRL(γ))
Hence for any γ ∈ RL+, an optimal policy for LRL(γ) can be found via the cµ-rule.
Denote the set of all optimal stationary policies for LRL(γ) by Oγ. Similar to
Section 3.3.1, define the function g : RL+ 7→ R
g(γ) := min
σ∈ΠS
{∑
k∈S1
γkCk(σ) +
∑
k∈S2
hkCk(σ)
}
− γTV. (3.12)
The properties of g as stated in Proposition 3.3.2 extend to the general setting,
displayed in Proposition 3.3.9. The proof is analogous, and is omitted for brevity.
Proposition 3.3.9 The following hold for all γ ∈ RL+
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1. g(γ) is concave in γ.
2. For any σγ ∈ Oγ, V −C(σγ) ∈ ∂(−g)(γ), where ∂f is the subdifferential (set
of all subgradients) of the function f .
3. Let k ∈ [K], γ ∈ RL+ and γˆ(k) = γ+δek for δ > 0. If σ∗ ∈ Oγ and σˆ∗ ∈ Oγˆ(k),
then Ck(σ
∗) ≥ Ck(σˆ∗). Here ek ∈ RL denotes the vector of all zeros with 1
in the kth component.
Recall BL(V ) and LDL(V ) have the same optimal value. By Assumption RHS,
BL(V ) is non-trivial: any optimal priority policy found via the cµ-rule for the
problem without constraints is infeasible. Thus, the optimal value CV must be
strictly larger than that of the unconstrained problem. Since this value is equal
to g(0), by definition, the supremum of g is not attained at γ = 0. Suppose now
BL(V ) is infeasible, then CV = ∞. By the concavity of g, we have that every
subgradient in ∂(−g)(γ) is negative for every γ ∈ RL+ and the supremum in (3.11)
is not attained. Thus, if BL(V ) is feasible, then there exists γ
∗ ∈ RL+ so that
0 ∈ ∂(−g)(γ∗). Note that this is equivalent to the sufficient optimality conditions
in Proposition 3.3.10 below.
Proposition 3.3.10 (Sufficient optimality conditions) Suppose that (σ∗, γ∗) ∈
ΠS × R+ satisfies
σ∗ ∈ Oγ∗ (3.13)
C(σ∗) = V. (3.14)
The policy σ∗ is optimal for BL(V ).
Observe that, by the previous discussion, the γ∗ in Proposition 3.3.10 is the one
attaining the supremum in g. We can use the cµ-rule to find the value of γ∗, given
that BL(V ) is feasible. This allows us to simplify the optimality conditions.
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Proposition 3.3.11 Under Assumption RHS, if BL(V ) is feasible, then the supre-
mum in (3.11) is attained by γ∗ ∈ RL+ satisfying
γ∗1µ1 = ... = γ
∗
LµL = hL+1µL+1.
Proof. Note that, since BL(V ) is feasible, CV < ∞ by Theorem 3.3.1 from
Altman, and thus the supremum of g is attained by some γ∗. First we show
that γ∗kµk ≥ hL+1µL+1 for all k ∈ S1. If not, then there exists some k¯ ∈ S1
with γ ∗¯
k
µk¯ < hL+1µL+1. Let S¯ ⊆ S1 denote the set of classes with the lowest cµ
index. For notational convenience, enumerate these classes by S¯ = {k1, ..., k|S¯|}.
By the cµ-rule, there exists an optimal policy σ∗ that prioritizes classes in some
set U 3 L+ 1 over all those in S¯, and prioritizes classes in S¯ in the order k1, ..., kS¯.
Thus,
Ck1(σ
∗)
µk1
= w(U ∪ {k1})− w(U) > Vk1
µk1
...
Ckj(σ
∗)
µkj
= w(U ∪ {k1, ..., kj})− w(U ∪ {k1, ..., kj−1) >
Vkj
µkj
...
Ck|S¯|(σ
∗)
µk|S¯|
= w(U ∪ S¯)− w(U ∪ {k1, ..., k|S¯|−1}) >
V|S¯|
µ|S¯|
.
Hence Ck(σ
∗)− Vk > 0 for all k ∈ S¯. For sufficiently small δ > 0, we can take
γ′k =

γ∗k +
δ
µk
k ∈ S¯
γ∗k k 6∈ S¯.
Notice that σ∗ ∈ Oγ′ since the ordering of the new cµ indices is unchanged. Thus
g(γ′)− g(γ∗) = δ
∑
k∈S¯
Ck(σ
∗)− Vk
µk
> 0,
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contradicting that γ∗ attains the supremum in g. We can then proceed forward
assuming that γ∗kµk ≥ hL+1µL+1 for all k ∈ S1. Now suppose that there exists
kˆ ∈ S1 so that γ∗kˆµkˆ > hL+1µL+1. Let Sˆ ⊆ S1 denote the set of classes in S1 with
the highest cµ index. By the cµ-rule, there exists an optimal policy σ∗ that is
non-idling with respect to classes in Sˆ. Thus,
∑
k∈Sˆ
Ck(σ
∗)
µk
= w(Sˆ) <
∑
k∈Sˆ
Vk
µk
.
For sufficiently small δ > 0, we can construct γ′ such that
γ′k =

γ∗k − δµk k ∈ Sˆ
γ∗k k 6∈ Sˆ.
Notice that σ∗ ∈ Oγ′ . Thus
g(γ′)− g(γ) = −δ
∑
k∈S¯
Ck(σ
∗)− Vk
µk
> 0,
again contradicting that γ∗ attains the supremum in g. This completes the proof.
Note that we can use Proposition 3.3.11 along with the cµ-rule to find optimal
priority policies for LRL(γ) at γ = γ
∗. Also observe that, if an oracle could
provide ∂(−g)(γ∗) for this γ∗, then the feasibility of BL(V ) could be determined:
if 0 ∈ ∂(−g)(γ∗), then BL(V ) is feasible, otherwise it is infeasible. In fact, our main
result implies that Assumption RHS results in a feasible problem: by constructing
a binding policy that is optimal for LRL(γ) at γ = γ
∗, we have shown that 0 ∈
∂(−g)(γ∗).
In order to more easily construct such optimal policies, we find a subset of Oγ∗
in which finding a binding policy is simple. In particular, Oγ∗ contains policies
that treats the constrained classes, S1, and the highest weighted unconstrained
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class, L + 1, as a single class with higher holding cost than classes L + 2, ..., K,
and serves according to the cµ-rule. That is, any such policy can serve classes
1, ..., L + 1 arbitrarily, so long as they are prioritized over classes L + 2, ..., K,
which must be prioritized in order. To see this, consider any state x in which there
are two non-empty classes in [L+ 1]. Without loss of generality, assume that these
are classes 1 and 2. Let h(·), J denote the unique pair of relative value function
and objective value for the ACOE of LRL(γ) at γ = γ
∗ satisfying h(z) = 0 for
z = 0 ∈ RK . By the cµ-rule, there is an optimal policy that serves class 1 in state
x, and one that serves 2. Thus, we can apply the same argument using equations
(3.8) and (3.9) as in Section 3.3.1 to get that choosing arbitrarily among the two
classes is optimal. In fact, this generalizes for any finite number of classes.
This enables us to extend the results of Section 3.3.1 by constructing optimal poli-
cies for LRL(γ) at γ
∗ that satisfy (3.14). Extending the optimality of the class
of randomized-threshold policies as defined in Section 3.3.1 in full generality is
difficult. We conjecture that this class of policies does not need to contain an op-
timal policy for BL(V ). The problem lies in the need to meet multiple constraints:
tweaking threshold parameters to meet a particular constraint at equality may
change the cost of another class, causing it to no longer be binding. However, we
are able to propose a particular class of randomized-threshold policies that we show
does contain an optimal policy for BL(V ), if feasible. The intuition is to create a
class of policies for which the threshold parameters can be tuned sequentially: each
constraint has a set of parameters that must be tweaked to meet the constraint at
equality, without affecting previously set constraints.
We define a generalization of the class of threshold policies as follows. Let n =
(nL+1, ..., n2)
T ∈ ZL+ and p = (pL+1, ..., p2)T ∈ [0, 1]L. Define the policy σn,p ∈ ΠS
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that serves according to Algorithm 1. Define the class of randomized-threshold
Algorithm 1 chooseAction
procedure chooseAction(x, n, p)
served ← No
U ← {1, ..., L+ 1}
for k = L+ 1, L, ..., 2 do
U ← U \ {k}
Cond1 ← xk > nk
Cond2 ← xk = nk and U(0, 1) ≤ pk
Cond3 ←∑i∈U xi = 0
if Cond1 or Cond2 or Cond3 then
Served ← Yes
Serve class k
if served = No then
Serve classes L+ 1, ..., K according to cµ-rule.
policies ΠRT to be the set of all policies σn,p across all vectors n and p. Note that
every σ ∈ ΠRT is non-idling: ΠRT ⊆ Π([K]). Even further, we observe that these
policies are all non-idling with respect to the constrained classes and the highest
weighted unconstrained class: ΠRT ⊆ Π([L+ 1]). The most important property of
this class of policies is summarized in Lemma 3.3.12. This property allows us to
find a binding policy sequentially.
Lemma 3.3.12 Let σn,p denote the policy choosing which class to serve in state
x according to Algorithm 1 for n ∈ ZL+, p ∈ [0, 1]L. For any k = L+ 1, L, ..., 2, the
costs CL+1(σn,p), ..., Ck+1(σn,p) do not depend on the parameters nk, pk, ..., n2, p2.
Proof. We use a sample path argument. Pick any k ∈ {L + 1, ..., 2}. Define n˜
and p˜ so that
n˜L+1 = nL+1, p˜L+1 = pL+1, ..., n˜k+1 = nk+1, p˜k+1 = pk+1, (3.15)
and so that there exists some i ∈ {k, ..., 2} so that either n˜i 6= ni or p˜i 6= pi.
Define the policies σn,p and σn˜,p˜ accordingly, and for notational convenience refer
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to them by σ and σ˜, respectively. Define two Markov chains induced by σ and
σ˜ on the same probability space so that they see the same arrival times, service
times, and initial state. Call these Markov chains X = {X(t) : t ≥ 0} and
X˜ = {X˜(t) : t ≥ 0}, respectively. Suppose that, at some point in time, the two
processes are in states that differ in at least one of the components L+ 1, ..., k+ 1.
Then there must be some time τ0 at which, for the first time, one of σ, σ˜ serves
some class j ∈ {L+1, ..., k+1} while the other does not. Without loss of generality,
assume that it is σ that serves j and σ˜ does not. By definition of τ0,
Xi(τ0) = X˜i(τ0), i = L+ 1, ..., k + 1. (3.16)
Since the two processes are in the same state at time t = τ0 and have the same
threshold conditions for classes L+ 1, ...k+ 1 by (3.15), class j can only be served
in process X if the classes in U = {j − 1, ..., 1} are all empty. That is,
∑
i∈U
Xi(τ0) = 0. (3.17)
Additionally, since j is not served in process X˜, we have
∑
i∈U
X˜i(τ0) > 0. (3.18)
By definition of τ0 and the fact that σ, σ˜ are non-idling with respect to classes in
{L + 1, ..., 1}, both processes have spend the same amount of work up to time τ0
on the classes j − 1, ..., 1. However, by (3.17) and (3.18),
0 =
L+1∑
i=k
Xi(τ0) <
L+1∑
i=k
X˜i(τ0), (3.19)
which is a contradiction, since it implies that process X has spent more time
working on classes j − 1, ..., 1 than process X˜ has.
With Lemma 3.3.12, we can propose the following procedure to find a binding,
and hence optimal, randomized-threshold policy. In order for this procedure to
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be well-defined, we introduce the following (artificial) target cost for class L + 1,
C∗L+1, satisfying
C∗L+1
µL+1
= w({1, ..., L+ 1})−
L∑
i=1
Vi
µi
,
representing the class L + 1 cost achieved by any policy that meets all of the
constraints at equality and is also non-idling with respect to classes 1, ..., L+1. Note
that, by construction, every randomized-threshold policy fits this description. As a
consequence, observe that any randomized-threshold policy meeting the constraints
for classes 2, ..., L at equality while also meeting the artificial class L + 1 target
at equality also satisfies the class 1 constraint at equality. We use this fact to
validate the correctness of Algorithm 2 in Theorem 3.3.15. Finding the parameters
Algorithm 2 findBindingPolicy
procedure findBindingPolicy(V )
n← 0 ∈ ZL+
p← 0 ∈ [0, 1]L
Find nL+1, pL+1 so that CL+1(σn,p) = C
∗
L+1
for k = L, ..., 2 do
Find nk, pk so that Ck(σn,p) = Vk
return σn,p
nk and pk as specified in Algorithm 2 can be done similarly as described in Section
3.3.1. Before proving Theorem 3.3.15, we need to define the concept of conditional
prioritization, defined below, and its consequences, stated in Lemma 3.3.14.
Definition 3.3.13 Given U ⊆ S and k ∈ S \ U , a policy σ ∈ ΠS is said to con-
ditionally prioritize U over k if it prioritizes U over k conditioned on serving
a class in U ∪ {k}.
Lemma 3.3.14 For U ⊆ S and k ∈ S \ U , let σ ∈ ΠS be any policy prioritizing
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U over k, and let σ˜ conditionally prioritize U over k. Then
Ck(σ) ≤ Ck(σ˜).
Proof. It suffices to show that W¯k(σ) ≤ W¯k(σ˜). We prove this via a sample-
path argument. Consider the two workload processes, W = {W (t) : t ≥ 0} and
W˜ = {W˜ (t) : t ≥ 0}, induced by the respective policies and defined on the same
probability space so that arrival times, service requirements, and initial states
coincide. Since σ is non-idling with respect to classes in U , we have on every
sample path: ∑
i∈U
Wi(t) ≤
∑
i∈U
W˜i(t), t ≥ 0.
Thus, if σ˜ serves class k at time t, then
∑
i∈U W˜i(t) = 0, and so
∑
i∈U Wi(t) = 0.
Hence, the only way that W˜ sees a class k customer service at time t while W does
not see one is if Wk(t) = 0. Thus, every class k customer finishes service sooner in
process W than in process W˜ . This implies
Wk(t) ≤ W˜k(t), t ≥ 0,
completing the proof.
Lemma 3.3.14 is instrumental in showing that each iteration results in a new
constraint being met at equality. In particular, it allows us to show that, at the
start of the kth iteration (for k = L, ..., 2), Ck(σn,p) < Vk, and as we increase
nk →∞, Ck(σn,p) approaches a value greater than Vk.
Theorem 3.3.15 Algorithm 2 returns an optimal policy for BL(V ).
Proof. Recall that for any value of n, p, σn,p is non-idling with respect to classes
1, ..., L+ 1. It suffices to show that, for each iteration k = L+ 1, ..., 2 of Algorithm
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2, we can find nk, pk so that Ck(σn,p) meets its target. Note that if we are able
to do so, then Lemma 3.3.12 implies that a binding (and hence optimal) policy is
returned. Also note that by Theorem 3.2.4 and the intermediate value theorem, it
suffices to show that, for each iteration k = L + 1, L, ..., 2, the class k cost at the
start of the iteration is below its target, and converges to a value above its target
as nk → ∞. Take k = L + 1 as our base case. Note that, at the start of this
iteration, n = p = 0 ∈ RL: all parameters are set to zero. Thus, σn,p is a policy
that prioritizes class L+ 1 over all other classes, and thus
CL+1(σn,p)
µL+1
= w({L+ 1}). (3.20)
Furthermore, note that, as nL+1 → ∞ as all other parameters stay constant, σn,p
converges pointwise to a policy that prioritizes classes 1, ..., L over class L + 1.
Since this limiting policy is also non-idling with respect to classes 1, ..., L+ 1, and
since costs are continuous via Theorem 3.2.4,
lim
nL+1→∞
CL+1(σn,p)
µL+1
= w({1, ..., L+ 1})− w({1, ..., L}), (3.21)
where we take the limit on the LHS to mean that nL+1 →∞ while all other com-
ponents of n and all the components of p remain constant. Note that Assumption
(RHS) implies
w({1, ..., L}) <
L∑
i=1
Vi
µi
< w({1, ..., L+ 1})− w({L+ 1}).
Combining this with the definition of C∗L+1 and (3.20), we have
C∗L+1
µL+1
= w({1, ..., L+ 1})−
L∑
i=1
Vi
µi
> w({1, ..., L+ 1})− (w({1, ..., L+ 1})− w({L+ 1}))
= w({L+ 1})
=
CL+1(σn,p)
µL+1
.
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Similarly, leveraging (3.21) gives us
C∗L+1
µL+1
= w({1, ..., L+ 1})−
L∑
i=1
Vi
µi
< w({1, ..., L+ 1})− w({1, ..., L}
= lim
nL+1→∞
CL+1(σn,p)
µL+1
,
completing our base case. Now suppose that we are at the beginning of iteration
k ∈ {L, ..., 2}, and have successfully completed iterations L+ 1, ..., k+ 1, resulting
in n, p such that
CL+1(σn,p) = C
∗
L+1
Ci(σn,p) = Vi, i = L, ..., k + 1
ni = pi = 0, i = k, k − 1, ..., 2.
Using our inductive hypothesis, along with the fact that σn,p is non-idling with
respect to classes 1, ..., L+ 1, we have
k∑
i=1
Ci(σn,p)
µi
= w({1, ..., L+ 1})−
L+1∑
i=k+1
Ci(σn,p)
µi
= w({1, ..., L+ 1})−
L∑
i=k+1
Vi
µi
− C
∗
L+1
µL+1
=
k∑
i=1
Vi
µi
.
Hence, either Ci(σn,p) = Vi for all i = 1, ..., k, or there exists j ∈ {1, ..., k} such
that Cj(σn,p) < Vj. In the former case, we have found a binding policy and are
done. In the latter case, we proceed to show that j = k. To see this, note that each
class i = 1, ..., k − 1 is conditionally prioritized after classes {k, ..., i + 1}. Hence,
by Assumption (RHS),
Ci(σn,p)
µi
≥ w({k, k − 1, ..., i})− w({k, k − 1, ..., i+ 1}) > Vi
µi
.
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Thus, we must have that Ck(σn,p) < Vk by elimination. By noting that, as nk →∞,
σn,p converges pointwise to a policy that conditionally prioritizes classes k−1, ..., 1
over class k, a similar argument yields that
lim
nk→∞
Ck(σn,p)
µk
≥ w({k, k − 1, ..., 1})− w({k − 1, ..., 1}) > Vk
µk
,
completing the proof.
3.4 Conclusion
We examined a K-class, parallel queueing system staffed by a single server and
considered a dynamic server allocation problem in the presence of higher-priority
customer classes with target service level requirements. The problem was for-
mulated as a constrained Markov decision process (CMDP), and optimal policies
exhibiting structural properties lending themselves to easy application were sought.
In the case with only one high-priority class, two broad classes of such policies were
found: one-randomized cµ-rule policies and randomized-threshold policies. In ad-
dition, for the one-constraint case, we showed how the ordering of policies in the
optimal one-randomized cµ-rule policy changed depending on the target quality
of service level. In the general case with L high-priority classes, this discussion
was skipped in favor of a tighter assumption on the quality of service targets to
simplify our analysis. The L-constraint counterparts to the randomized-threshold
class of policies was shown to be optimal. The randomized-threshold class is eas-
ier to implement algorithmically, and is hence an appealing choice when applied
to settings in which the practitioner does not have a good sense of how to weigh
high-priority customers.
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CHAPTER 4
CMDP APPROACHES FOR PERSONALIZED MEDICINE
4.1 Introduction
We consider the problem of dynamically prescribing treatments to a patient over
time. The patient’s state of health is described by a state space, X. In practice,
X may consist of a set of vectors whose components correspond to various mea-
sures of health (e.g. blood pressure, cholesterol level, etc.). For our problem to be
tractable, we need to assume an ordering of these states (vectors). In doing so,
we lose no generality in also assuming that states can be represented by natural
(scalar) numbers. For simplicity, we model X := {1, 2, ..., n} for some positive
integer n ≥ 2. Here we take state 1 to be the best state of health and state n to be
the worst. The practitioner (e.g. a physician) has a finite number, k, of possible
treatments to prescribe to the patient during each appointment. Let A := {1, ..., k}
denote the set of treatments. Associated with each treatment a ∈ A is a treatment
cost c(a), and two rates λ(a) and µ(a). The treatment cost function c : A 7→ R+
is assumed to be independent of the patient’s state of health, and represents the
total cost of a particular treatment incurred from the time of prescription until
the next appointment. The rate functions λ : A 7→ R+ and µ : A 7→ R+ are
also assumed to be independent of the patient’s health and represent treatment
response. More specifically, λ(a) can be thought of as the rate at which the pa-
tient’s health deteriorates to the next highest state when undergoing treatment a.
Similarly, µ(a) is interpreted as the rate at which the patient’s health improves
to the next lowest state while using treatment a. It should be noted that we are
implicitly assuming that the patient’s health can only jump to neighboring states
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between appointments. This assumption can be rationalized if the disease being
treated develops slowly or if the patient’s state of health is modelled using a suf-
ficiently coarse state space. In more rapidly progressing diseases, this assumption
can still be reasonable if the frequency of treatment is high enough so that the
state of health is unlikely to change between treatment sessions. We assume that
the treatments are ordered by (increasing) cost and effectiveness: treatments are
ordered from least expensive to most expensive, and more expensive treatments
should also be more effective. That is, we assume
c(1) ≤ c(2) ≤ ... ≤ c(k)
λ(1) ≥ λ(2) ≥ ... ≥ λ(k)
µ(1) ≤ µ(2) ≤ ... ≤ µ(k).
Given the dynamics of this model, there is an immediate trade-off between the
patient’s overall state of health and cost of treatment: treatment policies which
are more expensive tend to put the patient in better overall health than a less
expensive policy. To put this into more concrete terms, we consider an infinite
time-horizon proxy for this problem where we consider both the average cost of
a treatment policy as well as the resulting long-run fraction of time the patient
spends in each state of health. For a given state ` and a fraction of time V , we
are interested in prescribing the cheapest treatment policy possible while ensuring
that the patient spends at most a fraction V of the time in a state of health ` or
worse. Both metrics here are defined with respect to the infinite-horizon, expected
long-run average cost criterion. In this setting, it suffices to consider treatment
policies that are stationary: the treatment that is prescribed at any point in
time depends only on the patient’s current state of health [39]. We let ΠS denote
the set of stationary policies. We can now formally define our problem. Given a
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stationary policy σ ∈ ΠS, let
C1(σ) := lim sup
T→∞
E
[
1
T
∫ T
0
1{Xσ(t) ≥ `}dt
]
C2(σ) := lim sup
T→∞
E
[
1
T
∫ T
0
c (σ (Xσ(t))) dt
]
,
where {Xσ(t) : t ≥ 0} is the Markov process induced by the policy σ and σ(x) ∈ A
is the action chosen by σ when in state x ∈ X. We can write our problem, denoted
by B(V,`), as
inf
σ∈ΠS
{C2(σ) : C1(σ) ≤ V }. (B(V,`))
4.2 Assumptions and Preliminaries
In this section, we introduce an assumption and review some preliminary results.
For notational convenience, let Pa denote the policy that always chooses action
a ∈ A. We operate under the following assumption:
C1(Pk) < V < C1(P1), (4.1)
Observe that every stationary policy induces an irreducible, finite-state (and hence
positive-recurrent) Markov chain. As a result, every stationary policy σ ∈ ΠS
yields a unique occupation measure φσ : X× A 7→ [0, 1] representing the long-run
average fraction of time the induced process spends in each state-action pair [3].
This allows us, given σ ∈ ΠS, to represent C1(σ) and C2(σ) in an alternative form:
C1(σ) =
n∑
i=`
k∑
a=1
φσ(i, a)
C2(σ) =
n∑
i=1
k∑
a=1
c(a)φσ(i, a).
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In addition, this allows us to write B(V,`) as the following linear program
min
∑
i,a
c(a)φ(i, a)
s.t.
∑
a
λ(a)φ(i, a)−
∑
a
µ(a)φ(i+ 1, a) = 0, i = 1, ..., n− 1
∑
i,a
φ(i, a) = 1
∑
i≥`,a
φ(i, a) ≤ V
φ(i, a) ≥ 0 i = 1, ..., `− 1, a = 1, ..., k.
We now state a result from constrained Markov decision process (CMDP) theory
that we later use to show that, under Assumption (4.1), it suffices to seek a policy
that satisfies the constraint at equality. This fact helps us decompose the problem
in later steps. The result is adapted from Altman [3].
Theorem 4.2.1 (adapted from Thereom 12.7 in Altman)
1. The optimal value, CV,`, of the problem B(V,`) can be computed,
CV,` = inf
σ
sup
γ≥0
{C2(σ) + γ(C1(σ)− V )}.
2. A policy σ∗ is optimal for B(V,`) if and only if
CV,` = sup
γ≥0
{C2(σ∗) + γ(C1(σ∗)− V )}
3. Suppose ΠD is the set of all stationary, deterministic policies. For any class
of policies Π such that ΠD ⊆ Π,
CV,` = sup
γ≥0
min
σ∈Π
{C2(σ) + γ(C1(σ)− V )},
where we can take Π = ΠS, the set of all stationary policies.
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Statement 3 of Theorem 4.2.1 deserves some further comment. Recall that CV,`
is the value of the problem B(V,`). A policy that achieves the minimum at the
supremum over γ may be an optimal policy. On the other hand, it is possible that
the policy achieving the value CV,` is not feasible; Statement 3 allows for a method
to compute CV,`.
4.3 Decomposition Approach Using Lagrangian
In this section we show through a series of steps that solving B(V,`) can be decom-
posed into finding optimal policies for two unconstrained MDPs and then stitching
these solutions together. The first step involves showing that we can restrict our
search for an optimal stationary policy for B(V,`) to the set of binding station-
ary policies: ΠB(V, `) := {σ ∈ ΠS : C1(σ) = V }. We introduce the“traditional”
Lagrangian dual problem, LD(V,`):
sup
γ≥0
{min
σ∈ΠS
{γC1(σ) + C2(σ)} − γV }. (LD(V,`))
Note that LD(V,`) is a simplified version of the expression appearing in Statement
3 of Theorem 4.2.1. The simplification involves noting that −γV does not depend
on σ ∈ ΠS. Let g(γ) := minσ∈ΠS{γC1(σ) + C2(σ)} − γV be the function within
the supremum in LD(V,`). Additionally, for γ ∈ R, let
Oγ := arg min
σ∈ΠS
{γC1(σ) + C2(σ)}.
The following lemma summarizes some useful facts about g(γ).
Lemma 4.3.1 The function g(γ) satisfies
1. g(γ) is concave in γ.
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2. For any σγ ∈ Oγ, V − C1(σγ) ∈ ∂(−g)(γ), where ∂f is the subdifferential
(set of all subgradients) of the function f .
Proof. Note that since sums of concave functions are concave, and the minimum
of concave functions is concave the first result holds. To show the second result
we need to show that for any γ ∈ R, σγ ∈ Oγ,
−g(γ0) ≥ −g(γ) + (V − C1(σγ))(γ0 − γ) ∀γ0 ∈ R.
Fix γ ∈ R. We have, for any γ0 ∈ R,
g(γ0)− g(γ) = min
σ∈ΠS
{γ0C1(σ) + C2(σ)} − min
σ∈ΠS
{γC1(σ) + C2(σ)} − V (γ0 − γ)
= min
σ∈ΠS
{γ0C1(σ) + C2(σ)} − γC1(σγ)− C2(σγ)− V (γ0 − γ)
≤ γ0C1(σγ) + C2(σγ)− γC1(σγ)− C2(σγ)− V (γ0 − γ)
= −(V − C1(σγ))(γ0 − γ).
Hence
−g(γ0) ≥ −g(γ) + (V − C1(σγ))(γ0 − γ),
as desired.
The following proposition states that there always exists a binding constrained-
optimal policy for B(V,`).
Proposition 4.3.2 For any V ∈ (C1(Pk), C1(P1)), ` ∈ X,
min
σ∈ΠB(V,`)
C2(σ) = CV,`.
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Proof. Consider the maximization in LD(V,`). Since g(γ) is concave, 0 ∈
∂(−g)(γ∗), unless γ∗ attaining the supremum is on the boundary (i.e. γ∗ = 0).
By Statement 2 of Lemma 4.3.1, this means that there exists σ∗ ∈ Oγ∗ satisfying
C1(σ
∗)− V = 0, hence σ∗ is binding. Thus,
CV,` = sup
γ≥0
g(γ) = g(γ∗)
= γ∗C1(σ∗) + C2(σ∗)− γ∗V = C2(σ∗)
= sup
γ≥0
{C2(σ∗) + γ(C1(σ∗)− V )},
where the the last two equalities follow since C1(σ
∗)− V = 0. By Statement 2 of
Theorem 4.2.1, σ∗ is optimal for B(V,`). Thus, it suffices to show that we cannot
have γ∗ = 0. We first evaluate g(0). Noting that Oγ = {P1} for γ = 0 (in the
unconstrained problem, always choose the cheapest action), we have that
g(0) = min
σ∈ΠS
{C2(σ)} = min
a∈A
c(a) = c(1).
So we must find γ¯ > 0 with g(γ¯) > c(1). Let ΠD denote the set of stationary
deterministic policies. It is well-known that this is a dominating class of policies
for unconstrained MDPs [39]: it suffices to search for an optimal stationary deter-
ministic policy. Since there are only a finite number of such policies, there exists a
minimum gap between the expected long-run average cost of P1 and that of other
stationary deterministic policies :
δ := min
σ∈ΠD\{P1}
{C2(σ)− C2(P1)} > 0.
Fix arbitrary γ¯ ∈
(
0, δ
V−C1(Pk)
)
. Note that this interval is well-defined by Assump-
tion 4.1. Let σγ¯ ∈ ΠD ∩Oγ¯. Then
g(γ¯) = γ¯(C1(σγ¯)− V ) + C2(σγ¯),
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and so
g(γ¯)− g(0) = γ¯(C1(σγ¯)− V ) + (C2(σγ¯)− C2(P1))
≥ γ¯(C1(Pk)− V ) + δ
>
δ
C1(Pk)− V (C1(Pk)− V ) + δ
= 0.
If σγ¯ = P1, then
g(γ¯)− g(0) = γ¯(C1(P1)− V ) + (C2(P1)− C2(P1)) > 0.
Hence the supremum of g(γ) cannot be attained at 0, completing the proof.
Using Proposition 4.3.2, we can now simplify the LP formulation of B(V,`):
min
`−1∑
i=1
k∑
a=1
c(a)φ(i, a) +
n∑
i=`
k∑
a=1
c(a)φ(i, a) (4.2)
s.t.
k∑
a=1
λ(a)φ(i, a)−
k∑
a=1
µ(a)φ(i+ 1, a) = 0, i = 1, ..., `− 2 (4.3)
`−1∑
i=1
k∑
a=1
φ(i, a) = 1− V (4.4)
φ(i, a) ≥ 0 i = 1, ..., `− 1, a = 1, ..., k (4.5)
k∑
a=1
λ(a)φ(i, a)−
k∑
a=1
µ(a)φ(i+ 1, a) = 0, i = `, ..., n− 1 (4.6)
n∑
i=`
k∑
a=1
φ(i, a) = V (4.7)
φ(i, a) ≥ 0 i = `, ..., n, a = 1, ..., k (4.8)
k∑
a=1
λ(a)φ(`− 1, a)−
k∑
a=1
µ(a)φ(`, a) = 0. (4.9)
Note that the problem is nearly separable: only constraint (4.9) prevents us from
optimizing over {φ(i, a) : i = 1, ..., ` − 1, a = 1, ..., k} and {φ(i, a) : i =
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`, ..., n, a = 1, ..., k} separately. Additionally, the constraints involving each set
of variables ((4.3)-(4.5) and (4.6)-(4.8), respectively) resemble scaled versions of
those found in the LP formulations for unconstrained MDPs. Note that, given a
solution φ to the LP, we extract a stationary policy by choosing action a in state
i with probability
φ(i, a)∑k
d=1 φ(i, d).
We formally define these subproblems
min
x∈Q1
{
`−1∑
i=1
k∑
a=1
c(a)x(i, a) + γ
k∑
a=1
λ(a)x(`− 1, a)
}
, (SP1(γ))
min
y∈Q2
{
k∑
a=1
(−γµ(a))y(1, a) + γ
n−`+1∑
i=1
k∑
a=1
c(a)y(i, a)
}
. (SP2(γ))
Since the scaling involved in SP1(γ) and SP2(γ) do not affect the optimal policy,
solving the scaled and unscaled versions are equivalent. This observation motivates
us to take the following ”alternate” Lagrangian, L(V,`):
sup
γ∈R
{g1(γ) + g2(γ)}, (L(V,`))
where, letting x and y take the place of {φ(i, a) : i = 1, ..., ` − 1, a = 1, ..., k}
and {φ(i, a) : i = `, ..., n, a = 1, ..., k}, respectively, we define
g1(γ) := min
x∈Q1
{
`−1∑
i=1
k∑
a=1
c(a)x(i, a) +
k∑
a=1
γλ(a)x(`− 1, a)
}
g2(γ) := min
y∈Q2
{
k∑
a=1
(−γµ(a))y(1, a) +
n−`+1∑
i=1
k∑
a=1
c(a)y(i, a)
}
and the sets Q1 and Q2 are defined by constraints (4.3)-(4.5) and (4.6)-(4.8), re-
spectively. Note that for every fixed γ ∈ R, the minimizations in g1(γ) and g2(γ)
are unconstrained MDPs with modified cost functions that depend on γ. We refer
to these problems as subproblems SP1(γ) and SP2(γ), respectively. The following
110
properties of these subproblems and their corresponding functions help establish
the equivalence of L(V,`) and B(V,`).
Lemma 4.3.3 The functions g1(γ) and g2(γ) satisfy the following properties.
1. g1(γ) and g2(γ) are concave in γ on R.
2. Let Ω1(γ),Ω2(γ) denote the set of occupation measures corresponding to the
optimal stationary policies for SP1(γ) and SP2(γ), respectively. Then, for
any γ ∈ R, {
k∑
a=1
λ(a)xγ1(`− 1, a) : xγ1 ∈ Ω1(γ)
}
= ∂(−g1)(γ),{
−
k∑
a=1
µ(a)xγ2(1, a) : x
γ
2 ∈ Ω2(γ)
}
= ∂(−g2)(γ),
and hence, letting g(γ) = (−g1)(γ) + (−g2)(γ),{
k∑
a=1
λ(a)xγ1(`− 1, a)−
k∑
a=1
µ(a)xγ2(1, a) : x
γ
1 ∈ Ω1(γ), xγ2 ∈ Ω2(γ)
}
= ∂(g)(γ).
Proof. The first statement and the fact that{
k∑
a=1
λ(a)xγ1(`− 1, a) : xγ1 ∈ Ω1(γ)
}
⊆ ∂(−g1)(γ),{
−
k∑
a=1
µ(a)xγ2(1, a) : x
γ
2 ∈ Ω2(γ)
}
⊆ ∂(−g2)(γ).
follow using a similar argument as found in the proof of 4.3.1. To complete the
second statement of the proof, we need to show that{
k∑
a=1
λ(a)xγ1(`− 1, a) : xγ1 ∈ Ω1(γ)
}
⊇ ∂(−g1)(γ),{
−
k∑
a=1
µ(a)xγ2(1, a) : x
γ
2 ∈ Ω2(γ)
}
⊇ ∂(−g2)(γ).
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We prove the claim for g1(γ), as the proof for g2(γ) follows a similar argument.
Fix γ˜ ∈ R. We make use of the fact that there exists δˆ > 0, φˆ ∈ ΠD such that
φˆ ∈ Ω1(γ), γ ∈ [γ˜, γ˜ + δˆ].
To see this, pick any positive sequence (δn)
∞
n=1, δn ↓ 0 and pick a sequence of
stationary deterministic policies (σn)
∞
n=1 with corresponding occupation measures
(φn)
∞
n=1 such that
φn ∈ Ω1(γ˜ + δn), n ∈ N.
Since the state space is finite, there are a finite number of stationary deterministic
policies, and thus there must exist a policy σˆ that appears infinitely often in the
sequence (σn)n∈N. That is, letting φˆ denote the occupation measure corresponding
to σˆ, there exists a subsequence (nd)d∈N so that φˆ ∈ Ω1(γ˜ + δnd) for every d ∈ N.
Thus
g1(γ˜) =
`−1∑
i=1
k∑
a=1
c(a)φˆ(i, a) + (γ˜ + δnd)
k∑
a=1
λ(a)φˆ(`− 1, a), d ∈ N.
By concavity of g1(γ), this means that, letting δˆ = δn1 ,
g1(γ) =
`−1∑
i=1
k∑
a=1
c(a)φˆ(i, a) + γ
k∑
a=1
λ(a)φˆ(`− 1, a), γ ∈ [γ˜, γ˜ + δˆ].
Hence g1(γ) is linear on the interval [γ˜, γ˜ + δˆ], and thus any subgradient ∆ ∈
∂(−g1)(γ˜) must, by definition, satisfy ∆ ≥
∑k
a=1 λ(a)φˆ(` − 1, a). A similar argu-
ment yields the existence of δ¯ > 0, φ¯ so that
g1(γ) =
`−1∑
i=1
k∑
a=1
c(a)φ¯(i, a) + γ
k∑
a=1
λ(a)φ¯(`− 1, a), γ ∈ [γ˜ − δ¯, γ˜].
Thus, g1(γ) is linear on the interval [γ˜ − δ¯, γ˜], and hence any subgradient ∆ ∈
∂(−g1)(γ˜) must satisfy ∆ ≤
∑k
a=1 λ(a)φ¯(` − 1, a). Thus, for any ∆ ∈ ∂(−g1)(γ˜),
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there exists α ∈ [0, 1] such that
∆ = α
k∑
a=1
λ(a)φˆ(`− 1, a) + (1− α)
k∑
a=1
λ(a)φ¯(`− 1, a)
=
k∑
a=1
λ(a)(αφˆ(`− 1, a) + (1− α)φ¯(`− 1, a)).
Note that since both σˆ, σ¯ ∈ Oγ˜, we must have φα = αφˆ+ (1− α)φ¯ ∈ Ω1(γ˜). Thus
∆ ∈
{∑k
a=1 λ(a)x
γ
1(`− 1, a) : xγ1 ∈ Ω1(γ)
}
, as desired.
We aim to show the following relationship between L(V,`) and B(V,`), which tells
us how to use optimal solutions to the unconstrained subproblems to construct an
optimal policy for the constrained problem, B(V,`).
Proposition 4.3.4 The following hold.
1. CV,` = supγ∈R{g1(γ) + g2(γ)}
2. If γ∗ ∈ R, x∗1 ∈ Ω1(γ∗), x∗2 ∈ Ω2(γ∗) satisfies
k∑
a=1
λ(a)x∗1(`− 1, a) =
k∑
a=1
µ(a)x∗2(1, a), (4.10)
then the concatenated occupation measure
φ∗(i, a) =

x∗1(i, a) i = 1, ..., `− 1
x∗2(i− `+ 1, a) i = `, ..., n
corresponds to an optimal policy for B(V,`).
The statement of Proposition 4.3.4 tells us that we can construct a constrained-
optimal policy for B(V,`) by stitching together two particular optimal solutions
to each of the subproblems SP1(γ∗) and SP2(γ∗), where we do not know γ∗ ex-
plicitly. To prove Statement 1 of Proposition 4.3.4, we leverage the structure of
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the stationary distribution of a controlled birth-death chain with m˜ states under a
stationary deterministic policy. For any σ ∈ ΠD, let σi denote the (single) action
chosen by σ when in state i. Define
bσi =
i−1∏
j=1
λ(σj)
µ(σj+1)
, i = 1, 2, ..., m˜,
where we adopt the convention that
∏0
j=1
λ(σj)
µ(σj+1)
= 1. Then piσ, the stationary
distribution induced by σ, is
piσi =
bσi∑m˜
j=1 b
σ
j
, i = 1, 2, ..., m˜.
We use the form of this stationary distribution for m˜ = ` − 1 (for SP1(γ)) and
m˜ = n− `+ 1 (for SP2(γ)) to prove the results in Lemmas 4.3.6 and 4.3.7, which
are instrumental in proving the first statement of Proposition 4.3.4. To show these
results, we first determine how switching between stationary deterministic policies
changes the induced stationary distribution.
Proposition 4.3.5 Consider a controlled birth-death process on state space
{1, ..., m˜}. Fix a stationary deterministic policy σ ∈ ΠD such that in some state,
s, σs ∈ {1, ..., k− 1}. Let σ′ ∈ ΠD be identical to σ except that σ′s > σs. Then, the
induced stationary distributions pi and pi′ satisfy
pi′1 > pi1, pii < pi
′
i for i = 2, ..., m˜, s = 1
pi′i > pii for i ≤ x− 1, pi′i < pii for i ≥ x, s = 2, ..., k − 1
pi′i > pii for i = 1, ..., m˜− 1, pi′m˜ < pim˜ s = m˜.
Proof. For simplicity, let bi = b
σ
i , b
′
i = b
σ′
i for i = 1, ..., m˜. Note that
b′i = bi i ≤ max(s− 1, 1)
b′i = pbi i ≥ max(s, 2),
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where
p =

λ(σ′s)
λ(σs)
s = 1
λ(σ′s)
λ(σs)
µ(σs)
µ(σ′s)
s = 2, ..., m˜
µ(σs)
µ(σ′s)
s = m˜.
Since σ′s > σs, observe that p < 1. For s = 1, we have
pi′i =
b′1∑m˜
j=1 b
′
j
=

b1
b1+p
∑m˜
j=2 bj
> 1∑m˜
j=1 bj
= pii i = 1
pbi
b1+p
∑m˜
j=2 bj
< pbi
p
∑m˜
j=1 bj
= pii i = 2, ..., m˜.
Similarly, for s ≥ 2,
pi′i =
b′i∑m˜
j=1 b
′
j
=

bi∑s−1
j=1 bj+p
∑m˜
j=2 bj
> bi∑m˜
j=1 bj
= pii i = 1, ..., s− 1
pbi
b1+p
∑m˜
j=2 bj
< pbi
p
∑m˜
j=1 bj
= pii i = s, ..., m˜.
Lemma 4.3.6 For every γ ≤ 0, it is optimal to pick action 1 in every state for
both SP1(γ) and SP2(γ).
Proof. For SP1(γ), note that picking σi = 1 for all i = 1, ..., ` − 1 minimizes∑`−1
i=1 c(σi)pi
σ
i . By Proposition 4.3.5, this choice of σ also maximizes pi`−1. Further-
more, λ(σ`−1) is maximized by σ∗`−1 = 1. Hence, it is optimal to always pick action
1 in every state for SP1(γ) for γ ≤ 0.
Similarly, for SP2(γ), picking σi = 1 for all i = 1, ..., n− `+ 1 minimizes piσ`−1 (by
Proposition 4.3.5) and
∑n−`+1
i=1 c(σi)pi
σ
i , and picking σ1 = 1 minimizes µ(σ1). Thus,
it is optimal to always pick action 1 in every state for SP2(γ) when γ ≤ 0.
115
Lemma 4.3.7 There exists γ˜ <∞ such that, for all γ ≥ γ˜, for both subproblems
SP1(γ) and SP2(γ), it is optimal to choose action k in every state.
Proof. We show how to find such a γ˜1 for SP1(γ). The same argument can be
used for SP2(γ) to find another γ˜2, yielding γ˜ = max(γ˜1, γ˜2) as in the statement
of the lemma. The objective value for SP1(γ) of the policy that chooses action k
at every state can be written
c(k) + γλ(k)pi∗`−1,
where pi∗ is the induced stationary distribution. Since stationary deterministic
policies are dominant for unconstrained MDPs, we need to show that for large
enough γ,
c(k) + γλ(k)pi∗`−1 <
`−1∑
i=1
c(σi)pi
σ
i + γλ(σ`−1)pi
σ
`−1
for every σ ∈ ΠD. By Proposition 4.3.5,
pi∗`−1 = min
σ∈ΠD
piσ`−1.
Since ΠD is finite, there exists a minimum gap
δ = pi∗`−1 −min{piσ`−1 : piσ`−1 > pi∗`−1, σ ∈ ΠD} < 0.
Thus, for any σ ∈ ΠD,
(
c(k) + γλ(k)pi∗`−1
)−( `−1∑
i=1
c(σi)pi
σ
i + γλ(σ`−1)pi
σ
`−1
)
≤ (c(k)− c(1)) + γδ,
which is negative for all γ ≥ c(1)−c(k)
δ
, completing the proof.
Proof of Proposition 4.3.4.
Let P 1a and P
2
a denote the priority policies that always pick action a (a = 1, ..., k)
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for the problems SP1(γ) and SP2(γ), respectively. By Lemma 4.3.6, we know
that P 11 and P
2
1 are both optimal for their respective subproblems when γ ≤ 0.
By Lemma 4.3.7, there exists γ˜ < ∞ so that P 1k and P 2k are optimal for these
subproblems. By Lemma 4.3.3,
k∑
a=1
λ(a)φP
1
1 (`− 1, a)−
k∑
a=1
µ(a)φP
2
1 (1, a) ∈ ∂(−g1 − g2)(0)
k∑
a=1
λ(a)φP
1
k (`− 1, a)−
k∑
a=1
µ(a)φP
2
k (1, a) ∈ ∂(−g1 − g2)(γ˜).
Note that
∑k
a=1 λ(a)φ
P 11 (`− 1, a)−∑ka=1 µ(a)φP 21 (1, a) > 0. To see why, note that
the policy P1 has occupation measure φ
P1 satisfying(
1− V
1− C1(P1)φ
P1(i, a)
)`−1
i=1
∈ Q1(
V
C1(P1)
φP1(i, a)
)n
i=`
∈ Q2
k∑
a=1
λ(a)φP1(`− 1, a)−
k∑
a=1
µ(a)φP1(`, a) = 0,
where, by Assumption 4.1 C1(P1) > V . Note that the scaled and truncated oc-
cupation measures ( 1−V
1−C1(P1)φ
P1(i, a))`−1i=1 and (
V
C1(P1)
φP1(i, a))ni=` correspond to the
policies P 11 and P
2
1 , respectively, since scaling an occupation measure does not
affect the associated policy. Thus,
k∑
a=1
λ(a)φP
1
1 (`− 1, a)−
k∑
a=1
µ(a)φP
2
1 (1, a)
=
k∑
a=1
λ(a)
1− V
1− C1(P1)φ
P1(`− 1, a)−
k∑
a=1
µ(a)
V
C1(P1)
φP1(`, a)
>
k∑
a=1
λ(a)φP1(`− 1, a)−
k∑
a=1
µ(a)φP1(`, a) = 0,
where the last inequality follows since V
C1(P1)
< 1 < 1−V
1−C1(P1) . Applying a similar
argument with Pk shows that
k∑
a=1
λ(a)φP
1
k (`− 1, a)−
k∑
a=1
µ(a)φP
2
k (1, a) < 0.
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By Statement 2 of Lemma 4.3.3, this implies that g1(γ) + g2(γ) monotonically de-
creases towards −∞ as γ moves away from the interval [0, γ˜]. Hence the supremum
is finite and is attained by some γ∗ ∈ [0, γ˜]. Since g1(γ) + g2(γ) is concave and
maximized at γ∗, 0 ∈ ∂(−g1 − g2)(γ∗). By Statement 2 of Lemma 4.3.3, there e
xists x∗1 ∈ Ω1(γ∗), x∗2 ∈ Ω2(γ∗) such that
k∑
a=1
λ(a)x∗1(`− 1, a)−
k∑
a=1
µ(a)x∗2(1, a) = 0.
Hence the concatenated measure
φ∗(i, a) =

x∗1(i, a) i = 1, ..., `− 1
x∗2(i− `+ 1, a) i = `, ..., n
is feasible for the LP representation of B(V,`). Since the problem is separable
when Constraint (4.9) is removed, and noting that x∗1 and x
∗
2 are optimal for each
of these separate optimization problems, it follows that φ∗ is optimal for B(V,`),
as desired.
Proposition 4.3.4 implies that to prove structural results for B(V,`), we can instead
prove structural results for SP1(γ∗) and SP2(γ∗). However, we need to be careful.
First, we do not know what γ∗ is, so we need to prove structural results for SP1(γ∗)
and SP2(γ∗) regardless of the value of γ∗. Second, we do not know which optimal
policies for each of the subproblems jointly satisfy (4.10), although we do know that
they belong to ΠS. Hence, rather than proving the existence of optimal policies
exhibiting a particular structure for each subproblem, we need to prove that all
optimal stationary policies conform to this structure. In section 4.4, we consider
the case where c(·), λ(·), and µ(·) are linear and prove that all optimal stationary
policies for each subproblem exhibit an almost-monotone structure. Combining
these results yields the existence of an almost-unimodal constrained optimal policy
for B(V,`). In Section 4.5 we extend these results to the convex case.
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4.4 Linear Case
We first consider the case where the functions c(·), λ(·), and µ(·) are of the following
forms:
c(a) = ca
λ(a) = Λ− λa
µ(a) = M + µa,
where c > 0, λ, µ > 0, Λ > λk, and M > −µ (to ensure that all three functions
are positive). In addition, for our analysis we assume that λ < µ.
4.4.1 Subproblem 1
The first subproblem, SP1(γ), is an unconstrained MDP on the augmented
state space XL := {1, 2, ..., ` − 1} with modified cost function c′(i, a) := c(a) +
γλ(a)1{`−1}(i). We aim to find conditions under which every optimal stationary
policy is monotone. Note that for γ ≤ 0, c′(i, ·) is still increasing, and so the (only)
optimal policy is to prescribe treatment 1 only. To see this, note that taking the
cheapest action in every state yields a Markov chain which spends the maximum
amount of time in state 1, which in turn has lower costs of treatment than any other
state. So, moving forward we assume γ > 0. Since the transition rates λ(a) and
µ(a) are bounded, we apply the traditional uniformization techniques to consider
each problem in discrete-time. In the analysis that follows, assume without loss
of generality that the uniformization constant is 1, so that we can interpret λ(a)
and µ(a) as transition probabilities. For m ∈ N, let vm(i) denote the m-horizon
value function: the optimal (modified) cost accrued over m appointments, given
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that the patient starts in state i. The finite-horizon optimality equations (FHOE)
are then, for i = 2, ..., `− 2
vm+1(i) = min
a
{c(a) + λ(a)vm(i+ 1) + µ(a)vm(i− 1) + (1− λ(a)− µ(a))vm(i)}.
(FHOE)
For i = 1 and i = `− 1, we have
vm+1(1) = min
a
{c(a) + λ(a)vm(2) + (1− λ(a))vm(1)}
vm+1(`− 1) = min
a
{c(a) + γλ(a) + µ(a)vm(`− 2) + (1− µ(a))vm(`− 1)}.
Define for i = 1, ..., `− 2
∆m(i) := vm(i+ 1)− vm(i),
the marginal m-horizon benefit of starting from state i + 1 rather than i. Since
every stationary policy yields an irreducible, positive-recurrent Markov chain, we
know the following hold for the average-cost problem [39]
1. There exists a constant, J , representing the optimal expected long-run aver-
age cost, satisfying
lim
m→∞
(vm+1(i)− vm(i)) = J
for every i ∈ X.
2. Let z ∈ X be a distinguished state. Then there exists a vector h ∈ R`−1
called the relative value function which satisfies
h(i) = lim
m→∞
(vm(i)− vm(z))
for every i ∈ X. Additionally, there exists ∆ ∈ R`−2 satisfying
∆(i) = lim
m→∞
∆m(i)
for every i = 1, ..., `− 2.
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3. Every average-optimal stationary policy can be found by picking an action
attaining the minimum (for each state) in the average cost optimality equa-
tions (ACOE). For i = 2, ..., `− 2, these equations are
h(i) + J = min
a
{c(a) + λ(a)h(i+ 1) + µ(a)h(i− 1) + (1− λ(a)− µ(a))h(i)}.
(ACOE)
For i = 1 and i = `− 1, they are
h(1) + J = min
a
{c(a) + λ(a)h(2) + (1− λ(a))h(1)}
h(`− 1) + J = min
a
{c(a) + γλ(a) + µ(a)h(`− 2) + (1− µ(a))h(`− 1)}.
Substituting ∆(i), i = 1, ..., `− 2 for h(i), i = 1, ..., `− 1, and using the linearity of
c(·), λ(·), and µ(·), we can rewrite the ACOE
h(1) + J = min
a
{(c− λ∆(1))a}+ Λ∆(1) + h(1)
h(i) + J = min
a
{(c− λ∆(i)− µ∆(i− 1))a} −M∆(i− 1) + h(i) i = 2, ..., `− 2
h(`− 1) + J = min
a
{(c− λγ − µ∆(`− 2))a} −M∆(`− 2) + h(`− 1),
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where we recall that M and Λ are the intercepts for µ(·) and λ(·), respectively.
We can now express the argmins of the minimizations in terms of ∆(·):
A∗1(γ) =

{1} ∆(1) < c
λ
A ∆(1) = c
λ
{k} ∆(1) > c
λ
,
A∗i (γ) =

{1} λ∆(i) + µ∆(i− 1) < c
A λ∆(i) + µ∆(i− 1) = c
{k} λ∆(i) + µ∆(i− 1) > c
,
A∗`−1(γ) =

{1} ∆(`− 2) < c−λγ
µ
A ∆(`− 2) = c−λγ
µ
{k} ∆(`− 2) > c−λγ
µ
.
Note that even though the dependence of A∗i (γ) on γ is explicit when i = ` − 1,
A∗1(γ), ..., A
∗
`−2(γ) also depend on γ since it impacts the value functions. At first
glance, it also appears that if ∆(·) is strictly increasing, then any optimal stationary
policy should be non-decreasing in the following sense:
max
a∈A∗i (γ)
a ≤ min
a∈A∗i+1(γ)
a
for every i = 1, ..., `− 2, γ ∈ R. For simplicity, we write A∗i (γ) ≤ A∗j(γ) if
max
a∈A∗i (γ)
a ≤ min
a∈A∗j (γ)
a.
The following results more rigorously specify this concept.
Proposition 4.4.1 For i = 1, ..., `− 2, ∆(i) ≥ 0.
The proof of Proposition 4.4.1 easily follows by induction on vm, and is omitted
for brevity. The next result allows us to find structure in SP1(γ).
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Lemma 4.4.2 ∆(i) is strictly increasing in i.
Proof. By induction. Our base case involves showing that ∆(2) > ∆(1). First
note that we must have ∆(1) > 0, for if ∆(1) = 0, then the ACOE yield
J = min
a∈A
c(a) = c(1),
which means that P1 is optimal for B(V,`), a contradiction by Assumption 4.1.
Letting a∗1 ∈ A∗1(γ), a∗2 ∈ A∗2(γ), we have from the ACOE
c(a∗1) + λ(a
∗
1)∆(1) = J
= c(a∗2) + λ(a
∗
2)∆(2)− µ(a∗2)∆(1)
≤ c(a∗1) + λ(a∗1)∆(2)− µ(a∗1)∆(1).
Thus
0 ≥ (λ(a∗1) + µ(a∗1))∆(1)− λ(a∗1)∆(2),
so
∆(2) ≥ (λ(a
∗
1) + µ(a
∗
1))
λ(a∗1)
∆(1) > ∆(1),
completing our base case. Now supose that ∆(i+ 1) > ∆(i) for i = 1, ..., `− 4. By
the ACOE, we have
c(a∗i+1) + λ(a
∗
i+1)∆(i+ 1)− µ(a∗i+1)∆(i)
= J
≤ c(a∗i+1) + λ(a∗i+1)∆(i+ 2)− µ(a∗i+1)∆(i+ 1),
so rearranging terms yields
0 ≥ (λ(a∗i+1) + µ(a∗i+1))∆(i+ 1)− µ(a∗i+1)∆(i)− λ(a∗i+1)∆(i+ 2)
> λ(a∗i+1)∆(i+ 1)− λ(a∗i+1)∆(i+ 2),
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where the last inequality follows by the inductive hypothesis. This completes the
proof.
Lemma 4.4.2 yields the following proposition.
Proposition 4.4.3 In the linear case, for any γ ∈ R and any a∗1 ∈
A∗1(γ), ..., a
∗
`−1 ∈ A∗`−1(γ),
a∗1 ≤ a∗2 ≤ ... ≤ a∗`−2.
Additionally, if γ ≥ c
λ+µ
, we have that a∗`−2 ≤ a∗`−1.
Proof. To show that a∗1 ≤ a∗2, we consider the form of the argmins A∗1(γ) and
A∗2(γ). If A
∗
1(γ) = {1}, then we do not care what A∗2(γ) is since 1 is the lowest
action. If A∗1(γ) = A or {k}, then ∆(1) ≥ cλ . This implies A∗2(γ) = {k}, since
λ∆(2) + µ∆(1) > (λ+ µ)∆(1) > c+
cµ
λ
> c.
To show that a∗i ≤ a∗i+1 for i = 2, ..., `− 2, we see that (via Lemma 4.4.2)
λ∆(i+ 1) + µ∆(i) > λ∆(i) + µ∆(i− 1).
To show that a∗`−2 ≤ a∗`−1, we need to specify additional conditions on γ. We can
ignore the case where A∗`−2(γ) = {1}, since the claim follows trivially. So suppose
that A∗`−2(γ) = A or {k} and so
λ∆(`− 2) + µ∆(`− 3) ≥ c.
We would like to find conditions on γ under which this implies that A∗`−1(γ) = {k}.
This involves showing that ∆(` − 2) > c−γλ
µ
. Suppose not. So ∆(` − 2) ≤ c−γλ
µ
.
Note that, since ∆(`− 2) > ∆(`− 3), we have
λ∆(`− 2) + µ∆(`− 3) < (λ+ µ)c− γλ
µ
= RHS(γ).
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We arrive at a contradiction if γ satisfies RHS(γ) ≤ c. Solving for γ yields
γ ≥ c
λ+µ
.
4.4.2 Subproblem 2
The second subproblem in L(V, `) is an unconstrained MDP defined on the states
{`, `+ 1, ..., n} with cost function c(i, a) = c(a) + γ1{`}(i). Similar to SP1(γ), the
ACOE are
h(`) + J = min
a∈A
{c(a)− γµ(a) + λ(a)∆(`)}+ h(`) (ACOE2)
h(i) + J = min
a∈A
{c(a) + λ(a)∆(i)− µ(a)∆(i− 1)}
h(n) + J = min
a∈A
{c(a)− µ(a)∆(n− 1)}.
Similar analysis to that done in Section 4.4.1 yields the following series of results.
Proposition 4.4.4 ∆(i) ≥ 0 for i = `, `+ 1, ..., n.
Lemma 4.4.5 ∆(`) > ∆(`+ 1) > ... > ∆(n− 1).
Proposition 4.4.6 For any γ ∈ R and any a∗` ∈ A∗`(γ), ..., a∗n ∈ A∗n(γ),
a∗`+1 ≥ ... ≥ a∗n.
Additionally, if γ ≥ c
λ+µ
, we have that a∗` ≤ a∗`+1.
Applying Proposition 4.3.4 yields the following result.
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Theorem 4.4.7 Consider the control problem B(V,`) with linear c(·), λ(·), and
µ(·), and V satisfying Assumption 4.1. For a stationary policy σ, let Ai(σ) be the
set of actions that are chosen by σ in state i with strictly positive probability. Then
there exists an optimal stationary policy σ∗ satisfying
A1(σ
∗) ≤ ... ≤ A`−2(σ∗)
A`+1(σ
∗) ≥ ... ≥ An(σ∗).
4.5 Convex Case
We now extend most of the results from the previous section to the case where
the cost function c as well as the rate functions λ(·) and µ(·) are convex. To make
our analysis easier, we also assume that these functions are differentiable, when
extended to the reals. We also make the assumption that λ(·) and µ(·) are strictly
monotone. We make use of the following observation.
Remark 4.5.1 We did not use linearity in the proofs for Propositions 4.4.1, 4.4.4
and for Lemmas 4.4.2 and 4.4.5, so they hold in the general case.
Theorem 4.5.2 In the convex case, for any γ ∈ R and any a∗1 ∈ A∗1(γ), ..., a∗`−1 ∈
A∗`−1(γ),
a∗1 ≤ a∗2 ≤ ... ≤ a∗`−2
for the first subproblem SP1(γ). Additionally, for any γ ∈ R and any a∗` ∈
A∗`(γ), ..., a
∗
n ∈ A∗n(γ),
a∗`+1 ≥ ... ≥ a∗n.
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To prove that this is the case, we first consider the relaxed problem of minimizing
c(a) + αλ(a) + β(−µ)(a) over a ∈ [1, k], where [1, k] is the closed interval of reals.
After showing that the argmin is non-decreasing as α and β jointly increase, we
show that the same holds true when restricted to a ∈ {1, ..., k}. These two steps
are summarized in the following lemmas.
Lemma 4.5.3 Let α, β ≥ 0 and αˆ ≥ α, βˆ ≥ β. Define
A := arg min
a∈[1,k]
{c(a) + αλ(a) + β(−µ)(a)}
Aˆ := arg min
a∈[1,k]
{c(a) + αˆλ(a) + βˆ(−µ)(a)}.
Then
max{a : a ∈ A} ≤ min{a : a ∈ Aˆ}.
For notational convenience, we write A ≤ Aˆ.
Proof. Differentiating yields
d
da
(c(a) + αλ(a)− βµ(a)) = c′(a) + αλ′(a)− βµ′(a) =: f(a, α, β).
Noting that λ′(a), µ′(a) > 0, it follows that the f is decreasing as α and β jointly
increase, for any a ∈ [1, k]. Let a∗ be optimal for α, β. It follows from convexity
that f(a∗, α, β) = 0. Let α′ ≥ α, β′ ≥ β. Then
0 = f(a∗, α, β) > f(a∗, α′, β′).
Since c(a) + α′λ(a) − β′µ(a) is convex in a, it follows that f(·, α′, β′) is non-
decreasing, and so f(a∗∗, α′, β′) = 0 for some a∗∗ ≥ a∗, completing the proof.
Lemma 4.5.4 The result from Lemma 4.5.3 holds with [1, k] replaced by {1, ..., k}.
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Proof. Again pick α, β ≥ 0 and α′ ≥ α, β′ ≥ β. Let a∗ ∈ [1, k] be the optimal
action for α, β, and let a∗∗ ∈ [a∗, k] denote the optimal action for α′, β′. For
simplicity, assume that the minimum for α, β restricted to {1, ..., k} is attained at
ba∗c or da∗e, since this can be generalized by assuming they are attained at ba¯c or
daˆe, where a¯ is the smallest minimizer of the function at α, β and aˆ is the largest. If
a∗∗ ≥ da∗e, then the result is trivial. So assume that a∗∗ ∈ [a∗, da∗e). Additionally,
if the minimum for α, β is attained only at ba∗c the result holds trivially, so assume
that the minimum is attained at da∗e. We want to show that the minimum for
α′, β′ must be attained only at da∗e. This holds if
c(ba∗c) + α′λ(ba∗c)− β′µ(ba∗c) > c(da∗e) + α′λ(da∗e)− β′µ(da∗e).
For notational convenience, let F (a, α, β) = c(a) +αλ(a)−βµ(a). By assumption,
we know that F (ba∗c, α, β) ≥ F (da∗e, α, β). Realizing that
F (ba∗c, α′, β′) = F (ba∗c, α, β) + (α′ − α)λ(ba∗c)− (β′ − β)µ(ba∗c)
F (da∗e, α′, β′) = F (da∗e, α, β) + (α′ − α)λ(da∗e)− (β′ − β)µ(da∗e),
we obtain that
F (ba∗c, α, β)− F (da∗e, α′, β′) = (F (ba∗c, α, β)− F (da∗e, α, β))
+ (α′ − α)(λ(ba∗c)− λ(da∗e))
+ (β′ − β)(µ(da∗e)− µ(ba∗c))
> 0,
where the inequality follows since F (ba∗c, α, β) ≥ F (da∗e, α, β), λ(·) is decreasing,
and µ(·) is increasing. This completes our proof.
We now combine Lemma 4.4.5 with Lemma 4.5.4 to prove Theorem 4.5.2.
Proof of Theorem 4.5.2.
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It immediately follows from 4.4.5 with Lemma 4.5.4 that for SP1(γ) we have
a∗2 ≤ a∗3 ≤ ... ≤ a∗`−2
and for SP2(γ) we have
a∗`+1 ≥ a∗`+2 ≥ ... ≥ a∗n−1.
To get that a∗1 ≤ a∗2, note that a∗1 is a minimizer of
c(a) + ∆(1)λ(a)− 0µ(a)
and that a∗2 is a minimizer of
c(a) + ∆(2)λ(a)−∆(1)µ(a).
Since ∆(2) > ∆(1) and ∆(1) ≥ 0, this is covered by the general case, and so
a∗1 ≤ a∗2. A similar argument yields that a∗n−1 ≥ a∗n for SP2(γ), completing the
proof.
By combining Theorem 4.5.2 and Proposition 4.3.4, we get the following result for
B(V,`) in the convex case.
Corollary 4.5.5 Consider the control problem B(V,`) with convex, strictly mono-
tone, and differentiable c(·), λ(·), and µ(·), and V satisfying Assumption 4.1. For
a stationary policy σ, let Ai(σ) be the set of actions that are chosen by σ in state i
with strictly positive probability. Then there exists an optimal stationary policy σ∗
satisfying
A1(σ
∗) ≤ ... ≤ A`−2(σ∗)
A`+1(σ
∗) ≥ ... ≥ An(σ∗).
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4.6 General Models with Non-decreasing Optimal Policies
In this section we consider a personalized medicine model with more general tran-
sition dynamics. By considering different transition dynamics, we make the results
of this chapter applicable to a wider variety of illnesses, particularly those in which
the patient’s condition can deteriorate drastically between appointments. We aim
to find conditions under which there exists a non-decreasing constrained-optimal
policy.
4.6.1 Formulation
We retain the definitions introduced in section 4.1 with the exception of the tran-
sition probabilities. We now refer to these probabilities more generally as p(j|i, a),
which represents the probability that a patient in health state i undergoing treat-
ment a will be in health state j at the beginning of the next treatment period. We
impose the following assumptions of the transition probabilities:
(A2) Stochastic dominance in state of health: For every a ∈ A and every
z ∈ X, ∑nj=z p(j|i, a) is non-decreasing in i.
(A3) Stochastic dominance in treatment: For every i ∈ X and every z ∈ X,∑n
j=z p(j|i, a) is non-increasing in a.
(A4) Marginal effectiveness of treatments: Define, for a function f : X 7→ R+,
state x ∈ X, and action a ∈ A,
qf (x, a) :=
n∑
j=1
p(j|x, a)f(j).
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We assume that, for every i ∈ [n− 1], a ∈ [k− 1], and for any non-decreasing
f ,
qf (x, a)− qf (x, a+ 1) ≤ qf (x+ 1, a)− qf (x+ 1, a+ 1).
We can interpret these assumptions as follows. Assumption (A2) says that the
patient’s state of health is more likely to worsen the ”less healthy” the patient cur-
rently is. Assumption (A3) states that more expensive (and hence more effective)
treatments are less likely to leave a patient in a poor state of health. Finally, the
last assumption (A4) implies that the marginal benefit of picking a more effective
treatment increases as the patient’s state of health worsens. In other words, the
healthier the patient, the less valuable it is to switch to a more effective treatment.
Under these assumptions, we can show that there exists a constrained-optimal
treatment policy that is non-decreasing: more effective treatments are used in
worse states of health. Furthermore, we show that there exists such a policy that
is also one-randomized: there is at most one state of health in which we randomize
between treatments. The result is summarized in the following theorem.
Theorem 4.6.1 For any cutoff level ` ∈ X and any feasible, non-trivial V ∈ (0, 1),
there exists an optimal stationary policy for the constrained problem B(V,`) which
is non-decreasing and one-randomized.
In order to prove Theorem 4.6.1, we use the Lagrangian dual defined in section 4.3
problem, LD(V,`). Note that this Lagrangian is different from the decomposition-
based Lagrangian used in the previous sections. This is due to the fact that the
more general transition probabilities prevent us from decomposing the problem
into two simpler sub-problems. The inner minimization of the Lagrangian dual
problem is an unconstrained MDP with cost function c(a) + γ1{i ≥ `}, and can
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be written as the linear program
min
n∑
i=1
k∑
a=1
(c(a) + γ1{i ≥ `})φ(i, a)
s.t.
n∑
j=1
k∑
a=1
(1{j = i} − p(i|j, a))φ(j, a) = 0, i = 1, ..., n
n∑
i=1
k∑
a=1
φ(i, a) = 1
φ(i, a) ≥ 0, i = 1, ..., n, a = 1, ..., k.
This formulation of the inner minimization allows us to characterize the structure of
constrained-optimal policies. First we show, for fixed γ ≥ 0, structural properties
of the unconstrained MDP. The following proposition states that for any γ, the
relative value function is non-decreasing.
Proposition 4.6.2 For any γ ≥ 0, the relative value function of the Lagrangian
relaxation problem, hγ(·), is non-decreasing.
Proof. It suffices to show the claim is true for the finite-horizon value functions,
vn,γ. For simplicity, we will omit the dependence on γ. The claim is trivial for
n = 0 as v0 = 0 identically. Assume that vn(·) is non-decreasing and look at n+ 1.
Fix i ∈ [n − 1], and let ax denote an optimal action in state x ∈ X. Then, since
ai+1 is potentially sub-optimal in state i,
vm+1(i+ 1)− vm+1(i) ≥
(
c(ai+1) + γ1{i+ 1 ≥ `}+
n∑
j=1
p(j|i+ 1, ai+1)vm(j)
)
−
(
c(ai+1) + γ1{i ≥ `}+
n∑
j=1
p(j|i, ai+1)vm(j)
)
= γ (1{i+ 1 ≥ `} − 1{i ≥ `})
+
n∑
j=1
p(j|i+ 1, ai+1)vm(j)−
n∑
j=1
p(j|i, ai+1)vm(j).
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Since i ≥ ` implies i+ 1 ≥ ` and γ ≥ 0, the first term is non-negative. To see that∑n
j=1 p(j|i+1, ai+1)vm(j)−
∑n
j=1 p(j|i, ai+1)vm(j) ≥ 0, note that by assumption the
distribution p(·|i+ 1, ai+1) is stochastically greater than p(·|i, ai+1) and that vm(·)
is non-decreasing by the inductive hypothesis. Hence vm+1(i + 1) − vm+1(i) ≥ 0,
completing the proof by induction.
Proposition 4.6.3 For any γ ≥ 0, every optimal stationary deterministic pol-
icy for the unconstrained Lagrangian relaxation MDP with multiplier γ is non-
decreasing.
Proof. Suppose not. Then there exists states x and y with x < y and optimal
actions ax > ay. By potential sub-optimality, we have
c(ax) + γ1{x ≥ `}+ qh(x, ax) ≤ c(ay) + γ1{x ≥ `}+ qh(x, ay)
c(ay) + γ1{y ≥ `}+ qh(y, ay) ≤ c(ax) + γ1{y ≥ `}+ qh(y, ax).
Rearranging terms, we get that
qh(x, ay)− qh(x, ax) ≥ c(ax)− c(ay) ≥ qh(y, ay)− qh(y, ax),
contradicting assumption (A3).
4.7 Conclusion
We considered a controlled Markov chain model motivated by a personalized
medicine problem in which treatments are prescribed to a patient at discrete
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points in time. Patient health was modeled as a Markov chain with state space
X = {1, ..., n}, where larger states correspond to worse patient health. The goal
is to minimize the cost of treatment while keeping the amount of time spent in
“undesirable” states of health is below a given level. We first considered a simple
model in which patient health is modeled by a controlled truncated birth-death
process (or random walk), which is reasonable assuming that a patient’s state of
health cannot deteriorate too quickly between appointments. For this model, we
proved that if the birth rates, death rates, and costs of treatments are convex that
a unimodal optimal policy exists. We then considered a more general model where
patient health can deteriorate more quickly, and found conditions under which a
monotone increasing optimal policy is optimal. Finding more specific conditions
under which such an optimal policy exists is a promising direction for future work.
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APPENDIX A
APPENDIX FOR CHAPTER 2
A.1 Verification of Assumptions
We verify assumptions (A1)-(A4), that are needed to apply Theorem 12.7 from
Altman [3] and hence establish the equivalence between the constrained problem
and its Lagrangian dual in both applications. The assumptions are stated as
follows. Let K := {(x, a) : x ∈ X, a ∈ A(x)} and let K denote its Borel σ-algebra
generated by the rectangles {(x,A) : x ∈ X, A ⊆ A(x)}. We need to show:
(A1) For any state x ∈ X, if {an} ⊆ A(x) is a sequence of actions with an → a ∈
A(x) as n→∞, then for every y ∈ X, lim
n→∞
P (y|x, an) = P (y|x, a).
(A2) Under any stationary policy, the induced MC contains a single ergodic class,
and absorption into the positive recurrent class takes place in a finite expected
time. This corresponds to assumption (B1) in Chapter 11 of Altman [3].
(A3) The immediate cost functions c1 and c2 are bounded below.
(A4) There exists an increasing sequence of compact sets (Kn)
∞
n=1 ⊆ K with⋃
n∈NKn = K and lim infn→∞ {r(k) : k 6∈ Kn} =∞ for r = c1, c2.
Assumption (A1) trivially holds for finite action sets (for each x ∈ X). It can be
easily checked that every stationary policy yields an irreducible MC. Under the
traffic conditions stated in the main body of the chapter for both the parallel and
tandem queue settings, we showed that every stationary policy yields a positive-
recurrent MC, and so assumption (A2) holds. (A3) holds trivially since c1(·) and
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c2(·) are non-negative. To see that (A4) holds, take Kn = {((i, j), 0) : i, j ≤ n} so
that for every n,
inf{r(k) : k 6∈ Kn} = n+ 1
for r(·) = c1(·), c2(·), which diverges as n→∞.
A.2 Notation and Definitions
Recall a stationary policy σ ∈ ΠS is defined as a sequence of measures (σx)x∈X. For
A ⊆ A(x), σx(A) ∈ [0, 1] is the probability that an action a ∈ A is taken in state
x under policy σ. For a sequence of stationary policies (σn)
∞
n=0, we say that σn
converges pointwise to σ (for some σ ∈ ΠS) if (σn)x(A)→ σx(A) as n→∞ for
all x ∈ X, A ⊆ A(x). If, for all bounded and continuous functions g : A(x) 7→ R,
we have
lim
n→∞
∫
A(x)
g(z)d(σn)x(z) =
∫
A(x)
g(z)dσx(z)
for every x ∈ X, we say that σn converges weakly to σ. Under the assumption
(A2), each stationary policy ν induces an occupation measure f ν satisfying
f ν(x,A) = νx(A)pi
ν(x), x ∈ X, A ⊆ A(x),
where piν is the stationary distribution of the process induced by policy ν. In-
tuitively, the occupation measure of a particular policy σ describes the long-run
average fraction of time the induced process spends in each state-action pair. An
important property of a set of occupation measures {f ν : ν ∈ I} over some class
of policies I is tightness. In our context, {f ν : ν ∈ ΠS} being tight means that for
any desired probability level, p, we can find a set of state-action pairs K ⊆ K such
that the long-run fraction of time spent in K is at least p under any stationary
policy. A more formal definition is provided below.
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Definition A.2.1 Let K := X× A and let K denote its Borel σ-algebra. We say
the set of occupation measures {f ν : ν ∈ ΠS} over the set of stationary policies is
tight if, for every  > 0, there exists K ∈ K such that
f ν(K) > 1− 
for every ν ∈ ΠS.
A.3 Proof of Lemma 2.5.4
Given these preliminaries, we can now state the following theorem from Altman
[3].
Theorem A.3.1 (adapted from Theorem 11.2 (i) in Altman [3] )
Let Π ⊆ ΠS. If {f ν : ν ∈ Π} is tight, then f is weakly continuous over Π. That is,
for any sequence of polices (νn)
∞
n=0 ⊆ Π converging weakly to ν ∈ Π, we have that
f νn converges to f ν weakly.
Verifying the assumptions of the theorem involves two steps: showing that point-
wise convergence of policies implies weak convergence, and showing that the set of
occupation measures over the class of stationary policies is tight. We verify both
of these with the following lemmas.
Lemma A.3.2 Let σ be a stationary policy, and let (σn)
∞
n=0 be a sequence of sta-
tionary policies. Suppose that σn → σ pointwise. Then σn → σ weakly.
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Proof. Since σn → σ pointwise, and the action sets A(x) are finite for every
x ∈ X, we have
lim
n→∞
(σn)x({0}) = σx({0})
lim
n→∞
(σn)x({1}) = σx({1})
for every x ∈ Xˆ. Hence for any bounded, continuous function g : A 7→ R and every
x ∈ X
lim
n→∞
∫
A(x)
g(a)d(σn)x(a) = lim
n→∞
1∑
a=0
g(a)(σn)x({a})
=
1∑
a=0
g(a)σx({a})
=
∫
A(x)
g(a)d(σn)x(a),
completing the proof.
Lemma A.3.3 The set of occupation measures {f ν : ν ∈ ΠS} is tight.
Proof. Note that under our assumptions, every stationary policy yields a sta-
ble Markov process with finite expected long-run average number of customers in
system. Hence for k = 1, 2, we have that supν∈ΠS Ck(ν) =: Cˆk < ∞. Define for
N ∈ N the compact set SN := {(i, j, A(i, j)) : i, j ≤ N}. If {f ν : ν ∈ ΠS} is not
tight, then by definition, there exists ˜ > 0 such that for every N ∈ N, there is a
policy νN ∈ ΠS with
1− ˜ ≥ f νN (SN) =
∑
(i,j):i,j≤N
piνN (i, j),
and thus ∑
(i,j):i,j>N
piνN (i, j) ≥ ˜.
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Hence, picking Nˆ such that ˜Nˆ > Cˆ1, we have that
C1(νNˆ) ≥
∑
(i,j):i,j>Nˆ
ipiνNˆ (i, j) > Nˆ
∑
(i,j):i,j>Nˆ
piνNˆ (i, j) ≥ ˜Nˆ > Cˆ1,
a contradiction. Thus {f ν : ν ∈ ΠS} is tight, completing the proof.
Proof of Lemma 2.5.4:
Proof. We know for any bounded and continuous h : K 7→ R, Theorem A.3.1
yields
lim
n→∞
∫
K
h(z)dfσn(z) =
∫
K
h(z)dfσ(z).
Define, for y ∈ X, a ∈ A(y), the indicator
1x(y, a) =

1 y = x
0 y 6= x.
Since 1x(y, a) is bounded and continuous on K, applying the theorem yields that,
for any x ∈ X,
lim
n→∞
piσn(x) = lim
n→∞
∫
K
1x(z)df
σn(z) =
∫
K
1x(z)df
σ(z) = piσ(x),
as desired.
A.4 Proof of Theorem 2.5.3
We prove the result for class 1 costs (k = 1). The proof for k = 2 is analogous. For
each policy σn in the sequence, define the process {Xσn(t) : t ≥ 0} on a common
probability space (Ω,F ,P). Recall that, for each policy, this is a two-dimensional
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Markov chain: Xσn(t) = (Iσn(t), Jσn(t)), where the kth component represents the
number of class k customers in the system at time t. For a stationary policy σ˜, let
X σ˜(∞) = (I σ˜(∞)), J σ˜(∞)) denote the limiting number of customers in the system
under policy σ˜, and note that X σ˜(∞) is distributed according to the stationary
distribution piσ˜. By Proposition 2.5.2, there exists a random variable Xˆ defined
on (Ω,F ,P) such that,
|Iσn(∞)| = Iσn(∞) ≤ Xˆ a.s.
E[|Xˆ|] = E[Xˆ] <∞.
If Iσn(∞) converges in distribution to Iσ(∞) as n → ∞, then we can apply the
dominated convergence theorem to yield
lim
n→∞
C1(σn) = lim
n→∞
E[Iσn(∞)] = E[Iσ(∞)] = C1(σ),
proving the result. Thus it suffices to show this distributional convergence. For-
mally, we need to show that for each i = 0, 1, 2, ...,
lim
n→∞
P(Iσn(∞) ≤ i) = P(Iσ(∞) ≤ i).
Using total probability, the fact that X σ˜ ∼ piσ˜, and the stationary distribution
convergence from Lemma 2.5.4, this is equivalent to showing
lim
n→∞
i∑
m=0
∞∑
j=0
piσn(m, j) =
i∑
m=0
∞∑
j=0
lim
n→∞
piσn(m, j) =
i∑
m=0
∞∑
j=0
piσ(m, j).
Note that if we can interchange the limit (taking n → ∞) and the infinite sum
(over j), then we have proved the result. To justify this interchange we show for
every m = 0, 1, 2, ..., the sequence (
∑N
j=0 pi
σn(m, j))∞N=0 is uniformly convergent.
That is, for every  > 0, there exists N() such that for all N ≥ N(),
∞∑
j=N+1
piσn(m, j) < , n = 0, 1, 2, ...
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This indeed holds by the tightness of {f σ˜ : σ˜ ∈ ΠS}: by picking the appropriate
N() as in Lemma A.3.3, for all N ≥ N(), we have, for every σn ∈ ΠS,
∞∑
j=N+1
piσn(m, j) <
∞∑
m=0
∞∑
j=N+1
piσn(m, j) +
∞∑
m=N+1
N∑
j=0
piσn(m, j)
= 1−
N∑
m=0
N∑
j=0
piσn(i, j)
< 1− (1− ) = ,
completing the proof.
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