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Abstract 
This thesis concerns the design and synthesis of transition metal complexes based on 
cyclohexane-supported bis-imino pyridines for use as electrocatalysts for hydrogen 
evolution, towards the aim of renewable energy storage.  
 
To investigate the effect of secondary coordination interactions on electrochemistry and 
electrocatalytic response to protons, a series of transition metal complexes with the same 
fundamental bis-imino pyridine chelating groups, but with different ligand backbones of 
cyclohexane and cyclohexanol were synthesised. Two isomers of the cyclohexanol 
ligands were synthesised giving the hydroxyl groups positioned either distal or proximal 
to the metal centre, due to the conformational lock that occurs on metal coordination. 
 
Coordination of these ligands to metal salts of Zn, Mn, Co, Ni and Cu gives a range of 
geometries. Ligands with no hydroxyl group (10, L1) or a distal (trans) hydroxyl (5, L2) 
both give octahedral geometries, whereas a proximal (cis) alcohol (9, L3) gives trigonal 
prismatic geometry for Zn, Mn and Co, but square-pyramidal geometry for Cu.  
 
All of the complexes synthesised were shown to give rich electrochemistry, largely due 
to the redox non-innocent bis-imino pyridine ligands. The presence or absence and 
position of the hydroxyl group are shown to have a large effect on the cyclic voltammetry. 
This includes evidence for molecular motion involving the interconversion between 
different geometries: specifically trigonal prismatic and octahedral or square-based 
pyramidal. 
 
Electrocatalysis is focused on the series of cobalt complexes as these were shown to give 
the largest response to acetic acid.  Catalytic parameters, η, and TOFmax, of the cobalt 
complexes follow a trend in increasing η and TOFmax from the propane backbone, to 
cyclohexane backbone, to the distal cyclohexanol, to the proximal cyclohexanol. 
However bulk electrolysis of CoL3N with acetic acid indicates that proton reduction to 
hydrogen is not the primary electrocatalytic process for this complex, and suggests 
reduction of solvent. Future studies must address the nature of this process, and 
unambiguously establish those of the other complexes. 
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Chapter 1 
Introduction  
 
 
 
 
“I’d put my money on the sun and solar energy. What a source of power!  
I hope we don’t have to wait until oil and coal run out before we tackle that.” 
Thomas Edison in conversation with Henry Ford and Harvey Firestone – (1931).1 
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1.1 Background for research 
 
The influence of humans on the climate is clear. The recent anthropogenic emissions of 
greenhouse gases are the highest in human history.2 These recent changes in the climate 
are having widespread impacts on human and natural systems. Warming of the climate 
system is explicit, and since the 1950s, many of the observed changes are unprecedented 
over global history. The atmosphere and ocean have warmed, the amount of snow and ice 
has diminished, ocean acidity has increased and sea levels have risen.2  
   
The globally averaged combined land and ocean surface temperature data, as calculated 
by a linear trend, show a warming of 0.85 [0.65 to 1.06] °C, over the period from 1880 to 
2012.2 Anthropogenic greenhouse gas emissions have increased dramatically since the 
pre-industrial era, largely driven by economic, technological and population growth. 
Anthropogenic greenhouse gas (GHG) emissions, since the pre-industrial era, have driven 
large increases in the atmospheric concentrations of carbon dioxide (CO2), methane (CH4) 
and nitrous oxide (N2O). Between 1750 and 2011, cumulative anthropogenic CO2 
emissions to the atmosphere were 2040 ± 310 GtCO2 (UN climate change panel IPCC: 
n×1012 tonnes of CO2 equivalent (GtCO2 eq)). About 40% of these emissions have 
remained in the atmosphere (880 ± 35 GtCO2); the rest removed from the atmosphere and 
stored on land (in plants and soils) and in the ocean. The ocean has absorbed about 30% 
of the emitted anthropogenic CO2, causing ocean acidification.
2 
The concentrations of carbon dioxide (CO2), methane (CH4) and nitrous oxide (N2O) have 
increased since 1750 by 40%, 150% and 20%, respectively, with roughly half of the 
anthropogenic CO2 emissions between 1750 and 2011 occurring in the last 40 years. Their 
effects, together with those of other anthropogenic drivers, have been detected throughout 
the climate system and are the only credible factor to have been the dominant cause of 
the observed warming since the mid-20th century.2 
 
Continued emission of greenhouse gases will cause further warming and long-lasting 
changes in all components of the climate system, increasing the likelihood of severe, 
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pervasive and irreversible impacts for people and ecosystems. Surface temperature is 
projected to rise over the 21st century under all assessed emission scenarios. It is very 
likely that heat waves will occur more often and last longer, and that extreme precipitation 
events will become more intense and frequent in many regions. The ocean will continue 
to warm and acidify, and global mean sea level to rise. Climate change will amplify 
existing risks and create new risks for natural and human systems. Risks are unevenly 
distributed and are generally greater for disadvantaged people and communities in 
countries at all levels of development. Without additional mitigation efforts beyond those 
in place today, and even with adaptation, warming by the end of the 21st century will lead 
to high risk of severe, widespread, and irreversible impacts globally. 
 
In 2013 the world’s energy consumption was estimated to be 108,150 TWh (where 1 
TWh = 0.086 Mtoe; 9301 Mtoe),3 with fossil fuels accounting for 81.4% and the other 
18.6% from nuclear and renewables such as biofuels and waste, hydroelectric, solar, wind 
and geothermal.4 Global energy needs are projected to double by mid-century and triple 
by the turn of the century even with an increase in appliance efficiencies.5,6 The main 
driver of this growth is the projected growth of population from 7.1 billion in 2013 to 9.7 
billion by 2050.7 In addition to the 2.6 billion new people, another 3 billion people in the 
Third World will be seeking a higher standard of living.8 
 
World fossil fuel reserves are finite and their extraction is becoming more challenging.9,10 
It is clear that a shift from fossil fuels to sustainable renewable carbon-neutral sources is 
needed over the next few decades to give near zero emissions of CO2 and other 
greenhouse gases and provide political, environmental, and economic security. 
Delivering the additional energy needed to the world by 2050 is not a simple task, 
however. Most energy sources are insufficient to keep pace with the world’s appetite for 
energy.11,12 
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1.2 Renewable energy resources  
 
Energy source Max. power/ TW 
Total surface solar 85,000 
Desert solar 7,650 
Ocean thermal 100 
Wind 72 
Geothermal 44 
River hydroelectric 7 
Biomass 7 
Open ocean wave 7 
Tidal wave 4 
Costal wave 3 
Table 1.1 Power available from renewable sources10 
 
Nuclear fission, and commercially viable nuclear fusion, are possible energy resources, 
however they both have problems associated with them. Nuclear fission is embedded with 
economic uncertainty, hidden costs and safety concerns as well as limited uranium 
resources at reasonable extraction cost; it also only has the ability to supply a fraction of 
our energy requirements.10 Fusion seems optimistic by 2050, as there are still a number 
of technical problems. Even if these are solved, obtaining an adequate supply of tritium 
(obtained from industrially and commercially valuable lithium10,13) at an acceptable cost 
will be challenging. 
 
As shown in table 1.1 there are a number of renewable energy resources suitable to 
provide the world with energy. Biomass, however, is limited as an energy resource due 
to the inefficiency of photosynthesis.14 As an example, if all the biomass on the planet 
was in the form of sugar cane, which is the most efficient at converting solar energy into 
biomass at 8% (most crops and plants are 0.1-0.2% efficient), only 7 TW of energy would 
be obtained from its combustion with the needless reintroduction of greenhouse gases.10 
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Hydroelectric power is an excellent source of clean energy providing 20% of the world’s 
electricity, and there is room for expansion as only a quarter of the world’s 45,000 dams 
are exploited for hydroelectricity.15 This is limited, however, by the availability of 
strategic waterways and has the potential to damage aquatic ecosystems.16 Geothermal 
sources are reliable and cost-effective, providing 1 GW of power worldwide, and do not 
have the intermittency problems found with some renewables such as wind power. Only 
a fraction of the maximum potential is feasible, however, as energy is very diffuse and 
thus unrecoverable.17 Wind power is increasingly used as a renewable energy source 
especially in colder climates producing 456 GW of energy worldwide in 2016.18 It has a 
large potential maximum energy, however, in practise it is likely to only expand to a 
fraction of this owing to a number of factors that restrict possible locations such as bird 
fatalities,19 the distance from highly populated areas and sites of natural beauty, and 
positioning turbines in areas of consistent wind patterns. Other problems include noise, 
intermittency and unpredictability of supply, sudden surges, and mechanical failure.10  
 
By far the biggest renewable source of energy is solar, which dwarfs world anthropogenic 
energy consumption. The sun’s 166 TW,10 is more than 10,000 times the world energy 
consumption of 16.2 TW in 2007.8 The surface solar energy drops to half, however, as 
19% is absorbed by the clouds and another 30% reflected back into space. This is still, 
however, 5000 times more than the world energy consumption. This excess in energy 
means that solar energy makes a lot of economic sense, as conversion inefficiencies can 
be more than compensated for by nonrecurring costs of more solar collectors.10 The major 
challenge confronting the deployment of solar energy and most other renewable energy 
sources on a large scale is storage - society relies on a continuous energy supply, and solar 
energy is diurnal and subject to intermittency arising from the variable atmospheric 
conditions. An inexpensive storage method is required for solar to become a large 
contributor to the primary energy supply.8 
 
1.3 Energy storage  
 
There are two extremes of energy storage: large-scale centralised storage (the grid) and 
small-scale decentralised storage. Centralised storage makes the grid more stable and 
reliable by stabilising short term fluctuations. It also allows energy to be supplied to meet 
demand by permitting load shifts, allowing excess energy to be stored through periods of 
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high energy input, and distribute energy in periods of low energy input. Decentralised 
storage gives the same benefits as centralised storage, with the addition that energy is 
stored near the site of demand, providing greater reliability due to the non-linear 
transmission and distribution losses. In addition, small scale, highly distributed energy 
generation and storage is thought to be of great importance to the distribution of energy 
in the Third World, where infrastructure is not already in place, due to the large cost of 
transmission and distribution hardware required.8 Decentralised renewable energy may 
also be the key for the world in terms of sustainability. As the energy is harvested, stored 
and used all at the same source, energy usage is self-regulating. 
 
1.3.1 Energy storage methods 
 
There are a number of energy storage methods adapted to solar, wind and the other 
renewable energies. Fundamentally, these break down into potential energy, and chemical 
energy storage. Potential energy storage methods include pumped-hydroelectric, 
compressed air, electric charge in super/ultra-capacitors, superconducting magnetic 
energy storage (SMES), flywheel energy storage of kinetic energy (FES), and thermal 
energy. Here, we focus on chemical methods: batteries, and fuels - they are the most 
commonly used for centralised and decentralised storage over a range of storage time 
scales and most relevant to the research undertaken from a chemical perspective. 
 
1.3.2 Batteries  
 
Batteries are the most common electrochemical energy storage technology at present. In 
a battery, electrons flow in an external circuit from the anode to the cathode. To maintain 
neutrality, cations also flow in the same direction but along a separate path within the 
electrolyte; so that the battery does not short circuit. The flow of electrons and cations 
during the batteries discharge allows for external work energy. Energy storage is achieved 
by reversing the electron and cation flow by applying an external energy source in the 
form of DC electricity.   
 
Batteries are however, fairly low energy density storage device, but as shown from the 
theoretical limiting energy densities of table 2 there is room for improvement. In a 
battery, the electrons must reside on atoms within the anode and cathode. The volume the 
17 
 
electron and cation occupy, and that for transference of charge is limited by the physical 
density of the materials composing the cathode, anode and electrolyte. Some of the 
lightest elements and hence the lowest physical densities are already used and 
consequently storage capacity can be expected to soon reach a ceiling. For instance, 
lithium is the third lightest element, and therefore its use in batteries leads to increased 
energy densities. All liquid batteries and metal-air batteries (metals = zinc, magnesium, 
lithium) have the highest theoretical energy densities due to the reduction of oxygen from 
the atmosphere at the cathode, which therefore gives a low physical denisty. Thus, most 
advances in batteries are from new architectural designs of anode and cathode, giving 
increases in power densities; the rate at which energy can be extracted and cycle life: the 
number of charge/discharge cycles until power output reaches 80%.20 
 
Batteries are described in terms of the cell reactions on discharge, the open circuit 
potential for a charged cell, and the maximum energy density based on the cell reactions 
and mass of active material. Table 2.1 gives the characteristics of various battery 
technologies receiving the widest attention for storage of renewable energy.21,22
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Battery Anode Cathode Potential/ V 
Energy density/ Wh Kg-1 
(Theoretical limiting energy densities) 
Cycle life 
Lead-acid Pb + SO42-  PbSO4 + 2e- PbO2 + 4H+ + SO42- + 2e-  PbSO4 + 2H2O 2.1 35 (252) 800 
Nickel-
alkaline 
M + 2OH-  M(OH)2 + 2e- 2NiO(OH) + 2H2O + 2e-  2Ni(OH)2 + 2OH-    
 M = Cd  1.3 35 (240-300) 700-2000 
 M = Zn  1.6 70-120 (240-300) 500 
 M = Fe  1.4 30-50 (240-300) 3000 
 Or     
 2MH + OH-  2M+ + H2O + 2e-  1.2 75(240-300) 600-1000 
 Or     
 H2 + 2OH- 2H2O +2e-  1.2 60 (240-300) 6000 
Lithium-ion LiC6  Li+ + e- MOx + Li+ + e-  LiMOx 2.5 - 4.5 150 (400) 1200 
High T-
sodium 
 (M = Co, Ni, Mn, V)    
 2Na  2Na+ + 2e- 2Na+ + 2e- + xS  Na2Sx 2.1 170 (750-790) 1800 
  Or    
Liquid flow  2Na+ + 2e- + NiCl2 Ni + 2NaCl 2.6 115  
 Zn  2Zn2+ + 2e- Br2 + 2e-  2Br- 1.3  1000 
 Or Or    
 V2+  V3+ +e- VO2+ + 2H+ + e-  VO2+ + H2O 1.6 29  
Metal-air      
 Zn  2Zn2+ + 2e- O2 + 2H2O + 4e-  4OH- 1.2 300 0 
Data taken from refs 21 and 22, Theoretical limiting energy densities/ Wh Kg-1; metal – air, Li 13000, Cd 4600, Mg  6800,  Al 8100, Zn 1300 ,Fe 1200 (note: these quoted energy densities do not correct for 
the weight of the metal oxide product at the cathode; when this is included, the energy density of all of these metal air batteries are greatly reduced). 
Table 1.2 Characteristics of various battery technologies receiving the widest attention for storage of renewable energy
21,22
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1.3.3 Chemical Fuels 
 
Chemical fuels are the best storage medium for renewable energies, having the highest 
energy densities of all the renewable storage sources, and covering the whole range of 
time scales for storage. These high-energy densities are achieved through the storage of 
electrons in the small space (the scale of ångström) as chemical bonds between light 
elements (i.e. H-H, C-H, and N-H etc).  Hydrogen (H2) has the largest energy density by 
mass (143 MJ kg-1) but suffers in volumetric energy density because it is a gas at standard 
temperature and pressure. Therefore, it is best used for stationary energy storage, or large-
scale transportation such as ships and trains, therefore, has its place in the future for 
energy storage.8 
 
Hydrogen as a renewable energy storage medium from water splitting gives additional 
benefits, in terms of water security. ‘Dirty’ water (waste, polluted, sea water) could be 
split into hydrogen and oxygen which are both gases and very thus easily separable from 
the ‘dirty’ source. If this hydrogen is then consumed in a sterile environment to release 
energy, clean potable water can be obtained. These benefits, particularly in Third World 
countries, could have potential to greatly improve the quality of life, and help to stem 
issues of water scarcity coupled with global warming and climate change.  
 
Hydrocarbon fuels, however, have optimum energy supply in terms of energy density by 
mass and volume. This, in combination with the availability of fossil fuels, is the basis of 
the choice of hydrocarbon fuels in present society. The key however, is to switch from 
hydrocarbon based source, obtained from oil and gas deposits, to a renewable energy 
storage medium, where renewable energy is converted into hydrocarbons to store the 
energy as required. The use of hydrocarbons as a storage medium may also provide the 
additional benefit of carbon dioxide sequestration, as for example solar energy could be 
stored as methanol or another hydrocarbon fuel by the reduction of carbon dioxide from 
the atmosphere and direct sources. The atmosphere presents a challenge due to the low 
atmospheric CO2 concentration of <0.1%, however, its possibility is illustrated by nature 
in plants using RuBisCO.23  This would then allow control of equilibria within the carbon 
cycle. This effectively allows control of carbon dioxide as a greenhouse gas, through the 
sequestration of more carbon dioxide than is required for energy needs and giving a 
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method to reverse the emission of green-house gases and thus global warming and climate 
change.  
 
The reduction of carbon dioxide to methanol or another such hydrocarbon fuel as opposed 
to hydrogen could also give some additional benefits in term of transportation and 
intermediate infrastructure. As being liquid fuels they are easy to handle, and have high 
volumetric energy density and energy density. Current infrastructure can also be used 
allowing for a progression, rather than building whole new systems and thus a more 
economically friendly green energy transition. However, clean hydrogen production is a 
likely first step which then enables access to hydrocarbons via Fisher-Tropsch 
chemistry.24 
 
1.4.1 Water splitting for energy storage 
 
There are a number of methods of water splitting; renewable energy in the form of DC 
electricity from transducers of solar, wind and other renewable energy resources is used 
by an electrolyser containing catalysts for hydrogen evolution and oxygen evolution. For 
example, solar hydrogen production can be achieved by two main approaches: artificial 
photosynthesis is achieved either by indirect solar fuel conversion, where separated 
electron-hole pairs give a potential difference provided by a photovoltaic cell connected 
to an external electrolyser of water oxidation and reduction catalysts, or by direct solar 
fuel conversion approach, (monolithic devices), where the water splitting catalysts are 
integrated with the semiconductor and which capture the photo-generated electron-hole 
pairs directly, such as in Nocera’s artificial leaf.25 For either direct or indirect approaches 
the catalysts use the electron-hole pairs generated to mediate the PCET reactions of water 
splitting.8 
 
Most of the energy that sustains life has been stored in the form of chemical fuels via 
photosynthesis, including all the fossil fuel reserves. Photosynthesis is the process in 
which solar energy is stored as organic compounds (such as sugars) and oxygen by the 
conversion of carbon dioxide and water. Natural photosynthesis, and water splitting, both 
start with oxidation of water. 
 
 
21 
 
 
Reduction potential for water splitting: 
 
H2O  H2 + ½O2   Eo = 1.23 V Eq 1 
 
Reduction potential for carbon dioxide fixation to carbohydrates: 
 
6CO2 + 6H2O  C6H12O6 + 6O2   Eo = 1.24 V  Eq 2 
 
Half reaction for water oxidation: 
 
O2 + 4H
+ + 4e-  2H2O  Eq 3 
 
Eanodic = 1.23 V – 0.059 (pH) V vs NHE  Eq 3a 
 
Half reaction for proton reduction: 
2H+ + 2e-  H2 Eq 4 
 
Ecathodic = 0 V – 0.059 (pH) V vs NHE  Eq 4a 
 
On an electron equivalent basis the production of carbohydrate stores only 0.01 eV more 
energy than water splitting, as shown by Eq 2, and therefore the main storage of energy 
comes from water splitting. The carbohydrate, however, acts as a convenient storage 
medium for the hydrogen produced from water splitting. 
 
Water splitting is thus a key reaction for renewable energy storage as a fuel. The first and 
most difficult step is oxidation of water, where four O-H bonds of two water molecules 
must be broken and a double O=O bond formed. The four electrons and protons released 
from this process may be combined to give two molecules of H2, or combined with CO2 
to produce organic molecules; such as alcohols, carbohydrates, and other such 
hydrocarbons. Combustion of the fuel obtained gives the energy when required and 
completes the energy cycle.26 
 
22 
 
Water splitting to H2 and O2 as shown in Eq 1 appears as if it should be a pH independent 
reaction. However, it is comprised of two separate proton-coupled electron transfer 
(PCET) half reactions, shown in Eq 3 and Eq 4. As shown by equations Eq 3a and 4a, 
water splitting stores 237 kJ mol-1 (at 298 K and 1 atm).8 If however, the electrons were 
uncoupled from the protons, the reaction would be confined to one electron steps. For 
example, in the hydrogen evolution reaction, the proton is reduced by a single electron to 
produce an H• radical with the energy cost of 2.3V vs NHE. The addition of the second 
electron and second proton give the H2 and the release of 2.3 V. This thermodynamically 
neutral process would have a large kinetic barrier (activation energy) of 2.3 V.8  
 
Proton-coupled electron transfer (PCET) is a term introduced in 1981 to describe an 
elementary step, like electron transfer or proton transfer, but in which electrons and 
protons are transferred together.27-29 Photosynthesis is a remarkable example of PCET in 
action with the transfer of 24 e− and 24 H+ from ca. 48 photons, storing ca. 1018 kilojoules 
of energy as carbon based fuels annually.30 
 
1.4.2 Overview of Electro-Catalysts for Water Splitting  
 
Research into catalysts for Eq (3) and (4) can be split up into two main categories 
molecular catalysts (homogenous) and extended solids (heterogeneous catalysts), 
however, there are also intermediate cases, such as, when homogenous catalysts are 
immobilised on surfaces.31 This work will focus on homogenous electrocatalysts for 
water/ proton reduction Eq (4). Electrocatalysts can be described by two main parameters: 
the kinetic parameter indicated by the turn-over frequency (TOF) and the rate of reaction, 
kobs; and the thermodynamic parameter described by the overpotential (η). The 
overpotential is the difference between the applied potential and the thermodynamic 
potential, the energy required to drive the reaction. A good catalyst would therefore have 
a high TOF and a small overpotential (η). 
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1.4.3 Operating Potential  
 
 To split water at an appreciable rate, voltages in excess of the thermodynamic potential 
must be applied. The effective operational photovoltage, Vop, is described by: 
 
Vop  =  Erev  +  ηa + |ηc | +  ηΩ 
 
Where Erev is the thermodynamic water splitting potential, and 𝜂Ω is the voltage required 
to overcome the resistance losses in the cell from solution resistance and contact 
resistance of the catalyst with the electrode etc. 𝜂𝑎  and |𝜂𝑐 | represent the over-potentials 
required to overcome the kinetic barriers from half reactions Eq 3 and 4. Better catalysts 
and thus lower overpotentials mean that the operational voltage will approach the 
thermodynamic potential for water splitting, and therefore, the overall efficiency of the 
processes is improved. When the efficiency of photovoltaic converters and electrolysers 
are 20% and 80% respectively, the total efficiency of solar to hydrogen energy is ca. 
16%.32,33 
 
The anodic and cathodic overpotentials come from the activation barriers for the half 
equations Eq 3 and 4 occurring at the electrode-solution interface (activation 
overpotential), and also the limitations from mass transport of reactants and 
electrocatalyst to and from the electrode. Mass transport limitations can be minimised 
through cell design.  
 
Platinum based electro-catalysts are generally considered the best catalysts for hydrogen 
evolution (HER).34,35 However, platinum is expensive and has low natural abundance, 
and thus its use in energy storage infrastructure is not commercially viable.10 The research 
and development of active, stable and inexpensive electrocatalysts for water splitting is 
the key to the use of hydrogen as a renewable storage medium.  
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1.5 Natural systems for hydrogen evolution and synthetic functional models  
 
 
Figure 1.1 Natural and synthetic functional active site models of the diiron hydrogenase.
36-41 
 
Nature reduces protons to hydrogen under neutral aqueous conditions using hydrogenase 
enzymes possessing iron or nickel cofactors. These show TOF of 100–10,000 mol H2 per 
mole of catalyst per second at the thermodynamic potential. To achieve these multielectro 
multiproton transformations, these enzymes use secondary coordination sphere 
interactions to relay protons and electrons to the active site, stabilising key intermediates 
and creating a high concentration of electrons and protons around the active centre. The 
large size of these enzymes and their instability under aerobic ambient conditions, 
however, mean that their use as catalysts for hydrogen evolution is limited.36,37 
Nevertheless, the study of processes used by nature can be used as a guide through the 
synthesis of biological mimics to make more active molecular catalysts.  
 
The most studied hydrogenase is the so called [FeFe]H2ase, with active site containing a 
di-iron core as illustrated in (1.1). This can catalyze the reduction of protons to hydrogen, 
and the oxidation of hydrogen.36,37 A number of structural and functional active site 
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models of these have been synthesized with the majority being based on the di-iron 
systems.38 
 
One such functional model was reported by Pickett and co-workers,39 in which they 
synthesised an H-cluster analogue consisting of a di-iron subsite linked to a {4Fe4S} 
cluster illustrated in (1.2). This H-cluster analogue was shown to catalyse proton 
reduction at diffusion-controlled rate with an Ep = -1.33V versus (Ag/AgCl, CH2Cl2, 
0.45M TBABF4, 0.05 TBACl).   
 
Until recently no functional hydrogenase models had shown activity both for the catalytic 
reduction of protons to hydrogen and the oxidation of hydrogen to protons and electrons. 
Hogarth and co-workers,40 however, have shown a di-iron analogue with a ferrocene 
diphosophine (dppf) ligand, which can catalyse both reduction and oxidation. Redox-
active ligands containing ferrocene moiety had been developed previously as substitutes 
for the [4Fe4S] forrodoxin cluster (1.3).40,41 In the presence of 1-10 equivalents of 
HBF4•Et2O in MeCN (1.3) gives a catalytic proton reduction wave with an Ep = -1.70 V 
vs Fc/Fc+. In addition, in the presence of equimolar pyridine in MeCN under H2 results 
in an increase in the oxidative peak of the second oxidation process by 10 mA, which 
reaches 22 mA upon addition of 10 equivalents of pyridine.       
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1.6 Cobalt Based Molecular Catalysts for Hydrogen Evolution 
 
 
Figure 1.2 Relevant molecular catalyst based on earth abundant metal cobalt for hydrogen evolution.48-54
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Some of the most active catalysts known for hydrogen evolution are square-planar 
macrocyclic or pseudo macrocyclic cobalt complexes; one of the first examples of such 
molecular hydrogen evolution catalysts were [14]diene-N4 macrocycle complexes (1.4) 
developed in 1980 by Fisher and Eisenberg,42  with either a cobalt or nickel metal 
centre. These have been shown to catalyse the reduction of water to hydrogen at an 
electrode potential of -1.25 V vs NHE, in aqueous solution (water in acetonitrile). The 
nickel compounds are also competent for carbon dioxide reduction, giving carbon 
monoxide in a 1:1 ratio to hydrogen in aqueous solution at -1.25 V vs NHE. 
Interestingly, with a completely aliphatic ligand the ratio of carbon monoxide to 
hydrogen produced was found to be 2:1, suggesting that electronics of these ligands (i.e. 
the basicity of the metal complex formed) influence selectivity between carbon dioxide 
and water reductions.  
 
Peters and co-workers43 more recently developed a number of tetraimine macrocycle 
based cobalt complexes (1.5), which were found to catalyse hydrogen evolution at low 
overpotentials in acetonitrile. When R1 and R2 = methyl, the overpotential (η) for 
hydrogen evolution is 380 mV. Furthermore, the study highlights the effect of the 
electron-withdrawing ability of the ligand framework on electrode potential and the 
subsequent effects on hydrogen evolution. When R1 and R2 = methyl the Co(II/I) redox 
couple resides at -0.35 V vs SCE. However, if R1 is changed to a phenyl group, which 
withdraws electron density from the metal centre, the potential shifts ~50 - 60 mV more 
positive to -0.2 V vs SCE. If R2 is also replaced by phenyl groups, then the potential shifts 
a further ~50 mV more positive to -0.08 V. However, with increasing substitution for the 
phenyl groups, the catalyst requires stronger acid to achieve hydrogen evolution. Where 
R1 and R2 are methyl groups, tosylic acid with a pKa of 8
3 can be used to achieve 
hydrogen evolution. However if R1 is changed for phenyl groups, then a stronger acid 
HBF4·Et2O (pKa = 0.1) is required to give catalytic hydrogen evolution.  
 
Gray, Peters and co-workers44 recently reported a cobalt bis(iminopyridine) (1.6) which 
shows high activity for hydrogen evolution from aqueous buffered solutions at pH-
independent operating potential of -1.3 V vs SCE. Bulk electrolysis at operating potentials 
of -1.0 and -1.4 V vs SCE  at pH 2, 5, and 8, gave faradaic efficiencies of up to 90% and 
TOF’s up to 50 L H2 (mol cat)-1 (cm2 Hg)-1, with more hydrogen being produced at -1.4 
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V vs SCE.  It was postulated that hydrogen evolution proceeds via a different route 
depending on the pH, both pathways start and finish in the same way, however, beginning 
with reduction of Co2+ and terminating with H2 evolution via bimolecular combination or 
protonation of the Co-H intermediate. At pH ≤ 6, protonation of Co1+ is proposed to be 
the turnover limiting step. At pH ≥ 7, protonation of Co1+ was found to be slow on the 
timescale of the CV experiment, and therefore is not the primary pathway for hydrogen 
evolution. Instead, it was proposed to be the formation of the doubly reduced complex. 
In addition it was suggested that a complementary ligand based pathway is in operation 
at pH ≤ 6, where hydrogen evolution is faster than ligand decomposition. 
 
Kellet and Spiro,45 showed that a number of water soluble porphyrin Co(II) complexes 
(1.7) and (1.8) can catalyse hydrogen evolution on a mercury drop electrode at -0.71 V 
vs SHE in 0.1 M trifluoroacetic acid with a faradaic yield of over 90%. They however 
suffer from adsorption onto electrode surfaces, therefore precluding the proper evaluation 
of electrode kinetics and mechanism of hydrogen evolution. Refat Abdel-Hamid et al,46 
reported a bis(1,4,7-triazacyclodecane)cobalt (III) complex (1.9) which can catalyse 
hydrogen evolution from Britton-Robinson universal buffers at pH 2 to 10 at -1.29 V vs 
SHE on a mercury dropping electrode. 
 
Connolly and Espenson in the 1980’s reported a cobaloxime system, initially made as a 
vitamin B12 mimic, Co(II)(dmgBF2)2(H2O)2 (1.10) (dmgBF2 = 
(difluoroboryl)dimethylglyoxime), that catalyses the reduction of protons to hydrogen by 
Cr2+ ions at slow rates in acidic aqueous solution. Inner-sphere electron transfer via the 
chloride ligand was proposed as the rate determining step.47 Peters, Lewis and co-
workers,48 studied the electrocatalytic hydrogen evolution of methyl and phenyl (1.10) 
cobaloximes in acidic acetonitrile solutions, in the prospect that electron-transfer from a 
solid-state electrode might be more rapid. Their studies indicated that both catalyse the 
evolution of hydrogen from a range of acids. Where R=Me (1.11a) the complex mediates 
the production of hydrogen at -0.55 V vs SCE corresponding to the CoII/I redox couple, 
and when R = Ph the complex (1.11b) mediates hydrogen production at -0.28 V vs SCE 
in acetonitrile solution, using trifluoroacetic acid (pKa= 12.7 in acetonitrile).49 Catalysis 
was found to occur in the presence of acids with modest (8.7–12.7) to low (0.1) pKa 
values in acetonitrile. Bulk electrolysis of a 0.5 mM solution of (1.15a) in the presence 
of 45 mM CF3CO2H in 100 mL CH3CN at -0.72 V consumed 96 coulombs of charge after 
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1 hour, corresponding to 20 turnovers. The identity of the axially coordinating ligands 
was found to affect catalysis. With the chloride-bound catalyst for example, the CoII/I 
redox couple was shown to shift cathodically to -0.8 V vs SCE.  The parent Co(dmgH)2 
(1.10) exhibits no electrocatalytic reduction under aqueous conditions within the window 
of the glassy carbon electrode. However, incorporation of BF2 bridges into the 
macrocycle results in a positive shift of the reduction potential, and gives hydrogen 
evolution from aqueous solutions. Without the oxime functionality, the tetraimines 
produce hydrogen at slow rates in 0.25 M HCl. 
 
Peters and co-workers50 recently reported that two diimine-dioxime cobalt complexes 
(1.12a) and (1.12b) which were shown to be efficient homogenous catalysts for hydrogen 
evolution from acidic aqueous solution, with identical overpotentials of 390 mV, turn 
over numbers of 23, 18, and faradaic efficiencies of 81% and 80% respectively, over 2 
hour bulk electrolysis at -0.93 V vs SCE comparable to that of tetraaazamacrocyle 
complexes51 and Ni(diphosphine)2
52
 complexes in acetonitrile using organic acids. In the 
same work they also showed that a diiminopyridine macrocycle (1.13) is able to catalyse 
the evolution of hydrogen at an overpotential of 400 mV, a turn over number of 17 and 
faradaic efficiency of 92%.  Interestingly the hydroxyl in (1.12b) was incorporated to 
increase water solubility and doesnot appear to have a major effect on rate or 
overpotential.  
 
Reisner and co-workers53,54 described a cobaloxime based complex (1.14) which they 
found to selectively reduce protons to hydrogen under neutral pH in the presence of 
atmospheric concentration of oxygen. The phosphonic acid group allows water solubility 
and also immobilisation on to metal oxide surfaces. In the presence (21% O2) and absence 
of oxygen (under nitrogen) the complex gave a catalytic current at -0.55 V vs NHE at a 
glassy carbon working electrode in an aqueous solution of triethanolamine (TEOA) and 
Na2SO4 (0.1 M) at pH 7 and 25 
oC. No additional waves from the reduction of oxygen 
were seen, and only a small increase in catalytic current (-25 to -30 µA), was observed in 
chronoamperometric studies. There are very few molecular hydrogen evolution catalysts 
which are known at present to selectively reduce hydrogen in the presence of oxygen. 
Notably only an expensive ruthenium-based complex based on Wilkinson’s catalyst55 or 
a cobalt corrole complex.56 
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1.7 Proton coupled electron transfer, proton relays and thermodynamics of 
protonation 
 
As shown in section 1.4.1, efficient catalytic hydrogen evolution requires the coupling of 
electron transfer (ET) and proton transfer (PT) in proton-coupled electron transfer 
(PCET) reactions. In the absence of PCET, reaction intermediates possess excessively 
large equilibrium potentials and a kinetic barrier of 2.3 V.8 PCET, however, shifts the 
equilibrium potentials of the intermediate redox steps to a narrower potential range, 
minimising the overpotential to sustain catalysis at a desired turn-over rate.57,58 PCET 
reactions may be classified into stepwise and concerted pathways. In concerted proton 
coupled electron transfers (PCET), the electron and the proton go through a common 
transition state, whereas in stepwise PCET, ET is followed by PT (ETPT), or PT followed 
by ET (PTET). Concerted pathways avoid thermodynamically energetic intermediates 
(high activation energies), however, they may experience kinetic losses associated with 
proton tunnelling.59,60 
 
Proton relays are pendant bases or acids within the secondary coordination sphere of an 
active catalytic centre which can facilitate the transfer of protons between the solution 
and the catalytic centre.61 The incorporation of these proton relays into the secondary 
coordination sphere of catalysts facilitates the transfer of protons, and therefore can give 
a route for the coupling of proton and electron transfer (PCET) for hydrogen evolution 
and other such multi-electron proton reactions. For example, in nature; the presence of an 
amine in the secondary coordination sphere of the di-iron hydrogenase enzymes active 
site (1.20) contributes to the high catalytic activity; as the pendant amine assists in the 
heterolytic cleavage of H2 and bond formation by facilitating proton transfer and coupling 
PCET reactions.62,61 
 
It is known that, in comparison to an organic basic site, a metal centre can be slow to 
protonate. The intrinsic barrier to proton transfers’ to and from metals (the formation and 
breaking of M-H bonds) is substantially larger than the barrier to proton transfer to amine 
bases, for example. Proton self-exchange between amine bases (e.g. aniline/anilinimum) 
typically occurs at diffusion-controlled rates (k > 109 M-1 s-1), while proton transfer self-
exchange from HW(CO)3Cp to its conjugate base [WCO3Cp]
-, occurs with a second-order 
rate constant of 650 M-1 s-1 at 298 K in MeCN.63 A basic site close to the catalytic metal 
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centre ideally positioned to relay protons to the metal, therefore, can promote the 
formation of a metal hydride, a key intermediate in hydrogen evolution and oxidation. 
This has been found to be essential for the reversible oxidation of hydrogen.64 
 
An understanding of how a basic site can influence the free energy of the reaction of 
heterolytic cleavage and therefore formation of hydrogen can be obtained from 
thermodynamic data of the individual reactions, the sum of their free energies equates to 
the free energy of the overall reaction (ΔGo).61 To avoid the formation of high energy 
intermediates during the oxidation or production of H2 via a heterolytic route, it is 
important to match the hydride acceptor ability of the metal with the proton acceptor 
ability of the base. If the protonated base shows a pKa that will complement the hydride 
acceptor ability of the metal centre (ΔGoH-), the overall free energy of the reaction (ΔGo) 
can then be close to zero.65- 67 The thermodynamic cycle to determine the pKa values of 
the protonated pendant amines of DuBois type nickel phosphine systems (explained in 
detail in section 1. 8), is illustrated in Table 1.3 
 
Table 1.3 Thermodynamic cycle for the determining pKa values of protonated pendant amines.67  
 
        [HNiII(PR’2CH2NR2)2]
+ ↔  [NiII(PR’2 CH2NR2)2]2+ + H-  ΔGoH- 
[NiII(PR’2 CH2NR2)2]
2+ + H2 ↔  [Ni0(PR’2 CH2NR)2NH)2]2+  ΔGoH2 
                       H+ + H-     ↔        H2     -76.0 kcal/mol 
[HNiII(PR’2CH2NR2)2]
+ + H+      ↔  [Ni0(PR’2 CH2NR)2NH)2]2+  ΔGoH+(N) 
pKa(N) = ΔGoH+(N)/2.303RT 
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1.8 Proton reduction catalysts with organic ligands incorporating proton relays in 
the secondary coordination sphere 
 
Figure 1.3 DuBois type proton reduction catalysts with proton relays in their secondary coordination 
sphere.
 69-84 
DuBois and co-workers,68 taking inspiration from the active site of the [FeFe] 
hydrogenase enzymes containing a dinuclear iron complex with a bridging azadithiolate 
ligand, recently developed a series of nickel-based molecular catalysts, in which each 
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ligand contains two phosphine coordination sites and two non-coordinating amine sites, 
for electrocatalytic hydrogen production.  Although the nature of the dithiolate backbone 
had not been definitively established at the time of the initial research, subsequent studies 
found an azadithiolate bridge promotes the shuttling of protons and heterolytic cleavage 
of dihydrogen.69-71 
 
In previous work of the DuBois group investigated the catalytic and thermodynamic 
properties of some simple diphosphine nickel complexes in acetonitrile.72-75 It was found 
that the 1,3-bis(diethylphosphino)propane nickel complex 1.15 slowly oxidises hydrogen 
at a potential of ca. 0.8 V (vs the Fc/Fc+ couple) in the presence of an external base. 
Furthermore, when a nitrogen base was incorporated into the backbone as in 1.16, it can 
readily add hydrogen to give compound 1.17 and improved electrocatalysis with an 
overpotential of ca. 150 mV, and turnover rate of between 0.01 and 0.5 s-1. For the 
electrochemical oxidation of hydrogen at low overpotentials (less than 0.15 V), the 
enhanced reactivity of (1.15) as compared to 1.16 is attributed to facile inter- and 
intramolecular proton/hydride exchange. X-ray studies of 1.22 found that chair 
conformation of the six-membered chelate ring is the most stable conformation.76 
However, to allow simultaneous interaction of the nickel and the pendant base with 
dihydrogen, the ligand must adopt the less stable boat conformation. Therefore, to further 
optimise the position of the pendant bases in the complex, a cyclic diphosphine ligand 
was used to force the pendant ligand into the boat conformation such as in 1.18.  
 
Complex 1.18 also shows a catalytic wave for the reduction of protons at -0.86 V vs the 
Fc/Fc+ couple in acetonitrile.  Bulk electrolysis at -0.94 V vs Fc/Fc+ in acetonitrile solution 
with triflic acid, gave a faradaic efficiency of 99 % for hydrogen production, and a turn 
over frequency of 130 moles s-1 per mole of catalyst. Hydrogen oxidation from an 
acetonitrile solution purged with 0.8 atm of hydrogen and triethylamine as an external 
base, exhibited a catalytic wave from the oxidation of hydrogen with a half-wave potential 
of -0.73 V vs Fc/Fc+ at a rate of 10 s-1.77 
 
Considerable research into these systems has focused on the variation of the pendant 
amines as biomimetic proton relays. Recently a group of complexes have been found to 
have enhanced catalytic activity for proton reduction from acetonitrile solution spiked 
with water. For example, compound (1.20) has found to have a TOF of 500 s-1 and 
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overpotential of 320 mV in pure acetonitrile. Spiking the solution with water leads to an 
increased TOF of 1850 s-1 at an over potential of 370 mV. Compound (1.21) was found 
to reduce protons in acidic ionic liquid water solutions with a TOF of > 4×104 s-1 at an 
overpotential of 400 mV.78 The addition of 1.2 M of water to acetonitrile solutions of 
compound (1.22) with only one pendant amine per ligand, held in the right conformation 
by the seven membered ring, increases the TOF from 33,000 s-1 to 106,000 s-1 at -490 mV 
vs SHE using protonated dimethylformamide as the acid source.79  
1.9 Homogenous proton reduction catalysts with organic ligands incorporating 
proton relays in the outer coordination sphere.  
 
Shaw and co-workers,80,81 have recently described a series of DuBois catalysts featuring 
unnatural amino acid (3-(4-aminophenyl)-propionic acid) appendages in their outer 
coordination spheres as hydrogenase mimics. Preliminary studies focused on amino acid 
3-(4-aminophenyl) propionic cyclic diphosphine complex (1.23) and its ethyl ester (1.24), 
followed by the incorporation of the simplest amino acid glycine (1.25), ethyl ester (1.26) 
and its dipeptide (1.19). Results showed a strong dependence on the addition of water and 
the acid type as shown for other catalysts of the DuBois type.82 For example, when using 
p-cyanoanilinium as the acid, rates for the peptide catalysts are 14-25 s-1. These rates 
increase an order of magnitude or more when using DMFH+, where the observed rates 
are 140-1000 s-1. Catalytic rates are also observed to show significant enhancement (1.4-
7 times faster) when water is added to the acidic solution, protonation of secondary 
coordination sphere carboxylic acid and amine groups plays an important role in catalytic 
H2 production, possibly by facilitating proton transfer to the active site or increasing 
proton concentration near the active site. Rates were shown to be faster for larger 
complexes demonstrating that activity is not hindered by steric effects. This may be due 
to stabilising effects. 
 
DuBois and co-workers83,84 have also described the analogous cobalt complex (1.27) and 
its relative with a single cyclic diphosphine ligand (1.28). Compound (1.27) is not 
catalytically active towards hydrogen evolution; this is presumably an electronic problem, 
as cobalt is harder to protonate than nickel, with strong backbonding to the phosphine 
ligands withdrawing electron density from the metal centres and reducing their basicity. 
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However, compound (1.28) is electrocatalytically active for the production of hydrogen 
with a TOF of 90 s-1 and overpotential of ca. 285 mV, when (R = Ph). This improves to 
a turnover frequency of 160 s-1 and an overpotential of 160 mV, when R = t-Bu, using 
bromoanilinium tetrafluoroborate as the acid in acetonitrile.  
 
1.10 Hangman Cobalt and Nickel Porphyrins 
 
Figure 1.5 Nocera and co-workers “hangman” porphyrin complexes. 
 
Nocera and co-workers85 have described a number of “hangman” porphyrins which 
incorporate a carboxylic acid functionality proximate to the metal centre, competent for 
hydrogen evolution. In the presence of excess benzoic acid, the complexes (1.30) and 
(1.29) have overpotentials of ca. 800 mV and ca. 680 mV, and faradaic efficiencies of 85 
and 80% respectively. The proximal carboxylate allows for a mechanistic evaluation 
through the stoichiometric control of proton concentration. The acid-base 
hangman/pendant group permits the facile transfer of a single proton to or from a substrate 
bound to the metal centre, which gives a ca. 200 mV positive shift in potential for the 
CoI/0 couple of (1.29) compared to (1.30), termed the “hangman” effect. This is where the 
one electron reduction of CoI in (1.29) is followed immediately by proton transfer from 
the hanging/pendant group to produce CoIIH.  In the presence of excess benzoic acid (pKa 
= 20.7 in acetonitrile), (1.29) and (1.30) both exhibit catalytic cathodic waves. Analysis 
showed that CoII/I reduction is not affected by the presence of acid, but the CoI/0 reduction 
which gives a catalytic current. Therefore, it is shown that benzoic acid is too weak to 
protonate the CoI centre, and therefore catalytic H2 production is only observed on further 
reduction to Co0. The pendant group gives a decrease in overpotential for (1.29) of 120 
mV compared to (1.30) at 3 mM acid concentration.  For (1.29) the potential of the CoI/0 
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wave is the same in the presence and absence of acid, but shifts by 80 mV negative for 
(1.30) on increasing acid concentration. In (1.29), proton transfer is not rate-determining 
for catalysis, whereas in (1.30), the proton transfer is a determinant of the mechanism, for 
either case, H2 catalysis is initiated from the Co
IIH state. In the presence of the stronger 
tosic acid (pKa = 8.3 in acetonitrile), both (1.29) and (1.30) exhibit catalytic cathodic 
waves at c.a. -1.5 V, giving almost identical overpotential and catalytic current.  This 
showed that the stronger acid overwhelms the chemistry of the system and the hangman 
effect is obviated. Unlike for benzoic acid, the CoII/I wave becomes irreversible in the 
stronger tosic acid for both (1.29) and (1.30). This indicates that CoI is protonated by the 
tosic acid. Electrocatalysis for (1.29) and (1.30) occurs at potentials negative of the CoII/I 
couple, indicating that a CoIIIH species formed needs to be further reduced to CoIIH for 
H2 evolution.
 
 
Artero and co-workers86 showed a similar acid dependence on mechanistic redox pathway 
on the [Co(dmgBF2)2L] (1.10) where L is DMF or MeCN.  
 
Table 1.4 Mechanism of hydrogen evolution from [Co(dmgBF2)2L] (1.15) depending on the acid strength 
used 
Strong acid:    CoII + e-   CoI + H+  CoIII-H + H+  H2 + CoIII + e-  CoII 
Medium acid: CoII + e-   CoI + H+  CoIII-H + e-       CoIIH +H+  H2 + CoII 
Weak acid:      CoII + e-  CoI + e-    Co0 +H+             CoIIH + H+  H2 + CoII 
 
The three pathways begin with the reduction of CoII to CoI, this is owing to the low 
basicity of the CoII complex which would require a very strong acid to protonate. The 
strong acid p-cyanoanilinium tetrafluroborate (pKa = 7.6 in MeCN) causes the 
appearance of a large irreversible catalytic wave at potentials close to the CoII/I redox 
couple. This shows that it is strong enough to protonate both CoII and CoIII-H. With 
addition of medium strength acids such as CF3COOH in MeCN (pKa = 12.7 in MeCN), 
catalytic behaviour at the CoII/I couple is observed, with the introduction of a new cathodic 
irreversible wave at -1.00 V vs Ag/AgCl which increases with increasing acid 
concentration corresponding to the reduction of CoIII-H to CoII-H from which hydrogen 
evolves through reaction of the metal hydride with protons. With the addition of a weak 
acid such as Et3NHCl (pKa = 18.7 in MeCN) catalytic current occurs at more negative 
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potential of -1.43 V vs Ag/AgCl, because only the Co0 state is basic enough to be 
protonated by the weak acid.  
 
1.11 The Coordination Complexes of 1,3,5-subsituted Cyclohexanes and their 
Catalytic Properties
 
Figure 1.5 Coordination Complexes of 1,3,5-subsituted cyclohexanes 
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The coordination chemistry of 1,3,5-trisubsituted cyclohexanes and their properties are 
introduced, as it is important feature in the work presented, as the cyclohexane 
backbond allows control of the stereochemistry of sustiuents, important in governing 
geometry or the complexes and consequently catalysis. 
 
1,3,5–Substituted cyclohexanes undergo rapid conformational exchange, but if it behaves 
as a polydentate ligand, can become conformationally locked into a rigid framework upon 
coordination to a metal centre. These have been shown to give a wide variety of 
coordination modes, including working models of metalloenzymes, mimicking the 
secondary coordination sphere of enzyme active sites.  
 
Some of the first 1,3,5 – substituted cyclohexane based ligands were cis,cis-1,3,5 –
triaminocyclohexane (cis-TACH)  and  cis,trans-1,3,5–triaminocyclohexane (trans–
TACH) illustrated in (1.31a) and (1.31b) respectively. Which on coordination with 
nickel(II) salts give two differing homoleptic complexes. In which, cis–TACH caps both 
faces of the nickel’s octahedral coordination sphere, whereas the trans-TACH complex 
of nickel, gives a square planar geometry with the non-coordinating ‘trans’ pendant 
amines positioned alternately  to eliminate steric interactions between the two 
cyclohexane rings.87,88  
 
cis and trans-TACH are easily N-functionalised through condensation reaction with a 
number of aldehydes to give imines.89 Walton and co-workers,90  have prepared a number 
of N-functionalised cis-TACH derivatives from benzaldehydes. However, on 
complexation of the triimine cyclohexane ligands with the copper(II) salts of nitrate, 
acetate and chloride, monoimine complexes were obtained, where two of the imine 
groups were selectively hydrolysed. This is illustrated by the imine diamine complex 
(1.32) formed from the complexation of CuCl2•2H2O with the triimido cyclohexane 
synthesised from cis-TACH and 3,5-dimethoxybenzaldehyde. This selective hydrolysis 
is presumably owing to the elimination of strain in the intermediate complexes formed. 
The use of cinnamaldehydes to N- functionalise cis-TACH instead of benzaldehydes, 
conversely, results in complexes resistant to hydrolysis on coordination. These complexes 
were used as secondary coordination sphere models of metalloenzymes.91,92 Complex 
(1.33), for example, is a structural model of the active site of carbonic anhydrase and able 
to catalytically decompose dimethyl pyrocarbonate (dmpc) [dimethyl-oxo-
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bis(dioxocarbonate)] and diethyl pyrocarbonate (depc) to dimethyl and diethyl carbonate 
respectively along with the evolution of carbon dioxide.93 
 
Interestingly Wass and co-workers94 recently reported some cis-TACH based ligand 
systems prepared by the N-functionalisation with benzaldehydes similar to Walton and 
co-workers, where the imine arms remain intact on coordination. However, they use metal 
salts with non-coordinating anions for their complexations, such as [Cu(NCMe)4][PF6]. 
The lower oxidation state of the copper may be significant in this, as there should be less 
polarisation of the imines and therefore less vulnerablity to hydrolysis. The complexes 
made, such as (1.34), were shown to bind reversibly with CO and ethylene, giving 
possible application in olefin separation and extraction.   
 
1,3,5 – Substituted cyclohexanes can also provide frameworks for mixed metal 
complexes and coordination polymers. For example, the ligand made from the imination 
of trans-TACH with 2-pyridinecarboxaldehyde gives 3 sets of bidentate moieties. In the 
ring flipped conformation this gives two axial bidentate donor sets providing a 
tetradentate chelating pocket able to coordinate to the same metal, while maintaining the 
equatorial bidentate site free for further coordination. The stability difference between the 
tetradentate and bidentate coordination ensures that the metal coordination occurs in two 
successive steps. The reaction with the ligand with one equivalent of copper(II) chloride 
has been shown to give the mononuclear complex (1.35a), where the copper centre sits 
in the tetradentate coordination pocket, with the equatorial bidentate site free. The 
reaction of 1.5 or 2 equivalents of copper(II) chloride, however, both give the 2:1 metal 
to ligand complex with μ2-chloro bridged copper(II) dimer (1.35b).95 
 
Gajda and co-workers96 recently showed that a bridged tricopper complex using a cis-
TACH based ligand from the imination with 1-H-pyrazole-5-carboxaldehyde (1.36) can 
act as an oxidase enzyme mimic. The cyclohexane provides a fixed organised tripodal 
scaffold and the pyrazole allows for metal bridging, these features allowed for the 
controlled formation of an oligometallic core. The triply deprotonated trinuclear complex 
was shown to be an efficient functional catechol oxidase mimic, with a low optimum pH 
of ca. pH = 5.6. 
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Cronin and co-workers97-99 made a number of ligands based on cis-3,5-diamino-trans-
hydroxycyclohexane (cis,trans-DAHC) synthesized from the mono protection, 
tosylation, deprotection and azide inversion and reduction of cis,cis- 1,3,5-
cyclohexanetriol. This 1,3,5 – substituted cyclohexane ligand gives a wide array of 
mononuclear and supramolecular complexes. Imination with 2-pyridinecarboxyaldehyde 
of (cis,trans-DAHC) gives the bis(imidopyridine) tetra-dentate ligand DDOP. On 
complexation with copper(II), cobalt(II), cadmium(II), and zinc(II), this forms 
mononuclear, ring-flipped complexes with the imino pyridine functionalities of the ligand 
encapsulating the metal centre in a chelating N4 coordination pocket, fixing the non-
coordinating hydroxyl in the equatorial position, as shown in the cobalt complex (1.37). 
However, on coordination with silver(I) leads to the formation of a four-coordinate 
dinuclear mesocate structures as shown in (1.38). It was postulated that the mononuclear, 
octahedral complexes, for example, in the case of the d10 zinc(II) and cadmium(II) result 
from the energetic stabilisation gained through two extra coordinate bonds, while in the 
case of silver(I) the lower tendency of the metal centre for six-coordination give the 
energetically preferred dinucleating mesocate conformation.44 
 
1.12 Outline and Aims of Thesis 
 
 
 
This thesis takes inspiration from a cobalt based electrocatalyst (1.6) reported by Gray 
and Peters,44 and shown to give hydrogen at ambient pH in water, and together with 
work by Cronin and co-workers,100-102 on cyclohexane based ligands for coordination 
chemistry, illustrated in (1.37). 
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Figure 1.6 DFT structure of proposed catalyst 
The precedent from Gray and Peters indicates that using an iminopyridine macrocyclic 
framework for a cobalt centre should give hydrogen evolution from weakly acidic 
conditions with a low over potential. The relative ease of Schiff base chemistry would 
then allow for tuneable electronics and the rigid cyclohexane backbone give the ability to 
enforce a proton relaying group in a defined orientation around the metal second 
coordination sphere. A hydroxyl relay was chosen as an initial starting point for its 
relative ease of synthesis, enabling access to analogues may with the hydroxyl positioned 
proximal or distal to the metal centre. Hydroxyls are not perhaps the best proton relays 
due to their relatively low basicity, however, they have been shown to give an 
enhancement in other systems, such as work by Rauchfuss on di-iron hydrogenase 
models.103 The synthesis of ligands incorporating likely more effective nitrogen-based 
proton relay groups was then explored.  
  
Pendant relay 
Iminopyridine 
framework 
Rigid cyclohexane 
backbone 
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Chapter 2.0 
Ligand synthesis and characterisation 
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2.1 Synthesis 
2.1.1 Overview of ligand synthesis 
This chapter covers the synthesis and characterisation of the 1, 3, 5 – trisubsituted 
cyclohexane based ligands explored within this thesis, with an overview of the synthetic 
schemes to the ligands shown in Scheme 2.1.  
 
Scheme 2.1 Overview of ligands synthesis 
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2.1.2 Synthesis of 5, L2  
 
Scheme 2.2 Cronin and co-workers104 synthesis of 5, L2 ; reagents, conditions and yields: (a) TBDMSCl, 
NEt3, NaH, THF, 40oC, 20 hr, 97%; (b) TsCl, pyridine, 0 oC, 48 hr, 90%; (c); HF, CH3CN, 45 oC, 18 hr, 
92% (d) NaN3, DMF, 70oC, 24 hr, 79%; (e) H2, Pd/C, EtOH, rt, 18 hr, 90%; (f) 2-pyridine carboxyladehyde, 
NEt3, MeOH, reflux, 20 hr, 92%.  
 
The cyclohexane-based ligand, 5, L2, was initially synthesised by Cronin and co-
workers,104 (illustrated in Scheme 2.2). The synthesis starts from cis-1,3,5-
cyclohexanetriol with a highly selective and high yielding mono TBDMS silylation (a), 
using one equivalent of sodium hydride, TEA and TBDMSCl in THF. This selectivity 
presumably comes from stabilisation of the anion formed by hydrogen bonding 
interactions when all the hydroxyls are in the axial conformation, as illustrated in figure 
2.1. This added stabilisation of the negative charge in this conformation means further 
deprotonations of the same molecule are thermodynamically less favourable. Tosylation 
of the mono-protected product in pyridine using tosyl chloride after two days at 0 oC, 
gives the ditosylated derivative (b). Desilylation using hydrofluoric acid in acetonitrile 
solution then gives the ditosylate 2.  
 
Figure 2.1 Proposed cause of selectivity in the mono silylation 
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We decided however to change the synthetic route and directly tosylate cis-1,3,5-
cyclohexantriol, eliminating the protection/de-protection steps in the interest of 
shortening the synthetic procedure and stopping the use of highly toxic HF, as shown in 
Scheme 2.3.  
 
Scheme 2.3 Direct tosylation to 5, L2; reagents, conditions and yields: (a) TsCl, pyridine, 0oC, 18 hr, 57%, 
(mono 25%); (b) NaN3, DMF, 70oC, 24 hr, 68%; (c) H2, Pd/C, EtOH, rt, 18 hr, 92%; (d) 2-
pyridinecarboxyladehyde, NEt3, MeOH, reflux, 20 hr, 92%.  
 
Direct tosylation of cis-1,3,5-cyclohexanetriol was carried out at 0 oC under anhydrous 
conditions in pyridine with 2.1 eq of tosyl chloride. The reaction was found to be very 
sensitive to water and the volume of pyridine used, but gives the ditosylated product 1 in 
57% yield, with the useful mono-toyslated by-product 2 being obtained in a yield of 25%. 
Stereochemical inversion of the ditosylate using sodium azide in large excess in DMF 
gave the cis,trans diazide 3 after chromographic separation. Reduction of the azide using 
Pd/C under a high pressure (620 kPa) of hydrogen gave the diamino alcohol cis,trans-
DAHC 4, which was then reacted with 2-carboxaldehyde to form Schiff base derivatives 
in methanol using 0.5 equivalents of triethylamine catalyst giving the bis-pyridyl imine 
ligand 5, L2. The identity of all compounds was confirmed by NMR spectroscopy (1H, 
13C), mass spectrometry, infra-red spectroscopy and elemental analysis. The 1H-NMR 
spectrum of 4 is discussed in section 2.4 to confirm its stereochemistry. 
2.1.3 Synthesis of 9, L3 
 
A number of synthetic routes were attempted to give the inverted alcohol cis,cis-DAHC 
8, and amine derivatives. For example, tosylation or triflation of the diazide 2 and 
inversion through acylation, however, these gave either starting materials or a 
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complicated mixture of products in low yields, with the largest component being the 
elimination product. These routes were motivated by a concern that the conditions for the 
Mitsunobu reaction conventionally used to invert alcohols would be incompatible with 
the azide functionality.105, 106 
 
Scheme 2.4 Hydroxyl inversion chemistry to give 9, L3; reagents, conditions and yields: (a) DEAD, PPh3, 
BzOH, THF, 3 hr, -50 oC 62%; (b) NaOMe, MeOH, 4 hr, 79%; (c) H2, Pd/C, EtOH, rt, 18 hr, 94%; (d) 2-
pyridine carboxyladehyde, NEt3, MeOH, reflux, 20 hr, 86%.  
 
However, it was found subsequently that a route developed by Elchert and co-workers104 
of Mitsunobu inversion of the azidoacohol 2 followed by hydrolysis of the ester, gave the 
all cis diazido alcohol which could then be reduced to the desired product as shown in 
scheme 2.4. The Mitsunobu reaction of diazide 2 using PPh3, DEAD and benzoic acid in 
THF at -50 oC proceeds to gives the inverted benzoate ester 6 in 62% yield, under 
anhydrous conditions. Presumably reaction of triphenylphosphine with the alcohol is 
thermodynamically and kinetically more favourable than the formation of the 
phosphazide at -50 oC. After chromatographic separation the benzoate was hydrolysed 
using sodium methoxide and protonated with the use of Amberlite IR-120 (plus) resin to 
give the all cis diazido-alcohol 7. Reduction of this over palladium on carbon with 
hydrogen at high pressure (620 kPa) gave the cis,cis-DAHC 8 product. This was then 
reacted with 2-pyridinecarboxaldehyde to form the Schiff base ligand in methanol using 
0.5 equivalents of triethylamine catalyst to gives the bis-pyridylimine ligand 9, L3. All 
compounds were identified by NMR spectroscopy (1H, 13C), mass spectrometry, infra-
red spectroscopy and elemental analysis. The 1H-NMR spectrum of 8 discussed in 
Section 2.4 to confirm its stereochemistry. 
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2.1.4. Synthesis of 18, L4 and 10, L1 
 
 
Scheme 2.5.  Imination of 1,3-diaminopropane to give 18, L4; reagents, conditions and yields: (a) 2-
pyridine carboxyladehyde, EtOH, reflux, 17 hr, 82%. 
 
The commercially obtained 1,3-diaminopropane was stirred with 2-
pyridinecarboxaldehyde ethanolic solution under reflux to form the Schiff base ligand 18, 
L4 shown in scheme 2.5.  
 
 
Scheme 2.6 Imination reaction; reagents, conditions and yields: (a) 2-pyridine carboxylaldehyde, NEt3, 
MeOH, reflux, 20 hr, 80 %. 
 
Cyclohexane analogue 10, L1 was synthesised in an analogous fashion to 18, L4, starting 
from the commercially obtained cis,cis-1,3-diaminocyclohexane and stirring in 
methanolic solution of 2-pyridinecarboxaldehyde under reflux to form the Schiff base 
ligand shown in scheme 2.6. 
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2.2 Ligands Based on a cis,cis-triaminocyclohexane Core: Demonstration of 
Synthetic Feasibility  
 
Replacing the -OH functionality in L2 and L3 with an amine group is a desirable goal, 
because the higher pKa of the amine makes it a much better proton acceptor, and the 
most encouraging results with proton relay groups have been obtained using amines.68 
However, obtaining bis-pyridyl imine ligands with the desired heterofunctionalised 
cis,cis-triaminocyclohexane (cis-TACH) cores is a synthetic challenge, requiring control 
over stereochemistry and derivatisation of three primary amine groups. 
 
2.2.1. Route 1: Protection of cis-TACH 
 
The first attempt at obtaining the desired class of ligands was carried out using chemistry 
developed by, and performed during a secondment with the research group of Professor 
Paul Walton at the University of York.  
As shown in scheme 2.7, the synthetic route begins with the di-tert-butoxycarbonyl (Boc) 
protection of cis-TACH. DiBoc carbonate was added very slowly to a solution of cis-
TACH at a rate of 10-12 drops per second over 18 hours. This reaction is very sensitive 
to scaling; the Walton group have found that 200 mg was the optimum quantity of starting 
triamine to give the highest yield of the diprotected product, giving up to 53% yield. The 
diBoc protected cis-TACH 1c was reacted in a chloroform methanol mixture with 
benzaldehyde to form the Schiff base imine product 1d. Compound 1d was then was then 
reduced with sodium borohydride to the benzyl product 1e.  This was followed by a Boc 
de-protection step with concentrated hydrochloric acid in methanol at 0 oC, to give the 
benzylTACH 1f. This step suffered from low yields most likely from protonation and 
removal of the benzyl group as is shown to be possible under highly acidic conditions, 
even though low temperature helps to disfavour this to the diBoc deprotection.107 The 
benzylTACH 1f obtained was reacted with 2-carboxaldehyde in toluene using Dean-Stark 
apparatus to form the Schiff base product 1g. The resulting bis-iminopyridine ligand 1g 
was added dropwise as a dilute methanol solution to an equimolar concentrated solution 
of cobalt(II) nitrate, resulting in a colour change from a pink cobalt solution to a dark 
brown indicating a change in ligand environment around the cobalt centre. Under these 
conditions no crystal suitable for x-ray diffraction was obtained.  
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Scheme 2.7. Walton group Boc protection of TACH chemistry; reagents, conditions and yields: (a) TMA, 
diBoc carbonate, MeOH, RT, 18.5 hr, 53%; (b) benzaldehyde, MeOH/CHCl3, RT, 24 hr, 105% (excess 
benzaldehyde); (c)  NaBH4, MeOH, rt, 18 hr, 85%; (d) Conc HCl, MeOH/CHCl3, 0 oC, 1 hr, 37%;  (e) 2-
pyridine carboxyladehyde, NEt3, MeOH, reflux, 20 hr, 62%.  
 
This route was abandoned for a number of reasons. The small scale needed to get 
reasonable yield of the diBoc protected cis-TACH 1c, would require a number of 
repetitions to give any appreciable quantity of product. 1H-NMR of nearly all synthetic 
intermediates gave very broad overlapping signals, thought to be caused by micelle 
formation due to the surfactant nature of the molecules. NMR signals are broadened in 
micelles as the tumbling rate is decreased with respect to the timescale of the 
experiment.108  Due to the poorly resolved 1H NMR, the synthetic route relies heavily on 
mass spectrometry technique to characterise the intermediates involved: our dependence 
on the EPSRC national service for mass spectral characterisation make this too slow. 
Deprotection of the diBoc groups with concentrated acid gave low yields, (37%), due to 
conditions that also cleave the benyzl to give cis-TACH starting material. This 
deprotection step could possibly be improved through the use of a group more stable 
under highly acidic conditions than a benzyl. For example, use of cyclohexanone instead 
of benzaldehyde leads to an enamine, which on reduction to the amine is stable to highly 
acidic conditions.109 
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2.2.2. Route 2: Via cis-1,3-dihydroxy-trans-5-amino cyclohexane 
 
DiBoc protection of cis-TACH did not seem to be a good option (see above), and attempts 
to introduce an amine via tosylation or triflation of the diazide 3 and reaction with primary 
amine nucleophiles were also unpromising.  It was therefore decided that a route to a 
ligand with a proximal amine group might be feasible starting from monotosylate 2 
obtained as by-product from the toyslation of cis,cis-1,3,5-cyclohexanetriol, via the 
known cis-1,3-dihydroxy-trans-5-azidocyclohexane 11 and cis-1,3-dihydroxy-trans-5-
aminocyclohexane 12, as is illustrated in scheme 2.7.  
 
 
 
Scheme 2.9 Proximal cyclohexane amine relay ligand synthesis; reagents, conditions and yields: (a) TsCl, 
pyridine, 0 oC, 18 hr, 25%, (bis-product 1 57%); (b) NaN3, DMF, 70 oC, 16 hr, 80%; (c) H2, Pd/C, EtOH, 
rt, 18 hr, 94%; (d) cyclohexanone, ammonium formate, MeOH/toluene, Dean-Stark, reflux, 16 hr, 66%; (e) 
TsCl, pyridine, 0 oC, 3 days, 40%; (f) NaN3, DMF, 70 oC, 2 days, 50%; (g) H2, Pd/C, EtOH, rt, 18 hr, 82%; 
(h) 2-pyridine carboxyladehyde, NEt3, MeOH, reflux, 20 hr, 90%. 
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The synthesis begins with the stereochemical inversion, via an SN2 azide reaction of the 
monotoyslate 2 using sodium azide in large excess in DMF at 70 oC for 16 hours, to give 
the monoazide 11 after chromatographic separation. Reduction of the monoazide using 
Pd on carbon under high pressure (620 kPa) of hydrogen gave the monoaminediol, trans-
5-aminocyclohexane 12 in high yield.  Next, the direct reductive amination of 12 was 
carried out by a Leuckart type reaction using an adapted method from Saba and co-
workers,110 yielding 13. Initial attempts to do this failed, however, resulting only in 
isolation of the starting materials. This is likely to have been due to solubility problems, 
as the original method uses toluene as the solvent; 12 is very polar and the ammonium 
formate reductant may worsen this by protonating it. Therefore, in the successful 
procedure 12 was initially refluxed with cyclohexanone in methanol for 16 hours to give 
the intermediate enamine, toluene and the ammonium formate reductant were then added 
along with additional cyclohexanone and refluxed in a Dean-stark apparatus to give the 
desired product 13 in 66% yield. Tosylation with 10 eq of tosyl chloride at 0 oC in pyridine 
gave 14 as a brown precipitate on pouring the reaction mixture into ice.  
 
Due to time constraints and lack of material, optimisation of reaction conditions and full 
characterisation for the subsequent steps described below was not achieved. Products 
were characterised as far as possible with the available material, and the small quantities 
have precluded use of destructive techniques such as elemental analysis. Nonetheless, the 
data obtained is sufficient to demonstrate the feasibility of this synthetic route for future 
use – yields for the tosylation and azide reaction could very likely be substantially 
improved with further work – and the results have been included in the thesis for this 
reason. 
 
Stereo-chemical inversion of 14 was achieved via an SN2 azide reaction in the presence 
of sodium azide in large excess in DMF at 70 oC for 2 days to give 15 at 50% yield, after 
chromatographic separation. Reduction of the diazide 15 using Pd on carbon at 620 kPa 
pressure of hydrogen gave the amine product 16. The amine product 16 was refluxed 
overnight with 2-pyridinecarboxaldehyde to form the Schiff base ligand in methanol 
using 0.5 equivalents of triethylamine to give the bis-iminiopyridine ligand 17.  As found 
in the synthesis of all the other Schiff base ligands, L1, L2 and L3 small quantities of 
unreacted 2-pyridinecarboxyaldehyde are always present in the products even after 
precipitation or crystallisation. Purification by column chromatography or distillation was 
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not possible as the conditions result in the hydrolysis of the imine groups, and the small 
quantity of product obtained could not conveniently be reprecipitated from diethyl 
ether/hexane as done for the other imine derivatives. Purification with larger quantities of 
the ligands, through the dissolution of the product in a small volume of diethyl ether and 
precipitation with hexane for most ligands, results in a cleaner product with ca. 5 % 2-
pyridinecarboxaldehyde. 
 
Complexation of 17 with cobalt(II) nitrate was attempted, by adding a dilute solution in 
methanol to an equimolar quantity of the metal salt in methanol.  A colour change from 
pink to brown was observed on the addition, however, analysis revealed that under these 
conditions a mixture of unreacted 17 and cobalt nitrate were the main result. The 
paramagnetic NMR of the material obtained showed a large number of peaks in the range 
from 80 to -80 ppm, with small peak heights, consistent with formation of complexes 
similar to those of Co(II) with L2 and L3. However, much larger peaks were observed in 
the region from 8 to 0 ppm indicative of broadened ligand peaks. Crystals were obtained 
on diethyl ether diffusion into concentrated methanolic mother liquor from the reaction, 
however, these where shown to be cobalt nitrate. These results indicated that the 
conditions were not right for the formation of the desired cobalt complex of 17, this may 
be due to the increase steric demands of the ligand compared to the other ligands 
synthesised. Walton and co-workers have also observed previously that complexations of 
sterically bulky cyclohexane based ligands with imine ligands with certain metal salts can 
result in the hydrolysis of one or two of the imine groups.90 
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2.3 NMR of Cyclohexanes 
 
Over the subsequent sections, there follows discussion of the identification and 
stereochemical assignment of the series of cyclohexane-based products synthesized. This 
has been achieved primarily by 1H-NMR, which can give lots of information on 
cyclohexane conformation and substitution, from coupling constants, sterics and 
chemical shifts. The rigidity of cyclohexanes means that groups are held in fixed 
positions. The relative positions of the protons on the cyclohexane ring will have different 
influences on each other as described by coupling constants, steric compression, and 
substituents. For this reason, a brief introduction to 1H-NMR in cyclohexanes is provided 
below. 
 
2.3.1 Coupling constants 
 
Coupling constants in cyclohexanes can be explained by the Karplus equation. The 
Karplus equation is an expression (derived from observations and theoretical 
calculations) that relates the NMR coupling constant (3JH-H
 values) with dihedral angle 
between vicinal protons. It shows that couplings will be maximum at dihedral angles of 
180o and 0o (anti or eclipsed) as found in cyclohexane axial-axial interactions, approach 
zero at dihedral angles of 90o, and still be very small at the ca. 60o dihedral angle observed 
for cyclohexane equatorial-equatorial (and equatorial-axial) interactions. This 
relationship although is strictly applied to unstrained hydrocarbon systems, and 
electronegative substituents may cause perturbations from this.111,112 This phenomenon is 
due to strong hyper-conjugative interactions increasing the communication between the 
proton spins at dihedral angles of 180o and 0o (anti or eclipsed), these are minimised at  
90o and still small at 60o because there is little or no orbital overlap.113 
Karplus Equation 
3J(φ) = A cos2(φ) + B cos(φ) + C 
Where (A,B, and C) are parameters for a particular molecule.  
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Figure 2.3 Cyclohexane in the chair conformation (left) with corresponding Newman projection (right). 
Maximum orbital overlap is seen between anti-periplanar protons Ha and Hb, and minimal orbital overlap 
between Hc and Hd. 
 
2.3.2 Steric compression 
Steric compressions occur when molecular structure cause a proton to be forced close to 
other protons, or to various functional groups, the proton will in general be deshielded as 
a result of dispersion interactions. Shifts of this type are hard to distinguish from magnetic 
anisotropy interactions and are especially large in highly compressed compounds like 
"birdcage" molecules. The inside proton in the "out" alcohol A at δ 4.48 is downfield by 
0.96 ppm from the model B, as illustrated in figure 2.4.114  
 
Figure 2.4 Illustration of steric compression on birdcage molecule (A) compared to (B) without steric 
compression. 
 
2.3.3 Axial and equatorial cyclohexane shifts 
In cyclohexane itself, as well as in most substituted and heterocyclic 6-membered rings 
the axial protons are upfield of the equatorial ones. There are, however, a few exceptions 
and so these chemical shift effects must be used with caution. The δe-δa values below 
show the difference between equatorial (δe) and axial (δa) chemical shifts:115 
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Figure 2.5 Axial and equatorial cyclohexane shifts.116 
 
 One explanation for this shift effect is based on the anisotropy cones shown in figure 2.5 
(right), where the equatorial protons reside in the deshielding (+δ) region of the C-C 
anisotropy, and the axial in the -δ region. The variation in 1JCH has also been interpreted 
in these terms. 
 
2.4 1H-NMR Spectroscopy and characterisation of L4 
Compound 18, L4 shows infrared and mass spectra consistent with its proposed structure. 
The IR spectrum shows a strong peak at 1650 cm-1, corresponding to the C=N imine 
stretch.  The mass spectrometry shows a molecular peak at 253.15 M/Z, corresponding to 
the protonated molecular ion. 
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Figure 2.6 1H-NMR (500 MHz, D2O) spectra of DDPP (18, L4).  With expansion of the spectrum of 
show integrals and fine structure (bottom). 
 
The assignment of the 1H-NMR spectrum of DDPP (18, L4) is shown in figure 2.6. The 
most deshielded protons are Ha (δ = 8.57 ppm) on the pyridine ring, which displays a 
doublet of doublets of doublets splitting pattern.  This multiplicity is a result of strong 
2Jortho coupling with He and weaker 
3Jmeta & 
3Jpara coupling with Hd and Hc respectively. 
The next most deshielded protons are Hb (δ = 8.35 ppm) from the imine protons displaying 
a broadened singlet. The next signal downfield is from the Hc (δ = 7.93 ppm) protons of 
the pyridine ring displaying a doublet of triplets. This is a result of strong 2Jortho coupling 
with Hd and weaker 
3Jmeta with He. The next signal downfield is from the He (δ = 7.66 
ppm) protons of the pyridine ring displaying a triplet of doublets, from the strong 2Jortho 
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coupling with Ha and Hd and weaker 
3Jmeta with Hc.  The next signal downfield is from 
the Hd (δ = 7.24 ppm) protons of the pyridine ring displaying a doublet of doublets of 
doublets, from the strong 2Jortho coupling with He and Hc and weaker 
3Jmeta with Ha. The 
next signal downfield is from the Hg (δ =3.73 ppm) protons of the propane displaying a 
pentet from strong 3JHH coupling from the four Hf protons. The most upfield signal being 
from the Hf (δ = 2.10 ppm) from the propane, displaying a triplet of doublets from strong 
3JHH coupling from the two Hg protons and weak 
4JHH coupling from Hb.   
2.5 1H-NMR spectroscopy of cyclohexane based ligands 
 
 
 
 
 
Figure 2.7 1H-NMR (500 MHz, D2O) spectra of cis,trans-DAHC 4.  With expansion of the spectrum of 
DAHC to show integrals and fine structure (bottom). 
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The 1H-NMR spectral assignment of cis,trans-DAHC 4 and cis,cis-DAHC 8, as shown 
in figure 2.7 and 2.8, show the differences in the shifts and multiplicities seen when the 
alcohol group has been inverted via the Mitsunobu reaction.   
 
The assignment of the 1H-NMR spectrum of cis,trans-DAHC 4 is shown in figure 2.7. 
The most deshielded environment is the methine proton Ha (δ = 4.17) geminal to the 
oxygen, which displays a pseudo-pentet splitting pattern.  This multiplicity is a result of 
weak 3JHH equatorial-equatorial and 
3JHH equatorial-axial couplings by the Karplus 
equation, with the two Hb and two Hc protons.  Next most deshielded are the two methine 
protons Hd (δ = 2.93), which have a less negative value of δ as a consequence of nitrogen’s 
weaker electron withdrawing effect and their axial location.  In this case the multiplicity 
observed is a pseudo-triplet of pseudo-triplets due to strong 3JHH axial-axial couplings to 
the anti-periplanar Hc and Hf, and weak 
3JHH axial-equatorial couplings to Hb and He.  
Equatorial methylene protons He (δ = 1.95) and the two Hb (δ = 1.83) display similar 
multiplets but are easily distinguished from each other by their integrals.  In both cases a 
doublet splitting resulting from strong 2JHH geminal coupling to Hc and  Hf respectively 
is broadened by weak 3JHH equatorial-equatorial and 
3JHH equatorial-axial couplings to 
Ha and Hd for Hb, and the two Hd for He.  The axial methylene protons Hc and Hf can be 
identified both by their integrals and multiplicities.  The Hc protons (δ = 1.18) give a 
pseudo triplet of doublets, as a consequence of strong 2JHH geminal and 
3JHH axial-axial 
couplings with similar magnitudes, to Hb and Hd respectively, to give a triplet pattern, and 
a weaker doublet splitting from 3JHH axial-equatorial coupling to Ha.  Meanwhile Hf (δ = 
0.88) displays a pseudo-quartet as a result of strong, 2JHH geminal (He) and 
3JHH axial-
axial (Hd) couplings.  
 
The assignment of the 1H-NMR spectrum of cis,cis-DAHC 8 is shown in figure 2.8. This 
compound has six proton chemical environments, excluding the amines and hydroxyl 
proton which are affected by H/D exchange and/or quadrupolar broadening. The most 
deshielded is the methine proton Ha (δ = 3.72) geminal to the oxygen, found to be axial 
in D2O, as the hydroxyl and amine groups are in the equatorial position. This gives an 
observed multiplicity of a triplet of triplets due to strong 3JHH axial-axial couplings to the 
two anti-periplanar Hc protons, and weak 
3JHH axial-equatorial couplings to the two Hb 
protons. Next most deshielded are the two methine protons Hd (δ = 2.83), which have a 
less negative value of δ as a consequence of nitrogen’s weaker electron withdrawing 
59 
 
effect and their axial location.  The multiplicity observed is also a pseudo-triplet of 
pseudo-triplets due to strong 3JHH axial-axial (Karplus, dihedral angle, Φ = 180o) 
couplings to the anti-periplanar Hc and Hf, and weak 
3JHH  axial-equatorial couplings to 
Hb and He.  
 
 
Figure 2.8 1H-NMR (500 MHz, D2O) spectra of cis,cis-DAHC 8.  With expansion of the spectrum of 
DAHC to show integrals and fine structure (bottom). 
 
Equatorial methylene protons the two Hb (δ = 2.12) and He (δ = 1.99) display similar 
multiplets but are easily distinguished from each other by their integrals.  In both cases a 
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doublet splitting resulting from strong 2JHH, geminal coupling to Hc and Hf respectively 
is broadened by weak equatorial-axial couplings to Ha and Hd for Hb, and the two Hd for 
He. The axial methylene protons 2 x Hc and Hf can also be identified both by their integrals 
and multiplicities. The Hc protons (δ = 1.09) gives a pseudo-quartet as a result of strong, 
2JHH geminal to Hb and strong 
3JHH axial-axial couplings to Ha and Hd. Lastly, Hf (δ = 
0.98) displays a pseudo-quartet as a result of strong, 2JHH geminal (He) and 
3JHH axial-
axial (Hd) couplings.  
 
There is a shift upfield of 0.45 ppm for Ha in going from cis,trans-DAHC 4 to cis,cis-
DAHC 8, this is expected as axial protons in cyclohexanes are usually upfield with respect 
to an equivalent equatorial proton (δeq > δax). This is usually explained by arguing that a C-
H bond is a stronger σ donor than a C-C bond, leading to increased electron density in the 
axial protons (anti to two C-H’s).115 There is a shift upfield of 0.11 ppm for Hd in going 
from cis,trans-DAHC 4 to cis,cis-DAHC 8, this is can probably be explained in terms of 
steric compression from the axial hydroxyl to the Hd protons in cis,cis-DAHC 8.
117 There 
is a reversal of shifts for the two equatorial methylene protons on going from cis,trans-
DAHC 4 to cis,cis-DAHC 8, Hb appears more downfield than He, There is a 0.29 ppm 
shift downfield for the Hb protons, and a 0.04 ppm shift downfield for the He proton. This 
reflects that the highly electronegative oxygen of the hydroxyl group in the equatorial 
position, having a larger influence on the equatorial Hb protons, shifts them further 
downfield than the nitrogens on proton He. There is also a shift 0.16 ppm upfield in the 
axial Hc and a 0.03 ppm downfield in the Hf protons on going from cis,trans-DAHC 4 to 
cis,cis-DAHC 8, also suggesting that having the hydroxyl group in the equatorial position 
has a greater influence on the axial protons of the cyclohexane.  
 
2.6 1H-NMR Spectroscopy of cis-TACH based products and precursors 
 
The 1H-NMR of 13 to 17 is shown below in figures 2.9 and 2.10. As addition of the 
second cyclohexane group leads to a number of signals becoming fairly poorly resolved 
multiplets, the shifts in signals given are by arrows. These assignments have been 
confirmed by analysis of 1H-COSY spectra.  
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Figure 2.9 1H-NMR assignment of 13, with expansion of the spectrum to show integrals and fine 
structure (bottom) 
 
The bulky cyclohexamine group of 13 is locked in the equatorial position in chloroform 
solution, and therefore the two alcohols are held in the axial position. In the 1H-NMR the 
electronegativity of the oxygens of the two axial alcohols mean that the two equatorial 
methine protons Ha (δ = 4.23 ppm) have the most downfield chemical shift. Their signal 
appears as a pseudo-pentet as a result of weak equatorial-equatorial coupling to the two 
Hi
 and He and weak equatorial-axial coupling to the two Hd and Hh. The next most 
downshifted is the proton geminal to the equatorial amine Hb (δ =3.43 ppm) on the 
cyclohexane ring containing the two hydroxyl groups, whose signal is a merged pseudo-
triplet of pseudo-triplets, results from strong axial-axial couplings to the two Hd and weak 
axial-equatorial couplings with the two Hi. Next most downfield is the axial methine 
proton Hc (δ = 2.59 ppm), on the second cyclohexane, which shows as similar signal to 
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Hb, resulting from strong axial-axial couplings to the two Hl and weak axial-equatorial 
couplings with the two Hf. As the other signals are badly resolved multiplets, 
unambiguous assignment is a lot harder.  
 
However, from the 1H-NMR of simpler 1,3,5-tris-substituted cyclohexanes and 
knowledge of the Karplus equation,118,111 it is known that the doublet type signals found 
at (δ = 2.10, 1.99 and 1.89 ppm), originate from equatorial methylene protons, due to the 
strong, 2JHH, geminal coupling with the geminal axial protons giving the large peak 
separation, and then weaker, 3JHH equatorial-equatorial coupling, which broadens the 
signal and can sometimes resolve into pseudo-doublets of triplets.  
 
The pseudo-quartet type signal found at (δ =1.04 ppm), originates from axial methylene 
protons, with two protons anti-periplanar to them as in the case for Hg. This is due to the 
strong, 2JHH geminal coupling with the geminal equatorial proton giving the large peak 
separation, and then strong 3JHH, axial-axial coupling with the two anti-periplanar protons 
also giving a large peak separation. As the magnitude of the 2Jgeminal and 
3Jaxial-axial  values 
for each are similar, this has the effect of behaving as three equivalent proton 
environments, therefore splitting the signal into a pseudo-quartet.  
 
The pseudo-triplet type signals found at (δ = 1.72, 1.63, 1.32, 1.24 and 1.15 ppm) 
originate from axial methylene protons, with one proton anti-periplanar to them. This is 
due to the strong, 2JHH, geminal coupling with the geminal equatorial proton giving the 
large peak separation, and then strong 3JHH, axial-axial coupling with the anti-periplanar 
proton. As the magnitude of the 2J geminal and 
3Jaxial-axial values for each are similar, this has 
the effect of behaving as two equivalent proton environments, therefore splitting the 
signal into a pseudo-triplet. This can then be split further by weak, 3JHH, equatorial-
equatorial coupling.  
 
For 13 to 17, the three most downfield peaks in the 1H-NMR of each compound describe 
the changes in the molecules in each subsequent reaction, and are the peaks from protons 
geminal to the functionality in the 1, 3 and 5 positions of the cyclohexane rings. Their 
shifts up or downfield depend on the nature of the substituent and the splitting of the 
peaks gives conformational information about the cyclohexane, i.e. whether the 
functionality is equatorial or axial.  
63 
 
 
On the tosylation of 13 to give 14 the increased electron withdrawing effect of the tosyl 
groups shifts the peak corresponding to the methine protons geminal to them further 
downfield to (δ =4.89 ppm). There is also a slight shift for the proton geminal to the 
equatorial amine of the tri-substituted cyclohexane to (δ = 3.60 ppm), and the proton 
geminal to the equatorial amine of the other cyclohexane (δ = 2.81 ppm). Although the 
signals have broadened, the overall shape and width of the multiplets are the same as that 
found in 13, suggesting that the most downfield peak is still pseudo-pentet in nature and 
the other two peaks pseudo-triplet of pseudo-triplets. This indicates there is no change in 
conformation on tosylation of the hydroxyls. This is most probably caused by steric 
factors which make it more thermodynamically favourable to have the cyclohexane 
substituted amine in the equatorial position. Even though tosyl groups have large steric 
bulk, they occupy less volume than a cyclohexane and there is more distance between the 
bulky aromatic rings and the cyclohexane core (because of the –SO2- linkage).  
 
In 15 SN2 inversion of the tosyl groups with azides gives a large change in shift for the 
most downfield peak. The peak corresponding to the two methine protons geminal to the 
azides shifts to (δ =3.31 ppm), due to the decrease in inductive effect from the less 
electron withdrawing nitrogen of the azide groups. There is also a change in multiplicity 
from a pseudo-pentet in 14 to a merged pseudo-triplet of pseudo-triplets. This reflects a 
change in stereochemistry of the two geminal protons to the azides to equatorial, resulting 
in strong axial-axial couplings to the two axial anti-periplanar proton environments and 
weak axial-equatorial couplings with the two equatorial proton environments in the 1H-
NMR.  There is also a shift in the other two most down field peaks from the other two 
geminal protons to (δ =2.74 ppm) and (δ =2.63 ppm), also reflecting the decrease in 
inductive effect from the more electropositive azide groups, but the peaks remain with 
the same pseudo-triplet of pseudo-triplets character. This is because the cyclohexane 
substituted amine locks the other cyclohexane in the chair conformation, with the 
substituted amine in the equatorial position. 
 
In 16 the azides are reduced to the corresponding amines, this gives a large shift in the 
peak corresponding to the two methine protons geminal to the primary amines to (δ =2.74 
ppm), reflecting the decrease in inductive effect from the more electropositive amine 
groups. The peaks from the other two geminal protons shift only a by a small amount to 
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(δ =2.69 ppm) and (δ =2.63) ppm. This reflects the electron-withdrawing and inductive 
effect of the different amine environments on the two cyclohexane rings. As the 
environment around the geminal proton on the monosubsituted cyclohexane doesn’t 
change between the azide and amine the peak remains in the same place at the lowest 
shift as it only has one nitrogen group withdrawing electron density from it. However, for 
the proton on the tris-substituted cyclohexane geminal to the secondary amine, it is 
influenced by all three nitrogens and therefore now has the highest shift downfield. The 
peak for the other two protons geminal to the primary amines is in between the two, giving 
what appears as a merged pseudo-triplet of pseudo-triplet of pseudo-triplets. 
 
In 17 the amines have undergone a Schiff base reaction with 2-pyridinecarboxyladehyde 
to the corresponding imines. This gives a large shift in the peak downfield corresponding 
to the two methine protons geminal to the imine groups (δ =3.53 ppm), reflecting the 
strong electron withdrawing character of the imine groups. There is no change in 
multiplicity as all the substituents of the cyclohexane are in the equatorial positions and 
therefore the geminal protons are in the axial positions. There is also a shift in the second 
peak from the geminal proton to the secondary amine to (δ =2.97 ppm) with the peak 
corresponding to the proton geminal to the amine on the mono-substituted amine 
remaining almost the same.  
 
Mass spectrometry (electrospray) for amine derivatives 13 to 17 supports the 1H-NMR 
characterisation data, by giving peaks corresponding to the monoprotonated molecular 
ions of each target molecule as follows; 13 m/z (ESI+): 214.18 [M + H]+, 14 m/z (ESI+): 
522.2 [M+H], 15  m/z (ESI+): 264.19 [M+H]+. 16  m/z (ESI+): 212.21 [M+H]+, and 17 
m/z (ESI+): 390.26 [M+H]+. Formation of the desired targets is also supported by infrared 
spectroscopy. For 13 this gives peaks at 2927 and 2852 cm-1 from C-H stretches of the 
cyclohexane rings and a very broad peak at 3267 cm-1 suggesting the O-H and N-H peak 
of the secondary amine are overlapping in the same area. On tosylation of the hydroxyl 
groups to give 14, the O-H is lost to give a broad peak at 3417 cm-1 from the N-H stretch 
of the secondary amine. On reaction with sodium azide, to give 15, there is the appearance 
of a strong sharp peak at 2079 cm-1 indicative of the N=N stretch in an azide group, but 
the secondary amine NH peak remains constant. On reduction of 15 the peak 
corresponding to the azide group at 2079 cm-1 is lost, and large broad peaks at 3310 and 
3270 cm-1 are seen from the N-H stretches of the primary amines. On forming the Schiff 
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base 17 with 2-pyridinecarboxaldehyde a peak at 3056 cm-1 is seen from the N-H of the 
secondary amine and a new sharp peak at 1645 cm-1 is seen from the C=N stretch of the 
imine groups. There is however a small peak at 1715 cm-1 as seen with some of the other 
Schiff base ligands, indicating the presence of unreacted 2-pyridinecarboxaldehyde.  
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Chapter 3 
Coordination Chemistry 
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3.1 Synthesis of metal complexes  
 
To support the development of molecular hydrogen evolution catalysts, the coordination 
chemistry of the ligand sets developed was explored with a range of first row transition 
metals. 
 
Figure 3.1 Overview of possible coordination modes of L1, L2, L3 and L4, first row transition 
metal complexes. 
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An overview of the coordination chemistry of ligands L1, L2, L3 and L4 with first row 
transition metal complexes can be seen in figure 3.1. The chelating tetradentate imine 
ligands L1, L2, L3, and L4, all form mononuclear complexes with copper(II), cobalt(II), 
manganese(II), and zinc(II). The imino pyridine functionalities of the ligand encapsulate 
the metal centre in a chelating N4 coordination pocket. This causes the cyclohexane 
backbone to ring-flip from the conformation with the 3,5-iminopyridines in the equatorial 
position (favoured in the absence of metal coordination), to a conformation with axial 
iminopyridine groups. This also conformationally locks the cyclohexane backbone, 
forcing the hydroxyl group present in L2 and L3 in the 1-position, to be either distal, out 
of the primary coordination sphere of the metal as in L2, or proximal, in the primary 
coordination sphere of the metal as in L3.  
 
All complexes synthesised gave moderate yields by reaction of the ligand, L1, L2, and 
L3 and L4 with the appropriate metal salt at room temperature in methanol. 
Crystallisation of all the complexes was achieved by diffusion of ether into the 
concentrated metholic solution. The copper, cobalt and zinc and manganese complexes 
crystallised with the metal nitrate. However, in the case of nickel crystals were obtained 
with L2 using nickel(II) chloride, and not the nitrate. In both the L2 and L1 complexes 
where the hydroxyl group is trans to the iminopyridines groups or absent, the bis-
chelating N4 coordination pockets are almost perfectly planar, with the bis-chelating 
iminopyridines occupying the equatorial coordination sites on the octahedral metal 
centre, and the counterion and/or water ligands trans to one another, as shown in (A) in 
figure 3.1. However, in the case of L3, where the hydroxyl group is cis to the 
iminopyridines groups two coordination mode were found. The hydroxyl group is either 
bound to the metal cis to the counterion, giving a trigonal prismatic geometry, which in 
turn means the bis-chelating coordination pocket is no longer planar as in the cobalt(II), 
manganese(II), and zinc(II) complexes, as illustrated in (C) in figure 3.1. Or where the 
hydroxyl is not bound, and the bis-chelating N4 coordination pocket is almost perfectly 
planar as in the copper(II) complex, like in the L2 and L1 complexes, but giving a square 
pyramidal geometry due to the absence of a sixth ligand, as shown in CuL3N. With late 
transition metals such as silver(I), L2, has been shown to give dinuclear complexes, but 
is beyond the scope of this thesis.97,98 
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3.1.1 cobalt complexes 
 
 Over the course of this research cobalt complexes with ligand L4, (with a propane 
backbone) were also synthesised to help understand electrochemical properties of the 
systems, and answer questions relating to the effect of the sterics, electronics and 
flexibility or rigidity of the ligands. 
 
The chelating tetradentate imine ligand L4, forms a mononuclear complex with cobalt(II) 
salts under highly dilute conditions, with the imino pyridine functionalities encapsulating 
the metal centre. This is illustrated in (B) in figure 3.1. The cobalt nitrate complex 
CoL4N, was prepared in 50% yield by the addition of L4 as a 0.01 M solution in methanol 
to a solution of cobalt (II) nitrate also in methanol. Crystallisation attempts by vapour 
diffusion of diethyl ether into a concentrated methanolic solution resulted in microcrystals 
that were unsuitable for characterisation by x-ray diffraction. However, other data 
supports the formation of the product. Elemental analysis shows matches for the 
percentages of carbon, nitrogen and hydrogen expected for CoL4N. IR spectroscopy of 
the complex gives a sharp peak at 1650 cm-1 consistent with a coordinated imine stretch 
as found in other imino pyridine complexes. Mass spectrometry gives a molecular ion 
peak at 310.06 m/z and a fragmentation profile consistent with [M-2NO3H]
+. In addition 
to this characterisation is provided by paramagnetic 1H-NMR, this is described in greater 
detail in section 3.3.4. X-ray structural data for the cobalt(II) perchlorate salt of this ligand 
has been shown previously and used to represent the mononuclear binding mode of this 
ligand for cobalt, presented in figure 3.5.  
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3.1.2 Non- coordinating anion – BF4  
 
During the course of this work questions were raised as to the effect of nitrate on the 
electrochemistry of the cobalt system synthesised. Therefore, it was decided that the 
cobalt complexes of the ligand sets developed with non-coordinating anion BF4
- would 
also be synthesised and studied.  
 
For the synthesis of these cobalt complexes with non-coordinating BF4
- anions, it was 
necessary either to carry out anion exchange metathesis from another salt, or to use the 
metal salt of the non-coordinating anion. Preliminary exploration of anion exchange 
metathesis of BF4
- salts, such as KBF4, NaBF4 and NH4BF4 with the nitrate salt of the 
cobalt complexes gave only partial exchange of one of the nitrates or a mixture, which 
due to their similarities in solubility make their purification difficult. For example, anion 
metathesis in methanol of CoL3N with KBF4 results in precipitation of what is 
presumably (CoL3NB) due to its paramagnetic 1H-NMR being intermediate between 
CoL3N and CoL3B, but in low yield. Therefore, it was decided to approach the tetra-
fluoroborates via a metal salt of the non-coordinating anion, [Co(NCMe)6](BF4)2.
119 The 
paramagnetic NMR of the three salts CoL3N, CoL3NB, and CoL3B are shown in figure 
3.23.   
 
Attempts to synthesise complexes using the hexaaqua terafluoroborate cobalt(II), 
[Co(H2O)6](BF4)2, failed due to the limited solubility of this salt in many common organic 
solvents including acetonitrile, THF, DCM, ethyl acetate and DMSO, which is essential 
for complex formation. 
 
Therefore, the synthesis of Co(MeCN)6(BF4)2 was investigated, by extended reflux of the 
[Co(H2O)6](BF4)2 under an atmosphere of nitrogen. A Soxhlet extractor was fitted to the 
top of the reaction vessel containing molecular sieves to help dehydrate the salt, as shown 
in the literature.120 Infrared spectroscopy of the product indicates the presence of nitrile 
functionalities, giving sharp stretching frequencies at 2316 and 2288 cm-1. Signals at 3006 
and 2944 cm-1 were attributed to methyl groups of the acetonitrile ligands. A broad stretch 
at 3396 cm-1, however, would suggest the presence of an O-H group, indicating that 
complete dehydration had not been achieved.  Elemental analysis also showed that 
composition of the compound is consistent with a dimer, with hydroxyl groups bridging 
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two cobalt centres as shown in figure 3.3. This may, however, be due to drying in vacuo, 
where MeCN may be lost and any adventitious water would coordinate to the cobalt. The 
hydroxyl bridging groups are formed due to the highly electropositive metal centre 
polarising the bound aquo ligands making them highly acidic, facilitating proton loss to 
give the hydroxyl. 
 
It should also be understood that in solution a dynamic equilibrium will exist. Water and 
acetonitrile are both labile for cobalt(II) and therefore, there will be a large mixture of 
different structures present in solution which at high dilution in acetonitrile, should be 
pushed to the monomeric and dimeric forms. 
 
Figure 3.3 Proposed structure of acetonitrile soluble Co(II)(BF4)2 salt. 
Despite the uncertainty as to its exact composition, the solubility of the product in 
acetonitrile made it an attractive material for the synthesis of the complexes and used to 
give complexes non-coordinating BF4
- salt of three of the ligand sets.  
 
3.1.3 Characterisation and synthesis of cobalt(II) tetrafluoroborate complexes 
 
The complexes CoL4B, CoL3B and CoL1B were prepared by stirring L4, L3, and L1 
with the acetonitrile soluble CoB, respectively under highly diluted conditions, in 
degassed acetonitrile for approximately 45 minutes at room temperature and under an 
inert atmosphere of nitrogen, figure 3.4. 
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Figure 3.4 Synthesis of cobalt(II) bis(iminopyridine) tetrafluoroborate complexes 
 
The difficulty in driving complete formation of Co(MeCN)6(BF4)2 suggests they are 
likely to be aqua ligands. However, whether aqua or acetonitrile, these ligands should be 
labile in solution. 
 
All attempts at growing X-ray quality crystals for the three BF4
- salts failed. Other 
characterisation data, however, shows that the complexes were formed. Solution phase 
IR in acetonitrile for CoL4B gives peaks at 3637, 1529 and 1635 cm
-1. The band at 3637 
cm-1 can be assigned to an O-H stretch, mostly likely from water axially bound to the 
cobalt metal centre. The peak at 1529 cm-1, can be attributed to aromatic C=C, and the 
peak at 1635 cm-1 characteristic of C=N stretches of the imine group. Similarly, CoL1B 
shows signals for C-H and C=N stretches at 2879 and 1636 cm-1 respectively. Also 
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observed, however, is a peak at 1714 cm-1, which is characteristic of the presence of an 
aldehyde and suggests some imine hydrolysis. CoL3B has the same C-H and imine 
signals, with an additional weak but broad signal at 3308 cm-1, corresponding to the 
cyclohexane hydroxy group.  
 
The mass spectrum of CoL4B shows a peak at m/z 174.05 with a molecular profile 
corresponding to [M+MeCN]2+. Mass spectrometry of CoL1B gives a molecular peak at 
m/z 438.10 with a molecular profile corresponding to [M+2MeCN]2+. The mass 
spectrometry of CoL3B gives a molecular peak at m/z 183.55 with a molecular profile 
corresponding to a [M+MeCN]2+. Mass spectroscopy of all three compounds was 
undertaken in acetonitrile. 
 
The electrochemical profiles of the tetrafluoroborate complexes CoL4B, CoL1B, and 
CoL3B are also comparable to their nitrate based counterparts, CoL4N, CoL1N, and 
CoL3N, as shown in figure 4.37. Which as the fundamental electronics of the bis-imino 
pyridine ligand frameworks are the same can be expected, and therefore act as further 
confirmation that the complexes were formed. 
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3.2 Crystal structures 
Table 3.1 Bond lengths in the coordination sphere of the metals for Co(II), Cu(II), Mn(II) and Zn(II) complexes of DDP  (10, L1), DDOP (5, L2), and DDOPi (9, L3).   
Compound 
Iminopyridine arm (1)   
Length/Å 
Iminopyridine arm (2)   
Length/Å 
RM-O /Å 
M - N(1) 
Py 
M - N(2) 
Im 
M - N(3) 
Py 
M - N(4) 
Im 
Water 
(axial) 
Nitrate 
(B) 
(axial) 
Nitrate 
(A) 
(cis) 
Nitrate* 
 
 
hydroxyl relay 
distance 
           
CoL4P 2.142(6) 2.099(7) 2.091(7) 2.148(7) 2.084(7) 2.093(7)     
CoL1N 2.118(1) 2.123(3) 2.103(3) 2.194(1) 2.085(1)1 - - - - 
CoL2N 2.137(6) 2.112(7) 2.094(6) 2.144(7) 2.153(6) - 2.138(6) - 5.109 
CoL3N 2.176(4) 2.142(14) 2.116(5) 2.205(4) - - - 2.117(3) 2.075(2) 
CuL1N 2.033(3) 2.008(3) 1.989(3) 2.043(3) - 2.399(3) 2.399(3) - - 
CuL2N 2.055(5) 2.015(6) 1.994(5) 2.063(6) 2.366(6) - 2.515(5) - 5.087 
CuL3N 2.039(5) 1.985(5) 1.979(5) 2.042(5) - 2.398(4) - - 2.752 
MnL1N 2.510(9) 2.254(5) 2.510(9) 2.254(5) 2.154(2) - - - - 
MnL2N 2.270(5) 2.286(5) 2.250(5) 2.288(5) - 2.257(5) 2.216(5) - 5.186 
MnL3N 2.307(1) 2.255(1) 2.255(1) 2.272(1) - - - 2.140(9) 2.176(9) 
ZnL2N 2.137(2) 2.110(2) 2.136(2) 2.126(9) 2.173(2) - 2.280(2) - 5.152 
ZnL3N 2.232(3) 2.112(4) 2.189(3) 2.187(4) - - - 2.085(2) 2.123(1) 
11-X,+Y,1/2-Z (symmetry generated), * Bond lengths for cis nitrate ligands found in the trigonal prismatic complexes of L3. 
Planes (A/B) and labelled nitrogen atoms are given in the figure to the below. 
 
Crystal structures for metal complexes CoL4P is from reference 118. CoL2N, CuL2N, and ZnL2N are from reference 121.
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3.2.1 X-ray crystal structures of cobalt complexes 
 
Figure 3.5 ORTEP-3 representation of the complex cation in CoL4P (from ref 102) (top left), CoL1N 
(top right), CoL2N (bottom left), and CoL3N (bottom right), thermal ellipsoids at 30% probability; 
carbon atoms are unlabelled. 
 
As previously stated X-ray structural data could not be obtained for the cobalt(II) nitrate 
salt, CoL4N, and therefore, data is shown for the cobalt(II) perchlorate salt CoL4P of 
this ligand, from the literature, this is presented in figure 3.5 along with the other cobalt 
based structures.102 
 
Both CoL4P and CoL1N show nearly identical octahedral coordination geometries. The 
two imino pyridine arms of the chelate lie in the equatorial plane of the octahedra, with 
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two axially bound aqua ligands filling the other two sites; these are themselves hydrogen 
bonded to the counter perchlorate and nitrate anions. As the counterions are not bound 
directly to the cobalt centre, their effect on the electronics and therefore bonding around 
the cobalt centre should be minimal. Any influence the counterions have will be in the 
form of cumulative hydrogen bonding interactions through the crystal lattice. If in effect, 
these influences are most likely to affect the bonding interactions of the hydrogen bonding 
aqua ligands.121 The cyclohexane ring seems to have minimal effect on the bonding of 
the imino pyridine chelate, being the same within experimental error for the average Co-
N(py) and Co-N(imine) bonding distances in CoL4P as found in the cyclohexane 
complex CoL1N.  
 
CoL2N shows analogous octahedral coordination to CoL4P and CoL1N, however, 
instead of having two axially bound water molecules, the axial coordination site closest 
to the cyclohexane is occupied by one of the nitrate counterions. As the only difference 
in ligand structure from CoL1N is the distal hydroxyl group on the cyclohexane, it might 
be surmised that this is a consequence of hydrogen bonding from the hydroxyl group to 
the nitrate stabilising decreasing its lability and exchange with aqua ligands.  However, 
in the solid state it is most likely an intermolecular solid-state effect, not an intramolecular 
one, as the closest intramolecular O…O distance is ca. 3.953 Å, and O-H…O hydrogen 
bonding requires O…O distances of no more than around 3 Å. The H atom 
(crystallographically located) is also pointing away from the nitrate on the same 
molecular ion. CoL3N, however, shows completely different coordination behaviour to 
the other cobalt complexes, as the DDOPi (9, L3) ligand enforces a trigonal prismatic 
geometry. The proximal hydroxyl group effectively pulls the cobalt metal centre from the 
planar N4 pocket of the octahedron, resulting in the imino pyridine arms twisting.  A 
nitrate counterion then fills the position cis to the proximal hydroxyl group to give the 
trigonal prismatic geometry.  
 
Cobalt(II) sits on the borderline in between hard and soft acids in HSAB theory, and so 
binds strongly to the pyridine and imine N-donors which themselves sit on the borderline 
of hard and soft bases. The Co-O distance to the axially bound waters in CoL1N are 3.3% 
shorter than found in CoL2N, 2.085(1) Å in CoL1N compared to 2.153(2) Å in CoL2. 
The smaller Co-O distance in axial ligand in CoL1N compared to that of CoL2N is 
probably a consequence of electronics, as the cobalt centre in CoL1N should be more 
77 
 
electropositive than in CoL2N due to the weakly coordinating, less electron rich nitrate 
being bound in CoL2N and therefore resulting in a stronger bond with the aqua ligands 
in CoL1N, resulting in a difference of less than 0.03 Å between the average Co-N and 
Co-O bond lengths. 
 
CoL1N and CoL2N both form 2-dimensional hydrogen bonded networks which run in 
layers parallel to the crystallographic ab plane, this is due to the ability of CoL1N to 
donate two hydrogen bonds via the two aqua ligands to the two nitrate groups, which in 
turn hydrogen bond to another molecule via the bound aqua ligands and so forth. This 
creates chains of cations, linked through hydrogen bonds. In CoL2N this is also the case, 
however, there are hydrogen bonding interactions between the distal hydroxyl group, 
nitrate and aqua ligand, as shown in figure 3.6.122,102 In comparison, however, CoL3N 
does not form a 2–dimensional hydrogen bonding network, having no hydrogen bonding 
interactions in the crystal structure linking cations. Although, there is an internal 
hydrogen bond between the proximal hydroxyl group and the unbound nitrate of ca. 2.67 
Å. Interestingly in CoL3N, there is a strong interaction between the oxygen of the bound 
nitrate anion and the nitrogen atom of the imine group, with a nitrogen oxygen distance 
of ca. 3.05 Å.  
 
Figure 3.6 Mercury crystal packing diagrams showing hydrogen bonding networks for:   
CoL1N ac plane (top), CoL2N ac plane (bottom) 
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3.2.2 X-ray crystal structures of copper complexes 
 
The copper complexes of DDOP (5, L2), DDOPi (9, L3), and DDP (10, L1), have the 
shortest Cu-N equatorial distances, but the longest Cu-O distance for the axial ligands, 
and show a procession from 6 to 5 coordinate from CuL1N, CuL2N to CuL3N. In the 
case of CuL1N the equatorial Cu-N distance averages ca. 2.018 Å, and the two nitrates 
have Cu-O bonding distances of 2.399(3) Å. In CuL2N the equatorial Cu-N average 
distance is 2.032 Å. A weakly bound water is bound to the copper on the bottom B face 
of the N4 -plane and a very weakly bound nitrate NO3- A on the top face (see section 3.2), 
the Cu-O distances are 2.364(2) Å to the water and 2.515(2) Å to the nitrate. In this case 
the copper centre can be viewed as being almost 5-coordinate. CuL3N, however, appears 
to be fully 5-coordinate with the equatorial Cu-N average distances of 2.011 Å, and a 
weakly bound nitrate on the bottom face of the N4 -plane NO3- B with Cu-O distance of 
2.399(3) Å, akin to that of the nitrates found in Cu1N.  There may, however be a weak 
interaction with the ligand hydroxyl group whose oxygen is situated ca. 2.75 Å from Cu.  
In this way, the behaviour of CuL3N is completely different to that found in the other 
complexes of DDOPi (9 L3). In the zinc(II), cobalt(II) and manganese(II) complexes, the 
DDOPi (9, L3) ligand enforces trigonal prismatic geometry as it is favourable for the 
proximal hydroxyl group to ligate to the metal centres.  
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Figure 3.7 ORTEP-3 representation of the complex cation in CuL1N (left), CuL2N (right) and CuL3N 
(bottom) thermal ellipsoids at 30% probability; carbon atoms are unlabelled. 
 
As the three ligand substituents are all cis in the 1,3,5 positions of the cyclohexane ring 
this means that ligation of two of these groups, (the two imine nitrogen atoms, N2 and 
N3),  to a metal centre puts the cyclohexane group into the chair conformation with two 
groups in the axial positions. As there is rotational freedom around the cyclohexane-N-
imine bonds, coordination of the third functionality (the proximal hydroxyl) also in the 
axial position, governs the coordination mode, and therefore the geometry of the metal 
complex formed. If the third group strongly ligates the metal centre, the metal is 
affectively pulled out of the planar N4 equatorial pocket, with the cy-N-bonds twisting to 
allow steric relaxation, reducing the overall free energy of the system. This gives the 
trigonal prismatic geometry found in CoL3N, MnL3N, and ZnL3N. In CuL3N, 
however, the rigidity and conformational demands of the ligand; the hydroxyl can only 
bind properly if the imine arms twist and produce a trigonal prismatic geometry. 
However, in copper(II) the energetic gain of forming an extra coordinate bond from the 
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hydroxyl to the metal is not great enough to compensate for the penalty of twisting the 
imines giving the trigonal prismatic geometry. This leads to little or no bonding 
interaction of the proximal hydroxyl. This therefore, means that the N4 equatorial pocket 
remains almost planar like that found in CuL2N and CuL1N and other complexes of L2, 
and L1 with the proximal hydroxyl O1 hanging freely over the copper centre, with a Cu-
O1 distance of ca. 2.75 Å. CuL3N has almost perfectly square-pyramidal geometry with 
an index for τ5 of 0.05116.123,124 
 
3.2.3 X-ray crystal structures of zinc complexes 
 
Figure 3.9 ORTEP-3 representation of the ZnL2N (left) and ZnL3N (right) thermal ellipsoids at 30% 
probability; carbon atoms are unlabelled. 
 
Unfortunately X-ray crystallographic data for ZnL1N obtained highly disordered 
preventing the resolving of a reasonable X-ray structure. However, ZnL2N shows the 
same octahedral coordination geometry and coordination as found in CoL2N, CuL2N, 
NiL2C, and MnL2N.98,102 The zinc(II) complex of L3, ZnL3N, also shows the same 
trigonal prismatic geometry as found in CoL3N, CuL3N  and MnL3N. 
 
Zinc(II) also sits on the borderline between hard and soft acids, and therefore binds more 
strongly to the pyridine and imine N-donors than the harder O-donors. As seen in ZnL2N 
the average equatorial Zn-N distances is ca. 2.127 Å, in the aqua ligand the Zn-O bond is 
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2.173(3) Å, and the weaklier bound nitrate Zn-O bond at 2.280(2) Å. Interestingly in 
ZnL3N there is a deviation in this behaviour. It is found that the shortest bond is to the 
nitrate, with a Zn-O bond length of 2.085(1) Å, and then that of hydroxyl with a Zn-O 
bond length of 2.223(1) Å, which should be a harder base than the iminopyridine N 
donors. This may be caused by the interaction between one of the oxygen’s of the bound 
nitrate and the nitrogen of the imine group, which in ZnL3N, has a distance of ca. 3.072 
Å. The average Zn-N bonding distances though are ca. 2.18 Å, 4.4% longer than in 
ZnL2N. The variation in distances may reflect steric constraints imposed on the metal by 
the ligand environment, due to the enforcement of geometry from the cyclohexane ring, 
the hydroxyl affectively pulls the zinc out of the N4  macrocyclic plane. There are no Jahn-
Teller distortions and no ligand field stabilisation energy, as Zn2+ has a set of completely 
filled d orbitals. 
 
3.2.4 X-ray crystal structures of manganese complexes  
 
Figure 3.10 ORTEP-3 representation of the complexes MnL1N (left), MnL2N (right), and MnL3N 
(bottom), thermal ellipsoids at 30% probability; carbon atoms are unlabelled. 
82 
 
 
MnL1N shows the same octahedral coordination geometry and the two axial aqua ligands 
as found in CoL1N.  MnL2N shows the same octahedral coordination geometry and co-
ligands as found in CoL2N, CuL2N, NiL2C and ZnL2N.  The manganese(II) complex 
of DDOPi (9, L3), MnL3N, also shows the same trigonal prismatic geometry as found in 
CoL3N and ZnL3N. 
 
Mn2+ is classed as a hard acid in HSAB theory due to its small size and therefore binds 
most strongly to the harder oxygen based ligands. In MnL1N the average equatorial Mn-
N distance is 2.385 Å, with the Mn-O distance for the aqua ligands being 2.154 Å. In 
MnL2N the average equatorial Mn-N distance is ca. 2.274 Å. A difference in the Mn-O 
distances for the two axially bound nitrates is observed, where the Mn-O distance for 
NO3- B is 1.9% longer at 2.257(5) Å than NO3- A at 2.216(5) Å. This may be due to the 
lattice structure interactions as illustrated in figure 3.11, as it is seen that there is a strong 
H-bond between an oxygen of NO3- B and the hydroxyl group of another complex, O-O 
(H-Bond) distance of 2.919 Å, which may cause an elongation of the Mn-O bond. 
 
Figure 3.11 Mercury representation of H-bonding in MnL2N, shown along the bc plane. 
 
Like CoL3N, MnL3N does not form a 2–dimensional hydrogen bonding network, having 
no hydrogen bonding interactions in the crystal structure linking cations. Although, there 
is, as in CoL3N, an internal hydrogen bond between the proximal hydroxyl group and the 
unbound nitrate of ca. 2.64 Å. In MnL3N, there is also an interaction between the oxygen 
of the bound nitrate anion and the nitrogen atom of the imine group, with a nitrogen 
oxygen distance of ca. 3.98 Å, however this is weaker than found in CoL3N.  
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3.2.5 X-ray crystal structures of nickel complexes  
 
Figure 3.12 ORTEP-3 representation of the complex cation in NiL2C (left) and NiL2CH20 (right) 
thermal ellipsoids at 30% probability; carbon and hydrgon atoms are unlabelled. 
 
Under the conditions attempted, only pure material and x-ray quality crystals of one 
nickel(II) complex was achieved with the L2 ligand set giving NiL2C. NiL2C gives the 
same geometry found with the other 1st row transition metals used with the L2 ligand, but 
with two axially bound chloride ligands. This complex had previously been synthesised 
using L2 under the same highly dilute methanolic conditions, but gave (NiL2CH2O), 
with an aqua ligand on the B face, however, instead of a chloride ligand found in this 
work.  This suggests that the axial ligands are highly labile, specifically on the B face, 
(shown in the diagram of table 3.1). The only cause for this could be extra water in either 
the methanol or the starting materials. The Ni-N bonds remain constant between the two 
complexes.  
 
Table 3.2 Bond lengths in the coordination sphere of the metals for Ni(II) DDOP (5, L2) complexes. 
Compound 
Iminopyridine arm (1)   
Length/Å 
 
 
Iminopyridine arm (2) 
Length/Å 
RM-L /Å 
M - N(1) M - N(2)  M - N(3) M - N(4) 
(axial) 
chloride 
(A face) 
 
 
 
 
 
(axial) 
chloride 
or water 
(B face) 
Py Im  Py Im    
NiL2C 2.118(3) 2.048(3) 2.078(2) 2.104(3) 2.430(8) 2.449(8) 
NiL2CH2O 2.119 (9) 2.067(8) 2.070(9) 2.127(9) 2.401(6) 2.121(7) 
Crystal structures for metal complexes NiL2CH2O is from reference 102, 98 
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3.3 Octahedral versus trigonal prismatic geometry  
 
  
Figure 3.13 Correlation diagram for the d orbitals between the trigonal prism (left) and the octahedron 
(right). 
 
The preference for trigonal prismatic geometry vs octahedral geometry has been studied 
in depth by Alvarez and co-workers,125 using a Jahn-Teller approach they showed that in 
the trigonal prismatic geometry the d orbitals are split into three sets (figure 8). While the 
a’1 orbital is strictly non-bonding (disregarding π interactions), the 2e’ and e’’ sets have 
different degrees of σ-antibonding character. The antibonding character of the 2e’ set, 
however, is reduced by the mixing with high lying orbitals of the same symmetry 
involving the empty metal 3e’ (px,py). At the same time mixing of 1e’ and 2e’ enhance 
the bonding character of the former. Mixing of 1e’ and 2e’ is forbidden in octahedral 
geometry because they have different symmetries (T1a and T2g, respectively). As a 
consequence, 1e’ has less metal character in octahedral than in trigonal prismatic 
geometry. This results in a preference for the trigonal prismatic geometry for complexes 
with d0, d1, and low spin d2 electronic configuration.  
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Table 3.3 Preference for octahedral or trigonal prismatic geometry for different ‘d’ electron electronic 
configurations, classified according to the difference in occupation between the 2e’ and e’’ orbital sets in 
the trigonal-prismatic geometry from 125.
 
Trigonal Prismatic   Octahedral 
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ 
d0,d1     
(LS) d2 (HS) d2    
 (LS) d3 (HS) d3   
 (HS) d4 (LS) d4   
(HS) d5   (LS) d5  
(HS) d6    (LS) d6 
 (HS) d7  (LS) d7  
  d8   
 d9    
d10     
     
(HS) - high spin; (LS) - low spin 
 
For electron configurations other than that of d0, d1, and low spin d2, the twist of the 
trigonal prism towards the octahedron can be explained as a second-order Jahn-Teller 
(SOJT) effect. This effect produces a stabilisation of the molecule through mixing of 
nearby occupied and empty orbitals that become of the same symmetry upon distortion. 
This mixing is governed by the symmetry rules of first and second order Jahn-Teller 
effects. The stabilisation resulting from the SOJT distortion which converts the trigonal 
prism into an octahedron is dependent on the populations of the 2e’ and e’’ orbitals. All 
dn configurations in trigonal prismatic coordination can be classified by the difference in 
occupation of those two orbital sets. The trigonal prismatic geometry is easily attainable 
for electronic configurations d0, d1, and low spin d2, high spin d5 or d6 and d10.  In contrast, 
a strong drive is found towards octahedral geometry for complexes of high spins d3, low-
spin d6 or d8 configurations. The preference for trigonal prismatic or octahedral geometry 
of different electronic configurations is summarised in table 3.3.125 
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Table 3.4 Calculated energy difference between the found the free energy of the optimised trigonal 
prismatic geometries and the free energies of the optimised octahedral geometry structures with the 
hydroxyl trans to the counterion and the iminopyridine rings for L3 metal complexes. 
Complex 
Added stability of trigonal 
prismatic geometry kJ/mol 
ZnL3N 70 
MnL3N 63 
CuL3N 28 
CoL3N 30 
 
The DDOPi (9 L3) ligand has preference for trigonal prismatic geometry for the zinc(II), 
manganese(II) and cobalt(II) complexes. This coordination mode has been seen 
previously in cyclohexane based ligands in tach complexes of the form M(Py-TACH)3
2+  
with three imino pyridine arms, as shown in figure 3.14.126 DDOPi (9 L3) however, gives 
the open square-pyramidal geometry for CuL3N due to d9 Jahn-Teller distortions. All the 
complexes synthesised should be high spin, as the imino pyridines only have a moderate 
ligand field strength (strong σ donor, weak π acceptor) and the co-ligands (water, nitrate, 
hydroxyl) are weak field. ZnL3N, MnL3N and CoL3N which have d10, d5 (HS) and d7 
(HS) electronic configurations, respectively, have trigonal prismatic geometry which is 
consistent with that shown in table 3.3. 
 
 
Figure 3.14 TACH complexes M(Py-TACH)32+  with three imino pyridine arms.126 
 
DFT calculations of the octahedral and trigonal geometries for each of the DDOPi (9, L3) 
complexes were completed to show the difference in free energy between the different 
geometries for each metal as show in table 3.4. For example, calculations showed that 
CoL3N in the trigonal prismatic geometry, compared to the octahedral geometry, with 
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the hydroxyl trans to the counterion and the iminopyridine rings almost planar, is 30 kJ 
mol-1 more stable. The two largest energy gains of ca. 65 – 70 kJ mol-1, being for ZnL3N 
and MnL3N which is consistent with their higher preference for trigonal prismatic 
geometry as shown in the work by Alvarez.125 CuL3N modelled in the trigonal prismatic 
geometry has the lowest free energy gain out of all the complexes modelled, compared to 
the octahedral geometry. This is consistent with results found. However, there are 
additional Jahn-Teller distortions leading to a square-pyramidal geometry, instead of 
octahedral. 
 
Table 3.4 The angle between pyridine rings calculated in shelex-86 using MPLA, with planes defined as 
the atoms of the pyridine rings for trigonal prismatic structure and octahedral structures. 
 
 
 
Angle in between py 
rings/ ⁰ 
 
Angle in between py 
rings/ ⁰ 
CuL2N 11.787 (0.08) CuL3N 18.879 (0.09) 
CoL2N 8.032 (0.08) CoL3N 84.736 (0.05) 
ZnL2N 7.864 (0.11) ZnL3N 85.323 (0.05) 
MnL2N 7.257 (8.20) MnL3N 74.338 (0.04) 
 
 
Table 3.4 shows the calculated angles between pyridine rings for selected L2 and L3 
metal complexes. The small difference in angles found for CoL3N, ZnL3N and MnL3N 
show that the trigonal prismatic geometry for each is similar, although there is a slight 
deviation in MnL3N. The main cause of this may be the longer Mn-N bonds which allow 
for a slightly smaller angle between the pyridine rings. For the L2 complexes the angle 
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between pyridine rings is almost planar, and consistent at ca. 7-8⁰, apart from CuL2N, 
where the angle reaches almost 12⁰.  This is most likely caused by the Jahn-Teller effect, 
which shortens of the Cu-N bonds and thus may require an increased angle to relieve 
sterics between the pyridyl ring protons.  The larger angle found in CuL3N can be 
accounted for also by the shortened Cu-N bonds, but mostly from the bonding interaction 
of the proximal hydroxyl group with the copper(II) centre. 
 
3.4 1H-NMR of diamagnetic zinc complexes  
 
3.4.1 1H- NMR of diamagnetic zinc complexes: aliphatic region 
 
As zinc(II) has a 3d10 electronic configuration it is diamagnetic, making it possible to 
obtain diagnostic 1H-NMR spectra for all the zinc(II) complexes, ZnL1N, ZnL2N, and 
ZnL3N. This allows us to see the complexes structure in solution as well as that found in 
the solid state from x-ray crystal structures. The effect on the ligand conformation on 
complexation can be seen by comparing the 1H-NMR of the ligand with that of its zinc(II) 
complex. As shown previously from the crystal structures, complexation induces a ring-
flip in the cyclohexane backbone which can be clearly seen in the signals of two particular 
chemical environments, protons Ha and Hd in ZnL2N and ZnL3N, and just Hd in ZnL1N.  
Figure 3.15 1H-NMR spectra and structures of DDP (10, L1) (top) and ZnL1N (bottom). 
 
As shown in figure 3.15, in uncomplexed DDP (10, L1), where the iminopyridine groups 
are in the equatorial position, the Hd  protons (δ = 3.56 ppm), display a poorly resolved 
pseudo-triplet of pseudo-triplets multiplicity due to strong 3JHH axial-axial couplings to 
d 
d 
d 
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the anti-periplanar Hc and Hf, and weak 
3JHH  axial-equatorial couplings to Hb and He, 
with an integral of two. On complexation with zinc(II) (to give ZnL1N) a ring-flip occurs, 
this is where the iminopyridine groups are in axial positions. The signal resulting from 
the two Hd, protons would be predicted to change to a pseudo-pentet splitting pattern, this 
is a result of a change in conformation giving weak 3JHH equatorial-equatorial coupling 
with Hb and He and 
3JHH equatorial-axial couplings with Hf  and Hc protons, with an 
integral of two. The observed signal is not well resolved but the narrower signal is 
consistent with the weaker coupling to Hb and He which is expected in the ring-flipped 
conformation.  The electron withdrawing effect of the metal centre and the change to an 
equatorial environment shifts the signal downfield to δ = 4.41 ppm.       
 
Figure 3.16 1H-NMR spectra and structures of DDOP (5, L2) (top) and ZnL2N (bottom). 
 
As shown in figure 3.16, in uncomplexed DDOP (5, L2), where  the iminopyridine 
groups are in the equatorial position, Ha  (δ = 4.40 ppm) displays a pseudo-pentet splitting 
pattern, this is a result of weak 3JHH equatorial-equatorial and 
3JHH equatorial-axial 
couplings by the Karplus equation, with the two Hb and two Hc protons, with an integral 
of one.  The Hd protons (δ = 3.90 ppm), display a pseudo-triplet of pseudo-triplets 
multiplicity due to strong 3JHH axial-axial couplings to the anti-periplanar Hc and Hf, and 
weak 3JHH axial-equatorial couplings to Hb and He, with an integral of two. On 
complexation with zinc(II) giving ZnL2N, a ring-flip occurs, this is puts the 
iminopyridine groups in the axial positions. In this case, Ha couples much more strongly 
with two Hc protons due to the 
3JHH axial-axial couplings due to their anti-periplanar 
conformation. With the addition of weaker 3JHH equatorial-axial couplings with the two 
d 
d 
a 
a 
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Hd protons results in a pseudo-triplet of pseudo-triplets with an integral of one and is 
shifted to (δ = 4.35 ppm). The signal resulting from the two Hd, protons is predicted to 
display a pseudo-pentet splitting pattern, as a result of weak 3JHH equatorial-equatorial 
coupling with Hb and He and 
3JHH equatorial-axial couplings with Hf  and Hc protons, with 
an integral of two. However, the observed signal is not well resolved, but the narrower 
signal is consistent with the weaker coupling to Hb and He which is expected in the ring-
flipped conformation. The electron withdrawing effect of the metal centre and the change 
to an equatorial environment shifts the signal downfield, beyond Ha, to δ = 4.59 ppm.       
 
Figure 3.17 1H-NMR spectra and chemdraw of DDOPi (9, L3) (top) and ZnL3N (bottom). 
 
As shown in figure 3.17, in uncomplexed DDOPi (9, L3), where the iminopyridine 
groups are in the equatorial position, Ha  (δ =3.97 ppm), displays a pseudo-triplet of 
pseudo-triplets multiplicity due to strong 3JHH  axial-axial couplings to the anti-periplanar 
Hc and weak 
3JHH  axial-equatorial couplings to Hb, with an integral of one. The Hd  
protons (δ = 3.56 ppm), display a pseudo-triplet of pseudo-triplets multiplicity due to 
strong 3JHH  axial-axial couplings to the anti-periplanar Hc and Hf, and weak 
3JHH  axial-
equatorial couplings to Hb and He, with an integral of two. On complexation with zinc(II) 
giving ZnL3N, a ring-flip occurs, this is where the iminopyridine groups are in axial 
positions, also enforcing the hydroxyl group in to the axial position.  In this case, Ha shifts 
downfield to (δ =4.55 ppm) due to the electron withdrawing effect of the metal centre and 
the change to an equatorial environment, and displays a pseudo-pentet splitting pattern 
(integral = 1H), as a result of weak 3JHH equatorial-equatorial and 
3JHH equatorial-axial 
couplings with the two Hb and two Hc protons. The signal resulting from the two Hd, 
protons displays a pseudo-pentet splitting pattern, this is a result of weak 3JHH equatorial-
a 
a 
d 
d 
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equatorial coupling with Hb and He and 
3JHH equatorial-axial couplings with the Hf and 
Hc protons, with an integral of two. The electron withdrawing effect of the metal centre 
and the change to an equatorial environment shifts the signal downfield, beyond Ha, to δ 
= 4.57 ppm.       
 
3.4.2 1H- NMR of diamagnetic zinc complexes: aromatic region 
 
Figure 3.18 Aromatic region of the 1H –NMR of ZnL1N (left + top spectrum), ZnL2N (centre + centre 
spectrum), and ZnL3N (right + bottom spectrum). 
 
All three ligands contain the same imino-pyridine functionality, which in the free ligand 
state gives virtually identical 1H–NMR spectra in the aromatic region. On complexation 
with zinc(II), however, large differences in δ emerge for this region in ZnL3N compared 
to ZnL1N and ZnL2N, as shown in figure 3.18. The peak corresponding to the aromatic 
pyridine protons Hj, Hi, Hh and the imine proton Hg, shift by ca. 0.15 ppm upfield in 
ZnL3N compared to ZnL1N and ZnL2N. This maybe explained in terms of the 
differences in electron density caused by the coordination of the electron donating 
hydroxyl group to the zinc complex, thus making the zinc centre less electropositive and 
thus less electron withdrawing. It may also be due to the change in coordination geometry 
from octahedral in ZnL1N and ZnL2N, to trigonal prismatic in ZnL3N as in the two 
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geometries the ligand orbitals overlap to a different degree with the d-orbitals of the metal 
centre, and are consequently influenced by the metal to a different extent. The peak 
corresponding to the aromatic pyridine protons, Hk, is shifted even further by ca. 0.30 
ppm upfield in ZnL3N compared to ZnL1N and ZnL2N. This may be explained by a 
combination of the effects previously described in addition to shielding by the adjacent 
pyridine’s ring currents, as found in the 1H-NMR of Ru(bpy)32+ complexes, as the trigonal 
prismatic geometry brings the pyridines into an orientation where this may occur.127 
 
It can be concluded that the zinc(II) solution structures of all of the complexes are 
principally the same as the solid state on the timescale of the 1H-NMR experiment. It is 
therefore, reasonable to assume that the solution geometries of the complexes of the other 
metals remain very similar to the geometries observed in the solid state. 
 
3.5 Paramagnetic NMR 
 
3.5.1 Introduction to paramagnetic NMR 
 
Nuclear magnetic resonance (NMR) has been previously used as a tool to study the ligand 
environments of paramagnetic metal complexes. These paramagnetic effects can be used 
to determine information on structural, thermodynamic and dynamic properties.128-130  
 
Paramagnetic materials are those with positive magnetic susceptibility associated with    
unpaired electrons. These unpaired electron spins have a profound influence on the NMR 
spectra, notably enhancing the rates of nuclear spin relaxation, in turn leading to line 
broadening and isotropically shifted proton resonances within the ligand frameworks, 
provided the relevant electron spin-nuclear spin interaction has a non-zero average. An 
isotropic shift is the difference between the chemical shift of a given nucleus in a 
diamagnetic vs that of a paramagnetic environment. Isotropic shifts result from two 
mechanisms: contact shifts and pseudo-contact shifts. Both effects happen simultaneously 
but one or the other term can be dominant.  Contact shifts result from spin polarisation 
conveyed through the molecular orbitals of the molecule (dipole). Pseudo-contact shifts 
result from magnetic field from the paramagnetic centre (scalar term). This means contact 
shifts are directional and depend on the whole molecular electronic structure. Whereas 
93 
 
pseudo-contact shifts are non-directional and depend only on the magnetic properties of 
spin centre and the distance from it.131,132  
 
Pseudo-contact shifts follow 1/r3 dependence and tend to be smaller, often within the 
normal 1-10 ppm range for 1H-NMR.133 The contact term arises from transfer of spin 
polarization to the observed nucleus. Spin polarization is a consequence of the very strong 
electron-nuclear interaction (hyperfine coupling). This is on the order of MHz vs a few 
Hz found for J coupling observed in normal diamagnetic NMR spectra, reflecting the very 
large magnetic moment of an electron (-1.0 μB), compared to any nuclear magnetic 
moment (1.52 x 10-3 μB). Owing to rapid spin relaxation, electron-nuclear coupling is not 
observed in the NMR spectrum. The affected nuclear resonance appears as the average 
of the two coupled energy states (weighed with their spin populations). As the magnitude 
of the coupling is so large the Boltzmann distribution between spin states is uneven (not 
close to 1:1), thus leading to net spin polarization on the affected nucleus and large contact 
shifts.134,135 
Paramagnetic complexes may contain exchangeable ligands, which give intrinsic 
relaxation, shift and splitting properties, contributing to the line-shapes observed. 
Paramagnetic species lead to significant broadening of nuclear resonances – a direct 
indication that the distribution of local magnetic fields within the sample is spread sizably 
because of the large perturbation by the unpaired electrons of the paramagnetic species. 
The degree of broadening reflects the extent and duration of the interaction between the 
unpaired electrons and the nucleus in question. Thus paramagnetic line broadening yields 
information on structure and bonding with the addition of kinetic information. 
 
3.5.2 Paramagnetic NMR assignment  
 
1H-NMR was recorded for all the cobalt(II) complexes synthesised giving rise to well 
resolved 1H paramagnetic NMR spectra. This relatively high resolution is due to the rapid 
electron relaxation of the high spin d7 systems and therefore giving relatively sharp 
resonances, as expected.136-142 
 
The theory of unpaired electron-nucleus interaction and its consequences for NMR 
spectroscopy has been developed over the past decades and summarised 
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comprehensively.136-144 In diamagnetic molecules the orbital shift (δorb) provides the 
principal contribution to the observed chemical shifts. In paramagnetic samples the 
hyperfine shift (δhf) which has temperature dependence adds to the orbital shift, leading 
to the observed chemical shift: 
𝛿𝑜𝑏𝑠 =  𝛿𝑜𝑟𝑏 + 𝛿ℎ𝑓  eq1 
The hyperfine shift itself may be expressed as in eq 2, where S is the total electron spin, 
βe the Bohr mageton, γN the nuclear gyromagnetic ratio, and then g and A are the g- and 
A- hyperfine tensors. 
𝛿ℎ𝑓 =  
𝑆(𝑆+1)𝛽𝑒
3𝑘𝑇𝛾𝑁
𝑔𝐴 eq 2 
For an arbitrary number of unpaired electrons a general expression of the NMR shielding 
tensor 𝑔𝐴, has been developed only recently. Although there are several isotropic and 
anisotropic contributions to δhf, it is possible to analyse paramagnetic NMR spectra in 
solution by considering only three contributions, the orbital shift, δorb, the Fermi contact 
shift δcon, and the pseudocontact shift, δpc. Consequently equation one becomes eq 3.  
 
𝛿𝑜𝑏𝑠 =         𝛿𝑜𝑟𝑏 + 𝛿ℎ𝑓          ≅                𝛿𝑜𝑟𝑏 +  𝛿𝑐𝑜𝑛 + 𝛿𝑝𝑐 eq 3 
 
The Fermi contact shift (δcon) is caused by coupling of the unpaired electrons with the 
atomic nuclei and is transmitted through chemical bonds, it is proportional to the residual 
spin density of the atom centre, ραβ. The latter can be extracted from DFT calculations so 
that δcon, can be obtained using eq 4. 
 
𝛿𝑐𝑜𝑛 =  
𝜇0𝜇𝐵
2 𝑔𝑒
2
9𝑘
(𝑆+1)
𝑇
𝜌𝛼𝛽  eq 4 
The pseudo-contact shift arises from a dipolar through-space interaction between the 
magnetic moment of the unpaired electron and the magnetic moments of the unpaired 
electrons and the magnetic moments of the nuclei. It is strongly dependent on the distance 
of the nucleus of interest to the paramagnetic centre and may be of little influence to the 
chemical shift of nuclei distant from the metal core. Thus the Fermi contact is presumed 
to dominate the chemical shifts of covalently bound ligands in 3d metal complexes.145-148 
 
Using this approximation (Fermi contacts dominate the chemical shifts of covalently 
bound ligands) Fermi contacts were calculated from DFT calculations, using 6-311g(d,p) 
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basis set for CHNO and TZVP basis set for the cobalt centre. Their magnitude is used as 
a guide to assign the 1H-NMR shifts of the ligands, as the most highly shifted will be 
those most greatly affected by the paramagnetic centre.149,132 
 
As the Fermi contacts obtained from DFT are effectively solid state static calculations, 
the Fermi contacts for magnetically and chemically equivalent protons were averaged to 
give values which should be representative in solution. It should be understood that the 
assignment and modelling of paramagnetic NMR spectra is highly complex and has lots 
of contributing factors, requiring intensive study modelling power and time, with whole 
books written on the subject. This method, therefore, is just a guide to allow educated 
assignment of the protons.  
 
Assignments for the three main cobalt(II) complexes, CoL1N, CoL2N and CoL3N are 
given below in figure 3.18, figures 3.19, and figures 3.20. 
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3.5.3 Paramagnetic 1H -NMR of CoL3N, CoL2N, and CoL1N. 
 
Figure 3.18 Paramagnetic 1H-NMR spectra of CoL3N. 
 
 
Table 3.5 Average Fermi contacts from DFT calculations and the corresponding proton assignments and 
experimental shifts found for CoL3N. 
Average 
Fermi contacts from DFT 
Calculations/ a.u. 
Proton 
assignment 
Experimental 
data/ppm 
9.385 Ha 66.36 
2.572 Hk 46.95 
0.960 Hj 41.68 
0.793 Hh 34.12 
0.215 Hi 28.57 
-0.025 Hf 24.22 
-0.065 Hb 7.57 
-0.105 He 7.49 
-0.146 Hc 4.94 
-0.429 Hg 4.88 
-0.978 Hd 3.37 
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Figure 3.19 Paramagnetic 1H-NMR spectra of CoL2N. 
 
 
Table 3.6 Average Fermi contacts from DFT calculations and the corresponding proton assignments and 
experimental shifts found for CoL2N. 
Average 
Fermi contacts from DFT 
Calculations/ a.u. 
Proton 
assignment 
Experimental 
data/ppm 
0.61704 Hg 73.34 
0.279905 Hi 64.19 
0.19138 Ha 37.00 
0.187895 Hc 22.07 
0.13444 Hj 4.87 
0.04973 He 2.08 
-0.00402 Hh -15.45 
-0.00996 Hf -16.93 
-0.02896 Hb -37.52 
-0.16471 Hk -49.4 
-2.70341 Hd -58.53 
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Figure 3.20 Paramagnetic 1H-NMR spectra of CoL1N. 
 
Table 3.7 Average Fermi contacts from DFT calculations and the corresponding proton assignments and 
experimental shifts found for CoL1N. 
Average 
Fermi contacts from DFT 
calculations 
Proton 
assignment 
Experimental 
data/ppm 
0.72125 Hg 79.66 
0.49338 Hl 33.13 
0.290355 Hi 20.07 
0.25598 Ha 18.64 
0.14175 Hj 4.88 
0.052525 Hc 1.96 
0.01354 Hf -5.21 
0.012 He -12.92 
0.006645 Hh -15.29 
0.000125 Hb -32.84 
-0.19834 Hk -52.39 
-2.2898 Hd -60.26 
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The 1H-NMR of all the cobalt (II) complexes, as illustrated by figures 3.18 – 3.20 gave 
resonances for all of the proton environments. It can also be seen that there is large and 
clear difference seen in the 1H-NMR of the trigonal prismatic geometry and the octahedral 
geometries. This reaffirms the conclusion that solution structures for the cobalt(II) state 
of all of the complexes are principally the same as the solid state. Unlike in the 1H-NMR 
of ZnL3N where Hb (δ = 8.90 ppm) is the most downfield peak, the Fermi contacts from 
the DFT studies of CoL3N shown in table 3.5 that Ha (δ = 66.36 ppm) has the highest 
Fermi contact, and is therefore the most influenced by the paramagnetic cobalt centre. On 
the other hand, Hd (δ = 4.57 ppm), in the diamagnetic 1H-NMR of ZnL3N is the second 
most downfield signal of the aliphatic cyclohexane, but in the paramagnetic 1H-NMR,
 Hg 
(δ = 3.37 ppm), is the least influenced by the paramagnetic centre, which reflects the 
differences in the effect of a paramagnetic metal centre on the 1H-NMR. In the 
paramagnetic 1H-NMR of CoL2N, Hg (δ = 73.34 ppm) is the most downfield peak 
followed by Hi (δ = 64.19 ppm) and Ha (δ = 37.00 ppm).  As with CoL3N the most upfield 
peak is from Hd, but unlike CoL3N this has a large negative shift of −58.53 ppm 
compared to TMS. The paramagnetic 1H-NMR of CoL1N, also shows Hg (δ = 79.66 ppm) 
as the most downfield peak followed by Hl (δ = 33.13 ppm), Hi (δ = 20.07 ppm) and Ha 
(δ = 18.64 ppm).  The most up-field peak is from Hd, as in the other two complexes and 
also has a large negative shift of −60.26 ppm compared to TMS, similar to that found in 
CoL2N. 
 
Some patterns can be observed from the Fermi contact based assignment of the cobalt(II) 
paramagnetic 1H-NMR spectra. In the octahedral coordination sphere found in CoL1N 
and CoL2N (assumed to be maintained in solution as shown from diamagnetic 1H-NMR 
studies of the Zn(II) complexes), protons found in the xy, zy or zx planes as shown in 
figure 3.21 of the paramagnetic cobalt (II) centre aligned with the x, y, or z axis are found 
to have the highest isotropic shifts, in order of distance from the paramagnetic centre. For 
example, as shown in figure 3.21 in CoL2N, Hg lies on the xy plane, is aligned with the 
x axis and is the closest to the paramagnetic centre, and has the highest isotropic shift. 
This is followed by Hi, which is also on the xy plane, and is aligned with the y axis, but 
further from the paramagnetic centre. Protons found on one of the planes but positioned 
in between the x, y or z axes (such that a ca. 45⁰ angle is defined by either axis and a line 
from the origin to the proton) have the next highest isotropic shifts in order of distance 
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from the paramagnetic centre. For example Ha, which is on a plane 45⁰ to the x and y axes 
and closest to the paramagnetic centre. This is followed by protons 120⁰ to the x, y, or on 
the z axis, in order of distance from the paramagnetic centre, as in Hj and Hf respectively. 
In an octahedral geometry the isotropic shifts of all the other protons become negative in 
value. Protons at other angles to the axis in order of distance from the paramagnetic 
centre, such as Hk and Hd are the most negatively isotropically shifted protons.  In CoL3N 
with trigonal prismatic geometry, however, there is not a clear pattern, other than proton, 
Ha has the largest isotropic shift as it lies on the z axis of the paramagnetic centre, followed 
by the protons of the aromatic pyridine ring closest to the paramagnetic centre. Generally 
those with large negative or positive Fermi contacts are separated from Co by only a few 
bonds, or by conjugated systems. All the isotropic shifts are positive in CoL3N, however, 
compared to TMS.  
 
 
Figure 3.21 xy plane (top) zx plane (bottom) of CoL2N. 
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The appearance of peaks negatively shifted compared to TMS in CoL1N and CoL2N, 
but not in CoL3N, may be due to the different orientation of the relevant protons to the 
paramagnetic current of the cobalt(II) centre. This difference in orientation could result 
in an induced magnetic field that opposes the applied magnetic field in the vicinity of the 
protons, effectively providing the shielding that would account for the large negative 
values of δ. This effect is seen in the 1H-NMR of organometallic metal hydrides, where 
the paramagnetic current induces an induced field in around the hydride which opposes 
the applied field in the region acting to shield the proton, giving it a negative shift in 
comparison to TMS, as illustrated in figure 3.22.150,151 
 
 
Figure 3.22 Negative shifts in transition metal hydrides from fields induced from paramagnetic 
centres.150,151 
 
3.5.4 Comparison of paramagnetic NMR of nitrate and tetrafluoroborate 
complexes  
 
From figure 3.23, the paramagnetic 1H-NMR of CoL1N and CoL1B both give the 
expected 12 proton environments as previously shown for CoL1N in figure 3.20, 
however, there are some shifts up and down-field of different peaks. For example, there 
is a shift downfield of ca. 31 ppm in CoL1B compared to CoL1N for the most downfield 
peak.  
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From figure 3.24 the paramagnetic 1H-NMR of CoL3N (top), CoL3NB (centre) and 
CoL3B (bottom), all give the expected 11 proton environments as previously shown for 
CoL3N in figure 3.18. There are however, some differences in shift up and downfield of 
some peaks. These shifts, however, are smaller than found in the paramagnetic NMR of 
the other complexes. With the largest shift of ca. 13 ppm, this is likely to be due to the 
dependence on the anion, as five of the coordination sites on the metal are taken up by 
the ligand, this leaves only one labile coordination site, compared to the two found in the 
complexes of L4, L1, and L2. In the case of CoL3N and CoL3BN it is most likely taken 
by a nitrate anion but may also be replaced by a solvent ligand.  
From figure 3.25, the paramagnetic 1H-NMR of CoL4N and CoL4B both give the 
expected  9  proton environments, however, there are some shifts up and down-field of 
different peaks. For example, there is a shift downfield of ca. 34 ppm in CoL4B compared 
to CoL4N for the most downfield peak. Even though CoL4N and CoL4B have increased 
degrees of freedom compared to the other complexes synthesised, due to the flexibility 
of the propane back bond; from the crystal structure of CoL4P it may be assumed that 
the complexes will have a octahedral geometry with the imino pyridine chelate lying on 
the equatorial plane of the octahedron and two aqua ligands or solvent molecules in the 
axial sites. However, the paramagnetic 1H-NMR suggests that this might not be the case. 
If CoL4N and CoL4B were octahedral and thus had the same form as CoL1N and 
CoL2N there should be more than one peak negatively shifted compared to TMS, as the 
Hg, Hb and He protons in CoL1N and CoL2N are negatively shifted.  But as there is one 
negatively shifted peak, it can be also gathered that the structure is also not trigonal 
prismatic. It could be then be postulated that in solution CoL4N and CoL4B either have 
an intermediate geometry between octahedral and trigonal prismatic, or that 
conformational exchange is occurring on the NMR timescale. 
From this study, the key conclusions for subsequent chapters is that the nitrate anions are 
not just spectating in solution, but are interacting strongly with the cobalt centres, and 
that complexes of L4 are likely to be conformationally mobile. 
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Figure 3.23 Paramagnetic 1H-NMR CoL1N) (top) and CoL1B) (bottom). 
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Figure 3.24 Paramagnetic 1H-NMR CoL3N (top), CoL3NB (centre) and CoL3B (bottom). 
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Figure 3.25 paramagnetic 1H-NMR CoL4N (top) and CoL4B (bottom). 
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Chapter 4 
Electrochemistry of Coordination Complexes 
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4.1.1 Electrochemistry introduction – General aspects of electrochemistry  
 Cyclic voltammetry  
 
Cyclic voltammetry is one of the most used techniques to explore electrochemical 
behaviour, allowing the rapid determination of thermodynamic and kinetic properties of 
the species under investigation. The distinct redox potentials of the species give detailed 
information about the thermodynamics of the redox processes involved, with reduction 
and oxidation potentials dependant on the LUMO and HOMO of the species 
respectively.151-153 Information on the kinetics of the process can be obtained from the 
magnitude of heterogeneous electron-transfer, and also the reversibility of the 
process.153,154 
 
Cyclic voltammetry with macroelectrodes is usually conducted in a three-component cell 
consisting of a working electrode, reference electrode and counter electrode. Potentials 
are applied to the working electrode relative to the fixed potential the reference electrodes. 
The three electrode set up minimises cell resistance between the working and reference 
electrode, using a counter electrode with large relative surface area for the current to flow 
through, and limiting current flow through the reference electrode.  In a cyclic 
voltammetry experiment, the potential of the working electrode is swept linearly over 
time using a triangular potential wave form. The potential is swept from E1 to E2 and then 
back to E1 to complete the scan. The rate at which this is done is known as the scan rate 
(gradient of the potential time graph, E vs t), shown on the right of figure 4.1. The plot 
of current (i) vs potential (V) is known as cyclic voltammogram (CV). A cyclic 
voltammogram (CV) is complex and dependent on time and physical and chemical 
properties.  
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Figure 4.1 A typical reversible cyclic voltammetric curve (CV) for a simple reversible process. 
Characteristics of the voltammogram are the peak height (Ip), the potential at which the peak occurs (Ep) 
and scan rate (V.s-1). In this work the IUPAC convention is used where positive potentials are plotted in 
the positive ‘x’ direction, and thus anodic currents (due to oxidations) are positive. 
 
Different heterogeneous electron transfer rates give rise to different CV profiles; classed 
as reversible, quasi-reversible and irreversible, as show in figure 4.2 
 
Figure 4.2 Cyclic voltammogram (CV) profiles for reversible, quasi-reversible and irreversible 
behaviour. 
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The physical processes responsible for the ‘reversible’ voltammogram, for a process; 
 
 
Are based on Fick’s Law of diffusion, eq 4.1; 
 
𝜕[𝐴]
𝜕𝑡
= 𝐷
𝜕2[𝐴]
𝜕𝑥2
          eq 4.1 
 
And the Nernst equation, eq 4.2; 
 
𝐸 = 𝐸𝑓
0
(
𝐴
𝐵
)
+
𝑅𝑇
𝐹
ln
[𝐵]0
[𝐴]0
   eq 4.2 
 
The exponential form of the Nernst law, eq 4.3; 
 
[𝐵]0
[𝐴]0
= 𝑒
𝑛𝐹𝜂
𝑅𝑇     eq 4.3 
 
Where; D = diffusion coefficient, R = molar gas coefficient, F = Faraday’s constant, T = 
temperature, E = the potential, 𝐸𝑓
0
(
𝐴
𝐵
)
= the formal potential for the couple. 
 
The exponential form of the Nernst law, where (η = E−Efo), helps in the consideration of 
the diffusion layer at each point in the CV, by describing the concentrations of species A 
and B,  which in turn gives rise to the peak shape observed. In the ‘reversible’ case the 
heterogeneous electron transfer rate, k0, is large and fast, relative to the rate of mass 
transport, and therefore a Nernstian equilibrium is attained at the electrode surface 
throughout the CV with concentrations of A and B at the electrode surface given by the 
Nernst equation. E is the applied potential defining the ratio of the surface concentrations 
of [A]0 and [B]0 once 𝐸𝑓
0
(
𝐴
𝐵
)
 is given.  
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4.1.2 Explanation of a cyclic voltammogram  
 
Figure 4.3 A typical reversible cyclic voltammogram (CV) for a simple reversible process, numbered 
with points of interest. 
 
Figure 4.3 shows a reversible cyclic voltammogram, labelled with points 1 to 6, each of 
which will be discussed in turn. At point (1), the potential is not sufficient to drive 
electrolysis, at point (2) as E approaches E0f, (E =E
0
f, given by point (3) on the graph), the 
current increases as electrolysis in which the oxidation of A to B occurs, this current is 
governed by heterogeneous electron transfer, k0, (Butler-Volmer kinetics, discussed in 
section 4.1.3), as A diffuses to the electrode surface, (diffusion layer ca. 10 µm). 
Following the exponential Nernst law the current would be expected to rise exponentially, 
but A becomes depleted at the electrode surface and therefore requires more A to diffuse 
from the bulk solution (which is slow relative to electron transfer).  With no stirring, 
current thus becomes mass transport limited (governed by Fick’s laws), giving the peak 
at point (4). At point (5) the current is decreasing with increasing potential as the 
concentration of A at the surface approaches zero, therefore this part of the CV is 
controlled by mass transport, and the diffusion layer thickness is ca. 40 µm. At point (6), 
the potential is reversed. As E approaches E0f the current increases as electrolysis occurs, 
with the reduction of B back to A, which is also governed by heterogeneous electron 
transfer, k0. The current increase follows the exponential Nernst law until B is depleted 
at the electrode surface, and requires the diffusion of B from the bulk solution, giving the 
reverse peak on the CV. This current decreases to zero as the diffusion layer of B increases 
to the point that there is almost zero B at the electrode surface, completing the CV.  
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4.1.3 Electrochemical reversibility 
 
Electrode processes have two limiting behaviours - reversible and irreversible. These 
correspond to the rate of electron transfer; large (fast) or small (slow) values of the 
heterogeneous electron transfer coefficient, k0, relative to mass transport kinetics, 
governed by the mass transport coefficient, kmt.   
 
𝑘0 ≫  𝑘𝑚𝑡 electrochemical reversibility 
𝑘0 ≪  𝑘𝑚𝑡  electrochemical irreversibility 
 
In reversible processes, k0  ≈ 1 cm s-1, irreversible processes, k0  ≈ 10-5 cm s-1, and for the 
intermediate case, k0, lies between this range. 
 
Electron transfer follows Butler-Volmer kinetics as given by the following equations eq 
4.4 to 4.7; 
𝑘𝑟𝑒𝑑 = 𝑘𝑟𝑒𝑑
0 𝑒(
−∝𝐹
𝑅𝑇
𝜂)
      eq 4.4 
 
𝑘𝑜𝑥 = 𝑘𝑜𝑥
0 𝑒(
(1−∝)𝐹
𝑅𝑇
𝜂)
     eq 4.5 
 
𝑖0 = 𝐹𝐴𝑘
0[𝑅]𝑏𝑢𝑙𝑘
𝛼 [𝑂]𝑏𝑢𝑙𝑘
1−𝛼     eq 4.6 
 
𝑖 =  𝑖0 (
[𝑅]0
[𝑅]𝑏𝑢𝑙𝑘
𝑒{
(1−∝)𝐹
𝑅𝑇
𝜂} −
[𝑂]0
[𝑂]𝑏𝑢𝑙𝑘
𝑒{
−∝𝐹
𝑅𝑇
𝜂})  eq 4.7 
Where, A is the area of the electrode, 𝑖0, is the standard exchange current, α is the transfer 
coefficient of the species under investigation which reflects the symmetry of the transition 
state, for the process presented [R] = species B, [O] = species A, and η is the overpotential; 
the difference between the formal potential for the A/B couple and the overpotential is 
given by eq 4.8: 
 
112 
 
𝜂 = 𝐸 −  𝐸𝐴/𝐵
0′   eq 4.8 
As electrolysis of A progresses, all the A at the electrode is consumed resulting in the 
depletion of A near the electrode surface, in turn giving a concentration gradient which 
fresh A must diffuse to give further electrolysis, given by eq 4.10. The depletion zone is 
known as the diffusion layer, 𝛿, the thickness of which increases as a function of time, t, 
in one dimension giving, given by eq 4.9: 
 
𝛿 =  √2𝐷𝑡  eq 4.9 
 
𝑘𝑚𝑡 =  √
𝐷𝐹𝑣
𝑅𝑇
  eq 4.10 
 
In reversible reactions the electron transfer rate is, at all potentials, greater than the rate 
of mass transport and the peak potential is independent of the applied scan rate. In the 
case of quasi-reversible the rate of electron transfer becomes comparable to the rate of 
mass transport and the peak potentials increase with increasing scan rate. For the 
irreversible case electron transfer rates are smaller than the rate of mass transport.155 
 
4.1.4 Effect of scan rate 
 
At slow scan rates, the diffusion layer is very thick, while at faster scan rate the diffusion 
layer is thinner, and therefore, greater diffusional flux to the electrode (kmt also increases) 
is seen at faster scan rates giving a larger peak current. Since the reversibility or otherwise 
of an electrochemical process reflects the competition between electron transfer kinetics 
and mass transport kinetics, faster scan rates will encourage greater electrochemical 
irreversibility. Unless the irreversibility is caused by a chemical reaction, in which case, 
reversibility may emerge at higher scan rates. 
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Figure 4.4 Scan rate dependent cyclic voltammograms of a typical reversible (left) and irreversible (right) 
process. 
 
4.1.5 Diagnostic criteria of reversible and irreversible systems 
 
Below are given the diagnostic criteria of cyclic voltammograms (CV) used to describe 
the reversiblity, quasi-reversiblity and irreversibility of different systems. 
 
For a reversible process 
 
• Δ𝐸𝑝 = (𝐸𝑝
𝑜𝑥 − 𝐸𝑝
𝑟𝑒𝑑) = constant, with increasing scan rate 
• |𝐸𝑝 − 𝐸1
2
| = 2.218
𝑅𝑇
𝐹
 
• 𝑖𝑝 α  √𝑣  
• 𝑖𝑝 = 0.466𝐹𝐴𝐶𝑏𝑢𝑙𝑘√
𝐹𝐷𝑣
𝑅𝑇
 
• 𝑖𝑝 = 2.69 × 10
5𝐴𝐶𝑏𝑢𝑙𝑘√𝐷𝑣  (Randles –Sevick equation), plot of  𝑖𝑝 𝑣𝑠 √𝑣  leads 
to D or A 
• |
𝑖𝑝,𝑜𝑥
𝑖𝑝,𝑟𝑒𝑑
| = 1.0 
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For an irreversible process 
 
• 𝐸𝑝 increases with increasing scan rate, and Δ𝐸𝑝 = (𝐸𝑝
𝑜𝑥 − 𝐸𝑝
𝑟𝑒𝑑) increases if reverse 
peak is present 
• |𝐸𝑝 − 𝐸1
2
| = 1.857
𝑅𝑇
𝛼𝐹
, for reduction 
• |𝐸𝑝 − 𝐸1
2
| = 1.857
𝑅𝑇
(1−𝛼)𝐹
, for oxidation 
• 𝑖𝑝 α √𝑣 , but the peak current is smaller  
• |
𝑖𝑝,   𝑓𝑜𝑟𝑤𝑎𝑟𝑑
𝑖𝑝,   𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑
| > 1.0, if back wave is present at all  
For a quasireversible process 
 
• Δ𝐸𝑝 =  (𝐸𝑝
𝑜𝑥 − 𝐸𝑝
𝑟𝑒𝑑) = increases with increasing scan rate 
• 𝑖𝑝 not necessarily proportional to  √𝑣, but the peak current is smaller than in 
reversible case 
• Simulation is required to extrapolate kinetic and diffusion values 
4.1.6 Temperature dependence  
 
Cyclic voltammograms at different temperatures are current normalised by dividing by 
the square root of the diffusion coefficient, √𝐷 by the current ip, at the different 
temperatures. Plots of √𝐷/𝑖𝑝 vs V give temperature dependent behaviour of the cyclic 
voltammetry (CV) on a comparable scale. (Assuming the diffusion coefficients of all the 
reduced and oxidised species in the coordination complex are comparable and show the 
same dependence on temperature. In addition, the magnitude of the current is proportional 
to √𝐷 and therefore, minor differences in the diffusion coefficients are reduced when 
square rooted).156,157 
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4.2 Electrochemistry of metal complexes with redox non-innocent ligands 
 
Before discussing the results obtained for the complexes studied in this thesis, there first 
follows a summary of relevant background literature. 
 
4.2.1 Redox non-innnocent ligands - α-iminopyridines 
 
The term “non-innocent”, was introduced in 1966 by Jørgensen, who explained that 
“ligands are innocent when they allow oxidation states of the central atom to be 
defined”.158  One of the first ligand sets to show “non-innocent” behaviour are the nickel 
dithiolene complexes, in which assignment of metal oxidation state is problematic. 
Analysis of electronic structure and calculation of frontier orbitals of the compounds has 
shown that electron transfer to and from the complexes is largely ligand-based rather than 
metal-based.159,160  Ligands capable of behaving in this way, such as open-shell ligand 
radicals, are found throughout the coordination chemistry of transition metals. Examples 
include catechols,161-162 o-phenylenediamines,163 o-benzene-1,2-dithiolates and mixed 
analogues.164 
 
 
Scheme 4.1 Redox behaviour of catechol (benzene-1,2-diol) ligands. 
 
These ligands are typically found as closed-shell dianions, but their electron-rich π-
systems can be oxidized in one-electron steps to produce first the benzosemiquinone 
radical and then oxidised further to the benzoquinone. For example, catechol (benzene-
1,2-diol) as shown in scheme 4.1, can coordinate to metal centres in the dianionic 
catecholato (benzoquinone) mode. Such ligands are non-innocent because there is an 
ambiguity as to how electrons will be delocalised between them and the metal, this will 
depend on the degree of mixing between appropriate metal and ligand orbitals. Catechols, 
semiquinones and quinones themselves are members of a redox rich series, and therefore 
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catechol complexes also show this rich electrochemistry in addition to that of the metal.  
The electrochemistry may involve the catechol ligand, the metal or both; and thus makes 
it difficult to disentangle these.165 
 
 
Scheme 4.2 Redox behaviour of α-iminopyridine ligands 
 
Ligands with electron-accepting π-systems, such as α-diimines, α-iminoketones, and α-
diketones are also redox non-innocent.166 With structures resembling benzoquinone, 
having functionality in the 1,2-positions of a conjugated system, they  can be reduced by 
one electron  to generate the monoanionic-radical equivalent of the benzosemiquinone.167  
It has also been previously shown that iminopyridine ligands are redox non-innocent. 
With their extensive π-system, iminopyridines have been shown to exist in the neutral 
closed shell form, a monoanionic and as dianionic π-radical(s) within coordination 
complexes. α-Iminopyridines can have three different redox states akin to that of catechol, 
shown in scheme 4.2.168  The neutral α-iminopyridine (L0) is the most commonly found. 
The open shell monoanion (L•-) which has only been structurally characterised in two 
manganese complexes,169 and the doubly reduced anion (Lred)
2-.
, which as of yet has not 
been structurally characterised. 
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4.2.2 Series of comparable bis(α-iminopyridine)metal complexes 
 
 
Figure 4.5 A series of bis(α-iminopyridine) metal complexes. 
 
Wieghardt and co-workers168 previously synthesized a series of bis(α-
iminopyridine)metal complexes featuring the first-row transition ions (Cr, Mn, Fe, Co, 
Ni, and Zn) as illustrated in figure 4.5. They showed that the iminopyridine ligands are 
redox non-innocent and their paramagnetic π radical monoanionic forms can exist in 
coordination complexes. Based on spectroscopic and structural characterizations, the 
neutral complexes were described as possessing a divalent metal centre and two 
monoanionic α-iminopyridine π radicals. The neutral M(L•)2 compounds undergo ligand-
centred, one-electron oxidations generating a second series, [(Lx)2M(THF)][B(ArF)4] 
[where Lx represents either the neutral α-iminopyridine (L)0 and/or its reduced π radical 
anion (L•)-]. The cationic series comprise mostly mixed-valent complexes, wherein the 
two ligands have formally different redox states, (L)0 and (L•)-, and the two ligands may 
be electronically linked by the bridging metal atom. Experimentally, the cationic Fe and 
Co complexes exhibited Robin-Day Class III behaviour (fully delocalized), whereas the 
cationic Zn, Cr, and Mn complexes belong to Class I (localized), see section 4.6.1. 
 
Electrochemistry of all of the complexes demonstrated comparable electron transfer 
properties, with an irreversible ligand centred wave occurring at ca. -2.2 V vs Fc/Fc+. 
Also, each complex was shown to exhibit two reversible or quasi-reversible waves, which 
were assigned to the discrete one-electron oxidations of the ligand radicals.  
 
 
 
Table 4.1 Reduction potentials found for the bis(α-iminopyridine) metal complexes of Wieghardt and co-
workers, vs Fc/Fc+. 
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M = E1/2(1+/0) /V E1/2(2+/1+) /V ΔE1/2 /  mV 
Cr -1.17 -0.9 270 
Mn -1.4 -1.14 (α) 260 
Fe -1.35 -1 (α) 350 
Co -1.26 -0.76 500 
Ni -1.2 -0.56 630 
Zn -1.33 -1.16 170 
α = quasi-reversible 
  
The separation between the potential of the two processes was shown to steadily increase 
moving across the period from Cr to Ni, however the smallest separation was seen for for 
Zn (table 4.1). The increasing ΔE1/2 was proposed to reflect the growing electronic 
interaction between the ligands across the period from Cr to Co, which is also interpreted 
as an increasing metal character in the predominately ligand-centred oxidations. The 
E1/2(2+/1+) event for nickel was found to be almost completely metal-centred. The Co 
complex was shown to have an additional quasi-reversible event at -1.96 V which was 
assigned to the metal-centred reduction CoII+ + e- CoI+. An analogous feature was 
shown to also be present for the earlier transition metals Cr, Mn and Fe but completely 
irreversible, and absent in the later transition metals Ni, and Zn.  
 
4.3 Understanding electrochemistry through computation: Density Functional 
Theory (DFT) 
 
During the course of this research DFT studies of some of the complexes under 
investigation were undertaken by Mr. Christopher Prior of the Oganeysan research group, 
to try to understand processes occurring on reduction and oxidation.  
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DFT calculations were performed on the three main cobalt complexes CoL1N, CoL2N, 
and CoL3N for the four reduced states (from an overall complex charge of 2+ to -1) to 
further the understanding of their electrochemical and electrocatalytic behaviour. 
Additional calculations were performed on other systems of interest to help explain 
certain points: specifically the rich oxidation chemistry of MnL3N and the two isomers 
of ZnL3N.  It should be understood that these DFT calculations may not account for all 
possible variables such as other potential conformation and that in solution there will be 
interaction with solvent molecules (the energy of such is accounted for), and primarily 
serve to help support a qualitative interpretation of experimental data.  
 
4.4.1 Electrochemistry of iminopyridine ligands 
 
To help understand the electrochemistry of the metal complexes, the electrochemical 
behaviour of the bis-iminopyridine ligand 5, L2 is described below, as a representative of 
the entire series of similar ligands described in Chapter 2. These all have identical imino-
pyridine functionality.170  
  
 
Figure 4.6 Cyclic voltammogram of 1 mM 5, L2 at GCE at 100 mV/s in acetonitrile. RE = Ag/AgCl (internal Fc/Fc+ 
ref). CE = Pt.  0.1 M TBABF4 supporting electrolyte 
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Figure 4.7 Scan rate dependence for 1 mM 5, L2 at GCE 
 
 
Figure 4.8 Reduction of imine groups of 5, L2 to corresponding amine. 
 
The cyclic voltammetry of 5, L2 gives a large peak at EP = − 2.32 V vs Fc/Fc+ (at 100 
mV/s). This wave shifts to a more negative potential with increasing scan rate, indicating 
irreversible electron transfer. The peak is significantly positively shifted from that of 
pyridine (ca. – 3.5 V vs Fc/Fc+ on GCE),171-173 or 4,4-bipyridine (– 2.65 V, and reversible). 
Therefore, this reduction must be attributed to the reduction of the imines to the saturated 
amines as shown in figure 4.8. This behaviour has been shown previously by Andrieux 
and Saveant, that in MeCN, most Schiff bases give a single two-electron wave leading to 
the saturated amine. These radical anions of the imines are more basic than the 
corresponding ketyl anions and can abstract a proton from residual water present in the 
acetonitrile solvent.174  
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4.4.2 Electrochemistry of Zinc complexes – ZnL1N, ZnL2N and ZnL3N 
 
Figure 4.9 Cyclic voltammetry of 1 mM ZnL1N, ZnL2N and ZnL3N at GCE at 100 mV/s in 
acetonitrile. RE = Ag/AgCl (internal Fc/Fc+ reference). CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Table 4.2 Peak potentials EP of ZnL1N, ZnL2N and ZnL3N in MeCN at GCE vs Fc/Fc+ /V 
Complex  EP (1) EP (2) EP (3) EP (4) 
ZnL2N -1.38 -1.49 - -2.36 
ZnL3N -1.46 -1.62 -1.95 -2.43 
ZnL1N -1.5 -1.59 - ‘-2.6’ 
 
Zinc(II) has a 3d10 electronic configuration and thus access to higher energy metal based 
orbitals is not energetically feasible. ZnII itself is therefore, redox inactive over the 
working potential range (solvent window, -3.0 to +2.0 vs Fc/Fc
+). However, as shown by 
Wieghardt and co-workers,168 α-iminopyridine ligands are themselves redox active. 
Therefore, the zinc complex allows investigation of the redox properties of the ligand in 
the coordination environment of a redox silent metal and can provide information that 
helps interpret electrochemistry of other metal complexes. 
 
Electrochemistry of ZnL2N and ZnL1N 
 
The cyclic voltammogram of ZnL2N shows 3 irreversible peaks at EP = − 1.38, −1.49 
and −2.36 V vs Fc/Fc+ (at 100 mV/s). Scan rate dependence shows these waves to shift 
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more negative with increasing scan rate indicative of irreversible electron transfer. The 
waves at at −1.38 and −1.49 V can be attributed to one electron processes and the wave 
at -2.36 V attributed to a 2 electron irreversible reduction having twice the peak current 
of the other two processes. The cyclic voltammetry of ZnL1N gives 2 irreversible peaks 
at EP = − 1.5 and −1.59 V vs Fc/Fc+ (at 100 mV/s). Scan rate dependence shows these 
waves to a shift more negative with increasing scan rate indicative of irreversible electron 
transfer. On scanning to even more negative potentials a 3rd wave is also seen, however 
this suffers from cross-over, shown on the insert of figure 4.9. This is characteristic of 
nucleation and growth processes on the electrode surface.175 This therefore indicates that 
ZnL1N deposits on the electrode surface at these highly reducing potentials.  
 
Figure 4.10 Scan rate dependence for 1 mM ZnL2N (left) and ZnL1N (right) at GCE 
 
The first two reductions of ZnL2N and ZnL1N, at − 1.38, − 1.49, and − 1.5 , − 1.59 V 
respectively can be assigned to successive independent reductions of the two 
iminopyridine “arms” of the ligands, resulting in two monoanionic arms (an overall 
dianion-diradical ligand) as shown in Wieghardt’s work.  As the peak at − 2.36 V for 
ZnL2N has twice the peak current of the other two processes, and a peak at similar 
potential (−2.2 V) was shown to be solely ligand based in Wieghardt’s work, it can be 
postulated that peak is from the two electron two proton reduction of the ligand to the 
diamine, as shown in scheme 4.3 with protons coming from the solvent.   
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Scheme 4.3 Proposed reductions of ZnL1N and ZnL2N. 
 
[ZnII(L-Cy-L)]2+  + e-  [ZnII(L•-Cy-L)]1+ 
[ZnII(L•-Cy-L)]1++ e-  [ZnII(L•-Cy- L•)]0 
[ZnII(L•-Cy- L•)]0 + 2H+ + 2e-  [ZnII(LH-Cy-LH)]0 
 
Electrochemistry of ZnL3N 
 
The cyclic voltammetry of ZnL3N is more complex than that of the other zinc complexes, 
with emergence of an additional peak resulting in a total of 4 peaks at −1.46, −1.62, −1.95 
and −2.43 V vs Fc/Fc+ (at 100 mV s-1).  As ZnL3N introduces no additional redox active 
groups vs the other zinc complexes (ZnL1N and ZnL2N), this behaviour is tentatively 
ascribed to molecular motion involving interconversion between two isomers (A and B, 
figure 4.14). A has the crystallographically observed trigonal prismatic geometry, and B 
has a similar geometry to CuII analogue (CuL3N) with the Zn-O bond broken, or greatly 
elongated and the imino-pyridines occupying the equatorial plane. Thus, de-coordination 
of the hydroxyl in B yields a similar Zn-iminopyridine geometry to ZnL2N and ZnL1N. 
(Illustrated in figure 4.14) 
 
Figure 4.11 Scan rate dependence for 1 mM ZnL3N at 5 oC. 
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Figure 4.12 Scan rate dependence for 1 mM ZnL3N at room temperature. 
 
Figure 4.13. Current normalised temperature dependence ZnL3N at 100 mV/s. (Current normalised 
through division of the square root of the diffusion coefficient, found at room temperature from Randles-
Sevick analysis). 
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Figure 4.14. Proposed explanation for behaviour seen by cyclic voltammetry. 
 
Table 4.3 Average metal –oxygen bond dissociation energies 175-178 
Bond KJ/mol 
Zn-O 284 
Cu-O 343 
Co-O 368 
Mn-O 402 
   
Several lines of evidence support this hypothesis. Firstly, high scan rate data at 5 oC 
(figure 4.11), show the waves at ca. –2 and –1.6 V vs Fc/Fc+, resolving into two 
processes, –1.60 and –1.69 V for the first process, and –1.99 and –2.15 V for the second 
process (at 500 mV s-1). The reductions at –1.60 and –1.69 V can be assigned to that of 
isomer (B), as they occur at similar potential to ZnL2N and ZnL1N. Those at –1.99 and 
–2.15 V are assigned to isomer (A). The two processes for each isomer correspond to 
independent reductions of the two iminopyridine arms, as described for the other zinc 
complexes. Isomer (A) has reductions at more positive potential than (B) as the hydroxyl 
present in (A) donates electron density to the metal centre and therefore making it less 
electro-positive, therefore the zinc withdraws less electron density from the ligands, and 
thus the iminopyridine ligands become harder to reduce. There may also be an effect from 
the change in geometry on the energy of the ligand centred LUMO. 
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Scan rate dependence for ZnL3N at room temperature shown in figure 4.12, shows a 
fairly constant ratio of the peak currents for the two isomers at the various scan rates, and 
hence a fairly constant ratio of their concentrations. This suggests one of two limiting 
cases; that the kinetics of interconversion between the two is relatively slow: too slow to 
be observed over the range of scan rates studied. Or interconversion is fast enough in both 
directions that within the range of scan rates covered, there is no difference to what is 
observed through changing the scan rate 
   
At low temperatures (5 oC) there is a larger percentage of isomer (A), shown from the 
larger ‘ip’ in the peaks centred at −1.95 V vs Fc/Fc+, compared to that seen at higher 
temperatures. This is in accordance with expectations. At low temperatures there is a 
smaller amount of thermal energy to break the Zn-O bond, so at 5 ˚C the Boltzmann 
population of isomer (B) is smaller than at 40 oC where there is more energy to 
break/elongate the Zn-O bond and give isomer (B).  
 
The average Zn-O bond dissociation energy is 284 kJ mol-1 (table 4.3), the weakest of 
the average metal-oxygen bonds of the four metal complexes made with the L3 ligand,  
even though copper(II) 3d9, undergoes Jahn-Teller distortions and therefore has elongated 
and weakened axial bonds. In the crystal structure of CuL3N is shown to give a square 
based pyramidal geometry with full de-coordination of the proximal hydroxyl. As the 
average Cu-O bond dissociation energy is 343 kJ mol-1, 59 kJ mol-1 more than that of zinc 
it can be assumed that this is also possible for zinc. In addition, as zinc(II) is 3d10 the d 
orbitals have full occupancy and therefore there is no ligand field stabilisation energy 
present. Ligand coordination therefore should not be dictated by d orbital energies.  
 
The energy difference between the LUMOs of the two isomers can be estimated from the 
CV, using their reduction potentials (a measure of the energy of the LUMO). This 
difference of 425 mV translates to 41.0 kJ mol-1 (from ∆G = -nFE, where n = number of 
electrons, F = Faraday’s constant, E = difference in potential between peaks). This is 
reasonably consistent with a DFT estimated difference of LUMO energies between the 
isomers of 20 kJ mol-1.  The difference in these energies may be caused by solvent affects 
or geometry changes not accounted for in the calculations. DFT also calculates an 
elongation of the Zn-O bond from 2.16 to 2.55 Å.  Electron density for each of the reduced 
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structures is focused on the iminopyridine ligands as expected for zinc, as shown in figure 
4.15. 
  
Figure 4.15 DFT structures of proposed isomers for ZnL3N and spin density for ZnL3N-1. 
 
The wave at −2.46 V vs Fc/Fc+ remains constant for both isomers, suggesting the same 
electronic environment and perhaps the same geometry, as this peak comes at roughly the 
same potential as the DDOP (5, L2) ligand which is itself an isomer of the DDOPi (9, 
L3) with the same iminopyridine redox active functionality. This suggests that after 
reduction only isomer B is present and therefore, this wave can therefore be assigned to 
a ligand based two electron two proton reduction process from from the decoordinated 
form (isomer B) for reduction of the imine to the amine as shown for ZnL1N and ZnL2N.   
 
[ZnII(L-Cy-L)]2+  + e-  [ZnII(L•-Cy-L)]1+ 
[ZnII(L•-Cy-L)]1++ e-  [ZnII(L•-Cy- L•)]0 
[ZnII(L•-Cy- L•)]0 + 2H+ + 2e-  [ZnII(LH-Cy-LH)]0 
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Scheme 4.4 Proposed reduction of the two isomers of ZnL3N 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
129 
 
4.4.3 Electrochemistry of Manganese complexes – MnL1N, MnL2N and MnL3N 
 
Figure 4.16 Cyclic voltammetry of 1 mM MnL1N, MnL2N and MnL3N at GCE at 100 mV/s in acetonitrile. RE = 
Ag/AgCl (internal Fc/ Fc+ reference). CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Table 4.4 Peak potentials EP of MnL1N, MnL2N and MnL3N in MeCN at GCE  vs Fc/Fc+ /V 
Reductive 
Complex 
EP 
(1) 
EP 
(2) 
EP 
(3) 
EP 
(4) 
EP 
(5) 
EP 
(6) 
EP 
(7) 
MnL2N -1.34 -1.51 -1.86 - -2.34 - -2.05 
MnL3N - - - -2.66 -2.81 -2.87 - 
MnL1N -1.15 -1.55 -1.8 -1.98 -2.53 - -2.15 
Oxidative 
Complex EP (8) EP (9) EP (10) EP (11) 
EP 
(12) 
EP (13) EP (14) 
MnL2N 0.53 0.66 0.85 - 0.69 0.52  
MnL3N -0.1 0.06 0.4 - 0.28 - 0.95 
MnL1N 0.89 1.02 - 1.08 0.80 0.48  
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Electrochemistry of MnL2N 
 
Figure 4.17 Scan rate dependence for 1 mM MnL2N 
 
On sweeping the potential negatively the cyclic voltammetry of MnL2N gives 3 main 
largely irreversible peaks at EP = −1.51, −1.86, and −2.34 V vs Fc/Fc+ (at 100 mV/s). Scan 
rate dependence shows these waves to shift more negative with increasing scan rate 
indicative of irreversible electron transfer. The waves at − 1.51 and −1.86 V can be 
attributed to one electron processes and the wave at -2.34 V assigned to a 2 electron 
irreversible reduction having twice the peak current of the other two processes. Reduction 
of MnII to MnI over the potential range is unfavourable due to paring energy associated; 
therefore the reductions seen are likely to have large ligand character as shown by 
Wieghardt and co-workers for their iminopyridine manganese complex.179 On sweeping 
to positive potentials the cyclic voltammetry of MnL2N gives 3 quasi-reversible 
oxidations with EP = 0.53, 0.66, and 0.85 V vs Fc/Fc
+ (at 100 mV/s). These waves increase 
linearly with the square root of scan rate indicating a freely diffusing species. These must 
be metal based oxidations, as the ligand has no oxidations over the range given, shown 
by the electrochemistry of the free ligand and the zinc complexes. The current of the 
initial two waves at 0.53 and 0.66 V are around half of that for the one electron reductions, 
and is therefore consistent with transfer of “half” an electron. This is postulated to be due 
to disproportionation of Mn3+ into Mn2+ and Mn4+.  Mn3+ is commonly found to be highly 
unstable and disproportionates.179  
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[MnIV(L-Cy-L)]4+  + e- [MnIII(L-Cy-L)]3+ 
[MnIII(L-Cy-L)]3+  + e- [MnII(L-Cy-L)]2+ 
[MnII(L-Cy-L)]2+  + e-  [MnII(L•-Cy-L)]1+ 
[MnII(L•-Cy-L)]1++ e-  [MnII(L•-Cy- L•)]0 
[MnII(L•-Cy-L•)]0 + 2H+ + 2e-  [MnII(LH-Cy-LH)]0 
 
The electrochemistry of MnL3N 
 
Figure 4.17 Scan rate dependence for 1 mM MnL3N 
 
On sweeping the potential negatively the cyclic voltammetry of MnL3N gives 3 main 
irreversible peaks at EP = −2.66, −2.81 and −2.87 V vs Fc/Fc+ (at 100 mV/s), which 
increase linearly with the square-root of scan rate, indicating a freely diffusing species. 
The waves at – 2.66 and −2.81 V although overlapping can be attributed to one electron 
processes and the wave at -2.87 V assigned to a two-electron irreversible reduction having 
twice the peak current of the other two processes. From the DFT of MnL3N it is shown 
that on reduction to the 1+ state there is a lengthening of the Mn-O bond from 2.052 to 
2.091 Å, with a slight change in geometry toward a more perfect trigonal pyramidal 
geometry as shown in figure 4.18. From the LUMO diagram of the 2+ state it can be seen 
that this process has a mixed ligand metal based reduction with a significant contribution 
from the metal. On further reduction to the 0 state there is a further elongation of the Mn-
O bond to 2.127 Å, and a change in geometry to a distorted square based pyramidal. From 
the LUMO of the 1+ state it can be see that this process is a mixed ligand metal based 
reduction with a significant contribution from the metal. This change in geometry may be 
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caused by the donation of electron density into the e’ orbitals of the trigonal prismatic ‘d’ 
orbitals, which is shown to disfavour the trigonal prismatic geometry and to favour that 
of octahedral geometry,180 as shown in figure 3.13 and table 3.4. This effect may also 
favour square based pyramidal geometry as seen in the DFT, which gives a larger ligand 
field splitting than octahedral. The reductions are shifted more much more negative than 
in MnL2N, this can be attributed to the electron rich hydroxyl donating electron density 
to the metal centre, and thus withdrawing less electron density from the ligands, raising 
the LUMO in energy and making the reductions harder. The difference in LUMO energy 
for MnL3N compared to MnL2N from DFT studies is ca. 35 kJ mol-1, (ca. 363 mV). 
This negative shift in reduction potential is also seen with ZnL3N with a ca. 425 mV shift 
found in the isomer A with the hydroxyl bound compared to isomer B. 
 
The first two reductions of MnL3N, −2.66, −2.81, can be assigned to independent 
reductions of the two iminopyridine ligands giving two mono-anionic (L•)- iminopyridine 
ligand arms, as found in the zinc complexes. With the peak at −2.87 V vs Fc/Fc+ which 
was shown to be solely ligand based in Wieghardt’s work, occurring at a potential 500 
mV more negative than reduction of the free ligand. It can be postulated that this is from 
the proton coupled electron reduction of the ligand with protons coming from the solvent.   
 
On sweeping the potential positively the cyclic voltammetry of MnL3N gives 4 main 
peaks, with the first two showing quasi-reversible behaviour and the latter two 
irreversible behaviour at EP = − 0.1, 0.06, 0.4 and 0.95 V vs Fc/Fc+ (at 100 mV/s) (Ep for 
the oxidations are given for quasi-reversible waves, as the return reduction waves are 
small and less defined).  These are shown to increase linearly with the square-root of scan 
rate indicative of a freely diffusing species.  The peak at − 0.1 V has a peak current 
consistent with a two electron process, which is consistent with metal based oxidation 
from DFT studies and electrochemistry of the zinc complex. Therefore this process can 
be assigned to a two electron metal based oxidation, from Mn2+ to Mn4+. Mn3+ complexes 
have been shown to be unstable and susceptible to disproportionation reactions, and 
therefore this behaviour may be a consequence of this.181 The oxidation at 0.06 V can be 
attributed to the one electron oxidation of Mn4+ to Mn5+. The oxidation at 0.4 V can also 
be assigned to a one electron oxidation from Mn5+ to Mn6+.  The process at 0.95 V gives 
a large enhancement of peak current corresponding to that of nine electrons, this is 
indicative of a catalytic process. There are several possible explanations for this catalytic 
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response; either the complex is catalytically oxidising residual water present in the 
solution to oxygen, the complex may be catalysing the oxidative destruction of 
acetonitrile, or the complex is catalysing its own oxidative destruction, or a combination 
of all three processes is occurring. The further investigation required to delineate these 
possible contributions is beyond the scope of this thesis. 
 
Electrochemistry of MnL1N 
 
Figure 4.21 Scan rate dependence for 1 mM MnL1N. 
 
On sweeping the potential negatively the cyclic voltammetry of MnL1N gives 4 main 
irreversible peaks at EP = −1.55, −1.8, −1.98 and −2.53 V vs Fc/Fc+ (at 100 mV/s). At low 
scan rates (<100 mV/s), it shows similar electrochemical behaviour to MnL2N and 
ZnL2N, but a more complex response at faster scan rates suggests an additional process 
is occurring to those seen for the DDOP (5, L2) complexes. The reductions at −1.55 and 
−1.98 V increase steadily in current with square-root of scan rate and shift to more 
negative potentials. However, the relative current for the reduction at −1.8 V grows 
significantly from 100 to 300 and 500 mV s-1, and shifts to more positive potential. The 
reduction at −2.53 V, however, behaves in the opposite fashion, declining in current 
relative to the other processes between 100 and 500 mV s-1, and shifting to more negative 
potential. As it is seen that the zinc(II), DDP (10, L1) complex, ZnL1N is unstable at 
highly reducing potentials, it is quite probable that the manganese complex of the same 
ligand suffers from the same problem: both Mn(II) (d5) and Zn(II) (d10) complexes have 
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no ligand field stabilisation. There should also be less back-bonding in manganese than 
zinc as the metal d-orbitals have fewer electrons. This suggests that the complicated 
behaviour may be due to the formation of a decomposition product which is also redox 
active but highly reactive, therefore, only seen at faster scan rates before it has had a 
chance to react on.  
 
On sweeping the potential positively the cyclic voltammetry of MnL1N gives two peaks 
at 0.89 and 1.02 V vs Fc/Fc+ (at 100 mV/s), but also gives three small reverse reduction 
peaks at 1.08, 0.80, and 0.48 V vs Fc/Fc+ (at 100 mV/s). This suggests that either the 
oxidations are multi electron processes which give a change in the complex on oxidation 
leading to different re-reduction of the species formed. Or there is a decomposition 
product formed with a different potential. The oxidative peak currents increase linearly 
with increase in the square-root of scan rate indicating a freely diffusing species.  These 
could be postulated to be metal based oxidations, as the ligand has no oxidations over the 
range given. The currents of the initial two waves at 0.89 and 1.02 V are consistent with 
transfer of one electron, and are therefore are postulated Mn2+ to Mn3+,  and the oxidation 
of Mn3+ to Mn4+. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
135 
 
4.4.4 Electrochemistry of Nickel complex -  NiL2C 
 
Figure 4.22 Cyclic voltammetry of 1 mM NiL2C at GCE at 100 mV/s in acetonitrile. RE = Ag/AgCl (internal Fc/Fc+ 
reference). CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Table 4.5 Reduction potentials E
P
 and E1/2 of  NiL2C  in MeCN at GCE  vs Fc/Fc+/V 
Complex E1/2 (1) E1/2 (3) E1/2 (4) EP (5) EP (6) 
NiL2C 0.67 -1.08 -1.26 -1.89 -2.2 
 
 
Figure 4.23 Scan rate dependence for 1 mM NiL2C. 
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The cyclic voltammetry of NiL2C gives a quasi-reversible oxidation and two reversible 
reductions followed by an irreversible reduction at E1/2 = 0.67, −1.08, −1.26 and Ep = −2.2 
V vs Fc/Fc+ (at 100 mV/s). Scan rate dependence shows the reversible waves to increase 
linearly with the square root of scan rate indicative a freely diffusing species. The 
processes at 0.67 V can be attributed to metal based reversible oxidation of Ni2+ to Ni3+. 
The assignment of the reversible reductions at 0.67, −1.08 V is challenging as for redox 
active Ni2+ Wieghardt and co-workers showed that in their related iminopyridine 
complexes the redox active electrons aren’t localised on the ligands but are delocalised 
over the whole complex.  However, in Wieghardt’s work due to steric constraints of the 
ligand their complexes give tetrahedral geometry, and a more conjugated aryl 
iminopyridine ligand, which would both act to lower the energy of the ligand LUMO 
orbitals in comparison to the iminopyridine ligands in this work, and thus shift the redox 
potentials to more positive potentials compared to that found in NiL2C.   
 
[NiIII(L-Cy-L)]3+  + e- [NiII(L-Cy-L)]2+ 
[NiII(L-Cy-L)]2+  + e-  [NiII(L•-Cy-L)]1+ 
[NiII(L•-Cy-L)]1++ e-  [NiI (L•-Cy-L)]0 
[NiI (L•-Cy-L)]0+ 2H+ + 2e-  [NiI (L•-Cy-L)]0 
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4.4.5 Electrochemistry of Copper complexes – CuL1N, CuL2N and CuL3N 
 
Figure 4.24 Cyclic voltammetry of 1 mM CuL1N, CuL2N and CuL3N at GCE at 100 mV/s in acetonitrile. RE = 
Ag/AgCl (internal Fc/Fc+ reference). CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Table 4.6 Reduction potentials E1/2 of CuL1N, CuL2N and CuL3N at  100 mV/s in MeCN at GCE vs Fc/Fc+. 
Complex EP (1) EP (2) EP (3) EP (4) EP (5) EP (6) EP (7) 
CuL2N 0.20 -0.35 -0.46 - -1.85 -2.01 - 
CuL3N 0.32 - -0.46 -1.65 -1.91 -2.0 -2.21 
CuL1N 0.60 - -0.44 - -1.98 - -2.11 
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Figure 4.25 Scan rate dependence for 1 mM CuL1N. 
 
Figure 4.26 Scan rate dependence for 1 mM CuL2N. 
 
Figure 4.27 Scan rate dependence for 1 mM CuL3N. 
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The cyclic voltammetry of CuL1N gives 4 peaks at Ep = 0.60, -0.44, -1.98 and -2.11V vs 
Fc/Fc+ (at 100 mV s-1). The first reduction shows a linear dependence of current on the 
square-root of scan rate, indicating a freely diffusing species, as shown in figure 4.25. 
The cyclic voltammetry of CuL2N gives 5 peaks at Ep = 0.20, -0.35, -0.46 and -1.85 and 
-2.01 V vs Fc/Fc+ (at 100 mV/s). Scan rate dependence for the first reduction is shown to 
increase linearly with the square-root of scan rate indicative a freely diffusing species, as 
shown in figure 4.26. The cyclic voltammetry of CuL3N gives 6 peaks at Ep = 0.32, -
0.46 and -1.65 and -1.91, -2.0, and -2.21 V vs Fc/Fc+ (at 100 mV/s). Scan rate dependence 
for the first reduction is shown to increase linearly with the square-root of scan rate 
indicative a freely diffusing species, as shown in figure 4.27. Reverse oxidation peaks 
are excluded from analysis as it was shown that at highly reducing potential that the 
copper complexes deposit on to the electrode surface.  
  
The peaks at 0.2, 0.32 and 0.6 V for each of the complexes vs Fc/Fc+ can be assigned to 
the Cu3+/2+, as the ligand has no oxidations near this range and the open circuit potential 
for the three complexes is ca. 0 V vs Fc/Fc+.   
 
On the reductive sweep, it seems likely that the peak at −0.46 V vs Fc/Fc+ present in the 
CV of all three complexes is from the Cu2+/1+ reduction event. In the case of CuL1N, this 
reduction at −0.46 V vs Fc/Fc+, may also overlap with the imine ligand reduction event, 
to give a two electron process, as it has an ip twice as large as that for the one electron 
reductions of the other compounds. The peak at −0.35 V vs Fc/Fc+ in CuL2N can also be 
assigned to the imine ligand reduction.   
 
The second reduction in CuL3N, however, is 1210 mV more negative in potential 
compared to the imine based reduction of CuL2N. This is most likely caused by a change 
in geometry from square based pyramidal found in the crystal structure of CuL3N, to 
trigonal prismatic geometry with the proximal hydroxyl bound more strongly to the 
copper centre on reduction, as Cu1+ gives a d10 electronic configuration which is 
isoelectronic with ZnL3N (which has the trigonal prismatic geometry as shown in figure 
3.9). The reduction found at −1.65 V vs Fc/Fc+ therefore, can also be attributed to a imine 
ligand based reduction, with the proximal hydroxyl donating electron density to the Cu1+ 
metal centre, decreasing its electro-positivity and thus its ability to withdraw electron 
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density from the iminopyridine ligands. This in turn makes it harder to reduce the imine 
groups of the iminopyridine ligand, causing the shift to more negative potential.  
 
The shift in reduction potential of 1190 mV for imine reduction in CuL3N on change in 
geometry is larger than that found in ZnL3N (425 mV), this is most likely due to 
electronic communication between the radical anions formed. In ZnL3N there is a smaller 
difference in reductions as there is little interaction between radical anions formed as the 
3d10 zinc(II) metal centre acts as an insulator between imino pyridine ligands. However, 
in CuL3N, it seems that the radical anion formed can be delocalised through the copper 
centre. This electronic communication between redox centres is expanded in section 
4.6.1. 
 
 
Scheme 4 .5 Proposed change in geometry on reduction of CuL3N. 
 
The next reduction event in all three complexes at −1.85, −1.91 and −1.98 vs Fc/Fc is also 
tentatively assigned to the next ligand reduction as the reduction to Cu0 is unlikely, as has 
been shown by others on Cu salen complexes.182 The last reduction event seen for CuL1N 
and CuL3N, with twice the peak current (CuL2N appears to be more prone to deposition 
at less reducing potential than the others), can be postulated to the 2 electron and proton 
coupled reduction of the ligand to the amine.  
 
 [CuIII(L-Cy-L)]3+  + e- [CuII(L-Cy-L)]2+ 
[CuII(L-Cy-L)]2+  + e-  [CuI(L-Cy-L)]1+ 
[CuI(L-Cy-L)]1++ e-  [CuI (L•-Cy-L)]0 
[CuI (L•-Cy-L)]0 + e-  [CuI (L•-Cy- L•)]-1 
[CuI (L•-Cy- L•)]1- + 2H+ + 2e-  [CuII(LH-Cy- LH)]1- 
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4.5.1 Spin cross-over in cobalt complexes  
Spin cross-over is introduced here as it is used in proceeding sections to describe 
electrochemical behaviour of the Co3+/2+ couples in cobalt complexes described. 
 
Spin cross-over is a common phenomenon in cobalt complexes on going from Co2+ to 
Co3+. Spin cross-over occurs in cases where the high-spin state and low spin state of a 
complex are separated by small energy barrier, roughly equivalent to the thermal energy 
at room temperature. The magnetic properties of the complexes therefore, change 
anomalously (differing from Curie behaviour). The origin of spin cross-over can be 
expressed in the form of ligand field theory by the magnitude of d orbital splitting and the 
spin-pairing energy, P.  Where the d orbital splitting energy and the spin pairing energy 
are almost equal, the high spin and low spin states will have very similar energies.183 The 
magneto-chemical analysis of the Co2+ complex CoL2N has been previously reported, 
showing that in the weak octahedral ligand field from the iminopyridine and water/nitrato 
co-ligands gives the Co2+ (3d7) octahedral high-spin.102 A number of Co2+ imine 
complexes have been shown previously to show spin cross-over behaviour.184 This 
behaviour may therefore be seen in the cobalt complexes presented, and will be reflected 
in the electrochemical behaviour of the Co3+/2+ couples,  as the oxidation of high spin 
(HS) Co2+ to low spin (LS) Co3+ is a well-known example of redox coupled-spin crossover 
(RCSCO).185 The switch from high spin to low spin is caused by Co3+ complexes having 
larger octhedral crystal splitting energy, ΔO, than Co2+ complexes with the same ligand 
due to the increase in charge, reflecting the electrostatic nature of the crystal field 
splitting. This gives irreversible or quasi-reversible behaviour in cyclic voltammetry 
because the oxidation/reduction is accompanied by an electronic (and sometimes 
structural) rearrangement.  
 
Previous studies on cobalt imine complexes suggests that oxidation of the high spin (HS) 
3d7 Co2+ complexes initially produces a high spin (HS) (3d6) Co3+ intermediate which can 
be re-reduced close to the oxidation peak. The high spin (HS) (3d6) Co3+ intermediate 
rapidly undergoes spin crossover to the more stable low spin (LS) (3d6)  Co3+ state which 
is reduced at significantly more negative potential, resulting in the wide separation 
between the oxidation and the its reverse reduction peak. The absence of a corresponding 
peak for the low spin (3d7) Co2+ intermediate was thought to be due to rapid spin cross 
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over in the studies undertaken. The concerted pathway directly from high spin (HS) Co2+ 
to low spin (LS) Co3+ is also possible and consistent with the data.186-191 
 
 
 
Figure 4.28 Redox coupled spin crossover square scheme for an octahedral . 
 
4.5.2 Electrochemistry of Cobalt complexes  
 
During this work on the development of molecular catalysts for electrocatalytic hydrogen 
evolution, it became apparent that the cobalt complexes of the ligand sets developed were 
the best in terms of stability under reducing conditions and their response to a proton 
source. Therefore, the cobalt complexes were studied in greater depth.  In addition, related 
cobalt complexes based on the iminopyridine framework with a propane backbone were 
also synthesized. Within this study questions were also raised as to the influence of the 
nitrate anion on activity to a proton source, in this light cobalt complexes of some of the 
ligand sets were synthesized and analysed with non-coordinating tetrafluoroborate 
anions.  
 
The cyclic voltammograms of all the cobalt complexes synthesized gave one quasi-
reversible oxidation (couple marked (1) in table 4.7) and three largely reversible or quasi- 
reversible reductive couples (reductive couples marked 2 to 4 in table 4.7), with the 
exception CoL2N which also shows an addition irreversible oxidation (marked (5) in 
table 4.7). The potentials and peak separations, ΔE, of all the cobalt complexes are 
summarized in table 4.7, with the cyclic voltammetry at 100 mV/s and their scan rate 
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dependence shown in figures 4.29 to 4.32.  The effect of a hydroxyl group distal and 
proximal to the metal centre, the effect of the anion and the effect of the rigidity of the 
backbone framework on the electrochemistry is explored. 
 
Table 4.7 Reduction potentials EP and E1/2 for 1 mM CoL2N, CoL4N, CoL4B, CoL1N, CoL1B, CoL3N 
and CoL3B in MeCN at GCE vs Fc/Fc+/V, with peak separation, ∆E, for each couple given in brackets . 
Below is a labelled CV of CoL2N relating the table to each CV, with oxidations labelled 1 and 5 and 
reductions labelled 2 to 4. 
Complex (4) E1/2 (∆E) (3) E1/2 (∆E) (2) E1/2 (∆E) (1) E1/2 (∆E) (5)Ep 
CoL2N -1.81 (121) -1.45 (110) -0.94 (121) 0.46 (232) 0.9 
CoL4N -1.88 (171) -1.44 (81) -1.00 (141) 0.41 (272)  
CoL4B -1.85 (188) -1.49 (60) -0.93 (80) 0.80 (413)  
CoL1N -1.77 (60) -1.37 (70) -0.85 (80) 0.53 (130)  
CoL1B -1.86 (76) -1.50 (81) -0.92 (88) 0.60 (330)  
CoL3N -1.80 (201) -1.40 (81) -1.16 (91) 0.43 (393)  
CoL3B -1.79 (103) -1.39 (95) -1.16 (63) 0.56 (547)  
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Figure 4.29 Cyclic voltammogram of 1 mM CoL2N at GCE in acetonitrile, at 100 mV/s (left) and scan rate 
dependence (right). RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
 
Figure 4.30 Cyclic voltammogram of 1 mM CoL4N (top) and CoL4B (bottom) at GCE in acetonitrile, at 100 mV/s 
(left) and scan rate dependence (right). RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 
supporting electrolyte. 
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Figure 4.31 Cyclic voltammogram of 1 mM CoL1N (top) and CoL1B (bottom) at GCE in acetonitrile, at 100 mV/s 
(left) and scan rate dependence (right). RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 
supporting electrolyte. 
 
Figure 4.32 Cyclic voltammogram of 1 mM CoL3N (top) and CoL3B (bottom) at GCE in acetonitrile, at 100 mV/s 
(left) and scan rate dependence (right). RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 
supporting electrolyte. 
146 
 
 
4.5.3 Effect of adding distal hydroxyl ‘proton relay’ to the cyclohexane backbone  
 
Figure 4.33 Cyclic voltammetry of 1 mM CoL1N (red) and CoL2N (black) at GCE in acetonitrile, at 100 mV/s. 
RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Going from the simple cyclohexane backbone of CoL1N to the cyclohexane backbone 
with distal hydroxyl group of CoL2N, there is a 70 mV shift more negative in the 
oxidation Co3+/2+ couple from 0.53 V, and becomes much more irreversible in character. 
Another oxidation event is also present in CoL2N at 0.9 V vs Fc/Fc+, only seen for this 
cobalt complex. This oxidation is most likely a metal based oxidation, Co4+/3+. This 
behaviour could tentatively be attributed to stabilisation of the Co4+ state by the hydrogen 
bonded nitrate ligand. The presence of Co4+ in the electrochemistry and EPR of 
complexes has been seen previously but is quite rare.192,193   
 
The first reduction, shifts 90 mV more negative from -0.85 V, and becomes more 
irreversible going from the simple cyclohexane (CoL1N) to the cyclohexane with distal 
hydroxyl (CoL2N). The second reduction shifts 80 mV more negative from −1.34 V. The 
reduction at −1.77 V is also shifted more negative by 40 mV.  The shift negative for the 
three reductions can be attributed to donation of electron density from the negatively 
charged nitrate, which is presumably held in place by hydrogen bonding interactions in 
solution on the distal hydroxyl and therefore making the metal centre harder to reduce.  
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4.5.4 Effect of adding proximal hydroxyl ‘proton relay’ to the cyclohexane 
backbone  
 
Figure 4.34 Cyclic voltammetry of 1 mM CoL1N (red) and CoL3N (black) at GCE in acetonitrile, at 100 mV/s. 
RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Going from the simple cyclohexane backbone of CoL1N to the cyclohexane backbone 
with the coordinating proximal hydroxyl group of CoL3N, there is a 140 mV shift more 
negative in the oxidation (Co3+/2+ couple) from 0.53 V, and this also becomes much more 
irreversible in character. The first reduction shifts more negative by 310 mV and becomes 
slightly less reversible (ΔE from 80 to 91 mV). The second and third reductions also shift 
more negative by 30 and 20 mV respectively, there is a slight decrease in reversibility 
(ΔE from 70 to 81 mV) in the second reduction and a large decrease in reversibility of the 
third reduction (ΔE from 60 to 103 mV). As shown from the DFT studies in section 4, 
the 1+ structure of CoL3N (proximal hydroxyl) has similar 5-coordinate, distorted square 
pyramidal geometry to that of CoL1N, which therefore would account for the fairly 
similar second reduction potentials (ΔE1/2 = 30 mV). The third reductions are also similar 
(ΔE1/2 = 20 mV).  However, CoL3N has a slightly different geometry in the neutral state 
compared to the simple cyclohexane complex CoL1N, this last reduction is shown to be 
largely ligand based with some metal character and therefore, may not be so dependent 
on the geometry changes. Or that the lability of the Co-O bond in the neutral complex is 
such that it is mostly de-coordinated and therefore the geometry of the neutral complex 
more closely resembles that of CoL1N. The decrease in reversibility of the couples in the 
proximal complex supports that there are more re-organisation processes occurring.  
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4.5.5 Effect of going from non-coordinating BF4 to coordinating nitrate  
 
Figure 4.37 Cyclic voltammetry of 1 mM (CoL1B (red) and CoL1N (black) (top)), (CoL4B (red) and CoL4N 
(black) (top)), and  (CoL3B (red) and CoL3N (black) (top))    at GCE in acetonitrile, at 100 mV/s. RE = Ag/AgCl 
(internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Spectrochemical series for ligands involved: NO3- > H2O > CH3CN 
 
In the simple cyclohexane complexes, of the DDP (10, L1) ligand, going from the non-
coordinating anion BF4 to the weakly coordinating anion nitrate, the Co
3+/2+ couple shifts 
more negative by 60 mV from 0.60 V vs Fc/Fc+, and becomes much more reversible (∆E 
from 330 to 130 mV). All the reductions shift more positive, by 90 to 130 mV, with the 
peak separations ΔE remaining constant. In the acetonitrile solution of the 
electrochemical experiment, in the case with the non-coordinating BF4 anion of CoL1B, 
acetonitrile will be bound in the two axial positions of the complex (NMR evidence of 
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structure of DDP ligand is the same in both complexes, section 3.5.4), however, in the 
case where nitrate is the anion, in CoL1N, nitrate (or water seen in the crystal structure) 
will be bound in the axial positions of the complex. Acetonitrile is a strong field ligand 
in the spectrochemical series, whereas nitrate is a weak field ligand. Therefore, as both 
complexes should have the same octahedral geometry, there will be a larger ∆oct in the 
case with the acetonitrile bound and smaller with the nitrate bound. This therefore means 
the rate of spin cross-over from high spin Co3+ to low spin Co3+ should be faster in the 
case of the nitrate bound complex with small ligand splitting energy, compared to the 
acetonitrile bound complex. This reflects the large increase in reversibility of the 
Co3+/2+couple in the nitrate complex. The positive shift in potential can be attributed to 
the exchange of the more electron donating acetonitrile, for the more electron 
withdrawing nitrate. 
 
In the propyl complexes, of the DDPP (18, L4) ligand, going from the non-coordinating 
anion BF4 (CoL4B) to the coordinating anion nitrate (CoL4N), the Co
3+/2+ couple shifts 
more negative by 40 mV from 0.44 V vs Fc/Fc+, andremains irreversible). The first 
reduction shifts 70 mV more negative, but also has a minor shoulder peak at roughly the 
same potential as the BF4 complex. The second and third reductions remain roughly 
constant.  The change in the Co3+/2+ couple is the same as that seen in the DDP complexes. 
The difference in behaviour of the first reduction of the two complexes could be attributed 
to a change in geometry or mixed coordination modes which are accommodated by the 
flexible propyl based ligand, with the two waves showing the interconversion between 
the two. This wave may also be involved in the electrochemical hydrogenation of the 
imine ligand, which may account for the lack of reversibility of the couple, as has been 
described for systems with a similar ligand set.194  
 
In the proximal hydroxyl complexes, of the DDOPi (9, L3) ligand, going from the non-
coordinating anion BF4 of CoL3B to the coordinating anion nitrate, CoL3N, the Co
3+/2+ 
couple shifts more negative by 130 mV from 0.56 V vs Fc/Fc+, and becomes more 
reversible (∆E from 547 to 393 mV). There is almost no change in potential of any of the 
three reductions; however, there is a slight increase in reversibility for the first reduction 
and decrease in reversibility for the second and third couples.  
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Paramagnetic NMR’s of the two cobalt DDOPi (9, L3) complexes are almost identical; 
suggesting the trigonal prismatic geometry found in CoL3N is also maintained in CoL3B. 
The highly irreversible behaviour of the Co3+/2+ couples of the cobalt DDOPi (9, L3) 
complexes compared to the other cobalt complexes presented can be attributed both to 
redox coupled-spin crossover (RCSCO), the oxidation of high spin (HS) Co2+ to low spin 
(LS) Co3+.186 But also to a change in geometry from trigonal prismatic geometry to 
octahedral, shown to be favoured for low spin d6, which is the case for Co3+. The 130 mV 
shift more negative of the couple for CoL3N compared to the CoL3B, suggests an 
increase in stabilisation of these processes and of the Co3+ state in the nitrate complex.  
 
4.5.6 Effect of rigidity going from propane to cyclohexane backbone 
 
Figure 4.36 Cyclic voltammetry of 1 mM CoL4B (red) and CoL1B (black) at GCE in acetonitrile, at 100 mV/s. 
RE = Ag/AgCl (internal Fc/Fc+ reference), CE = Pt.  0.1 M TBABF4 supporting electrolyte. 
 
Going from the flexible propane (CoL4B) to the rigid cyclohexane backbone (CoL1B), 
there is a 200 mV shift more positive in the oxidation (Co3+/2+ couple) from 0.80 V, which 
also becomes slightly more reversible in character (ΔE from 413 to 330 mV). The 
potentials for the three reductions remain almost constant, however, and become more 
reversible with the increase in rigidity. The behaviour seen for the first reduction in 
CoL4B, suspected to be due to imine reduction,194 is absent in CoL1B, suggesting an 
increase in stability, which may be expected on increasing steric bulk, limiting 
accessibility and thus reactivity of the imine groups. The positive shift in Co3+/2+ potential 
shows that the increased rigidity of the cyclohexane backbone (CoL1B) appears to 
increase the thermodynamic stability of the Co3+ state. Interestingly larger ∆E’s are 
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usually seen for the Co3+/2+ couple with more sterically bulky ligands, due to a reduction 
of the rate of electron transfer.195,196 However, an increase in reversibility (413 to 330 
mV) is seen on increasing the rigidity to CoL1B. This suggests that the extra rigidity of 
the system may increase the rate of spin crossover either by a concerted pathway directly 
from high spin Co2+ to low spin Co3+, or from the high spin 3d6 Co3+ intermediate to the 
more stable low spin 3d6 Co3+ state, and that any reductions in electron transfer rate from 
the increased steric bulk are compensated for this. Another reason may be the increased 
rigidity of the cyclohexane, forcing the geometries of the oxidised and reduced states to 
be more similar, and therefore decreasing the reorganisation energy.   
 
4.5.7 DFT and cyclic voltammetry of CoL1N 
   
 
Figure 4.37 Cyclic voltammetry of 1 mM CoL1N at GCE in acetonitrile at 100 mV/s. Corresponding DFT 
computed structures (middle), LUMO (top) and HOMO (bottom) are shown below with arrows indicting the couples. 
Overall charge on the complex is give by the number to the top left of each structure. 
 
From the DFT of CoL1N, it is shown that on reduction to the 1+ state there is de-
coordination/bond elongation of one of the axial aqua ligands, giving a 5-coordinate 
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complex. On further reduction to the 0 state, there is further loss/bond elongation of the 
other axially bound aqua ligand giving a 4-coordinate square planar complex. Further 
reduction to the -1 state shows little change in geometry from the 0 state.  Overall the 
geometry of the iminopyridine chelate remains almost constant throughout the reduction 
events.  
 
For CoL1N in the 2+ state, the LUMO is shown to be mainly focused on the ligand, and 
thus the first reduction is mostly influenced by the ligand electronics. For the 1+ state the 
LUMO is shown to have largely mixed iminopyridine ligand/ metal character, with a large 
contribution from the metal centre, therefore the couple associated with this is assigned 
to the Co2+/1+. It is therefore likely that the second reduction is affected by axially bound 
ligands.  For the 0 and -1 states the LUMO also has mixed metal ligand character.  
 
4.5.8 DFT and cyclic voltammetry of CoL2N 
 
Figure 4.38 Cyclic voltammetry of 1 mM CoL2N at GCE in acetonitrile at 100 mV/s. Corresponding DFT 
computed structures (middle), LUMO (top) and HOMO (bottom) are shown below with arrows indicting the couples. 
Overall charge on the complex is give by the number to the top left of each structure. 
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The DFT of CoL2N shows similar behaviour to CoL1N, on reduction to the 1+ state 
there is de-coordination/bond elongation of the axial aqua ligands, giving a 5-coordinate 
complex. However, on further reduction to the 0 state, the geometry and ligation remains 
the same. On further reduction to the -1 state, however, the axially bound nitrate is lost 
giving a square planar geometry. Overall the geometry of the iminopyridine chelate 
remains almost constant throughout the reduction events. The slight change in behaviour 
between the two complexes on the reduction of the 1+ state to the 0 state can be tentatively 
attributed to the distal hydroxyl group on the cyclohexane backbone in solution hydrogen 
bonding to the axial nitrate stabilising its interaction with metal.  
 
The LUMOs of CoL2N show almost the same trend as in CoL1N, in the 2+ state, the 
LUMO is shown to be mainly focused on the ligand, and then in the +1 state it has mixed 
ligand metal behaviour, with a large metal contribution, therefore the couple associate 
with this assigned to the Co2+/+ couple of the metal. This is followed by the 0 and -1 states 
having mixed iminopyridine/metal character.  
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4.5.9 DFT and cyclic voltammetry of CoL3N 
 
Figure 4.39 Cyclic voltammetry of 1 mM CoL3N at GCE in acetonitrile at 100 mV/s. Corresponding DFT 
computed structures (middle), LUMO (top) and HOMO (bottom) are shown below with arrows indicting the couples. 
Overall charge on the complex is given by the number to the top left of each structure. 
 
From the DFT of CoL3N, on reduction to the 1+ state there is de-coordination of the 
proximal hydroxyl ligand, giving a 5-coordinate complex and change in geometry from 
the trigonal prismatic geometry of the 2+ state to a distorted square pyramidal. On further 
reduction to the 0 state, there is a re-coordination of the proximal hydroxyl ligand giving 
a trigonal prismatic geometry. On further reduction to the -1 state, both the proximal 
hydroxyl and the nitrate decoordinate giving a square planar geometry.   
 
For CoL3N in the 2+ state, there is a difference in LUMO compared to that of CoL1N 
and CoL1N, in that, instead of being largely ligand based there is also a proportion on the 
metal. For the 1+, 0 and -1 states the LUMO also has mixed metal ligand character. The 
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largest contribution from the metal appears to be seen in the LUMO of the 1+ state, and 
therefore the couple associated with this assigned to the Co2+/+ couple of the metal  
 
In explaining the differences seen in the DFT and electrochemistry of CoL3N on 
reduction vs the other complexes, it is useful to think of molecular geometries and LFSE. 
The DDOPi (9, L3) ligand gives a trigonal prismatic geometry for the CoL3N in the 2+ 
oxidation state. As CoL2N in the 2+ oxidation state has a (HS) 3d7 electronic 
configuration with the bis-iminopyridine and nitrate ligands, and as trigonal prismatic 
geometry gives a smaller LFSE, CoL3N must also be (HS) 3d7.
102 As shown in section 
3.3 the preference for trigonal prismatic or octahedral geometry is related to the electronic 
configuration and occupancy of orbitals. The highly irreversible behaviour of the Co3+/2+ 
couples of the CoL3N complexes compared to the other cobalt complexes presented can 
be attributed to redox coupled-spin crossover (RCSCO), the oxidation of high spin (HS) 
Co2+ to low spin (LS) Co3+.197  But, also to a change in geometry from trigonal prismatic 
geometry to octahedral, shown to be favoured for low spin d6, which is the case for Co3+.  
 
On reduction of the trigonal prismatic high spin (HS) 3d7 Co2+ CoL3N, electron density 
is added to the e’ level (of a trigonal prismatic ligand field), which is shown to favour 
neither trigonal prismatic or octahedral geometry, this is reflected in the DFT studies, 
giving distorted square pyramidal, for the 3d8, which is itself a Jahn-Teller distortion of 
the dz2 of octahedral ligand field. This suggests that the complex would go from high spin 
(HS) to low spin, due to the removal of degeneracy from the d orbitals, as shown in figure 
4.40. This would then suggest that a chemical one electron reduction may result in a 
diamagnetic complex, which could then be characterised spectroscopically by 
conventional 1H-NMR. Due to other priorities, this has not been undertaken in this work.  
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Figure 4.40 Energy diagram of the axial distortions from octahedral to square planar. 
 
On further reduction to the neutral complex, electron density is added into the e’’ level 
of a trigonal prismatic energy system, shown to restore the balance towards trigonal 
prismatic geometry. This is seen by DFT through the re-coordination of the proximal 
hydroxyl, although this contrasts with the square-based pyramidal geometry observed 
for d9 Cu(II) – potentially due to more of the electron density being located on the 
ligands. The Co (0) and Cu (2+) systems are isoelectronic. But different charges and 
lower Zeff of Co means electrons are likely to be located in different places. On further 
reduction of the complex to the -1 state, electron density is added to the e’’ level, to give 
a 3d10 electronic configuration, and therefore there is no LFSE. By DFT the -1 state is 
shown to have a square planar geometry through de-coordination of the proximal 
hydroxyl, however, this is different to that found in the one electron reduction of 
CuL3N and the crystal structure of ZnL3N (figure 3.9), both with a 3d10 electronic 
configuration giving trigonal prismatic geometry. This difference may be due to 
stabilisation of the large negative charge accumulated on CoL3N in the -1 state.  As Co 
has lower Z/Zeff so less electrons will be on Co. 
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4.6.1 Electronic communication between redox centres 
 
The thermodynamic stability of species with more than two oxidation states within a 
system can be calculated from the reduction potentials of the first and second reductions 
of the parent complex, (E1/2(2) and E1/2(3), in the case of the cobalt complexes). The 
comproportionation constant, Kcom, describes the equilibrium between them;  
Red + Ox2   2Ox1 
Using the cobalt complexes as an example this is; 
[CoII(L•-Cy-L•)]0 + [CoII(L-Cy-L)]2+  2[CoII(L•-Cy-L)]1+ 
And is given by; 
𝐾𝑐𝑜𝑚 = 𝑒
(
𝑛1∙𝑛2∙Δ𝐸1/2∙𝐹
𝑅∙𝑇 ) 
Kcom, allows assignment of Robin and Day classification by describing communication 
between redox centers. For a Class I species, Kcom < 4, and for Class III Kcom > 10
6. Class 
II species have intermediate values. However, it is accepted that for Kcom < 10
2 the 
compound is Class I, for 102 < Kcom < 10
6 the compound is Class II, and for Kcom > 10
6 the 
compound is Class III.198,199  
 
Table 4.8 Peak separations ΔE1/2  between the first and second reductions of each of the metal complexes 
with their calculated comproportionation constants, Kcom. () = difference between 2nd and 3rd reductions, [] 
= different isomer 
 ΔE1/2 /  mV Kcom 
ZnL1N 90 3.30×101 
MnL1N 250 1.70×104 
CoL1N 530 9.20×108 
CuL1N 0 (1540) 1 (1.10×1026) 
ZnL2N 110 7.20×101 
MnL2N 350 8.30×105 
CoL2N 490 1.90×108 
CuL2N 110 (1390) 7.20×101 (3.20×1023) 
ZnL3N 90 [160] 3.3×101 [5.1×102] 
MnL3N 210 3.60×103 
CoL3N 260 2.50×104 
CuL3N 1190 1.30×1020 
[] = different isomers, () = second and third reductions used 
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The general trend in comproportionation constant, Kcom, and thus delocalisation, shows 
an increase going across the period from the manganese complexes found to be class II, 
consistent with intermediate behaviour, to cobalt where the complexes are found to show 
class II and III, partically and fully delocalised behaviour. However, in the d10 case, 
Zn(II), the smallest values of Kcom, are obtained, consistent with the class I fully localised 
behaviour that can be expected of a closed shell ion. In addition to this there is a general 
decrease in Kcom, for DDOPi (9, L3) complexes compared to of DDP (10, L1) and DDOP 
(5, L2). This behaviour is most likely due to the fact that DDOPi (9, L3) gives trigonal 
prismatic geometry compared to the octahedral geometries found in DDP (10, L1) and 
DDOP (5, L2) in the +2 oxidation state. 
 
This behaviour can be explained further using cobalt as an example. From the 
comproportion constant, Kcom, obtained for the cobalt complexes from the first two 
reductions, it can be seen that both CoL1N and CoL2N are found to be class III, with 
fully delocalised behaviour. CoL3N, however, is found to be class II, consistent with 
intermediate behaviour.  
 
This difference is most probably caused by the difference geometry and thus orbitals 
involved in the reduction. CoL3N has trigonal prismatic geometry, compared to the 
octahedral geometry found in CoL1N, and CoL2N. The first reduction for the CoL1N, 
and CoL2N complexes were shown to be mainly bis-iminopyridine ligand based from 
LUMO of computed structures, with the second reduction also having a large contribution 
from the bis-iminopyridine ligand. In the octahedral geometry the two arms of the bis-
iminopyridine both interact with the dx2-y2 metal orbitals, and thus the electrons can be 
delocalised though the orbital. Whereas in CoL3N the two arms of the bis-iminopyridine 
interact with different metal orbitals, and therefore delocalisation of the electrons through 
non-degenerate orbitals is harder.   
 
The copper complexes give interesting behaviour, in CuL1N it was posulated that the 
first two reductions occur at the same potential, and thus would have no electronic 
communication between them. Whereas the difference in potential between the second 
and third reduction is large (1540 mV) which suggests communication between centres. 
CuL2N gives behaviour compariable to that of the zinc complexes of class I behaviour, 
suggesting no communication between reduction events. This is likely because one of the 
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reduction events gives copper(I) which has 3d10 isoelectronic to zinc(II) and therefore 
compariable. CuL3N, however, gives different behaviour, and is postulated to change 
geometry from square based pyramidal to trigonal prismatic geometry, with the proximal 
hydroxyl bound to the copper centre. This has the effect of shifting the second reduction 
to more negative potential, and therefore the effect of this and the electronic 
communication between reductions cannot be disentangled. 
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Chapter 5 
Electrocatalysis  
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5.1. Introduction to electrocatalysis  
 
Electrocatalysts participate in electrochemical reactions by assisting in electron transfer 
to a reactant. The main parameters of characterisation of catalysis are as follows: 
 
1) The overpotential (η) is a thermodynamic parameter describing the additional 
potential, beyond the thermodynamic requirement, needed to drive a reaction at a specific 
rate.200 
(2) The half-wave potential (Ecat/2) is defined as the point at which the catalytic wave 
reaches half of its maximum current, ip/2.  
(3) The observed (or apparent) rate constant (kobs/TOFmax) describes the overall rate of 
homogeneous catalysis and is useful for determining mechanistic properties.201 
 
However, direct comparison between systems is often difficult because proton source, 
electrolyte, solvent, working electrode, and reference electrode vary between reports. In 
addition methods to define key properties, for example overpotential, differ between 
different research groups.  
 
Cyclic voltammetry is the most commonly employed technique to analyse the 
electrocatalytic response of a system. Basic cyclic voltammetry is introduced and 
explained in chapter 4.  Electrocatalytic processes may occur by many mechanisms with 
characteristic cyclic voltammetry responses, dependent on a number of different variables 
such as scan rate, catalyst and substrate concentrations and the rate constants of the 
different processes in the catalytic cycles.  
 
Analysis of cyclic voltammogram curves for electrocatalytic processes can yield kinetic 
information, as well as indicating the thermodynamic overpotential. For example, under 
conditions that give pseudo first order kinetics, i.e. the concentration of one of the 
reactants is in excess (for example, the acid concentration), TOFmax can be deduced from 
the relationship between peak currents (ip) in the absence of substrate and in its presence 
when pseudo first order conditions occur (icat[max]). 
 
A simple EC’ mechanism is shown below as a model to illustrate how electrocatalysis is 
described with cyclic voltammetry. An EC’ mechanism is that in which E is a 
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heterogeneous electron transfer followed by a homogenous chemical reaction C with 
prime (′) representing a catalytic process, this is illustrated in scheme 5. 1. Where O is 
the oxidised form of the electrocatalyst, which is reduced to R, the active form of the 
electrocatalyst, this reacts with substrate Z to give product Y and the re-oxidised form of 
the electrocatalyst (O), the rate of the homogenous chemical reaction is given by kzy. 
 
 
Scheme 5.1 Illustration of an EC’ mechanism of a heterogeneous electron transfer followed by a 
homogenous chemical reaction.
 
 
 
Figure 5.1 Characteristic cyclic voltammograms responses for the EC′ process. 
 
For a reversible electron transfer as shown in scheme 5.1, the rate of electron transfer at 
any potential is always considerably more than the rate of mass transport. This gives a 
Nernstian equilibrium at the electrode surface, and a classical reversible cyclic 
voltammogram, where the two peaks for the redox couple are equal in size and shape, and 
are separated by c.a. 59 mV.  This is illustrated by curve A in figure 5.1.  However, if the 
rate of electron transfer is not considerably more than the rate of mass transport, the 
system is said to be irreversible. At low scan rates, the rate of electron transfer can still 
be larger than the rate of mass transport, and so therefore a reversible cyclic 
voltammogram is seen. However, as the scan rate is increased the rate of mass transport 
increases and becomes comparable to that of electron transfer. This results in a loss of 
reverse peak and an increase in peak separation on increasing scan rate. 
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ket  >>  kmass transport  = reversible 
ket  << kmass transport  = irreversible 
 
Under conditions where the rate of catalysis is slow (kzy), (or the scan rate is 
comparatively very fast) the chemical reaction has no effect on the cyclic voltammetry, 
and reversible conditions are seen as in curve A of figure 5.1. However, if the rate of 
catalysis is fast (or the scan rate is comparatively slow), catalysis of the reaction is seen 
and thus R reacts with substrate Z giving Y and the oxidised form O of the catalyst, giving 
an increase in the current passed at that potential, (i.e. icat). This exceeds the current 
predicted from Randles-Sevick equation, as in curve B and C of figure 5.1. The value of 
icat increases with decreasing scan rate or increasing substrate concentration and the 
voltammogram peak becomes less defined as the limit of the catalysis is approached. 
When the limit is attained, the peak is replaced by a scan rate independent plateau as in 
curve C of figure 5.1. The current density of the plateau is given as;202  
 
𝑖𝑐𝑎𝑡 =  − 𝑛𝐹𝑐0√𝐷𝑘𝑜𝑏𝑠 Eq 5.1 
 
kobs, can be deduced by dividing Eq 5.1 by the Randles-Sevick equation to give;  
 
𝑖𝑐𝑎𝑡
𝑖𝑝
=
𝑛
0.4463
√
𝑅𝑇(𝑘𝑜𝑏𝑠[𝐻+]𝑥)
𝐹𝑣
  Eq 5.2 
 
Where ip is the reductive current of a one electron reversible couple in the absence of a 
proton source, and icat is the peak reductive current of the catalytic wave in the presence 
of a proton source; 
Under standard conditions this simplifies to; 
𝑇𝑂𝐹 =  𝑘𝑜𝑏𝑠 = 𝑣 (
𝑖𝑐𝑎𝑡
𝑖𝑝
0.72
)
2
 Eq 5.3 
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Figure 5.2 Illustration of an electrocatalytic cyclic voltammogram with values shown used to calculate 
kinetic and thermodynamic parameters. The black dashed line is the thermodynamic potential for proton 
reduction. 
 
Overpotential, η, is defined as the difference between the equilibrium potential for a given 
reaction (also called the thermodynamic potential) and the potential at which the catalyst 
operates at a specific current under specific conditions. There are a number of different 
approaches to do this by different groups, such as using the onset potential for the catalytic 
process; these can lead to inconsistencies in reported overpotentials. The most consistent 
method is to take the potential at half the catalytic current. 203 
 
A factor that affects the overpotential, and therefore should be accounted for is 
homoconjugation. Often, an acid (AH) and its conjugate base (A-) form a stable adduct 
(AHA-) through hydrogen bonding, this phenomenon is seen very frequently in 
acetonitrile, and is known as homoconjugation. It is described by the association constant, 
Kc, as shown in scheme 5.2. This means, therefore, that with increased concentrations of 
acid (AH) above 1/Kc, there is a significant concentration of homoconjugate (AHA-), this 
in turn means that the strength of the acid is increased and thus the thermodynamic 
reduction potential becomes more positive in value. As acetic acid gives a large 
proportion of homoconjugation, log10Kc = 3.7, this must be compensated for Artero and 
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co-workers204 showed that homoconjugation can be accounted for using a theoretical 
thermodynamic value for the most acidic couple present in solution accounting for the 
increased acidic strength from homoconjugation. In their publication they provide the 
theoretical values for common acids used in electrocatalytic studies, including acetic acid 
used in this work. 
 
 
 
Scheme 5.2 Homoconjugation of acids in solution. 
 
𝜂 = |𝐸𝐻+ − 𝐸𝑐𝑎𝑡
2
| Eq 5.4 
 
Where; 𝐸𝐻+ is the non-standard reduction potential for the H2/H
+ couple, and 𝐸𝑐𝑎𝑡
2
 is the 
potential at half peak current of the catalytic wave.   
 
𝐸𝐻+ = 𝐸𝐻+
𝜃 +
𝑅𝑇
𝑛𝐹
ln
[𝐻+]
𝑝𝐻2
 Eq 5.5 
 
𝐸𝐻+ = 𝐸𝐻+
𝜃 − 0.05916𝑉 × 𝑝𝐻  Eq 5.6 
 
Where the standard reduction potential for the H2/H
+ couple in acetonitrile is; 205  
 
𝐸𝐻+(𝑀𝑒𝐶𝑁)
𝜃 = −0.0228 𝑉 ± 0.008 𝑉 vs Fc/Fc+  Eq 5.7 
 
In acetonitrile this then becomes;  
 
𝐸𝐻+ = −0.0228 𝑉 − 0.05916𝑉 × 𝑝𝐾𝑎  Eq 5.8 
 
Where pKa is the pKa of the acid used in acetonitrile. 
 
𝐸𝐻+ = −1.42 V 𝑣𝑠 Fc/Fc
+  Eq 5.9 
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This gives the nonstandard reduction potential for the H2/H
+ couple in acetonitrile for 
acetic acid. However, Eq 5.9 does not account for homoconjugation of acetic acid, as is 
explained previously. This is accounted for by Artero and co-workers,204 as above, who 
tabulated a series of nonstandard reduction potentials for the H2/H
+ couple in 
acetonitrile for different concentrations of acetic acid. The theoretical value for the most 
acidic couple present in solution accounting for homoconjugation, at 0.1 M) is; 
 
 𝐸𝐻+ = −1.23 V 𝑣𝑠 Fc/Fc
+  
 
Values used to calculate kinetic and thermodynamic parameters from the cyclic 
voltammetry are given in figure 5.2. 
 
5.2. Screening of Complexes for Activity in Electrocatalytic Proton Reduction  
 
The cyclic voltammetry of the L1, L2 and L3 complexes was performed in acetonitrile 
in the presence of a source of protons, and used as a method of screening the complexes 
for activity in the reduction of protons to dihydrogen. Acetic acid was chosen as a proton 
source due preliminary results suggesting its suitability.   
 
5.2.1. Cobalt complexes 
 
As shown in figures 5.3 and 5.4 respectively, upon addition of increasing equivalents of 
acetic acid, the cyclic voltammetry of CoL1N, and CoL2N both show a shift to more 
negative potential for the first reductions at –0.85 V and –0.94 V respectively, and a large 
change in behaviour for the last two reductive couples at −1.37 and −1.77 V, and −1.45 
V and −1.81 V vs Fc/Fc+ respectively, going from largely reversible to irreversible 
behaviour. The couples at −1.77 V and −1.81 V vs Fc/Fc+ in CoL1N  and CoL2N 
respectively, also show a large increase in peak current, which increases linearly with 
increasing equivalents of acetic acid. As shown in figure 5.5, the electrochemistry of 
CoL3N in the presence of acetic acid gives more complicated behaviour. On the addition 
of acetic acid, the couples at −1.16 V, −1.40 V and −1.8 V vs Fc/Fc+ all shift to more 
negative potentials and go from being largely reversible in nature to irreversible. On 
increasing equivalents of acetic acid there is also a large increase in peak current for the 
last reductive process. This however is overlapped with another process which appears at 
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more positive potential when larger quantities of acetic acid are added. With very very 
high acid concentrations, this process appears to take over from the more negative 
process. 
 
 
 
Figure 5.3 Electrocatalytic response of 1 mM CoL1N in acetonitrile, in the presence of 10 and 30 
equivalents of acetic acid, at a GCE. 
 
Figure 5.4 Electrocatalytic response of 1 mM CoL2N in acetonitrile, in the presence of 10 and 30 
equivalents of acetic acid, at a GCE. 
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Figure 5.5 Electrocatalytic response of 1 mM CoL3N in acetonitrile, in the presence of 5 and 30 
equivalents of acetic acid, at a GCE. These quantities of acid are chosen to show the change in behaviour 
with increasing acid concentration, discussed below and later in the chapter. 
 
Thus the CVs of the cobalt complexes CoL1N, CoL2N, and CoL3N all show a large 
enhancement in peak current of the last reductive process which increases on increasing 
equivalents of acetic acid. This increase in reductive current in the presence of a proton 
source suggests they are proton reduction electrocatalysts. The electrocatalytic behaviour 
is explored in more detail in section 5.3.1. 
 
5.2.2 Copper complexes 
 
As shown in figure 5.6, on addition of acetic acid to CuL1N the cyclic voltammetry 
shows the appearance of a large peak with Ep = −1.87 V vs Fc/Fc+. This is also found with 
CuL3N, as shown in figure 5.8, where the cyclic voltammetry shows the appearance of 
a large peaks with Ep = −1.92 and −2.04 V vs Fc/Fc+. Such a large increase in reductive 
current in the presence of a proton source suggests electrocatalytic proton reduction. 
However, these catalytic waves appear to show cross-over, and the reverse oxidation 
spikes shifted to more positive potential and increase in current versus the acid free 
system. These observations are characteristic of nucleation and growth processes on the 
electrode surface.175  
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Figure 5.6 Electrocatalytic response of 1 mM CuL1N in acetonitrile, in the presence of 6 equivalents of 
acetic acid, at a GCE. 
 
 
Figure 5.7 Electrocatalytic response of 1 mM CuL2N in acetonitrile, the presence of 50 equivalents of 
acetic acid, at a GCE. 
 
The other complex in this series, CuL2N, deposits on the electrode surface at highly 
reducing potentials even in the absence of a proton source, and in the presence of a proton 
source sweeping the current more negative than −1.2 V vs Fc/Fc+ results in its complete 
destruction. However, at less reducing potentials, in the presence of 50 equivalents of 
acetic acid it can be seen that the peaks at −0.35 and −0.45 V vs Fc/Fc+ merge to give one 
peak at −0.43 V vs Fc/Fc+, with the appearance of another quasi-reversible wave at −0.89 
V vs Fc/Fc+, as shown in figure 5.7. This may be a consequence of the partial proton 
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coupled reduction of the imino pyridine arms, as this would increase electron density on 
the nitrogen atoms and thus the copper centre making harder to reduce and therefore shift 
the CuII/I couple to more negative potential.  
 
 
Figure 5.8 Electrocatalytic response of 1 mM CuL3N in acetonitrile in the presence of 6 equivalents of 
acetic acid, at a GCE. 
 
In conclusion the cyclic voltammetry of the copper complexes CuL1N and CuL3N show 
enhancement in peak current of a reductive process occurring at ca. -2 V vs Fc/Fc+ in the 
presence of a proton source, which increases on increasing equivalents of acetic acid. This 
increase in reductive current in the presence of a proton source is might suggest these 
complexes catalyse reduction of a protons. However, as seen most strongly with CuL2N 
the presence of acid also increases deposition and decomposition of the complexes on the 
electrode surface. The lack of stability of these complexes to protons under reducing 
conditions means that further investigation into their electrocatalytic proton reduction was 
discontinued. This type of behaviour has been reported previously for related copper 
ethylene-bis(acetylacetoniminato) complexes.206  
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5.2.3 Manganese complexes 
 
Figure 5.9 shows the voltammetric response resulting from addition of acetic acid to 
MnL2N. An increase in current is seen with acid and the growth of three peaks at Ep = 
−1.13, −1.64 and −1.94 V vs Fc/Fc+. Increase in reductive current in the presence of a 
proton source suggests electrocatalytic proton reduction.  
 
 
Figure 5.9 Electrocatalytic response of 1 mM MnL2N in acetonitrile in the presence of 20 equivalents of 
acetic acid, at a GCE. 
 
 
Figure 5.10 Electrocatalytic response of 1 mM MnL3N in acetonitrile and in the presence of 5 
equivalents of acetic acid, at a GCE. 
172 
 
 
However, in the case of manganese complexes the high overpotentials required to access 
the doubly reduced state makes this improbable.207 The increase in current seen in 
MnL2N is most likely caused by the proton coupled reduction of the iminopyridine arms 
to the amines, and this explanation is supported by the observation that adding further 
acid gave no further enhancement in current or change in behaviour. There are only a few 
examples of manganese proton reduction electrocatalysts which have been published as 
of yet. Notably a manganese bipyridine catalyst published by Kubiak,208 which has been 
shown to have a high TOF 5500 s-1 and reasonable overpotential of 0.9 V. The bipyridine 
ligand framework is comparable to that of the iminopyridine ligand used in this work. 
However, unlike the manganese complexes in this work, the presence of back bonding 
carbon monoxide ligands may remove electron density from the manganese metal centre 
and thus make the doubly reduced state more accessible. 
 
 
Figure 5.11 Manganese electrocatalyst for proton reduction of TFA in MeCN.208 
 
As shown in figure 5.10, in MnL3N the three one electron irreversible reductions at 
−2.66 V, −2.81 V and −2.87 V vs Fc/Fc+, appear to combine to give one three electron 
irreversible peak at −2.66 V vs Fc/Fc+ in the presence of acetic acid. There is no further 
increase in the current of the process on increasing proton concentration further from here, 
therefore it is unlikely that this is due to the reduction of protons to dihydrogen. Thus, it 
appears that somehow addition of a proton source makes each of the reductions in the 
absence of a proton source equal in potential, and therefore this may indicate that the 
addition of a proton source changes the geometry from the trigonal prismatic geometry 
to distorted square based pyramidal geometry as suggested by DFT studies shown in 
figure 5.12 but at lower potential. The specific proton source here, acetic acid, may assist 
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this structural change by hydrogen bonding to the proximal group, weakening its 
coordination to to the metal centre. Any change in geometry likely only occurs after the 
first electron transfer: otherwise, we would expect the early reductive part of this CV in 
the presence of acid to resemble that of MnL2N. 
 
Figure 5.12 DFT calculated structural changes in MnL3N on reduction from the 2+ to neutral oxidation 
state. 
 
The investigation of MnL1N with a proton source gave rapid and complete 
decomposition of the complex on reduction. 
 
5.2.4 Nickel complex 
 
 
Figure 5.13 Electrocatalytic response of 1 mM NiL2C in acetonitrile, the presence of 10 and 30 
equivalents of acetic acid, at a GCE. 
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As shown in figure 5.13, on the addition of acetic acid to NiL2C the cyclic voltammetry 
shows the appearance of a large peak at ca. Ep = −2.25 V vs Fc/Fc+. With increasing 
equivalents of acetic acid another peak grows in at ca. Ep = −2.0 V vs Fc/Fc+, shown in 
figure 5.13. NiL2C shows one of the largest catalytic currents seen in this work for a 
given number of equivalents of acetic acid, for example a TOF of 2000 s-1 could be 
calculated from icat/ip of 36 at 0.5 mM acetic acid is seen with an overpotential, η, of ca. 
660 mV. However, these catalytic waves show cross-over, which is characteristic of 
nucleation and growth processes on the electrode surface.175 This means that it is unclear 
whether the catalysis is coming from the complex, or something deposited on the 
electrode surface. If from the complex, the molecular catalyst would appear to be too 
unstable to be of further interest and if from deposits on the electrode surface, there would 
be much simpler routes to achieve a nickel functionalised electrode. For these reasons, 
and because attempts to synthesise and purify the other nickel complexes failed, work on 
electrocatalysis with NiL2N was discontinued.  
 
5.2.5 Aqueous buffered studies of CoL2N 
 
Bis(iminopyridine) cobalt(II) complexes have previously been shown to have activity for 
hydrogen evolution in aqueous buffered solutions.44 Therefore, the cyclic voltammetry of 
CoL2N was explored in aqueous medium at a gold-amalgam electrode.  
A gold-amalgam electrode was used as the working electrode in these aqueous studies, 
as it is a good substitute for a mercury drop electrode, and still has a large potential range 
due to its large overpotential for proton reduction.209 
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Figure 5.14 Current normalised electrocatalytic response of 0.5 mM CoL2N in 50 mM, pH 6, 7, 8 
aqueous phosphate buffers at 200 mV/s at a mercury-gold amalgam electrode. 
 
Table 5.1 Peak potentials, Ep, vs Ag/AgCl, for the current normalised electrocatalytic response of 0.5 mM 
CoL2N in 50 mM pH 6, 7, 8 aqueous phosphate buffers at 200 mV/s at a mercury-gold amalgam 
electrode. 
pH 
First  
reduction/ V 
Second  
reduction/ V 
Third  
reduction/ V 
Fourth  
reduction / V 
6 -0.91 -1.10 -1.38 -1.55 
7 -0.91 -1.15 -1.46 -1.68 
8 -0.92 -1.22 -1.49  
 
As shown in figures 5.14, the cyclic voltammetry of CoL2N in pH 6 sodium phosphate 
buffer gives four reductive peaks at Ep = −0.91, −1.10, −1.38 and −1.55 V vs Ag/AgCl. 
In pH 7 sodium phosphate buffer four reductive peaks are observed at Ep = −0.91, −1.149, 
−1.46 and −1.68 V vs Ag/AgCl. In pH 8 sodium phosphate buffer only three reductive 
peaks are seen at Ep = −0.92, −1.22 and −1.49 V vs Ag/AgCl.  
 
A large peak current is seen at the peaks at ca.−1.4 V vs Ag/AgCl, which increases with 
decreasing buffer pH, as seen in figure 5.14, indicative of proton reduction to dihydrogen. 
This behaviour is comparable to that seen in acetonitrile solution with acetic acid as the 
proton source figure 5.4. A half peak potential, Ecat/2 = −1.35 V vs Ag/AgCl represents 
an overpotential of ca. 740 mV at pH 7, using EH2/H+ = 0.0591.pH.  However, reducing 
potentials in excess of −1.5 V vs Ag/AgCl, with CoL2N in any aqueous buffer were seen 
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to causes deposition of an electroactive species on the gold-mercury amalgam electrode, 
therefore the stability of the complexes in aqueous buffers was investigated. 
 
The stability of the complex at different pH in buffers was investigated via UV/Vis 
spectroscopy as shown in figure 5.15, to see which pH range and time scale is appropriate 
for the complex. These studies show that there is a significant change in the UV-vis 
spectrum within 5 minutes at pH 6, but that stability improves at pH 7 and mildly basic 
pH 8. The most probable decomposition pathway in aqueous solution is the hydrolysis of 
the iminopyridine arms to the corresponding amine and aldehyde. 
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Figure 5.15 UV-vis stability studies in pH 6, 7, 8 aqueous phosphate buffers, over 5 mins to 8 days for 
CoL2N 
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In conclusion; although the aqueous electrochemistry of CoL2N appears to show 
electrocatalytic activity, the results from this study lead to doubt in the analysis of 
Gray/Peters work.44 Although there is a difference in ligand substitution at the imine (Me 
vs H), it is unclear whether the methyl group used by Gray and Peters would increase the 
stability of their catalyst, vs CoL2N. The methyl group could afford some steric 
protection, but on the other hand imine hydrolysis is acid catalysed, and the strong 
electron donation of the methyl group would increase the reactivity of the imine-N in the 
protonation step and make hydrolysis more likely. With the regard to this thesis, these 
problems with stability in aqueous media mean that further work is focused on the 
electrocatalytic activity and behaviour of the cobalt complexes in acetonitrile with acetic 
acid as a proton source.  
5.3.0 Electrocatalysis using cobalt complexes at GCE 
 
The remainder of this chapter is focused on the behaviour of the cobalt complexes as 
catalysts for reduction of protons to dihydrogen, as these were the most promising results 
from activity screening. To assist in comparison of catalysis by each of the complexes, 
the currents observed in the cyclic voltammetry of each complex with increasing 
concentration of acetic acid is normalised by taking the current of the cyclic 
voltammograms in the presence of a proton source, icat, in this case acetic acid and 
dividing it by the last reductive peak of the complex in the absence of proton source, ip. 
This is then plotted vs the potential with reference to the ferrocene/ferrocenium couple 
(Fc/Fc+).  
 
However, it is important to note that shortly before submission of this thesis was due, a 
bulk electrolysis experiment on CoL3N showed conclusively that for this complex, the 
main catalytic process observed is not reduction of protons to dihydrogen. Time has not 
permitted investigation of the other cobalt complexes, but this result means that the 
processes they catalyse are an open question – particularly in the case of the other nitrates. 
Despite this, analysis of turnover frequencies (TOF) and overpotentials (η) performed for 
proton reduction have been retained – as they do reflect the kinetics and thermodynamics 
of a reductive process involving protons, even if the process is not clearly identified. 
 
  
179 
 
5.3.1  Electrocatalysis using Cobalt Complexes at GCE – Nitrate complexes 
Cyclohexane Based Complexes: CoL1N, CoL2N and CoL3N 
 
Figure 5.16 Current normalised electrocatalytic response of 1 mM CoL1N in acetonitrile, in the presence 
of increasing equivalents of acetic acid, at a GCE. 
 
As shown in figure 5.16, in the absence of a proton source, CoL1N gives three reductive 
couples at E1/2 = −0.85, −1.37 and −1.77 V vs Fc/Fc+. In chapter 4 these were assigned 
to a ligand based process, followed by a largely metal based process (CoII/I) and a mixed 
ligand metal (CoI/0) respectively as for the other octahedral cobalt complexes.  In the 
presence of 5 equivalences of acetic acid, the first reduction initially shifts to more 
negative potential by 240 mV where it remains constant with increasing equivalence of 
acid.  The second reduction becomes irreversible, at ca. Ep = −1.48 V vs Fc/Fc+, and shifts 
to more positive potential by 68 mV per -log[H+]. From the thermodynamic Nernstian 
analysis, the redox potential of a reaction at 298 K involving m protons and n electrons 
shifts by m/n.0.059 V per tenfold change in proton activity (log[H+]).210,211 Therefore, this 
shift is symptomatic and most likely caused by a one electron one proton PCET (proton 
coupled electron transfer) event.  The third reduction in the presence of acetic acid gives 
a large Faradaic current with ca. Ep = −2.2 V vs Fc/Fc+. However, at 10 eq of acetic acid 
this wave shifts more positive by 100 mV with comparable current to that at 5 eq of acetic 
acid, but on further addition of acid increases in Faradaic current on increasing 
equivalents of protons is indicative of electrocatalytic proton reduction. This peak also 
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shifts to more positive potential by 57 mV per -log[H+], as for the second reduction, again 
symptomatic of a one electron one proton PCET event.210- 212  
 
 
Figure 5.17 Current normalised electrocatalytic response of 1 mM CoL2N in acetonitrile, the presence of 
increasing equivalents of acetic acid, at a GCE. 
 
In figure 5.17, it can be seen that the electrocatalytic behaviour of CoL2N is almost the 
same as that of CoL1N. In the absence of a proton source, CoL2N gives three reductive 
couples at E1/2  =  −0.94, −1.45 and −1.81 V vs Fc/Fc+. In chapter 4 these were assigned 
to a ligand based process, followed by a largely metal based process (CoII/I) and a mixed 
ligand metal (CoI/0) respectively as for the other octahedral cobalt complexes.  In the 
presence of increasing equivalence of acetic acid, the first reduction remains largely 
unperturbed indicating that the complex is stable under the conditions but initially shifts 
to more negative potential by 117 mV with the addition of 5 eq of acetic acid.  The second 
reduction becomes irreversible, at ca. Ep = −1.47 V vs Fc/Fc+, and shifts to more positive 
potential by 53 mV per -log[H+] – approximately consistent with a one electron one 
proton PCET event. From the DFT calculated HOMO and LUMO, analysis suggests that 
this is due to protonation and reduction of the metal centre presumably to give a metal 
hydride (CoII-H), as shown for similar cobalt electrocatalysts.86 The third reduction in the 
presence of acetic acid gives a large Faradaic currents with ca. Ep = −2.01 V vs Fc/Fc+. 
This increase in Faradaic current on increasing equivalents of protons is indicative of 
electrocatalytic proton reduction. This peaks also shifts to more positive potential by 59 
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mV per -log[H+], this shift as for the second reduction, is most likely caused by a one 
electron one proton PCET event.210,211  
 
 
Figure 5.18 Current normalised electrocatalytic response of 1 mM CoL3N in acetonitrile, in the presence 
of increasing equivalents of acetic acid, at a GCE. 
 
As shown in figure 5.18, the electrocatalytic behaviour for CoL3N is different to that 
found for CoL1N and CoL2N. In the absence of a proton source, CoL3N gives three 
reductive couples at E1/2  =  −1.16, −1.40 and −1.80 V vs Fc/Fc+. In chapter 4 these were 
shown to be a largely metal based process (CoII/I) and two mixed ligand metal (CoI/0, L•-
Co-L•) processes with more apparent ligand character for the last reduction.   
In the presence of increasing equivalents of acetic acid, the first reduction (−1.16V), 
second reduction (−1.40 V) and third reduction (−1.80 V) all become irreversible.  
Initially all the peaks shift to more negative potential with increasing acetic acid 
concentration as shown in (d) of figure 5.19. However, from graph (d) from figure 5.19 
the trough of the curve of Ep or Ep/2 vs [H
+], shows a change in behaviour at ca. 0.0059 M 
“5.9 eq” of acetic acid for the couple at −1.16 V, a change in behaviour at ca. 0.0052 M 
“5.2 eq” acetic acid for the couple at -1.4 V, and a change in behaviour at ca. 0.008 M “8 
eq” acetic acid for the couple at −1.8 V. At these concentrations the potentials of the 
waves start to shift more positive.  
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Figure 5.19 Shifts in Ep, for one electron peaks, and Ep/2 the catalytic peak, with the –log[H+] and 
increase in proton concentration for 1 mM CoL3N at a GCE electrode in acetonitrile, with 0.1 M 
TBABF4 electrolyte. Where [H+] = concentration of acetic acid. The equivalents of acid are shown as 
labels at the corresponding points, and the gradients of the lines are shown in italics for each section. 
 
Figures 5.19a to c show the trends in potential for the three reductions independently, 
plotted against –log[H+], with slopes in mV per –[log[H+] annotated. Of these, those with 
a response to acid of ca. 60 mV per –log[H+] are likely to be associated with “normal”, 
one electron one proton PCET processes. However, the initial shifts in potential that occur 
from addition of 0 to 20 equivalents of acid are less easily explained – at 100 mV per –
log[H+] or 200 mV per –log[H+] they do not correspond perfectly to two proton one 
electron (120 mV per –log[H+]) or three proton one electron (180 mV per –log[H+]) 
PCET, and it is also hard to justify transfer of such large numbers of protons. Thus, they 
may result from protonation dependent structural changes to form species which accept 
electrons at a different potential, thereby giving rise to large shifts. Paramagnetic 1H-
NMR of CoL3N in the resting 2+ oxidation state in the presence of 170 mM and 340 mM 
of d6-acetic acid is shown in figure 5.20. As the NMR spectrum remains almost constant 
with no new features present a negative ppm, this indicates there is no major change in 
structure in the resting 2+ oxidation state in the presence of a proton source – the other 
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cobalt complexes with different geometries show very different paramagnetic 1H-NMR 
spectra to CoL3N (see Chapter 3). Thus, the change in geometry can only occur after 
reduction. 
 
Figure 5.20 Paramagnetic 1H-NMR of (CoL3N) in the resting 2+ state in acetonitrile sat.TBABF4 in the 
presence of 0 mM, 170 mM and 340 mM d6-acetic acid. 
 
From electrochemical data, the DFT studies shown in section 4.4.6 and the analysis of 
the energetics of octahedral versus trigonal prismatic geometries (section 3.3) it can be 
postulated that at low and high acetic acid concentration, one ligand most probably the 
bound nitrate (or other coligand) of the cobalt(II) complex remains on reduction, giving 
a cobalt(I) species with the 5–coordinate pseudo square based pyramidal geometry seen 
from DFT.213 On further reduction to a cobalt(0) species, work with other cobalt imine 
complexes and weak proton sources has shown that cobalt(II) hydrides result if the acid 
is strong enough to protonate the cobalt(0) centre.86 In these published systems, this then 
leads to hydrogen evolution - either by bimolecular combination of two cobalt(II) hydride 
species, or via protonation of the metal hydride. On this basis, two main mechanisms have 
been proposed for proton reduction by CoL3N, at two concentration ranges of acid as 
illustrated in figure 5.21. Although it has subsequently been discovered that the primary 
catalytic pathway for CoL3N under the conditions used in this thesis is likely to be a 
reduction of solvent (acetonitrile), the initial steps leading to formation of a CoII-H species 
are likely to still be relevant to this process. 
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Figure 5.21 Proposed mechanism of CoL3N in the presence of low and high concentrations of acetic acid 
 
Mechanism 1: at low acid concentrations, below ca. 0.006 M of acetic acid, it can be 
proposed that the trigonal prismatic geometry largely remains, and the cobalt is reduced 
to give a cobalt(I) centre, which gives the pseudo square based pyramidal geometry seen 
from DFT. Reduction of this to the cobalt(0) species, then gives back the trigonal 
prismatic geometry, with the proximal hydroxyl bound. It can then be postulated that with 
loss of nitrate this can then be protonated by the weak acetic acid giving a cobalt(II) 
hydride species. This would either give hydrogen via bimolecular combination of two 
cobalt(II) hydride species, or via protonation of the metal hydride. 
 
Mechanism 2: at high acid concentrations the large changes in potential suggest a large 
change in geometry of the complex, it can be suggested that the large change in structure 
of the complex on its reduction in the presence of ca. 0.006 M of acetic acid is most likely 
to be from a change in the resting state trigonal prismatic geometry to an octahedral or a 
pseudo square based pyramidal geometry comparable to that found in the copper(II) 
complex of the same ligand set CuL3N. This change in coordination would be 
encouraged by protonation, or more likely (given the high pKa of acetic acid), hydrogen 
bonding of the hydroxyl oxygen to acetic acid, weakening its ability to coordinate to Co. 
The resulting de-coordination of the hydroxyl would account for the more positive 
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reduction potentials as less electron density is donated to Co. As in mechanism 1, 
reduction of the Co(II) to the Co(I) species would give a pseudo square based pyramidal 
geometry as in the DFT. On further reduction to the Co(0) species however, the square 
pyramidal or square planar geometry would remain due to protonation (or hydrogen 
bonding) of the proximal hydroxyl. The proximal hydroxyl can then act as a proton relay, 
transferring the proton to the Co(0) metal centre forming a Co(II) hydride as found in 
other cobalt imine complexes with a weak proton source. This would either give hydrogen 
via bimolecular combination of two cobalt(II) hydride species, or via protonation of the 
metal hydride, which may be transferred via the proton relay. Re-coordination of the 
hydroxyl would aid the elimination of hydrogen and the regeneration of the catalyst, 
acting as a hemi-coordinate ligand.  
 
Propane-backbone complex: CoL4N 
 
Although the main focus of this thesis is on the properties of the complexes of L1, L2 
and L3, with cyclohexane based backbones, as described in chapter 3, a cobalt complex 
with the same iminopyridine donor set and anion but with a propane backbone, CoL4N, 
was also synthesised. This allows investigation into the effects of the added rigidity and 
steric bulk provided by the cyclohexane on the electrochemistry and electrocatalysis. 
 
 
Figure 5.22 Current normalised electrocatalytic response of 1 mM CoL4N in acetonitrile, in the presence 
of increasing equivalents of acetic acid, at a GCE. 
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Figure 5.22 shows the electrocatalysis of proton reduction with CoL4N. In the absence 
of a proton source, CoL4N gives three reductive couples at E1/2 = −1.0, −1.44 and −1.88 
V vs Fc/Fc+. In chapter 4 these were assigned to a ligand based process, followed by a 
largely metal based process (CoII/I) and a mixed ligand/metal based (CoI/0) respectively.  
In the presence of increasing quantities of acetic acid, the first reduction remains largely 
unperturbed indicating that the complex is stable under the conditions but shifts to more 
negative potential.  The second reduction becomes irreversible, at ca. Ep = −1.46 V vs 
Fc/Fc+, and shifts to more positive potential. The third reduction splits into two 
overlapping peaks with large Faradaic currents with ca. Ep = −2.2 V and −1.96 V vs 
Fc/Fc+. These increase in Faradaic current on increasing equivalents of protons, which is 
indicative of electrocatalytic proton reduction. These shifts in potential are most likely 
caused by acid dependent structural changes, as proposed for CoL3N, rather than PCET, 
as the shifts with proton concentration are not consistent with typical PCET mechanisms 
(i.e. 1 electron, 1 proton, 1 electron, 2 proton etc). Paramagnetic NMR shown in section 
3.5.4, suggests intermediate behaviour in between trigonal prismatic and octahedral 
geometry seen in the other complexes. This could be caused by interconversion between 
the two geometries (figure 5.23), and presence of protons (or acetic acid) could influence 
the interconversion. 
 
 
Figure 5.23 Proposed exchange of geometry between trigonal prismatic and octahedral. 
 
As all of the octahedral cobalt complexes with a cyclohexane backbone show a single 
catalytic wave, the split nature of the catalytic wave found in CoL4N may be caused by 
the above proposed fast exchange between octahedral and trigonal prismatic, and 
potential intermediate geometries. This would be facilitated by the more flexible propane 
backbone of CoL4N. Electrocatalytic waves from the different geometries would be 
expected to have different potentials, because of the difference in HOMO and LUMO 
energies caused by the different d-orbital splitting for the different geometries. This 
requires further experimentation to determine the exact cause, but it is worth noting that 
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pH controlled trigonal prismatic/octahedral switching has previously seen in dinuclear 
cobalt(II) complexes, 214  
Summary of Catalytic Performance – Nitrate Complexes on GCE 
 
Although direct acid reduction on GCE at acetic acid concentrations of greater than 0.04 
M prevented from going to a higher acid regieme to and pseudo first order conditions to 
give TOFmax for CoL1N, CoL2N, and CoL3N. Certain patterns in performance are 
found. It can be seen from figure 5.24 and table 5.3, that CoL4N has both the lowest 
overpotential for the reductive process and the fastest turn over rate at a certain 
concentration of protons. However, it reaches proton saturation at much lower proton 
concetraion than the other three complexes. It can also be seen that CoL1N, has 
compariable overpotential to CoL4N, but the slowest turn over rate of all of the catalysts 
described. CoL3N has the highest overpotential for the catalytic process, which is likely 
to be a consequence of the proximal hydroxyl group donating electron density to the metal 
centre, making it harder to reduce. 
 
 
Figure 5.24 Overlaid, icat/ip versus [H+] ([H+] = acetic acid concentration) for CoL4N, CoL1N, CoL2N 
and CoL3N in the presence of increasing equivalents of acetic acid. Data taken from cyclic 
voltammograms shown in figures 5.16 – 5.18 and 5.22. 
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Table 5.3 Overpotentials, η, for cobalt nitrate complexes in the presence of 0.02 M acetic acid at a 0.07 
cm2 GCE electrode. With the homoconjugation compensated thermodynamic potential of acetic acid, EH+ 
= −1.23 V vs Fc/Fc+. Data taken from cyclic voltammograms shown in figures (5.18-21). 
 Ecat/2/ V η/ mV 
CoL4N (1 mM) -1.85 620 
CoL1N (1 mM) -1.85 620 
CoL2N (1 mM) -1.88 650 
CoL3N (1 mM) -2.06 830 
 
5.3.2 Electrocatalysis using cobalt complexes at GCE – Tetrafluoroborate 
complexes 
 
Figure 5.25 Current normalised electrocatalytic response of 1 mM CoL4B in acetonitrile, in the presence 
of increasing equivalents of acetic acid, at a GCE. 
 
The electrocatalytic behaviours of CoL4B, CoL1B, and CoL3B from figures 5.25 to 
5.27 respectively, are comparable to those seen for the nitrate based complexes. However, 
they generally have slightly lower overpotentials, η. CoL4B and CoL1B have an 
additional peak present with in the main catalytic wave, this may be due to the added 
degree of coordinational freedom resulting from a completely non-coordinating anion, or 
due to coordination of acetate from the added acid. CoL3B on the other hand has almost 
identical electrochemical behaviour to CoL3N. All the tetrafluoroborate complexes, 
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however, reach pseudo first order conditions (i.e. a plateau in ip as acid is added at much 
lower proton concentrations (0.01 M acetic acid) than do the nitrates (figure 5.30).  
 
Overpotentials and turnover frequencies are summarised in table 5.4. This information 
enables a plot of Log(TOF) vs Log(η) at 0.02 M acetic acid (figure 5.31) as a means to 
compare the activity of the complexes. The lower the Log(η) (overpotential) the lower 
the energy required to drive the catalyst, and the higher the Log(TOF), i.e. the turn over 
frequency, the faster the catalyst. Therefore, catalysts at the top left of the graph are the 
best, and poorer catalysts are situated towards the bottom and the right.  
 
 
Figure 5.26 Current normalised electrocatalytic response of 1 mM CoL1B in acetonitrile, the in presence 
of increasing equivalents of acetic acid, at a GCE. 
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Figure 5.27 Current normalised electrocatalytic response of 1 mM CoL3B in acetonitrile, in the presence 
of increasing equivalents of acetic acid, at a GCE. 
 
 
Figure 5.28 Overlaid, icat/ip versus [H+], [H+] = acetic acid concentration for 1 mM CoL4N, CoL1N, 
CoL2N and CoL3N in the presence of increasing equivalents of acetic acid. Data taken from cyclic 
voltammograms shown in figure 5. 25 – 5.27. 
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Table 5.4 Overpotentials, η, for cobalt nitrate complexes in the presence of 0.01 M acetic acid or at the 
[H+] of TOFmax, at a 0.07 cm2 GCE electrode. With the homoconjugation compensated thermodynamic 
potential of acetic acid, EH+ = −1.23 V vs Fc/Fc+. Data taken from cyclic voltammograms shown in 
figures 5. 27 to 5.29. 
 Ecat/2 /V vs Fc/Fc+ η/ mV 
TOF/s
-1 
CoL4B (1 mM) (TOFmax [H+] =0.01 M) -1.91 680 3 
CoL1B (1 mM) (TOFmax [H+] =0.007 M) -1.87 640 7 
CoL3B (1 mM) (TOFmax [H+] =0.01 M) -2.04 810 19 
 
Figure 5.29 Plot of Log(TOF) vs Log(η) at 0.02 M acetic acid or at TOFmax for 1 mM cobalt NO3- or BF4- 
complexes. Data taken from Table 5.3 and 5.4. 
 
From figure 5.29 it can be seen that CoL4N is the best of the catalysts at 0.02 M of acetic 
acid. This suggests that the increase in flexibility of a catalyst helps to increase the TOF, 
this may be due to its ability of access a range of coordination modes and relax steric 
strain.  Interestingly, the BF4
- salt of the same complex, CoL4B, shows the worst activity, 
having one of the highest overpotentials and the lowest turn over frequencies. This 
suggests that the nitrate anion is actively helping catalysis, either by its involvement in 
the catalytic steps or by stabilisation of the complex, the latter being the most likely of 
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the two. This is because the tetrafluoroborate complexes tend to show ligand hydrolysis 
under standard conditions after a week, whereas the equivalent nitrate complexes can be 
kept indefinitely as solids in air. It could be expected that under highly reducing 
conditions in the presence of a proton source that this vulnerability to hydrolysis may 
increase and it is possible that interaction with nitrate in solution has a stabilising effect. 
 
One thing unaccounted for is the stability of the complexes: L4 complexes show the least 
stability followed by the L1 and L2, with the most stable being the L3 complexes. This 
was seen from the tendency of L4 complexes to deposit on the electrode during the 
experiment, and to a lesser extent the complexes of L1 and L2. However, L3 complexes 
usually gave good data with minimal electrode fouling. Thus, the L3 complexes show 
comparable activity with both anions and group together in figure 5.31. Interestingly 
CoL1N, CoL1B, and CoL2N are shown to have comparable electrocatalytic behaviour. 
As the fundamental ligand frameworks of the complexes are the same, the only things 
different between them are the distal hydroxyl in the cyclohexane backbone and the 
nitrate or tetrafluoroborate. The distal hydroxyl in the case of the nitrate complexes 
appears to stabilise the metal nitrate bond in the solid state, with the nitrate still bound on 
the side of the complex closest to the hydroxyl in the X-ray structure. This could be 
conceivably through H-bonding interactions with the nitrate. The results from CoL1B 
and CoL2N suggest that the distal hydroxyl has little or no effect on the turnover 
frequency at 0.02 M acetic acid concentration, and its effect on overpotential (ca.10 mV 
increase) is within likely experimental errors. In all of the tetrafluoroborate complexes 
however, substrate saturation (pseudo 1st order conditions) were seen at low acid 
concentrations of 0.01 M (10 eq) however, in the nitrate complexes the substrate 
saturation concentration is found to far surpass this. However, this creates difficulties as 
at high concentrations of acetic acid direct acid reduction overlaps with the catalytic wave 
of the catalyst. This is shown in figure 5.30, illustrated by the growth of an additional 
peak at 40 eq (0.04 M) of acetic acid. Figure 5.31 illustrates the electrocatalytic response 
of a GCE with and without CoL2N at the same concentrations of acetic acid. At low acid 
concentration there is little or no overlap between the direct acid reduction and the 
catalytic wave. However, as the concentration of acid increases the direct acid wave 
shows an increase in Faradaic current and a positive shift in potential. This means at 
higher acid concentrations (0.04 M) on GCE the direct acid reduction overlaps with that 
of the catalytic wave of the catalyst. This means that determination of substrate saturation 
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and therefore TOFmax for catalysts that have saturation points higher than this cannot be 
achieved with satisfactory accuracy. This is due to GCE having some activity for the 
proton reduction reaction.  
 
 
 
Figure 5.30 Electrocatalytic response of 1 mM CoL2N in acetonitrile, with increasing equivalents of 
acetic acid, at a GCE and showing direct acid reduction overlap. 
 
One way around this is to lower the concentration of the electrocatalyst, and therefore 
require a lower concentration of substrate to get to saturation pseudo first-order 
conditions. However, this needs to be within the detection limit of the electrode. Another 
is to change the working electrode surface to something with a larger overpotential and 
lower activity for proton reduction. Mercury has been shown to have a larger 
overpotential for proton reduction; however, it has problems associated with toxicity.215 
Moreover, the hanging mercury drop set up is expensive and unavailable at UEA, and we 
found the simple alternative of supporting a mercury drop on an Au electrode to be 
insufficiently stable in non-aqueous media in this system. An alternative carbon-based 
electrode surface, boron doped diamond (BDD) with additional benefits described below, 
was therefore chosen to study CoL1N, CoL2N and CoL3N under high acid 
concentrations, to give TOFmax under pseudo 1st order conditions. 
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Figure 5.31 Comparison of the electrocatalytic response of 1 mM CoL2N vs acetic acid in acetonitrile, in 
the presence of increasing concentration of acetic acid, at a GCE. 
 
5.4.1 Boron Doped Diamond (BDD) background 
 
Pure diamond is an insulator, however, the introduction of boron atoms into the diamond 
lattice of tetrahedral carbon atoms gives a  p-type semiconductor, the boron atom inserts 
‘holes’ into the structure due to its electron deficiency relative to carbon.  Doping levels 
range from 1018-1021 atoms cm-3, the highest doping values give a ca. 1:100, boron to 
carbon ratio.216,217  The conductivity of the BDD increases with increased doping due to 
the increase in number of boron acceptor states approximately 0.37 eV above the diamond 
valence band, as illustrated in figure 5.32. 
 
 
Figure 5.32 Illustration of conduction and valence bands in boron doped diamond. 
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The electrical properties of BDD depend on a number of factors; on its boron doping 
level,218 purity of the diamond and crystal orientation219 and the surface termination. 220-
224 BDD’s have been shown to be a promising replacement electrode for dropping 
mercury electrode and other classical electrodes, as BDD has high chemical stability, a 
wide electrochemical window (>3 V) and very low background currents.225 At the highest 
levels of doping, at 1:100, boron to carbon ratio, films with a resistance < 0.1 Ω.cm are 
achievable.226  
 
BDD electrodes have very low background capacitance relative to other carbon based and 
metallic electrodes.  Double-layer capacitance and background voltammetric currents are 
found to be an order of magnitude lower than observed for glassy carbon electrodes of 
the same geometric area. As a result signal-to-background noise is enhanced 
considerably, and detection limits may be reduced.227-229 The low capacitance is attributed 
at H-terminated diamond electrodes to the relative absence of adsorbed species and 
carbon-oxygen functionalities that may be ionized.230 
 
The electrochemical properties of BDD are largely dependent on the surface termination. 
The surface of an as-deposited BDD electrode is H-terminated, but this H-terminated 
surface is converted to an O-terminated surface on exposure to air, or an aqueous solution 
of a strong enough oxidiser.231-237 The difference in carbon atom termination at the surface 
alters the kinetics of the redox reactions occurring at the surface due to the difference in 
electronic structure and surface energy between H-terminated and O-terminated surfaces. 
Therefore, it is important to match the electrode surface with the application. O-
termination, for example, has a large hydrophilic surface area with a positive electron 
affinity favouring the formation of hydroxyl radicals (•OH) during anodic oxidation. It 
has however, a low electron transfer rate. H-terminated BDD electrodes have a 
hydrophobic low surface energy and negative electron affinity, with fast electron transfer. 
238-240 
 
Pre-treatment of the BBD electrode over time can lead to physical degradation, this is due 
to the pre-treatment methods acting to strip the boron doping from the electrode surfaces. 
Therefore the minimum cathodic pre-treatment needed for the electrochemical activation 
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of the BDD electrode, without producing any observable physical degradation, should be 
applied.241 
 
5.4.2 Electrochemistry with Boron Doped Diamond (BDD)  
 
Prior to use in electrochemical experiments, boron doped diamond electrodes were 
activated by cycling the potential in aqueous 1 M HNO3 between 0 and−3 V vs Ag/AgCl 
with stirring until stable reproducible curves were obtained (10 cycles with 0.1 V/s scan 
rate), to give a H-terminated electrode surface, as published by Bilewicz.242  
 
Figure 5.33 shows the comparison of the direct acid reduction of a high concentration 
0.1 M at GCE and BDD in acetonitrile. It shows that at GCE Ep = −2.06 V vs Fc/Fc+ (ip/2 
=  −362 μA), and at BDD Ep = −2.29 V vs Fc/Fc+ (ip/2 =  −70 μA), giving a 230 mV 
higher overpotential, η, at BDD, with 5 times less activity for proton reduction.  
 
Figure 5.33 Comparison of the direct acid reduction of 0.1 M acetic acid in acetonitrile at a GCE vs BDD 
with the same area (0.07 cm2). 
 
The advantages of BDD electrodes; such as the smaller background currents, allowing 
analysis of smaller concentration of electrocatalysts, and the larger overpotential and 
lower activity for proton reduction have enabled the electrocatalytic studies of CoL1N, 
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CoL2N and CoL3N in the pseudo first order regime with respect to proton concentration 
and therefore determination of TOFmax.  
 
  5.5.1 Electrocatalysis of CoL1N, CoL2N and CoL3N at BDD electrode 
 
Figure 5.34 Cyclic voltammetry of 0.1 mM CoL1N (red), CoL2N (blue), and CoL3N (black) in 
acetonitrile in the absence of a proton source at a 0.7 cm2 BDD electrode, with 0.1 M TBABF4 as 
electrolyte. 
 
The redox behaviour of CoL1N, CoL2N, and CoL3N at 0.1 mM on BDD, as shown in 
figure 5.34 is comparable to that on GCE at 1 mM in the absence of a proton source, 
giving roughly the same three one electron reductive couples. However, at 0.1 mM some 
splitting of last reduction in CoL2N and CoL3N is seen, this may be a consequence of 
concentration effects or residual water present within the acetonitrile. As at the lower 
concentration of complex, the equilibrium between water bound to the complex, and 
residual water in the acetonitrile will be pushed more to water bound to the metal centre. 
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Figure 5.35 Current normalised electrocatalytic response of 0.1 mM CoL1N in acetonitrile in the 
presence of increasing equivalents of acetic acid, at a BDD electrode. 
 
Figure 5.36 Current normalised electrocatalytic response of 0.1 mM CoL1N in acetonitrile, in the 
presence of increasing equivalents of acetic acid, at a BDD electrode. 
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Figure 5.37 Current normalised electrocatalytic response of 0.1 mM CoL3N in acetonitrile, the presence 
of increasing equivalents of acetic acid, at a BDD electrode. 
 
As shown in figure 5.35, in the absence of a proton source, CoL1N gives three reductive 
couples at E1/2 = −0.85, −1.37 and −1.77 V vs Fc/Fc+. In chapter 4 these were assigned 
to a ligand based process, followed by a largely metal based process (CoII/I) and a mixed 
ligand metal (CoI/0) respectively as for the other octahedral cobalt complexes.  In the 
presence of 5 equivalents of acetic acid, the first reduction remains constant with 
increasing equivalents of acid at a potential −0.85 V vs Fc/Fc+.  The second reduction 
becomes irreversible, at ca. Ep = −1.48 V vs Fc/Fc+, and shifts to more positive potential 
with increasing acid, with a shift symptomatic of PCET. The third reduction in the 
presence of acetic acid gives a large Faradaic current with ca. Ep = −2.2 V vs Fc/Fc+. This 
increase in Faradaic current on increasing equivalents of protons suggests electrocatalytic 
proton reduction. This peak also shifts to more positive potential by 57 mV per -log[H+], 
and as for the second reduction, is symptomatic and most likely caused by a one electron 
one proton PCET event.243,245 Unlike at 1 mM, however, an additional wave is seen at 
−1.37 V vs Fc/Fc+ which remains roughly constant with increasing addition of acetic acid. 
It can be postulated that this additional wave is also a consequence of the effect of residual 
water on the lower concentration of the complex. The presence of an additional wave in 
the electrocatalytic studies of complexes in the presence intentionally added water at 1 
mM on GCE has been seen in side studies of CoL2N, as illustrated in figure 5.38. 
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Figure 5.38 Electrocatalytic response of 1 mM CoL2N in acetonitrile, the presence of 100 μL of water, 
followed by 5 equivalents of acetic acid, at a GCE electrode. The arrow illustrates the extra wave seen in 
the electrocatalytic response to protons with the addition of water. 
 
As shown in figure 5.36, the electrocatalytic behaviour for CoL2N is almost the same as 
found for CoL1N. In the absence of a proton source, CoL2N gives three reductive 
couples at E1/2  =  −0.94, −1.45 and −1.81 V vs Fc/Fc+. In chapter 4 these were assigned 
to a ligand based process, followed by a largely metal based process (CoII/I) and a mixed 
ligand metal (CoI/0) respectively as for the other octahedral cobalt complexes.  In the 
presence of increasing equivalence of acetic acid, the first reduction remains largely 
unperturbed indicating that the complex is stable under the conditions but initially shifts 
to more negative potential by 110 mV with the addition of 5 eq of acetic acid.  The second 
reduction becomes irreversible, at ca. Ep = −1.47 V vs Fc/Fc+, and shifts to more positive 
potential by 53 mV per -log[H+]. From the thermodynamic Nernstian analysis, the redox 
potential of a reaction at 298 K involving m protons and n electrons shifts by m/n.0.059 
V per tenfold change in proton activity (log[H+]).210 Therefore, this shift is symptomatic 
and most likely caused by a one electron one proton PCET event.243 From the DFT 
calculated HOMO and LUMO, analysis suggests that this is due to protonation and 
reduction of the metal centre presumably to give a metal hydride (CoII-H), as shown for 
similar cobalt electrocatalysts.246 The third reduction in the presence of acetic acid gives 
a large Faradaic currents with ca. Ep = −2.01 V vs Fc/Fc+. This increase in Faradaic 
current on increasing equivalents of protons suggests electrocatalytic proton reduction. 
This peaks also shifts to more positive potential by 59 mV per -log[H+], this shift as for 
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the second reduction, is most likely caused by a one electron one proton PCET 
event.211,245 CoL2N seems to be less sensitive to residual water at the lower concentration, 
as the electrocatalytic profile more closely reflects that at the higher catalyst 
concentration. This may be due to hydrogen bonding interactions of the distal hydroxyl 
group with the nitrate anion, which may favour having the nitrate bound to the cobalt 
metal centre.  
 
As shown in figure 5.37, the electrocatalytic behaviour for CoL3N is different to that 
found for CoL1N and CoL2N. In the absence of a proton source, CoL3N gives three 
reductive couples at E1/2  = −1.16, −1.40 and −1.80 V vs Fc/Fc+. In chapter 4 these were 
shown to be a largely metal based process (CoII/I) and two mixed ligand metal (CoI/0, L•-
Co-L•) processes with more apparent ligand character for the last reduction.   
In the presence of increasing equivalents of acetic acid, the first reduction (−1.16V), 
second reduction (−1.40 V) and third reduction (−1.80 V) all become irreversible.   
 
Initially the peaks at  E1/2  =  −1.16, −1.40 V vs Fc/Fc+ shift to more negative potential 
and increase in Faradaic current with increasing concentration of acetic acid, until ca. 
0.016 – 0.02 M of acetic acid, they reach ca. −1.40 and −1.60 V vs Fc/Fc+ and decrease 
in Faradaic current. The peak at −1.80 V, however, shifts to more positive potential and 
also increases in Faradaic current until it reaches ca. −1.60 V merging with the second 
reduction, at ca. 0.016 M to 0.02 M of acetic acid where it decreases in current. At 0.006 
M of acetic acid a catalytic wave at −2.2 V is seen which increases with increasing acid 
and gives a large shift to more positive potential with increasing acid concentration until 
0.02 M of acid where the catalytic current increases steadily at 59 mV per -log[H+], 
(PCET) until the TOFmax is reached at 0.325 M of acetic acid. This behaviour is 
comparable to that seen at 1 mM on GCE where there is a change shift in behaviour at 
0.006 M and 0.02 M of acid, this therefore shows that this behaviour is independent on 
catalyst concentration and is only dependent on the concentration of acid present. An 
explanation for this behaviour is proposed in section 5.31, Figure 5.21. 
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Table 5.6 Overpotentials, η, for cobalt nitrate complexes in the presence acetic acid taken at 0.02 M 
acetic acid concentraion, at a 0.07 cm2 BDD electrode. With the thermodynamic potential of acetic acid, 
EH+ = −1.23 V vs Fc/Fc+. Data taken from cyclic voltammograms shown in figures 5. 40 to 5.43. 
 
Ecat/2 
/V vs Fc/Fc+ 
η 
/ mV 
TOFma
x 
/s-1 
CoL1N (0.1 mM) ( [H+] =0.02 M) -1.99 760 575 
CoL2N (0.1 mM) ([H+] =0.02 M) -1.95 720 8500 
CoL3N (0.1 mM) ([H+] =0.02 M) -2.00 770 28000 
 
Figure 5.39 Electrocatalytic response of 0.1 mM CoL1N, CoL2N and CoL3N in acetonitrile at a BDD 
electrode, the presence of increasing equivalents of acetic acid until pseudo first order conditions with 
respect to proton concertation is achieved. 
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Figure 5.40 Overlaid, icat/ip versus [H+], [H+] = acetic acid concentration for 0.1 mM, CoL1N, CoL2N 
and CoL3N in the presence of increasing equivalents of acetic acid. Data taken from cyclic 
voltammograms shown in figure 5.45. 
 
 
Figure 5.41 Plot of Log(TOF) vs Log(η) for CoL4N (1 mM), CoL1N (0.1 mM), CoL2N (0.1 mM), and 
CoL3N (0.1 mM), with η given at 0.01 M acetic acid and TOFmas given at pseudo first order 
concentrations with respect to acetic acid.  Data is taken from table 5.3 and table 5.6. (Note: - CoL4N 
reaches TOFmax at 0.03 M [H+] concentration, at this concentration on GCE there is confidence that little 
or no contribution from direct acid reduction is present, therefore data is used from 1 mM at GCE). 
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Figure 5.42 Changes in catalyst structure and corresponding trends in catalytic parameters. 
 
Figure 5.41 shows the activity of CoL4N, CoL3N, CoL2N, and CoL1N in terms of 
overpotential and maximum turn over frequency (TOF) for catalytic response to protons 
(based on the originally presumed formation of H2). Although there are uncertainities in 
the precise nature of the catalytic process taking place, it is interesting to note an almost 
linear trend in Log(TOFmax) vs Log(η) on going from CoL1N to CoL3N. CoL4N also 
seems to fit this trend, however as its TOFmax was determined at higher concentration it 
may not be directly comparable. These changes in catalytic parameters correlate well to 
the changes in the ligand structure, as illustrated in figure 5.42. As the bis-imino pyridine 
functionally remains constant for each complex, the governing factor is most likely the 
ligand backbone. Going from CoL4N with a propane backbone to CoL1N with a 
cyclohexane, the increase in overpotential may be explained in terms of the electron 
donating capacity of the ligand. The cyclohexane should donate more electron density to 
the nitrogens of the imino pyridines, therefore this would make the cobalt centre less 
electropositive and in turn make both the imino pyridine ligands and the cobalt centre 
harder to reduce. CoL4N shows the worst stability of the four catalysts and reaches 
pseudo first order conditions with respect to acid at ca. 0.03 M of acetic acid. Therefore, 
a possible reason for the increase in TOFmax is likely to be a consequence of the increased 
stabilisation from the increased steric bulk of the cyclohexane, increasing the complexes’ 
stability to hydrolysis which is likely to be the main cause of deactivation. Another 
possibility may be that the increased rigidity of the cyclohexane could increase speed by 
minimising reorganisation energy and thus speeding electron transfer, as shown by 
Marcus theory.247 
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Going from CoL1N with a cyclohexane backbone to CoL2N with the cyclohexane and 
distal hydroxyl group, it is possible that the hydrogen bonding interactions between the 
distal hydroxyl and nitrate anions in solution may favour having one bound nitrate anion. 
Going from CoL2N with a distal hydroxyl to CoL3N with a proximal hydroxyl, it can be 
seen from figures 5.40 and 5.39, that CoL3N reaches pseudo first order conditions with 
respect to protons at ten times the acetic acid concentraion of CoL2N and more than 
double that of CoL1N and CoL4N and therefore achieves a much higher TOFmax due to 
the added stability of the pentadentate over the tetradentate chelate, enabling the complex 
to reach a higher TOFmax before decomposition. Higher turn-over frequency may also be 
due to the proton relay effect as of the proximal hydroxyl group as described in figure 
5.21. The increase in overpotential is likely to be caused by the proximal hydroxyl 
donating electron density to the cobalt centre and therefore making it less electropositive 
and therefore harder to reduce. Although for CoL3N it is shown below that the main 
catalytic process is not hydrogen evolution, formation of a cobalt hydride through the 
protonation of the metal centre is a likely key intermediate in any of the reductive 
processes occurring. Therefore, if the rate determining step is the protonation of the cobalt 
centre, then donation from the proximal hydroxyl may also favour this, by increasing the 
electron density on the cobalt, and therefore may have the effect of increasing the turn 
over rate.  
 
5.6.0 Bulk electrolysis using CoL3N catalyst at BDD electrode 
 
Time did not allow for an in depth bulk electrolysis analysis of all the complexes. 
However initial results from the electrolysis of CoL3N at a BDD wafer are given. As 
CoL3N is the most stable of the catalysts and has the highest measured TOFmax, it was 
chosen for analysis. 
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Figure 5.43 Plot of chronoamperometry, current vs time for 0.2 mM CoL3N in acetonitrile with 0.02 M 
acetic acid at a 2.3 cm2 BDD wafer (red), deposition product from bulk electrolysis of CoL3N in 
acetonitrile with 0.04 M acetic acid at a 2.3 cm2 BDD wafer (green), 0.2 mM CoL3N in acetonitrile with 
0.04 M acetic acid at a 2.3 cm2 BDD wafer (blue) 
 
Bulk electrolysis 1 
 
Bulk electrolysis of 1 µmol CoL3N (concentration 0.2 mM) with 100 µmol acetic acid 
for 2500 seconds (red trace in figure 5.43) at −2.3 V vs Fc/Fc+ (the Ep of the catalytic 
wave) gave 4.19 C of charge passed, equating to a theoretical 2.17 × 10-5 moles of H2 and 
consumption of ca. 43% of available protons. Direct calibration of the electrochemical 
cell under conditions without conducting electrolysis (injecting set volumes of hydrogen 
into the cell with electrolyte present, taking 150 μL samples and injecting into a GC-
TCD) gave a calibration of mV.s vs H2 volume in μL with the equation y = 0.854x + 
79.543 in the region of interest, where y is the GC-TCD response and x is the volume of 
hydrogen in the cell in μL. After electrolysis a 150 μL sample of the headspace of the 
electrochemical cell was taken giving a GCE-TCD response of 110.7 mV.s, equating to 
36.484 μL of H2, and thus 1.629 × 10-6 moles of H2 using the ideal gas equation. This 
gives a TON of 1.63, and a faradaic efficiency of 7.5% for hydrogen production. These 
results suggested that either the cell was not sealed correctly, or as the experiment time is 
relatively long, hydrogen was dissolving in the counter compartment and being re-
oxidised by the platinum counter electrode, or that hydrogen production is not the main 
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catalytic process, as the catalytic current seen from cyclic voltammetry and the amount 
of charge passed in bulk electrolysis are far larger than the amount of hydrogen produced.  
 
Bulk electrolysis 2  
 
Alterations to the 3-component cell were made to close the working compartment 
headspace from the counter electrode, and therefore prevent any reoxidation of hydrogen 
produced at the working electrode. Leak testing of the cell was also under taken by 
injecting a certain volume of hydrogen in to the cell, and sampling after 15 and 30 mins. 
This gave negligible change in the GC response and therefore eliminated any hydrogen 
leak. Leak test of the set up after the bulk electrolysis run was also undertaken and showed 
a loss of H2 of less than 5% in the 30 minutes after the end of the experiment. The previous 
reference electrode (Ag wire segregated by a frit) was replaced with a Metrohm non-
aqueous Ag/AgCl reference electrode to eliminate problems with potential drift.  
Calibration of this cell with reduced headspace gave a relationship of mV.s vs injected H2 
volume in μL with the equation y = 1.973x + 91.633 in the range relevant to the 
experiment. Where y is the GC-TCD response and x is the volume of hydrogen in the cell 
in μL. 
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Figure 5.44 Electrocatalytic response of 0.2 mM CoL3N in acetonitrile at a BDD voltammetry electrode, 
in the presence of 0.04 M acetic acid before and after electrolysis at -2.3 V vs Fc/Fc+. 
 
In this set up, bulk electrolysis of 1 µmol of CoL3N (concentration 0.2 mM) with 200 
µmol of acetic acid in acetonitrile for 2500 seconds (blue trace in figure 5.43) gave 7.385 
C of charge passed equating to a theoretical 7.65 × 10-5 moles of H2 and consumption of 
ca. 76% of available protons (at the same potential as used above). To account for the 
possibility of hydrogen reacting or leaking during the bulk electrolysis experiment the 
headspace of the cell was sampled every 350 seconds, by injecting 200 μL of argon into 
the headspace and removing 200 μL samples then injecting 150 μL into the GC-TCD. 
Removed hydrogen was then accounted for in determination of hydrogen produced by 
considering that 1.48% of the 13.5 mL headspace volume, and hence 1.48% of the H2 
present, was removed in each sampling. Hydrogen production increased almost linearly 
through the experiment and therefore its loss through leakage or reaction does not appear 
likely. After electrolysis the overall GC-TCD response accounting for sampling was 397 
mV.s-1 which using the cell calibration equates to 155 μL of H2, and thus 7 × 10-6 moles 
of H2 using the idea gas equation. This gives a TON of 7, and a faradaic efficiency of 
18% for hydrogen production.  
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Figure 5.45 shows the cyclic voltammetry of CoL3N before and after electrolysis at −2.3 
V vs Fc/Fc+. The response after bulk electrolysis is comparable to that seen for the 
electrocatalytic response of CoL3N at lower acid concentrations, however less well 
defined, and therefore suggests that while at least some of the catalyst (CoL3N) may 
remain in solution, a significant percentage of it has formed another species after bulk 
electrolysis. 
 
While this result is better than the first run, the low Faradaic efficiency obtained in a cell 
that showed satisfactory performance in a leak test makes it very clear that production of 
H2 is not the main catalytic process for CoL3N.  
 
 
Bulk electrolysis 3 
 
Figure 5.45 Cyclic voltammetry of 0.2 mM CoL3N in the presence of 0.04 M acetic acid before 
electrolysis at -2.3 V vs Fc/Fc+, the deposited species on the electrode after electrolysis in clean 
electrolyte, and the deposited species in the presence of 0.04 M acetic acid, at a 2.3 cm2 BDD wafer. 
 
The BDD wafer electrode from bulk electrolysis 2 had a deposited species at the end of 
the experiment, and its cyclic voltammetry is shown in figure 5.49. This suggests either 
the catalyst forms a film on the working electrode surface, or that a species is deposited 
on the electrode surface from the decomposition of CoL3N. The electrode with a 
deposited species from CoL3N was run under the same conditions in fresh electrolyte 
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and 200 µmol (0.04 M) acetic acid for 2500 seconds to investigate this (shown in green 
in figure 5.43). The charge passed was 4.6 C, equating to a theoretical 2.4 × 10-5 moles 
of H2 and consumption of ca. 24% of available protons. After electrolysis the overall GC-
TCD response accounting for sampling was 591 mV.s-1 which using the cell calibration 
equates to 253 μL of H2, and thus 1.13× 10-5 moles of H2. Using the ideal gas equation 
this gives a faradaic efficiency of 47% for hydrogen production.  
 
This result lends weight to the conclusion above that reduction of protons to dihydrogen 
is not the primary electrocatalytic process for CoL3N under these conditions, and that the 
catalytic phenomenon observed in measurements with CoL3N is largely molecular in 
nature. This is because substantially more current is passed with CoL3N present, but the 
quantity of hydrogen obtained is smaller. 
 
 
5.6.1 Conclusions from initial bulk electrolysis studies and further work 
 
Further work and optimisation of bulk electrolysis conditions is required determine the 
fate of the ca. 80% of electrons that are not used to produce hydrogen in this system, and 
to uncover the ability of CoL3N to produce hydrogen under conditions where other 
processes do not dominate. 
 
From the initial bulk electrolysis investigations of CoL3N, it can be concluded that 
although the complex or a deposited species on the electrode formed from CoL3N does 
catalyse proton reduction to hydrogen, this is not the main process catalysed by CoL3N. 
The amount of charge passed in bulk electrolysis far exceeds the volume of hydrogen 
produced. The excess charge passed cannot be accounted for in the two electron two 
proton reduction of the iminopyridine ligands as this would be only account for 0.193 C 
of charge.   
 
The fact that more charge is passed with CoL3N present than with the deposited species 
on the electrode surface in the presence of the same concentration of acetic acid, and that 
more hydrogen is produced from the charge passed in the case of the deposited species, 
shows that the molecular catalyst has a lower activity for hydrogen production, but a much 
higher activity for the other electrocatalytic reductive processes occurring 
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From the composition of the electroyte solution there are several possibilities; the 
reduction of acetonitrile to ethylamine or other amines; the multielectron multi proton 
reduction of nitrate to a number of products such as NO2 NO2
-, HNO2, NO, N2O, N2, 
NH2OH and NH4;
248 and the reduction of acetate to ethanal and ethanol.  
 
From the cyclic voltammetry experiments with CoL3B, at GCE in figure 5.30 it can be 
seen that the complex gives pseudo first order conditions at 0.01 M of acetic acid. 
Whereas CoL3N required the use of BDD electrode and low concentration 0.2 mM to 
achieve pseudo first order conditions with respect to proton concentration of 0.34 M. As 
the only difference between the two complexes is the nitrate counter anions, nitrate may 
be implicated in the catalytic process. This type of behaviour has been published recently 
for a protoporophyrin complex able to reduce nitrate to a number of products but having 
selectivity for NH2OH formation.
250 The catholyte solution of bulk electrolysis 2 was 
tested after electrolysis with ninhydrin, by spotting the solution on a TLC plate and 
developing with an ethanolic solution of ninhydrin, these gave a blue spot indicative of 
ammonia or primary and secondary amines.251 A possible quantitative determination 
method for ammonia has been described described by Pickett and co-workers,251 at the 
end of the electrolysis ammonia in the catholyte is purged into an aqueous acid trap and 
is identified and estimated by the indolphenol test. The indophenol test employs two 
reagents: reagent A (phenol and Na2[Fe(CN)5(NO)] in distilled water); and reagent B 
(sodium hydroxide and sodium hypochlorate). These are in turn added to the analyte 
solution, and if ammonia is present give a characteristic blue colour. The concentration 
of ammonia can be determined from a calibration curve measuring the UV/Vis 
absorbance at 625 nm.  
 
However, each CoL3N introduces only two nitrates. Even complete reduction of these to 
ammonia could only account for 20% of the charge passed in bulk electrolysis 2 above. 
And alternative explanations of a positive ninhydrin test would be hydrolysis or other 
fragmentation of CoL3N, or reduction of solvent – for example acetonitrile to ethylamine. 
Reduction of solvent as an explanation is favoured by a positive ninhydrin test obtained 
from bulk electrolysis 3, where CoL3N is absent and the yield of H2 is higher – implying 
that reduction of solvent occurs regardless but is favoured by CoL3N. Such a reduction 
could be acetonitrile to ethylamine or other products, and the electrochemical four proton 
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four electron reductions of nitriles such as benyl cyanide have previously been seen at 
cobalt electrodes.252 Electrocatalytic studies in other solvent such as DMF and DCM 
should give different responses to protons in the form of acetic acid.  If acetonitrile is 
implicated in the catalytic response, determination of main products of electrolysis could 
possibly achieved through separation from the catholyte solution via acid-base extraction 
followed by 1H-NMR analysis in combination with GC-MS, should allow its 
determination. Reduction of acetate to ethanal and or ethanol could be determined by 
careful fractional distillation of the catholyte solution and analysis by 1 
  
 
 
 
 
 
 
 
 
 
  
213 
 
 
 
 
 
 
 
 
Chapter 6.0 
Conclusions and further work 
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6.1 Conclusions 
 
A series of first row transition metal complexes of zinc, manganese, cobalt, nickel and 
copper based on cyclohexane-supported bis-imino pyridines with different ligand 
backbones of cyclohexane, and cyclohexanol were synthesised, where hydroxyl is either 
distal or proximal to the metal centre.  
 
Coordination chemistry of the ligand sets developed gave a range of geometries. Ligands 
(10, L1) and (5, L2) both give octahedral geometries, whereas (9, L3) gives trigonal 
prismatic geometry with Zn, Mn and Co, and square-pyramidal geometry with Cu. 
Complexes synthesised were characterised by x-ray crystallography when crystals of 
suitable quality could be grown, plus elemental analysis, infra-red spectroscopy, and mass 
spectrometry. In addition 1H and 13C NMR spectra were obtained for zinc complexes and 
paramagnetic 1H-NMR for cobalt complexes.  
 
All of the complexes synthesised were shown to give rich electrochemistry, largely due 
to the redox non-innocent bis-imino pyridine ligands. Furthermore, the presence or 
absence and position of a hydroxyl group distal/proximal to the metal centre are shown 
to have a large effect on the cyclic voltammetry. Evidence for molecular motion in 
ZnL3N and CuL3N is seen involving the interconversion between different geometries 
from the electrochemistry: specifically trigonal prismatic and octahedral or square-based 
pyramidal, this is through the coordination and de-coordination of the proximal hydroxyl. 
 
Electrocatalysis was focused on the series of cobalt complexes as these were shown to 
give the largest response to acetic acid, and less evidence for decomposition or deposition 
than found for example with nickel. The electrochemistry of CoL3N and CoL3B, 
containing the proximal hydroxyl, in the presence of acetic acid protons both show a 
change in behaviour on increasing proton concertation, which is most likely caused by a 
change in geometry on protonation (or hydrogen bonding to acetic acid) and reduction.  
 
Electrocatalytic response to protons for the cobalt nitrate based complexes gives high turn 
overs of electrons passed per second, indicating a fast rate of catalysis. Catalytic 
parameters, η, and TOFmax, of the cobalt complexes follow a trend in increasing η and 
TOFmax from the propane backbone, to cyclohexane backbone, to the distal cyclohexanol, 
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to the proximal cyclohexanol. This indicates that increase in rigidity increases the rate of 
catalysis, but increases the energy required. Coordination of the proximal hydroxyl group, 
as seen in CoL3N and CoL3B also has a clear influence on the catalytic process, giving 
rise to both higher η and higher TOFmax. These effects may result both from relay of 
protons to the metal centre by the –OH group, and increased reactivity of any resulting 
hydride species due to electron donation from –OH to the cobalt centre. 
 
Bulk electrolysis of CoL3N with acetic acid indicates that proton reduction to hydrogen 
is not the primary electrocatalytic process for this complex, due to a Faradaic yield of H2 
(ca. 18%) than is produced in the absence of the complex (47%). A positive nihydrin test 
of the catholyte after bulk electrolysis indicates presence of amines, and suggests 
reduction of acetonitrile solvent is in fact the main process. 
 
6.2 Further work  
 
• Address the nature of the reductive processes occurring during bulk electrolysis 
of CoL3N and of the other cobalt catalysts. As previously stated, there are three 
possible substrates other than protons in solution: nitrate, acetonitrile and acetate. 
Initial identification of these – in particular potential organic products such as 
amines, aldehydes or alcohols can be performed by mass spectroscopic analysis 
of the catholyte. However, this is unlikely to be quanitative. GC-MS (or LC-MS) 
would enable quantification by linking quantitative chromatography to mass 
spectral identification. In addition to this, amine products (for example 
ethylamine) can be confirmed and identified by using an acid-base extraction to 
separate from the catholyte, followed by 1H-NMR analysis in combination with 
GC-MS as suggested above. If the process is nitrate or acetonitrile reduction to 
ammonia, purging the catholyte solution into an acid trap and performing an 
indophenol test will reveal its presence. Moreover, the concentration of ammonia 
can be determined from a calibration curve measuring the UV/Vis absorbance at 
625 nm. Reduction of acetate to ethanal and/or ethanol could be determined by 
careful fractional distillation of the catholyte solution and analysis by 1H-NMR, 
although this is unlikely to be more practically viable than GC-MS unless 
performed at large scale. 
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• In support of the above experiemnts, investigation into the electrocatalytic 
response of CoL3N and the other cobalt based complexes with acetic acid (or 
other acids) in other solvents other than acetonitrile should be performed. This 
would provide a rapid indication of whether this behaviour is from reduction of 
acetonitrile and might also enable the true activity of these complexes towards the 
HER to be established, in the absence of competing substrates. 
• Investigations into the change in geometry of CoL3N in the presence of acetic 
acid, and whether this behaviour is dependent on the presence of acetate or if it is 
seen with other acids with different conjugate bases. The change in geometry 
could possibly be investigated through 1H-NMR, by reducing the complex 
chemically in the presence of acetic acid. Although the 2+ complex is 
paramagnetic, reduction of the complex in the presents of acid is likely to result 
in a square-planar or square based pyramidal geometry, as seen in the DFT studies 
conducted with this work. Therefore, this should give a d8 diamagnetic species 
and therefore a 1H-NMR comparable to that of ZnL1N and ZnL2N. 
Investigations could also be conducted via UV/Vis spectro-electrochemistry, or 
EPR spectro-electrochemistry. 
• Further investigations into the molecular motion of ZnL3N by electrochemistry 
over a wider range of scan rates and temperature range along with variable 
temperature 1H-NMR studies. 
• Investigations into the effect of anions on the electrochemical response of cobalt 
complexes to a proton source.  
• Further investigations into the change in geometry of CuL3N on reduction. This 
could possibly be achieved through 1H-NMR, through reducing the complex 
chemically to give the d10 complex that would be expected to give a 1H-NMR 
comparable to that of ZnL3N. 
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Chapter 7 
Experimental  
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7.1 General experimental  
7.1.1  Materials 
Tetrahydrofuran (THF) was distilled over sodium wire under nitrogen; triethylamine 
(TEA) was distilled at reduced pressure over KOH and stored over KOH under nitrogen; 
acetonitrile (MeCN) was distilled over CaH2 under nitrogen, and dichloromethane was 
distilled over P2O5 and K2CO3 under nitrogen. Pyridine was distilled and over KOH under 
nitrogen. Ethanol was dried over 4Å molecular sieves. cis,cis-1,3,5-Cyclohexanetriol 
dihydrate was obtained from Bujno Chemicals and dried under high vacuum for 24 hours 
at 50 oC (until weighing confirmed that all water had been removed). cis-1,3-
Diaminocyclohexane was obtained from TCI chemicals. All other reagents and solvents 
were obtained as ACS grade from Sigma-Aldrich, Alfa Aesar or Fisher Scientific and 
used as supplied. Deuterated solvents were obtained from Goss Scientific. Tosyl chloride 
(Aldrich) was recrystallised from ethyl acetate after washing with 10% NaOH solution. 
Unless otherwise stated, all column chromatography was performed over silica gel.  
7.1.2 Methods 
With the exception of the hydrogenations and complexations with nitrate and chloride 
metal salts, all syntheses were carried out under an atmosphere of oxygen-free nitrogen 
using standard schlenk techniques.  For the synthesis of CoB, CoL4B, CoL1B and 
CoL3B, anhydrous solvents were degassed under nitrogen for 20 minutes prior to use, 
and other reagents were degassed by freeze thaw cycles.  
 
TLC plates were developed using an ultraviolet lamp, KMnO4 dip or iodine chamber.  
FT-IR spectra described as a thin film on CaF2 were acquired by adding of a drop of a 
concentrated solution of an analyte in a volatile solvent onto a CaF2 plate and allowing 
for the evaporation of the solvent to give a thin film, before measuring the spectrum. 
Paramagnetic 1H NMR for cobalt complexes were recorded using the following 
parameters; Line broadening (LB) = 2, Acquisition Time (AQ) = 0.5 s, Delay (D1) = 0.1 
s, Sweep Width (SW) = 333.18 ppm, number of scans = 512.  
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7.1.3 DFT methods 
 
DFT calculations were performed using the Gaussian 09 suite of programs.253 Structures 
were optimized in the gas phase using the PBE256 pure functional from crystal structures 
obtained of from the structures in the 2+ oxidation state. The optimized structure was then 
used as a starting point for optimization calculations of the 1+, 0, and -1 structures of the 
complexes. In each case, carbon nitrogen and hydrogen were treated with the 6-311g(d,p) 
basis set with metal centers described with the lanl2dz255 basis set with effective core 
potential. Where required, structures were re-optimized in acetonitrile using the SMD 
solvent scheme of reference 254. All structures were confirmed as minima by frequency 
analysis. Diagrams showing the complexes and HOMO and LUMO molecular orbitals 
were then generated using Gaussview to try to understand where reductions were based 
on the complexes, and most likely places for protonation to occur. 
 
7.1.4 Instrumentation 
Elemental analysis 
London Metropolitan University Elemental 
Analysis Service 
Mass spectrometry 
UK National Mass Spectrometry Service, 
Swansea University 
FT-IR spectroscopy 
Perkin Elmer FT-IR spectrum BX and Bruker 
FT-IR XSA spectrometers 
UV-vis spectroscopy Agilent Cary 60 UV-vis spectrophotometer 
NMR spectroscopy 
 
Bruker AC 300 (300 MHz) and Bruker Ascend 
500 (500 MHz) spectrometers. All shifts are quoted 
with respect to TMS using the solvent signals as 
secondary standard 
X-ray crystallography 
 
Oxford Diffraction XCalibur 3 diffractometer 
(UEA), or Rigaku AFC 12 goniometer (National 
Crystallography service) equipped with an 
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enhanced sensitivity (HG) Saturn724+ detector and 
FR-E+ SuperBright molybdenum rotating anode 
generator with HF Varimax optics (100µm focus). 
Electrochemistry 
Autolab (PGStat 302N, and PGStat 30) 
potentiostat/galvanostat 
  
7.1.5  Compound numbering 
 
Organic compounds are numbered in the order in which their syntheses are described in 
the ligand synthesis and characterisation, chapter 3, with ligands described by their 
respective names and Ln, where n = the number of the ligand used in the respective metal 
complex.  Coordination compounds are given identification by the central metal, M 
followed by ligand, Ln, n = 1, 2, 3 or 4, followed by N to denote nitrate, Cl to denote 
chloride and B to denote tetrafluoroborate, for example CoL1N. 
7.1.6  Notation for NMR, MS and IR spectra 
Wherever possible, NMR spectra have been fully assigned using diagrams of the 
structures, labels for protons (Ha, Hb etc), and the following notation. 
NMR: s – singlet; d - doublet; t – triplet; q – quartet; qi – quintet; se – sextet; dd, dt, td, tt 
– doublet of doublets etc; p before any other letter signifies the prefix pseudo.  
Coupling constants for pseudo multiplets are not given as these are the result of second 
order coupling from non-equivalent protons with similar constants. Note also that 
assignment is necessarily incomplete for compounds 14 and 15. In these cases only the 
resonances for protons geminal to functional groups can be clearly identified, due to 
overlapping resonances making recognition of peak shape and or multiplicity impossible.   
ES-MS: [M]+ - molecular ion; [M–Na]+ - molecule plus a sodium ion. 
EI-MS: [M]+ - molecular ion; [M–X]+ - molecular ion minus fragment X.   
IR: sh – shoulder; vw – very weak; w – weak; m – medium; s – strong; vs – very strong. 
221 
 
7.1.7 A note on the purity of imine ligands 
For all of the Schiff-base products (before complexation), that is (18, L4), (10, L1), (5, 
L2) and (9, L3), small quantities of unreacted 2-pyridine carboxyaldehyde are always 
observed in NMR of the products even after precipitation or crystallisation. Purification 
by column chromatography or distillation was not possible as the conditions result in the 
hydrolysis of the imine groups. For this reason, elemental analysis for these ligands was 
not obtained. However, all other characterisation data matches the correct products, and 
elemental analysis and structural data from X-ray crystallography provides unequivocal 
proof that the target ligands were synthesised. 
 
7.1.8 Electrochemical methods 
 
All electrochemical procedures were carried out using an Autolab PGStat 30 
potentiostat/galvanostat, using GPES or Nova software. Cyclic voltammetry (CV) 
experiments were performed in a single-compartment or a conventional three-electrode 
cell with a Ag/AgCl reference electrode (3M NaCl, saturated AgCl) or a pseudo-reference 
Ag wire electrode separated by a glass frit. Glassy carbon (GCE), gold amalgam (Au/Hg), 
or boron doped diamond (BDD) were used as working electrodes with a Pt wire or gauze 
auxiliary electrode. Acetonitrile was freshly distilled (from CaH2), with TBABF4 used as 
the supporting electrolyte.  Solutions containing ca. 0.1 - 1 mM of analyte and 0.1 M 
electrolyte were degassed by purging with nitrogen for 20 minutes before the experiment 
and during the measurements a nitrogen atmosphere was maintained. All E1/2 values were 
calculated from (Epa + Epc)/2 at a scan rate of 100 mV s
–1 and referenced to internal 
standard ferrocene (Fc/Fc+).  Bulk electrolysis was performed using chronoamperometry 
in a three-compartment cell where both reference and counter electrode were separated 
by a glass frit. A 3×1×0.1 cm BDD wafer was used as a high surface area working 
electrode, a Pt gauze counter electrode and as a pseudo-reference electrode an Ag wire 
was used, or a Metrom non-aqueous Ag/AgCl. 
 
Prior to use in electrochemical experiments, boron doped diamond electrodes were 
activated by cycling the potential in aqueous 1 M HNO3 between 0 and −3 V vs Ag/AgCl 
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with stirring until stable reproducible following curves were obtained (10 cycles with 0.1 
V/s scan rate), to give a H-terminated electrode surface, as published by Bilewicz.255 
 
7.1.9 Preparation of [NBu4] [BF4] electrolyte 
 
A solution of tetrabutylammonium hydrogen sulfate (169.0 g, 0.498 mol) in distilled 
water (200 mL) was added to a solution of sodium tetrafluoroborate (54.6 g, 0.498 mol) 
in distilled water (200 mL) with vigorous stirring for 30 minutes giving a white 
precipitate. This precipitate was collected, washed three times with water (200 mL), and 
dried. The air dried solid was dissolved in in freshly distilled dichloromethane and dried 
over magnesium sulphate overnight before being filtered off and washed with dried 
dichloromethane. The resulting filtrate was slowly added to dry diethyl ether (1.5 L) with 
vigorous stirring. A white precipitate of [NBu4] [BF4] was obtained which was collected 
by filtration and dried in vacuo for 24 hours. 
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7.2  Ligand synthesis  
7.2.1 cis-1,3-Ditosyloxy-trans-5-hydroxycyclohexane (1) and cis-1,3-dihydroxy-5-
tosyloxycyclohexane (2) 
 
To a vigorously stirred solution of dry cis,cis-1,3,5-cyclohexanetriol (0.787 g, 0.596  
mmol) in pyridine (13 mL, 16 mmol) at 0 ºC was added dropwise a solution of freshly 
purified and dried tosyl chloride (2.38 g, 1.25 mmol) in pyridine (4 mL, 0.48 mmol) and 
stirred for 6 hours at 0 ºC. The reaction mixture was then allowed to slowly warm to room 
temperature with stirring overnight. After the reaction was seen to complete by TLC, 
ethyl acetate (40 mL) was added, and the resulting mixture was washed with (10 mL) of 
1 M HCl, followed by water (10 mL), saturated sodium carbonate (10 mL), and brine (10 
mL). The organic layer was then dried over sodium sulphate, and the solvent removed to 
give the crude tosylated compound which was absorbed on the minimum of silica. Flash 
chromatography with ethyl acetate: hexane (2:1), gave compound 1 as an off white sticky 
solid (1.503 g, 0.358 mmol, 57%). 1H-NMR (300 MHz, CDCl3): δ 7.73 (d, 4H, J = 8 Hz,  
Hg), 7.33 (d, 4H, J = 8 Hz, Hh), 4.32 (m, 2H, Hd), 3.53 (m, 1H, Ha), 2.44 (s, 6H, Hi), 2.23-
2.15 (m, 3H, 2Hb + He), 1.60 (m, 1H, Hf), 1.42 (m, 2H, Hc).
13C-NMR (75 MHz, CDCl3): 
δ 145.2 (Ar, C), 133.8 (Ar, C), 130.0 (Ar,CH), 127.6 (Ar, CH), 74.1 (CH), 64.4 (CH), 
40.3 (CH2), 37.7 (CH2), 21.7 (CH3). m/z (ESI
+) 441.10 [M+H]+.  FTIR (thin film on CaF2) 
cm-1: 3540 (s), 2958 (m), 2870 (w), 1598 (m), 1495 (w), 1469 (w), 1356 (s), 1173 (s), 
1096 (m). Elemental analysis for C26H36O10S2 calcd (found) %: C 54.63 (54.59), H 5.37 
(5.41). Also isolated as the second product from the same column was 2 as a white solid 
(0.04 g, 0.149 mmol, 25%). 1H-NMR (300 MHz, CDCl3): δ 7.77 (d, 2H, J = 9 Hz, Hg), 
7.34 (d, 2H, J = 9 Hz, Hh), 4.47 (m, 1H, Ha), 3.68 (m, 2H, Hd), 2.45 (s, 3H, Hi), 2.21-2.122 
(m, 3H, 2Hb + He), 1.58 (m, 1H, Hc), 1.39 (m, 2H, Hf). 
13C-NMR (75 MHz, CDCl3): δ 
145.0 (Ar, C), 134.3 (Ar, C), 130.0 (Ar,CH), 127.8 (Ar, CH), 75.8 (CH), 65.4 (CH), 42.6 
(CH2), 40.4 (CH2), 21.8 (CH3).  m/z (ESI+) 595.16 [2M+Na]+.  FTIR (thin film on CaF2) 
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cm-1: 3348 (b), 2947 (sh), 2866 (w), 1597 (m), 1467 (m), 1349 (s), 1189 (s), 1174 (s), 
1096 (s), 1024 (s), 953 (s), 928 (s). Elemental analysis for C13H18O7S, calcd (found) %: 
C 54.38 (54.53), H 6.37 (6.34). 
7.2.2 cis-3,5-Diazido-trans-hydroxycyclohexane (3) 
 
To cis-1,3-ditosyloxy-trans-5-hydroxycyclohexane (1) (3.34 g, 8.106 mmol) in 
anhydrous DMF (56 mL) was added sodium azide (5.27 g, 81.06 mmol). The resulting 
suspension was stirred at 70 oC for 16 hours before cooling, addition of EtOAc (40 mL) 
and removal of salts by filtration. The salts were washed with EtOAc, the washings 
combined with the filtrate and washed with water (3 × 40 mL), and the aqueous layer 
back extracted with EtOAc (2 × 40 mL). Combination of the organic layers, drying over 
MgSO4 and removal of solvent at reduced pressure, followed by column chromatography 
on silica (37.5% to 75% EtOAc in hexane), afforded compound 3 as a pale-yellow oil 
(0.996 g, 5.47 mmol, 68 %). 1H-NMR (300 MHz, CDCl3): δ 4.39 - 4.32 (m, 1 H, Ha), 3.77 
(m, 2H, Hd), 2.37 – 2.29 (m, 1 H, He), 2.12 - 2.02 (m, 2 H, Hb), 1.46 (m, 2H, Hc), 1.38 (m, 
1H, Hf).
13C-NMR (125 MHz, CDCl3): δ 65.7 (CH), 54.07 (CH), 37.5 (CH2), 36.9 (CH2). 
m/z (ESI+) 205.08 [M+Na]+. FTIR (thin film on CaF2) cm
-1: 3417 (m), 2935 (m), 2860 
(w), 2489 (vs), 1248 (s), 1129 (s). Elemental analysis for C6H10N6O, calcd (found) %: C 
39.62 (39.68), H 5.34 (5.45), N 45.82 (45.87). 
7.2.3 cis-3,5-Diamino-trans-hydroxycyclohexane (4) 
 
To cis-3,5-diazido-trans-hydroxycyclohexane (3) (0.400 g, 2.2 mmol) in ethanol (21 mL) 
separated into 6 × 3.5 mL aliquots was added 10% Pd/C catalyst (0.006 g) per aliquot. 
The mixture was agitated for 18 hours at 30 oC, under a hydrogen atmosphere of 620 kPa 
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before the catalyst was removed by gravity filtration. Evaporation of the solvent gave 
product 4 as an off white solid (0.264 g, 2.024 mmol, 92%). 1H-NMR (300 MHZ, 
CD3OD): δ 4.17 (m, 1H, Ha), 2.93 (m, 2H, Hd), 2.00 - 1.90 (m, 1H, He), 1.89 – 1.78 (m, 
2H, Hb), 1.18 (m, 2H, Hc), 0.88 (m, 1H, Hf).
13C-NMR (125 MHz, CD3OD): δ 66.60 (CH), 
45.26 (CH), 44.47 (CH2), 41.23 (CH2). m/z (ESI
+) M+ 130.2. IR (thin film on CaF2) cm
-
1: 3336 (sh), 2929 (sh), 1571 (s), 1468 (s), 1386 (s), 1333 (s), 1139 (w), 1004 (w), 980 
(m).  
7.2.4  cis-3,5-Bis[(2-Pyridinyleneamin]-trans-hydroxycyclohexane (5, L2) 
 
A methanolic solution (2 mL) of 2-pyridinecarboxaldehyde (0.587 g, 5.48 mmol) was 
added to a solution of cis-3,5-diamino-trans-hydroxycyclohexane (4) (0.300 g, 2.27 
mmol) and triethylamine (0.115 g, 1.14 mmol) in methanol (50 mL). The mixture was 
refluxed under nitrogen for 20 hours and the volume was then reduced giving brown oil. 
This was extracted from water with chloroform (3 × 25 mL), the organic layer back-
extracted with water (3 × 25 mL) and dried over MgSO4. The brown oil was then 
dissolved diethyl ether (5 mL), and precipitated by the addition of hexane. Filtration and 
drying under vacuum gave the product 5 (0.685 g, 92%) as a light brown solid. 1H-NMR 
(300 MHz, CDCl3): δ 8.58 (dd, 2H, J = 5, 2 Hz, Hk), 8.41 (s, 2H, Hg), 7.94 – 7.91 (m, 
2H, Hh), 7.67 (m, 2H, Hi), 7.24 (m, 2H, Hj), 4.40 (m, 1H, Ha), 3.90 (m, 2H, Hd), 2.01–1.80 
(m, 6H, 2Hb + 2Hc + He + Hf).
13C-NMR (125 MHz, CDCl3): δ 160.7 (CN-imine), 154.7 
(py -CN), 149.5 (py -CN), 136.7 (py -C), 124.9 (py -C), 121.7 (py -C), 66.6 (CH), 62.9 
(CH), 41.2 (CH2), 39.8 (CH2). m/z (ESI
+) 331.15 [M+Na]+. FTIR (thin film on CaF2) cm
-
1: 3353 (m), 2928 (m), 2859 (m), 1644 (s), 1132 (s). 
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7.2.5  cis,cis-3,5-Diazidocyclohexyl benzoate (6) 
 
A solution of cis-3,5-diazido-trans-hydroxycyclohexane (0.56 g, 3.1 mmol) in anhydrous 
THF (5 mL) was cooled to -50 ºC (dry ice/acetone bath) under nitrogen.  Benzoic acid 
(0.62 g, 4.9 mmol) and triphenylphosphine (1.29 g, 4.9 mmol) were then added to the 
cooled solution in quick succession, followed by the dropwise addition of DEAD (0.86 
mL, 4.9 mmol). The reaction mixture was then allowed to warm to room temperature over 
ca. 2 hours and stirred for a further hour at room temperature until completion of the 
reaction was shown by TLC (hexane: ethyl acetate, 95:5). Ether (10 mL) was added to 
the reaction mixture, which was then washed with 1 M HCl (10 mL), water (10 mL), 
saturated sodium bicarbonate solution (10 mL) and brine (10 mL). The ethereal layer was 
then dried over MgSO4 and the solvent removed and left overnight for crystals of 
triphenylphosphine oxide to form. The resulting mixture was taken up in ethyl acetate 
and evaporated to dryness on silica gel, before purification by column chromatography 
(hexane: ethyl acetate, 95:5 to 60:40) gave the product 6 as a yellow oil (0.556 g, 62%). 
1H-NMR (500 MHz, CDCl3): δ 8.02 (dd, J = 7.5, 1 Hz, 2 H, Hg), 7.58 (tt, J = 7.5, 1 Hz, 
1 H, Hi),  7.51-7.47 (m, 2H, Hh), 5.00 (m, 1 H, Ha), 3.46 (m, 2H, Hd), 2.5-2.44 (m, 2H, 
Hb), 2.37-2.3 (m, 1H, He), 1.53 (m, 2H, Hc), 1.40 (m, 1H, Hf).
13C-NMR (125 MHz, 
CDCl3): δ 165.8 (Ar-COO, C), 133.5 (ArC), 129.86 (ArC), 129.84 (ArC), 128.64 (ArC), 
68.4 (CH), 55.1 (CH), 36.8 (CH2), 36.6 (CH2).  m/z (ESI
+) 259.12 [M-N2+H]
+. FTIR (thin 
film on CaF2) cm
-1: 3324 (w), 2956 (m), 2880 (m), 2506 (w), 2104 (s, sh), 1716 (s, sh), 
1604 (m).  Elemental analysis for C13H14N6O2, calcd (found) %: C 54.54 (54.71), H 4.93 
(5.04), N 29.36 (29.46). 
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7.2.6  cis-3,5-Diazido-cis-hydroxycyclohexane (7) 
 
To a solution of cis,cis-3,5-diazidocyclohexyl benzoate (6) (100 mg, 0.35 mmol) in 
anhydrous methanol (2 mL) was added dropwise a solution of sodium methoxide in 
methanol (0.5 M, 2 mL). After the solution had stirred for 4 hours at room temperature, 
the solution was washed through Amberlite IR-120 (plus) (prewashed with methanol). 
Removal of the solvent and purification by column chromatography (hexane: EtOAc 9:1, 
then 4:6) yielded 7 as a yellow oil, (50 mg, 79 %). 1H-NMR (500 MHz, CDCl3): δ 3.72 
(m, 1H, Ha), 3.35 (m, 2H, Hd), 2.37 – 2.20 (m, 3H, 2Hb + He), 1.34 (m, 1H, Hf), 1.327 (m, 
2H, Hc).
13C-NMR δ (125 MHz, CDCl3): 66.4 (CH), 55.2 (CH), 40.0 (CH2), 36.5 (CH2). 
m/z (ESI+) 205.08 [M+Na]+. FTIR (thin film on CaF2) cm
-1: 3330 (br), 2926 (s), 2858 (s), 
2486 (s), 2094 (sh).  Elemental analysis for C13H14N6O2, calcd (found) %: C 39.56 
(39.80), H 5.53 (5.67), N 46.13 (45.89). 
 
7.2.7  cis-3,5-Diamino-cis-hydroxycyclohexane (8) 
 
10% Pd/C (0.020 g, mmol) was added to a solution of cis-3,5-diazido-cis-
hydroxycyclohexane (7) (0.126 g, 0.691 mmol) in ethanol (3.5 mL). This was treated with 
hydrogen at 620 kPa, at 30 oC with stirring for 18 hours. Removal of Pd/C by filtration, 
followed by evaporation of the solvent gave the product as a white solid (0.085 g, 0.65 
mmol, 94%). 1H-NMR (500 MHz, D2O): δ 3.68 (m, 1H, Ha), 3.74 (m, 2H, Hd), 2.1-2.04 
(m, 2H, Hb), 1.96 – 1.90 (m, 1H, He), 1.04 (m, 2H, Hc), 0.90 (m, 1H, Hf).13C-NMR (125 
MHz, D2O): δ 67.03 (CH), 45.70 (CH), 42.7 (CH2), 42.41 (CH2). m/z (ESI+) 153.09 
[M+Na]+. FTIR (thin film on CaF2) cm
-1: 3279 (sh), 2929 (sh), 1596 (s), 1554 (s), 1458 
(s), 1356 (s), 1284 (s), 1257 (w), 1022 (w), 910 (m).  
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7.2.8  cis-3,5-Bis[(2-pyridinyleneamin]-cis-hydroxycyclohexane (9, L3) 
 
A methanolic solution (5 mL) of 2-pyridinecarboxaldehyde (0.41 g, 3.54 mmol) was 
added to a solution of cis-3,5-diamino-cis-hydroxycyclohexane (8) (0.230 g, 1.77 mmol) 
and triethylamine (0.09 g, 0.88 mmol) in methanol (40 mL). The mixture was refluxed 
under nitrogen for 20 hours and the volume was then reduced to give a brown oil. This 
was extracted from water with chloroform (3 × 50 mL), the organic layer back-extracted 
with water (3 × 50 mL) and dried over MgSO4. The brown oil was then dissolved in the 
minimum of diethyl ether and precipitated by addition of hexane, filtration and drying 
under vacuum gave the product 9 (0.481 g, 1.55 mmol, 86%) as a cream solid. 1H-NMR 
(500 MHz, CDCl3): δ 8.65 (dd, 2H, J = 5, 2 Hz, Hk), 8.44 (s, 2H, Hg), 8.02 - 7.99 (m, 2H, 
Hh), 7.74 (m, 2H, Hi), 7.32 (m, 2H, Hj), 3.97 (m, 1H, Ha), 3.55 (m, 2H, Hd), 2.19-2.12 (m, 
2H, Hb), 1.97 (pq, 1H, Hf), 1.89-1.81 (m, 1H, He), 1.74 (pq, 2H, 2Hc). 
13C-NMR (125 
MHz, CDCl3): δ 160.8 (CN-imine), 154.7 (py -CN), 149.6 (py -CN), 136.7 (py -C), 124.9 
(py -C), 121.7 (py -C), 65.6 (CH), 42.6 (CH2), 40.7 (CH2).  m/z (ESI
+) 331.15 [M+Na]+. 
FTIR (thin film on CaF2) cm
-1: 3352 (br, sh), 3059 (w), 3010 (w), 2935 (s), 2860 (s), 2217 
(w), 1645 (s), 1588 (s), 1567 (s), 1469 (s), 1436 (s), 1337 (s), 1225 (s), 1086 (s), 1026 
(m), 992 (w).  
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7.2.9  cis-1,3-Bis(2-pyridinylenamine] cyclohexane (10, L1) 
 
cis-1,3-Diaminocyclohexane (0.88 mmol, 0.122 mL) was added to a solution of 2-
pyridinecarboxaldehyde (1.85 mmol, 0.192 mL) and triethylamine (0.44 mmol, 0.06 mL) 
and refluxed in dry MeOH (60 mL) overnight. The solvent was then removed under 
reduced pressure and the resultant oil re-dissolved in DCM, which was washed with 
distilled water and the organic layer dried over MgSO4. The volume was reduced under 
vacuum to ca 5 mL then hexane was added and put in the freezer overnight forming 10 
as brown crystals (0.2 g, 0.7 mmol, 80%). 1H-NMR (500 MHz, DOCD3): δ 8.06 (dd, 2H, 
J = 5, 2 Hz, Hk), 8.46 (s, 2H, Hg), 8.04 – 8.016 (m, 2H, Hh), 7.9 (m, 2H, Hi), 7.47 (m, 2H, 
Hj), 3.56 (ptpt, 2H, Hd), 1.97 (m, 2H, 2Hc), 1.90 - 1.80 (m, 3H, He + 2Hb), 1.72 – 1.61 (m, 
3H, Hf + Ha + Hl).
13C-NMR (125 MHz, CDCl3): δ 160.12, 154.82, 149.43, 136.52, 
124.62, 121.48, 68.17, 41.31, 33.18, 22.88. FTIR (thin film on CaF2) cm
-1:  1600 (s). m/z 
(ESI+): [M+Na] 315.16.  
 
7.2.10 cis-1,3-Dihydroxy-trans-5-azidocyclohexane (11) 
 
To a solution of cis-1,3-dihydroxy-5-tosyloxycyclohexane (2) (1.088 g, 3.80 mmol) in 
dry DMF (10 mL) was added sodium azide (1.24 g, 19.1 mmol).  The resulting suspension 
was stirred at 70 oC for 16 hours before it was allowed to cool and acetone (25 mL) was 
added to precipitate the salts.  The salts were filtered off and washed with acetone (3 × 
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20 mL), and the filtrate evaporated under vacuum before purification by column 
chromatography on silica (EtOAc, then 10% - 30% iPrOH in EtOAc) yielded the title 
compound as a yellowish crystalline solid (0.473 g, 3.01 mmol, 80%). 1H-NMR (300 
MHz, CD3OD): δ 4.11 (m, 1H, Ha), 3.85 (m, 2H, Hd), 2.19 - 2.13 (m, 1H, He), 2.01- 1.95 
(m, 2H, Hb), 1.52- 1.45 (m, 2H, Hc), 1.317 (m, 1H, Hf).
13C-NMR (125 MHz, CD3OD): δ 
70.0 (CH), 57.6 (CH), 44.2 (CH2), 38.8 (CH2). 
 m/z (ESI+): 158 [M-H]+, 130 [MH – N2]+, 
112 [M – N2 – OH]+. FTIR (thin film on CaF2) cm-1: 3322 (b), 2936 (sh), (N3) 2109 (vs), 
1461 (sh), 1371 (m), 1311(sh), 1268 (sh), 1114 (s) 1080(s), 1037 (sh), 928 (m). Elemental 
analysis for C6H11N3O2, calcd (found) %: C 45.85 (46.11), H 7.05 (7.10), N 26.73 (25.88). 
 
7.2.11 cis-1,3-Dihydroxy-trans-5-aminocyclohexane (12) 
 
To 27 mg of 10% Pd/C catalyst was added cis-1,3-dihydroxy-trans-5-azidocyclohexane 
(11) (0.359 g, 2.28 mmol) in ethanol (20 ml). The resulting suspension was stirred under 
hydrogen at 620 kPa, 30 oC for 18 hours.  Filtration of the catalyst and evaporation of the 
solvent, followed by trituration with ether gave 12 as a white solid (0.285g, 2.17 mmol, 
95%). 1H-NMR (500 MHz, D2O): δ 3.97 (m, 2H, Hd), 3.31 (m, 1H, Ha), 2.09 – 1.99 (m, 
1H, He), 1.70 (m, 2H, Hb), 1.52 – 1.45 (m, 2H, Hc), 1.33 (m, 1H, Hf).13C-NMR (125 MHz, 
D2O): δ 65.1 (CH), 43.7 (CH), 41.2 (CH), 39.4 (CH).  m/z (ESI+): 132.2 [M-H]+, 114.1 
[OH]+.  FTIR (thin film on CaF2) cm
-1: 3342 (s), 3273 (m), 2929 (m), 2852 (m), 1626 
(m). Elemental analysis for C6H13NO2, calcd (found) %: C 54.94 (55.16), H 9.99 (10.15), 
N 10.68 (10.44). 
 
 
 
 
 
 
231 
 
7.2.12 cis-3,5- Dihydroxy-trans-cyclohexylaminocyclohexane (13) 
 
To cis-1,3-dihydroxy-trans-5-aminocyclohexane (12) (56 mg, 0.426 mmol) in methanol 
(5 mL) was added cyclohexanone (51 mg, 53 µL, 0.512 mmol) and stirred under reflux 
for 15 hours. The solution was then allowed to cool to room temperature and toluene (20 
mL), cyclohexanone (53 µL, 0.512 mmol) and ammonium formate (96 mg, 1.534 mmol) 
added. The resulting mixture was refluxed in a Dean-Stark apparatus for 18 hours. 
Evaporation of the solvent gave a brown residue which was dissolved in DCM (20 mL) 
and washed with KOH (1 mL, 20 M). The aqueous layer was washed with DCM (3 × 20 
mL), and the organic layers combined dried over MgSO4. Concentration of the solvent to 
ca. 2 mL gave 13 as cream needles (60 mg, 66 %) after 3 days at room temperature, which 
were collected and washed with hexane (20 mL). 1H-NMR (500 MHz, CDCl3): δ 4.23 
(m, 2H, Ha), 3.43 (m, 1H, Hb), 2.59 (m, 1H, Hc), 2.14 – 2.07 (m, 2H, Hi), 2.03 – 1.96 (m, 
1 H, He), 1.92 – 1.86 (m, 2H, Hf), 1.76 – 1.68 (m, 1H, Hj), 1.67 – 1.58 (m, 2H, Hd), 1.36 
– 1.28 (m, 2H, Hl), 1.28 – 1.20 (m, 2H, Hk), 1.19 – 1.10 (m, 2H, Hm + Hg), 1.04 (pq, 1H, 
Hh).
13C-NMR (125 MHz, D2O): δ 68.1 (CH), 53.2 (CH), 43.0 (CH), 40.6 (CH), 37.6 
(CH), 34.2 (CH), 26.1 (CH), 25.24 (CH). m/z (ESI+): 214.18 [M + H]+.  FTIR (thin film 
on CaF2) cm
-1: 3267 (b), 2927 (s), 2852 (s), 1448 (s), 1260 (s), 1075 (s), 1017 (s).  
Elemental analysis for C12H24NO2Cl calcd (found): %: C 57.70 (56.73), H 9.40 (9.69), N 
5.61 (5.67). 
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7.2.13 cis-3,5-Ditosyloxy-trans-cyclohexylaminocyclohexane hydrochloride (14) 
 
To a stirred solution of cis-3,5-dihydroxy-trans-cyclohexylaminocyclohexane (13) (116 
mg, 0.54 mmol) in freshly distilled pyridine (7 mL) at 0 oC was added tosyl chloride (1.03 
g, 0.544 mmol). This was left to slowly warm to room temperature over 6 hours and then 
stirred for a further 3 days. The resulting mixture was added to a stirred slurry of ice 
giving the formation of a brown precipitate, which was collected and taken up into DCM 
(20 mL) and washed with water (3 × 15 mL). Drying of the organic layer over MgSO4, 
and evaporation gave 14 as a brown precipitate (119 mg, 0.214 mmol, 40 %). 1H-NMR 
(500 MHz, CDCl3): δ 8.58 (s, 1H, Hr), 7.75 (d, 4H, J = 8 Hz, Hn), 7.30 (d, 4H, J = 8 Hz, 
Hm), 4.9 - 4.86 (m, 2H, Ha), 3.65-3.55 (m, 1H, Hb), 2.86 – 2.75 (m, 1H, Hc), 2.43 (s, 6H, 
O-Ts-Me, Hq), 2.14 – 2.03 (m, 2H), 2.01 – 1.93 (m, 1H), 1.93 – 1.83 (m, 2H), 1.77 – 1.69 
(m, 2H), 1.69 – 1.51 (m, 4H), 1.48 – 1.32 (m, 2H), 1.20 – 1.01 (m, 3H). 13C-NMR (125 
MHz, D2O): δ 149.5 (ArC), 144.9 (ArC), 141.9 (ArC), 133.9 (ArC), 130.08 (ArC), 129.17 
(N+-C),  127.9 (ArC), 125.9 (N+-C), 74.9 (Ts-Me), 24.7 (CH), 21.8 (CH), 21.5 (CH). m/z 
(ESI+): 692.2 [M+OTs+H]+, 522.2 [M+H]+. FTIR (thin film on CaF2) cm
-1: 3417 (b), 
2936 (m), 2860 (m), 2552 (m), 2460 (m), 1921 (w), 1595 (s), 1494 (s), 1453 (s), 1359 
(m), 1306 (w), 1262 (w), 1175 (s). Elemental analysis for C26H35NO6ClS2 calcd (found) 
%: C 56.05 (56.54), H 6.33 (6.31), N 2.51 (2.47). 
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7.2.14 cis-3,5-Diazido-cis-cyclohexylaminocyclohexane (15) 
 
To cis-3,5-ditosyloxy-trans-cyclohexylaminocyclohexane hydrochloride (14) (119 mg, 
0.214 mmol) in anhydrous DMF (5 mL) was added sodium azide (0.360 g, 5.48 mmol). 
The resulting suspension was stirred at 70 ºC for 2 days before cooling, addition of DCM 
(30 mL) and removal of salts by filtration. The salts were washed with DCM (3 × 30 mL), 
the washings combined with the filtrate and washed with water (3 × 30 mL), and the 
aqueous layer back extracted with DCM (2 × 30 mL). Combination of the organic layers, 
drying over MgSO4 and removal of solvent in vacuo, followed by column 
chromatography on silica with 1:19 EtOAc : hexane, followed by EtOAc, afforded 15 as 
a pale yellow oil (0.033 g, 0.125 mmol, 50 %).1H-NMR (500 MHz, CDCl3): δ 3.30 (m, 
2H, Ha), 2.81 – 2.67 (m, 1H, Hb), 2.64 – 2.52 (m, 1H, Hc), 2.30-2.19 (m, 3H), 1.87-1.79 
(m, 2H), 1.76-1.69 (m, 2H,), 1.66-1.56 (m, 1H), 1.37-0.97 (m, 8H).13C-NMR (125 MHz, 
CDCl3): δ 56.2 (CH), 49.3 (CH),45.5 (CH), 36.9 (CH), 36.17 (CH), 31.3 (CH), 26.0 (CH), 
25.1 (CH). m/z (ESI+): 264.19 [M+H]+. FTIR (thin film on CaF2) cm
-1: 2927 (s), 2854 (s), 
2079 (vs), 1450 (s), 1374 (s).  
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7.2.15 cis-3,5-Diamino -cis-cyclohexyl-cyclohexylamine (16) 
 
10% Pd/C (20 mg) was added to a solution of cis-3,5-diazido-cis-
cyclohexylaminocyclohexane (15) (0.033 g, 0.125 mmol) in ethanol (3.5 mL). This was 
treated with hydrogen at 620 kPa, 30 oC with stirring for 18 hours. Removal of Pd/C by 
filtration, followed by evaporation of the solvent gave the product (16) as yellow oil 
(0.022 g, 0.10 mmol, 82%). 1H-NMR (500 MHz, CD3OD): δ 2.74 (ptpt, 1H, Hb), 2.69 
(ptpt, 2H, Ha), 2.63 (ptpt, 1H, Hc), 2.09–1.98 (m, 3H, 2Hi +He), 1.94-1.86 (m, 2H, Hf), 
1.79–1.72 (m, 2H, Hj), 1.69–1.61 (m, 1H Hm), 1.35–1.24 (m, 2H, Hk), 1.23-1.00 (m, 3H, 
Hl + Hg), 0.94 (pq, 1H, Hh), 0.88 (pq, 2H, Hd). m/z (ESI
+): 212.21 [M+H]+. FTIR (thin 
film on CaF2) cm
-1: 3270 (b), 2927 (s), 2854 (s), 1658 (w), 1573 (w), 1450 (m).  
7.2.16 cis-3,5-Bis[(2-Pyridinyleneamin]-cis-(aminocyclohexyl)-cyclohexane (17) 
 
A methanolic solution (2 mL) of 2-pyridinecarboxaldehyde (36 μL, 0.035 mmol) was 
added to a solution of cis-3,5-diazido-cis-cyclohexyl-cyclohexylamine (0.022 g, 0.1025 
mmol) and triethylamine (12 μL, 0.09 mmol) in methanol (50 mL). The mixture was 
refluxed under nitrogen for 20 hours and the volume was then reduced giving red/brown 
oil. This was extracted from water with DCM (3 × 25 mL), the organic layer back-
extracted with water (3 × 25 mL) and dried over MgSO4. The brown oil was then 
dissolved in the minimum of diethylether and precipitated by the addition of hexane, 
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filtration and drying under vacuum gave the product (0.040 g, 0.0943 mmol, 92%) as a 
brown/red solid (10% 2-pyridine carboxaldehyde). 1H-NMR (500 MHz, CDCl3): δ 8.62 
(dd, 2H, J = 4, 1.6 Hz, Hk), 8.43 (s, 2H, Hg), 8.01 – 7.97 (m, 2H, Hh), 7.72 (m, 2H, Hi), 
7.72 (m, 2H, Hj). 3.53 (m, 2H, Ha), 2.97 (m, 1H, Hb), 2.61 (m, 1H, Hc), 2.1 – 2.02 (m, 1H, 
He), 1.98 (m, 1H, Hh), 1.9-1.82 (m, 2H, Hi), 1.75-1.66 (m, 2H, Hf), 1.64 – 1.55 (m, 1H, 
Hm), 1.49 (m, 2H, Hd), 1.30-0.93 (m, 4H, 2Hl + 2Hk), 0.89-0.79 (m, 1H, Hg). 
13C-NMR 
(125 MHz, CDCl3): 160.5 (C=N), 154.8 (py -CN), 149.5 (py -CN), 136.7 (py -C), 124.8 
(py -C), 121.6 (py -C), 66.6 (CH) 53.4 (CH), 50.3 (CH) 41.2 (CH2), 41.1 (CH2), 34.4 
(CH2), 26.2 (CH2), 25.3 (CH2). m/z (ESI
+): 390.26 [M+H]+. FTIR (thin film on CaF2) cm
-
1: 3377 (mb), 3056 (m), 2928 (NH), 2853 (NH), 1645 (s) (C=N), 1588 (s), 1469 (s), 1434 
(s), 1322 (w).   
7.2.17 N,N’-Bis(2-pyridylmethylene)-1,3-diaminopropane (L4 18)  
 
1,3-Diamino propane (0.74 g, 10 mmol) and 2-pyridine carboxaldehyde (2.14 g, 20 
mmol) were added to ethanol (20 mL), and refluxed under an atmosphere of nitrogen for 
17 hours. The solvent was removed under vacuum, yielding a brown oil. Volatiles were 
removed by three washings of diethyl ether (10 mL), after which the oil was dissolved in 
a minimum volume of dichloromethane and an excess of diethyl ether was added, causing 
precipitation of a grey solid. The mixture was filtered, and the solvent was removed from 
the filtrate under vacuum, yielding DDPP (18, L4) (2.07 g, 8.20 mmol, 82%) as a reddish-
brown oil. 1H-NMR (500 MHz, CDCl3): δ 8.57 (dd, 2H, J = 5, 2 Hz, Ha), 8.35 (s, 2H, 
Hb), 7.93 (m, 2H, Hc), 7.66 (m, 2H, Hd), 7.24 (m, 2H, He), 3.73 (td, 4H, J = 6.8, 1.4 Hz, 
Hf), 2.10 (p, 2H, J =6.8 Hz, Hg). 
13C-NMR (500 MHz; CDCl3, δ): 160.38, 152.69, 147.55, 
134.66, 122.81, 119.39, 57.11, 29.82. m/z (ESI+): 253.14 [M+H]+. FTIR (thin film on 
CaF2) cm
-1: 3054 (w), 2924 (w), 2846 (m), 1650 (s) 1586 (s). 
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7.3  Metal complex synthesis  
 
7.3.1  [Co2(OH)2(MeCN4)](BF4)2 (CoB) 
 
Acetonitrile (80 mL) was added to [Co(H2O)6](BF4)2 (5.01 g, 20.82 mmol), stirred and 
heated to reflux for ca. 144 hours, with a Soxhlet extractor attached containing 4Å 
molecular sieves. The mixture was filtered via cannula, yielding a clear pink solution. 
The solvent was then removed under vacuum, and precipitated through the addition of 
diethyl ether (20 mL), filtration and drying yielded (CoB) (3.86 g, 8.07 mmol, 54%) as a 
pale pink/orange solid. FTIR (MeCN solution) cm-1: 3396 (m), 3006 (w), 2944 (m), 2316 
(s), 2288 (s). Elemental analysis for C8H14Co2N4O2 B2F8 calcd (found) %: C 19.62 
(19.97), H 2.88 (2.94), N 11.40 (11.40). 
 
7.3.2  [Co(DDPP)L2](BF4)2 (L = solvent, CoL4B) 
 
L4 (63 mg, 0.25 mmol) in acetonitrile (25 mL) was added dropwise to a solution of (CoB) 
(0.12 g, 0.25 mmol) in acetonitrile (2.5 mL), with stirring at room temperature. Once all 
(CoB) was added, the reaction was continued for a further 30 minutes, yielding a brown 
solution. The solvent was removed under vacuum, and the residue dissolved in a 
minimum of DCM and precipitated with an excess of diethyl ether with cooling, filtering 
yielded (CoL4B) (0.12 g, 0.21 mmol, 84%) as a brown solid. 1H-NMR (500 MHz; 
CD3CN, δ): 86.38, 54.99, 43.52, 29.31, 14.06, 8.52, 4.82, -77.91. 19F-NMR (500 MHz, 
CD3CN, δ): -148.78. FTIR (MeCN solution) cm-1: 2879 (w), 1639 (s), 1598 (s). m/z 
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(ESI+): 176.05 [M-2BF4-NCMe]
2+. Elemental analysis is consistent with hydrolysis of 
one BF4 to F
- with loss of BF3 in vacuo - for C15H16CoN4BF5 calcd (found) %: C 43.20 
(42.97), H 3.87 (3.51), N 13.43 (13.58).  
 
7.3.3  [Co(DDP)L2](BF4)2 (L = solvent, CoL1B) 
 
L1 (0.03 g, 0.1 mmol) was dissolved in acetonitrile (7 mL). The solution was added 
dropwise to a solution of CoB (48 mg, 0.1 mmol) in acetonitrile (1 mL), whilst stirring at 
room temperature. Once all L1 was added, the reaction was continued for a further 30 
minutes, yielding a brown solution. The solvent was removed under vacuum, and the 
residue was dissolved in a minimum of acetonitrile and precipitated by the addition of 
excess diethyl ether, yielding a brown precipitate, which with filtration isolated CoL1B 
(0.05 mg, 0.08 mmol, 80%) as a brown solid. 1H-NMR (500 MHz; CD3CN): δ 96.77, 
52.47, 45.32, 34.21, 9.71, 5.00, 3.57, -22.27, -24, 26, -62.26, -95.35, -112.93. 19F-NMR 
(500 MHz; CD3CN): δ -149.52 (s). FTIR (MeCN solution) cm-1: 3014 (m), 1636 (s). ESI-
MS Calc. For m/z (ESI+): 438.10 [M-2BF4-NCMe]
2+. 
 
7.3.4 [Co(DDOPi)(L)](BF4)2 (L = solvent, CoL3B) 
 
 
L3 (32 mg, 0.1 mmol) was dissolved in acetonitrile (10 mL). The solution was added 
dropwise to a solution of L3 (48 mg, 0.1 mmol) in acetonitrile (1 mL), whilst stirring at 
room temperature. Once all L3 was added, the reaction was continued for a further 30 
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minutes, affording a brown solution. The solvent was removed under vacuum, and the 
residue dissolved in diethyl ether, forming a brown precipitate. The mixture was filtered, 
yielding CoL3B (40 mg, 0.07 mmol, 70%) as a brown solid. 1H-NMR (500 MHz, 
CD3CN): δ 78.53, 58.12, 56.14, 54.86, 38.55, 32.13, 27.63, 15.89, 9.92, 5.53, 3.35, 1.05. 
19F-NMR (500 MHz, CD3CN, δ): -149.46 (s). FTIR (MeCN solution) cm-1: 3308 (br), 
2866 (m), 1639 (s), 1601 (s). m/z (ESI+): 183.55 [M-2BF4-NCMe]
2+. Elemental analysis 
for CoC18N4H22B2F8O2·H2O calcd (found) %: C 36.90 (36.23), H 4.30 (3.99), N 9.56 
(9.77). 
 
7.3.5  [Co(DDPP)(H2O)2(NO3)2] (CoL4N) 
 
L4 (33 mg, 0.132 mmol)  as a 0.01 M methanolic solution (13.2 mL) was added dropwise 
over 3.5 hours to a solution of Co(NO3)2·6H2O (34.9 mg, 0.115 mmol) in methanol (0.5 
mL).  A colour change from pink to orange was observed.  After the addition was 
complete the solution was stirred for a further 30 minutes, reduced to ca 2 mL and set to 
crystallise by Et2O diffusion. After 12 hours orange-brown crystals of CoL4N were 
formed (23 mg, 0.0575 mmol, 23%). 1H-NMR (300 MHz, CD3OD): δ 68.52, 61.74, 
36.71, 19.3, 4.94, 3.29, 2.07, -60. m/z (ESI+): 310.06 [M+ -N2O6H]. IR (MeOH) /cm
-1: 
1650 (s). Elemental analysis for C18H20CoN6O6 calcd (found) %: C 41.39 (41.7), H 3.71 
(3.5), N 19.31 (19.20). 
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7.3.6 Co[DDP](NO3)2 (CoL1N) 
 
L1 (0.021 g, 0.07185 mmol) as a 0.01 M methanolic solution (7 mL) was added dropwise 
over 3.5 hours to a solution of Co(NO3)2·6H2O (0.022 g, 0.007185 mmol) in methanol (1 
mL).  A colour change from pink to orange was observed.  After the addition was 
complete the solution was stirred for a further 30 minutes, reduced to ca 3 mL and set to 
crystallise by Et2O diffusion.  After 12 hours orange-brown crystals of CoL1N were 
formed (40 mg, 0.062 mmol, 86%). 1H-NMR (300 MHz, CD3OD): δ 73.63 - 77.67, 64.86, 
37.61, 22.46, 1.60 - 3.07, 1.51 - 1.98, 0.91 - 1.05, -6.75, -15.99, -16.6, -38.08, -36.36, -
50.12, -59.33, -57.14. m/z (ESI+): 350.09 [M+ -N2O6H]. IR (MeOH) /cm
-1: 1650 (s). 
Elemental analysis for C18H20CoN6O6 calcd (found) %: C 45.48 (45.30), H 4.24 (4.10), 
N 17.68 (17.90). 
7.3.7  Co[DDOP](NO3)2 (CoL2N) 
 
L2 (23 mg, 0.7 mmol) as a 0.01 M methanolic solution (8 mL) was added dropwise over 
3.5 hours to a solution of Co(NO3)2·6H2O (27 mg, 0.07 mmol) in methanol (1 mL).  A 
colour change from pink to orange was observed.  After the addition was complete the 
solution was stirred for a further 30 minutes, reduced to c.a. 2 mL and set to crystallise 
by Et2O diffusion.  After 24 hours orange-brown crystals of cis-3,5-bis[2-
pyridinyleneamin]-trans-hydroxycyclohexane-κ4-N,N’,N’’,N’’’-nitrato-aquacobalt(II) 
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nitrate were formed (10 mg , 0.019 mmol, 27 %). 1H-NMR (300 MHz, CD3OD): δ 74 
(br), 64.8, 37.3, 22.2,4.8, 3.8, -15.9, -17.4 (sh), -37.5 (br), -50.3 (sh), -59.3 (sh). m/z 
(ESI+): 429.08 [M-H2O-NO3]
+.  FTIR (diamond anvil) cm-1:  3331(br) (OH), 2940 (w) 
(CH), 1646 (m) (C=N), 1599 (s), 1569 (w), 1480 (w), 1422 (m), 1376 (m), 1293 
(coordinated NO3
-), 1070 (m) (C-O). Elemental analysis for C18H22CoN6O8 calcd (found) 
%: C 42.45 (42.48), H 4.35 (4.34), N 16.50 (16.27). 
7.3.8  Co[DDOPi](NO3)2 (CoL3N) 
 
L3 (20 mg, 0.06 mmol) as a 0.01 M methanolic solution (7 mL) was added dropwise over 
3.5 hours to a solution of Co(NO3)2·6H2O (23 mg, 0.06 mmol) in methanol (0.5 mL).  A 
colour change from pink to brown was observed.  After the addition was complete the 
solution was stirred for a further 30 minutes, reduced to c.a.  2 mL and set to crystallise 
by Et2O diffusion.  After 1-week brown crystals of CoL3N were grown by Et2O diffusion 
(7.8 mg, 0.018 mmol, 30%). 1H-NMR (300 MHz, CD3OD): δ 66 (sh), 47, 41, 35 (br), 28 
(sh), 23 (br), 7, 5, 1, 0. m/z (ESI+): 429.08 [M-NO3]
+. FTIR (thin film on CaF2) cm
-1: 3096 
(m) (OH), 2929 (w) (CH), 1650 (m) 1599 (s) (C=N), 1446 (s), 1391 (s), 1309 (coordinated 
NO3-), 1128 (m) (C-O). Elemental analysis for C18H20CoN6O7, calcd (found) %: C 44.0 
(43.56), H 4.10 (4.15), N 17.11 (16.94). 
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7.3.9  Mn[DDP](NO3)2 (MnL1N) 
 
L1 (33 mg, 0.11 mmol) as a 0.01 M methanolic solution (12.6 mL) was added dropwise 
over 3.5 hours to a solution of Mn(NO3)2·6H2O (28 mg, 0.11 mmol) in methanol (0.5 
mL).  The solution deepened in colour from pale to darker yellow.  After the addition was 
complete the solution was stirred for a further 30 minutes, reduced to c.a. 3 mL at the 
rotary evaporator and set to crystallise by Et2O diffusion.  After 2 hours pale yellow 
needles of MnL1N were formed (27.9 mg, 0.059 mmol, 52%).  FTIR (thin film on CaF2) 
cm-1: 2941 (w) (CH), 2922 (w), 1635 (s) 1592 (s) (C=N), 1478 (s), 1442 (s), 1300 
(coordinated NO3
-), 1260 (s). m/z (ESI+): 473.14 [M-NO3]
+. Elemental analysis for 
C18H20MnN6O6•H2O, calcd (found) %: C 44.18 (44.51), H 4.53 (4.25), N 17.17 (17.11) 
 
7.3.10 Mn[DDOP](NO3)2 (MnL2N) 
 
L2 (82 mg, 0.26 mmol) as a 0.01 M methanolic solution (28.9 mL) was added dropwise 
over 3.5 hours to a solution of Mn(NO3)2·6H2O (65 g, 0.26 mmol) in methanol (0.5 mL).  
The solution deepened in colour from pale to darker yellow. After the addition was 
complete the solution was stirred for a further 30 minutes, reduced to c.a. 3 mL at the 
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rotary evaporator and set to crystallise by Et2O diffusion.  After 2 hours yellow crystals 
of MnL2N were formed (20 g, 0.059 mmol, 16%). m/z (ESI+): 429.08 [M-H2O-NO3]
+. 
FTIR (thin film on CaF2) cm
-1: 3368 (br, m) (OH), 2936 (w) (CH), 2902 (w), 1644 (s) 
1596 (s) (C=N), 1444 (s), 1389 (s), 1308 (coordinated NO3
-), 1260 (s), 1060 (C-O). 
Elemental analysis for C18H20MnN6O7, calcd (found) %: C 44.36 (44.07), H 4.14 (4.32), 
N 17.25 (17.01). 
 
7.3.11 Mn[DDOP](NO3)2 (MnL3N) 
 
L3 (14 mg, 0.04347 mmol) as a 0.01 M methanolic solution (4.8 mL) was added dropwise 
over 3.5 hours to a solution of Mn(NO3)2·6H2O (22 mg, 0.04347 mmol) in methanol (0.5 
mL).  The solution deepened in colour from pale to darker yellow.  After the addition was 
complete the solution was stirred for a further 30 minutes, reduced to c.a.  2 mL and set 
to crystallise by Et2O diffusion.  After 12 hours yellow crystals of MnL3N were grown 
by Et2O diffusion (7.2 mg, 0.01478 mmol, 34%). m/z (ESI
+): 429.08 [M-NO3]
 +. FTIR 
(thin film on CaF2) cm
-1: 2919 (w) (CH), 2848 (w), 1653 (s) 1559 (s) (C=N), 1541 (s), 
1457 (s), 1395(s) 1301 (coordinated NO3
-), 1129 (s), 1011 (C-O). Elemental analysis for 
C18H20MnN6O7, calcd (found) %: C 44.36 (44.44), H 4.14 (4.17), N 17.25 (17.09) 
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7.3.12 Cu[DDP](NO3)2 (CuL1N) 
 
L1 (27 mg, 0.0915 mmol) as a 0.01 M methanolic solution (10.2 mL) was added to a 
solution of Cu(NO3)2·6H2O (27 mg, 0.0915 mmol) in methanol (0.5 mL) and stirred for 
16 hours at room temperature.  A colour change from blue to dark green was observed.  
After which the solution was reduced to c.a. 3 ml at the rotary evaporator and set to 
crystallise by Et2O diffusion.  After 12 hours dark green crystals of CuL1N formed (18 
mg, 0.0375 mmol, 41%). m/z (ESI+): 417.09 [M-NO3]
 +. FTIR (thin film on CaF2) cm
-1: 
3445 (m) (OH), 3079 (w) (CH), 2936 (w) (CH), 2359, 1645 (s) 1604 (s) (C=N), 1484 (s), 
1378 (s), 1335 (coordinated NO3
-), 1226 (m) (C-O).  Elemental analysis for 
C18H22CuN6O7, calcd (found) %: C 43.42 (43.15), H 4.45 (4.38), N 16.88 (16.49). 
 
7.3.13 Cu[DDOP](NO3)2 (CuL2N) 
 
L2 (70 mg, 0.266 mmol) as a 0.01 M methanolic solution (20 mL) was added to a solution 
of Cu(NO3)2·6H2O (55 mg, 0.266 mmol) in methanol (1 mL) and stirred for 16 hours at 
room temperature.  A colour change from blue to dark green was observed.  After which 
the solution was reduced to c.a. 3 mL at the rotary evaporator and set to crystallise by 
Et2O diffusion. After 12 hours dark green crystals of CuL2N were formed (60 mg, 0.117 
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mmol, 52%). m/z (ESI+): 471.09 [M-2NO3]
2+, 433.08 [M-NO3]
+. FTIR (thin film on CaF2) 
cm-1: 3445 (m) (OH), 3079 (w) (CH), 2936 (w) (CH), 2359, 1645 (s) 1604 (s) (C=N), 
1484 (s), 1378 (s), 1335 (coordinated NO3
-), 1226 (m) (C-O).  Elemental analysis for 
C18H22CuN6O8, calcd (found) %: C 42.07 (41.95), H 4.31 (4.24), N 16.35 (16.45). 
 
7.3.14 Cu[DDOP](NO3)2 (CuL3N) 
 
L3 (16 mg, 0.05 mmol) as a 0.01 M methanolic solution (5.6 mL) was added to a solution 
of Cu(NO3)2·6H2O (14 mg, 0.05 mmol) in methanol (0.5 mL) and stirred for 16 hours at 
room temperature.  A colour change from blue to dark green was observed.  After which 
the solution was reduced to c.a. 3 mL at the rotary evaporator and set to crystallise by 
Et2O diffusion.  After 12 hours dark green crystals of CuL3N were grown by Et2O 
diffusion (8 mg, 0.01616 mmol, 32 %).  m/z (ESI+): 370.08 [M-NO3]
+. FTIR (thin film 
on CaF2) cm
-1: 3445 (m) (OH), 3079 (w) (CH), 2936 (w) (CH), 2359, 1645 (s) 1604 (s) 
(C=N), 1484 (s), 1378 (s), 1335 (coordinated NO3
-), 1226 (m) (C-O). Elemental analysis 
for C18H20CuN6O7, calcd (found) %: C 43.59 (43.67), H 4.07 (4.13), N 16.95 (16.86). 
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7.3.15 Zn[DDP](NO3)2 (ZnL1N) 
 
L1 (14 mg, 0.0486 mmol) as a 0.01 M methanolic solution (5.4 mL) was added to a 
solution of Zn(NO3)2·6H2O (13 mg, 0.0486 mmol) in methanol (0.5 mL) and stirred for 
2 hours at room temperature.  The colour of the solution remained pale yellow throughout.  
After which the volume of the solution was reduced to c.a. 2 mL on the rotary evaporator 
and set to crystallise by Et2O diffusion.  After 12 hours colourless crystals of ZnL1N 
formed (9.6 mg, 0.1991 mmol, 41%). 1H-NMR (500 MHz, CD3OD): δ 9.20 (d, J = 4.8 
Hz, 2H, Hk), 8.86 (s, 2H, Hg), 8.44 (ptd, 2H, Hi), 8.15 (d, 2H, J = 7.81 Hz, Hh), 8.08 – 
8.03 (m, 2H, Hj), 4.425 – 4.385 (m, 2H, Hd), 2.35 – 2.08 (m, 5H, Ha + 2Hb + He + Hf), 
2.06 -2.0 (m, 2H, Hc), 1.64 – 1.56 (m, 1H, Hl). 13C-NMR (125 MHz, CD3OD): δ 163.9 
(C=N), 151.4 (ArC), 148.2 (ArC), 143.4 (ArC), 131.0 (ArC), 130.0 (ArC), 64.0 (CH), 
49.0 (CH), 34.4 (CH2), 16.0 (CH2). m/z (ESI
+): 391.28 [M+2H2O-2NO3-H
+]+ FTIR (thin 
film on CaF2) cm
-1: 3168 (w) (OH), 2893 (w) (CH), 1646 (s) (C=N), 1597 (m), 1481 (m), 
1445 (m) 1326 (s) (NO3
-), 1291 (s) 1031 (s). Elemental analysis for C18H22N6O6Zn, calcd 
(found) %: C 44.69 (44.63), H 4.58 (4.16), N 17.37 (17.28). 
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7.3.16 Zn[DDOP](NO3)2 (ZnL2N) 
 
L2 (44 mg, 0.14 mmol) as a 0.01 M methanolic solution (15.6 mL) was added to a solution 
of Zn(NO3)2·6H2O (36 mg, 0.14 mmol) in methanol (0.5 mL) and stirred for 2 hours at 
room temperature.  The colour of the solution remained pale yellow throughout.  After 
which the solution was reduced to c.a. 2 mL at the rotary evaporator and set to crystallise 
by Et2O diffusion. After 12 hours colourless needles of ZnL2N were formed (13.3 mg, 
0.0258 mmol, 18 %). 1H-NMR (500 MHz, CD3OD): δ 9.19 (d, 2H, J = 4.8 Hz, Hk), 8.9 
(s, 2H, Hg), 8.44 (ptd, 2H, Hi), 8.16 (d, 2H, J = 7.57 Hz, Hh), 8.08–8.03 (m, 2H, Hj), 4.64 
– 4.54 (m, 2H, Hd), 4.35 (ptpt, 1H, Ha), 2.30–2.23 (m, 4H, 2Hb + He + Hf), 2.04 (ptd, 2H, 
Hc).
13C-NMR (125 MHz, CD3OD): δ 164.2 (C=N), 151.4 (ArC), 148.1 (ArC), 143.5 
(ArC), 131.0 (ArC), 130.2 (ArC), 65.5 (CH), 61.0 (CH), 43.4 (CH2), 33.8 (CH2). m/z 
(ESI+): 434.08 [M-H2O-NO3]
+.  FTIR (thin film on CaF2) cm
-1: 3368 (s) (OH), 2932 (m) 
(CH), 2361 (CH), 1653 (s) (C=N), 1601 (s), 1570 (w), 1559 (w), 1541(w), 1386 (s) (NO3
-
), 1309 (s) 1065 (s), 1020 (w) (C-O). Elemental analysis for C18H22ZnN6O8, calcd (found) 
%: C 41.92 (42.00), H 4.30 (4.25), N 16.29 (15.89). 
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7.3.17 Zn[DDOP](NO3)2 (ZnL3N) 
 
 
L3 (48 mg, 0.1512 mmol) as a 0.01 M methanolic solution (16.8 mL) was added to a 
solution of Zn(NO3)2·6H2O (40 mg, 0.1512 mmol) in methanol (1 mL) and stirred for 2 
hours at room temperature.  The colour of the solution remained pale yellow throughout.  
After which the solution was reduced to c.a. 2 mL at the rotary evaporator and set to 
crystallise by Et2O diffusion.  After 12 hours colourless needles crystals of ZnL3N were 
grown by Et2O diffusion (18 mg, 0.0363 mmol, 24%). 
1H-NMR (500 MHz, CD3OD): δ 
8.91 (d, 2H, J = 4.8 Hz,  Hk), 8.73 (s, 2H, Hg), 8.31 (ptd, 2H, Hi), 8.01 (d, 2H, J = 7.5 Hz, 
Hh), 7.92 (m, 2H, Hj), 4.57 (pp, 2H, Hd), 4.54 (pp, 1H, Ha), 2.57 (dt, 1H,  J = 14.7, 3.3 Hz 
, Hf), 2.38  (dpt, 2H, J = 14.6 Hz, Hb),  2.32- 2.26 (m, 2H, Hc), 2.12 (dpt, 1H, J = 12.9 Hz, 
He). 
13C-NMR (125 MHz, CD3OD): δ 160.6 (C=N), 151.1 (ArC), 148.7 (ArC), 143.0 
(ArC), 130.3 (ArC), 129.3 (ArC), 68.6 (CH), 64.2 (CH), 39.1 (CH2), 38.7 (CH2). m/z 
(ESI+): 371.08 [M+-H+-2(NO3)]. FTIR (thin film on CaF2) cm
-1: 3223 (s) (OH), 2925 (m) 
(CH), 2853 (CH), 1742 (s), 1656 (s) (C=N), 1599 (s), 1446 (s), 1386 (s) (NO3
-), 1311 (s) 
1034 (s), 1014 (w) (C-O).  Elemental analysis for C18H20ZnN6O7, calcd (found): % C 
43.43 (43.65), H 4.05 (3.95), N 16.88 (16.73). 
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7.3.18 Ni[DDOP]Cl2 (NiL2C) 
 
L2 (70 mg, 0.226 mmol) as a 0.01 M methanolic solution  (20 mL) was added dropwise 
to NiCl2·6H2O (54 mg,  0.226 mmol) in  methanol (5 mL) and the resulting yellow 
solution stirred for 2 hours, before the volume was reduced to ca 3 mL in vacuo.  
Diffusion of ether into the methanolic solution over 36 hours produced large, green block 
crystals of the title compound (24 mg, 0.0491 mmol, 22%). FTIR (thin film on CaF2) cm
-
1: 3501 (s) (OH), 3058 (w), 2919 (w) (CH), 1648 (m) (C=N), 1599 (s), 1481 (w), 1446 
(w), 1389 (w), 1308 (m), 1219 (w), 1158 (w), 1120 (w), 1050 (m) (C-O), 1015 (w), 978 
(w), 782 (s), 638 (w). Elemental analysis for C19H26Cl2N4NiO3, calcd (found): % C 47.41 
(47.15), H 4.86 (4.85), N 12.29 (11.93). 
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