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Tiivistelmä:
ITER koereaktorin ydinfuusio-ohjelman aikana tullaan todennäköisesti käyttämään volframisia 
komponentteja diverttorin alueella, koska volframi kaappaa vain vähän polttoainetta eikä muodosta seinälle 
kertyviä yhdisteitä polttoaineen kanssa. Vaikka volframi kestää hyvin deuteriumin aiheuttamaa eroosiota, 
volframin eroosio plasman epäpuhtauksien ja reunamoodien (ELM) vaikutuksesta voi johtaa merkittävään 
komponenttien kulumiseen, korkeaan volframipitoisuuteen plasmassa, voimakkaaseen keskustan säteilyyn 
ja plasman tehon heikkenemiseen. ITER koereaktorin ensiseinän materiaalien aiheuttamien kysymysten 
takia, JET-tokamakin ensiseinä on vaihdettu ITER-tyyppiseksi, joka koostuu beryllium rajoittimista ja 
volframista valmistetuista diverttorilevyistä. Tässä työssä tutkitaan plasman keskustan volframisaastumista 
yhdessä JET-tokamakin ITER-tyyppisen ensiseinän referenssiplasmassa. Volframin eroosiota ja 
kulkeutumista mallinnetaan kvasi-kineettisellä Monte-Carlo ohjelmalla D1VIMP käyttäen taustaplasmoja, 
joiden dynaaminen aikakehitys on laskettu 2-D fluidiohjelmalla EDGE2D/EIRENE. EDGE2D/EIRENE- 
simulaatiot on säädetty vastaamaan ELMien välisiä mittauksia ulkokeskilinjan Thomsonin sironta, sekä 
diverttorilevyjen Langmuir sondi ja infrapuna kamera diagnostiikoilla. Lisäksi ELMin suuruus, sekä ELMin 
viilaavan ja johtuvan osuuden suhde on asetettu vastaamaan mittaustuloksia tekijän 2 virhemarginaalilla. 
ELMejä mallinnetaan tässä työssä ad hoc -menetelmällä kasvattamalla lyhyeksi ajaksi plasman kentän 
poikkisuuntaista diffuusiota ulkoisen keskilinjan ympäristössä. Saatuja ELM ratkaisuja käytetään DIVIMP 
simulaatioissa, joissa mallinnetaan volframin eroosion ja keskustaan vuotamisen aikariippuvuutta. 
Volframin eroosiota laskettaessa on otettu huomioon deuteriumin, sekä kevyiden plasman epäpuhtauksien 
vaikutus. ELM johtaa EDGE2D/ElRENE-simulaatioissa kalvorajoitettuun plasmaan, jossa diverttorilevyjen 
plasmalämpötilat ovat muutaman 100 eV:n luokkaa. Kalvorajoitettu korkean levylämpötilan plasma johtaa 
merkittävään volframin eroosioon ja keskustaan kulkeutumiseen. Levylämpötilat pysyvät suurina 
ensimmäisten muutaman 100 ps aikana ELMin jälkeen. Plasman tiheys diverttorilevyjen edessä alkaa 
nousta noin 1 millisekunnin jälkeen, mikä johtaa korkean neutraalikierrätyksen plasmaan laskien lämpötilan 
diverttorilevyjen edessä nopeasti muutamaan 10 eV:in. Korkean neutraalikierrätyksen alkaessa, volframin 
eroosio ja keskustaan kulkeutuminen heikkenevät voimakkaasti. ELMit johtavat siis voimakkaaseen 
hetkelliseen plasman saastumiseen, joka määrää suurelta osin plasman keskimääräisen 
volframikonsentraation. Plasman volframisaastuminen osoittautuu siis tasapainoprosessiksi, jossa ELMien 
aiheuttama keskustan saastuminen ja puhdistuminen kilpailevat keskenään. Volframisaastuminen 
ELMisessä H-moodi plasmassa määräytyy siis suurelta osin ELMien ominaisuuksien perusteella. Tässä 
työssä volframikonsentraatiolle saatiin arvio IO'6 - 10"5. Noin 50% keskustaplasman volframisaastumisesta 
johtui deuteriumin ELMin aikana aiheuttamasta eroosiosta. Itseräiskymisen huomioonottaminen johtaa 
voimakkaaseen volframin eroosion kasvamiseen ELMin aikana. Täten itseräiskyminen johtanee saatuja 
arvioita suurempaan volframikonsentraatioon.____________________________________________________
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Abstract:
Tungsten plasma-facing components (PFCs) are foreseen in the divertor of ITER during the activated 
operational phase due to low fuel retention in the bulk material and tire absence of co-deposition. While 
physical sputtering of deuterium is suppressed in semi-detached plasma conditions, tungsten sputtering by 
deuterium during edge localized modes (ELMs) and by plasma impurities may lead to significant tungsten 
erosion, high tungsten concentrations in the core plasma exceeding 10"5, strong radiation and, therefore, to 
reduction of plasma performance. Understanding the time-evolution of tungsten erosion and transport in 
ELMy H-mode plasmas is, thus, essential for optimising tungsten impurity screening in tokamaks operating 
with tungsten PFCs. To address the issues related to tungsten sources and transport in ITER, an ITER-like 
wall has been installed in the JET tokamak with tungsten divertor PFCs and bulk beryllium main chamber 
limiters. In this study, tungsten contamination is simulated for one of the JET ITER-like wall reference 
plasmas of high triangularity. Tungsten erosion and transport are simulated with the quasi-kinetic Monte 
Carlo trace-ion code DIVIMP on background plasmas dynamically evolved in time with the 2-D multi-fluid 
code EDGE2D/E1RENE. The EDGE2D/EIRENE simulations are adjusted to match the pre-ELM outer mid­
plane (OMP) Thomson scattering, target Langmuir probe and target infra-red camera measurements, as well 
as to reproduce within a factor of two the total ELM magnitude and the ratio of the convective ELM losses 
to the conductive ones. ELMs are simulated ad hoc by imposing short duration enhancements for the cross­
field diffusion coefficients around the OMP. DIVIMP is executed on the obtained ELM background plasma 
solutions to model the time-evolution of tungsten erosion and core leakage. Tungsten erosion due to 
background deuterium and small percentages of light impurities, such as neon, nitrogen and beryllium, are 
taken into account. The ELM onset in EDGE2D/E1RENE is characterized by sheath-limited (ve ~ 2) SOL 
plasma conditions with target temperatures of the order of a few 100 eV. The sheath-limited, high target 
temperature conditions lead to a significant increase of tungsten sputtering and divertor leakage. The target 
temperatures remain elevated during the first few 100 ps of the ELM event. The target densities begin to 
increase roughly 1 milhsecond after the ELM onset, which leads to high recycling target conditions and 
lowers the target temperatures rapidly to the range of a few 10 eV. Consequently, tungsten sputtering and 
divertor leakage are considerably suppressed. Accordingly, ELMs impose a strong temporal increase of the 
core tungsten contamination, which dominantly determines the amount of tungsten in the core. Therefore, 
the core tungsten contamination of ELMy H-mode plasmas becomes a balance process between the ELM 
induced core purging, and the ELM caused core contamination, thus being ultimately determined by the 
ELM characteristics. An estimated tungsten core concentration of 10"6 - 10"5 was obtained. Roughly 50% of 
the core contamination originated from sputtering due to deuterium impact during ELMs. Including self- 
sputtering leads to a short duration tungsten run-away process during the intra-ELM phase. Therefore, the 
self-sputtering presumably increases the core contamination above the values obtained in this study.
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Since the late 18th century, mankind has exploited fossil fuels, such as coal, oil and 
natural gas, as an economic energy source for increasing the standard of living. Still, 
in the 21s' century, the ever-growing economy, as well as rapid industrialization of 
developing countries, will continue to demand more and more energy. The fossil 
fuel supplies, which have met most of this increasing demand so far, are, however, 
very limited. They are foreseen to run out within the following centuries 11 ], thus 
jeopardizing the basis of the modern society. In addition, burning fossil fuels pro­
duce high amounts of green house gases, the emission of which must be reduced to 
restrict the global wanning within the acceptable level of 2 degrees compared to the 
pre-industrial era [2]. Therefore, alternative energy sources with acceptable costs 
of economic and natural resources must be developed to overcome the otherwise 
inevitable energy and climate crisis within the next centuries.
Nuclear fusion, the process taking place in stars, offers that desirable energy 
source. Not only does it provide practically unlimited fuel resources, but also it 
does not cause any significant pollution. Green house gases are not produced in 
the fusion reaction, and the slight activation of the reactor components is negligible 
compared to the radioactive inventory produced by the traditional nuclear fission 
power plants. Until fusion power plants become commercially available, fission 
power plants are, nevertheless, considered as a viable fossil-fuel-alternative energy 
source to reduce greenhouse gas emissions.
The technology required for a nuclear fusion reactor is, however, very advanced. 
Tokamaks are currently the leading fusion reactor concept due to their high fusion 
performance. In a tokamak, the fuel is heated up to 150 million Kelvins and, thus, 
brought into a plasma state and confined with strong magnetic fields. Despite this, 
the plasma-surface interaction (PSI) with solid reactor-walls is inevitable. The in­
teraction between these two extreme phases of matter cools down the plasma and 
damages the wall, both of which are unfavourable in terms of achieving a steady- 
state fusion reactor plasma with central temperatures of 150 million degrees, while 
maintaining the integrity of the first wall. Essentially, fusion energy research is 
about learning how to tame a star in a chamber which consists of available materials. 
Sufficient methods to produce the star are known already, but designing such a 
chamber is challenging.
The Joint European Torus (JET) tokamak, which started operating in 1983, is 
currently the largest magnetic confinement plasma physics experiment in the world. 
Since 1983, it has been one of the main devices worldwide in establishing the know­
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ledge required for building a fusion reactor. During the 2010 - 2011 shutdown, the 
previous plasma-facing components (PFCs) of JET, consisting of carbon-fibre com­
posites (CFC), were replaced with full metal ones of tungsten and beryllium [3]. 
This is the wall configuration foreseen in the activated operational phase of the In­
ternational Thermonuclear Experimental Reactor (ITER) tokamak |4], [5]: the next 
major fusion experiment foreseen to go into operation in 2019. Thus, the present 
ITER-like wall (ILW) JET offers critical insight into plasma-surface interaction and 
plasma operation anticipated in the ITER.
In this study, erosion and transport of tungsten in JET type-I ELMy H-mode 
plasmas are simulated. The type-I ELMy H-mode is foreseen as one of the prin­
cipal, high-performance operation regimes in the future fusion reactors. While 
tungsten is more resilient than CFC to erosion caused by plasma-surface interac­
tion, as a plasma impurity, it may considerably impair the plasma performance 
by increasing the radiation losses. In fact, it has been deduced that a tungsten 
particle-concentration of one tenth of a per-mille can prevent the self-sustaining 
plasma-operation, thus ruling out the possibility of a practical fusion reactor [6]. 
Therefore, it is especially important to understand the tungsten contamination pro­
cess in the fusion reactor-relevant H-mode plasmas in fusion devices operating 
with tungsten PFCs. Tungsten erosion and transport are simulated, in this study, 
with the quasi-kinetic Monte-Carlo test particle code DIVIMP [7] on background 
plasmas calculated and dynamically evolved in time with the 2-D multi-fluid code 
EDGE2D/EIRENE |8,9,10].
This report is divided into five chapters. The first chapter introduces the ba­
sics of the controlled nuclear fusion with the emphasis on the magnetic plasma- 
confinement. The second chapter explains the phenomena of edge plasmas and 
plasma-surface interaction, as well as the modelling methods used for edge plas­
mas. In the third chapter, the simulated JET plasma discharge is described and 
compared to the background plasma simulations obtained with EDGE2D/EIRENE. 
The fourth chapter concentrates on the tungsten erosion and transport simulation 
results obtained with DIVIMP. and, finally, the fifth chapter concludes this report.
2
1 Controlled Nuclear Fusion
1.1 Thermonuclear Fusion
In a nuclear fusion reaction, two nuclei fuse together to form a heavier one. The 
mass defect, Aw, associated with the change in the total nuclear binding energy, is 
converted to energy according to the equation E = Amc2 [11], where c stands for 
the speed of light. This way, net energy can be gained by fusing elements until 
iron, Fe (A=56), i.e. the element with the highest binding energy per nucleon, is 
obtained.
For the fusion reaction to occur, two nuclei must be brought within the range of 
the attractive nuclear force: ~ 10-15 m. Positively charged nuclei experience, how­
ever, a strong electromagnetic repulsion, i.e. Coulomb barrier, which they must 
overcome first. To do so, they must approach each other with high relative velo­
city, which in thermonuclear fusion is achieved by heating the fuel up to the range 
of 108 Kelvins. At these temperatures, a sufficient fraction of the fuel nuclei can 
penetrate the Coulomb barrier to produce reactor-relevant fusion yields. At this 
required temperature range, a notable fraction of the electrons can overcome the 
attractive potential of the nuclei, thus ionizing the gaseous fuel. This ionized gas is 
called plasma. Therefore, plasma physics plays a major role in the fusion research.
The lowest required temperature for reactor-relevant fusion yields is obtained 
with a fuel-mixture of deuterium (D) and tritium (T). They provide the largest 
possible thermonuclear fusion rate of about 10-21 m3/s, calculated by assuming 
an even fuel mixture and Maxwellian velocity distribution [12]. The D-T reac­
tion rate peaks at the relatively low temperature of 50 keV, and already at the 
range of 10 - 20 keV (~ 150 • 106 K) the rate is sufficient for a fusion reactor. The 
temperature here is given in units 7ev = £b • 7k, where is the Boltzmann constant. 
This convention is used in this study from now on. Other feasible fusion fuel mix­
tures are D-D and D-He3 [12]. D-D fuel mixture is likely to be used in the second 
generation fusion reactors due to abundance of deuterium and radioactivity issues 
related to tritium.
A D-T fusion reaction produces an a-particle of 3.5 MeV and a neutron of 
14 MeV 112]. Although the energy gained in a D-T reaction is significant, a fusion 
reactor requires also a considerable energy input to obtain the required temperatures 
of 10-20 keV. To produce net energy, the thermal output from the reactor must 
exceed the total heating power, which has to compensate the losses caused by con­
vection, conduction and radiation. This can be written in tenns of a gain factor, Q, 
defined as the ratio of the thermal fusion power to the applied heating power [ 13|.
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The highest achieved gain factor so far has been 0.65 [14] with JET, and one of the 
primary goals of the ITER project is to achieve Q = 10 [15]. In suitable conditions, 
the 3.5 MeV fusion a-particles can provide sufficient heating power to overcome 
the power losses, thus igniting the plasma: <2 —» The criterion for a pure, evenly 
distributed, and spatially constant D-T plasma to ignite can be summed up into 
a triple product (also known as the fusion parameter). The minimizing value of 
this criterion occurs at the ion temperature of T = 15 keV. At this temperature, 
the ion density, n [m-3], and the energy confinement time, Хд [s], must satisfy 
пТхе > 8.3 atm s (atm ss IO5 Pa) [13]. Therefore, achieving ignition requires con­
finement of high enough fuel-pressure for a sufficiently long duration.
The confinement strategies in the controlled nuclear fusion can be divided into 
inertial and magnetic confinement. In the inertial confinement, one imposes very 
high pressures of p > I011 atm (n > 1031 m-3, Г ~ 10 keV) for a short duration 
(t£ < 10~,() s) by heating a D-T pellet with strong photon beams. The surface 
of the pellet vaporizes immediately and, while expanding, causes an inward com­
pressing shock wave, which drives the central pressure of the pellet over the igni­
tion criterion 116]. The confinement is provided by the inertia of the particles of 
the exploding pellet. In the magnetic confinement, on the other hand, one aims 
to achieve a steady-state (Хд ~ several s) reactor-operation by confining a low 
pressure (p ~ I atm, 7 ~ 15 keV, n ~ 102() m-3) plasma fuel with strong magnetic 
fields [12].
1.2 Magnetic Confinement - Tokamak
Magnetic plasma-confinement is based on the Lorentz force affecting a charged 
particle in an electromagnetic field [ 13]. According to the Lorentz force, charged 
particles are accelerated parallel to electric field, E, and confined into gyro mo­
tion perpendicular to magnetic field. B. The centre of the gyro-motion is called 
the guiding-centre. Accordingly, a magnetic field greatly reduces the transport of 
charged particles perpendicular to it, which leads to plasma confinement in two 
out of the three spatial co-ordinates. The last direction, where the plasma must be 
confined, is the parallel-B one. In tokamaks this is accomplished by winding the 
magnetic field up to itself, thus eliminating the straight parallel-B losses. The ratio 
of the parallel-B guiding-center velocity to the perpendicular-B one is typically of 
the order of 105 in tokamaks. Therefore, fuel particles have to travel a distance of 
the order of 1 (P times the plasma’s minor radius (figure 1 a, component a) before 
reaching the plasma-facing components.
A tokamak is a toroidal system, in which the plasma is confined by a helical
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magnetic field in a vacuum chamber (figure 1 ). The geometry of the vacuum cham­
ber is characterized by the major radius, R, the minor radius, a, and the elongation, 
i.e. the ratio of the vertical radius, b, of the vacuum chamber to its horizontal one 
(figure la). These parameters and the related plasma volumes for JET and ITER are 
presented in the table 1 [17]. The linear dimensions of ITER are roughly double to 
those of JET and the plasma volumes differ roughly by a factor of 9 [ 17].
Table 1 : The approximative geometrical parameters of the vacuum chambers of JET and ITER. 
R stands for the major radius, a for the minor radius, b/а for the elongation and V for the plasma 
volume.
JET ITER
3 m 6.2 mR
1.2 m 2 ma
b/a 1.7 1.7
100 nr' 840 m 'V
Toroidal direction iww Foiotdet field сойе











Figure 1 : a) The used co-ordinate system, b) Schematic of a tokamak, courtesy of EFDA-JET [18]
The primary component of the magnetic field in a tokamak is the toroidal one, 
Вф, which is generated by toroidal field coils (figure 1). The toroidal field cannot, 
however, confine the plasma by itself. The magnitude of the toroidal field varies 
as Вф « 1. This leads, through guiding-centre drifts, to separation of opposite
charges and to formation of a vertical electric field in the plasma. The electric field 
leads to an outward E x В drift, thus ultimately deteriorating the confinement [12]. 
To short-circuit this electric field, a poloidal magnetic field, Bq. is also required. Bg 
is generated by imposing a toroidal current, /ф, into the plasma. In addition to the 
toroidal current, the poloidal field is shaped and positioned by outer poloidal field 
coils. Altogether, the resulting magnetic field of a tokamak is a helical one. Bg is 
usually of the order of 0.1 Вф, which leads to a small magnetic pitch angle Вд/Вф.
5
Figure 2: Poloidal magnetic equilibriums of high- and low-triangularity at JET: a) 8 ~ 0.4, 
b) 5 ~ 0.2. The magnetic axes are illustrated with dots.
The operational parameter space and ultimately the confinement of a tokamak
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The magnetic pitch angle in a tokamak is typically written in terms of a safety factor, 
i/s, which is defined as the number of toroidal circuits a field line completes within 
a full poloidal revolution. Due to the magnitude variation of the toroidal magnetic 
field, the inner side of the poloidal cross-section of a tokamak is often called the 
high field side (HFS) and the outer side the low field side (LFS) (figure la). The 
half-height of the poloidal cross-section is called the mid-plane.
To obtain a steady-state magnetic equilibrium in a tokamak, the magnetic force 
must balance the plasma pressure [12]: J x В = Vp. The J stands for the cunent 
density in the plasma. Accordingly, В must be perpendicular to the pressure gradi­
ent: В ■ Vp = 0. Therefore, the helical field lines map nested toroidal surfaces of 
constant pressure. The centre of these surfaces, which approaches a single field line 
with maximum pressure, is called the magnetic cuxis [ 19]. The poloidal magnetic 
flux, Ч'р = / В • dA, that flows through a toroidal pressure contour, dA, is constant 
and depends only on p [19]. Accordingly, 'Tp can be used as a radial flux surface 
co-ordinate, which is usually normalized to 0 at the magnetic axis and to 1 at the 
last closed flux surface (LCFS).
The shape of the poloidal magnetic equilibrium in a tokamak can be determined 
with geometrical parameters of the LCFS: horizontal width, elongation and trian­
gularity, 6. Ö represents the horizontal dislocation of the highest or the lowest point 
of the LCFS field line from the core centre [12]. Ô is usually presented as a frac­
tion of the core’s half-width. A positive triangularity stands for dislocation towards 
the centre of the torus. Figure 2 illustrates first open flux surfaces of high and low 








is limited by magnetohydrodynamic (MHD) instabilities, which are predominantly 
formed on rational qs surfaces. The density limit disruption [12], for instance, 
generally restrict the operational space to electron densities below a certain limiting 
value. This value has been observed to correlate well with the empirical Greenwald 
limit [20].
The magnetic confinement efficiency can be written as the ratio of the plasma 
pressure to the magnetic pressure: ß = p2/(В2/2ро). The achievable ß is the eco­
nomical figure of merit for a specific magnetic confinement device. The high ß 
plasmas are, however, susceptible to MHD instabilities, and a maximum limiting 
value for ß has been observed and documented in [21 ].
The radial extent of plasma in a vacuum chamber is limited by interaction with 
plasma-facing components (PFCs). The LCFS is the last flux surface not in con­
tact with the PFCs, and the flux surfaces beyond the LCFS are open. The region 
of the open field lines, within which the wall sink action scrapes the plasma off, 
is called the scrape-off layer (SOL) (figure 3). The LCFS can be specified either 
by a solid limiter intersecting the outermost flux surfaces or by a diverting mag­
netic field, which forms a separating flux surface called the separatrix. The first 
is called the limiter and the latter the divertor configuration. Modern tokamaks 
operate principally on the divertor configuration, and the remaining of this study 











Scrape-o« layer 4/i Pumaj— XjxxntStrike points
11i Private plasmaDivertor plates Dtveflor Tsrgets
a) b)
Figure 3: a) The magnetic equilibrium geometry of a divertor configuration, courtesy of EFDA- 
JET [22]. b) X-poinl geometry of a divertor [23]
The divertor components in contact with the plasma are called the divertor tar­
gets (figure 3a). The locations where the separatrix intersects the targets are called 
the strike points. The LFS target is often also called the outer target (ОТ) and the 
HFS target the inner target (IT). In the divertor configuration a poloidal magnetic
7
null, called the X-point, is formed (figure 3b). The plasma region restricted by the 
separatrix and the X-point is called the private flux region (PFR).
1.3 Plasma Impurities
Ideally, a fusion plasma would contain only hydrogenic species (D-T), i.e. atomic 
number Z = 1. Such conditions are, however, unrealistic. At least helium ash 
(Z = 2), originating from the D-T fusion reactions, is present. In addition, plasma- 
surface interactions are inevitable and lead to release of atoms and molecules from 
the solid surfaces by evaporation and sputtering. Impurities may also be puffed 
into the reactor for diagnostic purposes as well as for mitigating heat loads to the 
PFCs. Therefore, plasma impurities are an intrinsic part of the magnetic confine­
ment fusion, which needs to be studied and understood to minimize their harmful 
consequences while optimizing the beneficial ones. [23]
Impurities cause fuel dilution, increased radiation and increased erosion of PFCs. 
The principal harmful consequence of the plasma impurities is cooling of the main 
plasma by increased radiation and fuel dilution, thus deteriorating the energy con­
finement and lowering the fusion power. In the fuel dilution process, impurities con­
tribute to the total plasma pressure, which is limited below the Troyon ß -limit [21]. 
Therefore, the impurities replace fuel particles, and this drawback cannot be over­
whelmed by increasing the fuel density. [23]
The increased radiation is the principal plasma-cooling effect caused by 
impurities. In the coronal equilibrium (see [24], p. 225, for definition), the radiated 
power density caused by a given impurity species can be written:
/fd = /7e/7Ztfrad., CD
where nc stands for the electron density, /?z for the impurity density and Ära(j for the 
radiation power function [12]. The radiation power function varies greatly among 
elements (figure 4.25.1 in [12]). Plasma impurities increase the radiation losses by 
enhancing the bremsstrahlung radiation, which scales as Pradhm ^ Z^tr. and by ra­
diation through atomic processes, i.e. recombination and line radiation. The Zeff 
stands for the average charge state of the plasma. The radiation through the atomic 
processes is the dominant cause of increased radiation. Consequently, the high 
atomic number elements are much more harmful for the energy confinement than 
the low atomic number species. Tungsten (W, Z = 74), for instance, is roughly 1000 
times stronger radiator than carbon (C, Z = 6) in the fusion relevant temperatures of 
10-20 keV (figure 4.25.1 in [12]). Low Z impurities, such as carbon, become fully
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stripped of their orbital electrons at those temperatures, whereas high Z impurities, 
such as tungsten, retain some of their orbital electrons throughout the entire fu­
sion relevant temperature range. Core tungsten concentrations of about 1.9- 10-4 
(fw = Hw/ие) are estimated to prevent ignition, while the minimum triple product 
(see the section 1.1 ) for ignition is increased by 20% in the case of cw ~ 3 ■ 10-516].
The enhanced radiation due to impurities is not. nevertheless, solely unfavourable. 
In the SOL relevant temperatures, < 100 eV, the low Z impurities retain some of 
their orbital electrons, thus providing a considerable radiative capability. Therefore, 
non-intrinsic low Z impurities, such as neon and nitrogen, are often puffed into the 
plasma to mitigate the heat loads to PFCs. This is called SOL plasma seeding.
Erosion of PFCs is one of the fundamental challenges in the magnetic confine­
ment fusion. While the process causes release of plasma impurities, it also limits 
the lifetime of the PFCs. While tungsten is more resilient against erosion due to 
hydrogenic species than CFC, the erosion due to plasma impurities may still be 
significant. This follows from the more efficient momentum transfer and higher 
surface impact energy of the plasma impurities due to their higher mass and charge 
state. The latter effect follows from an electric field between the plasma and solid 
surfaces. This electric field gives energy to the particles according to their charge 
state. The formation of this electric field is explained in the section 2.1.
1.4 Plasma-Facing Materials
The material selection as well as the design of the PFCs is one of the key research 
areas in the magnetic confinement fusion. The PFC materials have proven to affect 
the plasma properties and the performance of the experimental fusion devices [25].
The PFCs of the very first tokamaks consisted mainly of non-refractory me­
dium Z materials, such as steel. Coupled with poor vacuum conditions and im­
perfect magnetic field alignment, this resulted in impurity radiation accounting for 
almost all the energy loss from the core plasma, thus limiting the energy confine­
ment to low values. Later, confinement was improved by advanced vacuum tech­
nology, enhanced magnetic field control, and refractory materials, such as tungsten, 
in limiters and divertor targets. In 1978, in a neutral beam injection (NBI) experi­
ment on Princeton Large Torus tokamak operating with tungsten limiters, centrally 
peaked radiation was observed, and the maximum ion temperatures were limited to 
2 keV [25]. Replacing the tungsten with carbon, and conditioning main wall with 
titanium between discharges, enabled achievement of record ion temperatures of 
7 keV [25]. Since those days, low Z materials, especially carbon, have been widely 
employed for PFCs. [23]
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Carbon PFCs have demonstrated an excellent operational flexibility. Being low 
Z, the eroded carbon mitigates automatically the target heat loads by increasing the 
edge plasma radiation. Carbon PFCs show, however, significant tritium retention 
when operating in D-T. Tritium is ß- active with the half-life of 12.3 years. In 
reactor scale devices, the tritium inventory inside the machine may accumulate sig­
nificant enough to become a safety concern for the population outside the reactor 
area. With carbon PFCs, the re-deposition trapping of tritium in form of carbon- 
hydrates can cause tritium accumulation well beyond the safety-limits. For ITER, 
a safety limit of I kg of retained tritium inside the reactor has been decided, thus 
imposing an operational upper limit of 700 g [26]. Using carbon PFCs, ITER is pre­
dicted to reach this ceiling within a few hundred full performance shots [26]. There­
fore, despite the beneficial properties of the carbon, the high Z refractory materials, 
such as tungsten, have reclaimed their position as the principal PFC materials in 
tokamaks.
Tungsten has the highest surface binding energy (8.8 eV) of all elements, which 
gives tungsten beneficial resiliency to sputtering. It is, however, considerably brittle, 
which greatly limits the bearable heat flux densities for tungsten PFCs. In fact, a 
steady-state wall heat flux density on tungsten PFCs cannot exceed 10 MW/m2 in 
order to avoid excessive damage and melting of the components [17]. Meeting this 
requirement in ITER during the activated operational phase is one of the major chal­
lenges faced by the project. Furthermore, due to the detrimental effect of tungsten 
impurity for the core performance, a careful divertor impurity screening control is 
required for tokamaks operating with tungsten.
In the current baseline, the ITER PFC materials consist of beryllium main cham­
ber limiters, tungsten divertor baffles and carbon-fibre composite (CFC) divertor 
strike points [15] (figure 4a). Prior to the D-T campaigns, the divertor PFCs in 
ITER are foreseen to be switched to full tungsten ones to prevent excessive accu­
mulation of retained tritium |28], The beryllium functions as a low Z non-carbon 
main chamber material. During the 2010 - 2011 shutdown, the previous CFC PFCs 
of JET were replaced with ITER-like ones consisting of bulk beryllium main cham­
ber limiters, bulk tungsten outer strike point and tungsten coated CFC elsewhere in 
the divertor [3, 29] (figures 4b and 5).
The scientific evolution of the PFC materials has raised tungsten and beryl­
lium as the principal first-wall materials for the future fusion reactors. The major 
question, which will be partially answered during the JET ITER-like wall cam­
paigns, is whether these materials will provide sufficient operational flexibility for 
the high performance, 0 > 10, operation in ITER. The achievement of high Q re-
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Figure 5: a) The JET tokamak after the installation of the ITER-like wall on the 8th May 2011. 
Modified from [3]. b) The ITER-like wall diveror configuration of the JET tokamak with the mag­
netic field geometry modelled in this study. The outer strike point is situated on the tile number 5. 
which is the bulk tungsten one. The purple tiles in the figure represent the 200 pm vacuum plasma 
spray (VPS) tungsten coated CFC tiles, and the pink ones stand for the 10 pm combined magnetron 
sputtering and ion implantation (CMSII) tungsten coated CFC tiles [29].
quires plasma operation within a high confinement mode (H-mode) with frequent 
transient events called edge localized modes (ELMs), which impose excessive tem­





Figure 4: a) The ITER wall configuration chosen for the non-nuclear campaigns, b) The JET 
































1.5 High Confinement Mode
To achieve the required temperatures, a fusion reactor demands a substantial power 
input. Unfortunately, the energy confinement time. Те, has been found to decrease 
with the applied heating power, thus limiting the heating efficiency. Fortunately, 
a sudden transition to enhanced confinement has been observed to occur when the 
power crossing the separatrix exceeds a certain threshold value [30]. In this high 
confinement modo. (H-mode), the is typically twice as long as in the previous low 
confinement mode (L-mode). In JET, the L-H power threshold is usually around 
5-8 MW. whereas for ITER, a value around 52 - 86 MW has been estimated [31 ].
The appearance of the H-mode is associated with a sudden increase in the edge 
pressure gradient. Accordingly, an edge transport harrier (ETB) and a pressure 
pedestal are formed, and the edge deuterium recycling rate interpreted from the Da 
signal is decreased |32). Da measures the intensity of the a В aimer line emitted by 
neutral hydrogenic particles entering the plasma [12]. The formation of the ETB 
is associated with a suppression of the edge plasma turbulence, which, presumably, 
predominantly drives radial convective transport within the edge plasma. The sup­
pression of the turbulence is related to E x В velocity shear with a favourable mag­
netic shear, thus suppressing the formation of large turbulent eddy structures [33]. 
These structures could, otherwise, serve as channels for direct convective transport.
After the fonnation of the ETB, the density and the temperature of the entire 
core plasma are increased, as the pedestal values determine the boundary conditions 
for the core plasma. In fact, ITER is foreseen to require pedestal top temperatures 
of about 4 keV to obtain the central plasma conditions necessary for the Qn.j = 10 
operation [17]. Therefore, H-mode is mandatory for achieving the pedestal gradi­
ents required for the high performance operation.
The steep H-mode pedestal gradients are susceptible for MHD instabilities. 
These MHD instabilities, called edge localized modes (ELMS), lead to sudden col­
lapses of the pedestal driving significant particle and heat fluxes to the SOL plasma. 
They can be identified as Da peaks caused by enhanced wall recycling. The ELMs 
do not, however, deteriorate the central plasma confinement significantly. Instead, 
the ELM influence usually terminates at the depth of 20% of the minor radius [34]. 
The pedestal rebuilds rapidly after the restoration of the ETB. thus providing condi­
tions for a following ELM. therefore leading to periodic ELMs. The ELM frequen­
cies, fa m. are usually within the range of about 1 Hz - 1000 Hz [34].
The most common ELM types are t\pe-I and type-ill. These can be categorized 
by their power dependencies |35]. In the type-III ELM regime the ELM frequency 
has been observed to decrease and in the type-I ELM regime to increase with in­
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creasing input power [35]. The type-III ELM regime is observed to occur when 
the input power is slightly above the L-H threshold [34]. The type-III ELMs are 
associated with resistive MHD instabilities [36]. They are characterized by high fre­
quencies and small amplitudes: 0.1-1 kHz, AWfi m/W^-h ~ 1% [23]. Increasing 
the input power well above (>20%) the L-H threshold leads to a short ELM-free 
period followed by the type-I ELM regime [34]. The type-I ELMs are considered to 
be driven by ideal MHD peeling-ballooning mode instabilities [36], triggered when 
a critical edge pressure gradient is exceeded. The type-I ELMs are characterized 
by small frequencies and large amplitudes: 1-100 Hz. AWELM/Wpe(j ~ 3 - 20%. 
In addition to these, a variety of ELMs, such as type-II, grassy, and type-V, have 
been observed [34]. These are, however, beyond the scope of this study and are not 
described here. A more detailed description of ELMs can be found in [34].
Although the type-I ELMs have large amplitudes, the type-I ELM regime offers 
excellent performance in terms of the triple product (see the section 1.1) [34]. While 
the ELM-free H-mode regimes provide high energy confinement, they generally 
suffer from unacceptable impurity accumulation in the core plasma. Therefore, 
ELMs are necessary to avoid excessive impurity contamination by purging the core 
of impurities. Thus, the type-I ELMy H-mode is currently foreseen as one of the 
principal high-perfonnance operation regimes in the fusion reactors.
The rapid release of the pedestal stored energy into the SOL may constitute a 
serious threat to the PFCs. In ITER, the maximum allowable energy loss of 1 MJ 
per ELM has been calculated [37]. In the <2d-t — Ю operation, this is associated 
with a fractional loss of only less than 1% of the pedestal stored energy [38]:
2 ("i, ped^i, ped "b /7ei ped^e, ped) bpl (2)Wped = asmai
whereas the observed ELM magnitudes in the type-I ELMy H-mode plasmas span 
from 3% to 20% [34]. Vpiasma stands for the volume of the confined plasma.
The ELM energy and particle fluxes from the pedestal to the SOL plasma arise 
predominantly at the LES outer mid-plane (OMP) region consistent with the peeling- 
ballooning MHD characteristics for the ELMs [34, 39, 40, 41]. A typical ELM 
duration, TelM) defined as the duration of the magnetic fluctuation phase, have 
been observed to be around 100 - 200 /vs [34]. ELMs have been observed to eject 
radially and poloidally ñrñte filamentary structures with a radial velocity of the or­
der of 600 m/s and a poloidal spreading of about 500 nr/s [42]. The filamentary 
structures are observed at the OMP roughly within the first 100 /vs after the ELM 
onset, which is defined as the foot of the rapid increase of the Da signal in the
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where the cross-term is subtracted. The convective losses appear to depend only 
weakly on the plasma parameters, being roughly AWconv/Wped ~ 4 - 8% for a large 
region of the operational space [43]. The conductive losses, on the other hand, 
have been observed to increase from Aiyconcj/Wped ~ 5% to AVTcond/Wped ~ 20%, as 
the neoclassical electron collisionality at the pedestal decreases from v ~ 0.5 to 




where <795 stands for the safety-factor at the 95% flux surface, e = a/R, and Àe, e rep­
resents the electron-electron Coulomb collision mean free path [45]. Consequently, 
the ratio of the convective ELM losses to the conductive ones is foreseen to increase 
as a function of the plasma collisionality, and the total ELM magnitude to decrease 
accordingly.
It should be noted that the energy terms in the equations (2) and (3) are given in 
units eV for simplicity. In the following sections, these will be generally converted 
to Joules.
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divertors |43]. After crossing the separatrix, the filament loses its energy through 
the parallel-B transport to the solid surface. The fraction of the total ELM energy, 
AWhlm, reaching the main chamber wall has been found to be in the range 3 - 30% 
and scale proportionally to the distance of the outer limiter from the separatrix 
[38, 44].
The ELM losses can be divided into groups defined by the dominant transport 
processes: convective, ^Lján¡Tj, and conductive, ^LjUjATj. The total ELM mag­
nitude can be written |43]:





The scrape-off layer connects the hot (> 107 K) confined plasma with the solid 
first wall (~ 102 - 103 K). The main practical objective in researching the SOL is 
to establish techniques to attenuate wall power loads and to screen wall-released 
impurities from leaking to core while ensuring as high as possible core boundary 
temperature and density. While the length scale of the core plasma is within metres, 
the typical width of the SOL is measured in centimetres only. Therefore, the power 
from the metre-scale core is largely channelled to the solid surface via a centimetre- 
scale plasma-slice, which may impose surface heat fluxes greatly beyond existing 
engineering limits. Thus, reaching these objects requires a careful design of the 
control parameters, such as machine geometry, wall configuration, plasma operation 
and impurity seeding.
2.1 Plasma Sheath
The plasma is electrically quasi-neutral (ne « L¡n¡Z¡). Electrical conductivity in 
fusion plasmas is typically very high: about 107 - 109/£2m [12, 46]. Therefore, any 
significant charge separation results into extremely high currents rapidly 
equilibrating the potential difference. A characteristic scale-length for spontaneous 
charge separations in plasma is given by the Debye length \ 12]:
6()7e^•Debye — (5)2’nee
where £<) represents the vacuum-permittivity, Te the electron temperature, ne the 
electron density, and e the unit charge. Typically in tokamaks ХоеЬуе is of the order 
of 10"4
The quasi-neutrality is not, however, satisfied everywhere in the plasma ves­
sel. Instead, a thin region (~ SXßebye) of net charge, called the sheath, forms 
spontaneously between the plasma and the solid surface. The lower mass electrons 
reach the surface easier than the heavier ions, thus charging the wall negatively. As 
a consequence, a steady-state ambipolar electric field arises to accommodate the 
inertia difference to maintain a zero net outflow of charge from the plasma.
The sheath has a significant influence to the physics in the SOL by imposing 
the PSI boundary conditions. According to the generalized Bohm criterion [47, 
48], an ambipolar plasma flow at the sheath edge (SE) reaches the sonic velo­
city: vse >cs = \/{Te + 7j)//»j. For an isothermal flow, vse < cs is required in the 
plasma [23]. This leads to the boundary condition for the plasma flow at the sheath
m.
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entrance: vse = cs-
All the ions reaching the sheath edge will reach the wall which is absorbing |23]. 
Therefore, the ion flux reaching sheath edge, PSE, and the wall, Pw, can be written:
rw = ЦБ = «srT's, (6)
where /?se represents the plasma density at the sheath edge. The equation (6) gives 
the quantification of the plasma sink action caused by the PSI.
The potential difference between the wall and the plasma. Vsf, can be estimated 
by relating the ion and the electron flux densities at the wall. In floating conditions, 
i.e. the surface is not electrically biased, the fluxes at the wall must be equal. For hy- 
drogenic plasmas, using the equation (6) for ions and assuming for electrons a one­
way random Maxwellian flux attenuated by the Boltzmann relation leads to [23]:
T\fVsf /«e (7)2Jt—= 0.5 In
7e m
For hydrogenic plasmas, the equation (7) gives eV^/Te « —3 [23].
In addition to a particle sink, the sheath is also a power sink. The sheath heat 
transmission coefficients for electrons, уе, and ions, y¡, represent the amount of 
energy that is removed from the population per particle entering the sheath. There­
fore, the total parallel-B heat flux density entering the sheath can be written:
(8)<7tot = <7e + 4i = ye^eFsE +yiT¡rsE-
Assuming power conservation within the sheath, this must be equal to the parallel-B 
heat flux density reaching the surface: ¿/surface = </tot- The individual contributions 
of ions and electrons do not, however, remain the same through the sheath. Instead, 
the electrons transfer energy to the ion population through the sheath potential. [23]
Calculating the sheath heat transmission coefficients requires a detailed know­
ledge about the parallel-B velocity distribution and about the electric fields within 
the SOL. Calculating these in reactor scale simulations would be an overwhelming 
task for modern computers; accordingly, the models typically employ ready-made 
kinetic calculations. A variety of y¡ and ye values have been obtained: 
y¡ ~ 1.5-3 [23] and ye ~ 4.5 - 5.5 [49] . The numbers used in this study are the 
ones suggested in [23]: y¡ = 2.5 and ye = 4.5.
So far, a surface normal parallel to В has been assumed. In fusion reactor ap­
plications, the angle between the surface normal and В is usually, however, very 
oblique: ~ 89°. To first order the obtained boundary conditions are, nevertheless.
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not affected [50]. Therefore, the values obtained here are assumed to provide suffi­
cient approximations for the research conducted in this study.
2.2 Plasma Fluid Modelling
Plasma transport is a kinetic phenomenon, i.e. it happens in a six dimensional 
phase-space. Let fa(\,\.t) be the phase-space density of a particle species o. The 
time-evolution of this phase-space density is given by the kinetic equation [49] :
^ + v.Vx + ^f(E + vxB).Vv] fa = £ C0i + S0. (9)
çe{i,e,n,Z}
Da/a — dt »la
where Da represents a phase-space derivative for species g e {e, i.n.Z}, Z represents 
impurity species, n neutrals, C0ç the G — ç collision operator, and Sa a volumetric 
source. Solving the equation (9) would provide the time-evolution of the phase- 
space density and the solution for the plasma. Solving the equation (9) in fusion 
reactor scale applications is, however, well beyond the computational capability of 
the modern computers. Therefore, a set of simplified equations, following only the 
velocity moments of the equation (9), are typically used. The velocity moments 
yield a non-closing series of fluid equations. The hierarchy of the fluid equation is 
usually truncated at the level of the third (energy flux) moment by employing a short 
mean free path expansion [51]. The velocity moments give conservation equations 
for the fluid quantities: density (zeroth), flow velocity (first) and energy (second).
Applying this procedure to the equation (9) together with the Fokker-Planck col­
lision coefficients 112], and employing a parallel-B versus perpendicular-B {cross- 
field) co-ordinate system, yields the Braginskii fluid equations [52]. These form 
the basis of the 2-D multi-fluid SOL modelling codes, such as SOLPS [53] and 
EDGE2D/EIRENE [8,9, 10]. The cross-field transport of particles and energy in the 
magnetically confined plasmas is poorly understood originating from plasma micro­
turbulence. Therefore, cross-field transport is introduced into the fluid equations by 
anomalous cross-field coefficients: diffusion, |m2/s], convection, vpjnch [m/s] 
and conduction, x [nr/s].
The neutral population in the plasma is, in this study, modelled with the Monte- 
Carlo test particle neutral code EIRENE tracking the kinetic Boltzmann transport 
equation for the different neutral species within the plasma [9].
17
Í^Pi + + V|| - £¡.||V||7j,
Vi % conv % cond
(Щ
where л,- stands for the parallel ion viscosity stress and the for the parallel 
heat conductivities. The л, arises from the non-linear terms of the plasma pressure 
tensor 154]. The parallel-B heat conductivities can be written, employing the short 
collisional mean free path expansion, [23, 54]:
meTe ~ КоеГе5/2 « 20007¿5/2,^e,||=3.2
me
(12)nvJi 5/25/2
~ 607]^¡.|| = 39 ~ K(,¡7¡
m
where the xe and t¡ represent the electron and ion collision times: x0 = A£ltp/v£ermal. 
The Xolp stands for the collisional mean free path and v^errnal for the thennal ve­
locity of the particle species a. According to equations (12), the plasma heat 
conductivity increases significantly as a function of plasma temperature, and the
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2.3 Power Exhaust
The power deposited in the core plasma will reach the reactor wall through con­
vection, conduction and radiation. The balance between these processes largely 
determines the wall heat flux profile and the core performance. The power crossing 
the separati x by convection and conduction, Psob can be written |34]:
¿/WplasmaPsOL = Pm-CdÌn (10)
dt
where 1Тр1амт1а stands for the plasma stored energy, Рга^1П for the core plasma radiative 
power and Pin for the input power. In ELMy H-mode plasmas, the inter-ELM Psol 
is determined by the power input subtracted by the core radiative power and the 
power spent into increasing the plasma stored energy, whereas the intra-ELM Psol 
is dominated by the large negative values obtained by the
The balance between convection, conduction and radiation as well as between 
the cross-field and the parallel-B transport in the SOL determines the heat flux to the 
main chamber wall and to the divertor plates. In fluid codes, the cross-field power 
transport is imposed by adjusting the cross-field diffusion coefficients to match 
measured profiles at the outer mid-plane (OMP). The parallel-B power transport 








electron heat conductivity exceeds the ion heat conductivity by a factor of 
у/щ/у/пч ~ 2000/60.
The heat conductivities in equations (12) are obtained by employing the short 
collisional mean free path expansion. The conditions for the short collisional mean 
free path may, however, be violated in the SOL plasmas. The rate of departure 
from the short mean free path conditions can be written in terms of a local Knudsen 
number, which is defined as the ratio of the collisional mean free path to the local 
length-scales [49]. For the short mean free path heat conductivities to be valid, the 
local Knudsen number needs to be well below unity. In [491 it has been deduced that 
as majority of the parallel-B heat conduction is carried by supra-thermal electrons, 
the short mean free path approach is expected to become invalid as soon as the 
maximum local Knudsen number exceeds 10-2.
If the parallel-B collisionality is the dominant factor driving the parallel-B tem­
perature gradients, i.e. Lvr0 06 the heat fluxes become self-limiting, and the 
local Knudsen number remains limited. Therefore, in such conditions, the short 
mean free path heat conductivities remain valid while the collisional mean free path 
increases [49]. The SOL plasmas are, however, bounded systems with spatially 
varying sources and fields and, therefore, far from thermodynamic equilibrium. In 
such conditions, the linear increase of the gradient length with the mean free path 
cannot be guaranteed о priori [49]. Accordingly, in SOL plasmas, the collisional 
mean free path may increase while the parallel temperature gradient length remains 
limited, thus increasing the local Knudsen number. Employing the short mean free 
path heat conductivities in such conditions leads to overestimation of the conducted 
heat flux. In the SOL fluid codes, which, nevertheless, largely employ the short 
mean free path Spitzer-Härm heat conductivities [55], this discrepancy is addressed 
by introducing kinetic corrections in terms of heat flux limiters. In this approach, 
the maximum conducted heat flux is limited to the free-streaming Maxwellian flux 
multiplied with a factor a0 [49]:
<7oL = aaPaVoeimal, (13)
where pa stands for the pressure. In this study, the electron and the ion heat flux 
limiters are set to the values suggested in [49]: ae = a¡ = 1.5.
The characteristics of the parallel-B power transport in the SOL determine the 
SOL plasma regime. These characteristics are to great extent detennined by the 
balance between the power crossing the separatrix and the SOL density, which 
largely determine the SOL upstream temperature and collisionality.
The SOL plasma regime can be characterized by the SOL parallel-B temperature
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Table 2: SOL plasma regimes
Sheath-limited V |Г ge 0 Уцр æ О
Conduction limited VuT ф 0 V ip se О
Уцтуо Уцр^оDetached
and pressure profiles (table 2). The sheath-limited regime is characterized by low 
collisionality causing flat parallel-B temperature and pressure profiles. In this re­
gime, the power exhaust through the SOL is mainly limited by the power absorption 
abilities of the plasma sheath. Increasing the SOL collisionality lowers the plasma 
conductivity; accordingly, a parallel-B gradient forms to provide a sufficient con­
ductive power exhaust along the SOL. This regime is called the conduction limited. 
A simplified set of equations, called the 2-point model, can be developed to describe 
the parallel-B plasma profiles in the conduction limited regime. Assuming a con­
stant parallel-B pressure, a sonic flow at the sheath edge and the electron conduction 
carrying all the parallel-B power flux, суц, leads to equations [23]:
ПиТи — 2ttt7t,
where the variables labelled t represent the target values and the variables labelled u 
the upstream (OMP) values and яц stands for the upstream to downstream distance.
In the detached regime, the balance between the upstream plasma temperature 
and collisionality together with the volumetric power-losses in the SOL impose 
target plasma temperatures lower than 2 eV. At these temperatures, the plasma- 
neutral collisions become significant enough to produce parallel-B pressure gradient 
in the SOL. In this regime, significant hydrogen recombination begins to occur in 
front of the target and the plasma ionization front detaches from the targets.
2.4 Impurity Contamination
The impurity contamination caused by PS I is determined by the combination of 
the impurity source magnitude, the SOL transport and the core transport (figure 6). 
The first provides the contamination rate, Pource [#/s], the second the core leakage 
fraction, /leakage [%], and the third the core contamination efficiency,
These quantities give the average amount of impurity particles confined in the core:
ОГС [s].confinement
^•leakage















Figure 6: Schematic of the impurity contamination caused by the divertor target sputtering. The 
red arrows represent the target sputtering, the blue arrows the SOL transport and the green arrows 
the core transport.
In ELMy H-mode plasmas, all these processes vary significantly during an ELM 
cycle. The physical sputtering of target plates is dominated by the intra-ELM 
periods due to the significant heat loads. The SOL transport is heavily affected 
by the major variations in the SOL control parameters: temperature and density. 
The core confinement is predominantly limited by the ELM induced core purging.
In tokamaks operating with tungsten PECs, the impurity source is given by 
physical sputtering of the tungsten plates. In the physical sputtering process, the 
impacting particles provide a sufficient momentum transfer to eject atoms from 
the surface. The sputtering magnitude depends on the projectile and the substrate 
materials as well as on the energy and the angle of incidence [23]. In reactor simu­
lations, normal incidence is usually assumed. This is justified by the surface rough­
ness [23]. The magnitude of the sputtering is described by a statistical parameter 
called the sputtering yield. The sputtering yield is defined as the average number 
of atoms ejected per incident particle. Tungsten has the highest binding energy 
of all elements and, accordingly, the highest sputtering threshold. The sputtering 
threshold of tungsten by deuterium impact is around 250 eV [56], whereas the sput­
tering threshold due to carbon impact is around 80 eV [57].
Calculating target sputtering in the simulations requires knowledge about the 
energy of the incident particle. As calculating the detailed ion energy distribution 
from first principles in reactor scale applications is well beyond the computational 
capability of modern computers, simplified assumptions for the impact energy are 
typically used. In this study, for instance, the impact energy, £]тр., of the particles 
striking the solid surface is calculated using the equation:
(16)Ejmp. — 27] + 3Z7¿,
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where Z represents the charge-state of the impacting particle. The first contribution 
represents the average Maxwellian one-way energy, and the latter the acceleration 
through the sheath potential, which is given by the equation (7): i-Vsf « -ЗГе. The 
initial energy of the sputtered atoms scales as E^ject. ^ E¡mp. [23]. Accordingly, 
using the equations ( 16), it is observed that the initial velocity of the sputtered atoms 
scales proportional to the square root of the plasma temperature: v¡n °< vT.
Once sputtered, an impurity atom will be transported as a neutral to its ionization 
location, beyond which its motion becomes restricted by the magnetic field. If the 
impurity atom ionizes within the distance of its Larmor radius from a solid surface, 
it will be promptly re-deposited. The prompt re-deposition fraction of tungsten can 
be significant (~ 90%), due to the mass-scaling of the length of the Larmor radius.
The impurity ion transport can be divided into cross-field and parallel-B mo­
tion. Cross-field transport of impurities is poorly understood and it is often simu­
lated as anomalous diffusion with a coefficient spanning about ~ 1 — 10 m2/s: 
here, Dj_ = 1 nr/s is used. The parallel-B force on the impurity particles is caused 
by collisions and by the background parallel-B electric field. The collisions lead 
to a variety of force terms, the most significant of which can be identified as the 
background friction, the impurity pressure gradient and forces caused by the back­
ground temperature gradients. In the fluid approximation, the parallel-B force on 
an impurity particle can be written [23]:
dvz = (FP + FF + FE + FiG + FeG)/^1
= —(nz/Hz)_1V||pz + (vj —V’z)!“1 +ZeEin^ + 
0tecmz ^|| -^e *P ßic^z ^II ^ ’
dt
(17)
where the first term at RHS represents the impurity pressure gradient force, the 
second the background ion friction, the third the electric force and the fourth and 
the fifth the temperature gradient forces due to electrons and ions. The Oec and 
ßic are temperature gradient force coefficients and the xs is the Spitzer collision 
time [23]. The niz stands for the mass of the impurity particle, E for the magnitude 
of the background electric field and e for the unit-charge. This equation forms the 
central part of the Monte-Carlo test particle code DIVIMP [7]. It has been shown 
in [58] that the equation (17) becomes inaccurate in the case of significant velocity 
difference between the impurity particles and the background plasma. In order to 
address this issue, an additional simulation is conducted in this study with the drift- 
kinetic parallel-B forces as suggested in [58].
The most significant of these force terms are the impurity pressure gradient
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force, the ion temperature gradient force and the friction force. In the case of a 
target impurity source, the two first are usually directed outwards from the source 
location, thus enhancing the impurity leakage, and the last one towards the source 
location, being the principal term suppressing the impurity leakage. The friction 
force scales as FF ос 1 °< щ/Т^ 2. Therefore, the background deuterium friction 
decreases with decreasing plasma collisionality: v* ос Consequently, as the
target plasma temperature increases, the initial velocity of the sputtered atoms in­
creases, while the strength of the background friction decreases. Accordingly, the 
impurity leakage tends to increase with increasing target plasma temperatures as 
has been documented in |59|.
The core confinement of impurities is determined by the cross-field transport 
and by the ELM induced core purging. Simulating these effects would require a 
core plasma transport code such as the JETTO/SANCO package [60, 61]. These 
simulations are, however, beyond the scope of this study. Therefore, approximative 
order of magnitude estimates for the tungsten core confinement time will be used 
instead. In JET, an upper-limit for the core confinement time is given by the Bohm 
diffusion [23] leading to approximately Is. A value taking into account the effect of 
ELMs can be obtained by using a regression analysis based core confinement time 
for tungsten in ELMy H-mode plasmas documented in [62]:
T^rL «4.0-10\/ЬХм (tsol-kììv) Dsol [s] (18)
where /elm represents the ELM frequency, (tsol-xüv) the average upstream (OMP) 
SOL to divertor transit time, and Dsol the SOL cross-field diffusion coefficient. 
The equation (18) has been obtained in ASDEX Upgrade [63] with full tungsten 
main chamber wall, whereas in JET only the divertor PFCs contain tungsten. Fur­
thermore, the effects of the core plasma density and temperature are not included 
in equation (18). Accordingly, major uncertainties are imposed to the values calcu­
lated by using this equation for JET. Rough order of magnitude estimates taking into 
account the effect of ELMs can, however, be obtained. The SOL to divertor transit 
time can be estimated as TsoL-»div ~ Тц/с8. w, where cs, w stands for the acoustic 
speed of tungsten. This is justified, as most of the tungsten flux out of the core oc­
curs presumably during the intra-ELM phase, and the intra-ELM caused parallel-B 
pressure gradient is foreseen to lead to SOL flows comparable to the plasma sound- 
speed. Assuming tungsten ensemble temperature equal to the pedestal temperature, 
SOL diffusion coefficient of 1 nr/s and ELM frequency of about 20 - 30 Hz gives 
an order of magnitude of a few 10 ms for the core confinement time. Therefore, the 
core confinement time is foreseen to be within the range of 10 - 1000 ms.
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Figure 7: Time-traces: a) Input power: NBI (black). Ion Cyclotron Resonance Radio Frequency 
Heating (ICRH) (blue); b) Diamagnetic energy; c) Plasma electron density (line average interfero­
metry signal): Greenwald limit (blue). Core (black), Edge (red); d) Pedestal electron temperature 





The simulations in this study are based on one of the JET ITER-like wall reference 
plasmas with CFC wall (figures 7 and 8): JET pulse number (JPN) 76666, 
Вф « 2.7 T, /ф 2.5 MA, Pjnpui to 15.7 MW, ne ~ 0.8/îgw, Ô ~ 0.4, <795 ~ 3.5, 
/elm ~ 20 Hz. The reader may recall the explanations for the symbols by checking 
the list of symbols at the end of this report. This discharge is a part of a deu­
terium fuelling and nitrogen seeding scan experiment at JET [64, 651. In this series 
of discharges, JPN 76666 represents the lowest density reference plasma without 
nitrogen seeding. The plasma was fuelled with a deuterium gas puff, which was 
located around the inner strike point (figure 8). Edge interferometry and electron 
cyclotron emission measurements give the pedestal values of z?eL4i ~ 6cl9 m-3 and 
7/td ~ 800 eV, which determine the pedestal collisionality and the pedestal stored
Da,OT а)
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Figure 8: The magnetic equilibrium of JPN 76666 at / = 20.98 s as given by the magnetic equilib­
rium reconstruction (EFIT) with the locations of the diagnostics used in this study: Vertical interfero­
metry (KGIV), Mid-plane fast electron cyclotron emission diagnostic (KK3), Outer mid-plane high 
resolution Thomson scattering diagnostic (HRTS), Target infra-red camera (KL9), Target Langmuir 
probes (KY4D).
energy according to the equations (2) and (4): v* ^ ~ 0.35 and Wped ~ 1.8 MJ. The 
values for the ion population are obtained by assuming Zeffective«i ~ «e.
/effective ~ 16- 1.9 and T[ ^ Te. The /effective stands for the effective charge state
100 itT-1 is as-of the plasma. For the volume of the confined plasma, Vpi 
sumed. The drop of the pedestal Te signal from 800 eV to 400 eV in the figure 7
asma
during the dark grey time frame is associated with a I cm inward radial shift of the 
outer mid-plane (OMP) separatrix location; therefore, this drop should not be inter­
preted as a loss of confinement. The time frames in the figure 7 are coloured such 
that the grey area represent the flat top steady-state plasma before the strike point 
sweep, the dark grey the part of the discharge during which most of the experimental 
data compared to the simulations is obtained and the orange the strike point sweep, 
during which the pre-ELM target Langmuir probe (LP) [23] measurements are ob­
tained. The average ELM size in the plasma during the dark grey time frame is 
around 200 - 300 kJ (~ 10% - 15% of Wpej) interpreted from the temporal evolu­
tion of the plasma diamagnetic energy (figure 9a). The diamagnetic energy was used 
due to its high measurement frequency of about 2500 Hz in this study. It is a topic 
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Figure 9: a) The plasma diamagnetic energy over ELMs during z e [20.5,21.5] comprising alto­
gether 19 ELMs. The у-axis has been shifted to the average diamagnetic energy during the ELM 
cycle for each individual ELM. b) The D®T signal is used for identifying the ELMs.
Most the used diagnostic locations have been highlighted in the figure 8. The 
high resolution Thomson scattering (HRTS) diagnostic measures the frequency dis­
tribution of laser light scattered from the plasma. The distribution contains 
information about the density and the temperature of the electron population at 
the scattering location. The HRTS is a snapshot measurement operating with a 
high time-resolution of about 15 ns [43]. In JET. the HRTS sampling frequency 
is 20 Hz, and the spatial resolution is 1.5 cm [43]. The Langmuir probes measure 
the I-V characteristics of the plasma, from which the plasma wall flux, the local 
electron temperature and the plasma density can be interpreted. The parameters 
routinely interpreted from the LP measurement data are the electron temperature, 
7e, and the ion saturation current, y'sat. The Langmuir probe I-V characteristics are 
interpreted by assuming Maxwellian electron velocity distribution function (EVDF) 
in front of the probe. The realistic EVDF in the divertor may, however, strongly de­
viate from Maxwellian [66]. Consequently, under certain conditions, such as in 
moderate divertor plasma collisionality, Te interpreted from the LP signals can be 
overestimated by as much as a factor of five [66]. Accordingly, at least the far SOL.
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from the diamagnetic or from the MHD energy data. Accordingly, in future these 
analysis may be based on some other signal than the diamagnetic one. The amount 
of power invested in restoring the plasma stored energy between consecutive ELMs 
is around 3.9 MW (figure 9a). The foot of the outer target Da rise is used to define 
the experimental ELM onset, /elm, in this study (figure 9b).























low Te values are often not reliably measured with the LPs. The target power flux, 
q, can be interpreted from the infra-red emission of the target plate measured by an 
infra-red camera (IRTV) [67]. The interferometry measures the refractive index of 
the plasma along lines of sight by analysing the phase shift of an electromagnetic 
beam crossing the plasma [24]. The refractive index provides information about 
the electron density along the line of sight. The electron cyclotron emission (ECE) 
diagnostic system measures the electron cyclotron radiation emitted by the electrons 
accelerating in the magnetic field |24], This radiation provides information about 
the local electron temperature.
3.2 Approach to ELM Simulations
The simulations of the ELMy background plasmas in this study are conducted by 
obtaining first pre-ELM, steady-state EDGE2D/EIRENE solutions. Based on those, 
ELMs are simulated ad hoc by employing short duration enhancements for the 
cross-field diffusion around the outer mid-plane to transfer a plasma slice from 
the pedestal to the SOL plasma. This ad hoc approach to ELM simulations has 
been used also in [68] and in |69]. The pre-ELM EDGE2DZEIRENE simulations 
are benchmarked to the outer mid-plane HRTS measurements of ne and Te, and to 
the target LP and IRTV measurements of Te, ysal and q. The ELM model is adjus­
ted to mimic the total ELM magnitude and the ratio of the convective ELM losses 
to the conductive ones by matching these quantities within a factor of two. The 
simulated ELM losses are compared to the ELM evolution of the plasma diamag­
netic energy (figure 9a) and to experimental values based on the results presented 
in [43]. The ELM dynamics in EDGE2D/EIRENE are further compared to ex­
perimental data obtained by the edge interferometry, the edge electron cyclotron 
emission diagnostics and the outer target IRTV.
The pre-ELM simulations in this study are largely based on the inter-ELM 
H-mode EDGE2D/EIRENE simulations presented by D. Moulton in [70]. Three 
plasma densities are simulated in this study: low (outer mid-plane separatrix elec­
tron density of n
(«Pp-4.4- 10lv m-3). The base case is similar to the lowest reference case 
in [70]. In this study, a wider calculation grid was used than in [70] due to the ra­
dial depth of the ELM affected area in the core plasma. Associated to this and to the 
available enhanced OMP Te profiles, the inter-ELM core and ETB heat 
conductivities as well as the heat conductivity ETB width were slightly modified to
1 m2/s;
« 0.15 m2/s —>0.18 m2/s. The calculation grid and the cross-field diffusion
~ 2.9 • 10|y m 3), base (n^p — 3.6 • 1019 m 3) and highOMPe, sep
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Figure 10: a) The calculation grid used in the study. The colours represent the different locations 
for boundary conditions: Main chamber and PFR wall (blue). Targets (red). Core boundary (black), 
Bulk grid (grey) and Pump (orange), b) The cross-field diffusion coefficients used in the study.
The main boundary conditions used in this study for the EDGE2D/EIRENE 
simulations are presented below (the colour coding refers to the grid locations of 
the different boundary conditions as has been illustrated in the figure 10a):
• Deuterium puffing rate 1102le/s]: 3 (Low), 5 (Base), 7 (High)
• Power input [MW]: 10 (Pre-ELM), 14 (Intra-ELM & ELM recovery)
• Flux conservation at core: Ц"ге = Г£“'е
• Heal flux limiters: ae = Ofi = 1.5
. Density decay length: JlfLboundary = xfRboundary = 2.5 cm
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coefficients are presented in the figure 10. Same cross-field diffusion coefficients are 
assumed for all particle species. The same cross-field heat conductivities have been 
assumed for electrons and ions as has been done in |68], [69] and [70]. Generally, 
they are assumed the same because separation is not possible on the basis of the 





• Temperature drop: 7¡wal1 = 0.9987:SOLbou,,dary, 7ewal1 = 0.99547eSOL boundary
• Target plasma flow velocity: v = cs
• Sheat heat transmission coefficients: Ye - 4.5. y¡ = 2.5
• Carbon chemical sputtering: Roth/Pacher (2(X)3) Flux dependent mixiel [711: enhancement 
factor 2; wall flux model: fixed (lcl9-Rolh. O-Haasz/Davis [72])
• Carbon physical sputtering [73]: Enhancement factor 1
• Sub-divertor pump: pumping albedo 0.95
The enhancement factor for the carbon chemical sputtering has been widely used for 
matching the total divertor plasma radiation in the codes as has been done in [70]. 
The value of two is obtained here by a suggestion by P. Belo. The power input 
to the core plasma for the pre-ELM EDGE2D/EIRENE simulations is obtained by 
subtracting the core radiative power and the power invested in restoring the plasma 
stored energy from the total input power [74]:
_dW^
МП ,
asma /fa°dre = (15.7-3.9- 1.8) MW= 10.0 MW.^core — (19)
dt
This power is distributed equally to electrons and ions. For the intra-ELM and ELM 
recovery simulations, the power invested in the plasma stored energy is added to the 
power input of the simulations leading to 14 MW. which is also distributed equally 
to electrons and ions.
3.3 Pre-ELM Simulations
The pre-ELM base case matches with the outer mid-plane HRTS profiles 
(figure 11, the blue line). The density scan ranges OMP separatrix electron densities 
from 2.9 • 1019 itT3 to 4.4 • 1019 m-3. The HRTS measurements and the decon­
volved profiles are obtained from JPN 79498, which is a companion discharge to 
JPN 76666 with improved HRTS resolution. The instrument function of the HRTS 
system is deconvolved through the measurements to obtain the experimental fit [75]. 
The effect of the deconvolution is to narrow the pedestal of the fitted curve and to 
lower the otherwise upwards biased separatrix temperatures [75].
The separatrix location in the HRTS data is typically taken from the magnetic 
equilibrium reconstruction (EFIT). The EFIT OMP separatrix location has, how­
ever, typically an uncertainty of about 2 cm, which is comparable to the pedestal 
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Figure 1 1 : The outer mid-plane HRTS ле (a) and Te (b) profiles for the discharge 79498 compared 
to the pre-ELM profiles of the EDGE2D/EIRENE cases: low (red), base (blue) and high (black). 
The deconvolved HRTS fit is illustrated by the magenta line.
measurements cannot be used to interpret the separatrix electron density and tem­
perature. Instead, the separatrix values have to be deduced by other means in or­
der to perform an adequate radial shift for the HRTS profiles. In this study, the 
profiles are shifted to match the separatrix electron temperature obtained by the 
2-point model (equation (14)) based on the outer target IRTV heat flux measure­
ments.
The IRTV measures an inter-ELM outer strike point heat flux density of roughly 
17.5±2.5 MW/m2. Assuming twice as high power flux entering the divertor, due
to the flux expansion and the volumetric power losses in the divertor, leads to 
^Entrance ~ 35 ± 5 MW/m2. Converting this to parallel-B with the magnetic pitch 
angle of about Blola\/Be ~ 25 ± 10 at the divertor entrance location gives an es-
~ 880 ±480 MW/m2. The 2-point model,Maxtimated parallel-B power flux of i/jj 
together with target electron temperatures of about TtLP ~ 40 ± 20 eV and SOL
OMP div.-ЮТ = 34 m, gives anparallel OMP to ОТ connection lengths of about Lj 
estimated OMP separatrix electron temperature of about ~ 160 ±40 eV.
Using this value, the HRTS profiles have been shifted 1.05 cm outwards from the 
location given by EFIT. Similar shifts have been used in [68], where an adequate 
outward shift of the order of 1 cm was found by comparing experimental OMP 
and target profiles to simulation results obtained with the EDGE2D/NIMBUS code 
package [76].
The pre-ELM base case matches with the outer target (ОТ) Геьр and y^ap
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Figure 12: Divertor target measurements compared to the pre-ELM EDGE2D/EIRENE cases: 
reLP a) inner, b) outer; c) inner, d) outer; e) inner, f) outer. The Langmuir Probe
measurement are obtained during the strike-point sweep: t € [21.5,22.5]. The IRTV measurements 













































































measurements (figure 12b and d). The outer target heat flux in the base case is, 
however, overestimated by 25% compared to the IRTV values (figure 12f). From 
the equation (8) it is observed that the surface heat flux is determined by Ге, 7¡, 
«se» Ye> Yi and ßtotai/ße. where the last term is used to convert the parallel-B heat 
flux to the surface heat flux. Not matching the target heat flux indicates that the 
balance between these terms is not fully reproduced. If EFIT is assumed to provide 
an accurate magnetic pitch angel at the strike point, the overestimated heat flux 
is caused by the combination of the target temperatures, the plasma density and 
the sheath heat transmission coefficients. Although, the used sheath heat transmis­
sion coefficients are obtained by separate kinetic simulations based on conditions 
which may not perfectly resemble the plasma conditions in this study, their effect 
is not anticipated to provide as high an error bar as 25%. For the target ion tem­
perature, on the other hand, there is no measurement available, thus leaving the 
degree of match of the ion temperature uncertain. The outer target ion temperatures 
obtained by EDGE2D/EIRENE are, however, generally very low and, thus a signi­
ficant overestimation of those is not anticipated. Presumably, although the Te and 
у sat are reproduced within the experimental error bars, the slight variation of these 
variables within the error bars are sufficient to provide an overestimated target heat 
flux. Lowering the ysat signal of the base case by 25% would, for instance, lower the 
outer strike point heat flux down to the experimental values while only improving 
the match with the Accordingly, overestimating the outer strike point heat flux 
is inteipreted to indicate, to first order, that the electron pressure, neTe, at the outer 
strike point in EDGE2D/EIRENE is overestimated roughly about 20%. Neverthe­
less, the match is satisfactory for the pre-ELM steady-state plasmas used in the 
ELMy H-mode simulations in this study, and the 20% pre-ELM deviations are not 
considered as the greatest sources of uncertainty in the final results. The inner tar­
get (IT) strike-point in JPN 76666 is situated between the tiles 1 and 3. Therefore, 
the Langmuir probe measurements at the inner strike point could not be obtained 
(figure 12a and c). The inner target strike point heat flux is overestimated compared 
to the IRTV measurements. Overestimating both the inner and the outer strike point 
heat fluxes indicates that the parallel-B transport may be overestimated in the model 
compared to the cross-field transport. The IRTV field of view of the inner target 
in the magnetic configuration of JPN 76666 is, however, very limited and those 
measurements, especially the intra-ELM ones, are prone to be underestimated.
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Figure 13: The ELM affected area in the EDGE2D/EIRENE simulations in this study.
The ELM model is adjusted to mimic the total ELM magnitude as well as the ra­
tio of the convective ELM losses to the conductive ones by matching these quantities 
within a factor of two. The experimental value for the ELM magnitude is obtained 
from the time-evolution of the plasma diamagnetic energy (figure 9a). The con­
vective losses are assumed to cause roughly 4 - 6% loss of the pedestal stored 
energy |43]. The conductive losses are assumed to cause roughly 3 — 10% loss of 
the pedestal stored energy according to [43], and taking into account the pedestal 
neoclassical electron collisionality, v* ^ of JPN 76666 being roughly 0.35.
Three ELM sizes and two durations are considered for the base case density: 
Telm 6 {0.2 ms, 1 ms} (table 3). 0.2 ms represents the typical experimentally ob­
served ELM duration interpreted from the duration of the ELM related magnetic
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3.4 ELM Simulations
ELMs are simulated in EDGE2D/EIRENE by multiplying the cross-field diffusion 
coefficients for a short period on a specified section on the grid. The diffusion coef­
ficients outside the specified section are not changed during the ELM. In this study, 
the cross-field diffusion coefficients are multiplied on an area spanning radially on 
ROMP - /?^p e [-8 cm, 0.7 cm] and vertically from -1.05 m below the mid-plane 








































The total ELM magnitudes in the medium and high diffusion 1 ms ELM cases 
are comparable to the lower end of the experimental ELM magnitude range (table 3). 
The 0.2 ms ELMs are too short for a sufficient power transport across the separatrix 
to occur to match the ELM size. The ratio of the convective losses to the conductive 
ones is comparable to the middle experimental range in the high and medium dif­
fusion 1 ms EDGE2D/EIRENE cases (table 3). The 0.2 ms ELMs are too short for 
sufficient diffusive ELM losses to occur to match the convective losses. Therefore, 
the total ELM magnitude in the 0.2 ms ELMs is underestimated, and the convective- 
conductive ratio is biased towards the lower end of the wide experimental range.
The radial shape of the ELM losses cannot be matched with such a simplistic 
purely diffusive ELM model, as has been used in this study, in which radial variation 
are not included into the intra-ELM cross-field diffusion enhancement. The radial 
distribution of the convective and conductive ELM losses are compared to experi­
mental observations in the figure 14. These experimental observations are presented 
in [43] and obtained on discharges with pedestal collisionalities of v* ~ 0.15 and 
v ~ 0.6. The constant ELM multiplier on the specified section on the grid imposes 
a radially flat profile for the convective losses on the ELM affected area (figure 14). 
The greatest conductive ELM losses are imposed on the core boundary side of the 
ELM affected area (figure 14). In the experiment, on the other hand, the greatest 
losses occur around the pedestal top location. Furthermore, the shape of the ETB 
is not smoothened in EDGE2D/EIRENE during the intra-ELM phase. This leads 
to plasma accumulation around the location of the separatrix, which can be seen
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fluctuation phase. 1 ms represents here an upper limit for the ELM duration. The 
sizes of the simulated ELMs are varied by multiplying the cross-field diffusion mul­
tiplier of the medium ELM case (blue in table 3) by 3 and 1/3 to obtain high and 
low diffusion ELMs (table 3).
Table 3: Input parameters and ELM magnitudes related to the ELM size and duration scan. The 
last row in the table (grey) presents the obtained experimental values. The colours refer to the figures 
14 а-b. Telm represents the ELM duration. A//), the D\ multiplier. A/Xi the Xf multiplier, MXv the 
Xe multiplier, Welm the total ELM magnitude (equation (3)), the convective ELM losses and 
^elm the conductive ELM losses.
ЖмПШ WATVÍ'/^rm'cLM / fcLMTklmM та ikJiWelm [kJ]Mn Mb Mb,
1 900 75 25 232 113 141 0.80
300 21375 25 98 132 0.74
MX) 75 25 175 67I 119 0.56
0.2 9000 1500 500 180 70 126 0.56
0.2 3000 1500 500 175 12367 0.55
0.2 1621000 1500 500 58 117 0.50
Expcrim. 2(X) - 300 ~ 110±30 ~ 120 ±60 ~ 0.9 ±0.7
П
 I
ДИ-им ~ 232 kJ 
Alt elm ~ 213 kJ 
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Figure 14: The convective and conductive ELM magnitudes compared to the measured profiles 
for discharges with pedestal collisionality v* ~ 0.15 (dashed grey) and v* ~ 0.6 (dashed orange) 
obtained from [43]. The colours refer to the table 3. The total, the convective and the conductive 
ELM magnitudes obtained in the simulations are written on the figures.
especially in the radial distribution of the conductive losses (figure 14). Using con­
vective ELMs by imposing ad hoc Vp¡nch instead of D± would probably enable a 
better match with the radial distribution. Nevertheless, from the figure 14 it can be 
observed that the area below the curves are comparable to the experimental ones. 
Together with comparable ELM loss magnitudes to the experimental ones (table 3), 
this indicates that the chosen multiplier values, as well as the chosen ELM affected 
area, lead to a satisfactory match with the experimental ELM losses.
Within the spanned range in the D± multiplier, the ELM losses do not vary 
significantly. This indicates that the used multiplier values are close to the saturation 
point, i.e. they provide a flat intra-ELM density profile, and much additional ELM
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size cannot be gained by further increasing the multiplier. This issue could also 
be overcome by imposing intra-ELM vp¡nch instead of enhanced D^.
From now on, the comparisons of the ELM dynamics between the simulations 
and the experimental estimates will be done only for the medium multiplier 
ELMs of I and 0.2 ms.
Interferometry n
Tel m = 1 ms -* -
Medium D6.8 Trim = 0.2 ms -
Figure 15: The outer mid-plane dynamics of the medium DL multiplier ELMs of 0.2 ms and 
1 ms compared to the ECE and the edge interferometry measurements of Te and ne. The 7C values 
are compared at two radial locations: R — R^p и —2.6 cm (pedestal) and —5.1 cm. The dashed 
red-lines represent the pre-ELM values of the simulated EDGE2DZEIRENE cases.
Comparing the outer mid-plane pedestal dynamics of ne and Te to the edge in­
terferometry and the electron cyclotron emission measurements demonstrates that 
the outer mid-plane ne drop and the Te drop at /? — /?^.р1Р ~ —5.1 cm are reproduced 
(figure 15). The ELM recovery time of the pedestal Te is overestimated by a factor 
of two during the first 10 - 20 ms after the ELM onset (figure 15). It is also observed 
that the near separatrix Te at R — ~ —2.6 cm drops much slower after the ELM
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onset than the experimental signal. This relates also to the radial distribution of the 
ELM losses not being matched to the experimental estimations (figure 14). The de­
gree of match could presumably be enhanced by imposing convective rather than 
diffusive model for the ELMs.
Not matching the pedestal recovery dynamics stems presumably from the quasi- 
time-dependent approach taken in this study. ELMs are simulated as single events 
on a steady-state pre-ELM background plasma, and the cross-field coefficients ad­
justed to match the pre-ELM profiles on a steady-state approach may not match 
the cross-field transport during the ELM recovery phase. This may stem from the 
balance between diffusive and convective transport. The time-evolving background 
plasma may be more sensitive to the ratio of these two, whereas a satisfactory 
steady-state solution can be obtained by employing only the cross-field diffusion.
In simulating the SOL of an ELMy H-mode plasma, the zeroth order terms to 
match are the SOL input power, i.e. power crossing the separatrix, and the SOL 
density. The detailed time-evolution of these parameters through an ELM cycle is, 
however, beyond the diagnostic capability of the available instruments. Therefore, 
the degree of match have to be interpreted from the time-evolution of the pedestal 
Te and ие, as well as from the match of the simulated ELM magnitudes with the 
experimental values. These were compared to experimental measurements in the 
table 3 and in the figure 15. It was observed that, taking the simplicity of the used 
ad hoc approach, these quantities are encouragingly comparable to the experimental 
values. Further enhancement to the match of the pedestal and, consequently, the 
separatrix Te values could presumably be obtained by using a convective approach 
to the ELM simulations.
3.5 ELM Energy SOL Transport
The experimental values for the outer target ELM power deposition are obtained by 
multiplying the outer target tile 5 power deposition, measured by the IRTV, with an 
enhancement factor taking into account the estimated power deposition on the tiles 
6-8 (figure 5b). For the inner target, double of the ELM power deposited at the 
outer target is assumed according to [77].
A mid-plane power decay length of Xhlm ~ 3.5 cm has been measured for me­
dium sized ELMs (f hlm/£ped ~ 0.12) [42], such as the ones in JPN 76666. As­
suming that all the ELM power is deposited through convection and conduction, 
this gives estimates for the fractions of the ELM energy reaching the main chamber 
wall, /wan, the strike-point target tiles 3 and 5, /#з+#5, and the far SOL target tiles.
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where Awaii represents the inter-ELM distance from the outer mid-plane separatrix 
to the outer limiter. Air the inter-ELM radial outer mid-plane SOL width corres­
ponding to the SOL plasma terminating at the tiles 3 and 5 and Aelm the uncertainty 
of these values caused by ELMs. The values for these parameters in this study are 
Awaii ~ 6 cm, Air ~ 2 cm and Aelm = Aped/2 ~ 1.5 cm. The latter relationship is 
taken from [78], where the Аре(1 represents the radial width of the pedestal at the 
outer mid-plane. The used Awan value is the average outer separatrix to wall gap 
given by EFIT on JPN 76666 during 20.5 - 21.5 s (dark grey time frame in the 
figure 7). Using these numbers the fractions become: /wan ~ 0.12, /#3 + #5 ~ 0.63 
and /far sol target ~ 0.25. These fractions determine the estimated target power de­
positions of ELMs used here:
/#3+#5 "F /far SOL target dIRTV
7 'ELM. tile 5
/#3 + #5
Pelm, it « 2/f™ OT « 2.8P¿lIí tile 5,
IRTV
ELM, tileS)
IRTV to 1.4P,Telm. от —
(21)
where Prem^ tile 5 represents the tile 5 value measured by IRTV. These corrections 
are presumably strongly related to the ELM filamentary transport, the deposition 
time-scale of which is foreseen to be comparable to the ion sound-speed: ~< 1 ms. 
Therefore, the corrections are used as such only for the first millisecond after the 
ELM onset. After the first millisecond following the ELM onset, the inner target 
values are not considered and the outer target correction is assumed to decay to 1 
with a time constant of 1 ms.
The total energy deposited at the targets during the medium D± multiplier ELMs 
is matched with the experimental values (figure 16). The in/out asymmetry is, how­
ever, inverted compared to the typical experimental observations in JET. The asym­
metry in EDGE2D/EIRENE is ^elm/^elm ^ g 5 whereas usually in JET normal 
field direction discharges E^‘M/E^/l to 2 is observed [77]. This indicates that 
there are physical phenomena driving strong intra-ELM heat flow towards the inner
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Figure 16: The ELM energy dynamics compared to the experimental measurements: Integrated 
change of the plasma diamagnetic energy (triangles); Integrated energy deposited at the outer target 
(circles); Integrated energy estimated to be deposited at the inner target (dots). EDGE2D/EIRENE 
medium Dj. multiplier cases of 1 ms (upper), and 0.2 ms (lower): energy crossed separatrix 
(black solid line); energy deposited at the outer target (blue solid line); energy deposited at the inner 
target (red solid line); energy deposited at the main chamber wall (black dashed line). Inner target 
power deposition of double the outer target value is assumed.
target in the normal field direction discharges, and these phenomena are not in­
cluded in EDGE2D/EIRENE. In EDGE2D/EIRENE the asymmetry is presumably 
dominantly driven by the target connection length from the source location. In 
reality, on the other hand, phenomena such as the induced toroidal loop voltage 
associated with a suppression of the pedestal bootstrap current (see [12] for defini­
tion) due to flattening of the ETB may drive considerable ion currents to the inner 
target [79].
The dynamics of the power crossing the separatrix in the 1 ms ELM case are 
similar to the dynamics of the change of the diamagnetic energy in the experiment 
(figure 16). This does not, however, indicate that the 1 ms ELM would provide 
a match to the experimental value of the power crossing the separatrix during an 
ELM: Ps|pM. Instead, the rate of energy output from the entire plasma is matched. 
The 1 ms ELM presumably imposes a small enough Ps|pM to limit the energy output 
from the plasma to match the total power exhaust rate, although the simulated power 
transport in the SOL in EDGE2D/EIRENE is otherwise too rapid. The pedestal Te 
signal suggest that the 0.2 ms ELM is plausible to impose a Ps^pM closer to the 






I RT Y 
E LM.ОТо : P
400 k
■ ■ Pelm,1 т ~ 2 x Pelm,ot
pE2D, med. D x 
^ ELM.OT 
pE2D. med. D 
1 ELM JT 
t}E2D, med. D _l 







telm 1 ms —> —







52 3 40 1
t - tELM [ms]
Target Power
Figure 18: Power deposition: Experimental: Outer target (circles). Inner target (dots); 
EDGE2D/EIRENE medium D± multiplier, solid 1 ms, dashed 0.2 ms: Outer target (blue), Inner 
target (red). Main chamber wall (black). Experimental inner target power deposition of double the 
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Figure 17: Time-evolution of pedestal ECE Te for ELMs between 20.5 and 21.5 seconds. Values 
normalized to 1 for investigating the dynamics. The most significant pedestal Te drop occurs within 
the first 200 ¡.is after the ELM onset.
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the 0.2 ms ELM case are too rapid (figure 16). Therefore, due to the inability of the 
EDGE2D/EIRENE to model the kinetic transport of the ELM filament in the SOL, 
the 1 ms ELM leads to a better match to the total summed energy exhaust dynamics.
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The total target power deposition is reproduced in the 1 ms ELM case, although 
the in/out asymmetry is inverted. The 0.2 ms ELM leads to a factor of three over­
estimated total peak power deposition and a factor of five underestimated duration 
of the ELM power deposition at the targets (figure 18). Due to the extremely rapid 
power transport in the SOL, the 0.2 ms ELM case imposes very high temporal target 
power fluxes, which would exceed the engineering limits of the material. This can, 
however, be considered as an unphysical artefact of the simulation code caused by 
overestimated parallel-B power transport in the code. The realistic time-scales are 
anticipated to be roughly a factor of five longer as is observed from the IRTV data 
in the figure 18. Although the total target power depositions in the 1 ms ELM case 
are roughly matched, the onset of the ELM deposition at the targets begins sooner 
in EDGE2D/EIRENE than in the IRTV measurement data (figure 18). This also 
suggests too rapid energy transport in the SOL.
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Figure 19: Outer target ELM wetted area: /elm!от/9тахУог 
EDGE2D/EIRENE cases: 1 ms (solid line), 0.2 ms (dashed line).
(dots); medium multiplier
The outer target plasma wetted area is matched within a factor of 1.5 during 
the intra-ELM phase, and during the ELM recovery phase the plasma wetted area 
is underestimated by a factor of 3 compared to the experimental values based on 
the IRTV measurements (figure 19). The results are similar to the ones obtained 
with the integrated code suite JINTRAC [80] on a low triangularity ILW reference 
discharge 73569 documented in [81]. In the JINTRAC study in [81]. the ELM 
wetted area was also matched within a factor of 1.5, and the area showed more 
rapid decay in the model than in the experiment leading to underestimated ELM
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wetted area right after the ELM deposition at the target. In JINTRAC model there 
occurred, however, a second peak in the wetted area roughly 3 - 4 ms after the ELM 
onset. This peak is not observed in the EDGE2D/EIRENE simulations here. In JPN 
73569 the experimental ELM wetted area decayed back to pre-ELM values within 
5 ms after the ELM onset |81], whereas the obtained experimental estimates for 
JPN 76666 suggest elevated ELM wetted are until 10 - 15 ms after the ELM onset.
Underestimating the ELM recovery wetted area indicates that during the recovery 
phase the ratio of the parallel-B power transport to the cross-field transport is over­
estimated leading to highly localized power depositions at the strike points. The 
plasma wetted area in the EDGE2D/EIRENE drops significantly once the ELM en­
hanced OMP cross-field transport stops. This drop is much more rapid than the 
slow decay of the plasma wetted area observed in the experiment. Accordingly, 
the cross-field transport coefficients of the recovery phase are presumably not suffi­
cient to provide as significant cross-field transport as observed in the experiment. A 
convective component in the cross-field transport could probably amend this issue.
The experimental estimates calculated here take into account the power 
deposition at the far SOL targets, whereas the calculation grid does not extend far 
beyond the outer edge of the tile 5: R — « 2 cm flux surface (figure 8b).
Accordingly, the power deposited at the tiles 6 - 8 in the EDGE2D/EIRENE con­
tributes to the main chamber power load, rather than to the target power load. To 
take this discrepancy into account, the main chamber power deposition over the 
ELM is added to the figures 16 and 18. It is observed that the main chamber power 
deposition in the EDGE2D/EIRENE cases is indeed negligible compared to the tar­
get power deposition; therefore, the error caused by not including the tile 6 - 8 
contributions to the target power deposition in the EDGE2D/EIRENE simulations 
is negligible. Essentially, the plasma wetted areas simulated by EDGE2D/EIRENE 
are small enough to guarantee that most of the power deposition in the model occurs 
on the target regions spanned by the calculation grid. Matching the plasma wetted 
areas in the simulations would actually provide further challenges in the models as 
the calculation grid does not extend over the far SOL targets, while a non-negligible 
plasma-wall interaction is anticipated there due to the significant radial transport of 
the ELM filaments. This issue relates to the general simulation challenges faced 
by the high triangularity plasmas, which generally contain very narrow scrape-off 
layers invalidating the main chamber boundary conditions used in the codes.
The parallel-B ELM power transport in the SOL is highly overestimated in 
EDGE2D/EIRENE compared to the IRTV measurements (figures 20a and b). The 
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Figure 20: a) Time traces for a representative HLM: D®T, divertor radiation (blue
solid line), P}-|e s (blue solid line), normalized /sat at two location at the outer target, b) Close-up 
from the shadowed area in the figure a. c) The locations of the LPs from which the /sal signals are 
obtained. The dashed lines represent the medium Dx multiplier EDGE2D/EIRENE ELM cases: 
black 1 ms, red 0.2 ms. The radiation caused by carbon in the simulations is compared to the 
bolometer signal. The effect of the background deuterium to the radiation in EDGE2DZEIRENE 
during ELMs is only around 1 - 2 MW. The bolometer signal has been shifted 2.56 ms backwards 
in time to take into account the time delay in the measurement instruments.
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EDGE2D/EIRENE and obtains the half maximum value around 
/ —/klm ~ 50 — 90 /vs, whereas the experimental IRTV signal begins to rise 100/vs 
after the ELM onset and obtains the half maximum value around t — Zhlm ~ 250 /vs. 
The IRTV time scales are comparable to the ion sound-speed power transport from 
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namics, this leads to the conclusion that most of the ELM power is transferred to 
the targets via ions in a time scale comparable to the ion sound speed. Similar dy­
namics have been observed in kinetic particle-in-cell (PIC) simulations in [821 and 
in experiments [79]. In EDGE2D/EIRENE, on the other hand, the contribution of 
the electron channel to the target ELM power deposition exceeds the contribution 
of the ion channel significantly (figure 21). In the EDGE2D/EIRENE simulations 
2/3 of the power to the targets is carried by the electron channel. From the figure 
21 it is observed that the overestimation of the electron contribution is the dominant 
effect leading to the overestimated power transport in EDGE2D/EIRENE. As the 
electron transit time in the SOL is very short, xe ц « L\\/ce ~ 3 /vs, the ELM pedes­
tal power deposited on the electron channel is transported extremely rapidly giving 
instant ELM power deposition at the targets. Therefore, overestimating the elec­
tron contribution leads to underestimated transport time scales. Furthermore, it is 
observed from the figure 21 that the time scales of the ion power transport are en­
couragingly close to the IRTV data (red and grey lines). Therefore, inverting the 
electron-ion balance in the model would presumably lead to power transport time 
scales comparable to the experimental observations.
Figure 21 : Contributions of electron and ion channels to the outer target power deposition in the 
medium Di 1 ms ELM. The target power deposition is highly dominated by the electron channel, 
which transfers 2/3 of the energy reaching the outer target. The grey line represents the tile 5 power 
deposition as measured by IRTV. The green-line represent the estimated electron transit time ~ 3 ¿ís 
and the orange line the estimated ion transit time ~ 180 ps.
According to the PIC simulations in [82], the ELM target deposition dynam­
ics constitute of combination of electrons arriving first nearly collisionlessly to the 
solid surface causing sheath-limited conditions with increased target electron tem­




speed transporting most of the ELM energy to the targets. The SOL density re­
mains elevated of the order of roughly 5 ms after the ELM onset (observe the 
saturation current signal of the probe 24 in the figure 20a). Therefore, after the 
ions reach the target plates, the SOL is anticipated to evolve towards high re­
cycling conditions, thus rapidly lowering the target temperatures. Therefore, the 
ELMs are anticipated to lead to a sequence of increased target temperature fol­
lowed by increased target density, thus imposing a cycle through the three charac­
terized SOL plasma regimes: conduction limited (pre-ELM), sheath-limited (intra- 
ELM) and high-recycling/detached (ELM recovery). Comparing the target power 
and flux signals in the figure 20b. these processes are qualitatively reproduced 
by EDGE2D/EIRENE, but the power transport time scales are too rapid. In the 
EDGE2D/EIRENE simulations, the target power rises first and the SOL becomes 
sheath-limited (v* ~ 2). Later, the density at the target begins to rise leading to 
high recycling SOL, with target density remaining elevated of the order of 5 - 10 
ms after the ELM onset (see figure 20a: saturation cunent). The overestimation 
of the electron contribution to the parallel power transport is anticipated to lead to 
overestimated intra-ELM target electron temperature; therefore, the detailed time- 
evolution of the target density and electron and ion temperatures are not necessarily 
reproduced by EDGE2D/EIRENE.
The overestimated electron contribution stems partially from the assumption of 
constant sheath-heat transmission coefficients. These kinetic corrections are derived 
assuming inter-ELM steady-state plasma conditions. Therefore, employing them in 
simulations of such kinetic phenomena as ELMs is prone to provide extensive error 
bars to the mutual balance between the electron and the ion channels. Essentially, 
the ELMs lead to a strong supra-thermal electron burst at the target plates, which 
increases the sheath-potential, and thus buffers the electron power reaching the tar­
gets. This dynamical evolution of the sheath is not included in the multi-fluid codes. 
In other word, the fluid codes do not take into account the kinetic evolution of the 
sheath, which may have a significant effect to the intra-ELM physical phenomena, 
such as target sputtering and impurity transport, in the SOL. Therefore, the assump­
tion of constant, negligibly thin sheath may be considered as one of the most severe 
deficiencies of the ELM model used in this study. Therefore, the subsequent studies 
should employ time-evolving sheath heat transmission coefficients, the values of 
which are obtained from kinetic PIC simulations as has been documented in [83].
The 1 ms medium multiplier ELM gives time-evolving plasma radiation 
comparable to the KB5 bolometer measurement (figure 20a). The simulation lines 
shown in the plot represents the radiation caused by carbon in the model. The
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radiateci power caused by background deuterium is below 2 MW throughout the 
ELM cycle in both 1 and 0.2 ms cases and. therefore, of trace level compared to the 
carbon radiation. The 0.2 ms ELM is too short for sufficient carbon erosion at the 
target plates to occur to match the time-evolution of the divertor radiation.
The experimental divertor radiation is comparable to the experimental outer tar­













Figure 22: The lines of sight of the KB5 bolometer.
ELM onset and stays elevated during the first 2-3 ms. It should be noted, how­
ever, that the bolometer system suffers from a poor time resolution as the filter 
sampling rate is only 200 Hz. Therefore, the obtained measurement data can be 
seen only as an approximative estimate of the actual radiation dynamics. The es­
timated divertor radiation illustrated in the figure 20a is obtained by subtracting the 
estimated core radiative power from the total radiative power measured by the KB5 
bolometer. The signal has been shifted 2.56 ms backwards in time to take into ac­
count the measurement delay associated with the instrument. The KB5 bolometer 
observes the divertor through the main plasma (figure 22). To obtain measurements 
of the divertor radiation with lines of sight not looking through the main plasma, 
line integrated signals from the divertor bolometer system KB3 are illustrated for 
comparison purposes in the figure 23. The KB3 signal is also shifted by 2.56 ms. 
It is observed that the divertor radiation is indeed considerably elevated during the 
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Figure 23: Line integrated radiation signals from the divertor KB3 bolometer system. It is ob- 
served that the divertor radiation rises considerably during the ELM onset. The signal has been 
shifted 2.56 ms backwards in time to take into account the delay associated with the measurement 
instruments.
3.6 Summary of the ELM Simulations
In simulating the erosion of divertor targets, and the subsequent transport of the 
released impurities, the most important background plasma parameters to match 
are the divertor plasma density and the temperatures of electrons and ions. Time- 
evolving measurements of these parameters over an ELM cycle are, however, beyond 
the diagnostic capability of the measurement instruments. Therefore, the degree 
of match of the simulations have to be interpreted implicitly by comparing the 
diagnostically available parameters. The most important of these parameters are 
the global power balance and the separatrix density, which can be interpreted from 
the IRTV, the bolometry and the interferometry measurements.
The evolution of the pedestal ne in EDGE2D/EIRENE simulations was ob­
served to be comparable to the interferometry signal. The power crossing the 
separatrix was imposed as close to experimental values as achievable by imposing 
comparable ELM drop with durations of 1 and 0.2 ms. The 1 ms ELM demon­
strated encouragingly similar dynamics compared to the experimental values of tar­
get power deposition, plasma radiation, pedestal density and plasma diamagnetic 
energy. The in/out asymmetry was inverted in the EDGE2D/EIRENE simulations 
presumably due to insufficient physics models in the simulation code. The ELM 
wetted areas were slightly underestimated, though, taken the crudeness of the ap­
proach and the cross-field transport model in fluid codes in general, the match can 


















































deposition was highly overestimated, presumably due to insufficient sheath model. 
Therefore, the 1 ms ELM provides probably as good a qualitative match to the 
SOL ELM evolution as is achievable with the present simulation approach. The 
qualitative evolution of the SOL parameters are reproduced on time scales longer 
than 1 ms. The detailed intra-ELM time-evolution of the plasma parameters may 
not be, however, reproduced. The 0.2 ms ELM leads generally to a factor of five too 
rapid dynamics compared to experimental values. Therefore, although the 0.2 ms 
ELM presumably imposes separatrix crossing power closer to experimental values, 
the total power exhaust dynamics in EDGE2D/EIRENE become too rapid if such 
SOL input powers are used in the ELM simulations.
The ELMs are anticipated to lead to a sequence of increased target temperature 
followed by increased target density, by imposing a cycle through the different SOL 
plasma regimes. The question whether EDGE2DZEIRENE is capable in simulating 
this cycle reliably depends essentially on the ability of EDGE2D/EIRENE to model 
transients between different SOL regimes. Apparently, a qualitative match to the 
experimental signals on time-scales larger than 1 ms can be obtained as has been 
demonstrated in this study as well as in |68], Matching the detailed time-evolution 
in the time-scales shorter than 1 ms may, however, be beyond the computational 
capability of EDGE2D/EIRENE at least as long as substantial kinetic corrections 
are not employed.
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4 Tùngsten Transport Simulations
4.1 Description of the DIVIMP Simulations
Tungsten erosion and transport are simulated in this study by employing the Monte- 
Carlo test particle trace-ion code DIVIMP on the ELM background plasmas dy­
namically evolved with EDGE2D/EIRENE. A series of background plasmas is 
produced from each of the simulated ELMs in EDGE2D/EIRENE. The average 
time interval between consecutive ELMs in the simulated discharge was around 
40 - 50 ms corresponding to the ELM frequency of 20 - 25 Hz. The interval 
between consecutive background plasmas in the produced set of series is lOOyus 
during f — îelm E 1-0.1 ms. 1.9 msj, 1 ms during t —/elm E [1.9 ms, 10.9 ms] and 
10 ms during t — /elm E [10.9 ms, 40.9 ms]. DIVIMP is used on a steady-state 
fashion on the different background plasmas to calculated the erosion of tungsten 
and the fraction of eroded particles leaking to core. Tungsten core leakage is in­
terpreted from the DIVIMP simulations by multiplying the tungsten erosion rate 
at the current time slice, Г^омоп(/), with an average core leakage fraction within a 
certain set of the following time slices. The duration of the averaging procedure is 
determined by the average time it takes an impurity particle to cross the LCFS in 
the DIVIMP simulation corresponding to the time-slice /, A/£¡£ps (/):
LCFS (t) /leakage ("0^
T$re(/) « nrion(/) (22)4cfs(')¿x/,
The A/jxp! values obtained in this study are around 200 - 500 ¡lis during the intra- 
ELM phase and approximately 500 - 1500 /js during the ELM recovery phase.
Tungsten confinement time is calculated according to equation ( 18) giving an or­
der of magnitude estimate of 15 ms. Here D^OL ~ 1 nr/s, /elm ~ 20 Hz, 
L||/cs,w ~ 1.7 ms, reped ~ 800 eV, 7^fd ~ 800 eV and Ly 
sumed. In the section 2.4, it was deduced that the equation ( 18) may not be perfectly 
valid for the JET ILW discharges. Conducting full core transport simulations are, 
however, well beyond the scope of this study. Therefore, this equation is used to 
give an approximative order of magnitude estimate, which is anticipated to be more 
reliable than just neglecting the effect of ELMs and using Bohm-like 1 s confine­
ment time. Using these values with /7g0re « 7 • 1019 m-3 and l/ore ~ 100 m-3, the 
core tungsten concentration estimates in this study are calculated, according to the
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where the amount of tungsten leaking to the core plasma per ELM cycle, Л\уШ, is 
given in units [ 1017 #]. Assuming a flat core temperature profile of about 1700 keV, 
the equation (1) gives an estimate for the tungsten radiative power:
P¿ad to 2.5 • 10-Vw |MW], (24)
The tungsten radiative power varies by a factor of 2-3 within the temperature range 
of 1000 - 2000 keV. This can be taken as the error estimate caused by the assump­
tion of the flat core temperature. This is overwhelmed by the error bars caused by 
the factor of 10 - 100 uncertainties in the core confinement time. Essentially, the 
accuracy of the obtained estimates is, at best, order of magnitude, and the error bars 
are comparable to factors of at least 10.
Tungsten erosion due to background deuterium and 1% carbon 4+ contamina­
tion are taken into account. The carbon represents the presence of low-Z impurities 
in the plasma. The sputtering yield for deuterium impact is taken from |56] and for 
carbon impact from |84], The tungsten self-sputtering is not included in the calcu­
lations but is investigated in a separate set of simulations. The prompt re-deposition 
of tungsten particles is taken into account. The transport of tungsten atoms is cal­
culated with the neutral code EIRENE [9]. The atomic rates for tungsten are taken 
from the ADAS 97 database [85]. The transport of tungsten ions is calculated in the 
parallel-B direction according to the fluid force (equation (17)), and the cross-field 
transport is assumed to be diffusive with a diffusion coefficient of 1 m2/s. To address 
the issue raised by Reiser [58] about the validity of the fluid force calculations, an 
additional set of simulations is conducted with the drift-kinetic parallel-B forces as 
suggested in [58].
4.2 Predictions for Tungsten Contamination
The elevated target temperatures during the intra-ELM period leads to significantly 
increased tungsten sputtering and initial velocity of the sputtered atoms, while the 
background deuterium friction is considerably lowered due to the lowered plasma 
collisionality (figure 24). Accordingly, the plasma contamination rate is significantly 
increased during the ELM temperature onset at the targets. The simulated ELMs in 
EDGE2D/EIRENE lead to a rapid increase of the target temperature followed by an
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increase of the target density. The electron temperatures at the targets rise rapidly to 
a few 100 eV after the ELM onset and remain elevated during the first few 100 /js of 
the ELM event. The target densities drop by a factor of five during the first few 100 
yus and rise then to values of a factor of five above the pre-ELM ones roughly 1 ms 
after the ELM onset. The target density remains elevated at the inner target roughly 
5 ms after the ELM onset and at the outer target as long as 30 ms after the ELM on­
set. The elevated target density leads to high-recycling divertor plasma conditions, 
which lower the target plasma temperature rapidly to a few 10 eV. Once the target 
density rises, the target temperature drops while the plasma collisionality increases. 
Therefore, the divertor sputtering and the initial velocity of the sputtered atoms are 
lowered while the background friction is increased, thus considerably suppressing 
the core contamination rate. Therefore, the results for the 1 ms medium D± mul­
tiplier ELM simulation suggest that the core tungsten contamination of the high 
pedestal pressure ELMy H-mode plasmas is highly dominated by the relatively 
short intra-ELM period (figure 24). As the dominant core out flux of impurities 
in the H-mode plasmas is presumably imposed by the ELM caused core purging, 
the tungsten contamination of the ELMy H-mode plasmas becomes a balance pro­
cess determined dominantly by the characteristics of the ELMs. They impose not 
only the dominant core purging process, but also the principal core contamination 
source. The results obtained here are consistent with the experimental observations 
on ASDEX upgrade tokamak for ELMy H-mode plasmas documented in |86|.
These simulations provide an order of magnitude of 1017 tungsten particles en­
tering the core plasma during an ELM cycle leading to estimates of cw ~ 5 • 10-6 
and P™d « 1.5 MW using the equations (24) and (23). These should, however, be in­
terpreted only as approximative order of magnitude estimates due to the uncertainty 
of the core confinement time of a factor of at least 10-100. Furthermore, the evolu­
tion of the main chamber material configuration is not followed in this study, and the 
contribution to the tungsten contamination caused by the tungsten deposited at the 
main chamber walls remains uncertain. The main chamber deposition increases the 
effective upstream confinement time of tungsten, which would probably increase 
the tungsten core concentration. This is, however, an issue, which needs to be in­
vestigated in detail in subsequent studies. Nevertheless, it would seem plausible 
that the core contamination caused by the main chamber deposited tungsten would 
also be dominated by ELMs, due to the significant intra-ELM main chamber power 
depositions. On the other hand, charge exchange neutrals and ions accelerated by 
ICRH may cause considerable main chamber erosion during the inter-ELM phase. 
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Figure 24: Contour plots of divertor electron density (a), temperature (b) and average parallel-B 
fluid force on impurity particles with charge states 1 - 10 (c) for the base case medium D± multiplier 
1 ms ELM. In the figure c), the blue colour stands for force towards the outer target (ОТ) and the red 
colour for force towards the inner target (IT), d) Time traces of the electron density and temperature 
at the strike-points as well as the core W leakage rate and the integrated core W contamination over 
the ELM cycle. The dark grey lines represent the time-slices of the contour plots.
the core contamination cannot be determined.
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Figure 25: The amount of tungsten entering the core per an ELM cycle: a) 1 ms; b) 0.2 ms. 
The predicted tungsten concentration: as a function of the plasma density (c); as a function of the 
ratio of the convective ELM losses to the conductive ones (d). The W/Be wall cases are obtained 
by changing the main chamber wall in the simulations from CFC to W/BE and setting up a density 
feedback to maintain the separatrix electron density. The red case is simulated as pure-D plasma, 
and the blue case by following the sputtering and transport of tungsten and beryllium in the plasma.
The obtained order of magnitude of 1017 particles entering the core per an 
ELM cycle scales weakly in plasma density, ELM magnitude and ELM duration 
(figure 25). Taking the significant difference in the magnitudes of the target power 
depositions between the 1 and 0.2 ms ELM cases (figure 18), this results seems 
rather surprising. It seems that the higher temporal power deposition in the 0.2 ms 
ELM case is compensated by the shorter duration such that the total tungsten con­
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were found to lead to strong increase of target sputtering and divertor leakage in 
simulations utilizing DIVIMP on background plasmas dynamically evolved with an 
integrated code-suite JINTRAC [80] for a low triangularity and low collisionality 
ITER-like wall reference JET discharge 73569 [81]. The plasmas in [81] were 
simulated with W/Be wall configuration including various levels of Neon seeding.
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tamination is not much different compared to the 1 ms case. For the low and high 
density plasmas, medium multiplier ELMs with the two durations are con­
sidered.
The core contamination decreases with increasing plasma density and with in­
creasing ratio of the convective ELM losses to the conductive ones 
(figure 25c and d). Within the spanned parameter range, the reduction is not, how­
ever, orders of magnitude, but rather a factor of 5 — 7 reduction is obtained by 
increasing the zie1MPstr from 2.9- 1019 m-3 to 4.4- 1019 m-3. Within the spanned 
range in the convective-conductive ELM-ratio the reduction is only within a factor 
of 2 - 3. It should be noted, however, that the tungsten core contamination in 
the study actually decreases as a function of increasing ELM magnitude, as the 
variations in the ELM loss ratios are obtained by scaling the multiplier 
(figure 25d, table 3). Therefore, it is concluded that the increased convective- 
conductive ELM-ratio boosts the divertor collisionality during the intra-ELM phase, 
thus reducing the magnitude of the ELM related impurity leakage. Accordingly, the 
obtained scalings suggest that the plasma tungsten contamination decreases with 
increasing plasma collisionality, mainly due to increased divertor plasma friction 
and increased convective-conductive ELM-ratio, which leads to enhanced intra- 
ELM divertor collisionality. The intra-ELM divertor collisionality appears to be 
the dominant factor detennining the core contamination.
The background plasmas in EDGE2D/EIRENE in this study were simulated 
with a CFC wall configuration. Those background plasmas were used for predicting 
tungsten erosion and transport in JET ILW discharges. The neutral recycling 
properties of the CFC and the W/Be PFCs are not, however, identical, which may, 
consequently, lead to differences in the plasma solutions and, eventually, in the 
predictions obtained for the tungsten erosion and transport. To address this issue, 
two additional EDGE2D/EIRENE background plasma series were produced. These 
plasmas were simulated by taking the 1 ms medium multiplier ELM case and 
changing the wall configuration to W/Be and setting a density feedback to obtain 
the same OMP separatrix electron density as with the carbon wall. The first one 
of these cases was simulated as pure deuterium plasma, and the other by taking 
into account the tungsten and beryllium sputtering and transport in the plasma. 
The predicted tungsten concentrations in the plasma are not changed significantly 
(figure 25c). The pure deuterium case predicts a reduction of the tungsten con­
tamination by a factor of two compared to the CFC wall case. It should be noted 
that the DIVIMP simulations are still conducted with 1% carbon contamination. 
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Figure 26: The fraction of the core tungsten contamination caused by deuterium sputtering: as 
a function of the plasma density (a); as a function of the ratio of the convective ELM losses to the 
conductive ones (b).
Approximately half of the tungsten contamination is caused by sputtering due to 
deuterium impact, within the obtained density and ELM magnitude scans (figure 26). 
Tungsten self-sputtering is neglected here. As most of the tungsten contamination 
occurs during the intra-ELM period, the sputtering due to deuterium contributes 
significantly to the core contamination. Accordingly, the achievement of pure deu­
terium plasma conditions at the target would reduce the core contamination only by 
a factor of two. On the other hand, according to the results, the core contamination
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inclusion of tungsten and beryllium impurities in the EDGE2D/EIRENE simula­
tion leads to a factor of five reduction in the tungsten contamination predicted by 
DIVIMP compared to the conesponding CFC wall case. The effect of tungsten in 
the EDGE2D/EIRENE simulations is to drop the outer mid-plane separatrix tem­
peratures: Ге: 118 eV —> 113 eV and 7): 219 eV —> 182 eV. The power crossing the 
separatrix is reduced by 200 kW after including tungsten in the simulation. There­
fore, tungsten impurity lowers the target temperatures, leading to lower tungsten 
erosion and to higher target collisionality, which reduces the core leakage. The 
simulated tungsten contamination in EDGE2D/EIRENE is, however, obtained by 
the steady-state pre-ELM tungsten erosion and transport, and does not, therefore, 
represent a realistic tungsten contamination in ELMy H-mode plasmas. Instead, 
the obtained values give a first order sensitivity estimate for the plasma properties 
in the case of tungsten contamination, providing insight to the effect. The detailed 
effect of the tungsten contamination to the background plasma properties in ELMy 
H-mode plasmas needs to be further investigated in subsequent studies.
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would not be enhanced significantly by the increased sputtering entailed by SOL 
plasma seeding. Actually, the SOL plasma seeding would presumably reduce the 
core contamination, as the sputtering and divertor leakage decrease strongly with 
decreasing divertor plasma temperatures. In the case of the 1 ms ELMs the fraction 
of tungsten contamination caused by deuterium sputtering decreases with increasing 
plasma density reaching the level of about 30% in the highest simulated density. 
This is associated with the lower target temperatures in the higher density plasmas. 
The 0.2 ms ELMs do not show similar scaling due the extremely high temporal 
target power depositions in those simulations, therefore causing high tungsten deu­
terium sputtering yields regardless of the plasma density.
The self-sputtering of tungsten was not included in the main simulations in this 
study. An additional simulation for the base case 1 ms medium multiplier 
ELM demonstrates that during the intra-ELM period the tungsten self-sputtering 
can lead to a short duration run away process, thus enhancing the intra-ELM tung­
sten source and, accordingly, the core tungsten contamination considerably (figure 
27a). During the inter-ELM phase the tungsten self-sputtering increases the tung­
sten source roughly by 10%. The self-sputtering enhancement factor is determined 
as the percentage that the self-sputtering increases the sputtering magnitude com­
pared to simulation without self-sputtering.
The actual realistic self-sputtering enhancement to the intra-ELM sputtering re­
mains, however, uncertain. The energy of the self-sputtering particles impacting the 
solid surface is largely determined by the acceleration through the sheath electric 
field. The duration and the magnitude of the elevated target temperature during the 
intra-ELM phase is poorly known, thus leaving the actual intra-ELM accelerator 
potential uncertain. The figure 27b illustrates the charge state distribution of tung­
sten in front of the outer strike-point during the ELM onset at the target. Comparing 
to the figure 27c, it is observed that over 90% of the particles (Z > 2) in front of 
the outer strike-point in the model gain sufficient energy through the sheath po­
tential to cause sputtering yield over unity (figure 27d). The sheath acceleration 
is calculated here as it has been calculated in the simulations: Vsf ~ —ЪТе/е. In 
reality, the intra-ELM sheath potential is, however, anticipated to be much stronger 
than this due to the supra-thermal electron burst during the ELM onset charging 
the wall negatively. Therefore, the self-sputtering yield of unity could be achieved 
with lower target temperatures than has been assumed in the model. On the other 
hand, the duration of the elevated sheath potential during the intra-ELM phase is not 
known, and it might be short enough to prevent significant self-sputtering run-away 
cascades from occurring. Therefore, the effect of the self-sputtering in practice may
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Figure 27: a) Self-sputtering enhancement factor calculated for the 1 ms medium D± multiplier 
base case ELM. b) Charge state distribution of tungsten in front of the outer strike-point during the 
ELM onset (target Te ~ 300 eV) in the DIVIMP self-sputtering simulation, c) Sheath acceleration 
contribution to impact energy as a function of the target electron temperature for tungsten with charge 
states 1+ (black), 2+ (red), and 3+ (blue). Vsj ~ — 37t./e has been assumed. During the intra-ELM 
phase, the sheath potential is, in reality, much stronger due to the supra-thermal electron burst. It is 
observed that for target electron temperature of 200 eV, the tungsten 3+ gains sufficient momentum 
to cause sputtering yield of unity. For tungsten 2+, the corresponding temperature is 300 eV. d) 
Tungsten self-sputtering yield as a function of normal incidence impact energy as given in [56].
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as well be to enhance the sputtering magnitude slightly, but not necessarily lead 
to catastrophic tungsten erosion cascades. Within this study, this cannot be further 
addressed, and this issue must be further investigated in subsequent studies.
The DIVIMP simulations in this study are conducted by using the parallel-B 
fluid forces 188]. It has been, however, demonstrated in |58] that this approach 
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Figure 28: The leakage percentages predicted by the fluid forces as well as by the drift- 
kinetic forces for the 1 ms medium Di multiplier base case ELM. The drift-kinetic forces lead 
to approximately a factor of two lower leakage in intra-ELM low collisionality plasmas. In the 
pre-ELM moderate collisionality plasmas, the fluid forces predict a factor of 4 - 6 lower leakage. 
Therefore, the fluid forces may overestimate slightly by a factor of < 5 the divertor leakage, but the 
obtained ELM dynamics are not changed, i.e. strong increase of divertor leakage due to ELMs.
particles and the background deuterium flow. To address this issue, an additional 
simulation for 1 ms medium multiplier ELM base case was conducted employing 
the drift-kinetic parallel-B forces as has been suggested in [58]. It is observed that 
the core leakage fraction is reduced roughly by a factor of two during the ELM on­
set compared to the fluid force simulations (figure 27). During the ELM recovery 
phase, the divertor plasma collisionality is high enough to ensure a small velocity 
difference between the background particles and impurities, therefore leading to 
similar results between the two approaches. As the background plasma evolves 
towards the pre-ELM phase, the divertor collisionality drops and, consequently, 
> 20 ms after the ELM onset, the fluid forces begin to predict a factor of 4 - 6 
higher leakage. The tungsten sputtering here is, however, dominated by the intra- 
ELM period, and thus the factor of five deviations during the pre-ELM phase do 
not change the final solution, which is mainly determined by the intra-ELM period. 
Accordingly, the order of magnitude obtained by the fluid force approach is not 

















Tungsten erosion and transport have been simulated for one of the JET ITER- 
like wall reference plasmas of high triangularity by using the quasi-kinetic Monte 
Carlo trace-ion code DIVIMP. The simulations are based on background plasmas 
simulated and dynamically evolved with the 2-D multi-fluid code EDGE2D/EIRENE. 
The ELMy H-mode background plasmas are simulated by obtaining first steady- 
state EDGE2D/E1RENE solutions benchmarked to the pre-ELM measurements of 
ne and Tc at the outer mid-plane by high resolution Thomson scattering and to the 
target Te, ./sat and q values measured by the Langmuir probes and the infra-red 
camera. ELMs are simulated based on the obtained pre-ELM cases by imposing 
short duration enhancements for the cross-field diffusion coefficients around the 
outer mid-plane. The ELM model is adjusted to provide a match within a factor 
of two to the total ELM pedestal energy losses and to the ratio of the convective 
ELM losses to the conductive ones. The obtained ELM solutions are used as 
time-evolving series of background plasmas in the DIVIMP calculations of tung­
sten erosion and core leakage. Tungsten erosion due to background deuterium and 
small percentages of light impurities, represented by 1% carbon 4+ contamination, 
has been taken into account.
The simulated ELMs in EDGE2D/EIRENE lead to target temperatures excess 
of 200 eV. The target temperatures remain elevated during the first few 100 /vs of the 
ELM event. Roughly 1 millisecond after the ELM onset, the target densities begin 
to rise. These density-temperature dynamics lead to a considerable increase of the 
target sputtering and the divertor leakage of tungsten during the sheath-limited high 
target temperature phase of the simulated ELM. Once the target density rises, the 
target conditions evolve towards high recycling ones lowering the target temperature 
rapidly, thus reducing the target sputtering and divertor leakage considerably. Con­
sequently, in the simulations the ELMs produce the dominant contribution to the 
core tungsten contamination. Therefore, the core tungsten contamination of ELMy 
H-mode plasmas becomes a balance process between the ELM core purging, and 
the ELM caused core contamination, thus being ultimately determined by the ELM 
characteristics.
Tungsten concentrations of the order of 10-6 — 10-5 were obtained for a range 
of plasma densities and ELM characteristics. The tungsten contamination was ob­
served to decrease with increasing plasma collisionality. These estimates were ob­
tained omitting self-sputtering. In an additional simulation, it was observed that the 
self-sputtering leads to a considerable increase of the impurity source during the
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intra-ELM phase. Therefore, the self-sputtering is anticipated to increase the con­
tamination values above to the obtained estimates. The actual amount of erosion 
caused by self-sputtering remains, however, uncertain as long as detailed time- 
evolution of the sheath potential during the intra-ELM phase is not considered. 
Therefore, the questions, how much the intra-ELM sputtering is enhanced by self- 
sputtering, whether it is a factor of 5 or 500, cannot be addressed within this study. 
The fraction of the tungsten contamination caused by sputtering due to deuterium 
impact, omitting self-sputtering, was calculated to be roughly 50%, decreasing 
slightly with increasing plasma density, reaching roughly 30% in the highest density 
case.
The detailed ELM power balance was not matched to the experimental estima­
tions. The amount of ELM energy deposited at the target plates was roughly repro­
duced, but the calculated in/out asymmetry was inverted compared to the experi­
mental observations. EDGE2D/E1RENE calculates two times as much ELM power 
deposition at the outer target as at the inner target, whereas the 1RTV measure­
ment in JET normal held discharges show typically opposite behaviour. Moreover, 
the ELM parallel-B power transport is overestimated in EDGE2D/EIRENE causing 
ELM power transit time-scales of 0 - 100 ¿/s compared to the experimental ob­
servations of 100 - 300 /vs. The ELM energy transport in EDGE2D/EIRENE 
is highly dominated by the fast electron conduction channel, whereas, according 
to the experimental observations, the ELM energy transport is interpreted to be 
dominated by ion sound-speed convection. This issue relates to the fluid approach 
of EDGE2D/EIRENE, which is insufficient for reproducing the evolution of kinetic 
effects, such as ELMs. The kinetic corrections used in the simulations here are in­
sufficient to reproduce the electron-ion ratio in the power transport, which leads to 
overestimated power transport in the time scales comparable to the electron transit 
time: ~ 3 /vs. The predictive capability of the model in this study is, thus, strongly 
limited by the inability of EDGE2D/E1RENE to model the short time-scales of the 
ELM event reliably. The model, nevertheless, provides a qualitative description of 
the divertor plasma evolution in ELMy H-mode plasmas. The details of divertor 
plasma dynamics appear to be, however, biased by the too fast power transport via 
the electron conduction channel leading to very high intra-ELM target electron tem­
peratures. Accordingly, the target intra-ELM electron temperatures are prone to be 
overestimated in the EDGE2D/EIRENE simulations. The high electron target tem­
peratures lead generally to high core contaminations; therefore, the obtained tung­
sten core contamination rates can be overestimated. Consequently, taken the uncer­
tainty imposed by the self-sputtering process, the error-bars in the obtained tungsten
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contamination values remain significant. The magnitudes of these error bars cannot 
be addressed within this study, but a detailed comparison to experimental JET ILW 
discharges as well as to kinetic PIC simulations is required to gain further insight to 
this issue. The simulated cycle of significantly increased core contamination during 
the intra-ELM phase, followed by considerably suppressed contamination during 
the ELM recovery phase is, nevertheless, plausible to be qualitatively feasible as 
long as ELMs are anticipated to lead to increased target temperatures of the order 
of 100 - 300 eV followed by increased target densities within the ion sound-speed 
time-scales. Therefore, qualitative insight to the tungsten erosion and transport dy­
namics in JET ELMy H-mode plasmas is obtained in this study, and this insight will 
be enhanced in following studies.
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Discussion
The ELM evolution was qualitatively reproduced in the EDGE2D/EIRENE simula­
tions in this study. To further enhance the predictive capability of the global ELM 
SOL simulations, both significant kinetic corrections, and enhanced experimental 
diagnostic capability of the ELM events are required. To obtain full time-evolving 
ELM fluid modelling including the core, the integrated code suite JINTRAC [80] 
should be used in the subsequent studies, instead of EDGE2D/EIRENE as stand 
JINTRAC as such would, however, suffer from similar drawbacks as 
EDGE2D/EIRENE. The fluid simulations of kinetic phenomena, such as ELMs, 
require significant kinetic corrections to match the dynamics, which are largely re­
lated to the electron-ion and to the conductive-convective balances. Further uncer­
tainty to the simulations is related to the electron-ion balance of the actual pedestal 
ELM drop. Detailed experimental data of this balance is not available. There­
fore, probably the best approach for simulating ELMy plasmas globally in a fusion 
reactor with the fluid codes is to impose a temporal energy source into the SOL, 
and benchmark that energy source to the estimated ELM magnitudes and to the 
convective and convective ELM losses. To reproduce the electron-ion balance in 
the ELM losses, a sensitivity scan is required due to the missing experimental 
information. Once the upstream electron-ion ratio in the model is reproduced, the 
kinetic corrections in the SOL transport can be employed to obtain as close to reality 
as possible temporal evolution of the SOL density and temperature.
The most important kinetic corrections are presumably the sheath-heat transmis­
sion coefficients, which need to be evolved over the ELM deposition at the target to 
take into account the kinetic evolution of the sheath potential. The second order cor­
rection would be given by time-evolving heat-flux limiters to limit the conductive 
heat-flux in the beginning and in the end of the ELM event, i.e. during the periods 
of parallel-B temperature gradients in the SOL. These corrections should cut down 
the electron power transport contribution, which would already give rather good 
time scale agreements in the model. Finally, the third order correction could be 
introduced by using the parallel-B ion viscosity limiter, which, according to PIC 
and fluid model comparisons done in (89J. would presumably slow down the ion 
power transport suitably to further enhance the match of the dynamics between the 
experimental and ion power transport signals.
To benchmark the time scales of the parallel-B power transport, one should com­
pare the electron power transport to the experimental soft X-ray signal and the ion 
transport to the 1RTV signal. Further, one would need to match the target neutral re­
alone.
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cycling rate interpreted from the Da signal. This was not addressed in this study, but 
will be included in following studies. To benchmark the divertor radiation balance 
during the intra-ELM phase, a high time resolution bolometer diagnostic would 
be required. The 200 Hz system available in this study, was too slow to enable a 
detailed analysis of the radiation dynamics in the divertor.
The inverted in/out asymmetry in EDGE2D/EIRENE could presumably be shif­
ted towards the experimental observations by imposing the ELMs at the inner side 
of the poloidal cross-section. This would, however, be a completely ad hoc ap­
proach trying to match the target conditions by compromising the upstream ones. 
This approach would contradict the ELM losses dominantly occurring the LES side 
consistent with the ballooning characteristics of ELMs. Accordingly, justifying this 
approach would be challenging. Matching the detailed global ELM time-evolution 
may, however, be beyond the simulation capability of the 2-D fluid codes due to 
insufficient physics models. Another possible approach, would be to impose an ar­
tificial flow towards the inner target on the particles crossing the OMP separatrix in 
the ELM simulations.
To model the erosion and transport of tungsten, the most important experimental 
quantities to match are the target temperatures and density. Obtaining experimental 
estimates for these over an ELM cycle would be very beneficial for the predictive 
simulations of target sputtering and impurity transport. Actually, experimental data 
of those parameters would enable an onion-skin-model (OSM) [23] analysis of 
tungsten erosion and transport with exact measured target parameters.
To gain further insight to tungsten erosion and transport, kinetic PIC ELM simu­
lation of self-consistent tungsten erosion and transport are of strong interest. These 
kinetic studies are, however, computationally heavy and cannot generally include a 
realistic machine geometry with a realistic 2-D neutral profile in the divertor. There­
fore, the best achievable result will be obtained by cross-comparing the results ob­
tained with the different simulation approaches.
The results obtained here will in near future be compared to experimental 
measurements of tungsten contamination in the ILW discharges. According to this 
study, the tungsten contamination is anticipated to decrease with increasing plasma 
collisionality and with impurity seeding. Therefore, decreasing core tungsten sig­
nals should be observed with increasing fuelling and seeding. The experimental 
measurements of the time-evolution of tungsten erosion and core contamination 
can be further compared to the obtained simulated dynamics.
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Acronyms
The acronyms used in this study.
Carbon-fibre composite 
Electron cyclotron emission 
EFIT Magnetic equilibrium reconstruction
Edge localized mode 
Edge transport barrier 
EVDF Electron velocity distribution function
H-mode High confinement mode
HFS High field side
HRTS High resolution Thomson scattering




ITER International Thennonuclear Experimental Reactor









L-mode Low confinement mode
LCFS Last closed flux surface 
Low field side 
Langmuir probe 
Magnetohydrodynamic 

























The main symbols used in this study. The symbols which are defined each time they appear in the 
text are not listed here.
zìo Density of the species a [m ' ]
7a Temperature of the species ø [eV] 
pa Pressure of the species a [Pa]
VV, E Energy [J]
P Power [W]
q Power flux [W/m2]
Г Particle flux [m^s1]
Time [s]
Plasma flow velocity [m/s] 
cs Plasma sound speed [m/s]
c0 Sound speed of the species о [m/s]
Parallel SOL connection length [m]
Vsf Floating potential [V]
Telm ELM duration [s]
ELM onset [s]
'’pinch Cross-field convection [m/s]
D_ Cross-field diffusion [m2/s]
Cross-field conduction [m2/s]
/elm ELM frequency [Hz]
/at Ion saturation current density [A/m2]
Yo Sheath-heat transmission coefficient of the species a 
E Electric field [V/m]
Magnetic field [T]
Z Charge-state
Q Fusion gain factor
Hydrogenic a Balmer line 
Collisionality of the species a 
V Volume [m3]
R Major radius of the plasma [m]
Minor radius of the plasma [m]
b Half-height of the plasma [m]
Вф Magnitude of the toroidal magnetic field [T] 
Magnitude of the poloidal magnetic field [T] 
ßtotai Total magnitude of the magnetic field [T]
/ф Plasma current [A]
6 Plasma triangularity
The Greenwald density limit [m 3]
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