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ON CONTROLLER-STOPPER PROBLEMS WITH JUMPS AND THEIR
APPLICATIONS TO INDIFFERENCE PRICING OF AMERICAN OPTIONS
ERHAN BAYRAKTAR AND ZHOU ZHOU
Abstract. We consider controller-stopper problems in which the controlled processes can have
jumps. The global filtration is represented by the Brownian filtration, enlarged by the filtration
generated by the jump process. We assume that there exists a conditional probability density
function for the jump times and marks given the filtration of the Brownian motion and decompose
the global controller-stopper problem into controller-stopper problems with respect to the Brownian
filtration, which are determined by a backward induction. We apply our decomposition method to
indifference pricing of American options under multiple default risk. The backward induction leads
to a system of reflected backward stochastic differential equations (RBSDEs). We show that there
exists a solution to this RBSDE system and that the solution provides a characterization of the
value function.
1. Introduction
The problem of pricing American options and the very closely related stochastic control prob-
lem of a controller and stopper either cooperating or playing a zero-sum game has been ana-
lyzed extensively for continuous processes. In particular, [18] considers the super-hedging prob-
lem; [19], [20], [21], and [4] consider the controller-stopper problems, and [24] resolves the indiffer-
ence pricing problem using the results of [19]. We will consider the above problems in the presence
of jumps in the state variables.
The stochastic control problems in the above setup can be solved by Hamilton-Jacobi-Bellman
integro-differential equations in the Markovian setup, or by Reflected Backward Stochastic Dif-
ferential Equations (RBSDEs) with jumps, generalizing the results of [13], which we will call the
global approach. We prefer to use an alternative approach in which we convert the problem with
jumps into a sequence of problems without jumps a` la [2], which uses this result for linear pricing
of American options, and [25] which uses this approach to solve indifference pricing problems for
European-style optimal control problems with jumps under a conditional density hypothesis.
One may wonder what the local approach we propose brings over the global approach in financial
applications. Indeed, in the second part of the paper, where we give an application of the decom-
position results of controller-stopper games to indifference pricing of American options, one may
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2use the methods in [8] and [24] to convert the original problem into a dual problem over martingale
measures which could be represented as a solution of an RBSDE with jumps or integro-PDEs for a
non-linear free boundary problem. Compared to this global approach, what we propose has several
advantages:
(a) Our method tells us how to behave optimally between jumps. For instance, our stopping
times are not hitting times. They are hitting times of certain levels between jumps. But these
levels change as the jumps occur. This tells us how the investor reacts to defaults and changes her
stopping strategies. However, the global method can provide little insight into the impact of jumps
on the optimal strategies.
(b) Like in [16] and [25], our decomposition approach allows us to formulate the optimal invest-
ment problems where the portfolio constraint set can be updated after each default time, depending
on the past defaults, which is financially relevant. Nevertheless, in the global approach the admis-
sible set of strategies has to be fixed in the beginning.
(c) The decomposition result is useful in the analysis of Backward stochastic differential equations
(BSDEs) with jumps. For example, [12] uses the decomposition result of [25] to construct a solution
to BSDEs with jumps. Similar decomposition results were used earlier by [7] in understanding the
structure of control problems in a piece-wise deterministic setting. Also, see [3] for example for the
application of the decomposition idea to the solution of a quickest change detection problem.
Following the setup in [16] and [25] we also assume that there are at most n jumps. Assuming
the number of jumps is finite is not restrictive for financial modeling purposes. We think of jumps
representing default events. The jumps in our framework have both predictable and totally inacces-
sible parts. That is, we are in the hybrid default modeling framework considered by [9], [17] and [25]
and following these papers we make the assumption that the joint distribution of jump times and
marks has a conditional density. For a more precise formulation see the standing assumption in
Section 3.
In this jump-diffusion model, we give a decomposition of the controller-stopper problem into
controller-stopper problems with respect to the Brownian filtration, which are determined by a
backward induction. We apply this decomposition method to indifference pricing of American
options under multiple jump risk, extending the results of [25]. The solution of this problem leads
to a system of reflected backward stochastic differential equations (RBSDEs). We show that there
exists a solution to this RBSDE system and the solution provides a characterization of the value
function, which can be thought of as an extension of [11].
Our first result, see Theorem 2.1 and Proposition 2.3, is a decomposition result for stopping times
of the global filtration (the filtration generated by the Brownian motion and jump times and marks).
Next, in Section 3, we show that the expectation of an optional process with jumps can be computed
by a backward induction, where each step is an expectation with respect to the Brownian filtration.
In Section 4, we consider the controller-stopper problems with jumps and decompose the original
problem into controller-stopper problems with respect to the Brownian filtration. Finally, we apply
our decomposition result to obtain the indifference buying/selling price of American options with
jump/default risk in Section 5 and characterize the optimal trading strategies and the optimal
3stopping times in Theorem 5.4 and Theorem 5.8, which resolves a saddle point problem, which is
an important and difficult problem in the controller-stopper games.
Since we work with optional processes (because our optimization problem contains a state variable
with unpredictable jumps), we can not directly rely on the decomposition result of [14] in Lemma
4.4 and Remark 4.5, or the corresponding result in [15] (which is for predictable processes and
the filtrations involved are right-continuous) from the classical theory of enlargement of filtrations.
(See also Chapter 6 of [26] for an exposition of this theory in English.) It is well known in the
theory of enlargement of filtrations that for a right-continuous enlargement, a decomposition for
optional process is not true in general; the remark on page 318 of [1] gives a counter example. See
also the introduction of the recent paper by [28]. This is because in the case of optional processes
the monotone class argument used in the proof of Lemma 4.4 in [14] does not work for the right-
continuously enlarged filtration. The phenomenon described here is in fact a classical example
demonstrating the well-known exchangeability problem between intersection and the supremum of
σ-algebras. In our problem we work in an enlarged filtration which is not right-continuous. This
allows to get optional decomposition results with respect to the enlarged filtration. On the other
hand, since the enlargement is not right-continuous, no classical stochastic calculus tools can be
used to solve the problem anymore. Therefore, our approach gives an important contribution to the
stochastic optimization literature. Also, as opposed to [14] we consider a progressive enlargement
with several jumps and jump marks. On the other hand, our decomposition of the controller-stopper
problems into control-stopper problems in the smaller filtration can be viewed as a non-linear
extension of the classical decomposition formulas due to Jeulin [14].
In the rest of this section we will introduce the probabilistic setup and notation that we will use
in the rest of the paper.
1.1. Probabilistic setup. As in [25], we start with (Ω,F,P) corresponding to the jump-free prob-
ability space, where F = (Ft)
∞
t=0 is the filtration generated by the Brownian motion, satisfying the
usual conditions. We assume that there are at most n jumps. Define ∆0 = ∅ and
∆k = {(θ1, . . . , θk) : 0 ≤ θ1 . . . ≤ θk} , k = 1, . . . , n,
which represents the space of first k jump times. For k = 1, . . . , n, let ek be the k-th jump mark
taking values in some Borel subset E of Rdˆ. For k = 0, . . . , n, let Dk be the filtration generated by
the first k jump times and marks, i.e.,
Dkt = ∨
k
i=1
(
σ(1{ζi≤s}, s ≤ t) ∨ σ(ℓi1{ζi≤s}, s ≤ t)
)
.
Let
Gk = F ∨ Dk, k = 0, . . . , n.
Denote by Gk = (Gkt )
∞
t=0 for k = 0, . . . , n, and G = G
n. (One should note that these filtrations are
not necessarily right continuous. When we look at the supremum of two σ algebras, the resulting
σ algebra does not have to be right continuous. This is due to the famous exchangeability problem
between the intersection and the supremum of two σ algebras.) Then (Ω,Gk,P) is the probability
space including at most the first k jumps, k = 0, . . . , n. Let (Ω,G,P) = (Ω,Gn,P) which we refer
4to as the global probability space. Note that for k = 0, . . . , n, we may characterize each element
in Ω as (ω1, θ1, . . . , θk, e1, . . . , ek), when the random variable we consider is G
k
∞-measurable, where
ω1 is viewed as the Brownian motion argument and G
k
∞ = ∪
∞
t=0G
k
t , see page 76 in [6].
Next we will introduce some notation that will be used in the rest of the paper.
1.2. Notation.
• For any (θ1, . . . , θk) ∈ ∆k, (ℓ1, . . . , ℓk) ∈ E
k, we denote by
θk = (θ1, . . . , θk), ℓk = (ℓ1, . . . , ℓk), k = 1, . . . , n.
We also denote by ζk = (ζ1, . . . , ζk), and ℓk = (ℓ1, . . . , ℓk). From now on, for k = 1, . . . , n,
we use θk, θk, ek, ek to represent given fixed numbers or vectors, and ζk, ζ k, ℓk, ℓk to represent
random jump times or marks.
• PF is the σ-algebra of F-predictable measurable subsets on R+ × Ω, i.e., the σ-algebra
generated by the left-continuous F-adapted processes.
• PF(∆k, E
k) is the set of indexed F-predictable processes Zk(·), i.e., the map (t, ω,θk, ℓk)→
Zkt (ω,θk, ℓk) is PF ⊗ B(∆k) ⊗ B(E
k)-measurable, for k = 1, . . . , n. We also denote PF as
PF(∆0, E
0).
• OF(resp.OG) is the σ-algebra of F(resp.G)-optional measurable subsets on R+×Ω, i.e., the
σ-algebra generated by the right-continuous F(resp.G)-adapted processes.
• OF(∆k, E
k) is the set of indexed F-adapted processes Zk(·), i.e., the map (t, ω,θk, ℓk) →
Zkt (ω,θk, ℓk) is OF ⊗ B(∆k) ⊗ B(E
k)-measurable, for k = 1, . . . , n. We also denote OF as
OF(∆0, E
0).
• For any Gk∞-measurable random variable X, we sometimes denote it as X = X(ω1, ζ k, ℓk) =
X(ζ k, ℓk). Given ζk = θk, ℓk = ek, we denote X as X = X(ω1, θk, ℓk) = X(θk, ℓk). Similar
notations apply for any Gk-adapted process (Zt)t≥0 and its stopped version Zτ , where τ is
a Gk-stopping time.
• For T ∈ [0,∞], ∆k(T ) := ∆k ∩ [0, T ]
k.
• S∞c [t, T ] :=
{
Y : F-adapted continuous, ||Y ||S∞c [t,T ] := ess sup
(s,ω)∈[t,T ]×Ω
|Ys(ω)| <∞
}
.
• S∞c (∆k(T ), E
k) :=
{
Y k ∈ OF(∆k, E
k) : Y k is continuous, and ||Y k||S∞c (∆k(T ),Ek) :=
sup
(θk ,ek)∈∆k(T )×Ek
||Y k(θk, ek)||S∞c [θk,T ] <∞
}
, k = 0, . . . , n.
• L2W [t, T ] :=
{
Z : F-predictable, E
[∫ T
t
|Zs|
2ds
]
<∞
}
.
• L2W (∆k(T ), E
k) :=
{
Zk ∈ PF(∆k, E
k) : E
[∫ T
θk
|Zkt (θk, ek)|
2dt
]
<∞, ∀(θk, ek) ∈
∆k(T )× E
k
}
, k = 0, . . . , n.
• A[t, T ] :=
{
K : F-adapted continuous increasing, Kt = 0, EK
2
T <∞
}
, k = 0, . . . , n.
• A(∆k(T ), E
k) :=
{
Kk : ∀(θk, ek) ∈ ∆k(T )× E
k, Kk(θk, ek) ∈ A[θk, T ]
}
, k = 0, . . . , n.
5• We use eq(H, f)s≤t≤T to represent the RBSDE

Yt = HT −
∫ T
t
f(r, Yr, Zr)dr +
∫ T
t
ZrdWr + (KT −Kt), s ≤ t ≤ T,
Yt ≥ Ht, s ≤ t ≤ T,∫ T
s
(Yt −Ht)dKt = 0,
and EQ(H, f)s≤t≤T to represent the RBSDE

Yt = HT +
∫ T
t
f(r,Yr,Zr)dr −
∫ T
t
ZrdWr + (KT −Kt), s ≤ t ≤ T,
Yt ≥ Ht, s ≤ t ≤ T,∫ T
s
(Yt −Ht)dKt = 0.
2. Decomposition of G-stopping times
Theorem 2.1 and Proposition 2.3, on the decomposition G-stopping times, are the main results
of this section.
Theorem 2.1. τ is a G-stopping time if and only if it has the decomposition:
(2.1)
τ = τ01{τ0<ζ1} +
n−1∑
k=1
τk(ζ k, ℓk)1{τ0≥ζ1}∩...∩{τk−1≥ζk}∩{τk<ζk+1} + τ
n(ζn, ℓn)1{τ0≥ζ1}...∩{τn−1≥ζn},
for some (τ0, . . . , τn), where τ0 is an F-stopping time, and τk(ζ k, ℓk) is a G
k-stopping time satisfying
(2.2) τk(ζ k, ℓk) ≥ ζk, k = 1, . . . , n.
Proof. If τ has the decomposition (2.1), then
{τ ≤ t} =
(
{τ0 < ζ1} ∩ {τ
0 ≤ t}
) n−1⋃
k=1
(
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1} ∩ {τ
k ≤ t}
)
∪
(
{τ0 ≥ ζ1} ∩ . . . {τ
n−1 ≥ ζn} ∩ {τ
n ≤ t}
)
.
For k = 1, . . . , n, since {τk < ζk+1} ∈ Gτk , and
{τ i−1 ≥ ζi} ∈ Gζi ⊂ Gζk ⊂ Gτk , i = 1, . . . , k,
we have
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1} ∩ {τ
k ≤ t} ∈ Gt.
Similarly we can show {τ0 < ζ1} ∩ {τ
0 ≤ t} ∈ Gt and
{τ0 ≥ ζ1} ∩ . . . {τ
n−1 ≥ ζn} ∩ {τ
n ≤ t} ∈ Gt.
If τ is a G-stopping time, we will proceed in 3 steps to show that it has the decomposition (2.1).
Step 1: We will show that for any discretely valued G-stopping time
τ =
∑
1≤i≤∞
ai1Ai ,
6where 0 ≤ a1 < a2 < . . . < a∞ = ∞ and (Ai ∈ Gai)1≤i≤∞ is a partition of Ω, there exists a
G
k-stopping time τk = τk(ζk, ℓk), such that
(2.3) τ1{τ<ζk+1} = τ
k1{τ<ζk+1} and {τ < ζk+1} = {τ
k < ζk+1},
for k = 0, . . . , n− 1. First, we have
{τ < ζk+1} =
⋃
1≤i≤∞
(
{τ < ζk+1} ∩ {Ai}
)
=
⋃
1≤i≤∞
(
{ai < ζk+1} ∩ {Ai}
)
.
To complete Step 1, we need the following lemma:
Lemma 2.2. For i = 1, . . . ,∞, and Ai ∈ Gai , there exists A˜i ∈ G
k
ai
, such that
(2.4) {ai < ζk+1} ∩ A˜i = {ai < ζk+1} ∩Ai.
Moreover, (A˜i)1≤i≤∞ can be chosen to be mutually disjoint.
Proof of Lemma 2.2. Since for j ≥ k + 1,
(
σ(1{ζj≤s}, s ≤ ai) ∨ σ(ℓj1{ζj≤s}, s ≤ ai)
)
∩ {ai < ζk+1}
= σ
(
{ζj ≤ s},
(
{ℓ ∈ C} ∩ {ζj ≤ t}
)
∪ {ζj > t}, s, t ≤ ai, C ∈ B(E)
)
∩ {ai < ζk+1}
= σ
(
{ζj ≤ s} ∩ {ai < ζk+1},
((
{ℓ ∈ C} ∩ {ζj ≤ t}
)
∪ {ζj > t}
)
∩ {ai < ζk+1},
s, t ≤ ai, C ∈ B(E)
)
=
{
∅, {ai < ζk+1}
}
,
we have
Gai ∩ {ai < ζk+1}
=
(
Fai ∨
(
∨nj=1
(
σ(1{ζj≤s}, s ≤ ai) ∨ σ(ℓj1{ζj≤s}, s ≤ ai)
)))
∩ {ai < ζk+1}
=
((
Fai ∩ {ai < ζk+1}
)
∨
(
∨nj=1
(
σ(1{ζj≤s}, s ≤ ai) ∨ σ(ℓj1{ζj≤s}, s ≤ ai)
)
∩ {ai < ζk+1}
))
=
((
Fai ∩ {ai < ζk+1}
)
∨
(
∨kj=1
(
σ(1{ζj≤s}, s ≤ ai) ∨ σ(ℓj1{ζj≤s}, s ≤ ai)
)
∩ {ai < ζk+1}
))
=
(
Fai ∨
(
∨kj=1
(
σ(1{ζj≤s}, s ≤ ai) ∨ σ(ℓj1{ζj≤s}, s ≤ ai)
)))
∩ {ai < ζk+1}
= Gkai ∩ {ai < ζk+1},
which proves the existence result in Lemma 2.2. Now suppose (A¯i ∈ G
k
ai
)1≤i≤∞ are the sets such
that (2.4) holds. Define A˜1 = A¯1, A˜∞ = ∅, and
A˜m+1 = A¯m+1 \
m⋃
j=1
A¯j , m = 1, 2, . . .
7Since for i 6= j,
(
A¯i ∩ {ai < ζk+1}
)
∩
(
A¯j ∩ {aj < ζk+1}
)
= ∅, we have for m = 1, 2, . . . ,
A¯m+1 ∩ {am+1 < ζk+1} ⊃ A˜m+1 ∩ {am+1 < ζk+1}
=
(
A¯m+1 ∩ {am+1 < ζk+1}
)
\
m⋃
j=1
(
A¯j ∩ {am+1 < ζk+1}
)
⊃
(
A¯m+1 ∩ {am+1 < ζk+1}
)
\
m⋃
j=1
(
A¯j ∩ {aj < ζk+1}
)
=
(
A¯m+1 ∩ {am+1 < ζk+1}
)
.
Therefore, A˜m+1 ∩ {am+1 < ζk+1} = A¯m+1 ∩ {am+1 < ζk+1}, and thus (A˜i ∈ G
k
ai
)1≤i≤∞ are the
disjoint sets such that (2.4) holds. This completes the proof of Lemma 2.2. 
Now let us continue with the proof of Theorem 2.1. From Lemma 2.2, we have
{τ < ζk+1} =
⋃
1≤i≤∞
(
{ai < ζk+1} ∩ A˜i
)
,
where (A˜i ∈ G
k
ai
)1≤i≤∞ are disjoint sets such that (2.4) holds. Define G
k-stopping time
τk =
∑
1≤i≤∞
ai1A˜i .
Since
A˜i ∩ {τ < ζk+1} = A˜i ∩
⋃
1≤j≤∞
(
{aj < ζk+1} ∩ A˜j
)
= {ai < ζk+1} ∩ A˜i = {τ < ζk+1} ∩Ai,
we have
τk1{τ<ζk+1} =
∑
1≤i≤∞
ai1A˜i∩{τ<ζk+1} =
∑
1≤i≤∞
ai1Ai∩{τ<ζk+1} = τ1{τ<ζk+1}.
Also,
{τ < ζk+1} =
⋃
1≤i≤∞
(
{ai < ζk+1} ∩Ai
)
=
⋃
1≤i≤∞
(
{ai < ζk+1} ∩ A˜i
)
= {τk < ζk+1}.
Step 2: We will show that for any G-stopping time τ , there exists a Gk-stopping time τk, such
that (2.3) holds. Define the G-stopping times
τm :=
∞∑
j=0
j + 1
2m
· 1{ j
2m
≤τ< j+1
2m
} +∞ · 1{τ=∞}, m = 1, 2, . . .
By Step 1, there exists a Gk-stopping time τkm, such that
(2.5) τkm1{τm<ζk+1} = τm1{τm<ζk+1} and {τm < ζk+1} = {τ
k
m < ζk+1}.
Define τk := lim supm→∞ τ
k
m. Since τm ց τ , by taking “lim sup” on both side of (2.5), we have
(2.3).
8Step 3: From Step 2, we know that for any G-stopping time τ , there exists τ0, τ1, . . . , τn−1 being
F, G1, . . . , Gn−1-stopping times respectively, such that (2.3) holds, for k = 0, . . . , n − 1. Let
τn := τ , then we have
τ = τ1{τ<ζ1} +
n−1∑
k=1
τ1{ζk≤τ<ζk+1} + τ1{ζn≤τ}
= τ01{τ<ζ1} +
n−1∑
k=1
τk1{ζk≤τ<ζk+1} + τ
n1{ζn≤τ}
= τ01{τ<ζ1} +
n−1∑
k=1
τk1{τ≥ζ1}∩...∩{τ≥ζk}∩{τ<ζk+1} + τ
n1{τ≥ζ1}∩...∩{τ≥ζn}
= τ01{τ0<ζ1} +
n−1∑
k=1
τk1{τ0≥ζ1}∩...∩{τk−1≥ζk}∩{τk<ζk+1} + τ
n1{τ0≥ζ1}∩...∩{τn−1≥ζn}.
We will modify the decomposition so that it satisfies (2.2). For k = 1, . . . , n, define Gk-stopping
time
τ˜k =
{
τk, τk ≥ ζk,
ζk, τ
k < ζk.
and let τ˜0 := τ0. Then for k = 1, . . . , n, τ˜k ≥ ζk, and
{τ˜k < ζk+1} = {τ
k < ζk+1} = {τ < ζk+1}, k = 0, . . . , n− 1.
For k = 1, . . . , n− 1, since {ζk ≤ τ < ζk+1} ⊂ {τ = τ
k}, we have
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1}
= {ζk ≤ τ < ζk+1} = {ζk ≤ τ < ζk+1} ∩ {τ = τ
k} ⊂ {τk ≥ ζk}.
Also {τ ≥ ζn} ⊂ {τ = τn} implies
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
n−1 ≥ ζn} = {τ ≥ ζn} = {τ ≥ ζn} ∩ {τ = τ
n} ⊂ {τn ≥ ζn}.
Therefore, we have
τ = τ01{τ0<ζ1} +
n−1∑
k=1
τk1{τ0≥ζ1}∩...∩{τk−1≥ζk}∩{τk<ζk+1} + τ
n1{τ0≥ζ1}∩...∩{τn−1≥ζn}
= τ˜01{τ0<ζ1} +
n−1∑
k=1
τ˜k1{τ0≥ζ1}∩...∩{τk−1≥ζk}∩{τk<ζk+1} + τ˜
n1{τ0≥ζ1}∩...∩{τn−1≥ζn}
= τ˜01{τ˜0<ζ1} +
n−1∑
k=1
τ˜k1{τ˜0≥ζ1}∩...∩{τ˜k−1≥ζk}∩{τ˜k<ζk+1} + τ˜
n1{τ˜0≥ζ1}∩...∩{τ˜n−1≥ζn}.
This ends the proof of Theorem 2.1. 
In the rest of the paper, we will use the notation τ ∼ (τ0, . . . , τn) for the G-stopping time τ if
it has the decomposition from (2.1). The next result shows that the decomposition of τ in (2.1) is
unique, in the sense that the terms in the sum of τ ’s representation are the same even for different
9(τ0, . . . , τn)’s in the representation. (Note that one can modify the stopping times τ i after the
jump times ζi+1.)
Proposition 2.3. Let τ ∼ (τ0, . . . , τn) be a G-stopping time. Then {τ0 < ζ1} = {τ < ζ1},
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1} = {ζk ≤ τ < ζk+1} for k = 1, . . . , n − 1, and
{τ0 ≥ ζ1} ∩ . . . ∩ {τn−1 ≥ ζn} = {ζn ≤ τ}. Therefore,
τ = τ01{τ<ζ1} +
n−1∑
k=1
τk1{ζk≤τ<ζk+1} + τ
n1{ζn≤τ}.
Proof. Let A0 := {τ
0 < ζ1}, An := {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
n−1 ≥ ζn}, and
Ak := {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1}, k = 1, . . . , n− 1.
Let B0 := {τ < ζ1}, Bn := {ζn ≤ τ}, and Bk := {ζk ≤ τ < ζk+1}, k = 1, . . . , n − 1. In the
set Ai, we have τ = τ
i, which implies ζi ≤ τ < ζi+1, and thus Ai ⊂ Bi, for i = 1, . . . , n − 1.
Similarly, A0 ⊂ B0 and An ⊂ Bn. Since (Ai)
n
i=0 and (Bi)
n
i=0 are mutually disjoint respectively, and
Ω =
⋃n
i=0Ai =
⋃n
i=0Bi, we have Ai = Bi, i = 0, . . . , n. 
The last proposition generalizes the decomposition result given in Theorem (A2.3) of [7] on page
261 (also see Theorem T33 of [5] on page 308) from the stopping times of piecewise deterministic
Markov processes to the stopping times of jump diffusions.
Proposition 2.4. Let T > 0 be a constant. τ is an G-stopping time satisfying τ ≤ T if and only
if τ has the decomposition (2.1), with τ0 ≤ T and {ζk ≤ T} = {τ
k ≤ T}, k = 1, . . . , n.
Proof. If τ has the decomposition, then on the set {τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk}, we have
T ≥ τ0 ≥ ζ1 ⇒ T ≥ τ
1 ⇒ T ≥ ζ2 ⇒ . . .⇒ T ≥ τ
k−1 ⇒ T ≥ ζk ⇒ T ≥ τ
k,
For k = 1, . . . , n. Thus τ ≤ T .
Conversely, let τ ∼ (τ0, . . . , τn) be a G-stopping time satisfying τ ≤ T . Let τ˜0 := τ0, and
τ˜k :=
{
τk ∧ T, ζk ≤ T,
τk, ζk > T.
for k = 0, . . . , n. It can be shown that τ˜k is a Gk-stopping time. Then for k = 1, . . . , n− 1,
ζk ≤ τ < ζk+1 ⇒ τ
k = τ ≤ T ⇒ τ˜k = τk.
Similarly, ζn ≤ τ ⇒ τ˜
n = τn. Therefore,
τ = τ˜01{τ<ζ1} +
n−1∑
k=1
τ˜k1{ζk≤τ<ζk+1} + τ˜
n1{ζn≤τ}.
Easy to see τ˜k ≥ ζk and {ζk ≤ T} = {τ˜
k ≤ T}, k = 1, . . . , n. It remains to show Ai = Bi, i =
0, . . . , n, where A0 := {τ
0 < ζ1}, An := {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
n−1 ≥ ζn},
Ak := {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1}, k = 0, . . . , n− 1,
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and B0 := {τ˜
0 < ζ1}, Bn := {τ˜
0 ≥ ζ1} ∩ . . . ∩ {τ˜
n−1 ≥ ζn},
Bk := {τ˜
0 ≥ ζ1} ∩ . . . ∩ {τ˜
k−1 ≥ ζk} ∩ {τ˜
k < ζk+1}, k = 0, . . . , n − 1.
Easy to see A0 = B0 and An ⊃ Bn. Now for k = 1, . . . , n− 1,
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ˜
k < ζk+1}
⊂ {τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩
(
{τk < ζk+1} ∪ {T < ζk+1}
)
.
Since
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {T < ζk+1} ∩ {τ
k ≥ ζk+1} = ∅,
we have
{τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {T < ζk+1} ⊂ {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1}.
Hence, for k = 1, . . . , n− 1,
Bk ⊂ {τ
0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ˜
k < ζk+1}
= {τ0 ≥ ζ1} ∩ . . . ∩ {τ
k−1 ≥ ζk} ∩ {τ
k < ζk+1} = Ak
Since
⋃n
k=0Ak =
⋃n
k=0Bk = Ω, and (Ak)
n
k=0 and (Bk)
n
k=0 are mutually disjoint respectively, we
have Ak = Bk, k = 0, . . . , n. 
3. Decomposition of expectations of G-optional processes
The main result in this section is Theorem 3.3, which shows that the expectation of a stopped
G-optional process can be calculated using a backward induction, where each step is an expectation
with respect to the Brownian filtration.
Standing Assumption: For the rest of the paper, we assume there exists a conditional probability
density function α ∈ OF(∆n, E
n), such that
P
[
(ζ1, . . . , ζn, ℓ1, . . . , ℓn) ∈ dθ1 . . . dθnde1 . . . den|Ft]
= αt(θ1, . . . , θn, e1, . . . , en)dθ1 . . . dθnη(de1) . . . η(den), a.s.,
(3.1)
where dθk is the Lebesgue measure, and η(dek) is some probability measure which may depend on
(θk−1, ek−1) (e.g., transition kernel), for k = 1, . . . , n. We also assume that the map t→ αt is right
continuous and
(3.2) E
[∫
En
∫
∆n
sup
t≥0
αt(θn, en)dθ1 . . . dθnη(de1) . . . η(den)
]
<∞.
Following [25], let us set αnt (θn, en) = αt(θn, en), and
(3.3) αkt (θk, ek) =
∫
E
∫ ∞
t
αk+1t (θk, θk+1, ek, ek+1) dθk+1η(dek+1), k = 0, . . . , n− 1.
Note that α = 0 when θ1, . . . , θn are not in an ascending order. As a result, for k = 0, . . . , n− 1,
αkt (θk, ek) =
∫
Ek
∫ ∞
t
∫ ∞
θk+1
. . .
∫ ∞
θn−1
αt(θn, en) dθn . . . dθk+1η(den) . . . η(dek+1).
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Hence P[ζ1 > t|Ft] = α
0
t , and for k = 1, . . . , n− 1,
P[ζk+1 > t|Ft] =
∫
Ek
∫
∆k
αkt (θ1, . . . , θk, e1, . . . , ek) dθ1 . . . dθkη(de1) . . . η(dek).
Therefore, αk can be interpreted as the survival density of ζk+1.
Let us recall the following lemma from [25].
Lemma 3.1. Any process Z = (Zt)t≥0 is G-optional if and only if it has the decomposition:
(3.4) Zt = Z
0
t 1{t<ζ1} +
n−1∑
k=1
Zkt (ζ k, ℓk)1{ζk≤t<ζk+1} + Z
n
t (ζn, ℓn)1{ζn≤t},
for some Zk ∈ OF(∆k, E
k), for k = 0, . . . , n. A similar decomposition result holds for any G-
predictable process.
We will use the notation Z ∼ (Z0, . . . , Zn) for the G-optional (resp. predictable) process Z from
the decomposition (3.4). Let Z ∼ (Z0, . . . , Zn) be a G-optional process, and τ ∼ (τ0, . . . , , τn) be
a G-stopping time. Then from Lemma 3.1 and Proposition 2.3, Zτ has the decomposition:
(3.5) Zτ = Z
0
τ01{τ<ζ1} +
n−1∑
k=1
Zkτk1{ζk≤τ<ζk+1} + Z
n
τn1{ζn≤τ}.
The following lemma will be used for the rest of the paper:
Lemma 3.2. τk(ζk, ℓk) is a G
k-stopping time satisfying τk ≥ ζk if and only if for any fixed (θk, ek) ∈
∆k × E
k, τk(θk, ek) is an F-stopping time satisfying τ
k(θk, ek) ≥ θk and τ
k(θk, ek) is measurable
with respect to (θk, ek).
Proof. If τk(θk, ek) is an F-stopping time satisfying τ
k(θk, ek) ≥ θk and is measurable with respect
to (θk, ek), then 1{τk(θk,ek)≤t} · 1{θk≤t} ∈ OF(∆k, E
k). By Lemma 3.1 (here n = k), 1{τk(ζk,ℓk)≤t} =
1{τk(ζk,ℓk)≤t} · 1{ζk≤t} is a G
k-optional process. Then {τk(ζ k, ℓk) ≤ t} =
{
1{τk(ζk,ℓk)≤t} = 1
}
∈ Gkt .
Hence, τk(ζ k, ℓk) is a G
k-stopping time. Conversely, if τk(ζ k, ℓk) is a G
k-stopping time, then the
G
k-optional process 1{τk(ζk,ℓk)≤t} has the representation from Lemma 3.1. Thus, for fixed (θk, ek),
1{τk(θk,ek)≤t} is F-optional, which implies that τ
k(θk, ek) is an F-stopping time. 
The following theorem is the main result of this section.
Theorem 3.3. Let Z ∼ (Z0, , . . . , Zn) be a nonnegative (or bounded), right continuous G-optional
process, and τ ∼ (τ0, . . . , τn) be a finite G-stopping time satisfying τ ≤ T , where T ∈ [0,∞] is a
constant. The expectation E
[
Zτ
]
can be computed by a backward induction as
E
[
Zτ
]
= J0,
where J0, . . . , Jn are given by
Jn(θn, en) = E
[
Znτnα
n
τn(θn, en)
∣∣Fθn], (θn, en) ∈ ∆n(T )× En,(3.6)
Jk(θk, ek) = E
[
Zk
τk
αk
τk
(θk, ek) +
∫ τk(θk,ek)∧T
θk
∫
E
Jk+1(θk, θk+1, ek, ek+1)η(dek+1)dθk+1
∣∣∣Fθk
]
,(3.7)
(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n− 1.
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Proof. For the sake of simplicity, let us assume n = 2. Using (3.6) and (3.7), plugging J2 into J1,
and then J1 into J0, we obtain
J0 = E
[
Z0τ0α
0
τ0
]
+ E
[ ∫ τ0∧T
0
∫
E
E
[
Z1τ1(θ1,e1) · α
1
τ1(θ1,e1)
∣∣Fθ1]η(de1)dθ1
]
+ E
[∫ τ0∧T
0
∫
E
E
[∫ τ1(θ1,e1)∧T
0
∫
E
E
[
Z2τ2(θ1,θ2,e1,e2) · α
2
τ2
∣∣Fθ2]η(de2)dθ2∣∣∣Fθ1
]
η(de1)dθ1
]
.
On the right side of the equation above, let us denote the fist term by I, the second term by II, and
the third term by III. We can show that
I = E
[ ∫
E2
∫
∆2
Z0τ0 · 1{θ1>τ0} · ατ0(θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
,
II = E
[ ∫
E2
∫
∆2
Z1τ1(θ1,e1) · 1{θ1≤T} · 1{τ0≥θ1}∩{τ1(θ1,e1)<θ2} · ατ1 dθ1dθ2η(de1)η(de2)
]
,
III = E
[ ∫
E2
∫
∆2
Z2τ2(θ1,θ2,e1,e2) · 1{θ1,θ2≤T} · 1{τ0≥θ1}∩{τ1(θ1,e1)≥θ2} · ατ2 dθ1dθ2η(de1)η(de2)
]
.
For fixed (θ1, θ2, e1, e2) ∈ ∆2 × E
2, from Proposition 2.3, we have {τ0 ≥ θ1} ∩ {τ
1 < θ2} = {θ1 ≤
τ < θ2} ⊂ {θ1 ≤ T}, and {τ
0 ≥ θ1} ∩ {τ
1 ≥ θ2} = {θ2 ≤ τ} ⊂ {θ1, θ2 ≤ T}. Hence,
Zτ (θ1, θ2, e1, e2) = Z
0
τ0 · 1{τ0<θ1} + Z
1
τ1 · 1{τ0≥θ1} · 1{τ1<θ2} + Z
2
τ2 · 1{τ0≥θ1} · 1{τ1≥θ2}
= Z0τ0 · 1{τ0<θ1} + Z
1
τ1 · 1{θ1≤T} · 1{τ0≥θ1}∩{τ1<θ2} + Z
2
τ2 · 1{θ1,θ2≤T} · 1{τ0≥θ1}∩{τ1≥θ2}.
Therefore, we have
J0 = I + II + III = E
[ ∫
E2
∫
∆2
Zτ (θ1, θ2, e1, e2) · ατ (θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
.
We will show in two steps that J0 = E[Zτ ].
Step 1: If τ =
∞∑
k=0
ak1Ak , where 0 ≤ a0 < a1 . . . <∞, and Ak ∈ Gak , k = 0, 1, . . . , then
E[Zτ ] =
∞∑
k=0
E
[
Zak1Ak
]
=
∞∑
k=0
E
[∫
E2
∫
∆2
Zak(θ1, θ2, e1, e2)1Ak(θ1, θ2, e1, e2)αak(θ1, θ2, e1, e2)dθ1dθ2η(de1)η(de2)
]
= E
[∫
E2
∫
∆2
(
∞∑
k=0
Zak(θ1, θ2, e1, e2)1Ak(θ1, θ2, e1, e2)αak(θ1, θ2, e1, e2)
)
dθ1dθ2η(de1)η(de2)
]
= E
[ ∫
E2
∫
∆2
Zτ (θ1, θ2, e1, e2) · ατ (θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
,
where the second equality above follows from Proposition 2.1 in [25].
Step 2: In general, let τ be any finite G-stopping time. Define
τm :=
∞∑
j=0
j + 1
2m
· 1{ j
2m
≤τ< j+1
2m
}, m = 1, 2, . . .
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For fixed N ∈ (0,∞), Step 1 implies that
E
[
Zτm ∧N
]
= E
[∫
E2
∫
∆2
(
Zτm
(
θ1, θ2, e1, e2) ∧N
)
· ατm(θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
.
Thanks to (3.2) and the right continuity of Zt and αt, by sending m→∞, we get
E
[
Zτ ∧N
]
= E
[ ∫
E2
∫
∆2
(
Zτ
(
θ1, θ2, e1, e2) ∧N
)
· ατ (θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
.
Then letting N →∞, the result follows. 
Remark 3.4. When the Brownian motion and the jumps are independent, (3.2) and the right
continuity of αt in the Standing Assumption trivially holds. In this case, Theorem 3.3 still holds
if the assumption of the right continuity of Zt is removed. In fact, it follows directly from the
expectation under the product probability measure that
J0 = E
[∫
E2
∫
∆2
Zτ (θ1, θ2, e1, e2) · α(θ1, θ2, e1, e2) dθ1dθ2η(de1)η(de2)
]
= E[Zτ ].
The same applies for Theorem 4.2 and Proposition 4.4.
4. Decomposition of G-controller-stopper problems
Theorem 4.2 and Proposition 4.4 are the main results for this section, which decompose the global
G-controller-stopper problems into a backward induction, where each step is a controller-stopper
problem with respect to the Brownian filtration.
A control is a G-predictable process π ∼ (π0, . . . , πn), where πk ∈ PF(∆k, E
k) is valued in a set
Ak in some Euclidian space, for k = 0, . . . , n. We denote by PF(∆k, E
k;Ak) the set of elements in
PF(∆k, E
k) valued in Ak, k = 0, . . . , n. We require that all the G-stopping times we consider here
are valued in [0, T ], where T ∈ (0,∞] is a given constant. A trading strategy is a pair of a control
and a G-stopping time. We will use the notation (π, τ) ∼ (πk, τk)nk=0 for the trading strategy if
π ∼ (π0, . . . , πn) and τ ∼ (τ0, . . . , τn). A trading strategy (π, τ) ∼ (πk, τk)nk=0 is admissible, if
for k = 0, . . . , n, (πk, τk) ∈ Ak × T k, where Ak is some seperable metric space of P(∆k, E
k;Ak),
and T k is some set of finite Gk-stopping times. By Proposition 2.4, we let T k be such that for any
τk ∈ T k, τk(θk, ek) ≤ T whenever θk ≤ T . Note that A
k and T k may depend on each other in
general. We denote the set of admissible trading strategies by AG × TG.
The following lemma will be used for the measurable selection issue later on.
Lemma 4.1. For k = 0, . . . , n, define the metric on T k in the following way:
ρ(τk1 , τ
k
2 ) := E
[ ∫ ∞
0
e−t
∣∣1{τk
1
≤t} − 1{τk
2
≤t}
∣∣dt], τk1 , τk2 ∈ T k.
Then T k is a separable metric space.
Proof. Since for any Gk-stopping time τk, e−t1{τk≤t} is a G
k-adapted process in L1([0,∞) × Ω),
the conclusion follows from the separability of L1, see [27]. 
Following [25], we describe the formulation of a stopped controlled state process as follows:
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• Controlled state process between jumps:
(x, πk) ∈ Rd ×Ak 7−→ Xk,x,π
k
∈ OF(∆k, E
k), k = 0, . . . , n,
such that
X
0,x,π0
0 = x, X
k,β,πk
θk
(θk, ek) = β, ∀β Fθk -measurable.
• Jumps of controlled state process: we have a collection of maps Γk on R+×Ω×R
d×Ak−1×E,
for k = 1, . . . , n, such that
(t, ω, x, a, e) 7→ Γk(ω, x, a, e) is PF ⊗B(R
d)⊗ B(Ak−1)⊗ B(E)-measurable
• Global controlled state process:(
x, π ∼ (π0, . . . , πn)
)
∈ Rd ×AG 7−→ X
x,π ∈ OG,
where
(4.1) Xx,πt = X¯
0
t 1{t<ζ1} +
n−1∑
k=1
X¯kt (ζ k, ℓk)1{ζk≤t<ζk+1} + X¯
n
t (ζn, ℓn)1{ζn≤t},
with (X¯0, . . . , X¯n) ∈ OF(∆0, E
0)× . . . ×OF(∆n, E
n) with initial data
X¯0 = X0,x,π
0
,
X¯k(θk, ek) = X
k,Γk
θk
(X¯k−1
θk
,πk−1
θk
,ek),π
k
(θk, ek), k = 1, . . . , n.
• Stopped global controlled state process: given a trading strategy (π, τ) ∼ (πk, τk)nk=0 in
AG × TG, let X
x,π be the process from (4.1), then the stopped controlled state process is:
(4.2) Xx,πτ = X¯
0
τ01{τ<ζ1} +
n−1∑
k=1
X¯k
τk
(ζk, ℓk)1{ζk≤τ<ζk+1} + X¯
n
τn(ζn, ℓn)1{ζn≤τ}.
Assume U ∼ (U0, . . . , Un) is bounded (nonnegative, nonpositive), OG⊗B(R
d)-measurable which
gives the terminal payoff Ut at time t . Consider the two types of the controller-stopper problems:
(4.3) V 0(x) = sup
τ∈TG
sup
π∈AG
E
[
Uτ (X
x,π
τ )
]
, x ∈ Rd,
(4.4) V0(x) = sup
π∈AG
inf
τ∈TG
E
[
Uτ (X
x,π
τ )
]
, x ∈ Rd.
We require that for any x ∈ Rd and admissible control π, the map t→ Ut(X
x,π
t ) is right continuous.
The following theorem provides a decomposition for calculating V 0 in (4.3). Its proof is similar
to the proof of Theorem 4.1 in [25].
Theorem 4.2. Define value functions (V¯ k)nk=0 as
V¯ n(x,θn, en) = ess sup
τn∈T n
ess sup
πn∈An
E
[
Unτn(X
n,x,πn
τn , θn, en) · α
n
τn(θn, en)
∣∣Fθn], (θn, en) ∈ ∆n(T )× En,
V¯ k(x,θk, ek) = ess sup
τk∈T k
ess sup
πk∈Ak
E
[
Uk
τk
(Xk,x,π
k
τk
, θk, ek) · α
k
τk
(θk, ek)(4.5)
+
∫ τk
θk
∫
E
V¯ k+1
(
Γk+1θk (X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1
)
η(dek+1)dθk+1
∣∣Fθk],
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(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n− 1. Then V 0(x) = V¯ 0(x).
Remark 4.3. In Equation (4.5), the first term Uk
τk
(Xk,x,π
k
τk
, θk, ek) ·α
k
τk
(θk, ek) can be interpreted as
the gain when there are no jumps between θk and τ
k, which is measured by the survival density
αk
τk
. The second term∫ τk
θk
∫
E
V¯ k+1
(
Γk+1θk (X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1
)
η(dek+1)dθk+1
can be understood as the gain when there is a jump at time θk+1 between θk and τ
k.
Proof of Theorem 4.2. For x ∈ Rd, (π, τ) ∼ (πk, τk)nk=0 in AG × TG, define
In(x,θn, en, π, τ) = E
[
Unτn(X
n,x,πn
τn , θn, en) · α
n
τn(θn, en)
∣∣Fθn], (θn, en) ∈ ∆n(T )× En,
Ik(x,θk, ek, π, τ) = E
[
Ukτk(X
k,x,πk
τk
, θk, ek) · α
k
τk(θk, ek)
+
∫ τk
θk
∫
E
Ik+1
(
Γk+1θk+1(X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1, π, τ
)
η(dek+1)dθk+1
∣∣Fθk
]
,
(θk, ek) ∈ ∆k(T ) × E
k, for k = 0, . . . , n − 1. Set I¯k(θk, ek) = I
k(X¯kθk , θk, ek, π, τ), k = 0, . . . , n.
From the decomposition (4.2), we know that (I¯k)nk=0 satisfy the backward induction formula:
I¯n(θn, en) = E
[
Unτn(X¯
n
τn , θn, en) · α
n
τn(θn, en)
∣∣Fθn],
I¯k(θk, ek) = E
[
Ukτk(X¯
k
τk
, θk, ek) · α
k
τk
(θk, ek) +
∫ τk
θk
∫
E
I¯k+1(θk, θk+1, ek, ek+1) η(dek+1)dθk+1
∣∣Fθk
]
.
From Theorem 3.3 we have that
(4.6) I¯0 = I0 = E
[
Uτ (X
x,π
τ )
]
.
Define the value function processes
(4.7) V k(x,θk, ek) := ess sup
τ∈AG
ess sup
π∈TG
Ik(x,θk, ek, π, τ),
for k = 0, . . . , n, x ∈ Rd, (θk, ek) ∈ ∆k(T ) × E
k. Observe that V 0 defined in (4.7) is consistent
with its definition in (4.3) from (4.6). Then it remains to show that V¯ k = V k for k = 0, . . . , n.
For k = n, since In(x,θn, en, π, τ) in fact only depends on (π
n, τn), we immediately have V¯ n = V n.
Now assume V¯ k+1 = V k+1, for 0 ≤ k ≤ n− 1. Then for any (π, τ) ∼ (πk, τk)nk=0 in AG × TG,
Ik(x,θk, ek, π, τ) ≤ E
[
Uk
τk
(Xk,x,π
k
τk
, θk, ek) · α
k
τk
(θk, ek)
+
∫ τk
θk
∫
E
V k+1
(
Γk+1θk+1(X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1
)
η(dek+1)dθk+1
∣∣∣Fθk
]
≤ V¯ k(x,θk, ek),
which implies that V k ≤ V¯ k.
Conversely, given x ∈ Rd and (θk, ek) ∈ ∆k(T ) × E
k, let us prove V k(x,θk.ek) ≥ V¯
k(x,θk, ek).
Fix (πk, τk) ∈ Ak × T k and the associated controlled process Xk,x,π
k
, from the definition of V k+1,
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we have that for any ω ∈ Ω and ǫ > 0, there exists (πω,ǫ, τω,ǫ) ∈ AG×TG, such that it is an ǫe
−θk+1-
optimal trading strategy for V k+1(·, θk, ek) at
(
ω,Γk+1θk+1(X
k,x,πk
θk+1
, πkθk+1 , ek+1)
)
. By the separability
of the set of admissible trading strategies from Lemma 4.1, one can use a measurable selection
argument (e.g., see [29]) to find (πǫ, τ ǫ) ∼ (πǫ,k, τ ǫ,k)nk=0 in AG×TG, such that π
ǫ
t(ω) = π
ω,ǫ
t (ω), dt⊗
dP-a.e. and τ ǫ(ω) = τω,ǫ(ω), a.s., and thus
V k+1
(
Γk+1θk+1(X
k,x,π
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1
)
− ǫe−θk+1
≤ Ik+1
(
Γk+1θk+1(X
k,x,π
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1, π
ǫ, τ ǫ
)
, a.s.
Consider the admissible trading strategy (π˜ǫ, τ˜ ǫ) with the decomposition
π˜ǫ ∼ (πǫ,0, . . . , πǫ,k−1, πk, πǫ,k+1, . . . , πǫ,n) and τ˜ ǫ ∼ (τ ǫ,0, . . . , τ ǫ,k−1, τk, τ ǫ,k+1, . . . , τ ǫ,n).
Since Ik+1(x,θk+1, ek+1, π, τ) depends on (π, τ) ∼ (π
j , τ j)nj=0 only through their last components
(πj , τ j)nj=k+1, we have
V k(x,θk, ek) ≥ I
k(x,θk, ek, π˜
ǫ, τ˜ ǫ)
= E
[
Uk
τk
(Xk,x,π
k
τk
, θk, ek) · α
k
τk
(θk, ek)
+
∫ τk
θk
∫
E
Ik+1
(
Γk+1θk+1(X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk+1, ek+1, π˜
ǫ, τ˜ ǫ
)
η(dek+1)dθk+1
∣∣Fθk
]
≥ E
[
Uk
τk
(Xk,x,π
k
τk
, θk, ek) · α
k
τk
(θk, ek)
+
∫ τk
θk
∫
E
V¯ k+1
(
Γk+1θk+1(X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk+1, ek+1
)
η(dek+1)dθk+1
∣∣Fθk
]
− ǫ,
Therefore, V k ≥ V¯ k, from which the claim of the theorem follows. 
Now let us consider the value function V0 in (4.4). We have the following result:
Proposition 4.4. Define value functions (V¯k)nk=0 as
V¯n(x,θn, en) = ess sup
πn∈An
ess inf
τn∈T n
E
[
Unτn(X
n,x,πn
τn , θn, en) · α
n
τn(θn, en)
∣∣Fθn], (θn, en) ∈ ∆n(T )× En,
V¯k(x,θk, ek) = ess sup
πk∈Ak
ess inf
τk∈T k
E
[
Uk
τk
(Xk,x,π
k
τk
, θk, ek) · α
k
τk
(θk, ek)
+
∫ τk
θk
∫
E
V¯k+1
(
Γk+1θk (X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1
)
η(dek+1)dθk+1
∣∣Fθk],
(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n− 1. Then V0(x) = V¯
0(x).
Proof. Given π ∼ (π0, . . . , πn) in AG, define
V˜n(x,θn, en, π) = ess inf
τn∈T n
E
[
Unτn(X
n,x,πn
τn , θn, en) · α
n
τn(θn, en)
∣∣Fθn], (θn, en) ∈ ∆n(T )× En,
V˜k(x,θk, ek, π) = ess inf
τk∈T k
E
[
Ukτk(X
k,x,πk
τk
, θk, ek) · α
k
τk(θk, ek)
+
∫ τk
θk
∫
E
V˜k+1
(
Γk+1θk (X
k,x,πk
θk+1
, πkθk+1 , ek+1), θk, θk+1, ek, ek+1, π
)
η(dek+1)dθk+1
∣∣Fθk],
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(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n − 1. From Theorem 4.2, we have
V˜0(x, π) = inf
τ∈TG
E Uτ (X
x,π
τ ).
Define
Vk(x,θk, ek) := ess sup
π∈AG
V˜k(x,θk, ek, π), (θk, ek) ∈ ∆k(T )× E
k, k = 0, . . . , n.
Then the definition for V0 above is consistent with (4.4). Following the proof of Theorem 4.2 we
can show Vk = V¯k, k = 0, . . . , n. 
5. Application to indifference pricing of American options
In this section, we apply our decomposition method to indifference pricing of American options
under multiple default risk. The main results are Theorem 5.4 and Theorem 5.8, which provide the
RBSDE characterization of the indifference prices.
5.1. Market model. The model we will use here is similar to that in [16]. Let T ∈ (0,∞) be the
finite time horizon. We assume in the market, there exists at most n default events. Let ζ1, . . . , ζn
and ℓ1, . . . , ℓn represent the random default times and marks respectively, with α defined in (3.1)
as the probability density. For any time t, if ζk ≤ t < ζk+1, k = 1, . . . , n− 1 (t < ζ1 for k = 0 and
t ≥ ζn for k = n), we say the underlying processes are in the k-default scenario.
We consider a portfolio of d-asset with a value process defined by a d-dimensional G-optional
process S ∼ (S0, . . . , Sn) from (3.5), where Sk(θk, ek) ∈ OF(∆k, E
k) is valued in Rd+, representing
the asset value in the k-default scenario, given the past default times ζ k = θk and the associated
marks ℓk = ek, for k = 0, . . . n. Suppose the dynamics of the indexed process S
k is given by
(5.1) dSkt (θk, ek) = S
k
t (θk, ek) ∗
(
bkt (θk, ek)dt+ σ
k
t (θk, ek)dWt
)
, t ≥ θk,
where W is an m-dimensional (P,F)-Brownian motion, m ≥ d, bk and σk are indexed processes
in PF(∆k, E
k), valued respectively in Rd and Rd×m. Here, for x = (x1, . . . , xd)
′ ∈ Rd, and y =
(y1, . . . , yd)
′ ∈ Rd×q, the expression x ∗ y denotes the vector (x1y1, . . . , xdyd)
′ ∈ Rd×q. Equation
(5.1) can be viewed as an asset model with change of regimes after default events, with coefficient
bk, σk depending on the past default information. We make the usual no-arbitrage assumption that
there exists an indexed risk premium process λk ∈ PF(∆k, E
k), such that for all (θk, ek) ∈ ∆k×E
k,
(5.2) σkt (θk, ek)λ
k
t (θk, ek) = b
k
t (θk, ek), t ≥ 0.
Moreover, each default time θk may induce a jump in the asset portfolio, which will be formalized by
considering a family of indexed processes γk ∈ P(∆k, E
k, E), valued in [−1,∞), for k = 0, . . . , n−1.
For (θk, ek) ∈ ∆k×E
k and ek+1 ∈ E, γ
k
θk+1
(θk, ek, ek+1) represents the relative vector jump size on
the d assets at time t = θk+1 ≥ θk with a mark ek+1, given the past default events (ζ k, ℓk) = (θk, ek).
In other words, we have:
(5.3) Sk+1θk+1(θk+1, ek+1) = S
k
θ−
k+1
(θk, ek) ∗
(
1d + γ
k
θk+1
(θk, ek, ek+1)
)
,
where 1d is the vector in R
d with all components equal to 1.
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Remark 5.1. It is possible that after default times, some assets may not be traded any more. Now
suppose that after k defaults, there are d¯ assets still tradable, where 0 ≤ d¯ ≤ d. Then without loss
of generality, we may assume bk(θk, ek) =
(
b¯(θk, ek) 0
)
, σk(θk, ek) =
(
σ¯k(θk, ek) 0
)
, γk(θk, ek, e) =(
γ¯k(θk, ek, e) 0
)
, where b¯(θk, ek), σ¯
k(θk, ek), γ¯
k(θk, ek, e) are F-predictable processes valued respec-
tively in Rd¯,Rd¯
k×m,Rd¯. In this case, we shall also assume that the volatility matrix σ¯k(θk, ek) is of
full rank. we can then define the risk premium
λk(θk, ek) = σ¯
k(θk, ek)
′
(
σ¯k(θk, ek)σ¯
k(θk, ek)
′
)−1
b¯k(θk, ek),
which satisfies (5.2).
An American option of maturity T is modeled by a G-optional process R ∼ (R0, . . . , Rn) from
(3.4), where Rkt (θk, ek) is continuous with respect to t, and represents the payoff if the option is
exercised at time t ∈ [θk, T ] in the k-default scenario, given the past default events (ζ k, ℓk) = (θk, ek),
for k = 0, . . . , n.
A control in the d-asset portfolio is a G-predictable process π ∼ (π0, . . . , πn), where πk(θk, ek) ∈
PF(∆k, E
k) is valued in a closed set Ak of Rd containing the zero element, and represents the amount
invested continuously in the d assets in the k-default scenario, given the past default information
(ζ k, ℓk) = (θk, ek). An exercise time is a G-stopping time τ ∼ (τ
0, . . . , τn) satisfying τ ≤ T , with
the decomposition from Proposition 2.4. A trading strategy is a pair of a control and an exercise
time.
For a trading strategy (π, τ) ∼ (πk, τk)nk=0, we have the corresponding wealth process X ∼
(X0, . . . ,Xn), where Xk(θk, ek) ∈ OF(∆k, E
k), representing the wealth controlled by πk(θk, ek) in
the price process Sk(θk, ek), given the past default events (ζ k, ℓk) = (θk, ek). From (5.1) we have
dXkt (θk, ek) = π
k
t (θk, ek)
′
(
bkt (θk, ek)dt+ σ
k(θk, ek)dWt
)
, t ≥ θk.
Moreover, each default time induces a jump in the asset price process, and then also on the wealth
process. From (5.3), we have
(5.4) Xk+1θk+1(θk+1, ek+1) = X
k
θ−
k+1
(θk, ek) + π
k
θk+1
(θk, ek)
′γkθk+1(θk, ek, ek+1).
5.2. Indifference price. Let U be an exponential utility with risk aversion coefficient p > 0:
U(x) = − exp(−px), x ∈ R,
which describes an investor’s preference. We will consider two cases. The first case is that the
investor can trade the d-assets portfolio following control π, associated to a wealth process X = Xx,π
with initial capital X0− = x. Besides, she holds an American option and can choose to exercise it
at any time τ , τ ≤ T , to get payoff Rτ . So the maximum utility she can get (or as close as she
want, if not attainable) is:
(5.5) V 0(x) = sup
τ
sup
π
E [U(Xx,πτ +Rτ )] .
We call c¯ the indifference buying price of the American option, if
U(x) = V 0(x− c¯).
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The second case is that the investor trades the d-asset portfolio following control π, while shorting
an American option. So she has to deliver the payoff Rτ at some exercise time τ , which is chosen
by the holder of the option. By considering the worst scenario, the maximum utility she can get
(or as close as she want) is:
(5.6) V0(x) = sup
π
inf
τ
E [U(Xx,πτ −Rτ )] .
In this case, we call c the indifference selling price of the American option, if
U(x) = V0(x+ c).
5.3. Indifference buying price. In this sub-section, we will focus on the problem (5.5). Theo-
rem 5.4 is the main result for this sub-section.
Definition 5.2. (Admissible trading strategy) A trading strategy (π, τ) ∼ (πk, τk)nk=0 is admissible,
if for any (θk, ek) ∈ ∆k(T )× E
k, under the control πk,
(a)
∫ τk
θk
|πkt (θk, ek)
′bkt (θk, ek)|dt+
∫ τk
θk
|πkt (θk, ek)
′σkt (θk, ek)|
2dt <∞, a.s., k = 0, . . . , n,
(b) the family
{
U(Xkτ∧τk(θk, ek)) : τ is any F − stopping time valued in [θk, T ]
}
is uniformly
integrable, i.e., U(Xk
·∧τk
(θk, ek)) is of class (D), for k = 0, . . . , n,
(c) E
[∫ τk
θk
∫
E
(−U)
(
Xks(θk, ek) + π
k
s (θk, ek)
′γks (θk, ek, e)
)
η(de)ds
]
<∞, for k = 0, . . . , n− 1.
The notation AG, TG, A
k and T k from Section 5 are now specified by the above definition. From
Theorem 4.2, V 0 in (5.5) can be calculated by the following backward induction:
V n(x,θn, en) = ess sup
τn∈T n
ess sup
πn∈An
E
[
U(Xn,xτn +H
n
τn)|Fθn
]
, (θn, en) ∈ ∆n(T )× E
n,(5.7)
V k(x,θk, ek) = ess sup
τk∈T k
ess sup
πk∈Ak
E
[
U(Xk,x
τk
+Hkτk)(5.8)
+
∫ τk
θk
∫
E
V k+1(Xk,xθk+1 + π
k
θk+1
· γkθk+1(ek+1), θk+1, ek+1)η(dek+1)dθk+1|Fθk
]
,
(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n − 1, where
Hk := Rk −
1
p
lnαk,
in which αk is given by (3.3).
5.3.1. Backward recursive system of RBSDEs. Following [11], we expect the value function to be
of the following form:
(5.9) V k(x,θk, ek) = U
(
x+ Y kθk(θk, ek)
)
,
where Y k(θk, ek) is an F-adapted process, satisfying the RBSDE eq(H
k(θk, ek), f
k)θk≤t≤T , with f
k
defined as
fk(t, y, z,θk, ek) = inf
π∈Ak
gk(π, t, y, z,θk, ek),(5.10)
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where
gk(π, t, y, z,θk, ek) =
p
2
∣∣∣z − σkt (θk, ek)′π∣∣∣2 − bkt (θk, ek)′π
+
1
p
U(−y)
∫
E
U
(
π · γkt (θk, ek, e) + Y
k+1
t (θk, t, ek, e)
)
η(de)
= −λkt (θk, ek) · z −
1
2p
|λkt (θk, ek)|
2 +
p
2
∣∣∣∣z + 1pλkt (θk, ek)− σkt (θk, ek)′π
∣∣∣∣
2
+
1
p
U(−y)
∫
E
U
(
π · γkt (θk, ek, e) + Y
k+1
t (θk, t, ek, e)
)
η(de),
for k = 0, . . . , n− 1, and
gn(π, t, y, z,θn, en) =
p
2
∣∣z − σnt (θn, en)′π∣∣2 − bnt (θn, en)′π
= −λnt (θn, en) · z −
1
2p
|λnt (θn, en)|
2 +
p
2
∣∣∣∣z + 1pλnt (θn, en)− σnt (θn, en)′π
∣∣∣∣
2
.
In the next two subsections, we will show that: (a) The backward recursive system of RBSDEs
admits a solution; (b) The solution characterizes the values of (V k), i.e., (5.9) holds.
5.3.2. Existence to the recursive system of RBSDEs. We make the following boundedness assump-
tions (HB):
(i) The risk premium is bounded uniformly with respect to its indices: there exists a constant
C > 0, such that for any k = 0, . . . , n, (θk, ek) ∈ ∆k(T )× E
k, t ∈ [θk, T ],
|λkt (θk, ek)| ≤ C, a.s.
(ii) The indexed random variables (Hkt )k are bounded uniformly in time and their indices: there
exists a constant C > 0 such that for any k = 0, . . . , n, (θk, ek) ∈ ∆k(T )× E
k, t ∈ [θk, T ],
|Hkt (θk, ek)| ≤ C, a.s.
Theorem 5.3. Under (HB), there exists a solution (Y k, Zk,Kk)nk=0 ∈
∏n
k=0 S
∞
c (∆k(T ), E
k)×L2W
(∆k(T ), E
k)×A(∆k(T ), E
k) to the recursive system of indexed RBSDEs eq(Hk(θk, ek), f
k)θk≤t≤T ,
k = 0, . . . , n.
Proof. We prove the result by a backward induction on k = 0, . . . , n. The positive constant C may
vary from line to line, but is always independent of (t, ω,θk, ek). We will often omit the dependence
of (t, ω, y, z,θk, ek) in related functions.
(a) For k = n. Under (HB), |fn| ≤ C(|z|2 + 1). By Theorem 1 in [23], there exists a solution(
Y n(θn, en), Z
n(θn, en),K
n (θn, en)
)
∈ S∞c [θn, T ] × L
2
W [θn, T ] × A[θn, T ] for eq(H
n, fn)θn≤t≤T ,
satisfying |Y n| ≤ C. Moreover, the measurability of (Y n, Zn) with respect to (θn, en) follows from
the measurability of Hn and fn (see Appendix C in [22] and use the fact that the solution to the
RBSDE can be eventually approximated by the solutions to BSDEs). Therefore, (Y n, Zn,Kn) ∈
S∞c (∆n(T ), E
n)× L2W (∆n(T ), E
n)×A(∆n(T ), E
n).
(b) For k ∈ {0, 1, . . . , n − 1}. Assume there exists (Y k+1, Zk+1,Kk+1) ∈ S∞c (∆k+1(T ), E
k+1) ×
L2W (∆k+1(T ), E
k+1) × A(∆k+1(T ), E
k+1) satisfying eq(Hk+1, fk+1). Since Y k+1 ∈ PF(∆k+1,
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Ek+1), the generator in (5.10) is well defined. In order to overcome the technical difficulties coming
from the exponencial term in U(−y), we first consider the truncated generator
fk,N(t, y, z,θk, ek) = inf
π∈Ak
gk(π, t,N ∧ y, z,θk, ek).
Then there exists a positive constant CN independent of (θk, ek), such that |f
k,N | ≤ CN (1 +
z2). Applying Theorem 1 in [23], there exists a solution (Y k,N , Zk,N ,Kk,N ) ∈ S∞c (∆k(T ), E
k) ×
L2W (∆k(T ), E
k)×A(∆k(T ), E
k) to eq(Hk, fk,N).
Now we will show that Y k,N has a uniform upper bound. Consider the generator
f¯k(t, y, z,θk, ek) := −λ
k
t (θk, ek) · z −
1
2p
|λkt (θk, ek)|
2,
which satisfies the Lipschitz condition in (y, z), uniformly in (t, ω). Then by Theorem 5.2 in [10],
there exists a unique solution
(
Y¯ k(θk, ek), Z¯
k(θk, ek), K¯
k(θk, ek)
)
∈ S∞c [θk, T ]×L
2
W [θk, T ]×A[θk, T ]
satisfying |Y¯ k| ≤ C (see Theorem 1 in [23] for the boundedness). Applying Lemma 2.1(comparison)
in [23], we get Y k,N ≤ Y¯ k. Hence, Y k,N has a uniform upper bound independent of N and
(θk, ek). Therefore, for N large enough, we can remove “N” in the truncated generator f
k,N , i.e.,
(Y k,N , Zk,N ,Kk,N) solves eq(Hk, fk) for large enough N . 
5.3.3. RBSDE characterization by verification theorem.
Theorem 5.4. The value functions (V k)nk=0, defined in (5.7) and (5.8), are given by
(5.11) V k(x,θk, ek) = U
(
x+ Y kθk(θk, ek)
)
,
for ∀x ∈ R, (θk, ek) ∈ ∆k(T )×E
k, where (Y k, Zk,Kk)nk=0 ∈
n∏
k=0
S∞c (∆k(T ), E
k)×L2W (∆k(T ), E
k)×
A(∆k(T ), E
k) is a solution of the RBSDE system eq(Hk, fk), k = 0, . . . , n. Moreover, there exists
an optimal trading strategy (π, τ) ∼ (πˆk, τˆk)nk=0 described by:
πˆkt (θk, ek) ∈ argmin
π∈Ak
gk
(
π, t, Y kt (θk, ek), Z
k
t (θk, ek), θk, ek
)
,
for t ∈ [θk, T ], and
(5.12) τˆk(θk, ek) := inf
{
t ≥ θk : Y
k
t (θk, ek) = H
k
t (θk, ek)
}
,
for (θk, ek) ∈ ∆k(T )× E
k, a.s., k = 0, . . . , n.
Proof. Step 1: We will show
(5.13) U(x+ Y kθk(θk, ek)) ≥ V
k(x,θk, ek), k = 0, . . . , n.
Let (Y k, Zk,Kk) ∈ S∞c (∆k(T ), E
k)×L2W (∆k(T ), E
k)×A(∆k(T ), E
k) be a solution of the RBSDE
system. For (νk, τk) ∈ Ak × T k, x ∈ R, (θk, ek) ∈ ∆k(T )× E
k and t ≥ θk, and define
ξkt (x,θk, ek, ν
k) := U(Xk,xt + Y
k
t (θk, ek)) +
∫ t
θk
∫
E
U
(
Xk,xr + ν
k
r · γ
k
r (θk, ek, e)
+Y k+1r (θk, r, ek, e)
)
η(de)dr, k = 0, . . . , n− 1,
ξnt (x,θn, en, ν
n) := U(Xn,xt + Y
n
t (θn, en)).
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Applying Itoˆ’s formula, we get for k = 0, . . . , n,
ξkt (x,θk, ek, ν
k) = pU
(
X
k,x
t + Y
k
t (θk, ek)
) [(
− fk(t, Y kt , Z
k
t , θk, ek)
+gk(νkt , t, Y
k
t , Z
k
t , θk, ek)
)
dt+ dKkt (θk, ek) + (Z
k
t − σ
k
t (θk, ek)
′νkt ) · dWt
]
,
fk(·) = inf
π∈Ak
gk(π, ·) implies
{
ξks (x,θk, ek, ν
k)
}
θk≤t≤T
is a local super-martingale, for k = 0, . . . , n.
Since Y k and Y k+1 are essentially bounded, and ξk
t∧τk∧ρm
(x,θk, ek, ν
k) is uniformly integrable, by
considering a localizing sequence of stopping times, we can show
{
ξk
t∧τk
(x,θk, ek, ν
k)
}
θk≤t≤T
is a
super-martingale. Consider when k = n. Since Y n ≥ Hn, we have
(5.14) U
(
x+ Y nθn(θn, en)
)
≥ E [U (Xn,xτn +H
n
τn(θn, en)) |Fθn ] .
Therefore, (5.13) holds for k = n. Similarly, it holds for k = 0, . . . , n − 1.
Step 2:
∫ ·
θk
Zks (θk, ek) · dWs is a BMO-martingale. Apply Itoˆ’s formula to exp(−qY
k
t (θk, ek))
with q > p and any F-stopping time τ valued in [θk, T ],
1
2
q(q − p)E
[∫ T
τ
exp
(
−qY kt (θk, ek)
)
|Zkt (θk, ek)|
2dt
∣∣∣Fτ
]
= qE
[∫ T
τ
exp
(
−qY kt (θk, ek)
)(
fk(t, Y kt , Z
k
t , θk, ek)−
p
2
|Zkt |
2
)
dt
∣∣∣Fτ
]
+E
[
exp
(
−qY kT (θk, ek)
)
− exp
(
−qY kτ (θk, ek)
) ∣∣∣Fτ]
−qE
[∫ T
τ
exp
(
−qY kt (θk, ek)
)
dKkt (θk, ek)
∣∣∣Fτ
]
.
Since |fk(t, y, z,θk, ek)| ≤
p
2
|z|2 − CU(−y), dKk ≥ 0 and Y k is bounded, we have
1
2
q(q − p)E
[∫ T
τ
exp
(
−qY kt (θk, ek)
)
|Zkt (θk, ek)|
2dt
∣∣∣Fτ
]
≤ qCE
[∫ T
τ
exp
(
−qY kt (θk, ek)
)
dt
∣∣∣Fτ
]
+ C.
By choosing q large enough, we have
E
[∫ T
τ
∣∣∣Zks (θk, ek)∣∣∣2 ds∣∣∣Fτ
]
≤ C,
which implies
∫ ·
θk
Zks (θk, ek) · dWs is a BMO-martingale.
Step 3: Adimissibility of (πˆk, τˆk). For k = 0, . . . , n, define function gˆk by
gˆk(π, t, ω,θk, ek) = g
k
(
π, t, Y kt (θk, ek), Z
k
t (θk, ek), θk, ek
)
.
We can show that the map (π, t, ω,θk, ek) → gˆ
k(π, t, ω,θk, ek) is B(R
d) ⊗ PF ⊗ B(∆k) ⊗ B(Ek)-
measurable. Now for k = 0, . . . , n, (θk, ek) ∈ ∆k(T )×E
k, if either σk(θk, ek) = 0 or γ
k(θk, ek, e) = 0,
then the continuous function π → gˆk(π, t, ω,θk, ek) attains trivially its infimum of gˆ
k when π = 0.
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Otherwise, σk(θk, ek) and γ
k(θk, ek, e) are in the form σ
k(θk, ek) = (σ¯
k(θk, ek), 0), γ
k(θk, ek) =
(γ¯(θk, ek), 0) for some full rank matrix σ¯
k(θk, ek). In this case, we let (π¯, 0) = (σ
k)′ · π, then we get
g¯k(π¯, t, ω,θk, ek) := gˆ
k(π, t, ω,θk, ek) =
p
2
∣∣∣∣Zkt (θk, ek) + 1pλkt (θk, ek)− π¯
∣∣∣∣
2
+
1
p
U(−Y kt )
∫
E
U
(
((σ¯k)′)−1 · π¯ · γ¯kt (e) + Y
k+1
t (θk, t, ek, e)
)
η(de),
for k = 0, . . . , n− 1, and
g¯n(π¯, t, ω,θn, en) := gˆ
n(π, t, ω,θn, en) =
p
2
∣∣∣∣Znt (θn, en) + 1pλnt (θn, en)− π¯
∣∣∣∣
2
.
Since
g¯k(0, t, ω,θk, ek) < lim inf
|π¯|→∞
g¯k(π¯, t, ω,θk, ek),
the continuous function π¯ → g¯k(π¯, t, ω,θk, ek) attains its infimum over the closed set (σ
k
t )
′Ak, and
thus the function π → gˆk(π, t, ω,θk, ek) attains its infimum over A
k(θk, ek). For k = 0, . . . , n, using
a measurable selection argument (see [29]), one can show that there exists πˆk ∈ PF(∆k, E
k), such
that
πˆkt (θk, ek) ∈ argmin
π∈Ak(θk,ek)
gˆk(π, t,θk, ek), θk ≤ t ≤ T, a.s.
Consider τˆk defined in (5.12). For k = 0, . . . , n, define τ˜k(ζ k, ℓk) as
τ˜k :=
(
inf{t ≥ ζk : Y
k(ζ k, ℓk) = H
k(ζ k, ℓk)} ∧ T
)
· 1{ζk≤T} + ζk · 1{ζk>T}.
We can show that τ˜k(ζ k, ℓk) is a G
k stopping time satisfying τ˜k(ζ k, ℓk) ≥ ζk and {τ˜
k(ζ k, ℓk) ≤ T} =
{ζk ≤ T}. And given (ζ k, ℓk) = (θk, ek) ∈ ∆k(T ) × E
k, τ˜k(θk, ek) = τˆ
k(θk, ek). Now we will show
that (πˆk, τˆk)nk=0 is admissible in the sense of Definition 5.2.
(a) Since gˆk(πˆkt , t, θk, ek) ≤ gˆ
k(0, t, θk, ek), there exists a constant C > 0, such that
|σkt (θk, ek)
′πˆkt (θk, ek)| ≤ C(1 + |Z
k
t (θk, ek)|), θk ≤ t ≤ T, a.s.,
for all (θk, ek) ∈ ∆k(T ) × E
k, k = 0, . . . , n. Since Zk ∈ L2W (∆k, E
k) and because of (HB)(i),
(πˆk, τˆk)nk=0 satisfies condition (a) in Definition 5.2.
(b) Denote by Xˆk.x the wealth process controlled by πˆk, starting from x at time θk. We have
fk(t, Y kt , Z
k
t , θk, ek) = g
k(πˆkt , t, Y
k
t , Z
k
t , θk, ek),
for k = 0, . . . , n. Then for θk ≤ t ≤ T ,
U(Xˆk,xt + Y
k
t ) = U(x+ Y
k
θk
) Ekt
(
p(Zk − (σk)′πˆk)
)
Rkt ,
where
Ekt
(
p(Zk − (σk)′πˆk)
)
= exp
(
p
∫ t
θk
(Zks − (σ
k
s )
′πˆks ) · dWs −
p2
2
∫ t
θk
|Zks − (σ
k
s )
′πˆks |
2ds
)
,
for k = 0, . . . , n, and
Rkt = exp
(
pKkt −
∫ t
θk
U(−Y ks )
∫
E
U
(
πˆkt · γ
k
t (θk, ek) + Y
k+1
t (θk, t, ek, e)
)
η(de)ds
)
,
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for k = 0, . . . , n−1 and Rnt = exp(pK
n
t ). From Step 2,
∫ ·
θk
p(Zk−(σk)πˆk)·dW is a BMO-martingale
and hence Ek
·∧τˆk
(
p(Zk − (σk)′πˆk)
)
is of class (D). Moreover, since U is nonpositive andKkt = 0 when
t ≤ τˆk, we have |R·∧τˆk | ≤ 1, and thus U(Xˆ
k,x
t∧τˆk
+ Y k
t∧τˆk
) is of class (D). So is U(Xˆk,x
·∧τˆk
) since Y k is
essentially bounded.
(c) Because dKkt = 0 when t ≤ τˆ
k, the process ξk
·∧τˆk
(x,θk, ek, e) defined in Step 1 under control πˆ
k
is a local martingale. By considering a localizing F-stopping time sequence (ρm)m valued in [θk, T ],
we obtain:
E
[∫ τˆk∧ρm
θk
∫
E
(−U)
(
Xˆ
k,x
t + πˆ
k
t · γ
k
t (θk, ek, e) + Y
k+1
t (θk, t, ek, e)
)
η(de)dt
]
= E
[
U(Xˆk,x
τˆk∧ρm
+ Y k
τˆk∧ρm
)− U(x+ Y kθk)
]
≤ E
[
−U(x+ Y kθk)
]
,
By Fatou’s lemma, we get Condition (c) in Definition 5.2 holds.
Step 4: We will show (5.11) holds and (πˆk, τˆk)nk=0 is an optimal trading strategy. Consider
when k = n. By the admissibility of (πˆn, τˆn), the local martingale ξt∧τˆn under the control πˆ
n is a
martingale. Thus,
U(x+ Y nθn) = E
[
U(Xˆn,xτˆn +H
n
τˆn)
∣∣∣Fθn] .
Along with (5.14) this results in
V n(x,θn, en) = ess sup
τn∈T n
ess sup
πn∈An
E
[
U(Xn,xτn +H
n
τn(θn, en)
∣∣Fθn] ≤ U(x+ Y nθn(θn, en))
= E
[
U(Xˆn,xτˆn +H
n
τˆn(θn, en))
∣∣Fθn] ≤ V n(x,θn, en),
which implies (5.11) for k = n and the optimality of (πˆn, τˆn). We can show (5.11) and the optimality
of (πˆk, τˆk) for k = 0, . . . , n− 1, similarly using (5.8). 
5.4. Indifference selling price. In this sub-section, we consider the problem (5.6), and Theo-
rem 5.8 is the main result.
Definition 5.5. (Admissible trading strategy) A trading strategy (π, τ) ∼ (πk, τk)nk=0 is admissible,
if for any (θk, ek) ∈ ∆k(T )× E
k, under the control πk,
(a)
∫ T
θk
|πkt (θk, ek)
′bkt (θk, ek)|dt+
∫ T
θk
|πkt (θk, ek)
′σkt (θk, ek)|
2dt <∞, a.s., k = 0, . . . , n,
(b) the family
{
U(Xkτ (θk, ek)) : τ is any F− stopping time valued in [θk, T ]
}
is uniformly inte-
grable, i.e., U(Xk(θk, ek)) is of class (D), for k = 0, . . . , n,
(c) E
[∫ T
θk
∫
E
(−U)
(
Xks(θk, ek) + π
k
s (θk, ek)
′γks (θk, ek, e)
)
η(de)ds
]
<∞, for k = 0, . . . , n− 1.
Remark 5.6. Unlike in Definition 4.1, the admissible trading strategy here is in fact independent of
stopping times. This is because the investor cannot choose when to stop.
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5.4.1. Backward recursive system of RBSDEs. We decomposeV0 in (5.6) into a backward induction
as before:
Vn(x,θn, en) = ess sup
πn∈An
ess inf
τn∈T n
E
[
U(Xn,xτn −H
n
τn)|Fθn
]
, (θn, en) ∈ ∆n(T )×E
n,(5.15)
Vk(x,θk, ek) = ess sup
πk∈Ak
ess inf
τn∈T k
E
[
U(Xk,x
τk
−Hkτk)(5.16)
+
∫ τk
θk
∫
E
Vk+1
(
X
k,x
θk+1
+ πkθk+1 · γ
k
θk+1
(ek+1), θk+1, ek+1
)
η(dek+1)dθk+1|Fθk
]
,
(θk, ek) ∈ ∆k(T )× E
k, for k = 0, . . . , n − 1, where
Hk = Rk +
1
p
lnαk, k = 0, . . . , n.
Consider
Vk(x,θk, ek) = U
(
x− Ykθk(θk, ek)
)
, k = 0, . . . , n,
where {Ykt (θk, ek)}
n
k=0 satisfies the RBSDE EQ(H
k(θk, ek), f
k)θk≤t≤T , with f
k defined as
fk(t, y, z,θk, ek) = inf
π∈Ak
gk(π, t, y, z,θk, ek),
where
gk(π, t, y, z,θk, ek) =
p
2
∣∣∣z − σkt (θk, ek)′π∣∣∣2 − bkt (θk, ek)′π
+
1
p
U(y)
∫
E
U
(
π · γkt (θk, ek, e)− Y
k+1
t (θk, t, ek, e)
)
η(de)
for k = 0, . . . , n− 1, and
gn(π, t, y, z,θn, en) =
p
2
∣∣z − σnt (θn, en)′π∣∣2 − bnt (θn, en)′π.
5.4.2. Existence to the recursive system of RBSDEs. We will make the same boundedness assump-
tion as (HB) in Section 5.3.2 except that we will replaceHk withHk. Let us denote this assumption
by (HB’).
Theorem 5.7. Under (HB’), there exists a solution (Yk,Zk,Kk)nk=0 ∈
n∏
k=0
S∞c (∆k(T ), E
k)× L2W
(∆k(T ), E
k)×A(∆k(T ), E
k) to the recursive system of indexed RBSDEs EQ(Hk, fk), k = 0, . . . , n.
Proof. We prove the result by a backward induction on k = 0, . . . , n
For k = n. Using the same argument as in the proof of Theorem 5.3, we can show that there
exists a solution (Yn,Zn,Kn) ∈ S∞c (∆n(T ), E
n)×L2W (∆n(T ), E
n)×A(∆n(T ), E
n) to EQ(Hn, fn).
For k ∈ {0, 1, . . . , n − 1}. Assume there exists (Yk+1,Zk+1,Kk+1) ∈ S∞c (∆k+1(T ), E
k+1) × L2W
(∆k+1(T ), E
k+1)×A(∆k+1(T ), E
k+1) satisfying EQ(Hk+1, fk+1). Consider the truncated generator
fk,N(t, y, z,θk, ek) = inf
π∈Ak
gk(π, t,−N ∨ y, z,θk, ek).
Then there exists some constant CN > 0, independent of (θk, ek), such that |f
k,N | ≤ CN (1 +
z2). Hence, there exists a solution (Yk,N ,Zk,N ,Kk,N ) ∈ S∞c (∆k(T ), E
k) × L2W (∆k(T ), E
k) ×
A(∆k(T ), E
k) to EQ(Hk, fk,N). By Assumption (HB’), Yk,N ≥ Hk ≥ −C, where C > 0 is a
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constant independent of N and (θk, ek). Therefore, for N large enough, (Y
k,N ,Zk,N ,Kk,N ) also
solves EQ(Hk, fk). 
5.4.3. RBSDE characterization by verification theorem.
Theorem 5.8. The value functions (Vk)nk=0 defined in (5.15) and (5.16), are given by
(5.17) Vk(x,θk, ek) = U(x− Y
k
t (θk, ek)),
for ∀x ∈ R, (θk, ek) ∈ ∆k × E
k, where (Yk,Zk,Kk)nk=0 ∈
n∏
k=0
S∞c (∆k(T ), E
k)× L2W (∆k(T ), E
k)×
A(∆k(T ), E
k) is a solution of the system of RBSDEs EQ(Hk, fk), k = 0, . . . , n. Moreover, there
exists a saddle point (π, τ) ∼ (πˆk, τˆk)nk=0 described by:
πˆkt (θk, ek) ∈ argmin
π∈Ak
gk
(
π, t,Ykt (θk, ek),Z
k
t (θk, ek), θk, ek
)
,
for t ∈ [θk, T ], and
(5.18) τˆk(θk, ek) := inf
{
t ≥ θk : Y
k
t (θk, ek) = H
k
t (θk, ek)
}
,
for (θk, ek) ∈ ∆k(T )×E
k, a.s., k = 0, . . . , n. More specifically, for any admissible trading strategy
(π, τ) ∼ (πk, τk)nk=0,
E
[
U(Xn,xτˆn −H
n
τˆn)
∣∣Fθn] ≤ E [U(Xˆn,xτˆn −Hnτˆn)∣∣Fθn] ≤ E [U(Xˆn,xτn −Hnτn)∣∣Fθn] ,
and similar inequalities hold for k = 0, . . . , n − 1, where Xˆk,x is the wealth process under control
πˆk, k = 0, . . . , n.
Proof. We follow the steps in the proof of Theorem 5.4.
Step 1: We will show for (θk, ek) ∈ ∆k(T )× E
k,
(5.19) U(x− Ykθk(θk, ek, ν
k)) ≥ Vk(x,θk, ek), k = 0, . . . , n.
Let (Yk,Zk,Kk) ∈ S∞c (∆k(T ), E
k)×L2W (∆k(T ), E
k)×A(∆k(T ), E
k) be a solution of the RBSDE
system. For νk ∈ Ak, ∀x ∈ R, (θk, ek) ∈ ∆k(T )× E
k, define (ξk)nk=0 as:
ξkt (x,θk, ek, ν
k) := U
(
X
k,x
t − Y
k
t (θk, ek)
)
(5.20)
+
∫ t
θk
∫
E
U
(
Xk,xr + ν
k
r · γ
k
r (θk, ek, e)− Y
k+1
r (ek, r, ek, e)
)
η(de)dr,
for k = 0, . . . , n− 1, and
(5.21) ξnt (x,θn, en, ν
n) := U
(
X
n,x
t − Y
n
t (θn, en)
)
.
Applying Itoˆ’s formula, we obtain, for k = 0, . . . , n,
dξkt (x,θk, ek, ν
n) = pU(Xk,xt − Y
k
t (θk, ek))
[(
− fk(t,Ykt ,Z
k
t , θk, ek)
+gk(νkt , t,Y
k
t ,Z
k
t , θk, ek)
)
dt− dKkt (θk, ek) + (Z
k
t − σ
k
t (θk, ek)
′νkt ) · dWt
]
,
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Define τˆk as in (5.18), then dKk
t∧τˆk
= 0, θk ≤ t ≤ T . Therefore, (ξ
k
t∧τˆk
)θk≤t≤T is a local super-
martingale. By introducing a localizing sequence of stopping times (ρm)m, and then letting m→∞,
we can show for k = 0, . . . , n,
ξ
k
t∧τ˜k ≥ E
[
ξ
k
s∧τ˜k
∣∣∣Ft] , θk ≤ t ≤ s ≤ T.
In particular,
(5.22) U
(
x− Ynθn(θn, en)
)
= ξnθn ≥ E
[
ξ
n
τ˜n
∣∣∣Fθn] = E[U(Xn,xτ˜n −Hnτ˜n)∣∣∣Fθn].
Hence,
U
(
x− Ynθk(θn, en)
)
≥ ess inf
τn∈T n
E[U(Xn,xτn −H
n
τn)|Fθk ].
for any νn ∈ An. So (5.19) follows for k = n. Similarly, it holds for k = 0, . . . , n− 1.
Steps 2& 3: Similar to the proof of Theorem 5.4.
Step 4: We will show (5.17) holds and (π, τ) ∼ (πˆk, τˆk)nk=0 is a saddle point. Under the
admissible control πˆk, the dynamics of (ξk)k defined in (5.20) and (5.21) are given by
dξkt (x,θ,e, πˆ
k) = pU(Xk,xt − Y
k
t )
[
− dKkt (θk, ek) + (Z
k
t − σ
k
t (θk, ek)
′νkt ) · dWt
]
,
for k = 0, . . . , n. By the uniform integrality of ξkt , we know ξ
k
t is a sub-martingale. Consider when
k = n. For any F-stopping time τn valued in [θn, T ],
(5.23) U(x− Ynθn) ≤ E[U(Xˆ
n,x
τn − Y
n
τn)|Fθn ] ≤ E[U(Xˆ
n,x
τn −H
n
τn)|Fθn ],
Therefore, we have
U(x− Ynθn) ≤ ess infτn∈T n
E
[
U(Xˆn,xτn −H
n
τn)
∣∣Fθn] ≤ ess sup
πn∈An
ess inf
τn∈T n
E
[
U(Xn,xτn −H
n
τn)
∣∣Fθn].
Now, the last equation along with (5.19) implies that (5.17) holds for k = n.
By the definition and admissibility of πˆn, we can show that under control πˆn, ξnt∧τˆn is a martingale.
Thus from (5.23) we have
E
[
U(Xˆn,xτˆn −H
n
τˆn)
∣∣Fθn] = E [U(Xˆn,xτˆn − Ynτˆn)∣∣Fθn] = U(x− Ynθn)
≤ E
[
U(Xˆn,xτn − Y
n
τn)
∣∣Fθn] ≤ E [U(Xˆn,xτn −Hnτn)∣∣Fθn] .
And from (5.22) we have
E
[
U(Xˆn,xτˆn −H
n
τˆn)
∣∣Fθn] = E [U(Xˆn,xτˆn − Ynτˆn)∣∣Fθn] = U(x− Ynθn)
≥ E
[
U(Xn,xτˆn − Y
n
τˆn)
∣∣Fθn] = E [U(Xn,xτˆn −Hnτˆn)∣∣Fθn]
Thus, (πˆn, τˆn) is a saddle point. Similarly, it can be shown that the corresponding conclusions hold
for k = 0, . . . , n− 1 using (5.16). 
28
References
[1] M. T. Barlow, Study of a filtration expanded to include an honest time, Z. Wahrsch. Verw. Gebiete, 44 (1978),
pp. 307–323.
[2] E. Bayraktar, A proof of the smoothness of the finite time horizon American put option for jump diffusions,
SIAM J. Control Optim., 48 (2009), pp. 551–572.
[3] E. Bayraktar, S. Dayanik, and I. Karatzas, Adaptive Poisson disorder problem, Ann. Appl. Probab., 16
(2006), pp. 1190–1261.
[4] E. Bayraktar, I. Karatzas, and S. Yao, Optimal stopping for dynamic convex risk measures, Illinois J.
Math., 54 (2010), pp. 1025–1067 (2012).
[5] P. Bre´maud, Point processes and queues, Springer-Verlag, New York, 1981. Martingale dynamics, Springer
Series in Statistics.
[6] E. C¸ınlar, Probability and stochastics, vol. 261 of Graduate Texts in Mathematics, Springer, New York, 2011.
[7] M. H. A. Davis, Markov models and optimization, vol. 49 of Monographs on Statistics and Applied Probability,
Chapman & Hall, London, 1993.
[8] F. Delbaen, P. Grandits, T. Rheinla¨nder, D. Samperi, M. Schweizer, and C. Stricker, Exponential
hedging and entropic penalties, Math. Finance, 12 (2002), pp. 99–123.
[9] N. El Karoui, M. Jeanblanc, and Y. Jiao, What happens after a default: the conditional density approach,
Stochastic Process. Appl., 120 (2010), pp. 1011–1032.
[10] N. El Karoui, C. Kapoudjian, E. Pardoux, S. Peng, and M. C. Quenez, Reflected solutions of backward
SDE’s, and related obstacle problems for PDE’s, Ann. Probab., 25 (1997), pp. 702–737.
[11] Y. Hu, P. Imkeller, and M. Mu¨ller, Utility maximization in incomplete markets, Ann. Appl. Probab., 15
(2005), pp. 1691–1712.
[12] K. Idris and T. Lim, Progressive enlargement of filtrations and backward sdes with jumps, (2012). To appear in
the Journal of Theoretical Probability, arXiv:1101.2815.
[13] M. Jeanblanc, A. Matoussi, and A. Ngoupeyou, Robust utility maximization in a discontinuous filtration,
ArXiv e-prints, (2012).
[14] T. Jeulin, Semi-martingales et grossissement d’une filtration, vol. 833 of Lecture Notes in Mathematics, Springer,
Berlin, 1980.
[15] T. Jeulin and M. Yor, Grossissement d’une filtration et semi-martingales: formules explicites, in Se´minaire
de Probabilite´s, XII (Univ. Strasbourg, Strasbourg, 1976/1977), vol. 649 of Lecture Notes in Math., Springer,
Berlin, 1978, pp. 78–97.
[16] Y. Jiao, I. Kharroubi, and H. Pham, Optimal investment under multiple defaults risk: a BSDE-decomposition
approach, Annals of Applied Probability, 23 (2) (2013), pp. 455–491.
[17] Y. Jiao and H. Pham, Optimal investment with counterparty risk: a default-density model approach, Finance
Stoch., 15 (2011), pp. 725–753.
[18] I. Karatzas and S. G. Kou, Hedging American contingent claims with constrained portfolios, Finance Stoch.,
2 (1998), pp. 215–258.
[19] I. Karatzas and I.-M. Zamfirescu, Game approach to the optimal stopping problem, Stochastics, 77 (2005),
pp. 401–435.
[20] , Martingale approach to stochastic control with discretionary stopping, Appl. Math. Optim., 53 (2006),
pp. 163–184.
[21] , Martingale approach to stochastic differential games of control and stopping, Ann. Probab., 36 (2008),
pp. 1495–1527.
[22] I. Kharroubi and T. Lim, Progressive enlargement of filtrations and backward sdes with jumps, (2012). 2012,
preprint arXiv:1101.2815.
[23] M. Kobylanski, J. P. Lepeltier, M. C. Quenez, and S. Torres, Reflected BSDE with superlinear quadratic
coefficient, Probab. Math. Statist., 22 (2002), pp. 51–83.
29
[24] T. Leung and R. Sircar, Exponential hedging with optimal stopping and application to employee stock option
valuation, SIAM J. Control Optim., 48 (2009), pp. 1422–1451.
[25] H. Pham, Stochastic control under progressive enlargement of filtrations and applications to multiple defaults risk
management, Stochastic Process. Appl., 120 (2010), pp. 1795–1820.
[26] P. E. Protter, Stochastic integration and differential equations, vol. 21 of Applications of Mathematics (New
York), Springer-Verlag, Berlin, second ed., 2004. Stochastic Modelling and Applied Probability.
[27] H. M. Soner and N. Touzi, Dynamic programming for stochastic target problems and geometric flows, J. Eur.
Math. Soc. (JEMS), 4 (2002), pp. 201–236.
[28] S. Song, Optional splitting formula in a progressively enlarged filtration, (2012). arXiv:1208.4149.
[29] D. H. Wagner, Survey of measurable selection theorems: an update, in Measure theory, Oberwolfach 1979 (Proc.
Conf., Oberwolfach, 1979), vol. 794 of Lecture Notes in Math., Springer, Berlin, 1980, pp. 176–219.
Department of Mathematics, University of Michigan
E-mail address: erhan@umich.edu
Department of Mathematics, University of Michigan
E-mail address: zhouzhou@umich.edu
