In this paper, a robust nonlinear generalised predictive control (GPC) method is proposed by combining an integral sliding mode approach. The composite controller can guarantee zero steady-state error for a class of uncertain nonlinear systems in the presence of both matched and unmatched disturbances. Indeed, it is well known that the traditional GPC based on Taylor series expansion cannot completely reject unknown disturbance and achieve offset-free tracking performance. To deal with this problem, the existing approaches are enhanced by avoiding the use of the disturbance observer and modifying the gain function of the nonlinear integral sliding surface. This modified strategy appears to be more capable of achieving both the disturbance rejection and the nominal prescribed specifications for matched disturbance. Simulation results demonstrate the effectiveness of the proposed approach.
Introduction
Over the last years, there has been an increasing interest in applying sliding mode control in conjunction with the existing approaches to enhance the disturbance rejection capability (Estrada & Fridman, 2010; Polyakov & Poznyak, 2011; Rubagotti, Raimondo, Ferrara, & Magni, 2011b; Xi & Hesketh, 2010; Yang, Li, Su, & Yu, 2013; . On the other hand, model predictive control (MPC) is considered as one of the most promising approaches in control engineering that attracted a great deal of research. In predictive control theory, an optimisation problem is solved, at each sampling time, over a finite prediction horizon in order to find a control which causes the system output to reach a target or follow a predefined trajectory. Then, the obtained optimal input is implemented until the next sampling instant, at which point the procedure is repeated with the update of the process measurement (Garcia, Prett, & Morari, 1989) . Due to its stabilising properties, MPC technique can be applied to both linear and nonlinear systems with a guaranteed closedloop stability (Mayne & Michalska, 1990; Michalska & Mayne, 1993) . Another promising feature of MPC is its ability to deal with control and state constraints (Clarke & Scattolini, 1991) . The prominent disturbance rejection capability can be enhanced by the use of the internal model control (IMC) scheme (Morari & Zafiriou, 1989) .
CONTACT Rachid Errouissi rerrouissi@pi.ac.ae However, as of late, other approaches have been introduced to achieve MPC offset-free tracking control under disturbances and model uncertainties, e.g., see integral predictive control (Camacho & Alba, 2013; Qin & Badgwell, 2003; Wang, 2009 ) and MPC combined with disturbance observers (Maeder & Morari, 2010; Morari & Maeder, 2012) . A look at the literature reveals that discrete-time linear model (DTLM) is widely used in the synthesis of the controller because it gives a fast analytical solution of the optimisation problem. However, it is well known that most engineering control systems are inherently nonlinear and time continuous in nature, so the use of the DTLM possibly leads to undesirable performance. Despite this, in the case of nonlinear systems with slow dynamics, such as chemical processes, predictive control technique based on discrete-time nonlinear model (DTNLM) can be adopted with satisfactory results even if an on-line optimisation is required (Dufour, Couenne, & Touré, 2003) . In spite of its practical success with slow processes, the implementation of MPC is still very complicated for systems having fast dynamics, in particular for nonlinear systems, such as adjustable speed drives because of heavy online computational burden (Chen, Ballance, & Reilly, 2000) . Over the last few years, substantial progress has been made in applying predictive control to nonlinear systems with fast dynamics, and several nonlinear predictive control laws have been proposed to reduce the computational effort. The majority of these works are based on continuous-time nonlinear model (CTNLM) (Chen, 2003; Chen, Ballance, & Gawthrop, 2003; Chen, Ballance, Gawthrop, Gribble, & O'Reilly, 1999; Dabo, Chafouk, & Langlois, 2009; Feng, O'Reilly, & Ballance, 2002; Lu, 1994 Lu, , 1995 Lu, , 1998 Soroush & Kravaris, 1996; Yang & Zheng, 2014) .
A methodology for constructing closed-form nonlinear MPC (NMPC) is proposed in Soroush and Kravaris (1996) and Lu (1994 Lu ( , 1995 , where Taylor series expansion is used to build one-step ahead prediction of the future system output. Multistep ahead prediction approach is introduced in Lu (1998) , with a view to approximate the nonlinear receding horizon control problem. Despite its complexity, it is shown that this approach may lead to a good performance in terms of stability where the one-step ahead prediction is not applicable. A shortcoming of these methods is that the closedloop system is unstable for plants whose relative degree, with respect to the input, is greater than four . To overcome this drawback, NMPC scheme has been proposed for MIMO systems by using Taylor series expansion up to any specified order, which may be different from the relative degree . It was found that the stability property depends on the so-called control order which should be chosen to be larger than zero when the relative degree is greater than four. This strategy is extended to nonlinear systems with different relative degrees in Chen (2003) . In Dabo et al. (2009) , the cost function is modified with a specific linear term such that the closed-loop stability is guaranteed even if the relative degree, with respect to the input, is higher than four.
In the aforementioned works, the proposed closedform NMPC is limited to nonlinear affine systems. However, various engineering control systems can be represented by different classes of nonlinear systems. Driven by this observation, Chen (2004) has developed analytic NMPC for a general nonlinear system, which differs from the other NMPC by the fact that the controller scheme provides only the optimal input derivative. Thus, the NMPC should be followed by an integral action to compute the optimal control input. Recently, there has been a steadily increasing interest in the application of approximate NMPC to nonlinear systems with fast dynamics such as drives and electrical machines (Errouissi, Ouhrouche, Chen, & Trzynadlowski, 2012a , 2012b .
The main part of MPC is the model used for system behavior prediction. For nonlinear systems with fast dynamics, the prediction model is obtained by using Taylor series expansion (Gawthrop, Demircioglu, & Siller-Alcala, 1998 ). However, it was pointed out in Lu (1995) that such a technique, known as generalised predictive control (GPC), cannot completely remove the steady-state error caused by parameter variations and external disturbances. To tackle this problem, the existing GPC can be combined with a disturbance observer to improve the steady-state performance. This strategy is originally proposed in Chen et al. (1999) and has been adopted for many applications (Errouissi & Ouhrouche, 2010) . Although this strategy is more capable of handling disturbance attenuation for specific applications, it is still not easy to design a disturbance observer for general MIMO nonlinear systems due to the complexity in investigating the global stability , especially, under unmatched disturbances. Another shortcoming is that the existing approaches mostly use a disturbance model to achieve zero steady-state error (Yang & Zheng, 2014; Yang, Zheng, Li, Wu, & Cheng, 2015) . Such a technique necessitates the integration of the plant model as a part of the controller, which raises concern about practical implementation difficulties when dealing with a highorder nonlinear system. This design intricacy reveals the need for new strategies that can offer improved disturbance rejection capability and simple implementation.
In this paper, the nonlinear GPC, originally developed in Gawthrop et al. (1998) and refined in Chen et al. (1999) , is combined with the so-called integral sliding mode control (ISMC), and applied to a class of uncertain nonlinear systems under both matched and unmatched disturbances. As a matter of fact, the composite controller consists of two additive parts: the continuous part, called nominal control and generated by the GPC law, and the discontinuous part for rejecting the unknown perturbation. The rejection of matched disturbances via switching control law for nonlinear systems is quite mature in sliding mode control (SMC) (Liu & Li, 2014) . In addition, the use of ISMC guarantees good disturbance rejection performance from the initial time instance. As a result, the closed-loop system in the presence of matched disturbances behaves exactly as the nominal system under nominal control. This salient feature cannot be achieved when assuming an integral action in MPC formulation to eliminate steady-state error.
The sliding mode design concept appeared in Utkin (1977) , whereas the ISMC was proposed in Utkin and Shi (1996) . In the last several years, a number of research works related to this topic have been published, e.g., Cao and Xu (2004) , Castaños and Fridman (2006) , Rubagotti, Estrada, Castaños, Ferrara, and Fridman (2011a) , . The existing approaches mostly focus on the design of an appropriate structure of the integral sliding manifold, especially for unmatched disturbance. In Cao and Xu (2004) , it was proven that integral sliding surface allows to achieve the nominal prescribed specifications under matched disturbances. The global stability under unmatched disturbances has also been investigated. A suitable sliding manifold is proposed in Castaños and Fridman (2006) and Rubagotti et al. (2011a) to guarantee that the equivalent perturbation from unmatched disturbances is not amplified when dealing with matched disturbances. The resulting sliding manifold is employed in Rubagotti et al. (2011b) to improve the performances of robust model predictive control for nonlinear constrained continuous-time uncertain systems.
Recently, the SMC technique becomes mature and can be considered as an effective tool for controlling systems affected by unmatched disturbances. To this end, several research works have been devoted to the development of a suitable sliding manifold, depending on the plant model, including those reported in Ginoya, Shendge, and Phadke (2014) , Asif, Khan, and Cai (2014) , Hou, Meskin, and Haddad (2014) , Xu, Guo, and Lee (2014), de Loza, Cieslak, Henry, Zolghadri, and , Ríos, Kamal, Fridman, and Zolghadri (2015) and therein references. In the majority of these works, the main objective of using the SMC technique was to minimise the effect of unmatched disturbances as the rejection of matched disturbances is quite natural. The main goal of this work is to construct an integral sliding manifold structure for a class of uncertain nonlinear systems driven by the GPC law to remove completely the effect of both matched and unmatched disturbances. More interestingly, the resultant sliding surface for relative-degreeone systems works as a classical proportional integral (PI) controller, whereas the simplified sliding surface for relative-degree-two systems has a proportional integral derivative (PID) controller like structure where the time derivative of the output is replaced by the Lie derivative. Such a structure is well known for nonlinear control systems (Khalil, 2002; Seshagiri & Khalil, 2002) . However, the major difference here lies in the method which is used to derive the sliding manifold and the fact that the proposed structure does not require the time derivative of the output. The main contributions of this paper are summarised as follows:
(1) Design of a robust continuous-time predictive control for a class of uncertain nonlinear systems under both matched and unmatched disturbances.
(2) Boundedness of the closed-loop dynamics is guaranteed.
(3) Zero tracking error can be achieved for timevarying matched disturbances. (4) Zero steady-state error is guaranteed for unmatched disturbance having a constant steadystate value.
(5) Unlike MPC combined with integral action, nominal performances can be preserved under matched disturbances. (6) Unlike the existing disturbance observer based control (Yang, Li, & Chen, 2012; Yang, Zheng, Li, Wu, & Cheng, 2015) , the proposed approach does not require a disturbance model to achieve a zero steady-state error.
Nonlinear generalised predictive control (NGPC)
A multivariable nonlinear system under disturbance considered in this paper is given by
and ψ u (x, t) denote the matched and unmatched disturbances, respectively. The functions f(x) and h(x) are assumed to be continuously differentiable a sufficient number of times. The following assumptions are imposed on the system (1) A2.1. The zero-dynamics of the nonlinear system are assumed to be stable. A2.2. The relative degree, with respect to the input, is well defined. A2.3. All states are available. A2.4. The rank of the vector function g(x) is equal to m. A2.5. The disturbances ϑ(x, t) are bounded by known nonlinear functions . As in Castaños and Fridman (2006) and Rubagotti et al. (2011a) , the matched disturbances for a nonlinear system (1) under Assumption A2.4 is given by
Similar with Chen et al. (1999) and Gawthrop et al. (1998) , the cost function of GPC is given by
where T is the predictive time and e(t) = y r (t) − y(t) is the tracking error, with y r represents the reference signal. The latter is assumed to be smooth and bounded. It is noticed that the control weighting is not considered in the cost function in order to simplify the stability analysis of the closed-loop system. The control effort can be limited by increasing the predictive time or/and limiting the rate of set-point changes. The optimal control can be obtained from the necessary condition of optimality
First, to simplify the controller design, it is assumed that the outputs have the same relative degree ρ. Next, to solve the nonlinear optimisation problem (3), each predicted term e(t + τ ) is expanded into a (ρ + r)th order Taylor series expansion using the Lie derivative of h(x) along a field of vectors f(x). Here, the standard Lie derivative notation is used (Isidori, 1995) . The control order is denoted by r, which is chosen as zero in this work in order to simplify the notation. However, all the results presented in this paper can be expanded to arbitrary control order .The nominal control law, referred to Chen et al. (1999) and Gawthrop et al. (1998) , is given by
where the matrix G(x) is assumed to be invertible due to Assumption A2.2; it is given by
with
where I m ∈ R m×m is an identity matrix, and K ρ = I m . Furthermore, the error dynamics of the closed-loop system is given by
It should be noted that the resultant control is similar to the feedback linearisation, but the design method/philosophy and the motivation are different. The stability of the closed-loop system can be established, as in Chen et al. (2003) , by investigating the roots of the characteristic polynomial resulting from (8) for different relative degrees. Accordingly, since the predictive time is positive, it can be shown that the closed-loop system under the GPC law is asymptotically stable if the relative degree ρ is less than or equal to four. Furthermore, for a nonlinear system (1) with a high relative degree, the stability of the closed-loop system can be guaranteed by choosing an appropriate higher control order . On the other hand, the predictive time can only be considered as a controller parameter and can be tuned to improve the control performance since it affects only the rate of convergence. It can also be shown that a small predictive time will result in a large controller gain and a fast control response.
Robust NGPC via an integral sliding mode approach

Sliding manifold design
As pointed out in Feng et al. (2002) , it is not easy to design a disturbance observer for general MIMO nonlinear systems, because it is nontrivial to investigate the global stability. In this work, an alternative approach of ISMC developed in Rubagotti et al. (2011a) is used as a basis for designing a discontinuous control action to compensate for the disturbances ϑ(x, t). The integral sliding manifold σ (x, t) is defined as
representing the Jacobian matrix. The initial condition x 0 is the state at t = 0, and u 0 is the nominal control defined in (5). Theorem 3.1: Considering nonlinear system (1) and noting that σ (x 0 , 0) = 0, the sliding surface σ = 0 can be ensured for all t ࣙ 0 by choosing the nonlinear function p(x) as follows
and designing a robust nonlinear GPC as
where α i is a switching gain selected such that
L(x) is a matrix with dimensions m × q composed of a set of column vectors L i (x) with dimensions m × 1 as follows
with u 0 , G(x), K i , and σ are defined in (5)- (7) and (10), respectively, and the norm of b is defined as
Proof. The proof is outlined but more details of the mathematical derivations could be found in Appendices 1 and 2. Define a candidate Lyapunov function
Substituting (10) and (11) into the integral sliding surface (9) leads to
Following (12), the time derivative of the sliding surface (16) is given bẏ
Invoking (18) and differentiating the candidate Lyapunov function (15) along the trajectory of the closed-loop system givė
Equation (19) implies that under the inequality (13), the time derivative of the Lyapunov function is strictly negative for any σ ࣔ 0. This means that σ → 0 as t → Ý. Moreover, since σ (x 0 , 0) = 0, the proposed controller (12) under the condition of (14) ensures the sliding surface σ = 0 for all t ࣙ 0.
Simplified sliding surface
The simplified sliding manifold can be obtained by substituting the nominal control u 0 (t) into the sliding manifold equation given by (16). The result is outlined here but its derivation is provided in Appendix 3. Substituting (5) into (16) yields
The resulting sliding surface is based only on the difference between the Lie derivative of h(x) with respect to f(x) and the trajectory to be tracked. Nevertheless, it is worth to note that the sliding surface (16) contains only the terms of the nominal control, and then it can easily be implemented without a simplification. The sliding surface for relative-degree-one systems is given by
whereas the sliding surface for relative-degree-two systems is expressed as follows
Note that, in the absence of unmatched disturbances, we have L f h (x) =ẏ for relative-degree-two systems. Therefore, the structure of the simplified sliding surface behaves as a PID controller.
Closed-loop dynamics and parameters design
At the sliding surface, the equivalent control u e (t) is obtained by solving the equatioṅ
Invoking (14), it follows from (18) that
To determine the system dynamics at the sliding manifold, we use the equivalent control u e (t) into the equation of (1), one obtainṡ
Noting that l(x)g(x) = G(x) and substituting (2) into (28) gives
Using (29), it can be derived from (27) thaṫ
where
The term φ e (x, t) represents the resulting perturbation from the unmatched disturbance whereas I n ∈ R n×n is an identity matrix. To determine the output dynamics at the sliding manifold, we use the equivalent control and the definition of the relative degree. As explained in Appendix 4, one can obtain
Remark 3.1: If the disturbance contains only the matched component, i.e., ψ u (x, t) = 0 n×1 , the closed-loop dynamics becomeṡ
and the tracking error is governed by e (ρ ) (t ) + K ρ−1 e (ρ−1) (t ) + · · · + K 0 e (t ) = 0
Therefore, at the sliding surface, the closed-loop system for matched disturbance behaves exactly as the the nominal plant under nominal control defined by (8). Consequently, the influence of the disturbance is completely removed as long as the nominal plant under nominal control is stable, i.e., the relative degree is less than or equal to four under Assumption A2.4. Thus, under matched disturbances, the closed-loop system under the composite controller is asymptotically stable, and the nominal prescribed specifications are preserved.
Remark 3.2: If the disturbances are composed of both matched and unmatched perturbations, it can be concluded from (30) and (31) that the matched one is completely eliminated. However, the unmatched disturbance is multiplied by a state-dependent matrix, and then it may affect the closed-loop stability. In Rubagotti et al. (2011a) , a design phase of the Jacobian matrix l(x) is defined for a class of uncertain nonlinear systems such that the 2-norm of the equivalent perturbation is equal to that of the original disturbance, avoiding then the amplification of the unmatched disturbance. As pointed out in Rubagotti et al. (2011a) , such approach cannot compensate the unmatched disturbance from the output. In general, the closed-loop stability of the perturbed system (30) depends on the nature and the size of the equivalent perturbation φ e (x, t). Following Assumptions A2.1 and A2.5, it is clear that, in the sliding mode, the resulting perturbation φ e (x, t) is bounded. A general design procedure for investigating the stability of perturbed systems can be found in Khalil (1996) . In Cao and Xu (2004) , the stability result of the closed-loop system under the ISMC is detailed for unmatched disturbance satisfying Assumption A2.5. In principle, the latest technique can be used for global stability analysis in the presence of bounded disturbance. Accordingly, as the nominal closed-loop system is globally asymptotically stable under nominal control, the stability of (30) only depends on the nature of the equivalent perturbation φ e (x, t) and its bounding function under the composite controller (12). Furthermore, it can be concluded from (32) that if the internal driven dynamics is stable, the tracking error e(t) is bounded. Therefore, for a class of uncertain nonlinear systems, satisfying the Assumptions A2.1-A2.5, the closed-loop system under the composite controller (12) consisting of the nonlinear GPC law (5) and integral sliding mode (9) is stable. In other words, boundedness of the closed-loop dynamics is guaranteed despite the presence of bounded unknown disturbance (whether matched or unmatched). Furthermore, if we assume that both unmatched disturbance and reference signal satisfy lim t→∞ψu (x, t ) = 0 and lim t→∞ẏr (t ) = 0, then the nonlinear system (30) has a constant steady-state value. In this case, it follows from (32) that the tracking error e(t) converges asymptotically to zero as time goes to infinity. Chen et al. (2003) , the predictive time can be selected based on the nominal performance specifications of the overshoot and the settling time. For the discontinuous part, the switching gain α i should be chosen as small as possible to reduce chattering, while at the same time, it should be greater than the upper bound of the norm of the disturbance b i (t) so as to satisfy the stability condition defined by (13).
Remark 3.3: As pointed out in
Simulation example
Mathematical model: Permanent magnet synchronous motor (PMSM)
The perturbed model of the PMSM in the rotor reference (d, q) can be expressed in the nonlinear affine form of (1) as in Errouissi et al. (2012a) , with
and
The state vector x is composed of d-axis current i d , q-axis current i q , and rotor speed ω r . The input vector u consists of d-axis and q-axis components [u d u q ] T of the armature voltage. The output vector y consists of d-axis component of the armature current and rotor speed; that is, R, L d , and L q are the armature resistance, the d-axis inductance, and q-axis inductance, respectively. ϕ v is the permanent magnet flux, p is the number of pole pairs, J is the moment of inertia, and B is the coefficient of friction. The actual three phase currents i a , i b , i c , and the electrical position θ are used to compute the dq-axis currents as follows
Here, it is assumed that the three-phase currents are sinusoidal waveforms. This yield
where I M is the maximum value of the motor current. From the fact that dθ dt = pω r , the time derivative of the dq-axis currents satisfy
where ω rmax is the maximum value of the rotor speed. The J, and B , and unknown external disturbances such as load torque T L . Note that X = X t − X with X t represents the actual value and X is the nominal value. Similar to Errouissi et al. (2012a) , the disturbances can be expressed as
Combining (38), (39), and (40), and noting that the actual phase current cannot exceed its maximal value I M during both transient and steady-state, it can be concluded that the matched disturbances are bounded by
Since the slope of the actual speed is limited by the maximal acceleration of the drive dω r dt max = T e max J t , it follows that the unmatched disturbance is bounded by
where T e max represents the maximum torque that the motor can produce, and it is given by the specifications of the motor. Here, J t represents the actual value of the moment of inertia.
Design of the controller
A nominal nonlinear predictive controller (5) is designed as
where ω rr represents the speed reference and i dr represents the desired output of the d-axis current. It follows from (6) and ( 7) that
, thus the matrix G(x) is invertible for all x ∈ R 3 . Moreover, according to Chen et al. (2003) , as the relative degree for each system output is less than four, the nominal closed-loop system under the predictive controller (44) is asymptotically stable. In addition, there is no zero dynamics as the sum ρ 1 + ρ 2 equal to the order of the system. As explained earlier, in the presence of the bounded disturbances, the nominal predictive controller can be combined with the ISMC to remove the steady-state error. Indeed, the resulting robust controller is defined by (12) with u 0 (t) given by (44), and the matrix L(x) for PMSM is written as
Taking into account the value of the relative degrees, the sliding surface given by (22) is considered for d-axis current regulation, whereas the sliding surface given by (23) and (24) is adopted for rotor speed regulation.
Asymptotic stability analysis
Corollary 4.1: Consider the nonlinear system (1) with the vector functions given by (35) and (36) and suppose that the disturbance b(t) defined by (40) is bounded and satisfying lim t→∞ṪL = 0. Then, under the control law (12), the perturbed closed-loop system is globally stable. Additionally, if the reference signal has a constant steady-state value, the system output tracks the desired output with an error which converges to zero as t goes to Ý.
Proof. Substituting (36) and (47) into (31), under the composite controller, the resulting perturbation from the unmatched disturbance b ω r becomes as
According to Remark 3.1, the matched disturbance can be completely rejected under the proposed controller. This implies that the tracking error e d = i dr − i d is asymptotically stable. Following Remark 3.2, the closed-loop dynamics of the perturbed system only depends on the boundedness of the equivalent perturbation φ e (x, t) given by (48) . Note that the d-axis component can be rewritten as
By substituting (49) into φ e (x, t) in (48), it can be shown that φ e (x, t) depends only on the error e d , reference i dr , and unmatched disturbance b ω r . In practice the d-axis current is generally regulated to zero, and the electric current loop is designed with the aim of achieving faster response than the mechanical loop. Therefore, the error e d converges rapidly to zero. Under this condition, the stability of the closed-loop system only depends on the boundedness of the unmatched disturbance b ω r . As lim t→∞ṪL = 0, and the goal is to maintain the system output at a desired steady-state level, rather than tracking fast time-varying references, it can be concluded from (40) that lim t→∞ḃωr = 0. Thus, according to Remark 3.2, the tracking error e ω = ω rr − ω r vanishes asymptotically.
Simulation results
Computer simulations have been carried out using MAT-LAB software package to verify the performances and the effectiveness of the proposed controller regarding robustness. The predictive time is taken as T = 0.005 s. In the controller, the reference i dr must be once differentiable, and the reference ω rr must be twice differentiable. For PMSM, the d-axis current reference is generally set equal to zero. The speed reference trajectory is realised by a second-order linear filter with slow dynamics so that the current does not exceed its maximal value during transients. Furthermore, the term
in the controller (12) is approximated by
, and a linear low-pass filter is applied to the resulting discontinuous control variable to reduce the so-called chattering effect.
The speed reversal at ±100 rad/s was performed to illustrate the effectiveness of the proposed controller with respect to the speed trajectory tracking. The speed change takes place at t = 0.4 s. To verify the robustness of the proposed control scheme, the actual parameters of the PMSM were modified in the mathematical model at t = 0 s. Indeed, R, L q , L d , ϕ v , B, and J are, respectively, set equal to 50%, 60%, 70%, 120%, 50%, and 50% of their nominal values given in Table 1 . In addition, the nominal load torque, i.e., T L = 5 Nm, is suddenly applied at t = 0.2 s. It is worth to note that the controller is computed using only the nominal values with T L = 0 Nm and L d = L q . However, to guarantee stability of the closed-loop system, the switching gains α 1 , α 2 , and α 3 are obtained using the inequalities (41), (42), and (43). Thus, one can choose α 1 = 73, α 2 = 81, and α 3 = 18 when ω rmax is considered equal to 100 rad/s. As shown in Figure 1(a) , the controller has proved to be effective regarding speed trajectory tracking. Figures 1(b) and 2 compare the performances of NGPC with and without ISMC. It is clear that the speed error is quickly removed and the d-axis component is maintained equal to zero when combining NGPC with ISMC. Thus, both matched and unmatched disturbances are rejected when the ISMC is combined with NGPC. It can also be observed that q-axis current is satisfactorily controlled during transients. Figure 3 shows the two components of the sliding manifold σ , from which it can be observed that the sliding manifold converges to zero. Here, it is not expected that the sliding manifold vanishes because of the continuous approximation of the discontinuous part. As shown in Figure 4 , the fluctuations of the control variables u d and u q are not significant due to the use of the linear low-pass filter.
Conclusion
This paper presents a robust continuous predictive control law for nonlinear systems with fast dynamics. The case where the nonlinear affine system is subjected to either model/plant mismatch or external perturbation is investigated to enhance the robustness of the closed-loop system. To this end, the existing ISMC is revised and integrated into the controller. For this, a new nonlinear gain function is proposed to design an appropriate structure of the integral sliding manifold for unmatched disturbances. Stability analysis of the composite controller is provided. It is shown that zero tracking error can be achieved in the presence of unknown matched disturbances, whereas steady-state error can be removed under unmatched disturbances. The proposed approach is tested in simulation using a mathematical model of PMSM to illustrate its effectiveness regarding speed trajectory tracking, stability, and disturbance rejection.
The main contribution of this paper is that by taking the advantage of the integral sliding manifold, a new composite controller is developed which is able to cope with both matched and unmatched disturbances. Different from the nonlinear disturbance observer technique, there is no need for an explicit model of the disturbance. The proposed approach is easy to design and implement in a real-time system. A suitable choice of the gain function in the integral sliding model control is proposed to facilitate the design process. The method proposed in this paper provides practitioners with an alternative method in improving disturbance rejection for nonlinear systems under a wide range of disturbances.
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Following (A.6), the time derivative of the sliding surface given by (16) leads tȯ
Substituting (12) into (A.7), we geṫ
As the term α i L T i (x)σ L T i (x)σ is a scalar, b i is a scalar, α i is a scalar, and L(x) is a m × q matrix composed of m × 1 column vectors L i (x), one can write
Substitute (A.9) and (A.10) into (A.8) to obtain the time derivative of the sliding surface given by (18).
