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A Josephson junction made of a generic magnetic material sandwiched between two conventional
superconductors is studied in the ballistic semi-classic limit. The spectrum of Andreev bound
states is obtained from the single-valuedness of a particle-hole spinor over closed orbits generated
by electron-hole reflections at the interfaces between superconducting and normal materials. The
semiclassical quantization condition is shown to depend only on the angle mismatch between initial
and final spin directions along such closed trajectories. For the demonstration, an Andreev-Wilson
loop in the composite position/particle-hole/spin space is constructed, and shown to depend on only
two parameters, namely a magnetic phase shift and a local precession axis for the spin. The details
of the Andreev-Wilson loop can be extracted via measuring the spin-resolved density of states. A
Josephson junction can thus be viewed as an analog computer of closed-path-ordered exponentials.
PACS numbers: 74.50.+r Tunneling phenomena; Josephson effects - 74.78.Na Mesoscopic and nanoscale
systems - 72.25.-b Spin polarized transport - 03.67.Ac Quantum algorithms, protocols, and simulations
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In the last years the spin-orbit and spin-splitting effects
in superconducting heterostructures [1, 2] are receiving
a great deal of attention in the context of an emerg-
ing superconducting spintronics [3, 4] and in connection
with possible realizations of Majorana bound states in
nanowires [5]. A Josephson junction with a magneto-
active normal bridge exemplify a prototype structure
hosting such kind of spin interactions. The physics of
superconductor/normal metal/superconductor (S/N/S)
ballistic Josephson junctions is mainly determined by the
so called Andreev bound states (ABS) localized in the N-
region. These states, which carry a significant fraction of
the Josephson supercurrent [6, 7], have been extensively
studied in ballistic superconducting point contacts [8–10].
Theoretically the quantization of states trapped in
some classically allowed region can be understood from
the Bohr-Sommerfeld quantization rule [11, 12] which
requires the phase accumulated along a closed classical
trajectory to be a multiple of 2pi. In a ballistic S/N/S
junction the trapping in the N-region occurs due to An-
dreev reflections with conversion of the incident electron
to the reflected hole and vice versa at the S/N inter-
faces [13]. Each Andreev reflection brings a phase shift
θ (E) = arccos (E/∆), where E < ∆ is the energy mea-
sured with respect to the Fermi level [14]. The classical
loop trajectory is now defined in the space composed of
the position and particle-hole subspaces. In the position
subspace the electron and the reflected hole accumulate
the phase equal to 2EL/v, where L is the distance be-
tween the S electrodes and v is the component of the
velocity perpendicular to the junction plane. From the
two Andreev reflections (shifts in the particle-hole sub-
space) the phase acquires the contribution 2θ (E) ± ϕ,
depending on the propagating direction, where ϕ is the
phase difference between the two S-electrodes (see Fig.1),
[15]. Hence the quantization condition for ABS reads:
2EnL/|v| − 2θ (En) + sgn(v)ϕ = 2npi. The spin-orbit
coupling (SOC) and spin-splitting (exchange or Zeeman),
possibly textured fields in a magnetic material, generate
precession of the electron and hole spins, which should
modify the properties of ABS. How the semiclassical
condition is modified in the presence of generic spin-
dependent fields is an open question we address in this
letter.
We identify an additional phase shift Φ originating
from the spin precession generated by an effective mag-
netic field in the N-region, see Eq. (8). This precession
preserves, as in the non-superconducting case [16, 17],
the latitude with respect to the local spin quantization
axis n, which obeys a classical equation [Eq. (7)]. We
first derive the modified quantization condition, deter-
mine the subgap spectrum of a ballistic S/N/S junc-
tion and finally demonstrate by solving the quasiclassical
Eilenberger equation how Φ and n enter the expressions
of other physical quantities like the Josephson current
or the spin resolved local density of states. Our results
generalize the quasiclasical theory of spinning electrons
described by Dirac and/or Pauli equations [16, 17] to the
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2case of quasiclassical motion of Bogoliubov quasiparti-
cles in superconducting structures. In the normal state a
non-adiabatic spin precession of electrons moving along
cyclotron orbits is revealed experimentally in anomalous
Shubnikov – de Haas oscillations of magnetoresistance
[18]. Here we demonstrate that all details of highly non-
trivial spin dynamics of bogolons forming ABS can be
extracted from the observable properties of Josephson
junctions.
We consider the semiclassical Bogoliubov-deGennes
(BdG) bispinor wave function (u, v) = eik·r(ψ, χ), where
|k| = kF is the Fermi momentum, and the electron ψ
and hole χ spinors are slowly varying on the scale of k−1F
[19]. The behavior of the wave function in the presence
of an effective, coordinate- and velocity-dependent, mag-
netic fieldB(v, x), which couples to the electron and hole
spins and describes generic SOC and exchange/Zeeman
spin splitting, is governed by the following BdG equa-
tions,
−iv · ∇ψ +B (v, x) ·σ ψ + ∆χ = Eψ
iv · ∇χ+B (−v, x) ·σ χ+ ∆∗ψ = Eχ . (1)
We do not impose any restriction on the v- or x- de-
pendence of B that in principle may correspond to any
magnetic texture and any type of SOC.
After being transported over a closed Andreev trajec-
tory that starts at x within the N region (xL < x < xR,
Φ
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Figure 1. a) Sketch of the Josephson junction, with φ the
Fermi angle and ϕ the phase-difference. b) Sketch of the
energy of the Andreev bound states, versus ϕ, spin-split by
Φ. c) The spin structure of the Andreev-Wilson loop that
starts at point x. The local ne (blue) vector evolves from the
left to the right interfaces, where it is equal to nh (red) which
propagates in the opposite direction (ne (xL,R) = nh (xL,R)).
The spin direction (black dotted arrows) precess around the
local vectors ne,h at a constant latitude (red and blue dotted
projective circles). After completing the loop, the spin rotates
an angle Φ between the initial and final states. This angle
determines the phase shift between the two spin-split Andreev
bound states (see b).
∆ = 0), the BdG bispinor should return to itself:(
ψ (x)
χ (x)
)
= ei[2EL/v−2sgn(v)θ(E)+ϕ]
(
Weψ (x)
Whχ (x)
)
, (2)
where v = vF cosφ, and φ is the angle between the semi-
classical trajectory and the junction axis x. In Eq. (2),
the effect of spin-dependent fields is encoded in the elec-
tron and hole spin rotation operators
We (x) = U (x, xL) U¯ (xL, xR)U (xR, x) , (3)
Wh(x) = U¯ (x, xR)U (xR, xL) U¯ (xL, x) (4)
which are defined via the path-ordered spin propagator
U (x2, x1) = Pexp
{
− i
v
∫ x2
x1
B (v, x) ·σ dx
}
, (5)
and its time-reversal conjugate U¯ [20].
The We,h operators, which transport spinors over a
closed trajectory, are reminiscent of the Wilson loop op-
erators in the SU(2) gauge theory. They take into ac-
count the electron-hole conversions at the S/N interfaces
and they are thus defined along the Andreev loop. For
this reason we call We,h the Andreev-Wilson (AW) loop
operators, which describe transport along a loop in the
composite position ⊗ particle-hole space [21].
Several properties of We,h are discussed in the sup-
plemental material [22]. The most remarkable is that
for any B(v, x) the trace of We,h (x) is x-independent,
i.e. it does not depend on the initial point of the loop.
HenceWe,h (x) can be parametrized by local unit vectors
ne,h (x) and a coordinate independent angle Φ:
We,h (x) = exp [i (ne,h (x) ·σ) Φ] . (6)
The vectors ne,h(x) satisfy the classical equation of a
magnetic moment precessing in a magnetic field (see SM):
± v∂xne,h = 2B (±v, x)× ne,h . (7)
Since Andreev reflections preserve the spin, one has the
boundary condition ne (xR,L) = nh (xR,L) [see (3-4)]
uniquely defining ne,h(x). One can easily see that ex-
pectation values of the electron and hole spins, se(x) =
ψ†σψ and sh(x) = χ†σχ, have x-independent projec-
tions on the local directions ne(x) and nh(x), respec-
tively, see SM. Notice that ne,h and Φ depends on v.
From Eqs. (3-4) one can easily check that ne.Φ|v =
−nh.Φ|−v. Based on the electron-hole symmetry we
impose that ne(v) = nh(−v). From this follows that
Φ(v) = −Φ(−v).
It is now possible to give a semiclassical interpreta-
tion of the AW-loops (see Fig.1) inspired by the picture
of quantization for spinning particles proposed in Refs.
[16, 17]. When transported along the loop the “classical
3spins” se,h(x) of electrons and holes precess around local
axes, ne(x) for the electrons and nh(x) for the holes, in
such a way that latitude with respect to those axes is al-
ways preserved. If, for example, one starts the AW-loop
with a right moving electron at position x, the electron
spin will precess around the local ne until it reaches the
right electrode. At this point the electron is reflected as
a hole. The resulting hole propagates from the right to
the left interface with spin precessing around the local
hole-like axis nh. At the left interface the inverse process
takes place, and the AW-loop ends up with an electron
precessing around ne(x) axis again. While the rotation
axis ne,h after completing the loop is preserved, the spin
itself does not return to its original direction. There is
an angle mismatch Φ, at fixed latitude with respect to
ne(x), between the initial and final spin. Being position
independent (since 2 cos Φ = Tr {We,h}, see (3-6)) this
angle mismatch has a global meaning: it corresponds to
the phase acquired by the wave-function after one turn.
The single-valuedness of the wave function after a com-
plete period, expressed by Eq.(2), leads to the generalized
semiclassical quantization condition,
2En,sL
|v| − 2 arccos
En,s
∆
+ sgn (v) [ϕ+ sΦ] = 2npi (8)
which determines the spectrum of ABS, with s = ±1
being the spin projection. The appearance of finite Φ
lifts the spin degeneracy of the ABS. From Eqs. (3)-
(5) one can verify that the spin splitting occurs only if
the effective magnetic field B breaks the time-reversal
symmetry, otherwise the AW-loop operators are trivial.
[23]
As an example we consider the widely studied S/F/S
junction (F is a ferromagnet) [1, 2]. When the exchange
field points along the z-axis, ne = nh = zˆ are constant in
space and Φ = 2
∫ xR
xL
hz (x) dx/v. In particular, this re-
duces to the usual Φ = 2hL/v for a monodomain S/F/S
[24, 25], and zero Φ for oscillating exchange field with
opposite domains of equal length [26]. In fact, the previ-
ously known results for various specific S/F/S junctions
follow immediately from our general formulation that is
valid for arbitrary exchange field and SOC. The main
message here is that all the spin related features are en-
coded in the phase Φ and local unit vectors ne,h(x).
Clearly, the knowledge of the subgap spectral proper-
ties is not sufficient to fully characterize the physics of the
S/N/S junction. To understand, for example, how the
Josephson current is affected by the spin-dependent inter-
actions and finite temperature, or whether a finite mag-
netic moment can be created in the junction one needs to
extend the formalism and take into account all energies
in the spectrum and the electronic distribution functions.
For this we introduce the quasiclassical Green’s function,
solve Eilenberger equation for the S/N/S junction and
explore how the vectors ne,h and the phase Φ, associated
with the AW-loop, manifest in physical observables.
For a clean S/N/S junction in the presence of an ef-
fective magnetic field B = h + b(v), where h is the
spin-splitting/Zeeman field and b(−v) = −b(v) describes
SOC, the Eilenberger equation reads [27, 28]
iv∂xgˇ =
[
τ3E + (τ3h+ b) ·σ +∆ˇ, gˇ (x)
]
. (9)
Here gˇ is the matrix Green’s function in the Nambu and
spin space, and ∆ˇ = ∆eiτ3ϕ/2iτ2e−iτ3ϕ/2 is a 4×4 ma-
trix proportional to the identity matrix in spin space and
the Pauli matrices τi spanning the Nambu space. We
assume that ∆ is constant and non-zero in S-electrodes
only, whereas B is present in the N-region. In Eq. (9) we
only keep terms in the lowest order in (ξpF )−1, where ξ is
any characteristic length scale ξ involved in the problem.
Higher order terms are responsible for the appearance of
an anomalous phase in SFS structures and an additional
source for singlet-triplet conversion [29, 30].
By assuming continuity of the Green’s functions across
the interfaces we obtain for the electron component g of
the Green’s function in N (the (1, 1) component of gˇ in
Nambu space) [31]:
g (x,E) = −i
∑
s=±
1
2
(1 + sne (x) ·σ)Ts (E) , (10)
with s the spin-projection and
Ts (E) = tan
(
EL
|v| + arcsin
E
∆
+ sgn(v)
[
ϕ
2
+ s
Φ
2
])
(11)
The poles of Ts for energies E ≤ ∆ represent the ABS,
and we thus recover Eq.(8) explicitly. It is remark-
able that the precession angle mismatch Φ and the local
spin precession axis ne(x) obtained from our previous
semiclassical consideration enter explicitly the Green’s
function. We also note that factors 12 (1± ne (x) ·σ) =|ψ±(x)〉〈ψ±(x)| in Eq.(10) are exactly the projectors on
the states with spin up/down with respect to the local
direction ne (x).
The quasiclassical Green’s function (10) determines
physical observables like the density of states, given by
N (E)
N0
=
1
pi
lim
→0
<
∑
s=±
〈Ts (E + i)〉 (12)
and the charge current through the junction j =
(1/4) ipieN0kBT
∑
ωn
Tr 〈vg〉, where 〈. . . 〉 denotes aver-
aging over the Fermi surface and the sum is over the Mat-
subara frequencies ωn = 2pikBT (n+ 1/2). After substi-
tution of Eq.(10) the charge current has the form:
j = e
pi
4
N0kBT
∑
ωn
∑
s=±
〈vTs (iωn)〉 . (13)
4This expression is valid for any Fermi surface, length of
the junction, magnetic interaction and the temperature.
In that respect it generalizes previous results obtained
in ballistic S/F/S systems [1, 2, 32, 33] to an arbitrary
spin texture. Eq. (13) shows that the current phase
relation depends only on the parameter Φ irrespective of
its origin. For example, when T is close to the critical
temperature Tc the above expression simplifies to
lim
T≈Tc
j =
2eN0∆
2
pi2Tc
〈
|v| e−2piLTc/|v| cos Φ
〉
sinϕ (14)
which contains only the global magnetic phase shift Φ,
appearing as a modulation of the Josephson current-
phase relation.
It is clear from Eqs. ((12),(13)) that spin-independent
observables, such as the total density of states or the
charge current, do not depend on ne and hence are
constant in the N-region. In order to obtain informa-
tion about the vector ne, one needs to measure spin-
dependent observables. We introduce the spectral spin-
density polarized in a-direction (spin-resolved density of
states) defined by:
Na (E)
N0
= lim
→0
< 〈Tr {σag}〉
pi
=
1
pi
<
∑
s=±
〈snaeTs〉 , (15)
that can be determined by means of tunneling spec-
troscopy similar to the ABS spectroscopy done in carbon
nanotubes connected to superconductors [34]. If instead
of nanotubes one uses semiconducting wires with strong
enough intrinsic SOC, a Zeeman field will induce a finite
Φ lifting the degeneracy of the ABS. The phase Φ will also
manifest itself through the Josephson current according
to Eq.(14). In a similar experimental setup, one can have
access to the spectral spin density Na (15). Suppose the
detector is fully-polarized (i.e. in a half-metallic limit)
and magnetized along the a-direction, by performing two
measurements of the differential conductance for oppo-
site magnetizations of the tunneling probe, Ga and G−a
one determines Ga (V ) − G−a (V ) ∝ na
∑
s=±1 sTs(V ).
Thus, by measuring the total and spin-dependent den-
sity of states, one can have an access to the parameters
Φ and ne which determine the full AW loop operator (3).
Previous results have been obtained assuming a per-
fect contact between the S electrodes and the N link.
One can however generalize the Bohr-Sommerfeld quan-
tization condition when adding scattering interfaces be-
tween the S and N materials [35]. Assuming the left (L)
and right (R) interfaces with transmission probabilities
TL,R = 1 − RL,R and reflection coefficients rL,R with
|rL,R|2 = RL,R one obtains for a single channel junction
(see SM):
cos
(
2EL
vF
+ sΦ + 2θ
)
−(RR +RL) cos
(
2EL
vF
+ sΦ
)
+
+RRRL cos
(
2EL
vF
+ sΦ− 2θ
)
=
TLTR cosϕ− 2 (rLrR + r∗Lr∗R) sin2 θ (16)
for the condition of existence of ABS. Eq.(16) general-
izes results known for the case of S/N/S systems with-
out magnetic interactions; the case Φ = 0, rL = 0
has been obtained in [36]. Supposing a strong enough
magnetic texture, such that Φ  2EL/vF , one can
plot the ABS of a short Josephson junction for differ-
ent junction transparency. As an example we consider
a symmetric junction with δ-barriers at the interfaces:
rL = rR = −iZ/ (1 + iZ), see Fig.2. In contrast to the
case Φ = 0, where any finite barrier strength (Z 6= 0)
opens a gap, a finite Φ leads to a critical value of Z be-
low which zero-energy states exists. As one can infer
by comparing the upper and lower rows of Fig. 2, this
critical value of Z increases by increasing Φ.
In conclusion we have derived the semiclassical quan-
tization condition for a S/N/S Josephson junction
when the normal region exhibits generic SOC and ex-
change/Zeeman field. We obtained the spectrum of ABS
Eq.(8), the quasiclassical Green’s function Eq.(10), and
analyzed several physical observables in the presence of
Φ = π4 ; Z = 0
ϕ
E
∆
Φ = π4 ; Z = 0.5
ϕ
E
∆
Φ = π2 ; Z = 0
ϕ
E
∆
Φ = π2 ; Z = 0.5
ϕ
E
∆
Figure 2. The spin-splitted ABS energy E/∆ in a S/N/S
junction with a finite interface transparency versus the phase-
difference ϕ, in the limit Φ  2EL/vF from Eq.(16). Left
column: the strength of the interface δ-barrier Z = 0, right
column: Z = 0.5.
5such generic spin-dependent field. We demonstrated that
all the properties of the junction are expressed in terms
of two fundamental parameters: Φ and n(x), see Fig.1.
These two parameters have a clear semiclassical meaning.
The unit vector n(x) describes the local spin quantiza-
tion axis about which a classical spin precess at a con-
stant latitude while propagating through the junction.
The magnetic phase Φ corresponds to the mismatch of
the precession angles after a quasiparticle completes the
closed Andreev orbit. Φ enters explicitly the expression
for the Josephson current, while n can be accessed ex-
perimentally by measuring the spin-resolved density of
states. A magnetic Josephson junction can thus be used
as an analog computer of path-ordered loop operators
(3)-(6).
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Appendix A: Convention
The Green-Gor’kov functions read
Gˇ (x1, x2; t1, t2) =
1
i~
〈
Tˆ
[(
Ψ (x1, t1)
[iσ2Ψ (x1, t1)]
†T
)
⊗
(
Ψ† (x2, t2) [iσ2Ψ (x2, t2)]
T
)]〉
(A1)
in the Nambu space, with
Ψ (x, t) =
(
Ψ↑
Ψ↓
)
(A2)
a spinor or annihilation operators of fermion with spin ↑
or ↓, respectively. Ψ† is the creation spinor associated to
Ψ and T represent the transpose. Tˆ is the time-ordering
operator, see [37].
The quasi-classic Green’s functions are defined as [38]
gˇ (x, t1, t2) =
i
pi
∫
dξ
[
Gˇ (p, x, t1, t2)
]
(A3)
where ξ = vF (p− pF ) is the linearised increment at the
Fermi level, and Gˇ (p, x) is obtained from Gˇ (x1, x2) by
the usual semi-classic expansion, also known as Wigner
transform or mixed coordinate Fourier transform [38].
Here we used a gauge-covariant generalisation of it, the
details of which can be found in [27, 28], see also [39].
One then defines
gˇ =
(
g f
f¯ −g
)
(A4)
in the Nambu space, with
g =
(
g↑↑ g↑↓
g↓↑ g↓↓
)
; f =
(
f↑↓ f↑↑
f↓↓ f↓↑
)
(A5)
and so on for f¯ = TfT−1 and g¯ = TgT−1, with T the
time reversal operation. The components gαβ , α ∈ {↑, ↓}
are correlation functions, whereas g and f are matrices
in the spin space (span by the σ’s Pauli matrices), and
gˇ is a matrix in the Nambu space (span by the τ ’s Pauli
matrices). In the main text we calculate the matrix g in
the spin space, see Eq.(9).
Appendix B: Andreev-Wilson loop
Here we discuss basic properties of the Andreev-Wilson
loop operators defined by Eqs. (2)-(3) of the main text.
The goal of this part is to clarify the details of the semi-
classical construction schematically drawn on Fig.1 in the
article.
Our starting point is the semiclassical Bogoliubov-
deGennes (BdG) equations (also known as Andreev ap-
proximation of the BdG equations)
−iv · ∇ψ +B (v, x) ·σ ψ + ∆χ = Eψ
iv · ∇χ+B (−v, x) ·σ χ+ ∆∗ψ = Eχ (B1)
for the spinor ψ of the electron-like excitation and the
spinor χ for a hole-like excitation, with ∆ being the su-
perconducting gap (assumed to be zero in the normal
region), B a magnetic texture which depends on the
Fermi velocity v and position x, and E the excitation
energy. Here, we assume that the system is transla-
tional invariant in the transversal direction and there-
fore v · ∇ ≡ v∂x, where the velocity v = vF cosφ, is
parametrized by the angle between the semiclassical tra-
jectory and the x-axis perpendicular to the S/N inter-
faces.
Note that the equations (B1) correspond to the leading
order of the semi-classic expansion of the BdG equations
in the presence of any spin texture (spin splitting field
plus spin-orbit coupling).
The operator U (x2, x1) defined in the main text is
the spin propagator that connects the values of the
electron-like spinor at two different points: ψ (x2) =
eiE(x2−x1)/vU (x2, x1)ψ (x1). From the BdG equations
we find that U (x2, x1) satisfies the following equations
(in the N-region)
iv
∂
∂x1
U (x1, x2) = B (v, x1) ·σ U (x1, x2)
iv
∂
∂x2
U (x1, x2) = −U (x1, x2)B (v, x1) ·σ (B2)
6with the boundary condition U(x1, x1) = 1, and veri-
fies the group property U (x1, x3)U (x3, x2) = U (x1, x2).
The solution to these equations is given by the path-
ordered exponential
U (x2, x1) = Pexp
{
− i
v
∫ x2
x1
B (v, x) ·σ dx
}
(B3)
which is the Eq.(4) of the main text.
The spin propagator for the hole-like spinor is de-
fined similarly as χ (x2) = e−iE(x2−x1)/vU¯ (x2, x1)χ (x1).
It follows from the BdG equations (B1) that operators
U and U¯ are related via the time-reversal operation:
U¯ (v) = σyU∗ (−v)σy. Explicitly the path-ordered ex-
ponential representation for U¯ (x2, x1) reads
U¯ (x2, x1) = Pexp
{
i
v
∫ x2
x1
B (−v, x) ·σ dx
}
. (B4)
Note that U can be also obtained from U¯ by simply re-
versing the velocity U¯(v) = U(−v), which reflects the
electron-hole symmetry.
From the spin propagators U and U¯ we construct the
Andreev-Wilson loop operators [Eqs.(2) and (3) of the
main text]
We (x) = U (x, xL) U¯ (xL, xR)U (xR, x) (B5)
Wh(x) = U¯ (x, xR)U (xR, xL) U¯ (xL, x) . (B6)
These operators propagate electron-like and hole-like
spinors in the particle-hole ⊗ position space along an An-
dreev loop between the two superconducting electrodes
at locations xL and xR [see Fig.1, main text]. For exam-
ple the operator We(x) propagates the electron spinor
from a point x to the right interface at xR, then the hole
spinor from xR to the left interface at xL, and finally it
transfers the electron spinor from xL back to the original
point x.
Since the above defined Andreev-Wilson loop operators
are SU (2) rotation matrices we can represent them in the
following form
We,h (x) = exp [i (ne,h (x) ·σ) Φ] (B7)
= cos Φ + i (ne,h (x) ·σ) sin Φ , (B8)
where ne (x) and nh (x) are unit vectors. Using the group
property of the propagators U(x1, x2) and U¯(x1, x2) we
find the relation
Tr {We,h} = Tr
{
U (xR, xL) U¯ (xL, xR)
}
= 2 cos Φ
(B9)
which shows that the parameter Φ is x-independent and
the same for the electron- and hole-like loop operators. In
contrast to that the vectors ne (x) and nh (x) are in gen-
eral different and x-dependent. The physical significance
of the parametrization (B7) is the following. When the
expectation values of the electron se (x) = ψ† (x)σψ (x)
and hole sh (x) = χ† (x)σχ (x) spin vectors are prop-
agated around the Andreev-Wilson loops based at the
point x, they rotate by the angle Φ about the directions
of ne (x) and nh (x), respectively.
Using (B2) and the definitions (B5)-(B6) we find the
equations of motion for the Andreev-Wilson loop opera-
tors,
iv
∂
∂x
We (x) = iv
∂U (x, xL)
∂x
U¯ (xL, xR)U (xR, x)
+ ivU (x, xL) U¯ (xL, xR)
∂U (xR, x)
∂x
= [B (v, x) ·σ,We (x)] (B10)
and similarly for Wh(x):
− iv∂xWh (x) = [B (−v, x) ·σ,Wh (x)] . (B11)
By substituting the representation (B8) into the relation
(B10) and recalling the property (B9), one gets
± iv∂x (ne,h (x) ·σ) = [B (±v, x) ·σ,ne,h (x) ·σ] (B12)
Next, using the identity (A · σ) (B · σ) = A ·B +
i (A×B) ·σ for A and B in R3 to evaluate the com-
mutator, we eventually arrive at the following classical
equations of precession of the vectors ne,h around the
effective magnetic field B:
v∂xne = 2B (v, x)× ne
v∂xnh = −2B (−v, x)× nh (B13)
This corresponds to Eq.(6) of the main text.
To establish the boundary conditions for Eqs.(B13) we
evaluate the loop operators (B5)-(B6) at the interface
points
We (xL) = U¯ (xL, xR)U (xR, xL) = Wh (xL) (B14)
Wh (xR) = U (xR, xL) U¯ (xL, xR) = We (xR) (B15)
These relations imply that ne (xL,R) = nh (xL,R) at the
interfaces with the superconducting electrodes, since Φ
is position independent, see (B9). Therefore, despite the
Bogoliubov quasiparticles bouncing back at the S/N in-
terfaces, x = xL,R and transmuting there (electron-like
excitation becomes a hole-like excitation and vice-versa
by the Andreev reflection), the local precession vectors
ne and nh are equal at the interfaces, hence the propaga-
tion of the spinors ψ and χ can be defined continuously
along an Andreev loop.
Obviously the electron se (x) = ψ† (x)σψ (x) and hole
spin vector sh (x) = χ† (x)σχ (x), also satisfy the preces-
sion equations similar to Eqs.(B13). Hence one naturally
expects that the scalar product se,h(x)·ne,h (x) should be
7preserved along the loop. Indeed, using the BdG equa-
tions (B1) and the relation (B13) one has
iv
∂se·ne
∂x
= iv
∂ψ†
∂x
σ · neψ + ivψ† ∂σ · ne
∂x
ψ
+ ivψ†σ · ne ∂ψ
∂x
= −ψ† (B (v) ·σ) (ne·σ)ψ
+ ψ†2i (B (v)×ne) ·σ ψ + ψ† (ne·σ) (B (v) ·σ)ψ
⇒ iv ∂se·ne
∂x
= 0 . (B16)
Here we have used that (A · σ) (B · σ) = A ·B +
i (A×B) ·σ for A and B in R3. Similarly we find that
sh·nh is also space independent. Thus the projection of
the expectation value se,h(x) of the electron/hole spin
on the local axis ne,h(x) remains constant in the course
of propagation along the closed Andreev trajectory. In
other words, the spin dynamics can be viewed as a pre-
cession at a constant latitude about a local axis that itself
changes along the trajectories according to Eq.(B13). All
this confirms the picture illustrated in Fig.1 in the main
text.
Finally we note that, mathematically speaking, the
constancy of the projection of the spin vector se,h(x) on
the local axis ne,h(x) means the existence of an extra
integral of motion in the classical spin dynamics. This
additional integral of motion allows to reduce the SU(2)
holonomy (expected in the spin-1/2 problem) to an U(1)
holomony parametrized by a single scalar parameter Φ.
A similar property has been identified by Keppeler in
the context of semilassical quantization of spinning elec-
trons described by Pauli or Dirac equations [16, 17]. Our
results in fact show that the closed Andreev trajectory
can be interpreted as a special case of the generalized in-
variant torus introduced in Refs.[16, 17]. The important
difference is however that in our case Φ is the holonomy
associated to the equations (B2) along the path shown in
Fig.1 (main text) mixing electron and hole trajectories.
The non-integrable loop so formed exists in the particle-
hole ⊗ position space.
Appendix C: Josephson junction as an analog
computer of path-ordered exponential
As discussed above, the Andreev-Wilson loop opera-
tors describe the spin dependency of the BdG bispinor
(B1) as they move along the normal region. The loop
can not be defined only in the position space since this
one is purely 1D along a quasi-classic trajectory, but in
the particle-hole⊗ position space. It is clear that without
a time-reversal breaking field in the normal region, one
has trivial operators We = Wh = 1 and no Φ-holonomy.
There is in fact no loop in this case. So the surface of the
loop is described by the amplitude of the time-reversal
breaking field (which gives the difference between U and
U¯) and the length of the junction. To recall this subtlety,
we coinedWe,h the Andreev -Wilson loop operators. They
are not Wilson loop in the usual sense.
As described in the previous section of this supple-
mental materials, the Andreev-Wilson loop operators
follow the usual equation of motion for the quantum
state, providing we replace the usual time evolution – the
Schrödinger equation – by the transport equation (B2)
for the evolution / displacement operator U .
An important problem for quantum information is to
understand the time evolution of the qubit state. This
evolution is defined as a time-ordered Dyson series, which
usually require heavy computational power to be calcu-
lated, even in a perturbative way. We have shown in
the main text that a Josephson junction with magnetic
interaction is an analog computer for such complicated
mathematical objects. In fact, the Andreev-Wilson oper-
ator can be completely described by the two parameters
Φ and ne,h, and one can access these two parameters by
measuring the current-phase relation and/or the density
of state and the spin polarized density of states, see the
main text. Extracting Φ and ne,h from such measure-
ments, one can measure the result of the Dyson equations
(B2) in an analog fashion.
The Josephson devices might be versatile enough, since
either the spin-orbit or the spin-splitting interaction
could be tuned via external gates voltages, mutual in-
ductances, etc. In addition, the quantity L/v plays in
the spinor propagation of the S/N/S junction the role
of the time in the usual Schrödinger equation ; L/v can
be tuned as well (though with more difficulties than the
magnetic texture itself).
Note finally that the expression for the quasiclassical
Green’s function (Eqs.(9-10) of the main text) is pretty
generic: if instead of a spin field, one considers any
other Lie group structure associated to the generator of
the Lie algebra s, the generator will simply appear by
the replacement σ → s in the expression for the Green
function, as long as this algebra will commute with the
Nambu structure. In particular, a generalization to the
recently proposed SU(N) cold atomic gas is straightfor-
ward [40].
Thus, in certain sense our study is just a first step
toward a possible understanding of the complete anal-
ogy between the transport of electron spin in coherent
structures and the time evolution of complex quantum
systems.
Appendix D: Junction with barriers
In this section, we demonstrate the general expression
(16) of the main text for the spectrum of the Andreev
bound states when the junction has some barriers. We
first consider the scattering of particles and holes with
E < ∆ at a single interface between a normal metal (left
8half space) and a superconductor (right half space). Then
we discuss the case of two interfaces in order to get the
spectrum of the Andreev bound states. All this analysis
is done for a single-channel junction.
Notice there are other approaches to avoid discussing
pure ballistic transport in Josephson junction. Perhaps
the simplest one we could think of would be to adopt a
diffusive equation approach [27]. This is let for future
study. Other ways are to add a scattering region in the
normal part of the junction [15], or to add a barrier in
the middle of the junction [36]. Nevertheless, these ap-
proaches are not easy to handle in our case, since one
would like to preserve the Andreev-Wilson loop. So we
adopt the method of adding impurities only at the S/N
and N/S interfaces.
1. Single interface problem
Let us thus model a finite transparency interface by
a potential barrier in the normal region at the distance
from the interface l  ξ0 smaller than the coherence
length. The reason is due to the impossibility to treat
a microscopic barrier in the semi-classic approximation.
One has to add a normal region at the distance l  ξ0
where microscopic theory should be prefered, and recover
the semi-classic limit at large scale ξ0. The BdG bispinor
reads(
u (x)
v (x)
)
=
(
ψ+ (x)
χ+ (x)
)
eik·r +
(
ψ− (x)
χ− (x)
)
e−ik·r (D1)
where the slowly varying functions ψ± and χ± are the
electron and hole spinors for two Fermi points labeled
by the indexes + and −. Note that the states ψ+
and χ− correspond to the right moving quasiparticles
(positive velocity), while ψ− and χ+ describe the left
movers (negative velocity). The barrier in the N-region
is parametrized by the transmission t and the reflection
r coefficients, which satisfy the following identities
|t|2 + |r|2 = 1 (D2)
tr∗ + t∗r = 0 (D3)
It is convenient to introduce the electron and hole
bispinors
Ψ =
(
ψ+
ψ−
)
and Φ =
(
χ+
χ−
)
(D4)
and the transmission and reflection matrices
tˆ =
(
t 0
0 t∗
)
and rˆ =
(
0 r
r∗ 0
)
(D5)
which satisfy the relations
tˆtˆ∗ = |t|2 , rˆ2 = |r|2 , rˆtˆ = −tˆrˆ∗ (D6)
Importantly, the barrier scattering is the same for the
electrons and holes as this is a Fermi surface property
related to the fast oscillating parts of the BdG bispinors.
Then the scattering relation between the states on the
right (labeled R) and on the left (labeled L) sides of the
barrier can be written as follows.
ΨR = rˆΨR + tˆΨL (D7)
ΦR = rˆΦR + tˆΦL (D8)
From these relations we can construct the left-to-right
transfer matrix defined as ΨR = TΨL
ΨR = (1− rˆ)−1 tˆΨL
= (1 + rˆ)
tˆ
|t|2 Ψ
L =
tˆ
|t|2 (1− rˆ
∗) ΨL (D9)
using the matrix identities (D6). Therefore the transfer
matrix is identified as
T = (1 + rˆ)
tˆ
|t|2 =
tˆ
|t|2 (1− rˆ
∗) (D10)
Using Eqs.(D6) and (D10) one can check that TT ∗ = 1.
Therefore the right-to-left transfer is described by T ∗,
that is ΨL = T ∗ΨR.
The transfer matrices for the hole states are given by
the same formulas.
The scattering of the states located between the barrier
and the S-region (the states ΨR and ΦR in our case) is
the pure Andreev scattering at the ideal fully transparent
N/S interface
ΦR = S0Ψ
R, S0 = e
−iϕ
(
e−iθ 0
0 eiθ
)
(D11)
where ϕ is the SC phase and θ = arccos E∆ , see e.g. [15].
In the presence of the barrier the generalized Andreev
scattering from the electrons to the holes on the left-
hand-side of the barrier, ΨL → ΦL, is composed from
the two transfers across the barrier (forward L-to-R for
electrons, and back R-to-L for holes) and a pure Andreev
scattering in between: ΨL → ΨR → ΦR → ΦL. This
process is described as follows
ΦL = T ∗S0TΨL ≡ AΨL (D12)
Explicitly for the generalized Andreev scattering matrix
we get
A = (1 + rˆ∗)
tˆ∗
|t|2S0
tˆ
|t|2 (1− rˆ
∗) = (1 + rˆ∗)
S0
|t|2 (1− rˆ
∗)
=
e−iϕ
|t|2
(
e−iθ − |r|2 eiθ r∗ (eiθ − e−iθ)
r
(
e−iθ − eiθ) eiθ − |r|2 e−iθ
)
(D13)
The matrix A connects the electron and hole states scat-
tered by a non ideal N/S interface modeled by the bar-
rier and an ideal N/S interface. In the following we will
9skip the index L, since the solutions are now all in the
left/normal region, thus we have:(
χ+
χ−
)
=
e−iϕ
|t|2
(
e−iθ − |r|2 eiθ r∗ (eiθ − e−iθ)
r
(
e−iθ − eiθ) eiθ − |r|2 e−iθ
)(
ψ+
ψ−
)
(D14)
As the final step one can construct the interface scatter-
ing matrix S which connects the right moving incident
(electron and hole in the N region) states to the left mov-
ing reflected (electron and hole in the N region) states:(
ψ−
χ+
)
= S
(
ψ+
χ−
)
(D15)
The elements of the interface S matrix are constructed
from Eqs.(D14) by expressing ψ− and χ+ in terms of ψ+
and χ−. The resulting scattering matrix takes the form
S =
1
eiθ − |r|2 e−iθ
(
r
(
eiθ − e−iθ) |t|2 eiϕ
|t|2 e−iϕ r∗ (eiθ − e−iθ)
)
≡
(
re rAe
iϕ
rAe
−iϕ rh
)
(D16)
where we introduced the notations re , rh for the elec-
tron and hole normal reflection coefficients and rA for the
Andreev (electron-hole) reflection coefficient
rA =
|t|2
eiθ − |r|2 e−iθ (D17)
re = r
eiθ − e−iθ
eiθ − |r|2 e−iθ (D18)
rh = r
∗ e
iθ − e−iθ
eiθ − |r|2 e−iθ (D19)
One can verify that |rA|2 + |re,h|2 = 1, and the interface
S-matrix is unitary S†S = 1.
It seems to be quite obvious that in the case of an
S/N interface (S on the left, N on the right), the same S-
matrix (D16) connects the left moving (incoming) states
ψ− and χ+ to the right moving (reflected) states ψ+ and
χ− (the incoming and outgoing are interchanged for S/N
with respect to N/S).
2. Andreev bound states spectrum
In the Andreev bound states problem we have two in-
terfaces (L and R) with S-matrices SR and SL given by
Eq.(D16) where the barrier transmission/reflection and
the SC phases are in general different for L and R in-
terfaces. The propagation between interfaces is diago-
nal in the electron-hole space (the same for either left
movers and time-conjugated for right movers) and can
be diagonalized locally in the spin space. As a result the
single-valuedness condition (for the loop starting at the
left boundary) reduces to the following simple form:
SLSRe
i( 2Ev L+sΦ)
(
ψ+(xL)
χ−(xL)
)
=
(
ψ+(xL)
χ−(xL)
)
(D20)
Thus the problem reduces to a simple 2 × 2 system (for
each spin projection s = ±1) with a very clear physi-
cal meaning – the phase accumulated in the free closed
loop propagation should be compensated by the com-
bined scattering on two interfaces. The matrix in the
r.h.s. is the generalization of our Andreev-Wilson loop
to the case of general interfaces with finite transparency.
To obtain the spectrum of the Andreev bound states,
one should thus resolve the condition
det
(
1− SLSRei( 2Ev L+sΦ)
)
= 0 (D21)
in order to get non-trivial solution verifying (D20). Af-
ter a straightforward calculation of the determinant and
some algebra one obtains Eq.(16) of the main text.
Eq.(16) is quite generic since it is valid for any inter-
face with all properties encoded in the expressions for r
and t and any spin texture, encoded in the Φ-holonomy.
Eq.(16) thus generalizes many results scattered in the ex-
isting literature about single-channel Josephson junction,
either for the S/N/S or the S/F/S problems.
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