The correlation between the daily/monthly North Atlantic Oscillation (NAO) index and the daily/monthly anomalies of the summer (JJA) surface air temperatures in Poland is close to 0.00, being positive in most of the country (but hardly exceeding 0.15) and negative in the southeast. Therefore, the regional scale circulation patterns other than NAO were determined using principal component analysis (PCA) to establish the relationship between the air circulation and the daily anomalies of the mean, maximum and minimum air temperatures in Poland. Regression and correlation analysis were applied to define the strengths and spatial distributions of these relationships. The best results were obtained for the mean and maximum daily temperature anomalies, for which the Pearson correlation coefficient (r) between the modelled and observed values exceeded 0.75 in the vast areas of central and southeastern Poland, while, over the rest of the country, it amounted to 0.7. The weaker influence of the circulation on air temperatures is observed in the northwestern part of the country, along the Baltic Sea shore (r < 0.65). The weakest results were obtained for the anomalies of the daily minimum temperatures (r equals 0.5-0.6 over most of the country and drops below 0.4 in the northwest). Furthermore, the influences of each PCA-based regional circulation pattern on the variabilities of the surface temperatures were analysed. The circulation pattern recognized as the second principal component, distinguished in the positive phase by the high-pressure conditions with the anticyclonic centre located right over central and southeastern Poland, revealed the strongest positive relationship with the air temperature.
Introduction
Atmospheric circulation is one of the most important factors that influences weather and climate conditions, and its changes significantly determine short-and long-period temperature variabilities (Yarnal 1993) . In the North Atlantic-European sector, this theorem is most true in the winter, for which the paradigm of the macroscale circulation pattern called the North Atlantic Oscillation (NAO) is most often used to explain the variability of the air temperature and other meteorological factors. However, there is much less recognition of the circulation's impact on European weather and climate in the summer (Folland et al. 2009 ).
The NAO is the most prominent and recurrent circulation pattern over the middle and high latitudes of the Northern Hemisphere. It depicts the redistribution of atmospheric mass and therefore, the heat and moisture transport between the subtropical Atlantic and the Arctic. Therefore, it has most often been used to describe the relationships between macroscale circulation and the climate in Europe (e.g., Shabbar et al. 2001; Hurrel et al. 2003; Trigo et al. 2004; Scherrer et al. 2006; Huth 2007, 2008) . The NAO is observed at any time of the year; however, its influence on the weather over the Atlantic and its neighbouring continents is most pronounced in the cold season. This is mainly because of the seasonal variation of the oscillation strength and partly because of the seasonal changes in the spatial patterns of the NAO dipole centre locations (Barnston and Livezey 1987; Portis et al. 2001; Folland et al. 2009; Pokorná and Huth 2015) . In the eigenvector analysis of the North Atlantic-European sea level pressure, the NAO pattern explains 36.7% of the variance in the winter, but only 22.1% in the summer; similar differences appear at the 700 hPa level (Barnston and Livezey 1987; Hurrell et al. 2003) . Furthermore, the summer NAO has a smaller spatial scale than its winter counterpart and both centres are shifted north, which means that the summer southern dipole is located over northwestern Europe rather than over the Azores-Spain region (e.g. Hurrell et al. 2003 , Folland et al. 2009 ). Nevertheless, not only winter but also summer fluctuations of the NAO phases and their intensity are said to influence the weather and climate in Europe, mainly due to the changing frequencies, positions and intensities of blocking events and storm tracks over the extratropical North Atlantic (e.g. Shabbar et al. 2001; Trigo et al. 2004; Scherrer et al. 2006; Folland et al. 2009; Pokorná and Huth 2015) . However, in the first part of this study, it has been proven that the influence of the summer NAO on the surface air temperature does not encompass Poland, which is located in central Europe. In this case, it was assumed that circulation patterns other than the NAO, possibly at a regional scale, determine the variability of the summer air temperatures in this region. To this end, the classification of regional atmospheric circulation types occurring in the summer over central Europe was performed, and the influences of the produced circulation patterns on the surface air temperature variabilities in Poland were investigated.
Classifications of atmospheric circulation types are a useful and important tool that are often applied to synoptic climatological analyses concerning the influences of circulation dynamics on local and regional surface climate variables (Beck et al. 2007 ). There are different methods used to assign circulation patterns, such as the threshold based methods (e.g. Grosswetterlagen by Hess and Brezowsky 1952) , clustering techniques (e.g. Esteban et al. 2005; Bednorz 2011; Beck et al. 2015) , and the most often used principal component analysis (PCA)-based methods (e.g. Barnston and Livezey 1987; Huth 1993 Huth , 1996 Philipp 2009; Huth et al. 2008; Huth 2010) . The resulting circulation types are related to various climatic variables, i.e., air temperature and precipitation (Beck et al. 2007) , the occurrence of droughts (Vicente-Serrano and López-Moreno 2006; Fleig et al. 2010; Beck et al. 2015) , snowfall (Esteban et al. 2005) , storminess (Leckebusch et al. 2008) and others.
Many studies concerning the influence of circulation patterns on the summer temperature conditions in Europe focused on extreme events, in particular on the occurrences of heat waves (e.g. Kyselý 2002 Kyselý , 2007 Kyselý , 2008 Porębska and Zdunek 2013; Tomczyk and Bednorz 2016) . These works have proven that extreme temperatures in Europe are triggered by the stable circulation conditions that develop under blocking systems that persist over the Euro-Atlantic sector and drive warm air from Africa. Such blocking anticyclones induce the most devastating heat waves, including the 2003 heat wave in western and southwestern Europe, the 2010 heat wave in Russia, and the 2015 heat wave in Central Europe (Katsafados et al. 2014; Tomczyk and Bednorz 2016; Tomczyk et al. 2017 ).
The first aim of this study is to verify the influence of NAO on the surface air temperature in Poland during the summer season. Furthermore, the purpose is to determine other than NAO circulation patterns at the regional scales that appear in the summer over central Europe and to construct the regression models showing, how the obtained circulation types influence the surface air temperature variability in Poland.
Data and methods
This study is based on the daily data from the years 1966-2015, including the mean, maximum and minimum air temperatures (Tmean, Tmax, Tmin) at 44 meteorological stations in Poland (Fig. 1) . These data were obtained from the records of the Polish Institute of Meteorology and Water Management. Anomalies of all variables were computed as the differences between the value in a particular day and the 50-year mean value for this day.
In the first step, in order to evaluate the influence of the NAO on the summer (JJA) surface air temperature variabilities in Poland, the correlations (Pearson's correlation coefficient) between the air temperature anomalies and NAO index were computed for each station used in this analysis; the computation was performed for both daily and monthly time scales. The NAO indices were derived from the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Centre (CPC) datasets (historical monthly NAO indices available at ftp://ftp.cpc.ncep.noaa.gov/wd52dg/data/ indices/nao_index.tim; daily NAO indices available at ftp:// ftp.cpc.ncep.noaa.gov/cwlinks/norm.daily.nao.index. b500101.current.ascii). The procedure used to identify the Northern Hemisphere teleconnection patterns recognized in this database is the PCA applied to the Northern Hemisphere monthly mean standardized 500 hPa height anomalies (Barnston and Livezey 1987) . Alternatively, two other monthly NAO indices were used, namely the NAO index by Li and Wang (2003) (available at http://ljp.gcess.cn/dct/page/65610) and the Hurrell's index (NCAR 2017) (available at https:// climatedataguide.ucar.edu/climate-data/hurrell-north-atlanticoscillation-nao-index-pc-based). The NAO index by Li and Wang (2003) is defined as the difference in the normalized monthly sea level pressure (SLP) regionally zonal-averaged over the North Atlantic sector from 80°W to 30°E between 35°N and 65°N and it is considered as a measure of the intensity of zonal winds across the central North Atlantic between 35°N to 65°N. (Li and Wang 2003) . The Hurrell's index is a PCA-based index of the North Atlantic Oscillation (NAO) and it reveals the time series of the leading Empirical Orthogonal Function of SLP anomalies over the Atlantic sector, 20°-80°N, 90°W-40°E.
In the next step, the statistical relationships between the daily air temperature anomalies in Poland and the large-scale pressure fields were developed. To this end, the daily mean sea level pressure (SLP) and 500-hPa geopotential height (z500) reanalysis data were used. The reanalysis data for the Euro-Atlantic area encompassing the region of 35°W-65 E by 25°-75°N with a 2.5°× 2.5°resolution were derived from the NCEP/NCAR (National Centers for Environmental Prediction/National Center for Atmospheric Research) reanalysis data (Kalnay et al. 1996) , available from the NOAA ESRL PSD (National Oceanic and Atmosphere Administration, Earth System Laboratory, Physical Sciences Division) resources (www.esrl.noaa.gov/psd/data/reanalysis/ reanalysis.shtml). Data from the same source was used to establish the same relationships in the vertical tropospheric profile; to this end, the geopotential heights along the 52.5°N parallel at 11 levels (1000, 850, 700, 600, 500, 400, 300, 250, 200, 150 , and 100 hPa) were correlated with the surface air temperature anomalies in Poland. To establish the relationships between the continuous and normally distributed variables, used in this study, the Pearson's correlation coefficient was employed, which is a most often used method. The statistical significance of the correlation indices were tested using Student's t-distribution for probability level p = 0.05 and for an appropriate degree of freedom (n -2). Nevertheless, we assumed that if the absolute value of correlation coefficient is smaller than approximately 0.3 it is not relevant which is justified from the climatological point of view.
To develop the daily regional circulation patterns distinctive to the summer season, the PCA was applied to the S-mode data matrix where the grid points made up the variables and the daily z500 values (1966 acted as the observations (Barnston and Livezey 1987; Wilks 2011; NCAR 2015) . The PCA is the most widely used multivariate statistical technique in the atmospheric sciences which reduces a data set containing a large number of variables to a data set containing fewer new variables (e.g. Barnston and Livezey 1987; NCAR 2015) . In this case, the mean daily gridded (2.5°× 2.5°) standardized values of z500 in the area of 5°-45 E by 35°-70°N (255 variables) were reduced to a set of new variables, namely principal components (PCs), which express the variability of the z500 field. In the analysis, several new data are obtained:
(1) first of all, new variables (PCs) which stand for circulation Fig. 1 The locations of the meteorological stations used in the analysis types with the percentage of explained z500 variance by each of them, (2) new daily time series of eigenvalues for each PC, which are used as daily indices of each circulation type; these indices give information on the strength and sign (positive/ negative) of a particular circulation type, and (3) loadings of each PC, which show the spatial pattern of correlation between the old variables (standardized gridded daily z500 values in this case) and the new ones (daily indices of each PC). The geopotential height z500 and the spatial range of data taken to PCA were chosen based on the former correlation analysis. A pre-processing of the data was first performed, scaling the daily values, namely standardizing the observations from a spatial point of view. This procedure allowed to deseasonalize the observations, keeping the fields' intensities in the analysis, and maintains the daily temporal scale of the original data (Esteban et al. 2005) . Standardizing the z500 data amounted to applying a correlation matrix in the analysis. An important issue while performing the PCA is the decision whether to rotate the obtained PCs or not. Rotation of PCs is commonplace in the atmospheric science; however, there has been extensive discussion of its advantages and disadvantages (i.e. Richman 1986; Jolliffe 1987 Jolliffe , 2002 Rencher 1995; Wilks 2011) . The main argument for rotation is that it simplifies the physical interpretation of PCs, but it has also a number of drawbacks. The first difficulty consists in a subjective choice of the rotated PCs number and then arbitrary choice from a large number of possible rotation criteria (Cattell 1978; Richman 1986 ). Moreover, while PCA successively maximizes variance accounted for subsequent PC, rotation redistributes is among the rotated components more uniformly, which means that information about the nature of the dominant components may be lost. Rotation means also loss either the orthogonality, or the uncorrelatedness of the resulting PCs, which constricts the interpretation of their meaning. Considering all the arguments, rotation of the PCs was abandoned in this study and despite this, the physical interpretation of the unrotated PCs appeared to be simple and apparent.
The number of principal components (PCs), namely, the circulation patterns that were used for further analysis were established considering the total amount of variability represented by obtained PCs (Jolliffe 2002; Wilks 2011) .
Finally, the regression and correlation analyses were applied to define the strengths and spatial distributions of the relationships between the determined daily regional circulation types and the daily anomalies of the Tmax, Tmin and Tmean. To this end, the circulation indices have been utilized as predictors within multiple linear regression models. The cross-validation procedure based on the 10-fold cross-validation approach repeated 10 times using bootstrap resampling was used to verify the model. This was performed for each of the 44 stations used in this analysis, and the results were visualized using maps to show the correlation fields.
Results
The influence of the NAO on the surface air temperature variability in Poland is significant in the winter and very weak in the summer. The Pearson's correlation coefficient between the monthly air temperature anomalies and the CPC monthly NAO index is statistically significant in each winter month over the entire country, except over southeastern Poland in February. The relationships are stronger in the western and northern areas, where the correlation coefficients (r) exceed 0.65 in December, 0.70 in January and 0.55 in March (for n = 50 r > 0.354 is statistically significant at p = 0.05). The influence of the macroscale circulation on the air temperature weakens considerably in the transitional seasons, and in the summer, the correlation coefficient is close to 0.0, being positive in most of the country (but hardly exceeding 0.15) and negative in the southeast (Fig. 2) . Even worse results were obtained at the daily time scale as the correlation coefficient computed between daily air temperature anomalies and NAO index for summer months hardly exceeded |0.1|. Alternatively, two other SLP-based NAO indices were used to evaluate the influence of the oscillation on the surface air temperature variability in Poland. Both Hurrell's (NCAR 2017) and Li and Wang's (2003) indices are weakly correlated with monthly temperature anomalies and r does not exceed |0.15| in the majority of stations taken to the analysis.
The thermodynamic state of the atmosphere at any point is determined by the values of pressure, temperature, and density (or specific volume) at that point and it is described by the equation of state for an ideal gas (Holton 2004) . To establish the simple linear statistical relationships in the dynamic atmosphere between the distant variables such as surface air temperature variabilities in Poland and the pressure fields, the correlation coefficients between the daily anomalies of Tmean, Tmax and Tmin (averaged for 44 stations taken to the analysis) and the fields of SLP and z500 were computed and mapped (Fig. 3) . The strongest correlations occurred at z500 over Poland where the correlation of Tmean and Tmax exceeded 0.65. The correlation fields limit the areas of statistically significant positive values to the region between the geographical coordinates of 5°to 35°E and 40°to 65°N. Weaker relationships were found at ground level, where the correlation amounted to 0.4 and the centre of the positive values was located east to the centre of positive values at the z500 level. The anomalies of the daily Tmin values are less dependent on the pressure fields than the mean and maximum values, which suggests that the daily minimum temperature is more associated with local factors than with the regional circulation patterns. Having established that the surface air temperature variability is more associated with the middle-than low-tropospheric pressure field, the correlation between the surface temperature anomalies in the vertical profile for the entire troposphere along the 52.5°N parallel was computed (Fig. 4) . Significant relationships, i.e., those exceeding 0.75 in the cases of Tmax and Tmean, were found in the layer between the 700 and 200 hPa geopotential heights. For Tmean, the highest correlation (> 0.60) appeared at the 500-200 hPa geopotential level. The hydrostatic balance in a static atmosphere explains the described vertical structure of correlation coefficient obtained in the statistical approach. During positive surface air temperature events, in the warm and thin air column, the geopotential levels are shifted upwards, while in the cold air, adiabatic processes cause subsidence of air masses and lowering the geopotential levels. Atmospheric processes in the middle troposphere influence surface weather conditions; anomalies of geopotential heights are regarded as predictors of air temperature extremes occurrence (Qian et al. 2015 (Qian et al. , 2016 Chen et al. 2017) .
The results of correlation analysis described above allowed the establishment of the geopotential level and the spatial range within which the circulation types influencing the air temperature are to be determined. The PCA was applied to the standardized z500 mean daily data matrix, which covered the area of the highest positive correlations between the daily air temperature anomalies and z500, namely, the region between 5°and 45°E by 35°and 70°N (Fig. 3) . The number of principal components (PCs), i.e., the circulation patterns, to further analysis was established by considering the total amount of variability represented by the first n PCs (Jolliffe 2002; Wilks 2011) . The percentage of the total variance of the z500 height represented by each PC is given in Table 1 and the loading patterns of the first six PCs with a total variance exceeding 80% are displayed in Fig. 5 . The plotted values at each grid point represent the temporal correlations between the daily standardized z500 at that point and the PC daily index time series. Positive correlation mean higher-thannormal geopotential height in the positive phase of each PC 
If not NAO then what?-regional circulation patterns governing summer air temperatures in Poland
(daily indices > 0). The first PC explains 20.6% of the total variability of the z500 within the studied area and reveals a two-dipole pattern. In the positive phase, the centre of lowerthan-normal z500 is located over southern Scandinavia and the centre of higher-than-normal z500 is located over eastern Ukraine. Such a pattern induces western and southwestern inflows of air mases over Poland. The PC2 is almost equally as important as PC1 (20.0% of the total variance). It is characterized by anticyclonic conditions over central Europe in its positive phase. The loading pattern of the PC2 positive phase Fig. 3 Correlation between the daily air temperature anomalies (Tmean, Tmax, Tmin) in Poland and the mean daily pressure fields at sea level (SLP, left) and those at a 500-hPa geopotential height (z500, right) in summer (JJA) Fig. 4 Correlation coefficients of the daily air temperature anomalies (Tmean, Tmax, Tmin) in summer (JJA) and mean daily geopotential heights along the 52.5°N parallel shows the area of the shifted z500 (positive correlation coefficient), with a centre right over Poland. The PC3, which explains 17.2% of the total variance, is a double-dipole pattern oriented southwest-northeast. In its positive phase, it triggers southeastern air circulation over Poland. The loading pattern of the next regional circulation model (PC4, 12.1%) shows the four-centre system, with Poland located in the saddle among them. Each of latter circulation patterns show less than 10% of the total variance (Table 1, Fig. 5 ).
The next step was to recognize the influence of the determined circulation patterns on the daily anomalies of air temperature. To this end, a linear multiple regression was applied to reconstruct the Tmean, Tmax and Tmin daily anomalies for each of the 44 stations. The regression coefficients were estimated by the means of the first 12 PCs (with individual variances higher than 1% and with a total amount of variability exceeding 95%) separately for each of the analysed stations. The best results were obtained for the daily anomalies of the Tmean, for which the Pearson correlation coefficient (r) between the modelled and observed values exceeded 0.75 in the vast area of central and southeastern Poland, while over the rest of the country, it amounted to 0.7 (Fig. 6) . A weaker influence of the circulation on the air temperature is observed in the northwestern part of the country along the Baltic Sea (r < 0.65). The spatial pattern of the Pearson correlation coefficient computed for Tmax is similar to that for Tmean with slightly lower values of r over central Poland. The weakest correlation was obtained for the daily anomalies of Tmin, for which the r was equal to 0.5-0.6 over most of the country, dropping below 0.4 in the northwest (along the sea shore); values higher than 0.6 appear only in the west (the middle Odra river valley). The weakest correlation computed for the Tmin indicates that the daily minimum temperatures were less dependent on the circulation patterns and on the direction of air inflows and were probably more associated with local factors. The distribution of the differences between the modelled and observed values of the Tmean, Tmax and Tmin daily anomalies in Fig. 7 show the best fits of the models for Tmean and the worst fits for Tmax. The root mean square error is lowest for Tmean (2.0-2.2°C for most of the stations) and is highest for Tmax (2.7-2.9°C for most of the stations).
The next step was to determine how each particular circulation pattern influences the daily anomalies of the air surface temperatures. To this end, the correlation coefficients (r) between the time series of each of the PC daily indices and daily anomalies of Tmean, Tmax and Tmin were computed and plotted (Figs. 8, 9 and 10). For n = 4600 (number of daily pairs of values taken to the analysis) very low values of |r| (> 0.04) are statistically significant (p = 0.05), however, from climatological point of view the absolute value of correlation coefficient is higher than approximately 0.3 is relevant. The PC1 reveals the negative relationship over the entirety of Poland, with maximum r values exceeding 0.4 in the northwest (Tmean and Tmax, Figs. 8 and 9 ). This means that, in the positive phase of PC1, the weather in Poland is governed by cyclones located over southern Scandinavia, which bring the maritime Atlantic air masses to central Europe (see Fig. 5 for each PC pattern). The relationship weakens to the southeast, where the influence of over the mentioned cyclones weakens substantially. The opposite conditions are present in the negative phase of PC1, with higher-than-normal pressures over southern Scandinavia and Baltic Sea basin, including northwestern Poland, triggering increases in the air temperatures.
The strongest positive relationship with the air temperature as expressed by a high correlation coefficient (exceeding 0.55) was revealed to be that of PC2. The high-pressure conditions with the anticyclonic centre located over central and southeastern Poland cause positive anomalies of the daily Tmean and Tmax (r > 0.4 over most of the country, apart from the northernmost regions). The negative phase of PC2, showing a local low-pressure system over Poland, implies a lowering of the daily mean and extreme air temperatures (Figs. 8, 9 and 10) .
The PC3 pattern that characterizes the anticyclonic conditions in the northeast of Poland in its positive phase is positively correlated with the anomalies of Tmean, Tmax and Tmin, but the relationship is strongest only in northeastern Poland, where the southeastern circulation and the anticyclonic conditions in the positive phase of PC3 cause substantial warming, while a cyclone located northeast of Poland in the negative PC3 phase causes substantial cooling (Figs. 8, 9 and 10). The positive phase of the PC5 pattern shows a meridional ridge of higher-than-normal pressures across Europe, encompassing eastern Poland. The PC5 gives a strong signal only in southeastern Poland and is induced by a southern/ northern airflow and anticyclonic/cyclonic conditions in its positive/negative phase. Other regional circulation patterns reveal weaker influences on the daily anomalies of the air surface temperatures (i.e. PC4 and PC6, as shown in Fig. 8) .
Finally, the summer indices of each PC were computed in order to recognize the multiannual variability and trends in the intensities of the distinguished regional circulation patterns. Summer indices for every year were computed averages of daily indices in June, July, August, for each PC separately. Only the PC1 pattern revealed a statistically significant (R 2 > 0.075 at p = 0.05) positive multiannual trend of change (Fig. 11) . A positive but not significant trend was recognized for PC2; the other PCs did not reveal any particular directions of change. In Fig. 11 , the 50-year course of the mean summer indices of the two main PCs and the mean summer (JJA) anomalies of the air temperatures in Poland averaged from 44 stations are shown. Extremely warm summers with air temperature anomalies exceeding 1.5°C, such as those 1992, 2002, 2006, 2010 and 2015 , were always associated with positive indices of PC2 and negative (or positive but close to 0) indices of PC1. Similar conditions characterized the relatively warm summers of 1982, 1983, 1975 and 1972 . However, relatively cool summers (i.e., 1978, 1980, 1984, 1993) were characterized by prevailing negative PC2 and in most cases, with positive PC1.
4 Summary, discussion and conclusions Folland et al. (2009) have postulated that the summer NAO circulation pattern explains the principal variations of the summer climate over some regions of Europe, including the mean temperatures, precipitation, and cloudiness. The positive phase of the summer NAO is associated with warm, dry, and relatively cloud-free conditions over northwest Europe, especially over the United Kingdom and much of Scandinavia, and with the cooler, wetter, and cloudier conditions over southern Europe and the Mediterranean (Folland et al. 2009; Favà et al. 2016) . Also in central Europe, some signals of the influence of the NAO on the monthly means of the daily maximum, minimum, and mean surface temperatures in the summer seasons were identified by Pokorná and Huth (2015) . These findings were not confirmed in this study as a significant influence of the NAO on the summer surface air temperatures in Poland was not detected, either on a monthly or daily time scale. Having in mind that European climate impacts of the NAO might be sensitive to how the NAO is defined (Pokorná and Huth 2015) , two other than CPC-NAO indices were applied in this study. However, any of them did not reveal significant correlation with summer air temperatures in Poland. Similar results were obtained by Wibig and Głowicki (2002) , who proved that the mean monthly minimum and maximum temperatures in Poland are significantly correlated with the NAO index in all seasons but not in the summer. In this case, it was assumed in the preliminary stage of the research that other than the NAO circulation types, presumably those on smaller spatial scales, must govern the variability of the summer surface temperature in Poland. Beck et al. (2013) acknowledged that the size of the domain in the classification of the circulation types has a strong effect when studying the relationships between circulation and surface climates in moderate climate zones. They postulated that, in general, the best results can be achieved for domain sizes with horizontal dimensions of approximately 1300-1800 km (in west-east direction), thus most frequently covering size ranges of synoptic scale systems. However, the optimal domain sizes tend to be smaller for the summer (as compared to winter) and for continental regions (compared to oceanic regions) (Beck et al. 2015) . This is partly explainable by the dimension of extratropical cyclones (the modal values of effective summer cyclone radius 200-800 km, Rudeva and . The preliminary analysis also indicated that the middle tropospheric levels are the most highly correlated with surface temperature, which allows the establishment of the z500 level as being appropriate for the purpose of this study. According to regression models, the established regional circulation patterns explain the variability of daily surface temperature anomalies over Poland in approximately 54% (r equals to 0.73) of the cases of Tmax and Tmean and in approximately 30% (r ≈ 0.53) of the cases for Tmin. The much weaker relationship between the circulation patterns and minimum temperatures than those for the mean and maximum temperatures in the summer were also obtained by other studies (i.e. Pokorná and Huth 2015; Beck et al. 2015) . This indicates that the lowest daily temperatures in the summer seasons are less dependent on circulation patterns and on the direction of air inflows and are probably more associated with local factors and radiative conditions. Miętus et al. (2012) constructed similar regression models for the regional circulations and mean monthly temperatures of 54 Polish stations and have obtained good results for the winter and autumn but much weaker ones for the summer and spring (r ≈ 0.5).
In general, the results obtained in this study have proved that the regional atmospheric circulation has a strong impact on the surface air temperature in the summer and is therefore a very good potential predictor for the modelling of the thermal conditions on a daily time scale. The weakest relationship between circulation and surface air temperatures was detected in northwestern Poland along the coast of the Baltic Sea (r < 0.7 for Tmean and Tmax, r < 0.5 for Tmin, statistically significant at p = 0.05), where the sea thermal conditions strongly modify the local air circulation and the daily variabilities of the air temperatures.
Numerous studies have recognized anticyclonic circulation patterns as favourable for extreme temperature conditions namely, the heat waves in Europe (e.g. Kyselý 2002 Kyselý , 2007 Kyselý , 2008 Porębska and Zdunek 2013; Tomczyk and Bednorz 2016) , which corresponds to the findings of this study. The circulation pattern recognized as PC2, which is distinguished in its positive phase by the high-pressure conditions with an anticyclonic centre located over central and southeastern Poland (Fig. 5) , revealed the strongest positive relationship with air temperature variability. Also, PC1 in its negative phase, which is characterized by anticyclonic conditions over southern Scandinavia, increases the air temperature in northwestern Poland. The positive phase of PC3, with a high-pressure system located east of the Baltic Sea, increases the air temperature in northeastern Poland. Despite our expectations, the anticyclonic PC2 pattern did not show a significant positive trend. This would explain the increasing summer air temperatures in Poland and increasing frequencies of heat waves in central Europe. Instead, the only pattern that reveals a significant trend (i.e. increasing the mean summer index) is PC1, which is negatively correlated with the air temperature. This leads to conclusion that that the air circulation conditions suppress the summer warming trend in Poland by more frequent occurrences of cyclones over southern Scandinavia and the Baltic Sea, which is indicated by the positive trend of the PC1 index.
