Absfracf-The principles of ray optics and, in more detail, some selected applications of ray techniques to electromagnetic8 are reviewed briefly. It is shown how a systematic use of matrix representation for the wavefront curvature and for its transformations simplify the handling of arbitrary pencils of rays and, consequently, the field computations. The same methods apply to complex rays which give a means of describing the effects of reflections and refractions on Gaussian beams. The relations of ray optics to other disciplines are also briefly discussed.
I. INTRODUCTION
A RAY IN OPTICS is the idealization of a very narrow beam of light. In free space or in homogeneous regions, the rays are observed to be straight lines along which the light propagates. I n fact, light rays are the best physical models of straight lines and this explains why the development of optics has been closely linked to that of geometry. Euclid knew how rays are reflected by a smooth mirror and had deduced the interesting properties of parabolic, spherical, and ellipsoid reflectors. Hero of Alexandria showed that the point M of reflection of a ray from A to B (Fig. 1) made the path A M B a minimum and that this property is equivalent to the equality of the angles of incidence and reflection.
The change of direction of rays by refraction was studied by Ptolemy but the "law of sines" was found only in the 17th century by Snell and Descartes. With these three simple laws-straight-line propagation in homogeneous regions, rule for reflection, and the rule for refraction-the design of lenses and optical instruments became possible. Rays could be traced through a system: the formation and quality of images could be studied. Equivalent formulations were found that made these tasks easier but they were all derived from the three simple laws. These were extended to nonhomogeneous media in which the refractive index n is a function of position. A generalization of Hero's results, known as Fermat's principle (1654), states that the ray from point ro to point r is the curve C joining these two points for which the integral is a minimum, or more exactly stationary.' This integral called the optical length of the path C, or the optical distance between the end points ro and r, plays an important role in the theory. Hamilton (1834) showed that a general optical system could be characterized by the function S(r, lo) which gives the optical length of the ray joining any by NSF under Grants GK2120and GK27526. This invited paper i s otu This means that for small first-order variations of C, which respect the end points, the variation of S is of higher order. The fact that S is not always a minimum is discussed by Caratheodory 11) (1937). two points ro and 1. Hamilton's contributions to optics are most profound; they showed the relation of that science to mechanics and prepared the way for the quantum theory.
J. C. Maxwell, in 1861, discovered the famous equations that bear his name. He recognized that light is the manifestation of a field t h a t can be described by a pair of vectors E and H. These vectors depend on time and position and are related by a set of partial differential equations. The electromagnetic field exhibits propagation properties. Its wave-like properties could explain diffraction and interference phenomena: however, it was not immediately clear how such,a complicated description could have been replaced so successfully by the simpler ray picture. I t has been said that if the nature of light and Maxwell's equations had been known earlier optical instruments would not have been invented so readily! The exact behavior of the electromagnetic field is much more complex than that of rays, and exact solutions are known only for a very few special problems. In contrast ray optics is easily applicable but, of course, is only approximate. Furthermore, in its early form, it neglected diffraction, interferences, and polarization. I t is valid when the frequency is high, that is, when the wavelength is small compared to significant dimensions of the objects with which the field interacts.
The current interest of electrical engineers in ray optics is due to the use of higher and higher frequencies made possible by the generation of coherent radiation in the maser and laser. Integrated optics implies optics, and quasi-optical methods that combine ray and guided-wave techniques are found to be extremely useful for that discipline.
Furthermore, as the result of developments over the past 25 years, the scope of ray optics has been enlarged considerably and it is now applied to problems that were believed to be outside of its range. The relation between ray optics and wave optics is now well understood. Already in 1911 Sommerfeld and Runge [2] showed how the laws of optics could be derived from the reduced wave equation (A+k*)u(r, y, z ) = O . This was later extended to vector fields [SI, [4] . In 1948 Luneburg showed that the laws of geometrical optics apply to the electromagnetic field produced by a source that is turned on abruptly [SI. More exactly, these laws apply to the discontinuity of that field as it progresses away from the source with time. I t was also found that the concept of rays could be used to find asymptotic solutions2 of certain partial differential equations. From this viewpoint the ray-optic solution is the first term of an asymptotic series.
Concurrently with the understanding of its relations with wave optics, i t was realized that ray optics could explain much more than the formation of images. For fields a t a single frequency, it can give the variation with position of both the phase and amplitude; it can take into account the vector nature of the field and indicate how polarization is "transported" along the rays. Finally, i t can explain interferences. When several distinct paths contribute to the field at one point, the result can be obtained by vector addition taking the optical length (phase) of each path into account.
Difficulties occur in computing amplitudes at a focus where an infinite number of rays converge to form an image, or on the caustic surfaces to which all rays are tangent. The simple theory predicts an infinite amplitude. Methods have been developed to handle these problems.
A significant advance in ray optics was its extension to diffraction problems. This development, due mainly to J. B.
Keller (1953) and his co-workers, greatly increased the domain of application of ray methods [6]-[9]. The extension consists of a generalization of the concept of rays to include any extremal path satisfying constraints inferred by the environment. For example, these rays may follow the surface of a smooth object (surface rays) or change direction at a sharp edge (diffracted rays). The field amplitude along these rays is found by generalizing the transport equations and by introducing appropriate diffraction and coupling coefficients. The classical discussion of Young's experiment on the diffraction through two holes and Young's own description of the diffraction through a slit foreshadowed this development. The originality of Keller's work lies in the generality of his point of view and the quantitative evaluation of the appropriate coefficients through the solution of canonical problems. This has become known as the ray theory of diffraction or geometrical theory of diffraction.
More recently it was found that ray optics, including diffracted rays, could be applied even to waveguide problems in which one would expect this method to fail because some of the critical dimensionsare less than a wavelength [lo], [ll] .
Another important application is the diffraction and scattering of waves by large objects of arbitrary shape. With modern computers, numerical methods can be applied to the solution of the appropriate integral equations. However, for large objects the problem still exceeds the capacity of present machines or becomes extremely costly. This is precisely where ray optics becomes applicable. Furthermore, the form of the ray-optics solution reveals what part of the object contributes significantly to the scattering and. thus suggests possible modifications of the object if it is desired to increase, decrease, or control the effect.
Since many excellent textbooks [12]-[16] and articles do exist on the subject, we shall only survey the basic prinand more exact as some parameters (in optics the frequency) become * Asymptotic solutions are approximate solutions that become more larger and larger.
ciples, listing some results without proof. We shall expand on some aspects which may be in part new or less widely known.
PRINCIPLES OF GEOMETRICAL OPTICS
According to geometrical optics, the problem of finding the field due to given sources can be decomposed into two parts: first, the determination of the rays, which define the phase of the field independently from its amplitude; second, the determination of the amplitude which can be carried out by following intensity variations along each ray without regard to the field on other rays. In contrast, according to the more exact wave optics, one would have to solve partial differential equations for a complex field where amplitude and phase are intimately related.
A . Properties of the Rays
The rays in a region where the refractive index n is a function of position T can be determined by using Fermat's principle. A ray from point TO to point r is a curve C with end points TO and T that make the integral S(C) = s ndu c stationary. One can also say that the rays are the geodesics for the metric where the optical length ds=nda is used as a measure of the arc da. The determination of C is a problem in calculus of variations. When n(r) is a smooth function of T, it can be shown that the condition (1) implies that the ray C (Here Ko=w/c= 2r/Xo is the free-space wavenumber at radian frequency w.)
This equation determines the rate at which the tangent to C rotates, hence, the curvature of C. If the initial direction of the ray at point ro is known, the ray is determined by integrating this equation.
Another form of the equation is obtained, if one uses the parameter T defined by dr = da/n. The result a+ n2 aT2 2 ---gradresembles the equation of motion of a particle of unit mass in a potential -n*/2. The rays are trajectories or orbits of such a point. This differs from the dynamic problem in that the velocity ar/& is a vector of length n(r) rather than being arbitrary. As a result of (3), the "velocity" remains equal to the local n(r) along the trajectory.
At points on a surface where n is discontinuous, the differential equation does not apply. Two rays are generated, one reflected and the other refracted. Their directions are given by Snell's law; the discontinuity surface being replaced by its tangent plane at the point of incidence.
The rays issued from a point source at TO will reach some region of space. For every point r in that region, a function S ( r , ro) optical distance between ro and T can be defined. This is the optical length S(C) of the ray C with end points (lo, r). Introduced by Hamilton under the name of point characteristic, this function plays an important role in the theory. Multiplied by the free-space wavenumber KO, the function S ( I ) becomes the phase of the field at point 1. ' The surfaces on which S(r) is constant are called wave surfaces or wavefronts. From the family of all wavefronts one can deduce the system of rays. At any point r, the vector k(r) =koVS(r) is the vector of length Ron(r) tangent to the ray. Thus the rays are everywhere normal to the wavefronts. They are said to form a normal congruence, a congruence because they depend on two parameters, a normal congruence because of their relation to the wave surfaces. Malus discovered this last property and showed for simple systems of refractive surfaces that it resulted from Snell's law. The relation 
B . Intensity Law
After finding the system of rays throughout a system which, as we have seen, is equivalent to finding the phase of the field, the next task is to find the amplitude. This is done by considering that the energy in the field moves along the rays with a velocity v = c / n . The energy density is proportional to the square of the field amplitude A with a factor (impedance or admittance) which depends on the quantity ( E or H> used to describe the field. This factor can be made equal to one by an appropriate convention. The intensity I , expressed by the energy crossing, per unit time, a unit surface element normal to the ray, is then
Consider the tube of rays close to C and the small cross sections of areas d& through rl and d& through rs (Fig. 2) The importance of assodating a phase to the optical Iength was not the wave-like nature of light w a s recognized. I t becomes important only when several rays from the source meet a t a point giving rise to interference. Then the resulting field must be computed by adding the complex numbers that represent the field computed along each ray. This is the case where the function S(r) is multivalued.
The function S(r) or the Hamilton characteristic S(r, ro) are sometimes 4 The word eikonal is derived from the Greek rmSv meaning image.
called eikonal functions. 
C. Relation to Wave Optics
A field u = A exp ( i k d ) obtained by the process j u s t described will be called a ray optical field. I t is only an approximation to an exact wave optical field because for that field the phase does not satisfy an eikonal equation independently of amplitude, and the intensity law is not strictly correct since energy may in fact cross the boundary of ray tubes.
T o appreciate this fact, let us review briefly the justification of ray optics that was given by Sommerfeld and Runge in 1911 [2] . The field a t frequency w , expressed by u(r) =A(r) exp (ikoS(r)), is substituted into the Helmholtz equation
where n is a function of the position vector r. The rays can therefore be constructed in the same manner.
The transport equations indicate the variation of ( E , H) along each ray. The result is as follows. First, the relation between (E, H, k ) at a point r is the same as in a plane wave: E and H are orthogonal to k, mutually orthogonal, and in a ratio equal to the intrinsic impedance ( J p x ) at point I . In brief, the wave is locally plane. The average Poynting vector P = + Re (EXH*) is tangent to the ray, and equals the average energy density times the velocity u=c/n. I t satisfies the intensity law; its magnitude varies along a ray as the inverse of the pencil cross section.
The polarization of the field is defined by the direction of vector E . I t can be shown that as one progresses along a ray the vector E is transported by "parallel displacement." If one uses the Frenet reference frame associated with the ray (defined a t every point by the tangent, normal, and binormal to the curve), the vector E rotates in that frame about the tangent vector so as to cancel exactly the rotation of the frame (torsion). This analysis is valid when the medium properties, rep-
resented by E and p or n = ~~E / u * o and Z = d z , vary slowly over distances of several wavelengths. I t has been extensively applied to propagation of radio waves through the atmosphere and the ionosphere (in the latter case taking anisotropy into
When the variation of the medium is not "slow" a full wave analysis is required. If the variation is very rapid, for instance if it occurs over a fraction of a wavelength across some surface, another approximation is possible: one may consider the field locally as consisting of plane waves on both sides of the surface. These plane waves are then related as if both media were uniform and separated by the plane tangent to the surface a t t h e point of incidence (see Section 111-D).
The decomposition of the field into the product of an amplitude A (r) and an exponential exp (ikoS(r)) is suggested by the representation of u(r) by a complex number and, often, A ( r ) and S(r) are assumed to be real. However, it should be noted that the Sommerfeld-Runge derivation does not make use of this fact. Rather, the essential point is that ko is a large number and that A (r) and S ( r ) are functions that vary "slowly" with position. This suggests that A and S could be complex valued functions leading to field descriptions in terms of complex rays. This extension will be briefly discussed in Section V.
D. Continuation of a R a y Optical Field
If in some homogeneous region the phase and amplitude of a ray optical field are given on some surface 2, and if it is known in which direction the rays cross Z a t every point, it is possible to construct the field away from the surface by a process that we shall call "ray optical continuation."
At every point p of Z the phase koso@) and the amplitude A&) are known. ( K O is the wavenumber for the region considered.) The wave vector k@) at point p must be such that
This means that the surface gradient VSO and SO must be the projection of vector k on the tangent plane to Z (Fig. 3) . Since the length of k is KO, there are two vectors k satisfying this conditioms They are images of one another under reflection through the tangent plane. The correct one can be chosen since we know in which direction Z is crossed by the rays (or on which side of Z the source of the field is located). Any point r on the ray through p has an abscissa p'; counted positively in the direction of k ; the phase koS(r) a t r is given by
The wave surfaces where S(r) is constant are normal to the ray as can be verified by differentiating (13) real rays fits the given phase function Sn.
I t is also possible that VSo>ko in which case no ray optical field with and using dF= (dr-dp). T o evaluate the amplitude at point r we may consider a small tube of rays with axis pr and apply the intensity law. This will be done in Section 11-F where the properties of a pencil are described in detail.
One application of the continuation process is the consideration of extended sources and the problem of representability of an arbitrary field by means of rays (see Section 11-E). Another application is the tracing of ray pencils through a system made up of homogeneous regions separated by smooth surfaces. This is the topic of Section I11 of this paper.
E . Extended Sources
Up to now we have assumed that the source of the geometrical optics field was a point To. An extended source may be considered as a collection of point sources and the field i t produces as a superposition of ray optical fields. An important distinction is whether the source is coherent or incoherent. It is coherent if all its parts oscillate a t a given frequency with fixed phase relations. Then the fields from each point source must be added in amplitude, as complex numbers. The source is incoherent if the phase at each point varies independently of the phase a t other points. This can occur only if the field is not strictly monochromatic but occupies a small bandwidth.
In that case, to find the resulting field a t every point as a function of time would require a knowledge of the exact phase relationship of the various parts of the source. The average intensity of the field, however, is simply the sum of the field intensities due to each part of the source, and can be found without knowledge of the phase. This has been the most important case in optics until recently when the invention of the laser made extended coherent sources available. Before, to observe interference phenomena one had to use sources of very small dimension, effectively point sources.
For an extended coherent source one may ask whether the field produced can be represented by a single system of rays or whether it has to be considered as a superposition of several ray optical fields. The example of a two-point source shows that the second alternative is sometimes true. There does not seem to be a simple way to recognize in general when the first alternative holds. If it does, however, we can devise a procedure for constructing the corresponding ray optical field. I t consists of assuming that the source, by its local properties, determines the field on a surface surrounding it. Then the construction of the field a t every point in space is a process of ray optical continuation that we have previously described. I t will succeed if the source is distributed over a smooth surface where the amplitude depends weakly on position while the phase is a continuous differentiable function of position.
This problem is not very different from that of finding a ray representation for some actual field. From the values of the given field over the surface 2, we can construct by con-tinuation a ray optical field which fits the given field over Z and presumably in its vicinity. In general, however, these two fields will differ away from the surface. This is particularly clear if we take for instance the field resulting from the interference of two plane waves and proceed to continue this field from its values in some plane. I t is difficult to state a general criterion for the quality of the representation. I t m u s t be noted also that the continuation is based on breaking up the field into amplitude and phase.
If one is willing to use complex values for these functions, the decomposition ceases to be unique but, on the other hand, one may obtain a 'better" representation than by insisting that both A and S be real. A good decomposition, as mentioned earlier, is one where A(#) depends weakly on position p (is almost constant over distances l / k ) and S(#) is a continuous differentiable function of position. Finally, the example of superposition of the ray optical fields indicates the need for an analysis of the given field f @ ) on the surface Z into a sum of functions fj(#) having 'good" decompositions.
F. Properties of a Pencil of Rays in a Uniform Region
The rays that are near to a given axial ray are called paraxial (almost axial) and are said to form a pencil6 (or bundle). By finding the variation of the cross section of a tube of paraxial rays within the pencil, we can deduce the intensity variation of the field along the axial ray (Section II-B).
In the following sections, we shall consider only pencils in uniform regions where all rays are straight lines. The rays of the pencil are normal to a family of wavefronts.
In the neighborhood of the axial ray Oz, we can represent the wavefront through point 0 by the second-degree equation
where X = E] is the transverse position vector represented by its components (xl, x2) with respect to an orthonormal frame of reference, and Q is a 2 X2 symmetric matrix. The matrix Q is called the curvature matrix of the surface.' The normal at point ( x , z) is obtained by taking the gradient of e + + x . Qx. This gives the vector i + Q x whose component transverse to e is f = Qx. (2 denotes the unit vector in direction e.) Because tbe Tatrix Q is symmetric, it has two orthogonal eigenvectors XI, XS such that When R1= Rz= R, Q x = ( 1 / R ) x for any x , and the phase surface in the vicinity of 0 is a sphere of radius R. The rays of the pencil go through the center of that sphere, a focus F at z = -R. The other phase surfaces are concentric spheres with center F.
In the general case (astigmatic pencil) I$, RS are called the principal radii of curvature, and 2! l and ipe are the principal planes. The rays in the planes 2x1 and 2x9 converge respectively at points FI and FS (Fig. 4) . The ray at any other point (close to 0) may be considerzd to meet (approximately) t$e two focal lines of direction Xz through F1 and direction XI G o u g h Fz. This is illustrated in Fig. 5 where four rays are shown defining a tube with a rectangular cross section. The variations of this cross section can be found from elementary is infinitely thin.
curvature to a diverging pencil. 6 The properties that follow hold exactly in the limit when the pencil ' The choice of a minus sign in (15) implies that we attribute a positive geometry. If the cross section at point e is Z(e) and if the foci are at e = -R1 and z = -R2, one finds
The intensity varies as the inverse of this ratio and the amplitude as the square root of the intensity. (Note that because the intensity ratio may be negative the amplitude will sometimes be imaginary changing in phase by 7r/2 as one crosses a focal line.) At point e the curvature matrix Q, referred to the principal axes, is diagonal Q = Therefore, the variation of Q with e can be represented by a formula which holds in any system of axes, orthogonal or not. One also notes the relation
(20)
The determinant of Q(0)
is the Gaussicln curvature of the wavefront; its trace is the average curvatwe , t r Q = -+ -. 
R1 R2
Because paraxial rays are almost parallel to 0 2 , the phase of the field at point x in the plane e = 0 is obtained by adding fkx. Qx to the phase at point 0, neglecting higher order terms.
More generally the phase at any point T=(x, 2) when X is small is kS(r) with Combined with (19) 
COMPUTATION METHODS
An optical system usually consists of homogeneous regions separated by smooth surfaces. Fig. 6 shows an example of such a system composed of a lens and a mirror. To trace the ray rql -r of given initial direction that crosses the successive surfaces at rl, rz * one requires only the laws of refraction and reflection and a program to fin$ the intersection of a straight line with any of the surfaces. Assume that we want to compute the field at point r on this ray. Its phase is KO times the optical length* S(r, ro) of the path r,glr2 -* * r. The amplitude is deduced from the intensity law and from the local transmission and reflection coefficients at each surface. T o use the intensity law we shall trace through the system a thin pencil of paraxial rays. This could be done by tracing these rays in the same manner as the axial ray. I t is more convenient, however, to take advantage of the thinness of the pencil.
Paraxial rays cross the successive surfaces at points ri' that are close (arbitrarily close since we can choose the initial direction) to the points ri. Thus the surfaces Z i may be represented in the vicinity of these points by second-degree equations, that is, each Z i may be replaced by a paraboloid. Two methods will be described that make use of this property. In the first, the pencil as a whole is traced by following the transformations of its phase front curvature. In the second, the paraxial rays are traced individually by following the transformation of the 'ray coordinates." The second formulation contains the first, requires slightly more computations, but gives the transformation of any pencil about the given axial ray. The first method is of course simpler if a single pencil has to be traced.
A . Tracing of a Pencil
In Section 11-F i t was shown how the pencil curvature Q varies along a rectilinear segment of a ray (19). I t remains to find how Q changes under refraction through a curved surface 2. (Reflection will be considered as a special case of refraction.) A principle of p h s e matching will be used which is a direct consequence of Snell's law: the phase in the refracted pencil, at every point of the surface E, is the same as that in the incident pencil. Let us take the origin 0 where the axis of the incident pencil meets the surface Z (Fig. 7) . The normal fi to the surface makes angle 0 with (Fig. 8) , the matrix 8 is
.
COS e o
If the reference vectors are not in this special configuration, they can be brought into it by a simple change of coordinate; 
(31)
The phase is the sum of a linear term ku-1 = u -t , where K is the projection on the tangent plane L of the axial wave vector KG, and a quadratic term defined by the 2 x 2 symmetric matrix I'.
Consider now the refracted pencil described with the same notations as the incident one, the corresponding letters being primed. The phases are matched if both linear and quadratic terms coincide. This implies that
The first condition is Snell's law applied to the axial ray. The second indicates how the curvature is transformed k'(@''Q'@' -C cos 0') = k(@TQO -C cos 6) or The contribution of the surface curvature C is multiplied by h = k' cos 8'-k cos 0, which is the variation in the normal component of the wave vector when crossing the surface 2 . Equation (33) is the important result. I t is a generalization of the lens formula that is necessary to deal with astigmatic pencils. Those occur as soon as nonsymnletric systems are being considered. Familiar relations can be deduced from (33) as special cases. For example if the surface 2 is a sphere of radius R and the axial ray goes through its center at z = -R, we have C= 1/R, 8=0, @=I. A point object at z = -p produces an image a t z =p' if Q = l/p, Q' = -l/p'; hence, by using (33):
As a second example, (33) applies to the refraction through a plane interface by taking C= 0. Then With special axes as described above (28), and if we define y as the ratio cos e'/ cos 0 = y Q' = Q -2 COS e(wpc8-1.
(37)
Results similar to those of this section were first obtained by Gullstrand [19] .
B. Tracing of Individual Paraxial Rays
Let us consider at point 0 on the axial ray Oz a plane P perpendicular to Oz referred to vectors (41, Next let us consider the transformation of ray coordinates at the crossing of a refracting surface 2. This is simplified, as was the pencil tracing, by using the surface itself as a reference. The position vector of a ray with rkspect to the surface is taken as the vector t in the tangent plane L such that r ( t ) defined in (25) is the intersection of the ray and the surface (Fig. 8) . Equation (27) shows the transformation from t to the position vector x in the transverse plane P and gives the corresponding z I t remains to define a direction vector in a convenient way and to relate it to X and E. We like s to indicate how the phase varies locally near r ( t ) in the plane wave of wave vector k ( r ) .
Thus e will have the same value for the incident and the refracted ray. We also want s to reduce to zero for the axial ray. Since for that ray the phase differential is x -d t , where K has been defined following (31), we let 
T = [
0-'hC0-1
"1 1
We can now go through the system and obtain the overall matrix T by multiplying the matrices for each segment of the ray, such as Ti+l,i for the segment riri+l, and the matrices Ti for transition through each surface Zi. In the example of Fig. 6 
C. Relutwn Between the Two Methods
The tracing of individual rays determines the ray transformation matrix T of a system, that is, the relation
between the coordinates # of a ray at the input of a system and the coordinates 9' of the same ray at the output. Letting
where A , B , C, D are 2 X2 matrices we have
We can deduce from T the transformation between the curvature Q of a pencil at the input and its curvature Q' at the output. Since in a pencil of curvature Q the direction vector and the position vector x are related by
we find by substitution in (49)
We note that f has the same form as a linear fractional (bi- 
D. Field Intensity Variations in Crossing a Surface
T o complete the evaluation of the field amplitude we need to determine how the intensity is transformed by a refraction or a reflection. This is done by assuming that in the vicinity of the point 0 where the incident ray meets the surface both the incident field and the refracted (or reflected) fields can be replaced locally by plane waves while the surface Z is replaced by its tangent plane. The relevant ratios of field amplitudes are then the Fresnel coefficients for reflection and refraction. They are obtained by solving rigorously the approximate problem just described. It is justified in the spirit of geometrical optics because the amplitude varies slowly with position. The Fresnel coefficient depends on the field polarization. Decomposing the E field vector into a component perpendicular to the plane of incidence E l and one parallel to it E // we can evaluate successively 31 and 3 11. The plane of incidence is the plane defined by the wave vector R and the normal to the surface at point 0. Let us consider E l and define the field ampli- I t represents the ratio of the power crossing the surface over a given area to the power incident upon this same area. If la = YII Ell 2 is the intensity tance of the reflected field, the reflecFor the polarization perpendicular to the plane of incidence, the vector E is replaced by H. Transmittance and reflectance are obtained from (56) and (57) by replacing y;= Yi cos Oi by zi = Zi cos 0;. In the case of total reflection, the angle 0 2 is complex and the reflection coefficient contributes a phase angle that we can attribute to the wave amplitude, as mentioned earlier.
These results may be used in two different manners according to whether the phase front curvature or the ray coordinates have been traced. In the first case, referring to Fig. 9 for the notations, the variation of the intensity I over a linear segment (riri+l) of the ray is obtained by using At the crossing of surface Zi I i COS e;
where ti is the transmittance given by (56). The variations of Q through the system are computed as in Section 111-A.
In the second case one finds the T matrices for each propagation step and for each surface crossing. Multiplying them in the proper order as in (46) gives the resulting T. An overall divergence radius for the system can be defined by I t is expressed in terms of the submatrix B in the ray transformation matrix T of the system by R = ko(det B)1'2.
(61)
If the source intensity is In watts per unit solid angle, the intensity per unit surface at the output would be if there were no losses at the surface crossings. To take the loss into account the result is multiplied by the product of the transmittances ti at each surface (or the reflectances r; when appropriate).
E. Alternative Expressions of the Intensity
The intensity is a number that indicates the amount of energy flowing per second in a pencil of given "size." If the size is expressed by the area of the pencil cross section, the intensity which we have so far considered is the length of the Poynting vector. When the cross section reduces to zero at a focus, this number becomes infinite and does not perform its function. We can then use for the "size" of the pencil the solid angle formed by its rays or alternatively the "extent" in f space of the direction vectors. The resulting number is still called intensity and to distinguish the different meanings we shall use a subscript X for the first, and Q and E, for the last two. Through the cross section dxldxz we have powerI,dxldxz, through the solid angle dQ, IndQ, and through dsldt2 I& d&.
Clearly It and IO are simply related since dtld&= k2dQ. At a focal line where the pencil is pinched into a small segment dxl and is spread over dl2 in direction 2, we can use a mixed intensity I,,tt, which defines the power IzltZdxld(%. The transformation of any of these intensities through a system, or the conversions between them, can be worked out when the curvatures and the ray matrix T are known. We have seen in
Section 11-B an example in which a point source is described by its IQ intensity. Conversely, assume that we know I , and the phase curvature at the input and desire It' at the output.
We find
and, therefore,
(64)
More exactly this would be the result if the transmittance and reflectance factors at each surface of discontinuity were unity. As it is not usually the case, one must multiply the result by the product of these factors, as explained in Section 111-D.
F. Search Methods for the Ray from a Point Source to a Given Observation Point
We have seen how to compute the field at any point of a given ray and how to trace the ray from a point source ro in any direction. If, however, we wish to compute the field at a given point r, first we will have to find the ray from ro to r.
This may be done by a number of search procedures.
For example, if we want the ray from ro to r reflected by a given scatterer, we must find the point p on the surface Z of the scatterer such that the length ropr is a minimum. If the body is described parametrically, that is, by functions that give the coordinates of one point in terms of two parameters (u, Y), the length S(p) =roP+pr for any point P is a function of (u, v) which can be minimized by a standard search technique.
If the ray meets m surfaces, it may be described by the parameters ( U I , vl)(ulr v2) * (urn, v , ) representing the intersection rl, r2 * . -r, with &, Z2 -. -2,. By minimizing the optical length as a function of these parameters, the search is carried in 2m-dimensional space.
An alternative method makes use of the ray transformation matrix. I t consists of searching for the initial direction of the ray which when starting a t point ro will reach point r. An arbitrary direction is chosen, if possible, reasonably near to the expected solution, and the corresponding ray is taken as an axial ray. I t will, in general, miss the point r. We construct the plane P through 7 , perpendicular to the ray emerging in the region of 7 and take it as an image reference plane. Then 7 in that plane is located by a position vector X I . Take the object plane Po normal to the axial direction at 70. The correspondence between the direction vector at 70 and the position vector x at P is linear when t a n d r a r e small. I t is represented by a 2 x 2 submatrix B defined by (48) in Section 111-B X = Bfo.
If XI were small enough El would be a good evaluation of the initial direction of the ray that reaches 7. If it is not small, we can still compute 5 1 by this formula then use to define a new initial direction and repeat the process. This should converge except in exceptional cases where the initial guess is quite incorrect. This property can be verified for the systems we have considered by noting that if it holds for TI and T2 i t also holds for their products, or their inverses, and then by checking that it applies to the matrices T for propagation in a homogeneous region and for transition through a discontinuity surface. It can be shown more generally to apply to curved rays in nonhomogeneous regions as well [SI, [20] Also the determinant of T is unity and its four eigenvalues form two pairs of inverse numbers. The product of two symplectic matrices, the inverse, the transpose, and the complex conjugate of a symplectic matrix are also symplectic. A characteristic of two rays ($', $2) that belong to the same pencil is that #?J$z=O. This follows from the symmetry of the matrix Q. Any other ray in the same pencil is a linear combination * = 4 1 + w 2 any $ at that point can be expressed as a linear combination of the four J.i and therefore can be traced through the system. If the matrix T is real, as it is for the systems we have considered, and two complex rays have been traced, their complex conjugates are also rays for the system. This is equivalent to knowing four independent rays.
G . Properties of the

(68)
with coefficients (a, b) that may be complex. If the functions $l(z), $&) representing two rays are known, the variation of the pencil cross section is obviously given by that of det [ x 1 x 2
IV. RAY THEORY OF DIFFRACTION
According to classical geometrical optics, an opaque object casts a shadow. Some rays are interrupted: they may be partly absorbed or reflected. In the regions that they fail to reach, the ray optical field would be null. However, observation and the exact wave theory show that there is no perfect shadow. The geometrical theory of diffraction does account for this in a simple manner. First, the concept of ray is extended by generalizing Fermat's principle: a ray from point ra to point r is any path that satisfies the constraints imposed by the obstacle and whose optical length is stationary with respect to small variations of the path. To take an example, which will be considered in some detail, let the obstacle be a perfectly conducting surface Z bounded by a curve I ' . The point r is in the shadow region if the line 707 intersects 2. There are paths, however, that connect 70 to 7 and do not cross 2 . Thinking of one of these paths as represented by a string, i t can be shortened by pulling the string tight between 7 and 70. The result is a path composed of straight segments in the space about 2 and of arcs on Z or points on I'. We shall not consider the case of arcs on 2 which lead to the concept of surface rays or creeping waves, but assume that we have a simple ray 70fir made up of two straight segments that meet at point p on I ' . The condition for this path to be a ray is that for small variation d p along the edge I ' A A d(r&) = Top*dp -#Ted# = 0.
(The sign A means a unit vector: d = v / I u ( ). Then c p and make the same angle / 3 with the tangent ii at point p . This is similar to the law of reflection. For a given incident ray rap, a diffracted ray $7 may be deduced by rotating the extension of rap about the tangent to I?. As the rotation is arbitrary, a cone of rays results with axis ii. The incident rays form a congruence, those that meet I? depend only on one parameter but since each incident ray gives rise to a one-parameter family of diffracted rays the diffracted rays also form a congruence. The phase function k d ' ( 7 ) for the diffracted field is where koS(P) is the phase of the incident field. The wavefronts, S' constant, are generated by circles whose axes are tangent to the edger. The rays are normal to the wavefronts; the Malus theorem applies. Equation (71) expresses the phase matching principle: the phase SI@) of the diffracted field equals, on I?, the phase S(p) of the incident field. This can be used to trace paraxial rays or ray pencils by equating the linear and quadratic variation of the phase by a method similar to that in Sections 111-A and B.
Let 0 instead of p designate the point where the incident ray meets the curve r and call p a point on I? in the vicinity of 0 (see Fig. 10 ). If u is the unit vector tangent a t point 0 of r, the point p may be specified by its projection t6 0. 2. The parameter t is to the first-order equivalent to the arc 09 or to the distance G. If n^ is the unit vector in the direction of the principal normal to I? a t 0, and if p is the radius of curvature of r, the equation of I' in the vicinity of 0 is 1 t 2 -2 P @(t) = tu + --R.
(7 2)
The incident ray-optical field is described at point 0 by its local wave vector k making the angle fl with 6 and its curvature matrix Q. The variation of S as a function of t , up to the second order, is determined as follows. Consider the vector 10 projection of 6 on the plane P perpendicular to the incident ray Oz. The components x and e of P(t) are given by The matching conditions are K ' = K or P'=P which we already knew, and
which results in
The last parenthesis is the quantity wave-vector variation in the direction of the principal normal to the curve. As in (33) i t is the factor that indicates the importance of the curvature C= l/p. T o complete the evaluation of the diffracted field, one must relate the intensity of the diffracted ray to that of the incident ray. The latter is represented by the amplitude u ( 0 ) of the incident field at the point 0 of incidence. The former cannot be represented by an amplitude u'(0) since 0 is a focus and consequently u' should be infinite. This difficulty is resolved and the desired relation is obtained by the following considerations. The incident wave is locally a plane wave with wave vector k ; the diffracted wave is locally a cylindrical wave with an axis through 0 in the plane containing the diffracted ray and the tangent vector u. The surface Z is locally replaced by a half plane bounded by the tangent to the edge I'. The relation between the amplitude of the cylindrical wave and that of the incident plane wave is taken from the classical Sommerfeld problem of diffraction by a half plane. This is the so-called canonical problem: a local approximation to the exact problem for which a solution is known. Similarly, the refraction of plane waves at a plane interface (Section 111-D) is the canonical problem for the refraction of pencils at a curved interface. T o give a meaning to the "amplitude" of a cylindrical wave, we define the unit cylindrical wave by by & and a -sign if k is the shadow region defined by ki. For the reflected field, the lit region is, of course, defined by the reflected rays (Fig. 11) . With these definitions
where R is the reflection coefficient of the surface Z. The coefficient R depends on the nature of the surface Z and on the polarization of the field. For a perfect conductor and the E field parallel to the plane, R = -1.
For an arbitrary electromagnetic field the evaluation of the various field components i n the edge wave takes a complicated form [7] , [14] . However, if one keeps separate the contributions to the diffracted field associated with the incident and the reflected local plane waves, the result is expressed rather simply as follows. The incident field with all its vector components is rotated about 6 by such an angle as to bring k1 
(86)
and this result is valid for any polarization and any angle of incidence.
The actual incident field is a pencil rather than a plane wave and although the wavefront curvature does not modify D, i t does modify the diffracted pencil so that away from 0 i t is not represented by a Cylindrical wave anymore. This is accounted for by changing the l/&r variation of the cylindrical wave into l/dr(r+R'). Thus the diffracted pencil is repre- sented by along its axial ray. For I close to zero, this expression represents a cylindrical wave which matches the one obtained by local considerations. This example has been discussed in some detail to illustrate the principles of the geometrical theory of diffraction and to present some variants in the expression of the results. One should refer to the original papers for a more thorough presentation and a discussion of surface rays [ 6 ] -[91.
V. GAUSSIAN BEAMS AND COMPLEX R A Y S
In the preceding development we have assumed, at least implicitly, that the rays were real. Both the position and direction vectors (x and t ) were real. The curvature matrix Q of a pencil was also real. We have already stated however (Section 11-C) that both amplitude and phase of the ray-optical field could be complex functions. The corresponding system of (complex) rays still obeys the eikonal equation while the amplitude can still be computed from the transport equation. This at first may strain the imagination but it happens that pencils of complex rays have a simple physical interpretation. They correspond to "Gaussian beams." Consequently, this observation provides a useful tool to describe how Gaussian beams propagate through optical systems.
Consider the field of a pencil in some homogeneous regions described by (24) and (23j. In (23) assume that Q is a symmetric complex matrix Q'+iQ'' whose imaginary part Q" is positive. The variation in magnitude of the field U ( I ) for a fixed z is governed by the factor exp ( -3 k x . Q"x) which is the normal or Gaussian distribution function. The real part of the phase is constant on real surfaces; we shall call them quasi-phase fronts to distinguish them from the true wavefronts that are complex surfaces. Near to x = 0, the curvature of those surfaces is defined by the matrix Q'. The variation of Q' with z is not given by (19) which applies to the complex Q.
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Considering a pencil having symmetry of revolution, the matrix Q reduces to a multiple of the unit 2 x 2 matrix 12, Q = q(e) 12 and S(x, e) = z + +q(z)x2.
(88)
The inverse of p is the complex radius of curvature and the point zo=z-pl(z) is the center of curvature. This is a fixed point as a consequence of (19). Taking the origin of the e axis at Re' 20, we can write z~= i u . The radius of curvature at z is z-iu. If An important practical result is that the tracing of a Gaussian beam through an optical system, for instance that shown in Fig. 6 , can be handled in exactly the same manner as for a real pencil [22]- [25] . The results apply to the beam as a whole provided that the rays that contribute to the field over the region of interest can be considered close to the axial real ray. This means physically that at every transition through a surface the "spot size" must be small compared to the region over which the surface can be approximated by a second-degree surface.
If this condition is not satisfied, the symmetric beam can still be considered as composed of (complex) rays diverging from a complex center at some point C = O + z T o find the field scattered from this beam by a conducting obstacle 2. one must trace these complex rays individually. Since what is desired is the field in real space, we have to find the ray from the complex center C = O + z to a point p on the surface Z which will reflect as a ray through the observation point r. The point p is now complex and.searching for it requires a knowledge of the equation of Z in complex space. This can be done analytically by the method in Section 111-F.
Note a difference in efficiency between the field computation by real ray tracing and by complex ray tracing. Once a real ray is obtained, the field in amplitude and phase is easily determined at every point of the ray. This is also true for the complex ray but since we are only interested in the result at the unique real point where the complex ray meets the real space we have to trace a new ray for each real point where the field is desired. This is a much slower process. In order to implement it and, in particular, to find the point p the method in Section 111-F is extremely useful.
Essential to this method is the determination of the point of intersection of a given complex ray with the surface 2. As this intersection is, in general, complex the surface must be known analytically in complex space. For simple surfacesplane, sphere, cylinder-this is easy but for a surface given physically one must devise a suitable representation that extends it to the complex domain. This may be done locally by fitting a polynomial representation to the given surface. One must not lose sight, however, of the limited domain of validity of this procedure. In the case of an analytic surface for which the scattered field is known for a real point source, one may invoke analytic continuation to find the result for a Gaussian beam. 
VI. CONCLUSIONS AND PERSPECTIVES
Ray optics, even limited to its recent development, is such a vast subject that this survey could not do full justice to all of its interesting aspects. We have attempted to show how its principles have evolved from simple beginnings (Section 11).
The technique of ray optics and its generalizations provide solutions to electromagnetic problems that are valid in the limit of high frequencies, and approximately valid when the wavelength is small as compared to significant dimensions of the objects involved. I n Section I11 methods for computing a ray optical field are presented which make systematic use of matrix representations. These methods are known in optics but often discussed in terms of centered systems which are insufficient for application to scattering of electromagnetic waves by large objects.
The power of ray methods has been greatly increased by generalizations that include diffracted and surface rays and there are indications that it could still be improved. I n Section IV the evaluation of edge rays is discussed to illustrate one of these generalizations. I n Section V a brief mention of complex rays and their application to the propagation and scattering of Gaussian beams is given.
Important topics that were omitted are the theory of surface rays (creeping waves), the evaluation of fields near to a caustic, the consideration of higher order. asymptotic evaluations, rays in inhomogeneous media, and rays in space-time.
Of course, ray techniques are not limited to electromagnetic waves. They may be considered as approximate methods for solving partial differential equations. They apply to acoustic waves in gases and solids, to various waves in ionized media, and to the waves of quantum mechanics.
Classical mechanics bears the same relation to quantum mechanics as ray optics does to wave optics. This is implicit in the work of Hamilton [31] and has been emphasized by Synge [32] . The role of the optical length is played by the "action integral." The rays are curves in space-time which describe the evolution of a system. The very language of quantum mechanics can be used in describing beam propagation [33] and the evolution of a Gaussian wave function with time, according to Schrodinger's equation, is identical to beam propagation [34].
Some topics for research are the solution of more canonical problems, the development of ulocal" methods for the solution of these problems, the search for uniformly valid solutions when several rays are too close to be considered as independent, and the practical application of higher order asymptotic expressions.
The most significant qualities of ray techniques are their simplicity and intuitive appeal.
