Magic squares with all subsquares of possible orders based on extended
  Langford sequences by Li, Wen et al.
ar
X
iv
:1
71
2.
05
56
0v
1 
 [m
ath
.C
O]
  1
5 D
ec
 20
17
Magic squares with all subsquares of possible orders
based on extended Langford sequences
Wen Lia, Ming Zhonga, Yong Zhangb,∗
aSchool of Science, Xichang University, Sichuan 615013, China
bSchool of Mathematics and Statistics, Yancheng Teachers University, Jiangsu 224002, China
Abstract
A magic square of order n with all subsquares of possible orders (ASMS(n)) is a magic
square which contains a general magic square of each order k ∈ {3, 4, · · · , n− 2}. Since the
conjecture on the existence of an ASMS was proposed in 1994, much attention has been paid
but very little is known except for few sporadic examples. A k-extended Langford sequence of
defect d and length m is equivalent to a partition of {1, 2, · · · , 2m+ 1}\{k} into differences
{d, · · · , d + m − 1}. In this paper, a construction of ASMS based on extended Langford
sequence is established. As a result, it is shown that there exists an ASMS(n) for n ≡ ±3
(mod 18), which gives a partial answer to Abe’s conjecture on ASMS.
Keywords: Magic square, Extend Langford sequence, Skolem sequence
1 Introduction
An n×n matrix A consisting of n2 integers is a general magic square of order n, denoted by
GMS(n), if the sum of n elements in each row, each column, main diagonal and back diagonal
is the same. The sum is the magic number. A GMS(n) is a magic square, denoted by MS(n), if
it consists of n2 consecutive integers. A lot of work has been done on magic squares ([1–3, 5]).
An MS(n) with all subsquares of possible orders, denoted by ASMS(n), is an MS(n) which
contains a GMS(k) for each integer k such that 3 ≤ k ≤ n− 2.
The following is an ASMS(6) (see [1]) in which there is a GMS(3) in the lower right corner
and a GMS(4) in the upper left corner.


3 6 34 28 35 5
20 31 2 18 15 25
19 12 26 14 10 30
29 22 9 11 13 27
8 36 16 33 17 1
32 4 24 7 21 23


*Corresponding author: Y. Zhang(zyyctu@gmail.com, zyyctc@126.com).
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Abe gave the ASMS(n) for n = 6, 7, 13, 15, 17 and Kobayashi gave the ASMS(n) for n =
8, 9, 10 ([1]). Abe [1] also proposed a conjecture on the existence of ASMS(n) of odd n as follows.
Conjecture 2.12 ([1]) There exists an ASMS(n) for every odd integer n ≥ 5.
In this paper, Conjecture 2.12 is investigated and the extended Langford sequences are used
to construct a quantity of submatrices (quasi-magic 2-rectangle) of an ASMS.
A k-extended Langford sequence of defect d and length m, denoted by Lkd,m, is a sequence
L = (l1, l2, · · · , l2m+1) in which lk is empty, and each other member of the sequence comes from
the set {d, d+1, · · · , d+m− 1}. Each j ∈ {d, d+1, · · · , d+m− 1} occurs exactly twice in the
sequence, and two occurrences are separated by exactly j − 1 symbols.
An Lkd,m is equivalent to a partition of {1, 2, · · · , 2m+1}\{k} into differences {d, · · · , d+m−
1}. We refer the readers to the references [5, 7, 9, 10] for (hooked, extended) Skolem squences
and Langford squences and their applications such as cyclic Steiner systems [11], cyclic m-cycle
systems [4], and cyclically decomposing the complete graph into cycles [6].
A quasi-magic rectangle of size (m,n), denoted by QMR(m,n), is an m × n array consist-
ing of distinct integers arranged so that the sum of the entries of each row is a constant and
each column sum is another constant. A quasi-magic 3-rectangle of size (m,n, r), denoted by
QMR(m,n, r), is a set of r QMR(m,n)s consisting of mnr distinct integers such that if sup-
posing the r QMR(m,n)s then the sum of r elements in each entry is the same. A QMR(m,n)
consisting of consecutive integers is a magic rectangle. A QMR(m,n, r) consisting of consecutive
integers is known as a 3-dimensional magic rectangle. We refer the readers to the references
[8, 12, 13] for details.
In this paper, we shall use extended Langford sequences and quasi-magic rectangles to prove
the following.
Theorem 1.1. There exists an ASMS(n) for n ≡ ±3 (mod 18).
The rest of this paper is arranged as follows. Quasi-magic rectangles based on extended
Langford sequences and investigated in Section 2. Constructions and existence of ASMS are
provided in Section 3.
2 Preliminaries
An integer set {a, a+1, · · · , b} is denoted as [a, b]. In this section we will introduce that an
Lkd,m gives some special quasi-magic rectangles which are the main blocks of an ASMS.
Let L = (l1, l2, · · · , l2m+1) be an L
k
d,m. L is also written as a collection of ordered pairs
{(ai, bi)|i ∈ [d, d+m− 1], bi−ai = i} with
⋃d+m−1
i=d {ai, bi} = [1, 2m+1] \{k}. Adding d+m− 1
to each number in the equality gives
⋃d+m−1
i=d {ai+ d+m− 1, bi+ d+m− 1} = [d+m,d+3m] \
2
{k+d+m−1}. For each i ∈ [d, d+m−1], adding i to the pair (ai+d+m−1, bi+d+m−1) as
another coordinate gives
⋃d+m−1
i=d {i, ai+d+m−1, bi+d+m−1} = [d, d+3m]\{k+d+m−1}.
Let
ui = i, vi = ai + d+m− 1, wi = bi + d+m− 1, i ∈ [d, d+m− 1].
It gives a collection of ordered triples {(ui, vi, wi)|i ∈ [d, d + m − 1]} with
⋃m
i=1{ui, vi, wi} =
[d, d + 3m] \ {k + d + m − 1} and ui + vi = wi. We also have a collection of ordered triples
{(ui, vi,−wi), (−ui,−vi, wi)|i ∈ [d, d +m − 1]} with
⋃d+m−1
i=d ({ui, vi,−wi})
⋃
{−ui,−vi, wi}) =
[−d− 3m,−d] ∪ [d, d + 3m] \ {k + d+m− 1,−k − d−m+ 1} and ui + vi = wi.
Further, let
x0 = k + d+m− 1, y0 = −(k + d+m− 1), z0 = 0,
xi = ui+d−1, yi = vi+d−1, zi = −wi+d−1, i ∈ [1,m],
x−i = −ui+d−1, y−i = −vi+d−1, z−i = wi+d−1, i ∈ [1,m].
and
Ti = (xi, yi, zi), i ∈ [−m,m]. (i)
We get a partition [d, d+ 3m] ∪ [−d− 3m,−d] ∪ {0} =
⋃
i∈[−m,m]{xi, yi, zi}. Clearly, each triple
has the property that the sum of three members is zero. So we have
Lemma 2.1. If there is an Lkd,m then there is a partition of the set [d, d+3m]∪[−d−3m,−d]∪{0}
into triples each having the property that the sum of the members is zero.
A QMR(m,n) is denoted by QMR∗(m,n) if the row sum is zero and the column sum is also
zero. A QMR(m,n, r) is denoted by QMR∗(m,n, r) if it consists of r QMR∗(m,n)s and if they
are supposed then the sum of r numbers in each entry is zero.
Suppose that there is an Lk4,m. Let Ti(i ∈ [−m,m]) be the triples given by (i). For any
Ti(i ∈ [−m,m]) we define a 3 × 3 × 3 array Mi = (Mi,1,Mi,2,Mi,3), where Mi,1,Mi,2,Mi,3 are
given below.


9xi + 1 9zi − 4 9yi + 3
9zi − 3 9yi + 4 9xi − 1
9yi + 2 9xi 9zi − 2

 ,


9yi − 3 9xi + 4 9zi − 1
9xi + 2 9zi 9yi − 2
9zi + 1 9yi − 4 9xi + 3

 ,


9zi + 2 9yi 9xi − 2
9yi + 1 9xi − 4 9zi + 3
9xi − 3 9zi + 4 9yi − 1

 . (ii)
It is readily verified that each Mi is a QMR
∗(3, 3, 3), i ∈ [−m,m], and the entries of all Mi(i ∈
[−m,m]) run over the set S = [−4, 4]∪[32, 40+27m]∪[−40−27m,−32]. Clearly, |S| = 27(2m+1).
So we have the following.
Lemma 2.2. If there is an Lk4,m then there are 2m+1 QMR
∗(3, 3, 3)s with the entries run over
the set S.
3
We should point out that each −Mi(i ∈ [1,m]) is also a QMR
∗(3, 3, 3) and the element set
of −Mi is exactly the element set ofM−i. ThusM0,±M1, · · · ,±Mm are also the QMR
∗(3, 3, 3)s
with the property mentioned in Lemma 2.2. Further, the sum of the elements in the main
diagonal of each ±Mi,2(i ∈ [0,m]) is zero.
Example 1 The sequence L = (l1, l2, · · · , l11) listed below is an L
6
4,5.
l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11
8 6 4 7 5 4 6 8 5 7
By Lemma 2.1 there is a partition of the set [4, 4 + 3m] ∪ [−4 − 3m,−4] ∪ {0} into triples as
follows.
T0 = (14,−14, 0),
T1 = (4, 11,−15), T−1 = (−4,−11, 15),
T2 = (5, 13,−18), T−2 = (−5,−13, 18),
T3 = (6, 10,−16), T−3 = (−6,−10, 16),
T4 = (7, 12,−19), T−4 = (−7,−12, 19),
T5 = (8, 9,−17), T−5 = (−8,−9, 17).
By Lemma 2.2 we have a QMR∗(3, 3, 3), M0 = (M01,M02,M03), where
M0,1 =


127 −4 −123
−3 −122 125
−124 126 −2

 , M0,2 =


−129 130 −1
128 0 −128
1 −130 129

 , M0,3 =


2 −126 124
−125 122 3
123 4 −127

 .
One can easily list the other 10 QMR∗(3, 3, 3)s ±Mi, i ∈ [1, 5]. The entries of these 11 QMR
∗(3, 3, 3)s
run over the set [−4, 4] ∪ [32, 175] ∪ [−175,−32].
3 Proof of Theorem 1.1
Let n ≡ ±3 (mod 18), n ≥ 21. Denote n = 18u± 3 and λ = (n2 − 1)/2. We shall construct
an ASMS(n) A = (aij), i, j ∈ [1, n] over the set [−λ, λ].
Suppose that there is an Lk4,m. Let Ti = (xi, yi, zi)(i ∈ [−m,m]) be the ordered triples
defined as (i) and let M0,Mi,−Mi, i ∈ [1,m] be the 2m+ 1 QMR
∗(3, 3, 3)s defined as (ii). The
entries of these QMR∗(3, 3, 3)s run over the set S = [−4, 4] ∪ [32, 40 + 27m] ∪ [−40− 27m,−32]
by Lemma 2.2. Note that |S| = 27(2m + 1).
Let m = 6u2±2u−3. Then 27(2m+1) = n2−144, i.e., m = (n2−171)/54. So, S ⊂ [−λ, λ],
|[−λ, λ]| − |S| = 144.
Write w = n3 = 6u± 1. Partition A into submatrices of order 3, A = (Ast), s, t ∈ [1, w]. We
use binary Cartesian product to denote the index set of Ast, i.e., (s, t) ∈ [1, w] × [1, w]. Divide
[1, w] × [1, w] into four parts as follows.
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V1 = [1, 4] × [1, 4] ∪ {(w,w)} \ {(4, 4)}, V2 = [1, 2] × [5, w],
V3 = [5, w] × [1, 2], V4 = [3, w] × [3, w] \ {(3, 3), (3, 4), (4, 3), (w,w)}.
By calculation we have [−λ, λ] \ S = [5, 31] ∪ [−31,−5] ∪ [λ − 44, λ] ∪ [−λ, 44 − λ] and
|[−λ, λ] \ S| = 144. We shall fill these 144 numbers in V1 and the rest numbers of [−λ, λ] in
V2, V3 and V4 in a proper way. The construction follows the following four steps.
Step 1 The following table gives the blocks As×t with indices (s, t) ∈ V1 \ {(w,w)}.
17 λ− 17 −25 29 24− λ λ− 20 12− λ λ− 26 6− λ λ− 22 42− λ −20
17− λ −17 25 −29 λ− 24 20− λ λ− 12 26− λ λ− 6 22− λ λ− 42 20
−22 22 14 λ− 9 13− λ λ− 29 1− λ 37− λ λ− 27 11− λ λ− 21 10
30 −30 9− λ −14 λ− 13 29− λ λ− 1 λ− 37 27− λ λ− 11 21− λ −10
−23 23 λ− 5 5− λ −11 8− λ λ− 16 λ− 15 34− λ λ− 4 10− λ −6
26 −26 λ− 38 38− λ λ− 8 11 16− λ 15− λ λ− 34 4− λ λ− 10 6
λ 0− λ 36− λ λ− 36 3− λ λ− 3 −5 λ− 39 44− λ −18 −13 31
λ− 32 32− λ λ− 41 41− λ 30− λ λ− 30 7− λ 21 λ− 28 −9 28 −19
35− λ λ− 35 25− λ λ− 25 λ− 14 14− λ λ− 2 18− λ −16 27 −15 −12
λ− 43 43− λ λ− 31 31− λ 40− λ λ− 40 18 13 −31
19− λ λ− 19 23− λ λ− 23 λ− 33 33− λ 9 −28 19
−24 24 8 −8 −7 7 −27 15 12
Taking Aww = −A33 together with the above table gives all the blocks As×t with indices (s, t) ∈
V1. Since n ≥ 21 the element set of the blocks As×t with indices (s, t) ∈ V1 is exactly [−λ, λ]\S.
Step 2 Performing row permutation ( 1 2 3 4 5 62 4 6 1 3 5 ) and column permutation (
1 2 3
2 3 1 ) on the
matrix
(
Mi,2
−Mi,2
)
gives a 6× 3 matrix as follows.
Pi =


1− 9zi 3− 9yi −9xi − 4
9zi − 1 9yi − 3 9xi + 4
2− 9yi −9xi − 2 −9zi
9yi − 2 9xi + 2 9zi
−9xi − 3 −9zi − 1 4− 9yi
9xi + 3 9zi + 1 9yi − 4


, i ∈ [1, w − 4].
Taking
(
A1,i+4
A2,i+4
)
= Pi, i ∈ [1, w − 4]
gives all the blocks As,t with (s, t) ∈ V2.
Step 3 Performing column permutation ( 1 2 3 4 5 61 3 5 2 4 6 ) on the matrix (M
T
i,3,−M
T
i,3) gives a
3× 6 matrix as follows.
Qi =


9zi + 2 −9zi − 2 9yi + 1 −9yi − 1 9xi − 3 3− 9xi
9yi −9yi 9xi − 4 4− 9xi 9zi + 4 −9zi − 4
9xi − 2 2− 9xi 9zi + 3 −9zi − 3 9yi − 1 1− 9yi

 , i ∈ [1, w − 4].
Taking
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(Ai+4,1, Ai+4,2) = Qi, i ∈ [1, w − 4]
gives all the blocks As,t with (s, t) ∈ V3.
Step 4 Let V4,1 = {(w − 2, w), (w − 1, w − 1), (w,w − 2)}, and
V4,2 = {(h − 1, h+ 1), (h, h), (h + 1, h − 1), h = 4, 5, · · · , w − 2},
and V4,3 = V4 \ (V4,1 ∪ V4,2). Taking
Aw−2,w = M0,1, Aw−1,w−1 = M0,2, Aw−2,w = M0,3. (iii)
gives the blocks As,t with (s, t) ∈ V4,1. Taking
Ah−1,h+1 = Mm−(h−4),1, Ah,h = Mm−(h−4),2, Ah+1,h−1 = Mm−(h−4),3, (iv)
Ah,h+2 = −Mm−(h−4),1, Ah+1,h+1 = −Mm−(h−4),2, Ah+2,h = −Mm−(h−4),3. (v)
gives the blocks As,t with (s, t) ∈ V4,2. Note that w − 5 is even since n ≡ ±3 (mod 18).
The remaining Mi,js are put in V4,3 so that they satisfy the following property.
if As,t = Mi,j then At,s = −Mi,j. (vi)
The following table is used to show the positions of Pi, Qi and the blocks in V4,1 and V4,2.
P1 P2 · · · Pw−6 Pw−5 Pw−4
Mm,1 · · ·
Mm,2 −Mm,1 · · ·
Q1 Mm,3 −Mm,2 · · ·
Q2 −Mm,3 · · ·
...
...
...
...
...
...
...
...
...
Qw−6 · · · M0,1
Qw−5 · · · M0,2
Qw−4 · · · M0,3
Lemma 3.1. Pi, Qi(i ∈ [1, w − 4]) have the following properties.
(I) Pi is a QMR
∗(6, 3), the last four rows of Pi form a QMR
∗(4, 3), and the last two rows
of Pi form a QMR
∗(2, 3).
(II) Qi is a QMR
∗(3, 6)s, the last four columns of Qi form a QMR
∗(3, 4), and the last two
columns of Qi form a QMR
∗(3, 2).
Proof. The conclusions follow from a direct calculation.
A matrix A constructed by taking the above four steps has the following properties.
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Lemma 3.2. A has the following useful properties.
(III) Each block As,t with (s, t) ∈ [3, w] × [3, w] is a QMR
∗(3, 3).
(IV) The sum of the main diagonal of As,s is zero for each s ∈ [3, w].
(V) The equality
∑
i∈[7,h−7] ai,h−i = 0 holds for each h ∈ [20, n + 7].
Proof. (III) A3,3, A3,4, A4,3 and Aw,w are QMR
∗(3, 3)s by using direct calculation. For (s, t) ∈ V4
the blocks As,t are all QMR
∗(3, 3)s by (iii)-(vi).
(IV) Clearly, the sum of the main diagonal of As,s is zero when s = 3 and s = w. By (ii)
the sum of the main diagonal of each QMR∗(3, 3) ±Mi,2(i ∈ [0,m]) is zero. By (iii) and (iv) the
sum of the elements in the main diagonal of As,s is zero when s ∈ [4, w − 1] .
(V) Let h ∈ [20, n+ 7]. For i ∈ [7, h− 7], let s0 = ⌈
i
3⌉, t0 = ⌈
h−i
3 ⌉, where ⌈a⌉ is the smallest
integer x such that x ≥ a. Then (s0, t0) ∈ V4 ∪ {(3, 4), (4, 3)} and ai,h−i is an element of As0,t0 .
If (s0, t0) ∈ V4,1 ∪ V4,2 then s0 + t0 is even, denoted by 2d0. So ai,h−i belongs to one of
Ad0−1,d0+1, Ad0,d0 and Ad0+1,d0−1. Since M0,Mi,−Mi(i ∈ [1,m]) are QMR
∗(3, 3, 3)s the sum of
the (i (mod 3), (h − i) (mod 3))-entries of the blocks Ad0−1,d0+1, Ad0,d0 , Ad0+1,d0−1 is zero by
(iii), (iv), (v).
If (s0, t0) 6∈ V4,1∪V4,2 then the sum of the (i (mod 3), (h− i) (mod 3))-entries of the blocks
As0,t0 and At0,s0 is zero by (vi). The proof is completed.
Theorem 3.3. Let n ≡ ±3 (mod 18) and m = (n2 − 171)/54. If there is an Lk4,m then there is
an ASMS(n).
Proof. Let n and m be as assumption. Suppose that there is an Lk4,m. Let Ti = (xi, yi, zi)(i ∈
[−m,m]) be the ordered triple defined as (i) and let M0,Mi,−Mi, i ∈ [1,m] be the 2m + 1
QMR∗(3, 3, 3)s defined as (ii). The element set of the matrix A under the above construction is
exactly [−λ, λ]. We now prove that A is an ASMS(n).
The blocks As,t with (s, t) ∈ [1, 4] × [1, 4] form a QMR
∗(12, 12) by using direct calculation
and (III). The blocks As,t with (s, t) ∈ [1, 2] × [5, w] form a QMR
∗(6, n − 12) by (I), and the
blocks As,t with (s, t) ∈ [5, w] × [1, 2] form a QMR
∗(6, n− 12) by (II). Combining with (III) we
know that A is a QMR∗(n, n). The sum of the first six elements 17,−17, 14,−14,−11, 11 in the
main diagonal of A from the upper left to the lower right is zero. Combining with (IV) the main
diagonal of A has zero sum. The first six elements of back diagonal of A from upper right to
lower left are −9xw−4 − 4, 9yw−4 − 3, 2− 9yw−4, 9zw−5, −9zw−5 − 1, 9xw−5 + 3, and the last
six elements are 9xw−4 − 2, −9yw−4, 9yw−4 + 1, −9zw−5 − 3, 9zw−5 + 4, 3− 9xw−5. The sum
of the above 12 numbers is 0. Combining with (V) the back diagonal of A has zero sum. Thus
A is an MS(n).
Now we prove that A contains a GMS(k) for 3 ≤ k ≤ n − 2. Since M0,2 is a GMS(3),
Aw−1,w−1 is a GMS(3) by (iii). The matrix (aij) with (i, j) ∈ [1, 4] × [8, 11] is a GMS(4) by
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direct calculation. Let C = (aij), i, j ∈ [1, n − 3]. Then C is a GMS(n − 3). In fact, the matrix
(aij)(i, j ∈ [1, 12]) is a QMR
∗(12, 12) with its main diagonal having zero sum. By (I)-(IV) C is a
QMR∗(n− 3, n− 3) with its main diagonal having zero sum. For the n− 3 elements in the back
diagonal of C, Qw−5 has three elements, 9xw−5−2,−9yw−5, 9yw−5+1. Qw−6 has three elements,
−9zw−6 − 3, 9zw−6 + 4, 3 − 9xw−6. Pw−5 has three elements −9xw−5 − 4, 9yw−5 − 3, 2 − 9yw−5.
Pw−6 has three elements 9zw−6,−9zw−6 − 1, 9xw−6 + 3. The sum of the above 12 elements is
zero. Combining with (V) we know that the sum of the elements of the back diagonal of C is
zero. So, C is a GMS(n− 3).
Let h ∈ [5, n − 2] \ {n− 3}. We have
(1) if h ≡ 0 (mod 3) then the matrix (aij)h×h with (i, j) ∈ [7, 6 + h]× [7, 6 + h] is a GMS(h);
(2) if h ≡ 1 (mod 3) then the matrix (aij)h×h with (i, j) ∈ [3, 2 + h]× [3, 2 + h] is a GMS(h);
(3) if h ≡ 2 (mod 3) then the matrix (aij)h×h with (i, j) ∈ [5, 4 + h]× [5, 4 + h] is a GMS(h).
In fact, for the case (1), h ∈ {6, 9, · · · , n − 6}. By (III)-(V) (ai,j) with (i, j) ∈ [7, 6 + h] ×
[7, 6 + h] is a GMS(h).
For Case (2), h ∈ {7, 10, · · · , n−2}. Let B(h) = (aij)h×h where (i, j) ∈ [3, 2+h]× [3, 2+h].
It is readily verified that B(h) is a GMS(h) for h = 7, 10 by using direct calculation together
with properties (III) and (IV). Let h ≥ 13. By direct calculation we have
∑12
j=3 ai,j = 0, i ∈ [3, 6]
and
∑12
i=3 ai,j = 0, j ∈ [3, 6]. Combining with (I)-(III) we know that B(h) is a QMR
∗(h, h). The
first four elements of the main diagonal of B(h) from upper left have zero sum. By (IV) we know
that the main diagonal of B(h) has zero sum. Now we check the back diagonal of B(h). Note
that h ≥ 13. The first four elements and the last four elements of the back diagonal of B(h)
from the upper right to the lower left are −9zf , 9xf +2,−9xf −3, d1, d2, 9xf −3, 4−9xf , 9zf +3,
where f = h−103 . If h ≥ 16 then d1 = 1 − 9yf−1 and d2 = 9yf−1 − 4. The sum of these eight
numbers is zero. If h = 13 then d1 = 6 and d2 = 7. The sum of these eight numbers is 16. But
the remaining five elements are −13,−9,−16, 13, 9, which have the sum −16. Combining with
(V) we know that the back diagonal of B(h) has zero sum for h ∈ [13, n−2] and h ≡ 1 (mod 3).
Thus B(h) is a GMS(h).
Now we consider Case (3). Clearly, h ∈ {5, 8, · · · , n − 4}. Let E(h) = (aij)h×h, where
(i, j) ∈ [5, 4 + h] × [5, 4 + h]. It is readily verified that E(h) is a GMS(h) for h = 5, 8 by using
direct calculation together with properties (III) and (IV). Let h ≥ 11. By direct calculation
we have
∑12
j=5 ai,j = 0, i ∈ [5, 6] and
∑12
i=5 ai,j = 0, j ∈ [5, 6]. Combining with (I)-(IV) we
know that E(h) is a QMR∗(h, h), and the main diagonal of E(h) has zero sum. The first two
elements and the last two elements of the back diagonal of E(h) from the upper right to lower
left are 4 − 9yf , 9zf + 1,−9zf − 4, 9yf − 1, where f =
h−8
3 . The sum of the four numbers is
zero. Combining with (V) we know that the back diagonal of E(h) has zero sum. Thus E(h) is
a GMS(h). Therefore A is an ASMS(n). The proof is completed.
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Example 2 Following the 4 steps above we get an ASMS(21) below.
17 203 −25 29 −196 200 −208 194 −214 198 −178 −20 136 −96 −40 163 −114 −49 145 −87 −58
−203 −17 25 −29 196 −200 208 −194 214 −198 178 20 −136 96 40 −163 114 49 −145 87 58
−22 22 14 211 −207 191 −219−183 193 −209 199 10 −97 −38 135 −115 −47 162 −88 −56 144
30 −30 −211 −14 207 −191 219 183 −193 209 −199 −10 97 38 −135 115 47 −162 88 56 −144
−23 23 215 −215 −11 −212 204 205 −186 216 −210 −6 −39 134 −95 −48 161 −113 −57 143 −86
26 −26 182 −182 212 11 −204−205 186 −216 210 6 39 −134 95 48 −161 113 57 −143 86
220 −220−184 184 −217 217 −5 181 −176 −18 −13 31 73 −157 84 37 −139 102 55 −148 93
188 −188 179 −179−190 190 −213 21 192 −9 28 −19 −156 85 71 −138 103 35 −147 94 53
−185 185 −195 195 206 −206 218 −202 −16 27 −15 −12 83 72 −155 101 36 −137 92 54 −146
177 −177 189 −189−180 180 18 13 −31 78 76 −154 46 −166 120 −73 157 −84 64 −175 111
−201 201 −197 197 187 −187 9 −28 19 74 −153 79 −165 121 44 156 −85 −71 −174 112 62
−24 24 8 −8 −7 7 −27 15 12 −152 77 75 119 45 −164 −83 −72 155 110 63 −173
−133 133 100 −100 33 −33 −151 81 70 −46 166 −120 −78 −76 154 105 67 −172 127 −4 −123
99 −99 32 −32 −131 131 82 68 −150 165 −121 −44 −74 153 −79 65 −171 106 −3 −122 125
34 −34 −132 132 98 −98 69 −149 80 −119 −45 164 152 −77 −75 −170 104 66 −124 126 −2
−160 160 118 −118 42 −42 −37 139 −102 151 −81 −70 −105 −67 172 −129 130 −1 −169 108 61
117 −117 41 −41 −158 158 138 −103 −35 −82 −68 150 −65 171 −106 128 0 −128 109 59 −168
43 −43 −159 159 116 −116−101 −36 137 −69 149 −80 170 −104 −66 1 −130 129 60 −167 107
−142 142 91 −91 51 −51 −55 148 −93 −64 175 −111 2 −126 124 169 −108 −61 5 −181 176
90 −90 50 −50 −140 140 147 −94 −53 174 −112 −62 −125 122 3 −109 −59 168 213 −21 −192
52 −52 −141 141 89 −89 −92 −54 146 −110 −63 173 123 4 −127 −60 167 −107−218 202 16
.
The underlined are a GMS(3) and a GMS(4). One can easily find the GMS(k) for 5 ≤ k ≤ 19
by Theorem 3.3.
Theorem 7.2 in [10] provided the following.
Lemma 3.4. ([10]) There exists an Lk4,m whenever (m,k) ≡ (0, 1), (1, 0), (2, 0), (3, 1) (mod (4, 2)),
on condition that m ≥ 5 and m2 (7−m) + 1 ≤ k ≤
m
2 (m− 3) + 1.
Theorem 1.1 There exists an ASMS(n) for n ≡ ±3 (mod 18).
Proof. The necessary condition for an ASMS(n) to exist is n ≥ 5 by definition. Let n ≡ 3, 15
(mod 18). An ASMS(15) was given by Abe ([1]). For n ≥ 21, let m = (n2 − 171)/54, then
m ≥ 5. Denote n = 3(6u ± 1), we have m = 6u2 ± 2u − 3 = 4u2 + 2u(u ± 1) − 3 ≡ 1 (mod 4).
By Lemma 3.4 there exists an Lk4,m for some k ≡ 0 (mod 2). So, there exists an ASMS(n) by
Theorem 3.3. The proof is completed.
Concluding remarks
The existence of an ASMS(n) for n ≡ ±3 (mod 18) is completely solved. To give a complete
solution of Abe’s conjecture 2.12, the following cases should be considered: (1) n ≡ 9 (mod 18);
(2) n ≡ ± (mod 6).
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