For an i.i.d. sequence of random variables with a semiexponential distribution, we give a functional form of the Erd os-Renyi law for partial sums. In contrast to the classical case, i.e. the case where the random variables have exponential moments of all orders, the set of limit points is not a subset of the continuous functions. This re ects the bigger in uence of extreme values. The proof is based on a large deviation principle for the trajectories of the corresponding random walk. The normalization in this large deviation principle di ers from the usual normalization and depends on the tail of the distribution. In the same way, we prove a functional limit law for moving averages.
have been proved in 2] and 11]. The proof of a functional limit law can be based on a large deviation principle in function space. The most renowned example is the proof of Strassen's law of the iterated logarithm based on Schilder's theorem, given in 13]. Under the above assumption, sample path large deviation principles have been derived in 1] and 9], see also 4].
Our goal in this paper is to give functional limit laws for n;m , where the size of k n has to be 
It turns out that the block length k n is of bigger order than log n, and depends on the distribution of Y . The set of limit points of f n;m g or f n g is not a subset of the continuous functions as in 11] . This re ects the bigger in uence of extreme values on the partial sums. The proof is based on a large deviation principle for the trajectories of the corresponding random walk. This large deviation principle does not have the usual normalization: due to the in uence of extreme values, the convergence of 1 n P n j=1 Y j to 0 is slower than exponential in n. is nonincreasing. Let n;m (t) (0 t 1) and n (t) (0 t 1) be de ned as in (1) and (2).
Let E = fx 2 L 
The following theorems are our main results. Theorem 1. Assume 0 < r < 1. The distributions of (Z n ) satisfy a large deviation principle on (E; d) with normalization b(n)n r and with the good rate function I. 
Then, for some n o > 0, (i) and (ii) hold P { a.s.
(i) The set f n ; n n o g is relatively compact in (E; d) and the set of its limit points is K.
(ii) The set f n;m ; m = 0; 1; 2 ; : : : ; n ? k n , n n o g is relatively compact in (E; d), and the set of its limit points is K. 
Then, for some n o > 0, (i) and (ii) in Theorem 3 hold P { a.s.
In contrast to the classical case, i.e. the case where the random variables have exponential moments of all orders, the set K of limit points is not a subset of the continuous functions. Note that if r < 1, K contains only pure jump functions, whereas the case r = 1 is the "borderline case" where functions in K can have jumps as well as continuous parts. As a consequence, I andĨ are only nite on nondecreasing functions.
We now proceed as in the proof of Theorem 5.1.2 in 4]. In the next step, we show that the nite-dimensional marginals of (Z n ) satisfy a large deviation principle. b(n)n r log P d(Z n ; Z n ) ] = ?1 :
Observe that Z n = Z n (t 1 ); Z n (t 2 ) ? Z n (t 1 ) ; b(n)n r log P h jZ n (t j ) ?x(t j )j < ", jZ n (t j+1 ) ?x(t j+1 )j < " i = ?1 due to the remark following Let x be nondecreasing, x not a pure jump function. Then there is a nondecreasing pure jump function x 1 and an nondecreasing continuous function x 2 such that x = x 1 + x 2 . Due to the last step, we can nd a sequence ( n ) such that I n (x 2 ) ! 1 for n ! 1, and x is continuous in all points of n , for each n. Then we have I n (x) I n (x ?x 1 ) = I n (x 2 ), and this implies I n (x) ! 1 for n ! 1. 
In particular, the distributions of (Z n ) are exponentially tight in the normalization b(n)n r .
Proof: Note that K L fx 2 E : sup
Then each x n can be identi ed with a signed measure. Let x n = x + n ? x ? n be the Jordan-Hahn decomposition of x n .
Due to Prohorov's theorem, we can nd a subsequence (n j ) such that (x Proof: We have P Z n 2 A] P Z n 2 cl(A)
Since cl(A) T K L is closed w.r.t. the topology of pointwise convergence, the claim follows from Lemma 3 and Lemma 5.
In the next step we prove the lower bound in Theorem 1. Assume for simplicity that x has one jump of height h at t, where 0 < t < 1. Then, for some " = "( ) small enough, P Z n 2 U (x)] P Z n (t ? ") "; h < Z n (t + ") ? Z n (t ? ") < h + "; Z n (1) ? Z n (t + It remains to show that I has the desired properties.
Lemma 8. I is lower semicontinuous and has compact level sets.
Proof: To see that I has relatively compact level sets, note that for each c > 0, there is L = L(c) such that fx : I(x) cg K L , and it was shown in Lemma 5 that K L is compact, for each L.
Assume d(x n ; x) ! 0. We have to show that I(x) lim n I(x n ). Without loss of generality, we can assume I(x n ) < 1, for each n. We can then identify x n ; x with distribution functions where x n (s) ?! n!1 x(s) if x is continuous in s. In fact, lim n I(x n ) = 1 since we know that I(x) = 1 in this case.
(ii) Assume x is discrete, with countably many jumps. There is a = (t 1 ; t 2 : : : ) such that x and each x n are continuous in each t i . Then I(x) = I (x) and I(x n ) = I (x n ), for all n. We conclude I(x n ) ! I(x).
The general case is easy from (i) and (ii).
The theorem now follows from Lemma 6, Lemma 7 and Lemma 8.
Proof of Theorem 3
Proof of (i): Let > 0. cd + ". We will prove that, with probability 1, n 2 K c only for nitely many n. We apply Theorem 1 to get
for n large enough. The claim now follows by applying the Borel-Cantelli lemma.
2. Let x 2 K. We will show that with probability 1, ( n ) has a subsequence ( n j ) converging to x.
We can assume w.l.o.g. that I(x) < Since n j ; j = 1; 2 ; : : : ; are independent for j large enough, the claim follows by applying the Borel-Cantelli lemma.
Proof of (ii):
1. We show that, with probability 1, there are only nitely many n such that n;m 2 K c for some m 2 f0; 1; 2 ; : : : ; n ? k n g. Choose > 1. Then, ?1 > 1 for = 1 + " 3 . Going back to the proof of (i), we have P n;m 2 K c for some m 2 f0; 1; : : : ; n ? k n g] nP n;1 2 K c ] n 1 n ;
where we used (16) in the last inequality. Let n j = j ]. Then we have 
To pass from the subsequences (n j ) to the sequence n, we use the following analytical lemma which plays the role of Lemma 1.20 in 13].
Lemma 9. Let K and ( n;m ) be de ned as in Theorem 3. Assume that for each > 1 and where we used k N k n k n]+1 k n :
2. As in the proof of (i), one can show that, with probability 1, for each x 2 K there is an independent subsequence ( n j ; m j ) converging to x. Let Z n be de ned as in ( .
