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Abstract 
The paper gives an explicit expression for the expectation of the maximum attainable 
fraction of served customers in the long run for the single-server loss system 
GI/GI1/0, under the assumption of perfect information regarding the sequences 
{X,, i = 1, 2, - - - } and {Yi, i = 1, 2, ..--- } of interarrival times and service times, 
respectively. A heavy traffic result for this fraction is obtained for the system 
GI/M/1/0. The general result is based on an analysis of the random interval graph 
corresponding to the random intervals {[Ti, T1 + Y), i = 1,2,... }, in which { I} 
denotes the sequence of arrival epochs. 
STABLE SET; SINGLE-SERVER LOSS SYSTEM; OPTIMISATION 
Introduction 
Consider a single-server loss system with renewal input {Xi, i = 1, 2, .-. } and 
generally distributed service times { i, i = 1, 2, - - - }, where Yi is the service time of the ith customer and T, = X1 + X2 + 
'" 
+ 
Xi-_ 
is its arrival epoch (T1 = 0). Both 
families of random variables are assumed to be independent, and EX, and 
EYi 
are 
finite. The intervals {[T, T7 + Y1)} represent the service intervals required by 
successive customers. 
Suppose one wants to control the admission to the system in order to maximize 
the throughput of the system in the long run. Every time a customer arrives when 
the server is idle one can decide whether or not to accept this customer, given the 
state information. Using an on-line control the decision depends on the available 
information brought in by the arriving customer. If his service time is unknown to 
the controller the best one can do is to accept him, leading to the classical GI/G/1/0 
loss system. On the other hand, if the service times are known to the controller the 
optimal input control is a critical number policy. In fact, this optimisation model is a 
special case of the well-known streetwalker's dilemma introduced by Lippman and 
Ross, see Ross [6], which can be analysed using semi-Markov decision theory. In 
Nawijn [5] we consider the case in which the controller has partial information over 
the future, in particular, it is assumed that at each arrival epoch Ti(wo), the service 
time Y(wo) of the present customer and the arrival epoch T,,1(o) and the service 
time Yi+l(w) of the next customer are known. Here we consider the extreme case 
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946 WIM M. NAWIJN 
that one has perfect information about the future, that is one exactly knows the set 
{[Ti(w), Ti(w) + Yi(o)), i = 1, 2, - - - } of service intervals. 
Let Z,(ow) be the maximum number of customers that can be served among the 
first n arriving customers under perfect information. We will investigate the limiting 
behaviour of the random variable Z,/n as n --* oo. Its expectation gives the maximal 
attainable fraction of served customers for the GI/G/1/0 system and acts as an 
upper bound for any system with partial information, for which no explicit results 
exist. The analysis of the random variable Z, exploits an equivalence relation 
between the GI/G/1/0 system and a random interval graph. Based on the family of 
random service intervals a random interval graph Go, is defined with vertex set 
N = {i: i = 1, 2, - 
-... 
} corresponding to the intervals, such that (i, j) is an edge in Go, 
if the two corresponding intervals intersect. By G, we denote the random interval 
graph on the vertex set {1, 2, ... , n} corresponding to the first n arriving 
customers. A stable set of a graph is a set of mutually non-adjacent vertices, i.e. 
there is no edge connecting any two vertices in this set. Clearly, a stable set 
corresponds to a set of schedulable customers without service conflicts. Hence, the 
random variable Z, is equivalent to the cardinality of a maximum stable set of G,. 
In the next section we give an analysis of the random graph G, and determine, 
among other things, the limiting distribution of Z,/n. In the last section we consider 
the system GI/M/1/0 in heavy traffic. 
1. The random interval graph 
We first introduce some notions and results from the theory of interval graphs, 
which can be found in e.g. Golumbic [4]. Let H = (V, E) be a (deterministic) 
interval graph with vertex set V, IVI = n, and edge set E. Let Adj (v) = {u E 
V (u, v) E} denote the set of neighbours of a vertex v. An ordering a = 
(jIl, j2,' ., jn) of the vertices of V is called a perfect elimination scheme for H if for 
each ji E V the vertices in the set Fj = {Ijk e Adj (j') j k > i} are mutually adjacent, 
that is the induced subgraph on Fj, is a clique. Observe that a clique corresponds to a 
set of service intervals having a common non-empty intersection. The algorithm to 
find a maximum stable set {v1, 
VE2,--, -, v 
) V, given a perfect elimination scheme 
a, is specified recursively as follows: v, = a(1); vi= a(ki_1) where ki-l= 
min {j: a(j) j UfI' TF_}, 2 5 i 5 t - 1, and v, is such that all vertices in a following v, 
are elements of U'==1 Fv,. The fact that the algorithm simultaneously generates a 
stable set of cardinality t and t cliques {v1} U F,,, {v2} UF,2,..., {vt 
U•F, covering all the vertices of H proves that the stable set has maximum cardinality 
(and that the clique covering uses the minimum number of cliques). 
Now let a realisation of the service intervals {[T(w), ?7(w)+ Y(w)), r= 
1, 2, 
... } be known and let G,(co) be the interval graph representation of the first n 
intervals. To determine the maximum stable set of G,(w) one needs an elimination 
scheme. Although several such schemes exist the best one serving the analysis is 
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a = (jI, j2," . y, jn) generated by ordering the corresponding 
intervals according to 
increasing values of T(co) + Y(o). It is readily verified that this is indeed a perfect 
scheme. To analyse Zn let us introduce the random variables 
v(1) = argmin {T I+ Y1, i = 1, 2, . * * , n}, Dn = Irv(l)I + 1. 
Observe that Dn equals the number of intervals intersecting the interval 
[Tv(1), T (1)+ Yv ()) plus 1, that is the cardinality of the clique Fv(l) U {v(1)}. In 
terms of our loss system Dn,- 1 counts the number of customers having service 
conflicts with customer v(1) having the earliest possible service completion time. 
Let 
Pr {Xi. • t} = A(t), Pr {Y! - t} = B(t), t 0, 
with A(O+) = 0 and B(O+) = 0. 
Theorem 1. Let Si = E'j=1 X, i?- 1, then 
Pr {DDn =j} = 
E{B(Ss) [1- B(S)] 
1 j-n- 1, 
(1) 
Pr {Dn,= n} = EIH [1- B(SI)] , 
the empty product being 1 by definition. 
Proof. We start by considering the simultaneous distribution of v(1) and Dn. First 
observe that Pr {v(1) = k, Dn = j} = 0 if j < k, since {v(1) = k} implies that the first 
k - 1 intervals intersect the kth interval, thus, we necessarily have j 
- 
k. Let us 
assme that 1 
- 
k 
- 
j 
- 
n - 1. Observe that 
Pr {v(1) = k, Dn =j Pr [ {+ Y>Tk +Yk} n {{Ti < Tk+Yk i=1 i=k+l 
(2) fn { T+ Y,> Tk+ Yk } flk + TkYk } 
Pr[F {1 >Yk+Sik1 k-Ski 
i=1 i=k+l 
n <kj-1 < n {Sk,j Yk 
where for notational convenience we write Si = E• 
r=Xr. 
By the independence 
assumptions we have that 
Pr {v(1)= k, D, =j I X =x 
*,-", 
X Y =x; Yk =y} 
k-1 
(3) = H [1 - B(y + Si,k-1) [1 - B(y - Sk,i-1)I i=1 i=k+l 
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for Sk,j-1 < y < Skj, with si,j = xi + - - - + x,. Hence, 
j 00 s00 Sk,j k-1 
Pr {D,,,=j} 
.= ... 
J [1- B(y + Si,k-1)] 
k=1i=0 xy=0 =sk,j-1 i=1 
(4) x I [1 - B(y - Sk,i-l) dB(y) dA(x1) ... dA(x) i=k+l 
d f f Jk1(Xl, ''', xj) dA(xl1) dA(x). k=1 =0 xj=0 
Now consider Jj, which is given by 
(5) J = 1 [1 - B(y + si,j-l)] dB(y), O i=1 
noting that empty products equal 1 and empty sums equal 0. Using integration by 
parts, one obtains 
j-1 fj-1 
4, = B(x) 1I7 [1 - B(si,j)] - B(y) d, H [1 - B(y + sij-)] i=1 0 i=1 
Since 
j-1 j-1 j=1 
(6) dy I [1 - B(y + s,i-l)] = -E [1 - B(y + Sr,j-1)l dyB(y + si,j-) 
i=1 i=1 r=1 
it follows that 
j-1 
j-X1j•-1 J = B(x,) H [1 - B(si,j)] + E f J[1 - B(y + Sr,-1)lB(Y) dyB(y + si,-_l). i=1 i=1 0 r=1 
r i 
Introducing the new integration variable u = y + si,j-1, we obtain 
j-1 
J. 
= B(x;) f [1 - B(si,j)] (7) i=1 j-1 Si-1 ji-1 
+ [1 - B(u + sr,i-)] fl [1 - B(u - Si,r-)]lB(u - si,-1) dB(u). i=1 sj-j r=1 r=i+l 
Substituting (7) into (4) shows that 
j j-1 
> Jk(Xl, x2,' '' , x)= B(xj) 7 [1 - B(s,j)] k=l i=1 
j-1( skj k-1 j-1 
+E J [1 - B(y + sr,k-1)]H [1 - B(y - Sk,r-)] dB(y). 
k=1 k,j- r=1 r=k+1 
Again consider the last term k = j - 1 of the sum on the right, now given by 
s5j-,j j-2 J H [1 - B(y + Sr,j-2)] dB(y). 
-1,j-1 r=1 
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This integral is similar to Jj in (5). Therefore, the above procedure can be repeated. 
It is straightforward to show in general, using integration by parts and relation (6), 
that 
Sk-1 k-1 
SJk(Xl, '' , xj) = [B(Skij) [- B(si.)] - B(Sk,j-1) 1 [1 - B(sij-1) k=l k=j-m i=1 i=1 
j-m-1 
•skj 
k-1 j-m-1 
+ [1 - B(y + Sr,k-1) -m-[1 - B(y - Sk,r-1)] dB(y) k=1 sk,j-1 r=1 r=k+l 
which finally leads to 
Tk-1 k-1 
1k= B(sk,) [1- B(Si,j)- B(Ski-1) [1- 
.B(s,j1)]- k=1 i=1 i=l1 i=1 
In order to express Pr {D, = j} in its simplest form we rewrite this expression by 
collecting all terms containing the factor B(sl,;): 
ik = B(S,j) 1 - B(Sr+l,j) If [1- B(Si+1j k=l r=1 i=1 
j-2 rj-2 r 
+ 
B(Sr+2,j) [1- B(si+,,))l- E B(Sr+,j-1) [1- B(si,j,)l. r=O i=1 r=O i=1 
Observe that the last two sums. on the right can be expressed as f(x2, x3,'., xj) 
and f(xl, x2, 
" 
,x xi-1), respectively. So, since the random variables {X,} are 
identically distributed, we obtain after taking the expectation with respect to the 
underlying probability distribution, see (4), 
J-1 ji-1 
(8) Pr {D, =j} = E[B(S1,) {1 -> B(Sj-r+l,j) [1 - B(i)] r=1 i=r+l 
The partial sum Sii= jr=jXr 
may, however, be replaced by a partial sum 
S-i+ =X1 + - - - + Xj-i+I, since the random variables Xi are exchangeable. It is 
easily proved by mathematical induction that 
H [1-ajl =1a - a I [1-as]. i=l i=l j=i+l 
Application of this relation to (8) proves our assertion, where Pr {Dn = n} is 
obtained from the normalising condition. 
It should be noticed that the probabilities Pr{Dn=j}, }1 j <n- 1, are inde- 
pendent of n. Moreover, observe that the event {D=j}, 1 j n - 1, is 
independent of events defined in terms of the random variables {X. , i = j + 1, 
... , n - 1} and {Yi, i=j+l, .. , n}, as can be inferred from relation (2). 
Hence, D, + 1 acts as a stopping time, which suggests to analyse the cardinality of a 
maximum stable set Z, of the random graph G, through the use of the theory of 
discrete-time renewal theory. 
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Let { U,, i = 1, 2, - - - } be a sequence of discrete-valued i.i.d. random variables 
having probability distribution {pj, j = 1, 2, ... }, defined by 
(9) pj= EB(Sj) [1 - B(Si), j = 1, 2,. 2 . i=1 
Apparently, we have Pr {D,, = j} = Pr { U, = j} as n - oo. Recalling the algorithm to 
determine a maximum stable set, we have the following interpretation of Z,, in terms 
of the renewal sequence { U,}: 
Z,,=1+max {i: Uk<n, 
i >O} Uo=0, k=O 
that is, Z, equals the number of renewals among the time epochs 1, 2, 
..., 
n 
including the initial one at time 1. Moreover, if {v(i), i = 1, 2, - - - } denotes the 
stable set generated by the perfect elimination scheme for G., then { Ui, i = 
1, 2, 
... 
-- corresponds to {I{v(i)} Ut ,(i)I, i = 1, 2, ... }, the cardinalities of the 
cliques generated by the elimination scheme. 
In terms of the service system the customers {v(i)} to be admitted to the system 
are generated recursively as follows: v(i) is the customer with earliest possible 
service completion among the customers having no service conflicts with customer 
v(i - 1); Ui counts customer v(i) plus the number of customers having service 
conflict with v(i), that arrive after the service completion of customer v(i - 1). 
From renewal theory we have the following main result, see for example Feller 
[1], p. 297. 
Theorem 2. If E j2p1 < oo, then 
1 19 00 
00 
lim- EZn• 
4 
1jpj = E[1- B(Sj)] n--oo n 1 + 0' 1 j=1 
1 v d lim Var (Z,) V= 
vd 
Var U, 
n--o n (1 + )3' 
lim Pr 
-n/( + ) x= (x) 
nli Pr I(vn)1/2(1 + 0)-3/2 
where 4( ) denotes the standard normal distribution. 
It is interesting to observe that, apart from the interpretation of pi as the 
probability that a clique Fv(i) U {v(i)} in G. contains j vertices, it has also the 
following interpretation. 
Proposition 1. Let i EN be an arbitrary vertex of 
G= 
= (N, E4), then 
p= limPr{(i-r,i)eE0, 
r=1,2,...,j-1;(i-j,i) E0}, j=1,2,***. i----oo 
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Proof. Trivial from (9). 
So, in the long run pj also equals the probability that an arbitrary customer has 
service conflicts with exactly j - 1 of its immediate predecessors. 
Let 
Ft = {j E N I j Adj (i), j > i}, F- = {j E N I j E Adj (i), j < i} 
for i E 
•. 
Observe that F' consists of all customers arriving during [1T, Ti 
+ 
Yi) 
and 
F- consists of all customers j arriving prior to customer i such that T7 + YJ > T. 
Proposition 2 
(a) qj4 Pr {(FI =j} = E{B(Sj+1)} - E{B(S)}, j = 0, 1, ? ? ? ; 
(b) r E E{IFtI} = l E[1 - B(Sj)] = E{M(Yi)} < oo, j=1 
in which M(.)= C=1 AJ*(") 
is the renewal function pertaining to {X,, i = 1, 2, 
. 
}; 
(c) lim E{jFFI} = 7= E{IFtI}. i---- 
Proof. Since F+ corresponds to all intervals with left endpoints in the interval 
[T1, T + Yi), it follows that 
qj= Pr {Sj < t Sj+} dB(t) = E{B(Sj+1)} - E{B(Sj)}. 
Part (b) follows from 
7 = E E qj = I E[1 - B(Sj)] i=1 j=i j=1 
since Si--- oo (a.s), as i--) oo and the last expression can be written as 
f = Ai*(t) dB(t) = M(t) dB(t) = E{M(Y=)}, 
in which Aj*(.) denotes the j-fold convolution. 
The finiteness of j is an easy consequence of the finiteness of EX, and EY. 
To prove (c), notice that 
i-i1 i-i1 
E{IFTi} = 1 E[1 - B(S,_)] = E[1 - B(Sj)]; j=1 j=1 
the assertion therefore follows from part (b) by letting i- oo. 
We briefly discuss another scheme (referred to as the on-line scheme) to generate 
a stable, but not necessarily maximum, set in G0. This scheme t = (t(1), T(2), ? ? ? ), 
which actually characterises the customers served in the classical GI/G/1/O0 system, 
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is recursively defined as follows: 
r(1) = 1, r(i)= min {jE N: jF IF-1)}, i;2. 
It is not difficult to see that {r(i), i = 1, 2, 
... 
} is a stable set. Let C, = {r(i)} U 
F+(, ii 1, then the random variables {JICi, i= 1, 2, - - } form a renewal sequence 
with lifetime distribution {q-1, j = 1, 2, 
- - - }. If Z* denotes the cardinality of the 
generated stable set in G,, then 
(10) lim -EZ* = 1/(1 + 7J), = M(t) dB(t). 
n--->m n 
n 77 
fo 
giving the fraction of served customers in the long run for the classical GI/G/1/0 
system. 
It should be noticed that 
0 = E I [1 - B(S,)] ~ > E[1 - B(Sj)] = j=1 i=1 j=1 
Observe that the perfect and the on-line schemes a and r coincide (a.s.) if 
Y((o)= 
=-1, 
i = 1, 2, --, therefore, in this case Z* is maximum too, and 0 = tj, 
exhibiting the fact that our optimisation problem makes no sense if the service times 
do not vary. 
2. The system GI/M/1/0 
In this section we consider the system GI/M/1/0 more closely. Let 
B(t) = 1 - e-C, t - O, 0<ft<oo. 
Introducing the Laplace-Stieltjes transform of A(.), 
(11) a(s) = e -st' dA (t), si O, 
we obtain from (9) and (11) 
j-1 (12) pj = [1- a(jp)]l 1 a(ip), j= 1, 2, i=1 
and 
(13) = 
>1 a(ip) j=1 i=1 
and thus 
(14) 
lim-EZ, 
= 1 1 + E 1 (ip) . 
n-+ n j= 1 i=1 
On the other hand, since (cf. Feller [2], p. 442), 
1 = M(t) dB(t) = e-t dM(t) = () > 0 
This content downloaded from 130.89.45.231 on Fri, 11 Dec 2015 12:33:30 UTC
All use subject to JSTOR Terms and Conditions
Random interval graph and maximum throughput rate in the system GIIG/1/0 953 
and we obtain 
(15) lim 1 EZZ* = 1- a(M). n--,= n 
Remark 1. Actually it is straightforward to derived from (3) and (4) for 
exponentially distributed interval lengths 
1 j-1 
Pr {v(1) = k, D, =j= -[1 - a(jp)l] a(ip), k = 1, 2, .. , j, i i=1 
n-1 S (1 (iH), k = 1, 2, 
., 
n, 
n i=1 
which also implies 
1 Pr {v(1) = k I D =j} =, k = 1, 2,..., j. 
For the on-line scheme it can be shown that 
Pr {Z* = 1+ i} 
= [1 - )] ) = 0, 1, , n - 1, 
using the fact that (cf. Proposition 2(a)) 
qj= a•() - ()J+l = [1 - &(()My()M. 
The gain in using perfect information over the normal operation is best exposed 
by considering the systems under heavy traffic conditions. Let the interarrival 
intensity A be fixed, while M tends to zero so that the traffic offered p = A/i tends to 
infinity. First observe that, cf. (15), 
1 1 (16) lim -EZ 1, p 0, n--= n p 
since 1 - a(p)- 
--EXi as M 1 0. 
To determine the asymptotic behaviour EZ,/n as 
n---•, 
we first consider the 
system DIM/1/0. Since in this case a(s) = e-sx, (13) yields 
(17) 6 = 0 e-/ P= Eexp j(j+ 1) 
, j=1 i=1 j=1 2p 
Lemma 1 
(18) h(s) 
= exp - j(j + S1) - s 1 0. 
Proof. Observe that 
h(s)= exp 
s-j(j+l =• exp s-j(j+l , s>O. j=o 2 2 
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By Jacobi's imaginary transformation for theta-functions (see [7], p. 476), the series 
on the right equals 
h(s)= 2= - exp - + - S > 0. 
Sj=-- 
s 4i 
Hence, 
h(s) = - esi?81 + 2 exp 
- 
rj2 2cos j 
and the assertion follows by letting s 1 0. 
Since 1 + 0 = h(p-1), the heavy traffic result for the system DIM/1/0 follows 
from (14) and (18), with s = p-1 
Corollary. For the system DIM/1/0 
1 2 A (19) lim - EZ, - -, p = - --oo. 
n--oo n p rp 
As it turns out relation (19) holds more generally. In order to show that it also holds 
for the system GI/M/1/0 we need two preparatory lemmas. 
Lemma 2. Let f (s) = 
ao(s) - e-•/ , s 
- 
O, where EX, = 1/A. The function f satisfies 
(a) f(s) O 0, s> 0 
(b) 0 5 max f (s) 5 6 = A(1/A - 0) < 1. 
s ?0 
Proof. By Jensen's inequality (see Feller [2], p. 151), 
a(s) = E exp ( - sX,) ; exp( - s/A), s> 0 
implying that f (s) 
- 
0. 
Observe that f(0) = 0 and f(s) 0 if s -- oo. It is well known that a(s) and e-•' are 
completely monotone decreasing functions both strictly less than 1 for s > 0. Hence f 
must attain a global maximum strictly less than 1. In fact we have 
f(s) = (e-st - e-s/A) dA(t) + (e-s' - es-/A) dA(t) _A 
- 
O A<1. 
Lemma 3. There exists a finite non-negative constant K such that 
h(s) :0 = 1 + [I a(is) 
- 
h(s) + K, s > 0. 
j=1 i=1 
Proof. Assuming EX, = 1, Jensen's inequality gives 
1+• H a(is) 1+ E exp -s iX,) expI - 
s 
j(ji+1) j= i=1 j=1 1 j=al 
which proves the first inequality. 
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Next consider the difference 
1 + E 71 (is) - exp -j(j + 1) =E iI 1[a(is) - e-] j=1 i=1 j=0O 2 j=1i=1 
= Hf (is) j=1 i=1 
6 
j=1 i=1 1-6 
by virtue of Lemma 2, and the proof is complete. 
Now from the Lemmas 1 and 3 we immediately have the following result, 
recalling Theorem 2 and (13), and taking s = 1/p. 
Theorem 3. Let p = A/I, then for the system GI/M/1/0 
1 1 2 
lim - EZ, 
= 
1 , p -> 00. 
n--- 
n 1+ 7r p 
It should be observed from Lemma 3 that h(p-') provides a lower bound for 1 + 0, 
expressing the fact that the system DIM/1/0 is the best among all GI/M/1/0 
systems in achieving a high throughput rate. In the case of the usual (on-line) 
operation of a GI/M/1/0 system under heavy traffic conditions, the fraction of 
served customers behaves as p-, p-- oo, see (15), which is to be contrasted with 
O(1/V ) attainable with perfect information. 
Table 1 illustrates for the systems M/M/1/0 and DIM/1/0 the behaviour of the 
fraction of served customers as a function of the offered traffic p under the usual 
(on-line) operation and under perfect information. The gain from perfect informa- 
TABLE 1 
The fraction of served customers 
M/M/1 DIM/1 
p on-line perf. on-line perf. (2/(.rp))/2 
0-2 0-833 0-845 0-993 0-993 
0.5 0-667 0-709 0-865 0-879 
0-8 0-556 0-624 0-713 0-763 
1.0 0-500 0-582 0-632 0-704 0-798 
2 0-333 0-456 0-393 0-530 0-564 
3 0-250 0-388 0-281 0-442 0-461 
4 0-200 0-345 0-221 0-387 0-399 
5 0-167 0-314 0-181 0-348 0-357 
8 0.111 0-255 0-118 0-278 0-282 
10 0.091 0-231 0-095 0-249 0-252 
20 0-048 0-168 0-049 0-177 0-178 
50 0-020 0-109 0-020 0-113 0-113 
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tion is small for light traffic, i.e. small p, since there are almost no service conflicts 
between customers. In fact, when - oo, it is readily verified from (14) that 
1/(1 + 0)-- 1- a(M))= 1/(1 + r), cf. (15). 
Remark 2. Although it is outside the scope of the present paper, it is interesting 
to point out a result obtainable from the above lemmas. In [3] the asymptotic 
behaviour of M(t) = E=1, Pr {XI + 2X2 + -- + jXj 
_ 
t}, t- oo, has been obtained in 
the exponential case by several authors, showing that MQ(t)-V2At. Stam (personal 
communication) actually shows that this holds more generally, provided EX' < oo. 
Observing that 0 is essentially the Laplace-Stieltjes transform of M(t) and noting 
that M(t) is non-decreasing, it follows from the Lemmas 2 and 3 and a Tauberian 
theorem for Laplace-Stieltjes transforms (cf. Widder [8], p. 192], that MI(t)- 2-,t, 
t-- 00, under the sole assumption EX, < oo. 
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