We introduce a multiscale scheme for sampling scattered data and extending functions dened on the sampled data points, which overcomes some limitations of the Nyström interpolation method. The multiscale extension (MSE) method is based on mutual distances between data points. It uses a coarse-to-ne hierarchy of the multiscale decomposition of a Gaussian kernel. It generates a sequence of subsamples, which we refer to as adaptive grids, and a sequence of approximations to a given empirical function on the data, as well as their extensions to any newlyarrived data point. The subsampling is done by a special decomposition of the associated Gaussian kernel matrix in each scale in the hierarchical procedure.
Introduction
Many dimensionality reduction methods embed a given data from a metric space, where only the distances between the data points are given, into a lower dimension (vector) space where the data is analyzed. * Amir Averbuch, e-mail: amir@math.tau.ac.il, Tel: +972-54-5694455, Fax: +972- Dimensionality reduction by Diusion Maps [5] is a typical example. First, a diusion operator is formed on the data. Then, by spectral decomposition of the operator, a family of maps {Ψ t } t>0 from the data into Euclidean spaces is produced. The Euclidean distances between the embedded data points approximate the diusion distances between the data points in the genuine metric space, i.e. it becomes the transition probability in t time steps from one data point to another. A spectral decomposition of large matrices, whose dimensions are proportional to the size of the data, has high computational costs.
Especially, this procedure can not be repeated frequently when data is accumulated over time. To avoid repeated application of such procedure, an extension method is required, which is called an out-of-sample extension.
The Nyström method [1, 13] is vastly used for an out-of-sample extension in dimensionality reduction methods. It is a numerical scheme for the extension of integral operator eigenfunctions. It nds a numerical approximation for the eigenfunction problem where φ is an eigenfunction and λ is the corresponding eigenvalue. Given a set of equidistant points {x j } n j=1 ⊂ [a, b] , Eq. 1.1 can be approximated by a quadrature rule to become b − a n n j=1
G(x i , x j )φ(x j ) = λφ(x i ).
Then, the Nyström extension of φ to a new data point x * iŝ φ(x * )
G(x * , x j )φ(x j ).
(1.2) If G is symmetric, then its normalized eigenfunctions {φ i } n i=1 constitute an orthonormal basis to R n . Thus, any vector f = [f 1 f 2 . . . f n ] T , (f j = f (x j ) , j = 1, . . . , n) can be decomposed into a superposition of its eigenvectors f = n i=1 f T · φ i φ i . Then, the Nyström extension of f to x * becomes
3)
The Nyström extension method is strongly related to a Gaussian process regression (GPR) [14] , which is an extension method in the eld of statistical inference. The n observations {f 1 , f 2 , . . . , f n } are considered as a sample from some multivariate (n-variate) Gaussian distribution. Very often, it is assumed that the mean of this Gaussian distribu-tion is zero. The observations are related to each other in these cases by the covariance function g. Thus, the conditional distribution of f * given f is 4) where N (µ, σ) is the normal distribution whose mean and variance are µ and σ, respectively, 6) and
As a consequence, the best estimate for f * is the mean of this distribution 8) and the uncertainty in this estimation is captured by its variance
Note that Eqs. 1.2 and 1.3 are equivalent to Eq. 1.8.
In the eld of geostatistics, where the Nyström extension is better known as Kriging, the covariance between any pair of observations is usually related directly to the geological nature of the data [11, 15] , as opposed to our setup, where data comes from an unknown physical phenomenon.
When the covariance is unknown, an articial covariance function has to be chosen.
A Gaussian covariance is a popular choice as the covariance function, and it is given by 10) where · constitutes a metric on the space. The corresponding covariance (anities) matrix is
Under this choice, if x ≈ x , then g (x, x ) approaches the maximum, which means that f (x) is nearly perfectly correlated with f (x ). The vise-versa is also true: if x is distant from x , we have g (x, x ) ≈ 0 instead, i.e. the two data points cannot see each other. For example, during interpolation at new values, distant observations will have negligible eect. The eect of this separation will depend on the length parameter . A too large will result in ill-conditioned (i.e. numerically singular) covariance matrix, as proved in Section 3. On the other hand, due to Eqs. 1.8 and 1.9, interpolation with too small can be done only in a very small neighborhood of D, otherwise, the variance in Eq. 1.9 from a statistical point of view reaches near its maximum, and f (x) ≈ 0. The Nyström extension scheme has three signicant disadvantages: (a) Diagonalization of G costs O(n 3 ) operations ( [9] ). (b) G may be ill-conditioned due to fast decay of its spectrum, and (c) it is unclear how to choose the length parameter since the output is sensitive to the choice of .
We overcome these limitations by using a multiscale approach: we dene a sequence of Gaussian kernel matrices G s , s = 0, 1, . . ., whose entries are A preliminary version of the paper was presented in [2] The paper has the following structure: Section 2 presents related works on (multiscale) data sampling and function extension. In Section 3, we prove that the numerical rank of a Gaussian kernel, which is dened on a dataset in R d , is proportional to the volume of the data. A multiscale scheme for data sampling and function extension is presented in Section 4. Experimental results are given in Section 5.
Related works
A multiscale scheme for scattered data sampling and interpolation is introduced in [8] .
In each scale, Delaunay triangulations is employed to sample the data. Then, using the sampled data, the function (or its residual) is interpolated to the rest of the data points by using a radial basis functions (RBF) technique.
The method of geometric harmonics is introduced in [6] . First, the function, which is dened on a manifold, is decomposed into a superposition of the eigenfunctions of the manifold's Laplace-Beltrami operator. Then, these eigenfunction are extended using the Nyström extension of the eigenfunctions of a sequence of Bessel kernels. It is proved that the extension is optimal in the sense of maximal energy concentration of the data points.
This method is strongly related to the the Kriging method, which was already mentioned in section 1.
3 Numerical rank of a Gaussian Kernel matrix
In this section, we prove that the number of numerically independent columns of a Gaussian kernel matrix (i.e., its numerical rank) is independent of its size. First, we prove it for the unit circle S 1 . Then, we generalize the result to R and R d . To formalize this assertion we will need the following denition:
Denition 3.1. The numerical rank of a matrix K ∈ C m×n up to precision δ > 0 is
where σ j (K) denotes the j-th largest singular value of the matrix K.
3.1
Samples on S
1
In this section, we prove that the numerical rank of a Gaussian kernel matrix, which is dened on the unit circle, is independent of the number of data points while it depends only on the length parameter .
Assume C is an n × n circulant matrix C, whose rst row is γ = (c 0 , ..., c n−1 ). It is denoted by C circ ( γ). The n-th principal root of unity is denoted by ω n = e i 2π n . According to Theorem 3.2.2 in [7] , the eigenvalues of C are
A special case occurs when C is also real and symmetric.
Lemma 3.2. Let C = circ ( γ) be an n × n symmetric matrix, where γ = (c 0 , ..., c n−1 ) ∈ R n . Then, the eigenvalues of C are
In addition, λ j = λ n−j for any j = 1, 2, . . . , n − 1.
Proof. C is symmetric, hence, its eigenvalues are all real. Since γ ∈ R n then by conjugating Eq. 3.1 we get Eq. 3.2. In addition, since ω n n = 1, we get
for any j = 1, . . . , n − 1.
The right hand side of Eq. 3.2 is the discrete Fourier transform (DFT, see [16] ) of
j=0 are n equidistant samples on the unit circle and that C (n) is the associated n × n Gaussian kernel matrix, i.e.
where g was dened in Eq. 1.10 with the arc-length metric |·| S 1 . Due to Bochner's theorem (see [17] ), C (n) is a positive denite matrix. Additionally, C (n) is symmetric, hence, its eigenvalues coincide with its singular values. Therefore, due to Lemma 3.2, the singular values of
whereĝ is the discrete Fourier transform of g , i.e.
Lemma 3.3. Let C (n) be the n × n Gaussian kernel matrix dened by Eqs. 1.10 and 3.4 for a set of n equidistant points on the unit circle. Then, for any > 0
Proof. Due to Eqs. 3.5 -3.7, for any j = 0, 1, . . . , n − 1
In order to compute the quotient in Eq. 3.8, we use the Taylor expansion of cos (tx):
cos (tx) dx =ˆπ
where
By using integration by parts we get
Since the rst term in eq. 3.10 is negative, we get
By substituting Eq. 3.11 into Eq. 3.9 we get
Obviously, the denominator in Eq. 3.8 equals to P 0 . Thus
The last quotient is less than δ if and only if k > 4 −1 ln (δ −1 ). be an arbitrary set on S 1 and let G be the associated Gaussian kernel matrix, i.e.
where g was dened in Eq. 1.10 with the arc-length metric |·| S 1 . Then, for any 0 < δ ≤ 1,
Obviously,
Let C (n) be the Gaussian matrix dened by Eqs. 3.4 and 1.10, which is associated with Θ n . In addition, let P n be the m × n projection matrix on {θ n k } m k=1 , i.e.
where I m is an m × m identity matrix and 0 is an m × (n − m) zeros matrix. Due to Eq. 3.12 and since g is continuous,
or equivalently,
Thus, from Weyl's inequality (see [3] )
As a consequence,
Corollary 3.5. If the dataset lies on a half circle, then the numerical rank of the associated Gaussian kernel matrix is less than 2 −1 ln(δ −1 ) + 1.
Samples on R
In this section, we generalize Proposition 3.4 to an interval in R. We provide an upper bound to the numerical rank of a Gaussian kernel matrix associated with a dataset on the real line. This bound depends on the length of the minimal interval where the data points lie in and on the length parameter . It is independent of the number of data points. For a xed length parameter of the Gaussian, length l of the minimal bounding interval and accuracy δ, the bound is given by the following constant
as Proposition 3.6 proves:
⊂ R, and let G be the associated Gaussian kernel matrix, i.e.
where g is given in Eq. 1.10 with the standard Euclidean norm on R. Then,
Proof. Dene y j x j −a b−a π. Then, y j ∈ [0, π] , j = 1, . . . , n, hence, the Euclidean and the arc-length metrics coincide for {y j } n j=1 . We get 
(3.15) Proposition 3.7 will be proved for d = 2. Generalization to any higher dimension is straightforward. The proof is based on Theorem 4.2.12 in [10] , which states that for any two matrices A ∈ R n×n and B ∈ R m×m the eigenvalues of the mn × mn tensor product
Proof of Proposition 3.7 for d = 2. To simplify the proof, we assume that
where 
As a consequence, In this section, we provide a ner bound for the numerical rank of the Gaussian kernel matrix. For the sake of demonstration, suppose that the data divided into two distant clusters. Then, most of the bounding box contains no data. In this case, it is more accurate to cover the dataset by two bounding boxes.
The conclusion of the present section is that the numerical rank is bounded from above by a constant, which is proportional to the minimal number of cubes whose side length is d/2 , that is required to cover the data.
In order to prove the above, we will need Lemmas 3.8 and 3.9 and Denition 3.10.
Lemma 3.8 provides a criterion for a matrix to have a certain numerical rank. In Lemma 3.9, we prove that the numerical rank of a block diagonal matrix is not bigger than the sum of the numerical rank of its blocks.
Lemma 3.8. R δ (K) ≤ l if and only if there exists a matrix M whose rank is l, s.t.
M is of rank l and K − M 2 ≤ σ l+1 (K). Now, assume that M is a matrix of rank l s.t. K − M 2 < δ K 2 . Then, according to Weyl's inequality (see [3] ), we get 17) where A and B are l × l and m × m matrices, respectively, then
Proof. Let r A = R δ (A) and r B = R δ (B). According to Lemma 3.8, there exist two matricesÃ andB whose ranks are r A and r B , respectively, s.t. A −Ã 2 < δ A 2 and
Obviously, the rank ofK is r A + r B . In addition,
Hence, according to Lemma 3.8, we get that R δ (K) ≤ r A + r B .
Denition 3.10. 
The closureȲ of a connected component Y is a d-dimensional box that contains
Y , whose volume is minimal. This volume is denoted by |Ȳ |. Proof. If c = 1 ,then, due to Proposition 3.6, R δ (G ) ≤ C(|X|, , δ). Otherwise, assume that Y 1 and Y 2 are two connected sets of X and K (1) and K (2) are the associated kernel matrices, respectively. Then, we get
The closure of a dataset X isX
.
In this case, due to Lemma 3.9 and Theorem 3.6, we get R δ (K) ≤ C(|Ȳ 1 |, , δ) + C(|Ȳ 2 |, , δ).
We conclude the present section with Proposition 3.12. It generalizes Proposition 3.11 to the case where X consists of more than two connected components. The proof is the same as the proof of Proposition 3.11 and it is based on the generalization of Lemma 3.9 to any number of blocks. (3.20) where G is the associated Gaussian kernel matrix of Z andȲ j = I (j)
1, 2, . . . , c, i.e., the numerical rank of G is bounded by
4 Multiscale sampling and functions extension
Our goal is to extend f to any data point in R d by a superposition of Gaussians, which are centered at D. Due to Bochner's theorem [17] , the Gaussian kernel G is strictly positive-denite, therefore, theoretically we can use the Nyström extension by:
1. Calculate the coordinates vector c = (c 1 , c 2 , . . . , c n ) T of f in the basis of G 's columns such that
2. Extend f to x * ∈ R d by a natural extension of the Gaussians to x * such that
As proved in Section 3, G may be ill conditioned, i.e., numerically non-invertible. In addition, as previously mentioned, inversion of G costs O (n 3 ) oating-point operations and it is unclear how to choose the length parameter .
From now on we will use a terminology of scales rather than length parameters. Thus, we dene
where s denotes the scale and { s } ∞ s=0 is a decreasing positive sequence that tends to zero as s tends to innity.
In order to overcome the limitations mentioned above, we use the following multiscale two-phase scheme:
1. Sampling: a well-conditioned basis of G (s) 's columns is identied. Accordingly, the sampled dataset is the set of data points, which are associated with these columns.
This phase overcomes the problem arises from the numerical singularity of G (s) .
2. Extension: f is projected on this basis. Then, f (s) , which is the projection of f on this basis, is extended by a continuous extension of the involved Gaussians to x * in a similar way to Eq. 4.2.
Of course, f does not have to be equal to its projection f (s) . In this case, we apply the procedure to f − f (s) with G (s+1) whose numerical rank (i.e., its number of numerically independent columns) is bigger than the numerical rank of G (s) , as was proved in Section 3. Thus, we get a multiscale scheme for data sampling and function extension. Suppose that l (s) is the numerical rank of the n × n Gaussian kernel matrix G (s) for a xed scale s. Our goal is to identify the l (s) columns of G (s) , which constitute a wellconditioned basis for its numerical range. In other words, we are looking for an n × l (s) matrix B (s) , whose columns constitute a subset of the columns of G (s) and an l (s) × n matrix P (s) , s.t. l (s) of its columns make up the identity matrix and
Such matrix factorization is called interpolative decomposition (ID) . The data points
, which are associated with the columns of B (s) , constitute the sampled dataset at scale s.
For that purpose we use Algorithm 2, which is a randomized ID algorithm [12] . It produces an ID for a general given matrix m × n matrix A and an integer l < min{m, n}, s.t.
that costs O(l 2 n log(n)) oating-point operations. Algorithm 2 uses Algorithm 1, which is a deterministic ID algorithm that costs O(mn 2 ) operations for an m × n matrix [4] .
Algorithm 1: Deterministic interpolative decomposition Input: An m × n matrix A and an integer k, s.t. k < min {m, n} . Output: An m × k matrix B, whose columns constitute a subset of the columns of A, and an k × n matrix P s.
Apply the pivoted QR routine to W (Algorithm 5.4.1 in [9] ),
where P R is an n × n permutation matrix, Q is an m × m orthogonal matrix and R is an m × n upper triangular matrix, where the absolute values on the diagonal are decreasingly ordered.
2: Split R and Q s.t.
where I k is the k × k identity matrix.
Algorithm 2: Randomized interpolative decomposition Input: An m×n matrix A and two integers l < k, s.t. k < min{m, n} (for example,
Output: An m × l matrix B and an l × n matrix P that satisfy Eq. 4.4.
1: Use a random number generator to form a real k × m matrix G whose entries are i.i.d Gaussian random variables of zero mean and unit variance. Compute the k × n product matrix W = GA.
2: Using Algorithm 1, form a k × l matrix S, whose columns constitute a subset of the columns of W , and a real l × n matrix P , such that
Step 2, the columns of S constitute a subset of the columns of W . In other words, there exists a nite sequence i 1 , i 2 , . . . , i l of integers such that, for any j = 1, 2, . . . , l, the j-th column of S is the i j -th column of W . The corresponding columns of A are collected into a real m × l matrix B, so that, for any j = 1, 2, . . . , l, the j-th column of B is the i j -th column of A. Then, the sampled dataset is
Application of Algorithm 2 to an n × n Gaussian kernel matrix G (s) , whose numerical rank is l (s) , results in a well conditioned n × l the following notation:
where g s is given in Eq. 1.10 with the standard Euclidean norm in R d .
5 Experimental results Example 5.1. We demonstrate the advantages of the MSE procedure by the following example: We applied the MSE procedure to 50 random samples of the function Figures (a)-(f) show the evolution of the MSE procedure through several scales. Figures (g)-(i) show the Nyström extension applied to the same samples of h (x) with the same length parameters as in scales 8, 10 and 11 (Figs. (d)-(f) ). The Nyström extension, which corresponds to scales 2, 4 and 6 (Figs. (a)-(c) ), is ill-conditioned and cannot be implemented to the given data. .59E + 06 is the approximation of the numerical rank of the corresponding Gaussian kernel matrix (see Step 4 in Algorithm 4), which is the size of sampled dataset in each scale. The fourth and the seventh columns consist the condition numbers (CNs) of the matrices B (s) and G (s) in MSE and Nyström extension, respectively. The error in the fth column was measured by the l 2 norm of F − f (s) from Algorithm 4. Of course, the error of the Nyström extension, when it applicable, is zero on the data, as it is an interpolation scheme.
MSE
points are represented by red dots (1000 equally-spaced data points in [0, 1]). It is shown that if the dataset lies in R, then the multiscale extension scheme embeds any newlyarrived data point to its exact location. 
Conclusions
We introduce a numerically-stable multiscale scheme to perform eciently out-of-sample extension for function on high-dimensional space. The scheme overcomes the limitations of the Nyström extension. It is based on mutual distances between data points while utilizing IDs of a sequence of Gaussian kernel matrices. The method requires no grid.
It automatically generates a sequence of adaptive grids according to the data points distribution.
The following topics and more extensions will be investigated by us next: 1. Can the extension smoothness be related to the smoothness of f ? 2. Do we get better energy concentration if the Gaussians are replaced by prolates? 3. How the L 1 minimization is compared with the presented scheme? 4. How the results regarding the numerical rank of the Gaussian kernel matrix can be generalized to manifolds? In other words, how to perform multiscale data sampling and function extension that is based on the intrinsic dimension of the data that has a lower dimension than its ambient space.
