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Le cerveau est un système biologique complexe avec de multiples caractéristiques struc-
turelles (p. ex. neurones, synapses) et dynamiques (p. ex. décharges neuronales, plasticité
synaptique). Il est encore aujourd’hui difficile de différentier les caractéristiques qui contri-
buent réellement à sa fonction du traitement de l’information sensorielle, comparativement
aux caractéristiques qui soutiennent plutôt la régulation et le contrôle du métabolisme.
Le but de cette thèse est d’identifier les caractéristiques de modélisation précises du sys-
tème visuel dans le cerveau qui peuvent mener à des systèmes d’apprentissage machine
bioinspirés stables et performants.
Au niveau méthodologique, l’évaluation de l’impact des caractéristiques de modélisation
structurelle sur la reproduction de la connectivité corticale est d’abord réalisée, suivie de
l’impact computationnel des caractéristiques de modélisation dynamique. Pour assurer la
stabilité de l’activité neuronale, un mécanisme de régulation homéostatique pour les sy-
napses excitatrices et inhibitrices basé sur la plasticité dépendante du temps de décharge
multiplicative est ensuite proposé. Finalement, l’application à une tâche de classification
est réalisée en adaptant le modèle proposé en un système d’apprentissage machine basé
sur un réservoir de neurones à décharge. Des bases de données synthétiques permettant
de valider les performances de classification de façon objective pour différentes formes de
représentation de l’information (spatiale, temporelle ou spatiotemporelle) sont aussi pro-
posées. L’effet des caractéristiques de modélisation est finalement évalué par des analyses
statistiques rigoureuses sur la performance de classification de ces bases de données.
Les résultats montrent que certaines caractéristiques de modélisation structurelle, comme
la considération de grappes synaptiques pour modéliser les projections apicales, affectent
le nombre optimal de neurones et de synapses requis dans le modèle pour bien reproduire
la connectivité corticale. Il est aussi observé que certaines caractéristiques de modélisa-
tion dynamique impliquent des facteurs computationnels limitants comme la génération
de nombres aléatoires et l’évaluation de la fonction exponentielle. Au niveau applicatif,
certaines caractéristiques ont montré un effet statistiquement significatif et bénéfique sur
les performances de reconnaissance pour au moins une des bases de données. Il s’agit de
la distribution réaliste des synapses, des contraintes synaptiques, du facteur pour le type
d’interaction postsynaptique et du nombre variable de sites de libération. Certaines carac-
téristiques de modélisation comme la plasticité à court terme et la connectivité synaptique
proximale et distale ont montré un effet significatif néfaste sur les performances de classi-
fication. Plusieurs caractéristiques de modélisation (p. ex. transmission probabiliste) n’ont
aucun effet significatif, mais montrent plutôt que la méthode de classification par réser-
voir de neurones à décharge est robuste par rapport à la dynamique et à la variabilité
introduite par ces dernières. En perspective, ceci permet de mieux comprendre l’impact et
l’interaction des caractéristiques de modélisation sur la dynamique neuronale.
Mots-clés : modélisation, neurones à décharges, plasticité synaptique, méthode de clas-
sification par réservoir, plasticité dépendante du temps de décharge (STDP), homéostasie

Si le cerveau humain était si simple que nous pouvions le comprendre,
nous serions si simples que nous ne pourrions pas.
— Emerson M. Pugh
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CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte et problématique
1.1.1 Thème de recherche
Le thème de recherche porte sur la modélisation d’une partie du système visuel et son
application pratique en ingénierie. Le système visuel correspond ici à l’ensemble des struc-
tures cérébrales liées à la perception visuelle. La modélisation du système visuel s’ins-
pire d’abord de la structure biologique, soit l’organisation spatiale des unités structurelles
(p. ex. neurones) dans le cerveau qui participent à la perception visuelle. Du point de vue
fonctionnel, elle s’inspire aussi de la dynamique temporelle de ces unités structurelles et
de leurs interactions dans le traitement de l’information visuelle.
Toutefois, pour un système aussi complexe que le cerveau, tous les modèles ne sont que des
approximations de la réalité [Box, 1976]. Ils sont limités par notre capacité technologique
actuelle à visualiser et enregistrer dans le système visuel les phénomènes complexes qui y
surviennent. Ces phénomènes peuvent aussi être difficiles à formaliser mathématiquement.
Il est donc nécessaire de mettre l’accent sur une application pratique de la modélisation,
sans quoi on se perd dans des détails de modélisation complexes mais peu pertinents au
niveau du traitement de l’information visuelle [Barlow, 1961]. Dans cette thèse, l’appli-
cation pratique en ingénierie est une tâche d’apprentissage machine. Par apprentissage
machine, on parle de la capacité d’un système à distinguer certaines classes de stimula-
tions visuelles entre elles (p. ex. des objets ou mouvements distincts). Ce type de système
est nécessaire pour automatiser plusieurs tâches perceptuelles, comme la reconnaissance
de visages dans le contexte des outils biométriques, ou la détection d’obstacles dans le
contexte des voitures autonomes.
1.1.2 Intérêt pour la société
La modélisation du système visuel dans le but de mieux en comprendre le fonctionnement
du cerveau est une recherche de type fondamental, visant principalement la production de
savoir. Le passage de modèles de la biologie à des dispositifs pratiques utilisables dans la
vie courante reste toutefois difficile [Medathati, Neumann, Masson, & Kornprobst, 2016 ;
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Posch, 2015]. Ceci est causé par la grande complexité des systèmes biologiques et la diffé-
rence avec les ordinateurs standards au niveau de la façon de traiter l’information. Dans la
dernière décennie, on remarque un essor dans le domaine de la vision artificielle bioinspirée,
par exemple avec le développement de nouveaux capteurs artificiels imitant la rétine [p. ex.
Cho & Lee, 2015]. Les connaissances théoriques sur le traitement de l’information visuelle
par le cerveau peuvent donc déboucher sur une nouvelle génération de composantes ma-
térielles qui s’interface avec les ordinateurs standards. On parle alors d’une synergie entre
ces technologies de nature artificielle et la biologie [Medathati et al., 2016].
À l’inverse, pour une recherche de type appliqué, il est possible de partir d’une problé-
matique pratique (p. ex. apprentissage machine) et de se rapprocher de la biologie. Le
développement de systèmes d’apprentissage machine bioinspirés requiert l’étude de la dy-
namique complexe des neurones dans le cerveau. Il met toutefois l’accent plus sur l’aspect
fonctionnel (p. ex. extraction de caractéristiques d’objets visuels) que sur les détails d’im-
plémentation de la biologie (p. ex. processus chimiques à l’intérieur des neurones). Ceci
permet d’émettre des hypothèses sur le fonctionnement du système visuel en conditions
normales, mais possiblement de prédire aussi le fonctionnement en conditions patholo-
giques (p. ex. sous activité épileptique ou avec dommage neurologique). La vision est la
modalité sensorielle jugée la plus importante chez l’humain pour interagir avec l’environ-
nement [Hutmacher, 2019], ce qui motive fortement la recherche fondamentale et appliquée
dans cette thèse.
1.1.3 Bilan des domaines impliqués
Cette thèse s’inscrit dans un cadre multidisciplinaire, impliquant plusieurs domaines des
sciences naturelles et de l’ingénierie. La modélisation du système visuel et l’adaptation
d’un modèle à des problèmes d’ingénierie impliquent les domaines suivants :
Neurobiologie : pour les données neuroanatomiques et neurophysiologiques servant
à définir l’organisation des neurones et la connectivité synaptique entre les neurones
dans le système visuel.
Neurosciences computationnelles : pour formaliser mathématiquement et reproduire
en simulation la dynamique neuronale et les interactions synaptiques observées en
neurophysiologie.
Apprentissage machine et intelligence artificielle bioinspirée : pour l’application d’un
modèle de la structure et de la dynamique neuronale à des tâches d’apprentissage
machine.
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Ce type de multidisciplinarité a mené récemment à des projets d’envergure sur l’explora-
tion des fondements de l’implémentation biologique et des fonctions des structures céré-
brales [Quaglio et al., 2017].
1.2 Question de recherche
En lien avec la modélisation du système visuel et son contexte applicatif en apprentissage
machine, la question de recherche est la suivante :
Quelles propriétés de la connectivité et de la dynamique du sys-
tème visuel peuvent mener à des systèmes d’apprentissage machine
stables et performants, lorsqu’implémentés par des méthodes de
classification par réservoir de neurones à décharge ?
L’étude est donc spécifique à des caractéristiques de modélisation précises du système
visuel (c.-à-d. la dynamique neuronale et la connectivité synaptique). Le contexte applicatif
est aussi restreint à une méthode de classification bioinspirée (c.-à-d. réservoir à base de
neurones à décharge) qui fait intervenir ces caractéristiques de modélisation.
1.2.1 Intérêt scientifique
L’apprentissage machine par réservoir à base de neurones à décharge [Maass & Natschläger,
2002] est relativement récente comparativement au domaine des neurosciences, qui étudie
le système visuel depuis bien plus de 100 ans [p. ex. Ramon y Cajal, 1909]. Il n’existe
pas à cette date, à la connaissance de l’auteur, d’évaluation approfondie des effets de la
connectivité synaptique sur les performances de reconnaissance d’un tel système. L’effet
de la plasticité synaptique 1 et ses avantages pour une connectivité synaptique plus réaliste
n’ont pas été abordés en détail [p. ex. Haeusler, Schuch, & Maass, 2009]. Il existe aussi très
peu d’analyses comparatives sur l’impact computationnel des paramètres de modélisation
d’une population de neurones à décharge [p. ex. Brette et al., 2007 ; Stimberg, Brette, &
Goodman, 2019 ; Zenke & Gerstner, 2014]. L’effet de la taille de la population de neurones
et du nombre total de synapses sur la qualité de la modélisation structurelle dans le
contexte des méthodes par réservoir n’a pas été étudié. La connaissance approfondie de
tous ces effets, liée à l’utilisation du modèle de réservoir à base de neurones à décharge,
permettrait ultimement de mieux comprendre le fonctionnement du cerveau.
1. La plasticité synaptique correspond à la modification de l’efficacité synaptique, qui affecte considé-
rablement la dynamique interneuronale.
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Dans le domaine de l’intelligence artificielle, l’utilisation de neurones à décharge 2 possède
aussi des avantages majeurs comparativement aux approches conventionnelles d’appren-
tissage profond [Pfeiffer & Pfeil, 2018]. Une implémentation sur des processeurs neuromor-
phiques, mieux adaptés que les ordinateurs conventionnels pour simuler des neurones à
décharge, permet par exemple d’augmenter considérablement l’efficacité énergétique pour
une même tâche et un même niveau de performance [Thakur et al., 2018 ; Vanarse, Os-
seiran, & Rassau, 2016]. Il y a donc des débouchés pratiques à savoir mieux exploiter le
traitement de l’information réalisé par des neurones à décharge et à pouvoir les implémen-
ter de façon efficace sur du matériel dédié.
1.3 Objectifs du projet de recherche
Les objectifs principaux du projet de recherche sont les suivants :
1. Effectuer une recension de données neuroanatomiques et neurophysiologiques pour
la modélisation détaillée de la structure et de la dynamique corticale du système vi-
suel. Ceci permet d’identifier les caractéristiques de modélisation structurelle (p. ex.
connectivité synaptique) et dynamique (p. ex. plasticité synaptique) les plus perti-
nentes à l’application sur un système d’apprentissage machine à base de neurones à
décharge.
2. Comprendre par des simulations du modèle à base de neurones à décharge l’impact
computationnel des caractéristiques de modélisation structurelle et dynamique re-
levées. Ceci permet d’énoncer ensuite des recommandations pour tenter de réduire
le coût computationnel lors de la simulation, et se rapprocher de performances en
temps réel.
3. Déterminer l’effet des caractéristiques de modélisation structurelle et dynamique
relevées sur les performances d’une méthode de classification par réservoir à base
de neurones à décharge. La tâche exacte consiste à classifier des trains de décharge
provenant d’une base de données synthétique selon plusieurs formes de codage de
l’information (c.-à-d. codage spatial, temporel et spatiotemporel). Ceci permet de
conclure sur la pertinence de certaines caractéristiques de modélisation (p. ex. bruits
aléatoires) par rapport à leurs coûts computationnels.
2. Un neurone à décharge est une modélisation mathématique approximative de la génération de po-
tentiels d’actions (décharges) pour une cellule neuronale.
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1.4 Contributions originales
1.4.1 Évaluation de l’impact des paramètres de la modélisation
structurelle sur la reproduction de la connectivité corticale
La modélisation de la structure neuronale et synaptique pour le système visuel primaire
est réalisée à partir de données anatomiques (annexe A page 151). La motivation est de
reproduire le plus possible la distribution réelle des neurones et des synapses à travers
les différentes structures sous-corticales et corticales. L’effet de différents paramètres de
modélisation (p. ex. nombre total de neurones et de synapses, champ de vision) sur la
qualité de la modélisation structurelle est alors étudié avec une métrique objective liée à
la distance statistique. Des recommandations sont finalement énoncées quant à la taille
minimale du modèle pour optimiser la qualité de la modélisation structurelle, tout en
minimisant l’impact computationnel associé à la simulation d’un trop grand nombre de
neurones ou de synapses. Cette contribution, de type méthodologique, permet de mieux
comprendre les compromis qui surviennent sur le réalisme des connexions synaptiques
lorsque la taille du modèle (p. ex. nombre total de neurones) est réduite.
1.4.2 Évaluation de l’impact computationnel des paramètres de la
modélisation dynamique et optimisation du temps de calcul
L’impact computationnel de diverses caractéristiques de modélisation de la dynamique
(p. ex. nombre de neurones et de synapses, plasticité à court terme) est évalué avec le
simulateur de neurones à décharge Brian2 [Stimberg et al., 2019]. Les facteurs compu-
tationnels limitants liés à ces caractéristiques de modélisation sont alors identifiés, ainsi
que des solutions pour tenter de réduire l’impact de ces derniers sur le temps de simula-
tion. Cette contribution, de type computationnel, permet de mieux comprendre le coût à
augmenter le réalisme biologique pour la dynamique neuronale et synaptique.
1.4.3 Algorithme de régularisation de la dynamique neuronale par
plasticité synaptique dépendante au poids
L’interaction de l’homéostasie avec différentes règles de plasticité synaptique dépendante
du poids et son effet sur la dynamique neuronale et synaptique est considérée. Une in-
tégration de la plasticité dépendante du temps de décharge (STDP) et de la plasticité
homéostatique pour les synapses excitatrices est d’abord réalisée. Elle permet d’obtenir
une distribution stable des poids et une régulation rapide du taux de décharge moyen
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des neurones postsynaptiques. Une intégration similaire pour les synapses inhibitrices est
ensuite réalisée. Elle permet d’obtenir un équilibre des courants excitateur et inhibiteur
dans les neurones postsynaptiques. Les analyses théoriques sont basées sur le formalisme de
Fokker-Planck [Risken, 1984], puis validées à l’aide de simulations de neurones à décharge.
Cette contribution, de type algorithmique, introduit une nouvelle forme de plasticité ho-
méostatique pour les synapses excitatrices (contrôlant le taux de décharge moyen) et les
synapses inhibitrices (contrôlant l’équilibre excitation-inhibition). Elle permet de mieux
comprendre l’interaction des différentes formes de plasticité synaptique (p. ex. homéo-
stasie, plasticité à court terme et STDP), particulièrement pour des modèles avec une
topologie de connectivité synaptique et dynamique très complexe.
1.4.4 Évaluation de l’impact des paramètres de modélisation sur la
performance d’un système d’apprentissage machine bioins-
piré
L’interaction entre la plasticité synaptique, la connectivité et les performances de recon-
naissance est étudiée dans le cas d’une méthode de classification par réservoir 3 à base de
neurones à décharge. Une base de données synthétique permettant de valider les perfor-
mances de façon objective pour différents types d’encodage de l’information (c.-à-d. codage
spatial, temporel ou spatiotemporel) est d’abord proposée. L’effet de différentes formes de
plasticité synaptique, incluant la nouvelle forme de plasticité homéostatique proposée, est
ensuite évalué sur la performance de classification de cette base de données. Cette étude,
de type empirique, permet d’intégrer toutes les contributions de la thèse dans un contexte
applicatif. Elle permet de mieux comprendre la pertinence et les avantages d’une topologie
de connectivité biologiquement plausible.
1.5 Plan du document
1.5.1 Structure des chapitres
La thèse est divisée en plusieurs chapitres, chacun décrivant une contribution spécifique
reliée aux objectifs principaux. Chaque chapitre possède un état de l’art restreint au
positionnement de la contribution spécifique y étant associée. La figure 1.1 page 8 illustre
graphiquement la structure des chapitres et l’organisation de la thèse. On y décrit les
3. La méthode de classification par réservoir exploite les interactions complexes entre des unités struc-
turelles (p. ex. neurones à décharge) face à une stimulation d’entrée, pour en venir à distinguer des
catégories de stimuli entre elles après une phase d’apprentissage.
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liens de dépendances entre les chapitres et la façon dont certains chapitres s’englobent
conceptuellement au niveau de la modélisation ou de l’application pratique. Notez que
pour réduire la taille du corps de la thèse, l’information à l’appui des analyses réalisées dans
les chapitres a été placée en annexe. On y retrouve entre autres la description détaillée des
paramètres de modélisation structurelle et dynamique, les développements mathématiques
plus longs et certaines analyses additionnelles qui peuvent aider à la compréhension des
résultats.
1.5.2 Choix du style bibliographique
Pour les références bibliographiques, le système auteur-date selon le style APA [American
Psychological Association, 2010] est utilisé. La liste des références à la fin de la thèse
est triée par ordre alphabétique selon le nom du premier auteur. Lorsque disponible,
l’identifiant numérique d’objet (DOI) pour chaque référence est aussi inclus.
1.5.3 Reproductibilité scientifique
Une attention particulière a été portée dans la réalisation de cette thèse sur la reproducti-
bilité. Pour éviter des problèmes de licences et d’accessibilité, seuls des logiciels et librairies
à code source ouvert (open source) ont été utilisés. Toutes les étapes de réalisation des
expériences (incluant la génération de figures et tableaux de résultats) ont été automati-
sées via des langages de script comme Python et GNU Bash. Cette thèse a nécessité le
développement de plus de 18400 lignes de code (excluant la documentation) à travers 183
fichiers différents. La documentation et le code source permettant de reproduire tous les
résultats et figures de cette thèse sont disponibles sur la plateforme d’archivage Zenodo.
Code source : https://doi.org/10.5281/zenodo.4319213


















Organisation de la thèse
Figure 1.1 Structure des chapitres et organisation de la thèse. Les chapitres 2
et 3 portent sur des aspects complémentaires de la modélisation du système vi-
suel, soit respectivement la structure (p. ex. distribution spatiale des neurones,
connectivité synaptique) et la dynamique (p. ex. potentiels d’action, potentia-
tion et dépression synaptique). Le chapitre 4 fait partie de la modélisation de la
dynamique neuronale et synaptique, mais approfondit le lien entre la plasticité
synaptique et la régulation de l’activité neuronale. Le chapitre 5 englobe la mo-
délisation de la structure, dynamique et plasticité synaptique des chapitres pré-
cédents et montre l’application à un problème d’apprentissage machine. Ainsi,
au fil des différents chapitres et toujours en lien avec la modélisation du système
visuel, le type d’étude varie de recommandations méthodologiques et computa-
tionnelles à la proposition de nouveaux algorithmes, pour enfin déboucher sur
une application pratique de ces derniers.
CHAPITRE 2
MODÉLISATION STRUCTURELLE DU SYS-
TÈME VISUEL
2.1 Introduction
Le cortex visuel primaire (V1) est une structure cérébrale complexe qui traite les stimu-
lations visuelles [Payne & Peters, 2002]. Comme le montre la figure 2.1 page suivante,
les stimulations visuelles de la rétine passent par le noyau géniculé latéral (LGN) dans le
thalamus puis vers V1. Il s’agit d’un modèle simplifié, car le système visuel du chat est une
structure hiérarchique récurrente complexe avec 22 zones corticales en interaction et occu-
pant 14 niveaux [Scannell, Blakemore, & Young, 1995]. Modéliser toutes ces interactions
complexes se produisant dans la voie visuelle serait très difficile.
Dans cette thèse, on se concentre uniquement sur les structures thalamiques et corti-
cales (figure 2.1 page suivante) qui conduisent directement à l’émergence d’une sélectivité
d’orientation dans V1 [D. H. Hubel & Wiesel, 1959]. Seules les populations de cellules
nerveuses (neurones) suivantes sont prises en compte dans la modélisation :
– Rétine : cellules ganglionnaires rétiniennes (RGCs) de type X à centre ON et OFF,
également appelées cellules β.
– Thalamus : cellules magnocellulaires de type X à centre ON et OFF et interneurones
inhibiteurs dans la couche A1 du noyau géniculé latéral dorsal (dLGN). Cette couche
du dLGN est suffisante pour stimuler le cortex visuel primaire [Weyand, 2002].
– Cortex : Cellules pyramidales excitatrices à décharge régulière (RS, regular spiking)
et interneurones inhibiteurs à décharge rapide (FS, fast spiking) dans les couches L1,
L2/3, L4, L5 et L6 du cortex visuel primaire.
Bien que de grandes variations soient observées entre les individus chez l’humain, les
tailles de V1, du LGN et du tractus optique (fibres nerveuses rétiniennes) sont généra-
lement proportionnelles [Andrews, Halpern, & Purves, 1997]. L’hypothèse est faite dans
cette thèse que c’est également le cas pour le chat, car l’effet de la taille des populations
neuronales dans la modélisation sera étudié. Notez aussi que l’interaction binoculaire n’est
pas considérée dans cette thèse. Les populations de neurones correspondent donc à un
seul hémisphère du cortex visuel. Contrairement aux nombreuses connexions contralaté-
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rales visibles dans le chemin visuel au niveau du thalamus et du cortex [Wilson, Rowe, &


















Figure 2.1 Vue d’ensemble des structures cérébrales dans la voie visuelle du
chat considérées pour la modélisation. Cela comprend la rétine, la couche A1
du noyau géniculé latéral dorsal (dLGN) et les diverses couches du cortex visuel
primaire (V1). Les projections rétinogéniculées (c.-à-d. rétine → dLGN) four-
nissent les entrées afférentes sensorielles au dLGN dans le thalamus, de la rétine
à travers le nerf optique. Les projections géniculocorticales (c.-à-d. dLGN→ V1)
fournissent des entrées afférentes au néocortex à partir du dLGN, tandis que les
projections corticogéniculées (c.-à-d. V1 → dLGN) fournissent une rétroaction
corticale au dLGN.
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2.1.1 Contributions spécifiques
Ce chapitre porte sur la modélisation de la structure neuronale et synaptique d’une partie
du système visuel primaire à partir de données anatomiques. La motivation est de re-
produire le plus fidèlement possible la distribution réelle des neurones et des synapses à
travers les différentes structures sous-corticales et corticales. Il est proposé :
1. Une évaluation de l’effet de différents paramètres de modélisation (p. ex. nombre
total de neurones et de synapses, champ de vision) sur la qualité de la modélisation
structurelle, à l’aide d’une métrique objective liée à la distance statistique.
2. Des recommandations quant à la taille minimale du modèle pour optimiser la qualité
de la modélisation structurelle tout en minimisant l’impact computationnel.
2.2 Sommaire de la modélisation structurelle proposée
La modélisation structurelle proposée considère les différentes couches laminaires de neu-
rones observées dans le cortex [Purves et al., 2001], comme illustrées à la figure 2.1
page précédente. Chaque couche constitue une population de neurones avec des profils
de connectivité synaptique distincts, qui peut être subdivisée en deux sous-populations :
la sous-population excitatrice (EXC) et inhibitrice (INH). La modélisation structurelle pro-
posée considère la distribution et la spécificité des neurones à travers les sous-populations,
et de même pour les projections synaptiques reliant les sous-populations. Ceci est illustré
au niveau fonctionnel à la figure 2.2 page suivante, où la connectivité entre les couches est
détaillée. La structure par couches simplifiée ainsi que la considération du dLGN comme
relais thalamique capture l’aspect hiérarchique important dans le traitement de l’infor-
mation visuelle [Scannell et al., 1995]. Au niveau applicatif, le traitement hiérarchique
de l’information est à la base de plusieurs architectures d’apprentissage machine, comme
l’architecture bioinspirée HMAX [Riesenhuber & Poggio, 1999]. Il s’agit donc d’une carac-
téristique pertinente à considérer pour le réservoir à base de neurones à décharge utilisé
dans cette thèse.
Au niveau du réalisme biologique, la modélisation structurelle proposée considère beau-
coup plus que la structure hiérarchique illustrée à la figure 2.2 page suivante. Tous les
paramètres du modèle ont été estimés à partir de données anatomiques et physiologiques
du système visuel chez le chat (annexe A). Les prochaines sections résument la distribu-
tion des neurones et des synapses entre les différentes couches, ainsi que leur organisation
spatiale.










EXC INHL4 EXC INH L6
EXC INH
L1
EXC INHL2/3 EXC INH L5
Figure 2.2 Vue d’ensemble des sous-populations de neurones et de la connec-
tivité entre les sous-populations. Chaque structure (c.-à-d. RGC, dLGN et V1)
possède différentes populations (p. ex. dLGN-XON, V1-L4), qui elles-mêmes se
subdivisent en une sous-population excitatrice (p. ex. V1-L4-exc) et inhibitrice
(p. ex. V1-L4-inh), sauf pour la rétine. Les chemins parallèles liés aux cellules
nerveuses (neurones) de type X à centre ON et OFF dans la rétine et le dLGN
sont illustrés dans les zones grises. Les flèches représentent des projections sy-
naptiques entre les sous-populations, et sont directionnelles. Notez que pour V1,
la connectivité est dense et toutes les sous-populations sont interconnectées, sauf
quelques exceptions (p. ex. L1). Les flèches bidirectionnelles en gras indiquent la
connectivité de toutes les sous-populations entre la population source et cible (c.-
à-d. EXC-EXC, EXC-INH, INH-EXC, INH-INH). Abréviations : RGC = cellules
ganglionnaires rétiniennes, dLGN = noyau géniculé latéral dorsal, V1 = cortex
visuel primaire, EXC = neurones excitateurs, INH = neurones inhibiteurs.
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2.2.1 Distribution des neurones
2.2.2 Distribution des neurones
Proportion de neurones inhibiteurs
Une proportion réaliste de neurones inhibiteurs (GABAergiques) propre à chaque popula-
tion est considérée et est de l’ordre de 20% pour la majorité des populations (section A.1.1
page 151). L’inhibition a une influence notable sur la stabilité de l’activité neuronale et la
plasticité synaptique dans le cortex [p. ex. Baroncelli et al., 2011 ; Feldman, 2000], donc
est importante à considérer dans la modélisation.
Distribution de probabilité théorique des neurones
La densité moyenne de neurones dans les différentes structures (c.-à-d. RGC, dLGN et V1)
en fonction d’un champ de vision θfov donné considère la forte concentration des neurones
autour de la fovéa centrale. Pour un champ de vision θfov donné, les estimations des den-
sités de neurones selon les données anatomiques relevées dans la littérature (section A.1
page 151) permettent de calculer la distribution de probabilité théorique du nombre de
neurones dans chaque population. Cette dernière est illustrée à la figure 2.3 page sui-
vante. Elle montre que V1 contient un nombre total de neurones supérieur de plusieurs
ordres de grandeur à celui du dLGN et de la rétine. Cette répartition non uniforme des
neurones entre les structures (et même entre les sous-populations) est une caractéristique
importante du cortex. Avec une forte connectivité synaptique entre les sous-populations
(visible à la figure 2.2 page précédente), cette répartition contribue au traitement récur-
rent de l’information dans le cortex [p. ex. Drewes, Goren, Zhu, & Elder, 2016 ; O’Reilly,
Wyatte, Herd, Mingus, & Jilk, 2013 ; Pennartz, Dora, Muckli, & Lorteije, 2019 ; Reinhold,
Lien, & Scanziani, 2015]. il s’agit d’un aspect de modélisation pertinent pour les méthodes
de classification par réservoir, qui exploitent directement la récurrence pour l’intégration
temporelle de l’information [Schrauwen, Verstraeten, & Campenhout, 2007].
Influence du champ de vision sur la distribution des neurones
Dans le modèle, le champ de vision θfov influence directement la densité moyenne des
neurones sur les surfaces corticales et sous-corticales. Les analyses ont révélé que l’acuité
visuelle obtenue est conforme à ce qui est rapporté pour le chat (section A.1.7 page 157),
soit entre 5 et 9 cycles par degré [Cleland, Dubin, & Levick, 1971 ; Enroth-cugell & Robson,
1966 ; Jacobson, Franklin, & McDonald, 1976 ; Smith, 1936]. L’imposition d’une contrainte
sur le nombre total de neurones dans le modèle requiert toutefois une réduction considéra-




































































































































































































Figure 2.3 Distribution de probabilité théorique du nombre de neurones entre
les structures RGC, dLGN et V1 sur la base de données anatomiques [Beaulieu
& Colonnier, 1983 ; Gabbott & Somogyi, 1986 ; Montero, 1991 ; Stone, 1965 ;
Wassle et al., 1981], pour un champ de vision θfov = 5 degrés. On remarque une
très faible proportion des neurones au niveau du dLGN et de la rétine, com-
parativement à V1. Ceci rehausse l’importance d’un bon relais de l’information
rétinienne par le dLGN jusqu’à V1. Il existe aussi dans V1 une proportion consi-
dérable de neurones dans les couches L4, L2/3 et L6. Une telle distribution des
neurones dans le modèle, couplée avec une forte connectivité récurrente au ni-
veau de V1 (figure 2.4 page suivante), favorise des interactions complexes entre
les neurones.
blement du champ de vision (c.-à-d. θfov < 10 degrés) pour maintenir une densité neuronale
adéquate. Lorsque la densité neuronale est trop faible, le nombre de connexions synaptiques
potentielles est fortement réduit à cause des contraintes spatiales introduites au niveau de
la connectivité synaptique (prochaine section). Ceci a un impact potentiellement néfaste
sur la qualité de la modélisation structurelle.
2.2.3 Distribution des synapses
La densité de synapses pour les projections synaptiques rétinogéniculées, intragéniculées,
géniculocorticales, intracorticales et corticogéniculées se base sur des données anatomiques
du système visuel (section A.3 page 162). La distribution relative globale des synapses entre
les sous-populations du modèle est illustrée à la figure 2.4 page suivante. La connectivité
synaptique dans le modèle est fortement récurrente au niveau de V1, et inclut aussi la
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boucle de rétroaction corticothalamique. Cette dernière est pertinente à considérer dans la
modélisation, car elle influence de façon significative la communication thalamocorticale
et donc le relais de l’information sensorielle vers le cortex [Briggs & Usrey, 2008].
Figure 2.4 Distribution de probabilité du nombre de synapses entre les struc-
tures RGC, dLGN et V1 sur la base de données anatomiques [Binzegger et al.,
2004 ; Budd, 2004 ; Van Horn et al., 2000 ; Wassle et al., 1981]. Une région hachu-
rée signifie qu’il n’y a pas de connexions synaptiques entre les sous-populations.
On peut observer que les couches de V1 (p. ex. V1-L4, V1-L2/3, V1-L5 et V1-
L6) sont toutes fortement interconnectées de manière récurrente, avec seulement
une petite fraction de connexions excitatrices dominantes provenant du dLGN.
On remarque aussi la présence de la boucle de rétroaction corticothalamique.
Ces caractéristiques de la connectivité synaptiques favorisent des interactions
complexes entre les neurones, même au niveau du dLGN.
2.2.4 Organisation spatiale des neurones et synapses
Organisation spatiale des neurones et propagation des potentiels d’action
L’organisation spatiale des neurones dans le modèle proposé est tridimensionnelle pour
bien refléter la structure physique des couches laminaires du cortex [Purves et al., 2001].
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Ainsi, les dimensions physiques (c.-à-d. épaisseurs) et facteurs de grandissement 1 des
structures ont été estimés à partir de données anatomiques (section A.2 page 158). L’or-
ganisation spatiale des neurones est nécessaire pour permettre la modélisation d’arbres
dendritiques plus complexes, comme le regroupement des synapses en grappes [Binzegger,
Douglas, & Martin, 2007]. Cet aspect est pertinent pour un réservoir, car il permettrait
d’améliorer la vitesse de propagation de l’information et la capacité computationnelle dans
ce dernier à cause de la topologie de connectivité plus complexe [Watts & Strogatz, 1998].
Au niveau de la dynamique de propagation des potentiels d’action, l’organisation spatiale
des neurones et des synapses permet aussi d’introduire des délais de propagation axonale
réalistes et dépendants de la distance entre les neurones. Les différents aspects de la modé-
lisation de la dynamique neuronale et synaptique en lien avec l’organisation spatiale dans
le modèle proposé seront toutefois abordés en détail au chapitre 3.
Organisation spatiale des synapses et arborisation dendritique
L’organisation rétinotopique des projections synaptiques est conservée à travers toutes les
couches du modèle proposé. La connectivité synaptique du modèle proposé considère le
regroupement des synapses en grappes (section A.4 page 164), comme observé dans le cor-
tex [Binzegger et al., 2007]. À partir des données anatomiques de Binzegger et al. [2007], les
propriétés suivantes de l’arborisation dendritique apicale (c.-à-d. qui émet les projections
synaptiques efférentes) distincte aux neurones de chaque couche du modèle sont consi-
dérées : nombre de grappes, poids relatifs entre les grappes (c.-à-d. densités relatives des
synapses par grappe), diamètres des grappes et positions relatives des grappes par rapport
au soma. Le diamètre restreint de l’arbre dendritique basal (c.-à-d. qui reçoit les projec-
tions synaptiques afférentes) distinct aux neurones de chaque couche du modèle est aussi
modélisé. Le modèle proposé tient compte de l’observation d’une plus forte concentration
de synapses inhibitrices près du soma [J. C. Anderson, Douglas, Martin, & Nelson, 1994 ;
Beaulieu & Somogyi, 1990 ; Behabadi, Polsky, Jadi, Schiller, & Mel, 2012 ; Kisvárday et al.,
1986 ; Somogyi, 1989]. L’organisation spatiale des neurones et des synapses est pertinente
à la méthode de classification par réservoir, car l’introduction de plus de structure dans le
réservoir permet d’augmenter sa capacité computationnelle [p. ex. Haeusler et al., 2009 ;
Hazan & Manevitz, 2012 ; Manevitz & Hazan, 2010].
1. Du domaine de l’optique, le facteur de grandissement (unité mm/degré d’angle visuel) correspond à
l’étendue du champ de vision projeté sur la surface corticale. Dans le modèle proposé, l’organisation réti-
notopique des projections synaptique introduit une transformation homéomorphique entre les différentes
structures (et leurs couches internes) de la voie visuelle qui conserve la topologie 2D de la stimulation
rétinienne.
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2.2.5 Positionnement avec les modèles existants
Un très grand nombre de modèles du système visuel dans la littérature s’inspirent de
l’organisation en couches des neurones et de la connectivité synaptique spécifique entre ces
derniers. La grande majorité de ces modèles sont basés sur des neurones dont la dynamique
est approximée par le taux de décharge moyen seulement [p. ex. Antolík, 2017 ; Bartsch
& van Hemmen, 2001 ; Hesam Shariati & Freeman, 2012 ; Miikkulainen, Bednar, Choe, &
Sirosh, 2005 ; Miller, 2003 ; D. B. Rubin, Van Hooser, & Miller, 2015 ; J.-L. R. Stevens,
Law, Antolik, & Bednar, 2013 ; Troyer, Krukowski, Priebe, & Miller, 1998]. Cette thèse
porte toutefois exclusivement sur les neurones à décharge, où les potentiels d’actions sont
résolus dans la dynamique neuronale et l’information sur les stimuli d’entrée est encodée
de façon temporelle [Carr, 1993].
Structure générale et densité de neurones
Le tableau 2.1 page 19 compare le modèle proposé avec des exemples de modèles existants
du système visuel basés sur des neurones à décharge, qui se rapprochent beaucoup plus de
la biologie que les modèles par taux de décharge moyen. Le modèle proposé se démarque
au niveau de la considération des structures et couches corticales, ainsi que du réalisme
de la connectivité synaptique. On remarque aussi que les modèles existants se basent sur
des physiologies animales souvent différentes (p. ex. le chat, le primate, le rat). Ce n’est
pas un problème majeur, car plusieurs aspects clés de la connectivité (p. ex. connectivité
latérale) ne diffèrent que très peu entre les espèces [Voges, Schüz, Aertsen, & Rotter,
2010]. On remarque ensuite au niveau des statistiques globales (p. ex. nombre total de
neurones et de synapses, champ de vision) une très grande variabilité entre les modèles.
Certains modèles à connectivité réaliste ont un très faible nombre de neurones, soit de
l’ordre du millier [p. ex. Haeusler et al., 2009], tandis que d’autres approchent l’ordre
du million [p. ex. Izhikevich & Edelman, 2008]. La différence est due soit à une surface
corticale ou un champ de vision plus importants pour les modèles avec plus de neurones,
soit à une densité de neurones par mm2 plus réaliste donc plus élevée pour une même
surface corticale ou un même champ de vision.
Diversité des profils de connectivité
On remarque au tableau 2.1 page 19 que peu de modèles considèrent la binocularité du
système visuel [Srinivasa & Jiang, 2013] ou l’usage d’une morphologie neuronale à compar-
timents multiple [Arkhipov et al., 2018]. Pour des raisons computationnelles, ces aspects
sont aussi ignorés dans cette thèse. L’accent est mis plutôt sur la diversité des profils
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de connectivité, dont les connexions latérales longue distance qui seraient la source d’un
mécanisme de communication complexe entre les neurones [Feldmeyer & Lübke, 2010].
En effet, la structure spatiale des projections synaptiques a un impact important sur la
dynamique de la population de neurones et est connue pour augmenter la complexité des
profils d’activités [Voges & Perrinet, 2012]. Les profils de connectivité distincts à travers les
différentes populations de neurones seraient spécialisés pour différentes fonctions [Alonso,
2002] et ainsi liés à une dynamique différente [Curto & Morrison, 2019].
Même si le lien entre la structure et la fonction reste encore aujourd’hui sujet à contro-
verse [Martinez, 2006 ; E. L. White, 2007], on remarque au tableau 2.1 page suivante que
plusieurs travaux récents [p. ex. Antolík, Monier, Davison, & Frégnac, 2018 ; Basalyga,
Montemurro, & Wennekers, 2013 ; Izhikevich & Edelman, 2008] tendent à considérer un
plus grand réalisme à cet égard. La simulation d’une connectivité plus complexe (p. ex.
connexions longue distance) reste un défi, car il faut contourner les limites computation-
nelles à simuler une grande surface corticale tout en gardant les aspects importants de la
modélisation par grappes synaptiques [Voges, Guijarro, Aertsen, & Rotter, 2010 ; Voges,
Schüz, et al., 2010]. De plus, il est nécessaire d’avoir un champ de vision minimal (ou équi-
valent, une surface corticale minimale) pour pouvoir capturer la topologie fonctionnelle
d’une population de neurones [Gururangan, Sadovsky, & MacLean, 2014].
Il est à noter que plusieurs travaux antérieurs [p. ex. Haeusler et al., 2009 ; Izhikevich &
Edelman, 2008 ; Potjans & Diesmann, 2014] se basent sur les mêmes données de connec-
tivité publiées par Binzegger et al. [2004] qui sont utilisées dans cette thèse. La différence
principale dans le modèle proposé est l’incorporation additionnelle de la topologie avec
grappes synaptiques [Binzegger et al., 2007], ainsi qu’une forte connectivité descendante
par la rétroaction corticogéniculée [Budd, 2004].
2.2.6 Organisation structurelle au-delà de V1
Les structures sous-corticales et corticales détaillées à la figure 2.2 page 12 ne sont consti-
tuent en réalité qu’une partie préliminaire du système visuel. Il s’agit toutefois de la partie
du système visuel la plus étudiée en profondeur, et c’est pourquoi cette thèse a privilégié
principalement ces structures. Mais même encore aujourd’hui, plusieurs travaux récents fo-
calisent sur le développement du système visuel particulièrement au niveau de V1 [Nguyen
& Freeman, 2019]. Il en ressort par exemple l’importance de la variabilité synaptique et
du bruit au niveau des projections synaptiques LGN-V1 [Sedigh-Sarvestani, Palmer, &
Contreras, 2019], ou de l’architecture fonctionnelle des structures thalamocorticales [Krem-
kow & Alonso, 2018]. Beaucoup de travaux récents sont aussi guidés par l’identification
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de nouvelles techniques d’imagerie et les progrès récents dans les techniques existantes
qui peuvent être appliquées au système visuel [Thompson et al., 2016]. Par exemple, la
technique novatrice d’imagerie à 2 photons permet d’enregistrer des dizaines de milliers de
neurones simultanément et de mieux comprendre la réponse du système visuel au niveau
de plusieurs aires corticales [de Vries et al., 2020]. C’est qu’au-delà de V1 se trouve des
aires comme le cortex visuel secondaire (V2), le cortex extrastrié (V4) et le cortex tempo-
ral inférieur (IT) qui participent dans le traitement hiérarchique des stimulations visuelles,
jusqu’à la reconnaissance d’objets à plus haut niveau [DiCarlo & Cox, 2007 ; Pasupathy,
El-Shamayleh, & Popovkina, 2018].
En fait, même en considérant les aires corticales supérieures à V1, le système visuel est
beaucoup plus complexe qu’une simple hiérarchie de traitement. Il existe par exemple un
chemin parallèle dans le traitement de l’information visuel impliquant les aires V2, V3 et
le cortex temporal moyen (MT) [Nassi & Callaway, 2009], mais aussi avec les aires plus
liées à la navigation [Saleem, 2020]. Le système visuel est aussi en interaction avec les aires
motrices, et plusieurs travaux récents considèrent cet aspect par l’inclusion des saccades
et des limitations de la fovéa dans la modélisation [Akbas & Eckstein, 2017]. De façon
générale, le rôle de l’intégration multisensorielle reste encore un sujet d’étude [Seabrook,
Burbridge, Crair, & Huberman, 2017] et c’est pourquoi il n’a pas été considéré dans cette
thèse.
2.3 Sommaire de l’implémentation du modèle
Certaines particularités dans l’implémentation du modèle proposé peuvent impacter la
qualité de la modélisation structurelle. Elles dépendent entre autres du champ de vi-
sion θfov, ainsi que le nombre total de neurones N totalneu et le nombre total de synapses
N totalsyn . La construction d’une instance du modèle est effectuée en plusieurs étapes impor-
tantes, comme décrites dans les prochaines sections. L’implémentation a été réalisée en
langage Python 3 [Van Rossum & Drake, 2009], avec l’aide des librairies de vectorisation
Numpy [Oliphant, 2006] et Scipy [Jones, Oliphant, Peterson, & Others, 2019]. Le code
a été optimisé pour que la construction ne requière qu’environ 15 minutes de temps de
calcul dans le cas des modèles les plus complexes utilisés dans cette thèse (p. ex. 80000
neurones et 3.2× 106 synapses).
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2.3.1 Distribution des neurones avec contraintes additionnelles
Distribution des neurones avec contraintes sur la dimensionnalité d’entrée
Il est nécessaire de tenir compte de la contrainte venant de la stimulation d’entrée au niveau
de la rétine. Le nombre de RGCs est ajusté à la dimensionnalité de l’entrée. Par exemple,
pour une entrée sous forme de grille 2D de taille 16 x 16 avec 2 canaux (ON et OFF), le
nombre total de RGCs est de 512 (soit 256 neurones RGC-XON-exc et 256 neurones RGC-
XOFF-exc). Le nombre de neurones du dLGN est ensuite ajusté selon la proportion connue
avec les RGCs et les neurones relais excitateurs du dLGN [Bishop, Jeremy, & McLeod,
1953 ; Friedlander, Lin, Stanford, & Sherman, 1981 ; Peters & Payne, 1993 ; Sanderson,
1971], considérée fixe à 2.5 dans cette thèse. Pour l’exemple donné plus haut, il y aurait
donc 640 neurones dLGN-XON-exc et le même nombre pour dLGN-XOFF-exc. Le nombre
de neurones pour les sous-populations inhibitrices du dLGN est ajusté selon la distribution
observée dans le cerveau (figure A.5(a) page 155). Le nombre restant de neurones pour
atteindre la cible N totalneu est alors distribué à travers les sous-populations de V1 selon la
distribution observée dans le cerveau entre les différentes couches laminaires (figure A.5(b)
page 155). Cette méthode permet de répartir de façon réaliste le nombre total de neurones
à travers toutes les sous-populations du modèle, en tenant compte de la contrainte sur la
dimensionnalité d’entrée. Elle est nécessaire au point de vue pratique pour éviter d’avoir
une trop grande proportion de neurones dans V1, même pour une faible dimensionnalité
en entrée. C’est que chez le chat, il y a de 200 à 800 fois plus de neurones dans V1 que de
neurones en entrée dans la rétine (figures A.2 page 153 et A.4 page 154). Les contraintes
sur la dimensionnalité d’entrée et le nombre total de neurones N totalneu ont donc pour impact
de réduire artificiellement la proportion du nombre de neurones dans V1.
Organisation spatiale des neurones et contraintes morphologiques
Une fois la taille des sous-populations fixée, il y a échantillonnage de la position en 3D des
neurones. Ceci permet de répartir spatialement les neurones à l’intérieur du volume défini
par le champ de vision pour chaque structure et l’épaisseur de chaque couche (section A.2
page 158). L’organisation spatiale des neurones interviendra dans le calcul des délais de
conduction axonale. Par la suite, il y échantillonnage de la morphologie dendritique à
grappes synaptiques pour chacun des neurones (section A.4 page 164). L’organisation spa-
tiale des grappes synaptiques interviendra dans le calcul de la matrice de connectivité pos-
sible entre les neurones. Cette matrice est très parcimonieuse, car les grappes synaptiques
et les arbres dendritiques basaux ont une étendue spatiale limitée. Elles contraignent donc
fortement le nombre de synapses potentielles. Un certain neurone source (présynaptique)
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ne pourra se connecter qu’avec le nombre restreint de neurones cibles (postsynaptiques)
dont les arbres dendritiques basaux recoupent au moins une de ses grappes synaptiques.
Pour permettre d’analyser l’impact de la répartition réaliste des neurones et des synapses,
cette thèse introduit aussi un modèle à topologie de connectivité uniforme. Les contraintes
spatiales introduites par les grappes dendritiques sont alors ignorées. La connectivité sy-
naptique obtenue est moins structurée et favorise autant les connexions synaptiques courte
et longue distance.
2.3.2 Distribution des synapses avec contraintes additionnelles
Matrice de connectivité et de probabilité de connexion entre les neurones
Il est possible de calculer la matrice de probabilité de connexion entre toutes les grappes
synaptiques et les arbres dendritiques basaux de chaque neurone. Cette dernière tient
compte de la matrice de connectivité (synapses potentielles), des poids relatifs de chaque
grappe synaptique (équation A.2 page 165) et des probabilités de connexion entre les sous-
populations (figure 2.4 page 15). Elle est très parcimonieuse à cause de l’étendue spatiale
limitée des grappes synaptiques. Les connexions synaptiques d’un neurone avec lui-même
(autapses) ne sont pas permises. Un neurone présynaptique est aussi contraint à ne pas
avoir de connexions multiples avec le même neurone postsynaptique (multapses). C’est
par exemple possible si plusieurs grappes synaptiques d’un neurone source recoupent le
même l’arbre dendritique basal postsynaptique. Dans ce cas, seule la grappe synaptique
avec le plus fort poids relatif est considérée. Ces contraintes de connectivité sont intégrées
en manipulant directement la matrice de probabilité de connexion. Une fois finalisée,
cette dernière permet l’échantillonnage de toutes les synapses suivant le nombre total de
synapses N totalsyn souhaité dans le modèle. Elle peut aussi avoir été pondérée pour limiter le
nombre de synapses dans V1 (section 2.3.3 page suivante).
Contraintes pour connectivité minimale et organisation spatiale des synapses
Pour éviter que des neurones ne se retrouvent sans aucune connexion synaptique à cause du
processus d’échantillonnage aléatoire, chaque neurone reçoit en entrée minimalement une
connexion synaptique excitatrice et une connexion synaptique inhibitrice. Cette contrainte
est nécessaire pour assurer le contrôle homéostatique, qui sera discuté au chapitre 4. Des
contraintes additionnelles sur le nombre de projections synaptiques entre différentes sous-
populations (p. ex. projections rétinogéniculées et géniculocorticales) qui contribuent à la
propagation avant de l’activité neuronale dans le modèle ont aussi été considérées (sec-
tion A.4.6 page 174). Ceci permet d’assurer que même avec un faible nombre total de
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neurones ou de synapses, la propagation avant de l’activité neuronale en réponse à la
stimulation d’entrée peut bien s’effectuer. Sans ces contraintes, l’excitabilité des sous-
populations au niveau du dLGN et de V1 face à la stimulation d’entrée serait fortement
réduite. Il s’agit d’une situation à éviter lorsqu’on applique le modèle proposé à une mé-
thode d’apprentissage machine basée sur un réservoir. L’activité du réservoir doit refléter
suffisamment les caractéristiques spatiales ou temporelles de la stimulation d’entrée pour
permettre la classification.
Enfin, la dernière étape est l’échantillonnage de la position en 3D des synapses, suivant
les données sur la connectivité proximale et distale au soma [J. C. Anderson et al., 1994].
Ceci permettra de calculer une atténuation dendritique dépendante de la distance au soma
pour chaque synapse.
2.3.3 Facteur d’échelle de V1
Effet du facteur d’échelle de V1 sur la distribution des synapses
Le facteur d’échelle de V1 (dénoté sV1) est introduit dans cette thèse pour ajuster la
proportion de synapses dans V1 par rapport au dLGN et à la rétine. En partant de la
distribution de probabilité théorique des synapses entre les sous-populations de neurones
(figure 2.4 page 15), il y a pondération des densités de probabilité des projections synap-
tiques afférentes et efférentes aux sous-populations de V1. Il y a une pondération linéaire
(c.-à-d. multiplication par sV1) des densités de probabilité pour les projections géniculo-
corticales et corticogéniculées, mais une pondération quadratique (c.-à-d. multiplication
par sV12) pour les projections corticocorticales. La pondération quadratique vient du fait
que dans V1, où la densité de neurones est la plus élevée dans le modèle, le nombre de
synapses potentielles entre les neurones (lorsque pleinement connectés) est une relation
quadratique (au carré) du nombre de neurones. La pondération quadratique permet donc
de réduire considérablement le nombre de projections corticocorticales. La pondération
linéaire réduit dans une moindre mesure le nombre de projections géniculocorticales et
corticogéniculées. Ceci assure une meilleure propagation avant de la stimulation d’entrée
vers V1, et rehausse en proportion la rétroaction de V1 au dLGN. Après l’application des
pondérations mentionnées plus haut, l’ensemble des valeurs de probabilité de connexion
est renormalisé pour sommer à 1. Cette nouvelle distribution de probabilité est utilisée
pour l’échantillonage des synapses selon le nombre total de synapses N totalsyn imposé dans
le modèle. Dans le cas où sV1 = 1, la pondération n’a aucun effet sur la distribution des
synapses. Dans le cas où sV1 < 1, la proportion de synapses afférentes et efférentes à V1 est
réduite artificiellement. Idéalement, le facteur d’échelle de V1 influencerait aussi la propor-
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tion de neurones dans V1 et non seulement celle des synapses (section A.1.6 page 155). Ce
n’est toutefois pas considéré ici à cause des contraintes liées à la dimensionnalité d’entrée
et au nombre total de neurones N totneu dans le modèle.
Ajustement automatique du facteur d’échelle de V1
Le facteur d’échelle sV1 de V1 peut être ajusté manuellement selon la taille du modèle
(p. ex. N totneu). Pour un modèle de taille donnée, il est toutefois préférable de l’ajuster
automatiquement en fonction de la distribution actuelle des neurones dans le modèle.
Dans cette thèse, l’ajustement automatique du facteur d’échelle sV1 s’effectue selon l’équa-
tion 2.1. La figure 2.5 page suivante montre l’effet de l’ajustement automatique du fac-
teur d’échelle sV1 sur la distribution des synapses à l’intérieur et entre les structures. On
remarque que l’ajustement automatique du facteur d’échelle de V1 permet d’assurer un
meilleur relais de l’information visuelle de la rétine à V1 par une connectivité sous-corticale
et interstructurelle fortement rehaussée. Pour mieux constater l’effet du facteur d’échelle
sV1 de V1 en isolation, ces analyses ont été effectuées sans considération des contraintes
sur la connectivité qui imposent un nombre minimal de connexions synaptiques par neu-
rone (section A.4.6 page 174). Ces contraintes influencent grandement la distribution du
nombre de synapses dans les structures sous-corticales (non illustré), mais assurent une





où sV1-RGC = N totneu, V1/N totneu, RGC est le rapport actuel (dans la simulation) du
nombre de neurones entre V1 et la rétine (RGC) dans le modèle, et srefV1-RGC =
N tot, refneu, V1/N
tot, ref
neu, RGC est le rapport théorique (section A.1.5 page 155).
2.3.4 Évaluation de la qualité de la modélisation structurelle
Une mesure objective doit être définie pour permettre d’analyser l’effet des paramètres
de modélisation (p. ex. topologie de connectivité entre les neurones) sur la qualité de
la modélisation structurelle. L’écart entre la distribution de synapses théorique fQ (x)
conforme à la physiologie (c.-à-d. servant à l’instanciation du modèle) et la distribution
actuelle fP (x) des synapses dans le modèle (c.-à-d. après instanciation du modèle) est
quantifié de façon objective par la distance de variation totale [Grimmett & Stirzaker,
2001]. La distribution fQ (x) est obtenue à partir de la figure 2.4 page 15, après l’application
de la pondération selon le facteur d’échelle sV1 de V1 (section 2.3.3 page précédente). La
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(a) Aucun ajustement (sV1 = 1.0), conforme à la physiologie.
(b) Ajustement automatique (sV1 = 0.146), pour la simulation.
Figure 2.5 Effet de l’ajustement automatique du facteur d’échelle sV1 de V1
sur la distribution des synapses entre les structures. On remarque en (a) que
sans ajustement, le nombre de synapses entre les structures (p. ex. V1-dLGN)
correspond à moins de 1% du nombre total de synapses. Ceci est probléma-
tique lorsqu’il existe une contrainte N totsyn sur le nombre total de synapses, car le
nombre de synapses dans les structures sous-corticales pourrait ne pas être assez
élevé pour relayer l’information des trains de décharge à l’entrée de la rétine vers
V1. Notez comment en (b) l’ajustement automatique de sV1 selon l’équation 2.1
page précédente permet de mitiger ce problème potentiel en augmentant arti-
ficiellement d’un facteur 6 environ le nombre de synapses entre les structures.
Paramètre du modèle : N totneu = 40000, N totsyn = 1.6× 106, θfov = 5 degrés, topolo-
gie avec grappes, entrée de dimensionnalité 16 x 16 x 2.
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distribution fP (x) doit être calculée en comptabilisant le nombre de synapses instanciées
dans le modèle entre chaque sous-population, puis en normalisant selon le nombre total
de synapses N totsyn. La distance de variation totale en fonction des distributions fQ (x) et
fP (x) est définie à l’équation 2.2 dans le cas de distributions discrètes. Il s’agit d’une
métrique liée à la norme L1 entre les distributions de probabilité, et considérée comme
la distance statistique la plus courante en théorie des probabilités et en statistique. Elle
décrit l’écart maximal entre les probabilités assignées par chacune des distributions pour
le même événement x. L’idéal est une distance nulle, donc où fP (x) = fQ (x). Dans
ce cas, la distribution actuelle fP (x) des synapses dans le modèle (pour la simulation)
reflète parfaitement la distribution théorique fQ (x) conforme à la physiologie. À titre de
référence, une distance de variation totale dVT égale à 0.81 a été estimée dans le cas d’une
distribution fP (x) uniforme.





| fP (x)− fQ (x) | (2.2)
où
dVT (fP , fQ) est la distance de variation totale (distance statistique).
fP et fQ sont des distributions de probabilité discrète.
Ω est l’univers (espace des observables) discret.
La distance statistique dVT (fP , fQ) ne permet pas de quantifier le nombre moyen minimal
de synapses afférentes à chaque neurone, surtout pour la connectivité entre les structures
(exemple figure 2.5 page précédente). Une distance statistique dVT (fP , fQ) faible, indica-
trice d’une bonne qualité de la modélisation structurelle, ne garantit pas forcément que
les trains de décharge en entrée peuvent être transmis de façon efficace à V1 par le dLGN.
La section 2.4.6 page 36 formule entre autres des recommandations à ce sujet.
2.4 Résultats et discussion
Dans cette section, l’effet des paramètres de modélisation importants sur la qualité de la
modélisation structurelle est d’abord étudié. Une analyse spectrale du graphe de connec-
tivité dans un modèle de taille réduite est ensuite réalisée. Les contraintes synaptiques
visant à assurer une connectivité afférente minimale (section A.4.6 page 174) sont consi-
dérées dans toutes les analyses.
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2.4.1 Effet de la topologie de connectivité entre les neurones
La topologie de la connectivité entre les neurones influence grandement la qualité de la
modélisation structurelle. Dans cette thèse, il existe deux configurations possibles : (1) to-
pologie avec grappes synaptiques comme précisée à la section A.4 page 164, et (2) topologie
uniforme où il n’y a aucune contrainte spatiale sur les projections apicales. La topologie
uniforme correspond à avoir une seule grappe de diamètre infini par neurone. Elle amène
à avoir des connexions synaptiques sur de beaucoup plus longues distances (c.-à-d. sur
toute la surface sous-corticale ou corticale), comparativement à la topologie avec grappes
où les projections synaptiques sont locales. La figure 2.6 page suivante montre l’effet de
la topologie de la connectivité synaptique et du nombre total de neurones dans le modèle
sur la distance statistique dVT entre la distribution actuelle de synapses dans le modèle
et la distribution théorique de référence conforme à la physiologie. On remarque une dif-
férence notable dans la qualité de la modélisation structurelle (c.-à-d. distance statistique
faible) lorsque la topologie avec grappes est utilisée pour un faible nombre total de neu-
rones. On remarque aussi l’impact détrimental notable des contraintes synaptiques visant
à assurer une connectivité afférente minimale (section A.4.6 page 174) sur la qualité de la
modélisation structurelle. Ces contraintes artificielles introduisent un écart face à la distri-
bution théorique des synapses conforme à la physiologie qui est malheureusement amplifié
en fonction du nombre de neurones dans le modèle. La distance statistique considérée a
pour avantage de faire ressortir ce phénomène et permet de choisir la taille optimale du
modèle suivant ces contraintes, qui contribuent à l’obtention de meilleures performances
de classification dans les expériences réalisées au chapitre 5.
2.4.2 Effet du nombre moyen de synapses par neurone
Le nombre total de synapses dans le modèle influence aussi grandement la qualité de la mo-
délisation structurelle. La figure 2.7 page 29 montre l’effet du nombre moyen de synapses
par neurone sur la distance statistique dVT entre la distribution actuelle de synapses dans
le modèle et la distribution théorique de référence conforme à la physiologie. Dans le cas
de la topologie uniforme, le nombre de synapses potentielles entre les neurones augmente
en théorie de façon quadratique par rapport au nombre total de neurones dans le mo-
dèle. Le coefficient polynomial d’ordre 2 est élevé, c.-à-d. a ≈ 1 dans la forme standard
a ·x2+b ·x+c d’un polynôme de second ordre. La topologie avec grappes et ses contraintes
spatiales possède aussi cette relation quadratique (non illustré), mais avec un coefficient
a ≪ 1 très faible, estimé ici à a = 0.012 selon un ajustement polynomial par moindres
carrés [Nicholson, 2013]. Il est donc nécessaire d’avoir un nombre total de neurones signi-
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Figure 2.6 Effet de la topologie de la connectivité synaptique et du nombre
total de neurones dans le modèle sur la distance statistique dVT entre la distri-
bution actuelle de synapses dans le modèle et la distribution théorique de réfé-
rence conforme à la physiologie. On remarque que la distance statistique dans le
cas de la topologie avec grappes synaptiques est minimale autour de 40000 neu-
rones, où se situe donc la meilleure qualité de modélisation structurelle. Dans le
cas de la topologie uniforme, la distance statistique augmente toutefois avec le
nombre total de neurones, ce qui signifie une qualité de modélisation structurelle
moindre. Ce phénomène est causé par les contraintes spécifiques et globales sur
la connectivité synaptique minimale entre les neurones (section A.4.6 page 174).
L’écart de distance statistique entre les topologies est causé par les contraintes
spatiales additionnelles amenées par la topologie avec grappes synaptiques. Les
grappes synaptiques à diamètres restreints limitent la connectivité possible entre
les neurones, donc le nombre maximal possible de synapses pouvant être créées
dans le modèle. Ceci mène à une distance statistique plus élevée que dans le cas
de la topologie uniforme, où il n’existe aucune contrainte spatiale. Paramètre
du modèle : N totsyn = 40 · N totneu, θfov = 5 degrés, sV1 calculé selon l’équation 2.1
page 24, entrée de dimensionnalité 16 x 16 x 2.
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ficativement plus élevé pour obtenir une qualité de modélisation structurelle similaire à la
topologie uniforme.
(a) Topologie avec grappes (b) Topologie uniforme
Figure 2.7 Effet du nombre moyen de synapses par neurone sur la distance
statistique dVT entre la distribution actuelle de synapses dans le modèle et la
distribution théorique de référence conforme à la physiologie, pour (a) une topo-
logie avec grappes synaptiques et (b) une topologie uniforme. On remarque que
pour la topologie avec grappes synaptiques, l’augmentation du nombre total de
synapses amène une augmentation de la distance statistique, donc une diminu-
tion de la qualité de la modélisation structurelle. Ce n’est toutefois pas le cas
pour la topologie uniforme, où la distance statistique reste faible et diminue avec
le nombre total de synapses. Similairement à la figure 2.6 page précédente, l’écart
de distance statistique entre les topologies est causé par les contraintes spatiales
additionnelles amenées par la topologie avec grappes synaptiques. Dans le cas où
N = 40000 en (a), cette dégradation de la qualité de la modélisation structurelle
survient seulement à partir de N totsyn/N totneu ≈ 40. Il est donc requis d’augmenter le
nombre total de neurones et de synapses si la topologie avec grappes est utilisée,
pour assurer un plus grand nombre de synapses potentielles entre les neurones.
Paramètre du modèle : N totneu = N ∈ {10000, 40000, 80000}, θfov = 5 degrés, sV1
calculé selon l’équation 2.1 page 24, entrée de dimensionnalité 16 x 16 x 2.
2.4.3 Effet du champ de vision
Le champ de vision influence directement la densité moyenne des neurones sur les surfaces
corticales et sous-corticales (sections A.1.2 page 151 et A.1.4 page 152), et donc la qualité
de la modélisation structurelle. C’est d’autant plus vrai si une contrainte N totneu existe sur
le nombre total de neurones dans le modèle. La figure 2.8 page 31 montre l’effet du champ
de vision θfov sur la distance statistique dVT entre la distribution actuelle de synapses dans
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le modèle et la distribution théorique de référence conforme à la physiologie. On remarque
qu’il faut limiter le champ de vision dans le cas de la topologie avec grappes synaptiques
pour obtenir une meilleure qualité de modélisation structurelle (c.-à-d. distance statistique
faible). Toutefois, il est important de conserver un champ de vision minimal pour permettre
un étalement spatial suffisant des grappes synaptiques. Ces dernières au niveau de la couche
L2/3 dans V1 peuvent s’étendre jusqu’à plusieurs millimètres [Binzegger et al., 2007] et
ont été prises en compte dans la modélisation spatiale des projections synaptiques apicales
(tableau A.6 page 169). Un champ de vision trop petit empêche cette connectivité longue
distance. Avec un facteur de grandissement dans V1 de 1 mm/degré (tableau A.2 page 159),
un champ de vision θfov = 1 degré ne permet pas de connexions longue distance supérieures
à d =
√
2 = 1.41 mm (c.-à-d. distance diagonale maximale). Il faut donc privilégier un
champ de vision minimal autour de 4 ou 5 degrés.
2.4.4 Effet du facteur d’échelle de V1
L’effet du facteur d’échelle sV1 de V1 sur la distribution des synapses à travers les struc-
tures corticales et sous-corticales a été abordé à la section 2.3.3 page 23. Ceci a un impact
important sur la qualité de la modélisation structurelle, comme illustré à la figure 2.9
page 32. On remarque pour les deux topologies étudiées une dégradation de la qualité de
la modélisation structurelle (c.-à-d. distance statistique dVT plus élevée) plus le facteur
d’échelle sV1 augmente. Peu d’effet a été observé pour la topologie uniforme sans l’utilisa-
tion des contraintes de connectivité minimale entre les neurones (non illustré). Il y a un
effet notable pour la topologie avec grappes, mais seulement lorsque le nombre total de
neurones N totneu est supérieur à 40000. Les contraintes de connectivité minimale introduisent
donc un biais notable dans la distribution des synapses qui n’est pas atténué par l’aug-
mentation du facteur d’échelle sV1 de V1. Elles entrent en conflit avec la physiologie, mais
sont ici nécessaires pour assurer une bonne propagation avant de la stimulation d’entrée.
2.4.5 Analyse du spectre laplacien de la connectivité
La connectivité synaptique dans le modèle proposé peut aussi être étudiée par la théorie
spectrale des graphes [Chung, 1996]. L’analyse réalisée se base sur des travaux qui ont
étudié la connectivité macroscopique dense entre 65 aires corticales chez le chat [de Lange,
de Reus, & van den Heuvel, 2014]. La matrice laplacienne normalisée L est utilisée comme
représentation matricielle du graphe de connectivité de la population de neurones [de
Lange et al., 2014] :
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(a) Topologie avec grappes (b) Topologie uniforme
Figure 2.8 Effet du champ de vision θfov sur la distance statistique dVT entre
la distribution actuelle de synapses dans le modèle et la distribution théorique
de référence conforme à la physiologie, pour (a) une topologie avec grappes sy-
naptiques et (b) une topologie uniforme. On remarque que l’augmentation du
champ de vision cause une augmentation de la distance statistique dans le cas
de la topologie avec grappes synaptiques, donc une diminution de la qualité de
la modélisation structurelle. Considérant que le nombre total de neurones reste
fixe, augmenter le champ de vision correspond à réduire la densité des neurones
sur les surfaces corticales et sous-corticales. Ceci réduit le nombre de synapses
potentielles à cause des contraintes spatiales des grappes synaptiques, ce qui
contribue à l’augmentation de la distance statistique par rapport à la distribu-
tion théorique et donc à la dégradation de la qualité de la modélisation struc-
turelle. La distance statistique reste sensiblement constante pour la topologie
uniforme, car il n’y a pas de contraintes spatiales sur la connectivité synaptique.
Paramètre du modèle : N totneu = N ∈ {10000, 40000, 80000}, N totsyn = 40 ·N totneu, sV1
calculé selon l’équation 2.1 page 24, entrée de dimensionnalité 16 x 16 x 2.
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(a) Topologie avec grappes (b) Topologie uniforme
Figure 2.9 Effet du facteur d’échelle sV1 de V1 sur la distance statistique dVT
entre la distribution actuelle de synapses dans le modèle et la distribution théo-
rique de référence conforme à la physiologie, pour (a) une topologie avec grappes
synaptiques et (b) une topologie uniforme. Contrairement aux analyses précé-
dentes où sV1 est calculé selon l’équation 2.1 page 24, la valeur de sV1 est ici
fixée manuellement. Comme illustré à la figure 2.5 page 25, un facteur d’échelle
sV1 ≪ 1 permet de rehausser le nombre de synapses venant des structures sous-
corticales. On remarque pour les deux topologies un effet notable sur la distance
statistique quand le facteur d’échelle sV1 augmente, dégradant la qualité de
la modélisation structurelle. Ceci survient peu importe le nombre total de neu-
rones dans le modèle. Paramètre du modèle : N totneu = N ∈ {10000, 40000, 80000},
N totsyn = 40 ·N totneu, θfov = 5 degrés, entrée de dimensionnalité 16 x 16 x 2.
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L = I −D−1G (2.3)
où
I est la matrice identité.
G ∈ BNtotneu×Ntotneu est la matrice d’adjacence entre les neurones, dans le domaine booléen
B = {0, 1}.
D ∈ ZNtotneu×Ntotneu est une matrice diagonale dans le domaine des entiers Z, avec D (u, u) =
deg u, soit le degré de connectivité du neurone.
Définition de la matrice d’adjacence et du degré de connectivité
La matrice d’adjacence G (u, v) définie à l’équation 2.4 encode la connectivité binaire (sans
efficacités synaptiques) et non dirigée (liens symétriques et bidirectionnels) pour chaque
paire de neurones u et v dans la population [de Lange et al., 2014]. Il s’agit donc d’une
approximation relativement grossière de la connectivité synaptique, qui dans le modèle
proposé est plutôt pondérée et dirigée (liens asymétriques). Cette approximation permet
toutefois de voir la diversité des profils de connectivité dans la population de neurones. Le
degré de connectivité deg u d’un neurone u correspond ici au nombre total de connexions
synaptiques afférentes et efférentes à ce dernier.
G (u, v) =
⎧⎨⎩1 si les neurones u et v sont connectés0 autrement (2.4)
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Interprétation du spectre de la matrice laplacienne
L’analyse du spectre de la matrice laplacienne L est réalisée par décomposition matricielle
en éléments propres [Nicholson, 2013]. Les valeurs propres λ sont trouvées par la résolution
du système d’équations homogènes décrit par la matrice laplacienne normalisée L [de Lange
et al., 2014] :
(L− λI)v = 0 (2.5)
où I est la matrice identité, v est un vecteur propre et λ est une valeur propre.
Une valeur propre faible (λ < 0.5) correspond à des sous-graphes de neurones plus disjoints,
alors qu’une valeur propre élevée (λ > 1.5) correspond à des sous-graphes connectés de
façon dense et complète [de Lange et al., 2014]. Une forte concentration de valeurs propres
autour de 1.0 correspond à des noeuds ayant un profil de connectivité identique ou très
similaire [Banerjee & Jost, 2008]. La figure 2.10 page suivante montre la distribution des
valeurs propres dans le cas de la topologie avec grappes et la topologie uniforme. Pour
cette analyse, le modèle est contraint à une petite taille (c.-à-d. N totneu = 4000) à cause des
requis élevés en mémoire vive pour résoudre l’équation 2.5. La distribution des valeurs
propres est similaire aux données expérimentales de de Lange et al. [2014]. Le modèle
capture donc bien la diversité de la connectivité macroscopique dans le cortex. Notez que
si le nombre total de neurones ou de synapses par neurone augmente (p. ex. N totneu = 10000
ou N totsyn/N totneu = 25), les distributions des valeurs propres pour les deux topologies restent
similaires aux données expérimentales, mais augmentent en concentration autour de 1
(non illustré). Ceci indique une connectivité plus balancée [Banerjee & Jost, 2008]. Les
données expérimentales de de Lange et al. [2014] ne considèrent au niveau macroscopique
que 65 aires corticales et 730 connexions. En comparaison, le modèle proposé à large échelle
comporte un nombre significativement plus élevé de neurones et de synapses. Ceci amène
une plus forte redondance dans les profils de connectivité, qui contribue à la concentration
des valeurs propres autour de 1.
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(a) Topologie avec grappes




























Figure 2.10 Distributions des valeurs propres de la matrice laplacienne norma-
lisée pour analyse de la connectivité dans le modèle, calculées selon l’équation 2.5
page précédente. Une comparaison est effectuée avec la distribution provenant
des données expérimentales de de Lange et al. [2014] sur la connectivité macro-
scopique entre 65 aires corticales chez le chat (ligne pointillée fine). Un lissage
avec un noyau gaussien (σ = 0.015) a été appliqué selon de Lange et al. [2014].
On remarque pour la topologie avec grappes en (a) une similarité importante
avec les données expérimentales. C’est le cas peu importe si les contraintes de
connectivité synaptique (section A.4.6 page 174) sont considérées ou non. C’est
aussi le cas en (b) pour la topologie uniforme, mais où les distributions sont plus
arrondies. Notez que le champ de vision θfov n’influence pas significativement la
forme de la distribution des valeurs propres (non illustré). Paramètres du mo-
dèle : N totneu = 4000, N totsyn = 10 · N totneu, sV1 calculé selon l’équation 2.1 page 24,
entrée de dimensionnalité 4 x 4 x 2.
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2.4.6 Recommandations sur la taille minimale du modèle
Les analyses effectuées dans les sections précédentes ont démontré l’importance du choix
de certains paramètres de modélisation dans la qualité de la modélisation structurelle. Il
s’agit principalement du nombre total de neurones et de synapses, du champ de vision et
du facteur d’échelle de V1. L’effet de ces paramètres est beaucoup plus marqué pour la
topologie avec grappes synaptiques que pour la topologie uniforme. Il est recommandé pour
la topologie avec grappes synaptiques d’avoir un modèle contenant environ 40000 neurones
(figure 2.6 page 28). Afin de conserver une bonne qualité de modélisation structurelle pour
ce nombre de neurones, il est recommandé d’avoir environ 40 synapses par neurones en
moyenne (figure 2.7 page 29), donc 1.6× 106 synapses au total. Ceci contraste avec le
nombre estimé de plusieurs milliers de synapses par neurones dans le cortex visuel du
chat [Beaulieu & Colonnier, 1985 ; Cragg, 1967 ; Peters, 1987]. L’accent est plutôt mis ici
sur le respect des distributions relatives des synapses entre les sous-populations neuronales.
Il est recommandé d’avoir un champ de vision autour de 5 degrés (figure 2.8 page 31),
dans le but de permettre une connectivité longue distance sans trop diminuer la densité
neuronale. Finalement, il est recommandé d’utiliser l’équation 2.1 page 24 pour le calcul
automatique du facteur d’échelle de V1 en fonction du nombre total de neurones. Ceci
permet une connectivité suffisante entre les structures. Avec ces choix de paramètres, une
distance statistique dVT (distance de variation totale) égale à 0.115 est obtenue avec la
distribution de synapses théorique conforme à la physiologie. La figure 2.11 page suivante
montre la distribution obtenue du nombre total de synapses entre les structures RGC,
dLGN et V1. La figure 2.12 page 38 montre une distribution similaire, mais en termes de
nombre moyen de synapses afférentes par neurone. Les valeurs numériques précisées au
tableau 2.2 page 39 montrent une connectivité adéquate entre les sous-populations pour
favoriser la propagation avant de la stimulation d’entrée vers V1.
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Figure 2.11 Distribution du nombre total de synapses entre les structures RGC,
dLGN et V1 selon le modèle à taille minimale proposé. Une région hachurée si-
gnifie qu’il n’y a pas de connexions synaptiques entre les sous-populations, en
respect des données expérimentales (figure 2.4 page 15) ou parce que la pro-
babilité de connexion est trop faible suivant le nombre total de synapses N totsyn
souhaité. En comparaison avec la distribution théorique de référence définie à
la figure 2.4 page 15, seuls quelques chemins synaptiques sont ignorés à cause
de la taille restreinte du modèle proposé. Il s’agit de certaines connexions pro-
venant des sous-populations inhibitrices V1-L4-inh et V1-L5-inh, qui possèdent
un très faible nombre de neurones. Sinon, la prépondérance des connexions de
la couche V1-L2/3 et de la forte récurrence à l’intérieur des structures et entre
les structures (p. ex. V1 et dLGN) sont bien conservées. Paramètres du mo-
dèle : N totneu = 40000, N totsyn = 40 · N totneu, sV1 calculé selon l’équation 2.1 page 24,
θfov = 5 degrés, entrée de dimensionnalité 16 x 16 x 2.
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Figure 2.12 Distribution des synapses entre les structures RGC, dLGN et V1 en
termes de nombre moyen de synapses afférentes par neurone. Une région hachu-
rée signifie qu’il n’y a pas de connexions synaptiques entre les sous-populations,
en respect des données expérimentales (figure 2.4 page 15) ou parce que la proba-
bilité de connexion est trop faible suivant le nombre total de synapses N totsyn sou-
haité. Les valeurs numériques exactes sont inscrites au tableau 2.2 page suivante.
En comparaison avec la figure 2.11 page précédente, le nombre de connexions sy-
naptiques entre les sous-populations a été normalisé par le nombre de neurones
de chaque sous-population cible plutôt que le nombre total de synapses N totsyn dans
le modèle. On remarque que le nombre moyen de synapses afférentes par neu-
rone dans V1 varie grandement en fonction des sous-populations. Paramètres
du modèle : N totneu = 40000, N totsyn = 40 · N totneu, sV1 calculé selon l’équation 2.1
page 24, θfov = 5 degrés, entrée de dimensionnalité 16 x 16 x 2.
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2.5 Conclusion
Dans ce chapitre, la modélisation de la structure neuronale et synaptique pour le système
visuel primaire à partir de données anatomiques a été abordée. La motivation était de
reproduire le plus possible la distribution réelle des neurones et des synapses à travers les
différentes structures sous-corticales et corticales. Ceci est basé sur l’observation que la
connectivité récurrente et les rétroactions entre les structures sont prépondérantes dans
le cerveau [Binzegger et al., 2004]. Il s’agit d’un aspect souvent délaissé dans les modèles
existants du système visuel qui focalisent plus sur l’aspect fonctionnel [p. ex. Haeusler et
al., 2009 ; Srinivasa & Jiang, 2013]. La qualité de la modélisation structurelle a été évaluée
objectivement à l’aide d’une métrique de distance statistique (distance de variation totale)
entre la distribution des synapses obtenue dans le modèle et celle conforme à la physio-
logie. Ceci a permis d’évaluer l’effet de différents paramètres de modélisation, comme le
nombre total de neurones et de synapses, le champ de vision et le facteur d’échelle de
V1. Les résultats ont démontré que l’effet de ces paramètres est particulièrement prononcé
lorsqu’une topologie réaliste par grappes synaptiques est utilisée pour la modélisation des
projections synaptiques apicales. L’incorporation de telles contraintes spatiales réduit le
degré de liberté de connectivité dans le modèle, c.-à-d. le nombre total de synapses poten-
tielles entre les neurones. Le degré de liberté restreint rend la distribution des synapses
plus sensible au changement de densité neuronale et synaptique. Par exemple, ce change-
ment peut être causé par les contraintes sur le nombre total de neurones ou par le champ
de vision. Des recommandations ont été émises quant à la taille minimale du modèle pour
optimiser la qualité de la modélisation structurelle, et minimiser l’impact computationnel
de simuler un trop grand nombre de neurones ou de synapses.
CHAPITRE 3
MODÉLISATION DE LA DYNAMIQUE NEU-
RONALE
3.1 Introduction
Dans cette thèse, le neurone est considéré comme l’élément principal lié au traitement de
l’information dans le cerveau. Il est l’un des types de cellules dans le cortex visuel dont
la réponse et le développement sont les plus dépendants des expériences sensorielles [Fré-
gnac & Imbert, 1984 ; E. M. Y. Wong, Sit, Tarrant, & Cheng, 2012]. La dynamique des
neurones est aussi formalisable mathématiquement [Gerstner, 2014]. La modélisation des
microcircuits formés par les populations interconnectées de neurones [p. ex. Douglas &
Martin, 1991 ; Gilbert, 1983] reproduit très bien les propriétés fonctionnelles du cortex
visuel [Orban, 1984]. C’est le cas même sans considérer l’influence des cellules gliales sur
l’activité et le développement neuronal [Fields et al., 2014 ; Krishna Temburni & Jacob,
2001 ; Perea, Sur, & Araque, 2014]. La modélisation structurelle étudiée au chapitre 2
peut donc participer à générer des interactions complexes entre les neurones. L’aspect
computationnel peut toutefois devenir problématique lorsqu’on considère la complexité de
la dynamique neuronale, de la propagation des potentiels d’action, des sources de bruit
aléatoire et des diverses formes de plasticité synaptique dans le cerveau.
3.1.1 Contributions spécifiques
Ce chapitre porte sur la modélisation de la dynamique neuronale et des interactions sy-
naptiques dans le système visuel primaire, tout en intégrant la modélisation structurelle
décrite au chapitre 2. La motivation est de capturer plusieurs des aspects importants de la
dynamique des neurones et de leurs interactions dans le cerveau. Elle est aussi de tendre
vers des performances de simulation près du temps réel, où une seconde de temps de
simulation correspond à une seconde de temps biologique. Il est proposé :
1. Une évaluation de l’impact computationnel de diverses caractéristiques de modélisa-
tion de la dynamique (p. ex. nombre de neurones, plasticité à court terme), suivant
une implémentation réalisée avec le simulateur Brian2 [Stimberg et al., 2019].
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2. L’identification des facteurs computationnels limitants ainsi que des solutions pour
tenter de réduire l’impact de ces derniers sur le temps de simulation.
3.2 Sommaire de la modélisation dynamique proposée
Dans les prochaines sections, les propriétés considérées de la dynamique neuronale et
synaptique sont abordées. Sauf indication contraire, elles se basent sur des données phy-
siologiques du système visuel du chat (annexe B).
3.2.1 Dynamique neuronale
L’évolution du potentiel membranaire 1 dans le modèle de neurone à décharge considéré
est décrite par une intégration et décharge avec fuite (section B.1 page 177). La fluctuation
du potentiel membranaire suite à une décharge présynaptique se base sur une modélisa-
tion de l’évolution des courants synaptiques. Il s’agit d’une dynamique temporelle simple
pour décrire la réponse neuronale et couramment utilisée dans la littérature (exemple ta-
bleau 3.2 page 48). La dynamique est non linéaire à cause de la génération de potentiels
d’action (décharges) qui survient seulement lorsque le potentiel membranaire dépasse un
certain potentiel de seuil. Elle est pertinente à l’application en apprentissage machine par
réservoir, car ce dernier bénéficie des interactions non linéaires en termes de capacité com-
putationnelle [Schrauwen et al., 2007]. Des paramètres de modélisation distincts pour les
neurones excitateurs et inhibiteurs ont été considérés (section B.1.4 page 179), pour tenir
compte de la plus grande excitabilité des neurones inhibiteurs.
3.2.2 Dynamique de propagation synaptique
La dynamique de propagation des potentiels d’action (décharges) dans le modèle proposé
fait intervenir différents facteurs. Pour chaque projection synaptique, un délai de conduc-
tion axonale dépendant de la distance entre le neurone présynaptique et postsynaptique
est introduit (section B.4 page 192). Toutes les vitesses de conduction ainsi que les dis-
tances entre les structures (p. ex. distance géniculocorticale) sont basées sur des données
physiologiques. Les délais de propagation jouent un rôle crucial dans l’organisation des
efficacités synaptiques sous présence de la plasticité synaptique dépendante du temps de
décharge [Gilson, Bürck, Burkitt, & van Hemmen, 2012]. Il s’agit d’un thème important
abordé dans cette thèse au chapitre 4.
1. En neurophysiologie, on parlera plus précisément du potentiel transmembranaire, donc de la diffé-
rence de potentiel électrique entre l’intérieur et l’extérieur de la cellule neuronale.
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L’atténuation causée par la propagation des potentiels d’action (décharges) dans l’arbre
dendritique basal est aussi considérée (section B.5.2 page 198). La distribution spatiale
des synapses dans l’arbre dendritique basal dépend du type de neurone présynaptique
(section A.4.5 page 170). Elle a pour effet de concentrer une plus grande proportion de sy-
napses inhibitrices près du soma. L’activité neuronale devient potentiellement plus stable,
car l’inhibition est moins atténuée par la propagation dendritique et permet d’appliquer
un frein plus efficace sur l’excitation.
Un facteur de modulation statique sur les efficacités synaptiques qui dépend du type
d’interaction synaptique entre les neurones (c.-à-d. interaction dominante, latérale ou ré-
currente) a aussi été introduit (section B.5.1 page 195). Dans le cerveau, les projections
synaptiques peuvent être classifiées de façon générale comme dominant ou modulant les ac-
tivités neuronales [Sherman & Guillery, 1998]. L’introduction explicite de cette spécificité
permet d’assurer une meilleure propagation de l’information de la stimulation d’entrée
entre les structures, et aussi entre les couches internes de ces dernières. La forte récur-
rence des projections synaptiques dans le modèle (figure 2.11 page 37) peut sinon mener
trop facilement à un emballement de l’activité neuronale intrinsèque (c.-à-d. non évoquée,
provenant de l’activité spontanée ou soutenue).
3.2.3 Sources de bruit aléatoire
Le bruit dans le cortex intervient à plusieurs niveaux (p. ex. sensoriel, cellulaire et moteur)
et introduit une variabilité aléatoire notable dans l’activité et la réponse neuronale [Fai-
sal, Selen, & Wolpert, 2008]. Le modèle proposé considère les différentes sources de bruit
aléatoire suivantes au niveau neuronal et synaptique : l’activité spontanée, le bruit mem-
branaire et la transmission synaptique probabiliste. L’activité spontanée correspond à la
génération aléatoire de décharges par un neurone, même sans stimulation externe. Un taux
de décharge spontanée moyen spécifique à chaque sous-population de neurones (autour de
1 Hz) a été considéré selon des données physiologiques (section B.2 page 187).
Le bruit membranaire correspond aux fluctuations aléatoires du potentiel membranaire
provenant de diverses sources, comme l’activation probabiliste des canaux ioniques mem-
branaires [J. A. White, Rubinstein, & Kay, 2000] ou les neurones externes avoisinants. Ce
bruit a été introduit dans la dynamique neuronale par des fluctuations aléatoires des cou-
rants synaptiques, dont les amplitudes varient selon les structures et le type de neurones
(section B.3 page 189).
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La transmission synaptique probabiliste correspond au fait que dans la biologie, les sites
de libération des vésicules synaptiques ne sont pas parfaitement fiables [Katz, 1969]. Une
probabilité de libération des vésicules synaptiques et un nombre de sites de libération
distincts pour chaque sous-population de neurones ont été considérés dans le modèle de la
dynamique synaptique (section B.6 page 199).
Les différentes sources de bruit considérées jouent un rôle bien défini en contexte applicatif.
En apprentissage machine, le bruit possède un effet bénéfique sur la régularisation de
l’apprentissage et permet souvent une meilleure généralisation [Goodfellow, Bengio, &
Courville, 2016]. C’est pourquoi l’impact computationnel du bruit est ici étudié.
3.2.4 Plasticité synaptique
La modification de l’efficacité synaptique joue un rôle fondamental dans l’auto-organisation
du cerveau [Changeux & Danchin, 1976 ; Hebb, 1949 ; Singer, 1986, 1987], car elle permet
entre autres la modulation de l’activité neuronale. On parle alors de plasticité synaptique,
qui peut dépendre de l’activité présynaptique ou postsynaptique [Dan & Froemke, 2002 ;
Zucker, 1989]. Le tableau 3.1 page suivante décrit les multiples formes de plasticité synap-
tique considérées dans cette thèse, ainsi que les effets propres à chacune sur la dynamique
neuronale. On remarque des différences importantes dans l’échelle de temps entre les di-
verses formes de plasticité. L’homéostasie est par exemple beaucoup plus lente que la
plasticité à court terme (STP) ou la plasticité dépendante du temps de décharge (STDP).
Toutes les formes de plasticité au tableau 3.1 page suivante peuvent être implémentées
par une modulation multiplicative des efficacités (poids) synaptiques ou une dépendance
multiplicative à ces derniers. La définition de l’efficacité synaptique globale suivant l’in-
tégration des différentes formes de plasticité est précisée à la section B.8 page 206. Notez
que la plasticité homéostatique et les différentes formes de STDP sont étudiés au cha-
pitre 4. Les taux de décharge moyens cibles pour la plasticité homéostatique sont distincts
pour chaque sous-population du modèle et tirés de données physiologiques (section B.9
page 207).
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Tableau 3.1 Interaction de diverses formes de plasticité synaptique affectant les














Maintient l’activité globale des neurones à un taux
de décharge cible, ce qui aide à la propagation
de l’activité [Turrigiano & Nelson, 2004] et sta-
bilise la fonction neuronale [Turrigiano, 2012] en
particulier lorsqu’elle est utilisée avec la plasticité
hebbienne [Turrigiano, 2017 ; Watt & Desai, 2010 ;





> 10 sec Multiplicative Stabilise les réponses synaptiques près du seuil de
décharge [Antoine, Langberg, Schnepel, & Feld-
man, 2019] en équilibrant l’amplitude et les effets
des courants postsynaptiques excitateurs et inhibi-
teurs. Ceci permet de contrôler l’instant précis de
la génération de décharge [E. O. Mann & Paulsen,
2007]. Elle est obtenue grâce à la modulation des








Limite le débit d’information [Fuhrmann, Segev,
Markram, & Tsodyks, 2002], détecte le changement
de fréquence [Jedrzejewska-Szmek & Zygierewicz,
2010], permet le contrôle du gain neuronal [Roth-
man, Cathala, Steuber, & Silver, 2009] et la trans-
mission d’informations sur le type et l’identité spé-
cifiques des synapses [Maass & Markram, 2002].
Elle joue un rôle dans la régulation de la rétro-
action corticale [Augustinaite, Yanagawa, & Heg-
gelund, 2011]. Elle intervient dans la modification
dynamique de la non-linéarité et de la sélectivité
des réponses neuronales [Felsen et al., 2002 ; Kay-










La STDP excitatrice aide à capturer les dépen-
dances temporelles dans les relations temporelles
précises des réponses aux décharges [Abbott &
Nelson, 2000 ; Gütig, Aharonov, Rotter, & Som-
polinsky, 2003 ; Humble, Denham, & Wennekers,
2012 ; Kleberg, Fukai, & Gilson, 2014], ce qui
conduit à l’émergence de la sélectivité neuro-
nale [par exemple Felsen et al., 2002 ; Masquelier,
2012 ; Wenisch et al., 2005 ; Yao & Dan, 2001 ;
Yao, Shen, & Dan, 2004]. La STDP inhibitrice aide
dans une certaine mesure à équilibrer l’excitation
et l’inhibition [Hennequin, Agnes, & Vogels, 2017 ;
Kleberg et al., 2014 ; Kullmann, Moreau, Bakiri,
& Nicholson, 2012 ; Luz & Shamir, 2012 ; Trapp,
Echeveste, & Gros, 2018 ; Vogels, Sprekeler, Zenke,
Clopath, & Gerstner, 2011].
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3.2.5 Positionnement avec les modèles existants
Complexité des modèles de neurone et de synapse
Il existe une très vaste diversité de modèles de la dynamique du système visuel dans la
littérature. Les tableaux 3.2 page 48 et 3.3 page 49 comparent la dynamique du modèle
proposé avec des modèles similaires basés sur des neurones à décharge. Les travaux relevés
focalisent sur le système visuel avec un aspect important sur la structure et l’organisation
des connexions synaptiques (tableau 2.1 page 19). Plusieurs autres travaux considérant
l’effet de la STDP dans des modèles plus simples [p. ex. Kremer, Léger, Goodman, Brette,
& Bourdieu, 2011 ; Masquelier, 2012 ; Vogels et al., 2011], ou considérant l’interaction de la
STDP avec l’homéostasie [p. ex. Carlson, Richert, Dutt, & Krichmar, 2013 ; Effenberger,
Jost, & Levina, 2015 ; Harnack, Pelko, Chaillet, Chitour, & van Rossum, 2015 ; Toyoizumi,
Kaneko, Stryker, & Miller, 2014 ; van Rossum, Bi, & Turrigiano, 2000 ; Zenke, Agnes, &
Gerstner, 2015], seront plutôt abordés au chapitre 4.
On remarque d’abord au tableau 3.2 page 48 que la majorité des modèles relevés consi-
dèrent une dynamique neuronale relativement simple, soit le type intégration et décharge
avec fuite (LIF ) aussi utilisé dans cette thèse. Comparativement à un modèle de dyna-
mique neuronale plus complexe comme celui de Hodgkin-Huxley [A. Hodgkin & Huxley,
1952], le LIF possède un seuil explicite pour provoquer une décharge ainsi qu’une période
réfractaire absolue. La forme de la décharge et l’hyperpolarisation ne sont donc pas mo-
délisées implicitement par un système d’équations différentielles. Ceci réduit la sensibilité
du LIF au pas de simulation ∆t lors de l’estimation numérique du système d’équations
différentielles. Il est alors possible d’augmenter le pas de simulation jusqu’à ∆t = 1 ms
tout en conservant une grande stabilité (non illustré), permettant ainsi de réduire le temps
de calcul. Le LIF reste un modèle extrêmement simplifié de la dynamique neuronale, mais
il permet de modéliser le processus d’intégration temporelle des entrées synaptiques ainsi
que la précision temporelle des décharges émises en réponse [Gerstner, 2014]. Il a donc été
jugé suffisant dans cette thèse pour ses avantages computationnels.
Performance de simulation
Le temps de calcul est un élément important à considérer dans la conception d’un modèle à
base de neurones à décharge, car la dynamique neuronale et synaptique doit être évaluée à
une échelle temporelle inférieure à la milliseconde. Il peut requérir plusieurs minutes [p. ex.
Izhikevich & Edelman, 2008 ; Potjans & Diesmann, 2014], voir même une heure [p. ex.
Arkhipov et al., 2018] de temps de calcul pour simuler une seconde de temps biologique. Par
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temps biologique, on entend le temps qui s’écoule du point de vue la dynamique neuronale.
Le nombre total de neurones et de synapses dans le modèle, ainsi que la complexité de
la dynamique neuronale et synaptique, sont des éléments principaux contribuant à un
long temps de calcul. Le pas de simulation ∆t contribue également, de façon inversement
proportionnelle, à augmenter le temps de calcul lorsqu’une valeur faible (p. ex. < 0.5 ms)
est choisie. On remarque au tableau 3.2 page suivante que les modèles relevés utilisent
une valeur ∆t comprise dans l’intervalle [0.1, 1.0] ms. La valeur ∆t = 0.1 ms a déjà été
proposée comme un bon compromis entre la rapidité de calcul et la justesse de l’intégration
du système d’équations différentielles [Zenke & Gerstner, 2014]. C’est qu’une valeur ∆t trop
élevée peut affecter significativement les statistiques de taux de décharge et d’intervalles
entre les décharges [Zenke & Gerstner, 2014]. Elle peut aussi augmenter la synchronie
dans la population de neurones [Hansel, Mato, Meunier, & Neltner, 1998]. Dans le cas
du modèle proposé, la valeur ∆t = 0.5 ms a été choisie pour conserver une résolution
temporelle adéquate en fonction des délais synaptiques (section B.4 page 192). Il s’agit
aussi d’une valeur qui correspond bien à la précision temporelle des décharges dans le
cortex [Mainen & Sejnowski, 1995].
Considération de différentes formes de plasticité
Le modèle proposé se démarque par la considération de différentes formes de plasticité
affectant les efficacités synaptiques, comme visible au tableau 3.3 page 49. Il est ques-
tion de la plasticité à court terme (STP), la plasticité dépendante du temps de décharge
(STDP) et la plasticité homéostatique. Rares sont les modèles incluant toutes ces formes
de plasticité, car l’interaction entre ces dernières reste très complexe [Turrigiano, 2011 ;
Watt & Desai, 2010 ; Zenke et al., 2015] et encore sujet à plus de recherche [Keck et al.,
2017]. La pertinence de la plasticité synaptique est souvent justifiée lorsque le modèle est
appliqué à des tâches plus complexes [Potjans & Diesmann, 2014], comme réalisées dans
cette thèse au chapitre 5.
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3.3 Résultats et discussion
3.3.1 Impact computationnel des paramètres de modélisation
Spécifications de l’environnement de test
Les études computationnelles suivantes ont été réalisées sur la grappe de calcul infor-
matique de pointe Béluga, disponible via Calcul Canada. Les noeuds de calcul ont la
configuration matérielle suivante :
Processeur Intel R⃝ Xeon R⃝ Gold 6148 @ 2.40GHz
Nombre de coeurs : 20 (40 logiques avec Intel R⃝ Hyper-Threading Technology)
Mémoire vive : 92 GB
La configuration logicielle était la suivante :








Notez que sauf si le support pour parallélisation OpenMP est indiqué être activé (cpp-
openmp), la simulation sous Brian2 n’a utilisé qu’un seul coeur. Cela contraste avec les
autres simulateurs optimisés pour la communication inter-thread et le calcul distribué sur
plusieurs machines, comme les simulateurs NEURON [Migliore et al., 2006], NEST [Ge-
waltig & Diesmann, 2007] et Auryn [Zenke & Gerstner, 2014]. Dans le cas de population
de neurones homogènes (c.-à-d. avec constantes de temps membranaires et synaptiques
uniformes), Brian2 a toutefois été démontré significativement plus rapide que NEST et
NEURON [Stimberg et al., 2019]. C’est le cas pour le modèle proposé, où les neurones
de chaque sous-population (p. ex. V1-L4-exc) sont homogènes. Des expériences prélimi-
naires réalisées dans cette thèse ont démontré que Brian2 possède un facteur de mise à
l’échelle linéaire en termes du nombre de sous-populations (non illustré), si la condition
d’homogénéité à l’intérieur d’une sous-population est respectée. Dans l’implémentation,
une représentation à virgule flottante sur 32 bits a été utilisée pour les variables d’états
de la dynamique neuronale et synaptique, car ceci permet de maximiser les performances
avec la vectorisation SSE ou AVX sur les processeurs standards [Zenke & Gerstner, 2014].
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Effet de la configuration de Brian2
Le simulateur Brian2 [Stimberg et al., 2019] possède plusieurs modes de configuration liés
à la méthode de génération de code :
– Numpy : exécution complète en Python avec la librairie Numpy [Oliphant, 2006]. Il
s’agit de la méthode la plus lente, mais la plus facile pour le déverminage du code.
– Cython : exécution partielle en Python. Les étapes de traitement qui nécessitent le
plus de calcul (p. ex. dynamique neuronale ou synaptique) sont optimisées par le
compilateur Cython [Behnel et al., 2011].
– C++ : exécution complète en C++. La boucle de simulation complète est optimisée,
compilée et exécutée dans un processus indépendant de l’interpréteur Python.
– C++ (avec OpenMP) : idem que le mode précédent, mais avec le support OpenMP [Da-
gum & Menon, 1998] qui permet de paralléliser certaines étapes de traitement (p. ex.
mise à jour du potentiel membranaire) sur plusieurs threads.
L’effet de la configuration du simulateur Brian2 [Stimberg et al., 2019] est étudié dans
cette thèse, car elle influence de façon importante la performance de simulation. Ceci est
illustré à la figure 3.1 page suivante pour la dynamique neuronale, et à la figure 3.2 page 53
pour la dynamique synaptique. Les résultats montrent que le mode C++ est à privilégier,
surtout pour accélérer le calcul de la dynamique neuronale. En comparaison avec ce dernier,
les performances du mode Cython restent acceptables. Comparativement au mode C++
(avec ou sans OpenMP), le mode Cython ne possède toutefois pas de limitations sur la
méthodologie de stimulation [Stimberg et al., 2019] et est donc plus polyvalent.
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Figure 3.1 Performance de simulation en termes de facteur temps d’exécution
sur temps biologique pour 100000 neurones excitateurs avec différentes confi-
gurations de simulation et modes de compilation sous Brian2. La durée des
simulations est de 10 secondes (temps biologique). Le plus bas temps d’exécu-
tion sur 4 simulations indépendantes a été considéré. Il n’y a aucune stimulation
en entrée des neurones. La configuration de base n’inclut ni l’activité sponta-
née (spont), ni le bruit membranaire (memb). On remarque que pour toutes les
configurations de simulation, le mode numpy de Brian2 est extrêmement lent
comparativement aux autres modes compilés. Le mode cpp-openmp, où la simu-
lation complète est compilée en C++ et parallélisée sur 4 threads, apporte une
réduction significative du temps d’exécution. L’activité spontanée et le bruit
membranaire tels qu’implémenté dans le modèle n’ont pas un impact impor-
tant sur la performance de simulation. Le mode cython reste un bon compromis
lorsque la méthodologie de stimulation (p. ex. plusieurs stimulations dans une
boucle) empêche l’utilisation du mode cpp ou cpp-openmp. Paramètres du mo-
dèle : N totneu = 100000. Paramètres de simulation : rspon = 1 Hz, ∆t = 0.5 ms,
voir tableau B.1 page 180.
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Figure 3.2 Performance de simulation en termes de facteur temps d’exécution
sur le temps biologique pour 1× 106 synapses avec différentes configurations
de simulation et modes de compilation sous Brian2. La durée des simulations
est de 10 secondes (temps biologique). Le plus bas temps d’exécution sur 4
simulations indépendantes a été considéré. La STDP multiplicative standard
est utilisée (section C.2 page 210), avec un contrôle homéostatique (hom) du
taux de décharge (section 4.2.5 page 83) et une plasticité à court terme (STP).
Notez que l’effet de la transmission probabiliste n’est pas évalué dans cette
figure. Comparativement à la dynamique neuronale (figure 3.1 page précédente),
les modes cython, cpp et cpp-openmp ont des performances similaires pour les
configurations de simulation plus complexes (p. ex. stdp+hom+stp). Pour le
mode cpp-openmp, la simulation a été parallélisée sur 4 threads. L’absence de
gain notable de performance avec le mode cpp-openmp est causée par le fait que
Brian2 ne parallélise pas actuellement la mise à jour des variables d’état des
synapses. Paramètres du modèle : N totsyn = 1× 106. Paramètres de simulation :
rpre = rpost = 10 Hz, ∆t = 0.5 ms, voir tableau B.6 page 205.
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Effet du nombre de neurones et de synapses
L’effet du nombre de neurones et de synapses sur la performance de simulation est étudié
dans cette section. Ceci permet d’évaluer si les recommandations faites quant à la taille
minimale pour optimiser la qualité de la modélisation structurelle (section 2.4.6 page 36)
mènent à des temps de simulation raisonnables (c.-à-d. temps réel ou quelques secondes
d’exécution par secondes biologiques). L’effet du nombre de neurones sur la performance
de simulation est illustré à la figure 3.3 page suivante, pour les modes de compilation
Cython et C++ de Brian2 seulement. Similairement, l’effet du nombre de synapses sur la
performance de simulation est illustré à la figure 3.4 page 56. Le facteur temps d’exécution
sur temps biologique augmente en fonction du nombre de neurones ou de synapses, car
chaque neurone ou synapse additionnelle requiert davantage de calcul pour simuler sa
dynamique complexe. Les résultats montrent toutefois que l’implémentation sous Brian2
permet de simuler des dizaines de milliers de neurones et des centaines de milliers de
synapses en temps réel, sur un seul coeur seulement.
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Figure 3.3 Performance de simulation en termes de facteur temps d’exécution
sur temps biologique pour un nombre variable N de neurones excitateurs. La
durée des simulations est de 10 secondes (temps biologique). Le plus bas temps
d’exécution sur 4 simulations indépendantes a été considéré. Il n’y a aucune
stimulation en entrée des neurones. La configuration de simulation inclut l’ac-
tivité spontanée et le bruit membranaire. On remarque la relation non linéaire
entre le nombre de neurones et le facteur temps réel. Le mode cpp apporte un
gain de performance significatif comparativement au mode cython de Brian2,
surtout pour un nombre élevé de neurones (p. ex. N > 10000). Paramètres de
simulation : rspon = 1 Hz, ∆t = 0.5 ms, voir tableau B.1 page 180.
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Figure 3.4 Performance de simulation en termes de facteur temps d’exécution
sur temps biologique pour un nombre variable N de synapses. La durée des
simulations est de 10 secondes (temps biologique). Le plus bas temps d’exécu-
tion sur 4 simulations indépendantes a été considéré. La plasticité dépendante
du temps de décharge (STDP) multiplicative standard est utilisée (section C.2
page 210), avec un contrôle homéostatique (hom) du taux de décharge (sec-
tion 4.2.5 page 83) et une plasticité à court terme (STP). Notez que l’effet de
la transmission probabiliste (section B.6 page 199) a été considéré dans cette
figure. On remarque la relation non linéaire entre le nombre de synapses et le
facteur temps réel. Le mode cpp n’apporte qu’un léger gain de performance
comparativement au mode cython de Brian2, peu importe le nombre total de
synapses. Paramètres de simulation : rpre = rpost = 10 Hz, ∆t = 0.5 ms, voir
tableau B.6 page 205.
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Effet du pas de simulation et la méthode d’estimation numérique
Il est possible d’ajuster le pas de simulation ∆t et la méthode d’estimation numérique
pour la dynamique neuronale afin d’optimiser la rapidité de calcul. Les paramètres op-
timaux dépendent de l’application, donc diffèrent grandement d’un modèle à l’autre. La
figure 3.5 montre que la valeur ∆t = 0.5 ms choisie est un bon compromis entre la rapidité
de calcul et la résolution temporelle des temps de décharge. La figure 3.6 page suivante
montre l’avantage du modèle de dynamique considéré (équation B.1 page 177) quant à la
méthode d’intégration du système d’équations différentielles défini par ce dernier. Com-
parativement à d’autres modèles de dynamique neuronale plus complexe comme celui de
Hodgkin-Huxley [A. Hodgkin & Huxley, 1952], le modèle intégration et décharge avec fuite
considéré dans cette thèse n’est pas un facteur limitant dans la simulation.
Figure 3.5 Performance de simulation en termes de facteur temps d’exécution
sur temps biologique pour 100000 neurones excitateurs avec différents pas de
simulation ∆t et modes de compilation sous Brian2. La durée des simulations
est de 10 secondes (temps biologique). Le plus bas temps d’exécution sur 4 si-
mulations indépendantes a été considéré. La configuration de simulation inclut
l’activité spontanée et le bruit membranaire. On remarque qu’une résolution
temporelle élevée de ∆t = 0.1 ms augmente significativement le temps de cal-
cul. La simulation à résolution temporelle élevée est beaucoup plus rapide avec
le mode cpp qu’avec le mode cython de Brian2. Notez qu’une faible résolution
temporelle de ∆t = 1.0 ms apporte un gain supplémentaire de performance, mais
limite grandement le réalisme des délais synaptiques et de l’évolution du poten-
tiel membranaire avec des constantes de temps synaptiques rapides (tableau B.1
page 180). Paramètres du modèle : N totneu = 100000.
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Figure 3.6 Performance de simulation en termes de facteur temps d’exécution
sur temps biologique pour 100000 neurones excitateurs avec différentes méthodes
d’intégration numérique et modes de compilation sous Brian2. Les méthodes
d’intégration numérique suivantes ont été considérées pour la dynamique neuro-
nale : la méthode exacte selon la solution analytique (exact) la méthode d’Eu-
ler explicite (euler) et la méthode de Runge-Kutta d’ordre 4 (rk4 ) [Press et
al., 1993]. La durée des simulations est de 10 secondes (temps biologique). Le
plus bas temps d’exécution sur 4 simulations indépendantes a été considéré. La
configuration de simulation n’inclut pas l’activité spontanée et le bruit membra-
naire. On remarque que la méthode exacte est aussi performante que la méthode
d’Euler explicite, tout en ne souffrant pas du pas de simulation ∆t choisi. No-
tez qu’avec la méthode exacte, les temps des décharges seront toutefois alignés
à la grille temporelle définie par ∆t. La méthode de Runge-Kutta d’ordre 4
est beaucoup plus précise que la méthode d’Euler explicite, mais a un impact
computationnel considérable. Comme le système d’équations différentielles est
linéaire et qu’une solution analytique existe, la méthode d’intégration exacte
est plus appropriée. Paramètres du modèle : N totneu = 100000. Paramètres de
simulation : ∆t = 0.5 ms.
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Effet des configurations de la dynamique neuronale et synaptique
Une analyse plus détaillée de l’impact computationnel de chaque aspect de la modélisation
de la dynamique neuronale et synaptique dans le modèle proposé est réalisée à la figure 3.7
page suivante. On remarque entre autres l’impact computationnel considérable des diffé-
rentes formes de bruit, causé par la génération de nombres aléatoires. Autant pour le
mode cython que cpp de Brian2, les caractéristiques de modélisation liées à la dynamique
synaptique (p. ex. plasticité à court terme, STDP, transmission probabiliste) prédominent
sur le temps de calcul comparativement à la dynamique neuronale. Ceci est visible par
exemple à la figure 3.7(b) page suivante, où la STDP (sans bruit multiplicatif) possède le
même impact computationnel que l’évaluation par la méthode d’intégration exacte de la
dynamique neuronale. Certaines caractéristiques de modélisation, comme le bruit mem-
branaire et l’activité spontanée, ont été optimisées dans cette thèse et ne constituent pas
de facteurs computationnels limitants.
Il est important de mentionner l’indépendance des configurations de la dynamique neu-
ronale et synaptique traitées à la figure 3.7 page suivante, en termes d’implémentation
dans le simulateur Brian2. Il est donc possible de calculer le facteur temps d’exécution sur
temps biologique total pour n’importe quelle combinaison de configurations de la dyna-
mique neuronale et synaptique (p. ex. STDP et homéostasie seulement) en additionnant
les valeurs individuelles.
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(a) Cython
(b) C++
Figure 3.7 Différence de performance de simulation en termes de facteur temps
d’exécution sur temps biologique selon l’activation de diverses configurations de
la dynamique neuronale et synaptique. Abréviations : spon = activité sponta-
née, delai = délais synaptiques, hom = plasticité homéostatique, memb = bruit
membranaire, stp = plasticité à court terme, nstdp = bruit dans la STDP,
prob = transmission probabiliste, stdp = plasticité dépendante du temps de dé-
charge, neu = neurones. Paramètres du modèle : N totneu = 40000, N totsyn = 40 ·N totneu,
sV1 calculé selon l’équation 2.1 page 24, θfov = 5 deg, entrée de dimensionnalité
16 x 16 x 2. Paramètres de simulation : rspon = 10 Hz, ∆t = 0.5 ms.
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3.3.2 Facteurs computationnels limitants
Dans le modèle proposé, la topologie de la connectivité synaptique, les délais de transmis-
sion synaptique et les modulations statiques des poids synaptiques n’ont pas un impact
computationnel considérable à l’exécution. Il s’agit de paramètres précalculés à l’instan-
ciation du modèle et invariants dans le temps. Deux facteurs limitants importants qui ont
toutefois été identifiés dans ce chapitre sont la génération de nombres aléatoires et l’éva-
luation de la fonction exponentielle. Ils interviennent autant dans la dynamique neuronale
que synaptique, mais sont rarement abordés dans la littérature. Le tableau 3.4 résume
la complexité algorithmique de diverses caractéristiques de modélisation (p. ex. activité
spontanée) liée à ces facteurs limitants. Notez qu’il s’agit de la complexité algorithmique
pour des implémentations naïves seulement (c.-à-d. non optimisées), constituant le pire
scénario. Elle donne toutefois une vue d’ensemble de l’impact des caractéristiques de mo-
délisation (p. ex. nombre de neurones) sur les facteurs limitants.
Tableau 3.4 Complexité algorithmique liée au nombre d’évaluations de la fonc-
tion exponentielle et la génération de nombres aléatoires (selon une distribution
uniforme ou gaussienne). La notation Big-O est utilisée, où O (x) correspond au
symbole de Landau [Hardy & Wright, 1975]. La constante fsim = 1/∆t est la fré-
quence d’évaluation de la dynamique neuronale. Les constantes r̄pre et r̄post sont
respectivement les taux moyens de décharge présynaptique et postsynaptique.
Les constantes N totneu et N totsyn sont respectivement le nombre total de neurones et
de synapses dans le modèle. La constante Nr est le nombre de sites de libération
indépendants pour la transmission probabiliste des décharges. On remarque que
la complexité de la STP et de la STDP est proportionnelle aux taux moyens de
décharge dans la population. Notez que dans le cas d’une population de neu-
rones avec une connectivité pleine, N totsyn = (N totneu)
2. Cette relation quadratique
explique pourquoi l’évaluation de la fonction exponentielle et la génération de
nombres aléatoires ont un impact computationnel important au niveau de la
dynamique synaptique.






STDP, avec bruit O
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(r̄pre + r̄post) ·N totsyn
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Activité spontanée - O (fsim ·N totneu) -





r̄pre ·Nr ·N totsyn
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-
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Génération de nombres aléatoires
Il est important de minimiser l’utilisation de la génération de nombres aléatoires dans le
cas de la dynamique neuronale. Contrairement à la dynamique synaptique qui est évaluée
de façon événementielle (c-.à-d. seulement lorsqu’il y a décharge présynaptique ou postsy-
naptique), la dynamique neuronale est évaluée de façon dense dans le temps (c.-à-d. par
pas discret de simulation ∆t). La figure 3.8 montre les propriétés spectrales du bruit mem-
branaire implémenté en réduisant l’utilisation dense de la génération de nombres aléatoires
(équation B.13 page 190). Des artéfacts apparaissent en haute fréquence, mais tout juste
en dehors de la bande d’oscillation gamma (30-80Hz) [Jia & Kohn, 2011]. L’implémenta-
tion proposée du bruit membranaire ne mènerait donc pas à l’émergence d’une synchronie
artificielle dans la population de neurones.










































































(b) Agrandissement sur les basses fréquences
Figure 3.8 Densité spectrale de puissance du bruit membranaire dans le mo-
dèle proposé. La durée de la simulation est de 10 secondes. La composante conti-
nue du potentiel membranaire a été enlevée en soustrayant vr avant l’analyse
spectrale. La courbe noire correspond au lissage de la DSP par un filtre gaus-
sien (σ = 200). Notez l’échelle de fréquence logarithmique en (a), mais linéaire
en (b). La forme en (a) correspond à ce qui est attendu au niveau théorique
pour un bruit synaptique et membranaire [Destexhe & Rudolph, 2004, 2005].
On remarque la présence de pics en (b) qui correspondent à un artéfact harmo-
nique causé par l’échantillonnage aléatoire du bruit membranaire à une fréquence
égale à la constante de temps membranaire (équation B.13 page 190). Ils sur-
viennent tout juste en dehors de la bande d’oscillation gamma (30-80Hz) [Jia
& Kohn, 2011]. Paramètres de simulation : vbruit = 5 mV, webruit = 0.262 nA,
wibruit = 0.186 nA, ∆t = 0.5 ms, voir tableau B.1 page 180 et B.6 page 205.
3.3. RÉSULTATS ET DISCUSSION 63
Certains travaux proposent une approximation par champ moyen de la dynamique d’une
population de neurones à décharge, qui requiert un usage significativement moindre de
la génération de nombres aléatoires [p. ex. Schwalger et al., 2017]. Ces approximations
modélisent toutefois la dynamique neuronale au niveau macroscopique (c.-à-d. statistiques
de population). Il devient alors difficile de prendre en compte une topologie complexe de
connectivité et les diverses formes de plasticités qui interviennent au niveau microscopique
(c.-à-d. neurone individuel). Dans cette thèse, l’accent est mis spécifiquement sur les détails
microscopiques (p. ex. plasticité à court terme), ainsi que de l’influence qu’ils exercent sur
la dynamique neuronale et la capacité de traiter l’information de la stimulation d’entrée.
Importance de la fonction exponentielle dans le modèle
La dynamique neuronale et synaptique fait intervenir un grand nombre d’évaluations de la
fonction exponentielle. Cette dernière apparaît dans les solutions analytiques des équations
différentielles décrivant l’évolution des courants synaptiques (équation B.3 page 178) et
la plasticité à court terme (équation B.20 page 204). Elle est aussi omniprésente dans la
fonction de noyau des différentes formes de plasticité synaptique dépendante du temps de
décharge (section C.2 page 210).
Dans la littérature, Yavuz, Turner, et Nowotny [2016] mentionnent que la fonction ex-
ponentielle doit fréquemment être évaluée lors de l’estimation numérique de certaines
versions du modèle de Hodgkin-Huxley, mais est facilement parallélisable pour une popu-
lation de neurones. Zenke et Gerstner [2014] énoncent quant à eux brièvement certains
choix de conception dans les simulateurs de réseau de neurones à décharge qui ont comme
désavantage l’évaluation plus fréquente de la fonction exponentielle dans la dynamique des
synapses. Entre autres, ils privilégient l’évaluation en temps continu des traces synaptiques
pour la STDP dans le simulateur Auryn, car l’implémentation événementielle (comme uti-
lisée dans cette thèse) requiert l’évaluation fréquente de la fonction exponentielle pour de
hauts taux de décharge moyens. Aucune analyse n’a toutefois été faite par Zenke et Gerst-
ner [2014] pour étudier davantage l’effet de ce choix de conception sur les temps de calcul,
pour la dynamique synaptique en isolation (c.-à-d. sans inclure l’impact de la dynamique
neuronale). Bien que la complexité algorithmique de l’approche événementielle ait déjà
été étudiée et comparée à l’approche dense [Brette et al., 2007], l’impact computationnel
en découplant l’effet de la dynamique neuronale et synaptique n’est souvent pas réalisé en
pratique [p. ex Brette et al., 2007 ; Tikidji-Hamburyan, Narayana, Bozkus, & El-Ghazawi,
2017 ; Zenke & Gerstner, 2014].
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Pour des simulations avec un grand nombre de neurones et de synapses, il est proposé
dans cette thèse d’approximer la fonction exponentielle avec une précision moindre. Pour
la STDP, le choix de la fonction exponentielle vient d’un ajustement sur des données
expérimentales [Bi & Poo, 1998]. Il admet donc un certain degré de liberté. Dans le cas de
la STP, l’exactitude n’est pas requise pour conserver au niveau fonctionnel les mécanismes
de dépression et de facilitation synaptique.
Approximation de la fonction exponentielle
Il n’existe pas encore aujourd’hui une instruction spécifique au niveau des processeurs
standards pour l’évaluation de la fonction exponentielle. L’implémentation de cette fonc-
tion requiert donc une séquence d’instructions, plus lente à exécuter, qui est typiquement
fournie par des librairies standards ou des librairies de calculs mathématiques spécialisées
(p. ex. Intel MKL). La librairie standard C (libc) sous GNU/Linux [Garzik, 1999] implé-
mente la fonction exponentielle par une approximation polynomiale (série de Taylor) de
degré 3 pour les nombres à virgule flottante simple précision (float, 32 bit). L’erreur relative
de l’approximation dans ce cas est inférieure à 1× 10−10. La convergence des équations
différentielles décrivant la dynamique neuronale et synaptique ne requiert pas forcément
ce niveau de précision pour garantir la stabilité. Il est possible de réduire significativement
(d’un ordre de grandeur) le temps de calcul lié à la fonction exponentielle en utilisant une
approximation par produit tronqué [Pfreundschuh, 2018] :















, n≫ 1 (3.2)
La méthode d’exponentiation par quadrature peut être utilisée dans ce contexte [Gordon,









où n contrôle la précision de l’approximation.
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En pratique, seule une bonne correspondance à la fonction exponentielle pour le domaine
des réels négatifs (c.-à-d. x < 0) est nécessaire. La formulation mathématique des fonctions
de noyau des STDP étudiées (section C.2 page 210) et l’intégration numérique des équa-
tions de la dynamique neuronale (section B.1 page 177) ne requièrent pas l’évaluation de
la fonction exponentielle pour le domaine des réels positifs (c.-à-d. x > 0). Les résultats à
la figue 3.9 montrent une bonne correspondance entre l’équation 3.3 page précédente et la
fonction exponentielle exacte, même quand n est petit (c.-à-d. n = 4). La figure 3.10 page
suivante montre quant à elle l’erreur relative et absolue causée par l’approximation, par
rapport à la valeur exacte. Au niveau de la dynamique neuronale (exemple figure B.4(a)
page 184), l’approximation de la fonction exponentielle avec n = 8 ne modifie pas les temps
de décharge (non illustré). Sauf indication contraire, l’approximation fastexp avec n = 8
a donc été utilisée dans les simulations. Le gain de performance est considérable dans le
cas de la dynamique synaptique, comme illustré à la figure 3.11 page 67. Aucun avantage
significatif au niveau du temps de calcul n’a été observé pour n < 8 (non illustré).








(a) Domaine des réels négatifs










(b) Agrandissement autour de x = −3
Figure 3.9 Approximation de la fonction exponentielle selon l’équation 3.3 page
précédente pour n = 4. On remarque l’écart entre la fonction exacte et l’approxi-
mation fastexp en (b). L’écart est imperceptible pour n = 8 (non illustré).
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Figure 3.10 Erreur absolue et relative de l’approximation de la fonction expo-
nentielle (dénotée fastexp) selon l’équation 3.3 page 64, pour n = 4. L’erreur
absolue est définie comme l’écart à la valeur exacte, soit exp(x) − fastexp(x).
L’erreur relative est définie comme l’écart normalisé à la valeur exacte, soit
(exp(x)− fastexp(x)) / exp(x). Notez que pour x < −15, la fonction implé-
mentée retourne exactement zéro pour éviter les erreurs de calcul numérique.
Bien que l’erreur relative soit élevée, la forme générale de la fonction exponen-
tielle (figure 3.9 page précédente) est respectée.
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(a) Dynamique neuronale (N = 1× 105) (b) Dynamique synaptique (N = 1× 106)
Figure 3.11 Performance de simulation en termes de facteur temps d’exécu-
tion sur temps biologique pour (a) 100000 neurones excitateurs et (b) 1× 106
synapses avec STDP multiplicative. La dynamique neuronale n’inclut pas d’acti-
vité spontanée ou de bruit membranaire. La dynamique synaptique inclut seule-
ment la STDP et la STP. La durée des simulations est de 10 secondes (temps
biologique). Le plus bas temps d’exécution sur 4 simulations indépendantes a
été considéré. On remarque en (a) qu’il n’y a aucun effet sur la performance
dans le cas de la dynamique neuronale. C’est que la population de neurones est
homogène (c.-à-d. mêmes constantes de temps membranaires et synaptiques),
donc Brian2 peut précalculer les constantes en début de boucle pour chaque pas
de simulation. Le gain serait toutefois considérable pour une population non ho-
mogène. Dans le cas de la dynamique synaptique en (b), le gain de performance
est considérable. À cause de l’implémentation événementielle, l’exponentielle est
évaluée pour chaque décharge présynaptique et postsynaptique. Paramètres de
simulation : fastexp avec n = 8, idem aux figures 3.1 page 52 et 3.2 page 53.
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3.4 Conclusion
Dans ce chapitre, la dynamique neuronale ainsi que la dynamique synaptique ont été
définies sur la base de données neurophysiologiques venant de la littérature. Le modèle
capture plusieurs des aspects importants de la dynamique des neurones et de leurs inter-
actions dans le cerveau. On parle par exemple de la forme complexe des potentiels d’action
postsynaptiques, du bruit membranaire, de la transmission probabiliste des décharges et
des multiples formes de plasticités synaptiques. L’implémentation a été réalisée en lan-
gage Python avec le simulateur Brian2 [Stimberg et al., 2019], et intègre la modélisation
structurelle décrite au chapitre 2. L’impact computationnel de diverses caractéristiques
de modélisation de la dynamique (p. ex. nombre de neurones et de synapses, plasticité à
court terme) a ensuite été étudié. Différents facteurs computationnels limitants liés à ces
caractéristiques de modélisation ont été soulevés, soit la génération de nombres aléatoires
et l’évaluation de la fonction exponentielle. Des solutions ont finalement été proposées
pour tenter de réduire l’impact de ces derniers sur le temps de simulation, et ainsi tendre
vers des performances plus près du temps réel.
CHAPITRE 4
PLASTICITÉ SYNAPTIQUE ET RÉGULA-
TION HOMÉOSTATIQUE
4.1 Introduction
La plasticité synaptique est définie comme un changement de l’efficacité synaptique dans
le temps. Elle peut être dépendante de l’activité présynaptique ou postsynaptique [Dan &
Froemke, 2002 ; Zucker, 1989]. Il s’agit d’un aspect pertinent à considérer dans cette thèse,
car la plasticité synaptique mène à des réservoirs plus stables et plus performants pour des
tâches d’apprentissage machine [Norton & Ventura, 2006]. Dans cette thèse, seule la plas-
ticité synaptique est considérée. Il existe d’autres formes de plasticité qui entrent aussi en
interaction dans le cerveau, comme la synaptogenèse et la neurogenèse [Bruel-Jungerman,
Davis, & Laroche, 2007]. Toutefois, il s’agit de changements structuraux complexes qui
n’ont pas été considérés dans la modélisation structurelle réalisée au chapitre 2.
Plusieurs formes de plasticité synaptique ont été considérées dans cette thèse. Il s’agit
de la plasticité à court terme (STP), de la plasticité dépendante du temps de décharge
(STDP) ainsi que deux formes de plasticité homéostatique visant à réguler respectivement
le taux de décharge et l’équilibre excitation-inhibition. L’interaction de ces différentes
formes de plasticité synaptique, notamment en termes de convergence et de stabilité,
reste une problématique de recherche actuelle [Fox & Stryker, 2017 ; Henderson & Gong,
2018 ; Zenke & Gerstner, 2017]. C’est que l’apprentissage hebbien 1, considéré comme un
principe fondamental dans le domaine des neurosciences, est un processus à rétroaction
positive intrinsèquement instable [Song, Miller, & Abbott, 2000 ; Zenke & Gerstner, 2017].
Il entraîne une excitation incontrôlable à moins que des contraintes supplémentaires mo-
dulent le changement des poids synaptiques. C’est ici que doivent intervenir des formes de
plasticité synaptique homéostatique.
La plasticité synaptique homéostatique est cruciale pour l’obtention d’une activité neuro-
nale stable. Le changement de l’efficacité synaptique vise à réguler certaines propriétés de
la dynamique neuronale comme le taux de décharge moyen [Davis, 2006 ; Pozo & Goda,
1. L’apprentissage hebbien [Hebb, 1949] est défini comme un changement de l’efficacité synaptique qui
dépendant du niveau de corrélation entre les trains de décharge présynaptiques et postsynaptiques (c.-à-d.
une corrélation forte induit une forte potentialisation).
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2010 ; Turrigiano & Nelson, 2004 ; Whitt, Petrus, & Lee, 2014] ou la balance des cou-
rants postsynaptiques exciteurs et inhibiteurs [Denève & Machens, 2016 ; Sprekeler, 2017 ;
Turrigiano, 2003 ; Vogels et al., 2011]. Dans la littérature, ce mécanisme est aussi référé
comme la régulation homéostatique de l’excitabilité neuronale [Harnack et al., 2015 ; Pratt
& Aizenman, 2007]. Il s’agit du thème principal abordé dans ce chapitre.
4.1.1 Intégration de plusieurs règles de plasticité
L’intégration de plusieurs règles de plasticité, en particulier la plasticité synaptique homéo-
statique, est cruciale pour la stabilité de l’activité neuronale. Par règles de plasticité, on
parle d’approximations et de formalisations mathématiques de phénomènes de plasticité
observés dans la biologie. Parmi les règles de plasticité homéostatique les plus simples,
figurent les seuils de déclenchement dépendants de l’activité [King, Zylberberg, & De-
Weese, 2013], la mise à l’échelle synaptique dépendante de l’activité [Carlson et al., 2013 ;
Costa, Froemke, Sjöström, & van Rossum, 2015 ; Tetzlaff, 2011 ; Turrigiano, 2008 ; Tur-
rigiano et al., 1998 ; van Rossum et al., 2000 ; Yeung, Shouval, Blais, & Cooper, 2004]
et la normalisation synaptique [Effenberger et al., 2015 ; Elliott, 2003 ; Miller & MacKay,
1994 ; Royer & Paré, 2003]. D’autres règles incluent la plasticité dépendante du temps
de décharge (STDP) hétérosynaptique [J.-Y. Chen et al., 2013 ; Hiratani & Fukai, 2017 ;
Litwin-Kumar & Doiron, 2014], la plasticité non hebbienne [Henderson & Gong, 2018], ou
les généralisations du seuil glissant de la règle de Bienenstock-Cooper-Munro (BCM) [Bie-
nenstock, Cooper, & Munro, 1982] pour les SNNs [Gjorgjieva, Clopath, Audet, & Pfister,
2011 ; Izhikevich & Desai, 2003 ; Pfister & Gerstner, 2006 ; Toyoizumi, Pfister, Aihara, &
Gerstner, 2005 ; Watt & Desai, 2010]. Dans cette thèse, seule la plasticité homéostatique
basée sur la STDP sera abordée.
Problème de compétition entre les règles de plasticité
Un problème qui survient dans l’intégration de plusieurs règles de plasticité est la forte
compétition entre les composants hebbien et homéostatique des mises à jour des poids [p. ex.
van Rossum et al., 2000]. Le taux d’apprentissage pour les changements causés par la STDP
est généralement choisi à une valeur très faible. La plasticité homéostatique domine ainsi
la dynamique d’apprentissage afin de réguler correctement le taux de décharge moyen de
la population neuronale et de modifier la distribution des poids synaptiques. Pour une
valeur élevée, des précautions particulières doivent être prises pour que les changements
homéostatiques lents ne soient pas écrasés par la plasticité hebbienne rapide [p. ex. Toyoi-
zumi et al., 2014]. Dans le contexte d’un système d’apprentissage machine basé sur des
neurones à décharge (exemple chapitre 5), un faible taux d’apprentissage homéostatique
4.1. INTRODUCTION 71
peut contribuer à augmenter significativement le temps d’apprentissage. Ceci n’est pas
désirable au niveau computationnel.
Problème de différence d’échelle temporelle entre les règles de plasticité
Plusieurs règles de plasticité modulent les efficacités synaptiques sur différentes échelles
de temps (exemple tableau 3.1 page 45), allant de quelques millisecondes à quelques
jours [Zenke & Gerstner, 2017 ; Zenke, Gerstner, & Ganguli, 2017]. Il est généralement
observé que la plasticité homéostatique est beaucoup plus lente que l’apprentissage heb-
bien [Keck et al., 2017 ; Turrigiano, 2012 ; Turrigiano & Nelson, 2004 ; Watt & Desai, 2010].
Il est connu que dans le cerveau, une adaptation dépendante du stimulus et persistante
est observée via l’activité neuronale et intervient en quelques minutes après la stimula-
tion [Yao, Shi, Han, Gao, & Dan, 2007]. La plasticité homéostatique doit toutefois réagir
aux changements temporels du taux de décharge compris dans l’intervalle de quelques
secondes à quelques minutes [Zenke, Hennequin, & Gerstner, 2013]. Dans ce chapitre, l’in-
tégration de plusieurs règles de plasticité est abordée dans l’optique de pouvoir respecter
ces échelles de temps observées dans la biologie. Elle permettrait idéalement d’accélérer
l’apprentissage, tout en assurant une même stabilité de convergence. Cet aspect est crucial
pour réduire le temps de calcul nécessaire à la réalisation des expériences du chapitre 5.
4.1.2 Contributions spécifiques
L’étude dans ce chapitre porte sur l’interaction de la plasticité synaptique homéostatique
avec différentes règles de plasticité synaptique hebbiennes. L’activité neuronale est difficile
à régulariser et à maintenir stable dans un modèle à dynamique et topologie complexes,
comme défini aux chapitres 2 et 3. Il est donc proposé :
1. Une intégration de la plasticité dépendante du temps de décharge (STDP) et de la
plasticité homéostatique pour les synapses excitatrices, qui permet à la fois d’obte-
nir une distribution stable des poids et une régulation rapide du taux de décharge
moyen des neurones postsynaptiques. Celle-ci est basée sur la modulation du point
d’équilibre de la STDP dépendante du poids.
2. Une analyse du mécanisme de dépendance au poids appliquée également aux sy-
napses inhibitrices, où la modulation du point d’équilibre permet d’obtenir un équi-
libre global stable des courants excitateur et inhibiteur dans les neurones postsynap-
tiques pour diverses fonctions de noyau 2 propres à la STDP inhibitrice.
2. Dans la STDP, la fonction de noyau formalise la relation entre les différences de temps des décharges
présynaptiques et postsynaptiques et l’amplitude de la potentiation ou de la dépression synaptique.
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À la connaissance de l’auteur, l’utilisation de la dépendance au poids dans le cas de la
STDP inhibitrice n’a jamais fait l’objet d’une étude dans la littérature. Sauf indication
contraire, tous les développements mathématiques en lien avec cet aspect dans ce chapitre
et à l’annexe C sont donc originaux à cette thèse. Tous les paramètres des fonctions de
noyau pour les différentes formes de STDP étudiées ont aussi été ajustés dans cette thèse à
des données physiologiques (section C.2 page 210), afin d’augmenter le réalisme biologique.
STDP multiplicative dans la littérature
Dans la littérature, la grande majorité des travaux utilisent la forme additive (non-
dépendante au poids synaptique) de la STDP [Song et al., 2000]. Elle engendre une forte
compétition au niveau de l’activité neuronale. Cette compétition vient du fait que la STDP
additive est une forme instable de plasticité hebbienne (section C.1 page 209), et force les
poids synaptiques vers zéro ou une valeur maximale [van Rossum et al., 2000]. La forme
multiplicative (avec dépendance au poids synaptique) de la STDP [Kistler & van Hemmen,
2000 ; van Rossum et al., 2000] est beaucoup plus stable, car elle permet d’empêcher ces
valeurs extrêmes de poids. Elle force la distribution des poids synaptiques à être plutôt
unimodale, où la moyenne de la distribution est située à un point d’équilibre à l’intérieur
des frontières [Gütig et al., 2003]. La modulation 3 de ce point d’équilibre de la STDP
multiplicative a pour effet de déplacer la distribution des poids synaptiques dans l’espace
des poids. Elle est à la base de la régulation homéostatique proposée dans ce chapitre.
Modulation du point d’équilibre de la STDP dans la littérature
L’application de la modulation du point d’équilibre de la STDP dépendante du poids à la
régulation homéostatique n’a été que brièvement mentionnée par Gilson et Fukai [2011].
Elle n’a pas fait l’objet d’une étude approfondie. La méthode de régulation homéostatique
proposée dans ce chapitre partage des similarités avec les travaux de Kubota, Rubin,
et Kitajima [2009], qui proposent une modulation de la balance potentiation-dépression
dépendante de l’activité postsynaptique. Ils ont toutefois considéré la STDP additive sans
réaliser d’analyses théoriques. Cette dernière ne possède pas de point d’équilibre unique
et stable, donc est souvent étudiée de façon empirique seulement. Dans cette thèse, des
analyses théoriques basées sur le formalisme de Fokker-Planck [Risken, 1984] sont réalisées,
puis validées à l’aide de simulations de neurones à décharge. L’intégration de la régulation
homéostatique pour les synapses excitatrices (régulant le taux de décharge moyen) et les
synapses inhibitrices (régulant l’équilibre excitation-inhibition) est ensuite réalisée. Des
3. Le terme modulation signifie une variation de la valeur scalaire du point d’équilibre en fonction de
différents critères liés à la régulation homéostatique (p. ex. le taux de décharge cible à atteindre).
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analyses expérimentales révèlent enfin comment cette intégration affecte la dynamique de
la population de neurones à décharge dans le modèle proposé aux chapitres 2 et 3.
4.2 Méthode de régulation homéostatique proposée
4.2.1 Sommaire du cas simplifié d’un seul neurone
Les analyses effectuées considèrent d’abord le cas simplifié d’un seul neurone soumis à un
bombardement d’activité présynaptique en entrée, comme illustré à la figure 4.1. Cette
simplification est nécessaire pour étudier les propriétés de convergence théoriques dans
différentes conditions (p. ex. taux d’apprentissage), et assurer un fondement solide à la
méthode de régulation homéostatique proposée. Dans une première configuration à la
figure 4.1(a), le neurone n’est stimulé qu’avec des sources présynaptiques excitatrices.
Cette configuration est utilisée dans les analyses théoriques des distributions des poids
synaptiques pour toutes les formes de STDP excitatrices et inhibitrices. Elle est aussi
utilisée dans les analyses théoriques de la vitesse de convergence vers le point d’équilibre.
Dans une seconde configuration à la figure 4.1(b), le neurone est stimulé avec des sources
présynaptiques excitatrices et inhibitrices. Cette configuration est utilisée dans les analyses
expérimentales impliquant la balance excitation-inhibition ou l’interaction de la régulation
homéostatique du taux de décharge moyen avec cette dernière.
4.2.2 Formulation de la règle de plasticité STDP multiplicative
La plasticité dépendante du temps de décharge (STDP) [Caporale & Dan, 2008] est une
règle d’apprentissage hebbienne qui met à jour les valeurs des poids synaptiques en fonction
du temps de décharge entre le neurone présynaptique et postsynaptique. Elle introduit des
changements à long terme (permanents) au niveau des valeurs des poids synaptiques. À
cause de l’aspect hebbien, ces changements de poids capturent la corrélation qui existe au
niveau de l’activité présynaptique [Song et al., 2000]. Ceci contraste avec d’autres formes
de plasticité synaptique qui modulent de façon non permanente les efficacités synaptiques,
comme la plasticité à court terme (STP). La STDP est la forme de plasticité la plus
couramment utilisée dans les approches d’apprentissage machine à base de réservoir de
neurones à décharge [Chrol-Cannon & Jin, 2015 ; Jin & Li, 2016 ; Norton & Ventura,
2006 ; Notley & Grüning, 2012 ; Xue, Guan, & Li, 2017 ; Xue, Hou, & Li, 2013]. Notez que
la formulation la plus répandue de la STDP est utilisée dans cette thèse, où seulement
l’interaction entre les paires de décharges présynaptiques et postsynaptiques est considérée.



























(b) Excitation et inhibition
Figure 4.1 Illustration d’un seul neurone isolé soumis à un bombardement d’ac-
tivité synaptique en entrée pour différentes configurations. Les entrées sont mo-
délisées par des processus de Poisson homogènes et non corrélées, donc ne pos-
sèdent pas de structure spatiale et temporelle. Les constantes Naffe et Naffi corres-
pondent respectivement au nombre de synapses afférentes (ou sources présynap-
tiques) excitatrices et inhibitrices. Les taux de décharge moyens présynaptique
et postsynaptique sont dénotés respectivement rpre et rpost (non illustré). Dans
la configuration en (a), le neurone n’est stimulé qu’avec des sources présynap-
tiques excitatrices. Dans la configuration en (b) plus complexe, le neurone est
stimulé avec des sources présynaptiques excitatrices et inhibitrices. Un nombre
élevé de sources afférentes Naffe = Naffi = 1000 a été utilisé pour respecter les
hypothèses de base du formalisme de Fokker-Planck (section 4.2.4 page 79).
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La STDP peut être décrite mathématiquement. Soit wij, le poids synaptique entre le
neurone i (présynaptique) et le neurone j (postsynaptique). Pour la STDP, la mise à
jour des poids synaptiques s’effectue de façon indépendante pour chaque poids wij selon
l’équation suivante [Gilson & Fukai, 2011] :
∆wij = ηstdp · (1 + ζ) ·K (wij, tpre − tpost) (4.1)
où
ηstdp est le taux d’apprentissage pour la STDP.
ζ est un bruit gaussien centré à zéro et de variance σ2, soit N (0, σ2).
tpre et tpost sont respectivement les temps de décharge présynaptique et postsynaptique.
K (wij, tpre − tpost) est la fonction de noyau de la STDP.
Effet du taux d’apprentissage et du bruit
Le taux d’apprentissage ηstdp ∈ R+ est un facteur multiplicatif qui influence l’amplitude du
changement de poids. Un taux d’apprentissage trop élevé peut nuire à la convergence de
la distribution des poids. Un taux d’apprentissage trop bas exigera un très grand nombre
de paires de décharges pour apporter un changement significatif des poids, donc un temps
de simulation très long. La variable aléatoire ζ introduit un bruit explicite dans la mise à
jour des poids, comme observé expérimentalement [Bi & Poo, 1998]. Notez que ce bruit
a un effet multiplicatif, qui explique mieux la dispersion des données expérimentales sur
les changements de poids synaptiques [van Rossum et al., 2000]. Dans la littérature, la
grande majorité des travaux appliquant la STDP ne considèrent pas ce type de bruit, car
la forme additive (sans dépendance au poids) de la STDP est plutôt considérée. Pour la
STDP multiplicative (avec dépendance au poids), le bruit est crucial pour la stabilisation
des poids [Gilson & Fukai, 2011]. Le terme de bruit est aussi nécessaire pour l’analyse
théorique des distributions de poids et de la convergence par le formalisme de Fokker-
Planck [Risken, 1984].
Fonction de noyau avec composantes de potentiation et de dépression
La fonction de noyau K (wij, tpre − tpost) de la STDP détermine l’amplitude de la potentia-
tion (augmentation) et de la dépression (diminution) du poids synaptique en fonction de la
différence de temps tpre−tpost entre les décharges présynaptiques et postsynaptiques. Notez
que par souci de clarté, les indices i et j pour la variable wij seront omis intentionnellement
dans le reste des équations (c.-à-d. w = wij). La fonction de noyau K (w, tpre − tpost) de
la STDP liée aux synapses excitatrices-excitatrices est donnée comme exemple à l’équa-
tion 4.2 page suivante. Elle possède des composantes de potentiation à long terme (LTP)
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et de dépression à long terme (LTD) distinctes. L’aspect asymétrique est illustré à la fi-
gure 4.2 page suivante. Toutes les autres règles excitatrices et inhibitrices sont précisées
en annexe à la section C.2 page 210. Les fonctions de dépendance au poids pour la po-
tentiation et la dépression fp (w) et fd (w) sont distinctes pour les différentes formes de
STDP excitatrices étudiées. Les règles de STDP inhibitrices partagent toutefois les mêmes
fonctions de pondération fp (w) et fd (w) tirées de la STDP multiplicative standard [van
Rossum et al., 2000], où la potentiation est constante et la dépression a une dépendance
linéaire au poids. Notez que la STDP additive (sans dépendance au poids) correspond à
définir les fonctions de pondération fp (w) et fd (w) comme des fonctions constantes.
K (w, tpre − tpost) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
fp (w) · exp
(
−
| tpre − tpost |
τp
)
si tpre − tpost < 0 (LTP)
0 si tpre − tpost = 0
−fd (w) · exp
(
−
| tpre − tpost |
τd
)
si tpre − tpost > 0 (LTD)
(4.2)
où fp (w) et fd (w) définissent respectivement les fonctions de dépendance au poids
pour la potentiation et la dépression, et τp et τd sont les constantes de temps liées à la
potentiation et la dépression.
4.2.3 Description des multiples formes de la STDP
Les propriétés de convergence de la distribution des poids synaptiques dépendent de la
fonction de noyau et de l’interaction entre la potentiation et la dépression [Kempter,
Gerstner, & Hemmen, 2001]. C’est pourquoi dans cette thèse, de multiples formes de STDP
multiplicatrices excitatrices et inhibitrices ont été étudiées. La figure 4.3 page 78 illustre
de façon schématique les différentes formes des fonctions de noyau des STDP excitatrices
et inhibitrices considérées. Pour utiliser la même notation que Gilson et Fukai [2011], le
nom de la forme nlta-STDP est tiré des termes anglais non-linear temporally asymmetric
dans l’article original de la STDP multiplicative à limites souples [Gütig et al., 2003].
Plusieurs formes de STDP (c.-à-d. mult-STDP, nlta-STDP, log-STDP, doe-STDP) peuvent
être mises en oeuvre en ligne à l’aide de traces synaptiques [Morrison, Diesmann, & Gerst-
ner, 2008 ; Song et al., 2000], afin de permettre des interactions entre toutes les paires
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Figure 4.2 Modélisation de la fonction de noyau de la STDP excitatrice par des
exponentielles asymétriques, décrivant le changement d’amplitude du potentiel
postsynaptique (PSP) causé par une décharge présynaptique selon la différence
de temps tpre − tpost entre une paire de décharges présynaptiques et postsy-
naptiques. Données expérimentales pour des synapses excitatrices-excitatrices
provenant de Dan et Froemke [2002], et normalisées par le nombre de décharges
totales (c.-à-d. 80 paires dans ce cas). L’approximation est une fonction de noyau
K (w, tpre − tpost) asymétrique à base d’exponentielles, comme décrite à l’équa-
tion 4.2 page précédente. Les paramètres des fonctions exponentielles et des
fonctions de dépendance au poids fp (w) et fd (w) ont été trouvés dans cette
thèse par estimation non linéaire des moindres carrés [Nicholson, 2013].
de décharges présynaptiques et postsynaptiques 4. Cette implémentation permet efficace-
ment de considérer toutes les interactions des décharges présynaptiques et postsynaptiques
sur un long intervalle temporel (c.-à-d. sur plusieurs dizaines de millisecondes). Les pa-
ramètres des règles d’apprentissage ont été ajustés dans cette thèse aux données expéri-
mentales pour les synapses excitatrices-excitatrices [Dan & Froemke, 2002], excitatrices-
inhibitrices [L. I. Zhang, Tao, Holt, Harris, & Poo, 1998], inhibitrices-excitatrices [Woodin,
Ganguly, & Poo, 2003] et inhibitrices-inhibitrices [Haas, Nowotny, & Abarbanel, 2006]. La
définition mathématique de toutes les règles de STDP et les détails de l’ajustement aux
données expérimentales sont donnés en annexe à la section C.2 page 210.
Dans cette thèse, une nouvelle règle d’apprentissage avec un noyau symétrique basé sur
une différence d’exponentielles (doe-STDP) est aussi proposée. Contrairement à toutes
4. Notez que comme soulevé par Gilson et Fukai [2011], les modèles de bruits dans la STDP multipli-
cative ne sont pas compatibles à la base avec l’utilisation de traces synaptiques. Les analyses empiriques
réalisées dans cette thèse montrent toutefois que ce n’est pas un problème, et qu’il y a peu d’impacts sur
la stabilité de convergence ainsi que la performance de la régulation homéostatique.
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STDP excitatrice
(a) Hebbienne (b) Anti-hebbienne
mult-STDP, nlta-STDP, log-STDP
STDP inhibitrice
(c) doe-STDP (d) dte-STDP (e) mhat-STDP (f) haas-STDP
Figure 4.3 Illustration de la composante de dépendance temporelle des fonc-
tions de noyau K (w, tpre − tpost) pour les formes de STDP multiplicatives ex-
citatrices et inhibitrices considérées dans cette thèse. Notez que la composante
de dépendance au poids dans K (w, tpre − tpost) causée par les fonctions de pon-
dération fp (w) et fd (w) n’est pas illustrée. L’abscisse représente la différence
de temps tpost − tpre entre une paire de décharges postsynaptique et présynap-
tique. La ligne pointillée indique la synchronie parfaite entre la paire de dé-
charges (c.-à-d. tpost − tpre = 0). L’ordonnée représente le changement d’ampli-
tude du potentiel postsynaptique (PSP) causé par une décharge présynaptique.
Les formes de STDP multiplicatives excitatrices suivantes ont été considérées :
STDP multiplicative standard (mult-STDP) [Kistler & van Hemmen, 2000 ; van
Rossum et al., 2000], à limites souples (nlta-STDP) [Gütig et al., 2003 ; Mat-
subara & Uehara, 2016] et log-normale (log-STDP) [Gilson & Fukai, 2011]. Ces
dernières partagent tous la même composante de dépendance temporelle expo-
nentielle asymétrique hebbienne ou antihebbienne, illustrés respectivement en
(a) et (b). Les formes de STDP multiplicatives inhibitrices suivantes ont été
considérées : (c) par différence d’exponentielles (proposée dans cette thèse), (d)
par exponentielle tronquée (dte-STDP) [Stepp et al., 2015], (e) par différence
de gaussiennes (mhat-STDP) [Kosko, 1986] et (f) par exponentielle pondérée
(haas-STDP) [Haas et al., 2006]. Elles possèdent toutes des fonctions de noyau
distinctes, de forme symétrique (doe-STDP, dte-STDP, mhat-STDP) ou asymé-
trique (haas-STDP).
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les autres règles de STDP inhibitrices étudiées, elle peut être mise en oeuvre en ligne à
l’aide de traces synaptiques [Morrison et al., 2008 ; Song et al., 2000]. En comparaison
avec le noyau exponentiel symétrique à dépression constante de Vogels et al. [2011], le
noyau proposé possède un support compact et est intégrable de manière absolue. Il est
donc facilement applicable au formalisme de Fokker-Planck pour évaluer la distribution
de poids à l’équilibre.
Note sur l’applicabilité à la forme anti-hebbienne
Les formes de STDP excitatrices mentionnées plus haut correspondent toutes à une plas-
ticité hebbienne, où les relations causales entre les décharges présynaptiques et postsynap-
tiques sont renforcées. La STDP multiplicative standard anti-hebbienne (mult-ah-STDP)
a aussi été étudiée, où les relations anti-causales sont plutôt renforcées. Cette forme de
STDP a été observée pour les synapses excitatrices-inhibitrices dans le cortex [L. I. Zhang
et al., 1998]. Elle possède un noyau asymétrique similaire à la STDP multiplicative stan-
dard, mais où les fenêtres de potentialisation et de dépression sont simplement inversées
(figure C.1 page 214). Il est démontré dans cette thèse que ses propriétés d’équilibre et
de convergence sont les mêmes que pour la STDP multiplicative standard (section C.2.2
page 213). Ceci est applicable pour toutes les formes de STDP excitatrices étudiées. Pour
cette raison, seuls le développement mathématique et l’analyse de convergence pour la
STDP excitatrice hebbienne sont réalisés dans cette thèse. Toutes les conclusions tirées
pour la STDP excitatrice hebbienne sont aussi valables pour sa forme anti-hebbienne.
4.2.4 Analyse théorique de l’équilibre selon Fokker-Planck
Le formalisme de Fokker-Planck est une méthode mathématique pour analyser l’évolution
temporelle d’un système au niveau macroscopique à partir de variables continues [Risken,
1984]. Il permet d’étudier de façon théorique les propriétés d’équilibre de la STDP mul-
tiplicative et de ses variantes [p. ex. Gilson & Fukai, 2011 ; Gütig et al., 2003 ; Kistler
& van Hemmen, 2000 ; Matsubara & Uehara, 2016 ; J. Rubin, 2001 ; J. Rubin, Lee, &
Sompolinsky, 2001 ; van Rossum et al., 2000]. Les détails de ce développement mathéma-
tique sont donnés en annexe à la section C.3 page 223, dans le cas spécifique de processus
de Poisson homogènes non corrélés en entrée. Dans ce cas particulier, les variables ma-
croscopiques continues constituent la moyenne et la variance de la distribution des poids
synaptiques sous l’influence des changements de poids causés par la STDP (équation 4.1
page 75). Il est possible de déterminer analytiquement (ou par estimation numérique) la
forme exacte des distributions de poids à l’équilibre obtenues pour toutes les formes de
STDP multiplicatives étudiées dans cette thèse. Les détails de ce développement mathé-
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matique sont donnés en annexe à la section C.4 page 227, pour toutes les formes de STDP
multiplicatives et méthodes de modulation du point d’équilibre étudiées. Il est aussi pos-
sible d’analyser de façon théorique l’impact de certains paramètres de modélisation liés à
la STDP (p. ex. le taux d’apprentissage ηstdp à l’équation 4.1 page 75) sur les distributions
de poids synaptiques à l’équilibre. Cette méthode fait toutefois plusieurs hypothèses de
base importantes [Nykamp & Tranchina, 2001] : (1) avoir une large population de neurones
identiques ; (2) un taux de décharge identique en entrée ; (3) des statistiques de décharge
selon un processus de Poisson ; (4) une dynamique neuronale simple.
Distribution théorique des poids synaptiques au point d’équilibre
Un exemple de distributions de poids synaptiques au point d’équilibre est illustré à la
figure 4.4 page suivante, pour toutes les formes de STDP excitatrices et inhibitrices étu-
diées. On remarque de façon générale que les distributions sont lisses et à support compact
(c.-à-d. bornées). Il n’y a pas de densités anormalement élevées aux frontières (p. ex. à
zéro), un phénomène qui serait causé par la saturation des poids due à l’absence d’un
point d’équilibre stable. On remarque aussi que les distributions sont centrées autour du
point d’équilibre souhaité (dénoté w0), qui correspond à la moyenne (premier moment)
théorique de la distribution de poids. Des analyses approfondies réalisées dans cette thèse
ont démontré que les distributions théoriques obtenues par le formalisme de Fokker-Planck
correspondent bien à la réalité (section C.5.3 page 257), lorsque le modèle de neurone de
type intégration et décharge avec fuite (section B.1 page 177) est utilisé.
Effet théorique du bruit et du taux d’apprentissage sur la convergence
L’effet théorique du bruit et du taux d’apprentissage sur la convergence a été étudié pour
permettre de choisir des valeurs adéquates dans les analyses expérimentales. Les résultats
ont montré que dans l’équation 4.1 page 75, un bruit dominant venant d’un taux d’appren-
tissage ηstdp élevé est préférable au bruit gaussien N (0, σ2) (section C.5.2 page 254). À la
figure 4.5 page 82, on observe pour toutes les formes de STDP excitatrices et inhibitrices
une convergence plus rapide vers le point d’équilibre plus le taux d’apprentissage ηstdp est
élevé. En conséquence, le taux d’apprentissage ηhom de la régulation homéostatique pour-
rait lui aussi être augmenté. Ceci permet d’accélérer globalement l’atteinte de l’activité
neuronale souhaitée (c.-à-d. taux de décharge moyens et balance des courants excitateurs
et inhibiteurs cibles), ce qui réduit considérablement le temps biologique requis, et par le
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Figure 4.4 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées pour les différentes formes de STDP multiplicatives ex-
citatrices et inhibitrices étudiées. Les distributions sont obtenues selon l’équa-
tion C.16 par estimation numérique, avec la méthode des trapèzes pour le calcul
numérique de l’intégrale. Les formulations des règles pour la méthode de mo-
dulation par mise à l’échelle (section C.4.5 page 238) ont été utilisées. Le point
d’équilibre w0 (moyenne théorique de la distribution de poids) a été choisi pour
que w0/wref = 0.5, où wref est un poids de référence arbitraire qui détermine
la plage dynamique de la distribution de poids (p. ex. wref = 1 nA). Notez en
(a) la densité de probabilité additionnelle dans la queue de la distribution pour
la STDP log-normale, comparativement à STDP multiplicative standard ou à
limites souples (confondues). On remarque aussi en (b) que les distributions
de poids pour les formes de STDP inhibitrices sont symétriques et beaucoup
moins étendues que pour les formes de STDP excitatrices en (a). Paramètres de
simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz, w0/wref = 0.5.
fait même le temps de simulation 5. Il s’agit d’un aspect important pour l’application en
apprentissage machine réalisée au chapitre 5.
Effet théorique de la modulation du point d’équilibre
Grâce à l’existence d’un seul point d’équilibre stable de la distribution de poids, il est
possible de déplacer cette dernière de façon arbitraire dans l’espace des poids en modulant
le point d’équilibre. Il est démontré dans cette thèse que la modulation du point d’équilibre
correspond à altérer la balance potentiation-dépression dans la fonction de noyau de la
5. On rappelle que dépendamment de la complexité du modèle (p. ex. nombre total de neurones et
de synapses), il peut demander plusieurs secondes de temps de calcul pour simuler 1 seconde de temps
biologique (exemple figure 3.3 page 55). Par temps biologique, on entend le temps qui s’écoule du point
de vue la dynamique neuronale.




































































Figure 4.5 Temps de convergence théorique tconv vers le point d’équilibre en
fonction du taux d’apprentissage ηSTDP pour différentes formes de (a) STDP ex-
citatrices et (b) STDP inhibitrices. Les formulations des règles pour la méthode
de modulation par mise à l’échelle (section C.4.5 page 238) ont été utilisées.
Les courbes théoriques sont obtenues selon l’équation C.91 page 270, dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). On remarque dans tous les
cas la relation non linéaire, où ηSTDP ≪ 1 contribue à augmenter significative-
ment le temps de convergence. Toutes les formes de STDP excitatrices en (a)
ont des vitesses de convergence similaires. La STDP par exponentielles pon-
dérées (haas-STDP) en (b) se démarque par une convergence significativement
plus lente que les autres formes de STDP inhibitrices. Paramètres de simula-
tion : σ = 4.0, rpre = 1 Hz, rpost = 10 Hz, rspon = 1 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, winit = w0/2 = 0.035 nA, tolérance relative de
1× 10−8 pour condition de convergence.
STDP. Cette relation est décrite par les facteurs de balance calculés analytiquement en
annexe à la section C.4 page 227 pour chacune des règles de STDP, et variant selon la
méthode de modulation du point d’équilibre utilisée. La figure 4.6 page suivante montre
un exemple de l’effet du point d’équilibre sur les distributions de poids dans le cas de
la STDP multiplicative standard (mult-stdp) et de la STDP inhibitrice par différence
d’exponentielles (doe-stdp). Une analyse identique a été réalisée pour toutes les autres
formes de STDP étudiées et montre des résultats similaires (section C.5.1 page 245).
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(a) STDP multiplicative standard






















(b) STDP par différence d’exponentielles
Figure 4.6 Distribution de probabilité p (w) théorique à l’équilibre pour dif-
férents types de STDP étudiées et des entrées non corrélées, en fonction de la
position du point d’équilibre w0 (moyenne théorique de la distribution de poids).
Les distributions sont obtenues selon l’équation C.16 par estimation numérique,
avec la méthode des trapèzes pour le calcul numérique de l’intégrale. Les for-
mulations de la STDP multiplicative standard (section C.4.5 page 239) et de
la STDP par différence d’exponentielles (section C.4.5 page 244) selon la mé-
thode de modulation par mise à l’échelle (ME) ont été utilisées. On remarque
de façon générale que l’étendue des distributions augmente suivant la valeur du
point d’équilibre w0, et correspond bien à une mise à l’échelle de la distribution.
Paramètres de simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
4.2.5 Formulation de la régulation homéostatique
Stratégies générales de contrôle du point d’équilibre
La régulation homéostatique proposée dans ce chapitre se base sur la modulation du point
d’équilibre de la STDP multiplicative. La figure 4.6 a montré qu’il est possible de déplacer
le point d’équilibre (et donc la distribution des poids) de façon arbitraire dans l’espace
des poids. La régulation du taux de décharge moyen d’un neurone postsynaptique par la
modulation du point d’équilibre de la STDP excitatrice peut être implémentée comme
suit : si l’activité du neurone postsynaptique est trop élevée comparativement à une valeur
cible, la STDP excitatrice devrait favoriser la dépression pour réduire l’amplitude des
poids synaptiques en entrée de ce dernier et ainsi réduire l’activité postsynaptique. Ceci
correspond à rapprocher le point d’équilibre vers zéro. Au contraire, si l’activité du neurone
postsynaptique est trop faible comparativement à la valeur cible, la STDP excitatrice
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devrait favoriser la potentiation pour augmenter l’amplitude des poids synaptiques en
entrée. Ceci correspond à éloigner le point d’équilibre de zéro.
La régulation de la balance excitation-inhibition par la modulation du point d’équilibre
de la STDP inhibitrice peut être implémentée selon une stratégie similaire : si le courant
inhibiteur postsynaptique moyen est trop élevé comparativement à la balance cible avec le
courant excitateur postsynaptique moyen, la STDP inhibitrice devrait favoriser la dépres-
sion pour réduire l’amplitude des poids synaptiques en entrée de ce dernier et ainsi réduire
le courant inhibiteur postsynaptique. Dans le cas contraire, la STDP inhibitrice devrait
favoriser la potentiation pour balancer les courants postsynaptiques. Ce type de régula-
tion permet de stabiliser les réponses synaptiques près du seuil de décharge [Antoine et
al., 2019] et de mieux contrôler l’instant précis de la génération de décharges [E. O. Mann
& Paulsen, 2007]. Avec les stratégies proposées, la STDP excitatrice intervient seulement
dans la régulation du taux de décharge moyen, et non dans la régulation de la balance
excitation-inhibition. L’avantage est qu’il n’existe alors pas de compétition directe entre
les deux formes de régulation homéostatique. Cette situation problématique surviendrait
par exemple lorsqu’un certain poids synaptique devrait être augmenté en fonction de la
régulation du taux de décharge moyen, mais être réduit en fonction de la régulation de la
balance excitation-inhibition.
Formulation mathématique de la régulation homéostatique
La formulation mathématique de la régulation du taux de décharge moyen et de la balance
excitation-inhibition est décrite à l’équation 4.3 page suivante. Pour la STDP excitatrice,
le point d’équilibre est modulé en fonction de la différence entre les taux de décharge
moyens cible rcible et estimé r̄post du neurone postsynaptique. Pour la STDP inhibitrice,
le point d’équilibre est modulé en fonction de la différence entre les courants excitateur Īe
et inhibiteur Īi estimés moyens à l’entrée du neurone postsynaptique. On remarque que le
facteur de balance bcible vient ici pondérer le courant excitateur Īe estimé moyen, ce qui
signifie une dominance de l’excitation pour bcible < 1 et de l’inhibition pour bcible > 1. Le
taux d’apprentissage ηhom pour l’homéostasie (unités A/ (Hz · sec)) permet de contrôler
l’amplitude des changements apportés au point d’équilibre w0.














w0 ← w0 +∆w0
où pour un neurone postsynaptique
∆w0 correspond au changement à apporter au point d’équilibre w0.
∆thom correspond à l’intervalle de temps entre la mise à jour de w0.
ηhom est le taux d’apprentissage pour l’homéostasie.
Naffe et Naffi sont les nombres de synapses excitatrices et inhibitrices afférentes.
rcible est le taux de décharge cible.
bcible est la balance excitation-inhibition cible.
r̄post est le taux de décharge moyen estimé.
Īe et Īi sont les courants d’entrée excitateur et inhibiteur moyens estimés.
Il y a normalisation à l’équation 4.3 par le nombre de synapses afférentes excitatrices Naffe
et inhibitrices Naffi au neurone postsynaptique. Le but est de réduire l’amplitude des chan-
gements apportés au point d’équilibre w0 lorsqu’il existe un grand nombre de synapses
afférentes. Ceci est utile dans le cas d’une topologie de connectivité synaptique non uni-
forme (comme proposée au chapitre 2), où le nombre de synapses afférentes peut varier
de plusieurs ordres de grandeur (p. ex. 1 à 100) en fonction des sous-populations neu-
ronales (p. ex. dLGN-XON-exc, V1-L4-inh). Sans cette normalisation, il faudrait ajuster
manuellement le taux d’apprentissage ηhom pour certaines sous-populations ou simple-
ment réduire ce dernier considérablement pour éviter des problèmes de convergence. Le
problème principal qui peut survenir avec la régulation homéostatique proposée est lorsque
le point d’équilibre est varié trop rapidement par rapport à la vitesse de convergence de
la distribution des poids synaptiques. C’est d’ailleurs pourquoi des analyses théoriques
et expérimentales approfondies sur l’effet de multiples paramètres de modélisation de la
STDP (section C.5.2 page 254) et de la vitesse de convergence (section C.5.5 page 270)
ont été réalisées dans cette thèse.
Adaptation en temps continu et accélération de la convergence
Une formulation de la régulation homéostatique en temps continu a été réalisée (sec-
tion C.6.2 page 280). Elle permet d’exprimer la régulation homéostatique complète sous
forme de système d’équations différentielles couplées et autonomes, en comprenant l’évo-
lution temporelle des variables r̄post, Īe et Īi. Ces dernières doivent être estimées sur une
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fenêtre de temps pour permettre de calculer l’erreur sur la dynamique souhaitée (équa-
tion 4.3 page précédente). Elles introduisent donc un délai qui est propice à créer des
oscillations et même empêcher la convergence du mécanisme de régulation [Kamen &
Heck, 2006]. Par la résolution du système d’équations différentielles, il est possible d’ob-
tenir une expression analytique de la dynamique de convergence (exemple équation C.108
page 285). Ceci permet d’analyser l’effet des paramètres de la régulation homéostatique
(p. ex. taux d’apprentissage) sur la convergence globale directement au niveau théorique.
L’analyse n’a pas été portée plus loin, car des hypothèses simplificatrices qui s’éloignent
trop loin de la réalité (p. ex. dynamique neuronale linéaire) doivent être considérées.
L’influence du taux de décharge postsynaptique sur les propriétés théoriques de conver-
gence de la STDP multiplicative vers le point d’équilibre a aussi été étudiée (section C.6.3
page 286). Les analyses ont montré que la vitesse de convergence théorique vers le point
d’équilibre est beaucoup plus rapide lorsque le taux de décharge postsynaptique est supé-
rieur au taux de décharge spontanée (exemple figure C.31 page 278). Durant la régulation
homéostatique, il est possible d’accélérer la convergence vers le taux de décharge moyen
ou la balance excitation-inhibition cible en considérant cette relation non linéaire entre la
vitesse de convergence et le taux de décharge postsynaptique. Ce mécanisme a été utilisé
pour toutes les analyses empiriques de convergence réalisées à la section 4.3 page 88. Il
permet de réduire considérablement le temps de simulation lorsque les poids synaptiques
initiaux sont faibles, sans affecter la stabilité vers le point d’équilibre.
Méthodes spécifiques de modulation du point d’équilibre
Plusieurs stratégies permettant de moduler directement ou indirectement le point d’équi-
libre de la STDP multiplicative ont été étudiées pour déterminer laquelle possède les
meilleures propriétés de convergence. Chaque stratégie correspond à une modification dis-
tincte des fonctions de pondération pour la potentiation fp (w) et la dépression fd (w),
intervenant dans la fonction de noyau K (w, tpre − tpost) de la STDP :
– Modulation indirecte du point d’équilibre w0 par une variable de contrôle homéosta-
tique α qui influence la balance entre la potentiation et la dépression (section C.4.3
page 228).
– Modulation indirecte du point d’équilibre w0 par une variable de contrôle homéosta-
tique α qui agit comme facteur multiplicatif sur le poids (section C.4.4 page 233).
– Modulation directe du point d’équilibre w0 par une mise à l’échelle de la distribu-
tion de poids (section C.4.5 page 238), où la variable de contrôle homéostatique α
correspond directement au point d’équilibre (c.-à-d. α = w0).
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L’utilisation de la méthode de modulation directe du point d’équilibre par une mise à
l’échelle de la distribution de poids est recommandée. Pour la régulation homéostatique
du taux de décharge moyen, les analyses ont démontré que seules les méthodes de mo-
dulation par balance potentiation-dépression et mise à l’échelle permettent en pratique
la convergence (section C.6.4 page 290). La modulation par facteur multiplicatif sur le
poids souffre d’une instabilité importante liée à la mise à jour des poids synaptiques par
les composantes de potentiation et de dépression de la fonction de noyau (section C.6.6
page 296). Ceci montre que certaines solutions obtenues au niveau théorique par le forma-
lisme de Fokker-Planck sont difficilement réalisables en pratique, à cause des contraintes
de l’implémentation événementielle de la STDP. Pour la régulation homéostatique de la
balance excitation-inhibition, les analyses ont démontré qu’il existe très peu de différences
au niveau de la convergence théorique et pratique entre les méthodes de modulation pro-
posées (section C.6.5 page 293). Le phénomène d’instabilité semble peu notable dans ce
cas particulier.
Pour les méthodes de modulation indirecte, la relation entre la variable de contrôle homéo-
statique α et le point d’équilibre w0 n’est pas forcément linéaire (section C.4 page 227).
Ces dernières requièrent donc le calcul d’une constante de linéarisation pour assurer une
régulation homéostatique plus stable en fonction du taux d’apprentissage homéostatique
(section C.6.1 page 279). La modulation directe du point d’équilibre est donc préférable.
4.2.6 Résolution temporelle et implémentation événementielle de
la régulation homéostatique
Les réseaux de neurones à décharge sont typiquement simulés par estimation numérique des
équations différentielles définissant la dynamique membranaire et synaptique [p. ex. Stim-
berg, Goodman, Benichoux, & Brette, 2014]. Comme discuté à la section 3.2.5 page 46
du chapitre 3, la résolution temporelle de cette estimation numérique est très élevée et
souvent inférieure à 1 ms. Dans cette thèse, une résolution temporelle pour l’estimation
numérique de ∆t = 0.5 ms a été choisie en fonction des délais synaptiques minimaux
(section B.4 page 192) et de la précision temporelle des décharges dans le cortex [Mai-
nen & Sejnowski, 1995]. La dynamique de convergence au point d’équilibre et l’évolution
des propriétés postsynaptiques cibles (c.-à-d. taux de décharge et courants moyens post-
synaptiques) sont beaucoup plus lentes. Pour augmenter l’efficacité computationnelle, la
modulation du point d’équilibre peut s’effectuer avec une résolution beaucoup plus gros-
sière, de l’ordre de ∆thom = 100 ms.
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Notez que l’intervalle de temps ∆thom pour la mise à jour n’est pas contraint à être constant
dans le temps. Il est possible de moduler le point d’équilibre w0 de façon événementielle
dans l’équation 4.3 page 85, seulement lorsqu’il y une décharge postsynaptique. Dans
le cas de la STDP excitatrice, le changement du point d’équilibre ∆w0 est fonction de
l’estimation du taux de décharge postsynaptique r̄post (équation 4.3 page 85). L’estimation
r̄post peut être mise à jour de façon événementielle à chaque décharge postsynaptique
par une méthode de filtrage exponentiel (équation C.100 page 282). L’implémentation
événementielle est alors valide seulement si la constante de temps τr du filtrage exponentiel
pour l’estimation du taux de décharge moyen r̄post respecte la condition τr ≫ 1/r̄post. C’est
le cas dans cette thèse, où τr = 10 secondes et r̄post peut varier normalement de 1 Hz à
100 Hz. Il s’agit donc de l’implémentation considérée pour la mise à jour de w0 dans les
expériences de ce chapitre. Elle permet d’augmenter l’efficacité computationnelle lorsque
r̄post est faible (p. ex. 1 Hz), et de rendre la régulation homéostatique plus réactive aux
changements du taux de décharge moyen postsynaptique lorsque r̄post est élevé (p. ex.
> 20 Hz). La régulation homéostatique pour la STDP inhibitrice peut être implémentée
de façon similaire, en considérant plutôt les courants d’entrée excitateur et inhibiteur
moyens estimés Īe et Īi. Ces dernières peuvent aussi être estimées par filtrage exponentiel
(équation C.102 page 283), avec une constante de temps τg = 10 secondes.
4.2.7 Approximation de la dynamique neuronale
L’approximation de la relation entre le poids synaptique moyen et le taux de décharge
postsynaptique est nécessaire pour certaines analyses de convergence théorique (exemple
figure 4.5 page 82). C’est que le taux de décharge postsynaptique rpost de la dynamique
neuronale intervient dans la solution à l’équilibre de la distribution de poids selon Fokker-
Planck (section C.3.4 page 225). Dans cette thèse, la relation a été modélisée par la fonction
softplus capturant bien la non-linéarité de la réponse neuronale pour le modèle de neurone
de type intégration et décharge avec fuite considéré (figure C.25 page 269). Elle a aussi servi
dans certaines analyses à déterminer la valeur cible du point d’équilibre w0 permettant
d’atteindre le taux de décharge rpost souhaité (exemple figure 4.5 page 82). Elle donne
finalement une idée de la plage dynamique utile des poids synaptiques pour déterminer le
poids de référence wref des méthodes de modulation indirecte du point d’équilibre.
4.3 Résultats et discussion
La méthode de régulation homéostatique proposée dans cette thèse a été définie à la section
précédente et les propriétés de convergence de la STDP multiplicative ont été validées
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par diverses analyses théoriques. Dans cette section, des analyses expérimentales sur les
propriétés de convergence globale de la méthode de régulation homéostatique proposée
sont réalisées. Notez que les analyses dans les sections 4.3.1 et 4.3.2 considèrent toujours
le cas simplifié d’un seul neurone soumis à un bombardement d’activité présynaptique en
entrée (figure 4.1 page 74). Sauf indication contraire, la méthode de modulation directe
du point d’équilibre par mise à l’échelle a été utilisée.
4.3.1 Convergence vers un taux de décharge moyen cible
Dans cette section, la régulation homéostatique vers un taux de décharge moyen cible fixe
est analysée dans le contexte d’un neurone isolé soumis à un bombardement d’activité
présynaptique excitatrice seulement (figure 4.1(a) page 74). Ceci permet de valider la
dynamique de convergence globale avec les fortes non-linéarités du modèle de neurone
considéré (figure C.5.4 page 268). La figure 4.7 page suivante montre la dynamique de
convergence de la régulation homéostatique dans le cas d’entrées non corrélées, modélisées
par des processus de Poisson homogènes et indépendants. Une analyse similaire a été
réalisée pour toutes les autres méthodes de modulation du point d’équilibre, où les résultats
ont montré des convergences plus lentes ou moins stables (section C.6.4 page 290). Notez
qu’un temps de stabilisation (dénoté tstab), où le taux d’apprentissage ηhom est contraint
à zéro en début de simulation, a été ajouté en début de simulation pour permettre à la
distribution initiale de poids de se stabiliser avant d’appliquer la régulation homéostatique.
La figure 4.7 page suivante montre que la convergence vers le taux de décharge postsy-
naptique cible s’établit adéquatement après environ 60 minutes de temps biologique. Un
fort pic dans l’évolution du taux de décharge postsynaptique est visible seulement pour la
STDP log-normale (figure 4.7(a)). Ce phénomène est causé par la plus forte compétition
entre les poids synaptiques. Cette compétition amène une faible proportion des poids à des
valeurs très élevées, qui se mettent à dominer rapidement la réponse neuronale postsynap-
tique. On remarque toutefois que la variable de contrôle α est ajustée automatiquement
par la régulation homéostatique pour atténuer ce pic d’activité (figure 4.7(c) page sui-
vante), et ainsi réduire l’influence de ces poids dominants (figure 4.7(b) page suivante).
On rapelle qu’avec la méthode proposée de modulation du point fixe par mise à l’échelle, la
variable de contrôle α influence directement la position du point fixe w0 de la distribution
des poids synaptiques (c.-à-d. w0 = α) dans le but de réguler le taux de décharge moyen
selon l’équation 4.3 page 85. La réduction du taux d’apprentissage ηSTDP n’élimine pas ce
phénomène de poids dominants (non illustré), car il est causé à la base par la distribution à
longue queue de la STDP log-normale. Il s’agit donc d’un désavantage notable par rapport
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(a) Évolution du taux de décharge moyen


























(b) Évolution de la moyenne des poids



























(c) Évolution de la variable de contrôle α
0.00 0.05 0.10 0.15 0.20





















(d) Distribution finale des poids synaptiques
Figure 4.7 Propriétés de convergence vers un taux de décharge cible rcible avec
la régulation homéostatique, dans le cas de la méthode de modulation par mise
à l’échelle. Les figures sont obtenues par la simulation de neurones à décharge,
dans le contexte d’un neurone isolé soumis à un bombardement d’activité présy-
naptique excitatrice seulement (figure 4.1(a) page 74). On remarque une conver-
gence adéquate en (a) vers le taux de décharge cible rcible = 10 Hz (indiqué par
une ligne grise) pour la STDP multiplicative standard (mult-STDP) et à li-
mites souples (nlta-STDP), mais un dépassement temporaire notable pour la
STDP log-normale (log-STDP). Il y a aussi convergence (b) de la moyenne des
poids synaptiques et (c) de la variable de contrôle α. Les distributions finales des
poids synaptiques sont montrées en (d). Paramètres de simulation : Naffe = 1000,
rpre = 1 Hz, rcible = 10 Hz, ηSTDP = 1.0, σ = 4.0, ηhom = 1 pA · Hz−1 · ss−1,
rspon = 1 Hz, τa = 10 sec, winit = 0.069 nA, wref = 1.54 nA, tstab = 10 min,
tsim = 120 min, ∆t = 0.5 ms.
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aux autres formes de STDP multiplicatives, qui sont moins compétitives, mais plus faciles
à réguler au niveau de l’homéostasie du taux de décharge moyen postsynaptique.
La régulation homéostatique est problématique dans le cas de la STDP excitatrice pour
la méthode de modulation par facteur multiplicatif, car différents phénomènes néfastes
pour la convergence (p. ex. explosion des valeurs de poids synaptiques, oscillations de
la variable de contrôle α) ont été observés (section C.6.4 page 290). Ces derniers sont
causés par des contraintes d’implémentation liées à la mise à jour des poids synaptiques
par les composantes de potentiation et de dépression de la fonction de noyau de la STDP
(section C.6.6 page 296). Les forts changements de poids synaptiques sous l’effet de la régu-
lation homéostatique peuvent mener à une divergence face à la théorie de Fokker-Planck.
Cette dernière prédisait des distributions finales similaires pour toutes les méthodes de
modulation étudiées.
4.3.2 Convergence vers une balance excitation-inhibition cible
Dans cette section, la régulation homéostatique vers la balance excitation-inhibition est
analysée dans le contexte d’un neurone isolé soumis à un bombardement d’activité pré-
synaptique excitatrice et inhibitrice (figure 4.1(b) page 74). Ceci permet d’analyser la
dynamique de convergence globale lorsqu’il y a interaction des courants d’entrée excita-
teurs et inhibiteurs sur l’activité postsynaptique. Notez qu’il n’y a pas encore de plasti-
cité synaptique au niveau des entrées excitatrices dans cette configuration. La figure 4.8
page suivante montre la dynamique de convergence de la régulation homéostatique pour
l’inhibition dans le cas d’entrées non corrélées, modélisées par des processus de Poisson
homogènes et indépendants. Une analyse similaire a été réalisée pour toutes les autres mé-
thodes de modulation du point d’équilibre, où les résultats ont montré des convergences
similaires (section C.6.5 page 293). Notez qu’un temps de stabilisation (dénoté tstab), où
le taux d’apprentissage ηhom est contraint à zéro en début de simulation, a été ajouté
en début de simulation pour permettre à la distribution initiale de poids de se stabiliser
avant d’appliquer la régulation homéostatique. La méthode de modulation proposée par
mise à l’échelle montre une convergence vers la balance excitation-inhibition moyenne cible
bcible = 1 à l’intérieur de 100 minutes de temps biologique pour presque toutes les formes de
STDP inhibitrices. L’exception est la STDP par exponentielles pondérées (haas-STDP),
qui montre un temps de convergence très lent en pratique, mais conforme à la théorie
(exemple figure C.29(c) page 276).
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(a) Évolution des courants postsynaptiques
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(c) Évolution de la variable de contrôle α
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(d) Distribution finale des poids synaptiques
Figure 4.8 Propriétés de convergence vers un équilibre des courants postsy-
naptiques bcible avec la régulation homéostatique, dans le cas de la méthode
de modulation par mise à l’échelle. Les figures sont obtenues par la simula-
tion de neurones à décharge, dans le contexte d’un neurone isolé soumis à un
bombardement d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b)
page 74). On remarque une bonne convergence en (a) vers la cible bcible = 1, donc
Ie − Ii = 0 (indiqué par une ligne grise), pour toutes les formes de STDP sauf
la STDP par exponentielles pondérées (haas-STDP). L’évolution temporelle (b)
de la moyenne des poids synaptiques et (c) de la variable de contrôle α, ainsi que
(d) la forme des distributions finales des poids sont comparables entre les formes
de STDP qui ont convergé. Paramètres de simulation : Naffe = Naffi = 1000,
rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6, ηhom = 0.2 · s−1, bcible = 1.0, rspon = 10 Hz,
τg = 10 sec, winit = 6.9 pA, wref = 1.54 nA, tstab = 10 min, tsim = 120 min,
∆t = 0.5 ms.
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4.3.3 Interaction des règles de STDP excitatrices et inhibitrices
Dans cette section, une intégration des mécanismes de régulation homéostatique pour les
synapses excitatrices et inhibitrices est réalisée. Il s’agit d’analyses expérimentales, car les
interactions entre les règles de plasticité sont difficilement formalisables analytiquement
(exemple section C.6.2 page 280). Les analyses sont réalisées dans le contexte d’un neu-
rone isolé soumis à un bombardement d’activité présynaptique excitatrice et inhibitrice
(figure 4.1(b) page 74). Il est nécessaire de valider qu’il n’existe pas de problème d’inter-
action entre les règles de STDP excitatrices et inhibitrices dans ce cas simplifié, avant de
considérer l’interaction dans des modèles plus complexes.
Effet du retard de l’inhibition
Chez le chat nouveau-né, l’inhibition corticale est initialement nulle et atteint son influence
maximale seulement après plusieurs jours de développement [Komatsu, 1983 ; Sale, Be-
rardi, Spolidoro, Baroncelli, & Maffei, 2010]. Ceci laisse place à une plasticité corticale
principalement dirigée par l’excitation durant cette période critique. L’inhibition corticale
peut aussi être modulée par la privation visuelle [p. ex. Hensch & Fagiolini, 2005 ; Maffei,
Nataraj, Nelson, & Turrigiano, 2006], ce qui montre la dépendance de cette plasticité à la
stimulation d’entrée. L’effet d’un tel retard de l’inhibition sur la dynamique de convergence
globale avec le mécanisme homéostatique proposé a donc été étudié. Les résultats n’ont
montré aucun effet notable sur le temps de convergence ou sur les distributions finales
de poids (figures C.39 page 297 et C.40 page 298). Il ne semble donc pas nécessaire de
retarder l’inhibition dans le modèle proposé pour favoriser l’atteinte de l’activité neuronale
désirée. Une inhibition synchrone (non retardée) est plutôt bénéfique, car elle permet d’at-
ténuer significativement l’amplitude des oscillations causées par la montée de l’excitation.
Ce phénomène peut survenir lorsque le taux d’apprentissage homéostatique ηhom est très
élevé, mais les résultats montrent dans cette condition la même robustesse du mécanisme
de régulation homéostatique proposé (figure C.41 page 300).
Effet sur la stabilité et vitesse de convergence
Une analyse supplémentaire a été réalisée en augmentant les taux d’apprentissage homéo-
statique ηmfrhom et ηeibhom d’un facteur 10 comparativement aux valeurs normales. Les résultats
ont montré un effet bénéfique de l’inhibition sur la réduction des oscillations autour du
taux de décharge moyen cible durant la convergence (figure C.41 page 300). C’est qu’une
oscillation amène un débalancement notable des courants excitateurs et inhibiteurs, qui
est corrigé rapidement par la plasticité inhibitrice. Avec la présence d’inhibition dans le
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modèle, il est possible d’accélérer significativement la régulation homéostatique du taux
de décharge moyen.
4.3.4 Régulation homéostatique sur le modèle proposé
Toutes les analyses dans ce chapitre ont été réalisées jusqu’à présent dans le contexte d’un
neurone isolé soumis à un bombardement d’activité présynaptique (figure 4.1 page 74).
Ces analyses ont été nécessaires pour bien comprendre les propriétés de convergence des
différents mécanismes de régulation homéostatique proposés. L’intégration de la régulation
homéostatique pour les synapses excitatrices et inhibitrices est maintenant réalisée dans
un contexte plus réaliste, selon le modèle proposé aux chapitres 2 et 3. Ce dernier pos-
sède une topologie de connectivité réaliste avec une prédominance de la récurrence, ainsi
qu’une dynamique neuronale et synaptique avec plusieurs sources de variabilité (p. ex.
transmission probabiliste, bruit membranaire, plasticité à court terme). La tâche de ré-
gulation est alors beaucoup plus complexe que les cas simplifiés avec un seul neurone.
L’activité dans la population de neurones tend à s’emballer plus rapidement à cause des
fortes interactions récurrentes entre les neurones. Les taux de décharge moyens cibles va-
rient aussi entre les sous-populations de neurones, et sont tirés de données physiologiques
(tableau B.7 page 207). La stimulation externe dans le modèle provient de processus de
Poisson homogènes et non corrélés introduits au niveau des neurones de la rétine (c.-à-d.
RGC-XON-exc et RGC-XOFF-exc) avec un taux de décharge moyen de 60 Hz.
Forme de STDP considérée en fonction du type de projections synaptiques
Plusieurs formes de plasticité dépendante du temps de décharge (STDP) ont été étudiées
dans ce chapitre (figure 4.3 page 78). L’application de la régulation homéostatique sur le
modèle proposé ne requiert que certaines d’entre elles. La figure 4.9 page suivante montre
les formes de STDP utilisées selon la classification spécifique des projections synaptiques
entre les populations de neurones (figure B.13 page 197). Il s’agit de la STDP multiplicative
standard (forme hebbienne et anti-hebbienne) pour les synapses excitatrices, ainsi que de la
STDP par différence d’exponentielles (forme hebbienne) pour les synapses inhibitrices. Ce
choix a été fait en fonction des propriétés de convergence de ces dernières sous régulation
homéostatique (sections 4.3.1 page 89 et 4.3.2 page 91). Les formes de STDP utilisées
montrent une stabilité et vitesse de convergence accrue comparativement à d’autres formes
de STDP (p. ex. STDP log-normale).
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Figure 4.9 Formes de plasticité dépendante du temps de décharge (STDP) uti-
lisées selon la classification spécifique des projections synaptiques entre les po-
pulations de neurones du modèle proposé. L’abscisse représente la différence de
temps tpost− tpre entre une paire de décharges postsynaptique et présynaptique.
La ligne pointillée indique la synchronie parfaite entre la paire de décharges (c.-
à-d. tpost − tpre = 0). L’ordonnée représente le changement d’amplitude du po-
tentiel postsynaptique (PSP) causé par une décharge présynaptique. Dans tous
les cas, une forme multiplicative est utilisée. Notez en (a) l’usage de la STDP
excitatrice standard (section C.2.1 page 210) et de la STDP inhibitrice par dif-
férence d’exponentielles (section C.2.3 page 221), qui renforcent toutes deux les
relations causales entre les décharges présynaptiques et postsynaptiques. L’uti-
lisation en (b) de la STDP excitatrice anti-hebbienne (section C.2.2 page 213)
a été considérée pour les projections synaptiques récurrentes provenant de neu-
rones excitateurs. Cette forme de STDP renforce les relations anti-causales entre
les décharges présynaptiques et postsynaptiques, permettant de stabiliser et de
diversifier les poids des connexions synaptiques récurrentes [Burbank & Krei-
man, 2012]. Abréviations : EXC = excitateur, INH = inhibiteur.
Dynamique de convergence de la régulation homéostatique
On remarque aux figures 4.10 page suivante et 4.12 page 98 que la régulation homéo-
statique proposée n’a pas de difficulté à régulariser le taux de décharge moyen et la
balance excitation-inhibition vers les valeurs cibles pour le modèle proposé. La régula-
tion homéostatique est donc robuste par rapport à l’atténuation causée par la plasticité
à court terme, qui introduit une dépression moyenne considérable et non uniforme parmi
les sous-populations de neurones (section C.7.3 page 301). À la figure 4.11 page 97, la
non-uniformité de la connectivité et de la dynamique synaptique dans V1 est aussi visible
en analysant les valeurs de la variable de contrôle homéostatique α obtenue à convergence
pour chaque sous-population de neurones.
Pour le modèle proposé, le temps de convergence du taux de décharge moyen est inférieur
à 5 minutes de temps biologique (figure 4.10(a) page suivante). Le temps de convergence
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(a) Évolution du taux de décharge moyen


























(b) Évolution des courants postsynaptiques
Figure 4.10 Convergence vers un équilibre des courants postsynaptiques et un
taux de décharge moyen cible avec la régulation homéostatique appliquée au
modèle proposé. Notez que l’évolution est illustrée pour les neurones excita-
teurs de V1 seulement. Des résultats similaires sont obtenus pour les neurones
inhibiteurs de V1 (non illustré). On remarque qu’en moins de 5 minutes de
temps biologique, la convergence est atteinte au niveau des valeurs cibles rcible
et bcible (indiquées par une ligne grise). Paramètres du modèle : N totneu = 40000,
N totsyn = 40 ·N totneu, sV1 calculé selon l’équation 2.1 page 24, θfov = 5 degrés, entrée
de dimensionnalité 16 x 16 x 2, toutes les sources de variabilité possibles sont
considérées (p. ex. plasticité à court terme, bruit membranaire). Paramètres de
simulation : ηSTDP = 8.0, σ = 0.6, ηmfrhom = 2.0 nA · Hz−1 · s−1, ηeibhom = 0.2 · s−1,
bcible = 1.0, τa = τg = 10 sec, winit = 0.05 nA, tsim = 15 min, ∆t = 0.5 ms.
pour atteindre la balance excitation-inhibition est un peu plus lent, soit environ 10 minutes
de temps biologique (figure 4.10(b)). Comparativement au cas simplifié des sections 4.3.1
page 89 et 4.3.2 page 91, il s’agit de temps de convergence plus rapides d’un ordre de
grandeur. Ceci peut être expliqué par l’influence du nombre de synapses afférentes exci-
tatrices Naffe et inhibitrices Naffi au neurone postsynaptique dans la modulation du point
d’équilibre (équation 4.3 page 85). Ces constantes divisent le taux d’apprentissage homéo-
statique, donc influencent grandement la vitesse de convergence globale de la régulation
homéostatique. Dans le cas simplifié, Naffe = Naffi = 1000. Pour le modèle proposé aux






≈ 40 à cause des contraintes imposées
sur le nombre total de synapses. Ceci signifie que l’amplitude des mises à jour du point
d’équilibre est beaucoup plus élevée dans le cas du modèle complexe, car les constantes
Naffe et Naffi sont faibles. Il y a alors une répercussion bénéfique sur le temps de conver-
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gence de la régulation homéostatique, mais au prix parfois d’oscillations de plus grandes
amplitudes. Il suffit de réduire le taux d’apprentissage homéostatique si ces oscillations ne
sont pas désirées.





























































Figure 4.11 Convergence de la variable de contrôle homéostatique avec la ré-
gulation homéostatique appliquée au modèle proposé. Notez que l’évolution est
illustrée pour les neurones excitateurs de V1 seulement. Des résultats similaires
sont obtenus pour les neurones inhibiteurs de V1 (non illustré). La variable de
contrôle homéostatique α correspond ici directement au point d’équilibre w0
(moyenne de la distribution de poids), car la méthode de modulation directe
par mise à l’échelle a été utilisée (section C.4.5 page 238). On remarque que la
valeur de w0 (α) à convergence est différentes pour toutes les sous-populations
de V1. Ceci pourrait être expliqué par la plasticité à court terme (STP) et la
densité des connexions synaptiques afférentes qui se distinguent parmi les sous-
populations (tableaux B.6 page 205 et 2.2 page 39). Paramètres du modèle et
de simulation : voir figure 4.10 page précédente.
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(a) Évolution du taux de décharge moyen























(b) Évolution des courants postsynaptiques
Figure 4.12 Convergence vers un équilibre des courants postsynaptiques et un
taux de décharge moyen cible avec la régulation homéostatique appliquée au
modèle proposé. Notez que l’évolution est illustrée pour les neurones excitateurs
du dLGN seulement. Des résultats similaires sont obtenus pour les neurones
inhibiteurs du dLGN (non illustré). On remarque qu’en moins de 5 minutes de
temps biologique, la convergence est atteinte au niveau des valeurs cibles rcible
et bcible (indiquées par une ligne grise). Comparativement à ce qui a été observé
pour V1 (figure 4.10 page 96), les oscillations du taux de décharge dans le
dLGN sont plus prononcées et la balance excitation-inhibition possède un biais
plus important vers l’excitation (environ 10 fois supérieur à V1). Ce biais plus
important pourrait être expliqué par le plus faible nombre de synapses afférentes
inhibitrices dans le dLGN (tableau 2.2 page 39). Il a toutefois l’avantage de
favoriser un relais plus fiable de l’information de la rétine vers V1, soit l’une
des fonctions principales du dLGN [Sherman & Guillery, 2002]. Paramètres du
modèle et de simulation : voir figure 4.10 page 96.
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Effet sur la distribution du potentiel membranaire
L’effet de la régulation homéostatique sur la distribution des potentiels membranaires à
convergence dans le modèle proposé a aussi été analysé. La figure 4.13 page suivante montre
la distribution du potentiel membranaire v dans le modèle proposé suite à la régulation
homéostatique des synapses excitatrices et inhibitrices. La forme des distributions pour les
neurones excitateurs et inhibiteurs montre que les décharges sont principalement produites
par des fluctuations entre les potentiels de réinitialisation vr et de seuil vth des neurones
(indiqués respectivement par une ligne grise pleine et pointillée). La longue queue de
la distribution pour v < vr montre que l’inhibition contribue à une hyperpolarisation
générale. Le phénomène semble légèrement plus prononcé pour les neurones excitateurs
du dLGN, qui agissent comme relais de l’information à V1. Ces derniers possèdent une
connectivité synaptique beaucoup moins dense que dans V1.
Les résultats obtenus à la figure 4.13 page suivante sont en accord avec une approximation
analytique de la dynamique des neurones à intégration et décharge dans le cas d’entrées
synaptiques homogènes [Burkitt, 2006]. La balance des courants postsynaptiques excita-
teurs et inhibiteurs contraint effectivement le potentiel membranaire moyen à une valeur
fixe et centrée 6, ici près de vr. Les temps précis de certaines décharges présynaptiques
excitatrices contribuent alors à produire les fluctuations qui mènent à un dépassement du
potentiel de seuil vth, et donc à une décharge postsynaptique. Il s’agit d’un comportement
bénéfique pour l’encodage temporel d’information dans la population de neurones.
6. Les distributions de potentiels membranaires visibles à la figure 4.13 page suivante ne sont pas
totalement centrées et symétriques à cause du potentiel de seuil agissant comme barrière absorbante.
Cette barrière n’est pas prise en compte dans le modèle analytique du neurone à intégration et décharge
proposé par Burkitt [2006], qui assume un potentiel membranaire sans contraintes.
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Figure 4.13 Distribution du potentiel membranaire dans le modèle proposé
suite à la régulation homéostatique des synapses excitatrices et inhibitrices. Les
courbes de densité pour chaque type de neurones dans une structure spécifique
du modèle (c.-à-d. V1 et le dLGN) ont été calculées à partir de l’histogramme
des potentiels membranaires enregistrés sur une période de tsim = 5 sec. Pour
référence, le potentiel de seuil vth (indiqué par la barre pointillée verticale) et
le potentiel de réinitialisation vr (indiqué par la barre solide verticale) propres
à chaque type de neurone sont visibles dans les figures. On remarque une forte
concentration (pic) autour de vr, ce qui attendu, car il s’agit du potentiel mem-
branaire forcé après une décharge d’un neurone et maintenu constant durant la
période réfractaire absolue. Toutes les distributions montrent une densité maxi-
male autour de -70 mV. La densité de probabilité est nulle au-delà du potentiel
de seuil vth à cause du mécanisme de réinitialisation du potentiel membranaire
après une décharge (équation B.2 page 177). Valeurs des potentiels moyens :
−77.4 mV (V1-exc), −78.7 mV (V1-inh), −81.5 mV (dLGN-exc), −75.4 mV
(dLGN-inh). Paramètres de simulation : voir figure 4.10.
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4.4 Conclusion
Dans ce chapitre, un mécanisme de régulation homéostatique pour les synapses excitatrices
et inhibitrices basé sur la modulation du point d’équilibre de la plasticité dépendante du
temps de décharge (STDP) multiplicative a été proposé. Ce dernier permet de contrôler le
taux de décharge moyen ou la balance excitation-inhibition dans un neurone postsynap-
tique en modulant le point d’équilibre de la STDP multiplicative. Les analyses théoriques
ont été basées sur le formalisme de Fokker-Planck [Risken, 1984] et validées à l’aide de si-
mulations de neurones à décharge, dans le cas simplifié d’un seul neurone postsynaptique.
Enfin, l’intégration de la régulation homéostatique pour les synapses excitatrices (régulant
le taux de décharge moyen) et les synapses inhibitrices (régulant l’équilibre excitation-
inhibition) a été réalisée dans le cas simplifié, ainsi que pour le modèle à structure et
dynamique complexes proposé aux chapitres 2 et 3. Les analyses empiriques ont démontré
que cette intégration permet à la fois d’obtenir une distribution stable des poids et une
régulation rapide du taux de décharge moyen des neurones postsynaptiques. La régula-
tion homéostatique de l’inhibition, qui assure une balance des courants postsynaptiques
excitateurs et inhibiteurs, amène aussi un mode de fonctionnement où les fluctuations
du potentiel membranaire causées par des temps de décharge précis génèrent la réponse
postsynaptique. En permettant la régularisation de l’activité neuronale même pour des
modèles à topologie de connectivité et à dynamique très complexe, l’approche proposée
permet d’obtenir un régime idéal pour traiter l’information de stimuli d’entrée, par exemple
liée à une tâche de classification.
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CHAPITRE 5
APPLICATION EN APPRENTISSAGE MA-
CHINE
5.1 Introduction
5.1.1 Microcircuits canoniques et fonctions corticales
Différents microcircuits canoniques ont été proposés pour expliquer la fonction corti-
cale [p. ex. Bastos et al., 2012 ; Beul & Hilgetag, 2015 ; Douglas, Martin, & Whitteridge,
1989 ; Douglas & Martin, 2004 ; Miller, 2016] . Ces derniers font référence à des popula-
tions de neurones connectées de façon distincte pour accomplir une tâche précise, comme
la prédiction des stimulations d’entrée [Bastos et al., 2012]. L’un des objectifs de ces études
est de comprendre l’impact de la diversité neuronale sur la fonction corticale [Lodato &
Arlotta, 2015 ; Miterko, Lackey, Heck, & Sillitoe, 2018 ; Nelson, 2002] et de s’inspirer des
données anatomiques et physiologiques du cerveau des mammifères pour reproduire in si-
lico les fonctions sensorielles [p. ex. Liu, Mesgarani, Harris, & Hermansky, 2010 ; Serrano-
Gotarredona & Linares-Barranco, 2013] et corticales [p. ex. Arkhipov et al., 2018]. Le
concept de microcircuits canoniques en neurosciences computationnelles peut être adapté
et utilisé pour résoudre des problèmes d’ingénierie. Le modèle du système visuel proposé
aux chapitres 2 et 3 sera considéré comme un microcircuit canonique et adapté à une
tâche d’apprentissage machine. L’usage d’une méthode de classification par réservoir de
neurones à décharge a été considéré à cause de son aspect fortement bioinspiré.
5.1.2 Méthodes de classification par réservoir
Les méthodes de classification par réservoir de neurones à décharge [Maass & Natschläger,
2002 ; Schrauwen et al., 2007], aussi appelées machines à état liquide (LSM), exploitent la
réponse neuronale évoquée face à une stimulation d’entrée. L’état du réservoir correspond
à une certaine caractéristique de l’activité neuronale (p. ex. taux de décharge moyen)
variant dans le temps en fonction de la stimulation d’entrée. La capacité computationnelle
de ces méthodes provient des interactions récurrentes et non linéaires entre les neurones du
réservoir [Maass & Natschläger, 2002]. Ceci corrobore avec l’idée que le calcul récurrent
serait une opération canonique du cerveau [Miller, 2016]. Par opération canonique, on
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entend une opération fondamentale au traitement de l’information dans le cerveau. Le
modèle du système visuel proposé dans cette thèse possède une connectivité synaptique
récurrente prédominante, et peut donc être utilisé dans ce contexte. La figure 5.1 montre
l’adaptation du modèle proposé à une méthode de classification par réservoir de neurones à
décharge. Seul l’ajout d’un étage de classification suite à la lecture de l’état du réservoir est
requis comme modification. Il devient alors possible d’étudier l’impact des caractéristiques























Figure 5.1 Adaptation du modèle proposé aux chapitres 2 et 3 à une méthode
de classification par réservoir de neurones à décharge. En comparaison avec la
figure 2.2 page 12, on remarque que seul un étage de classification (à droite) a été
ajouté. Ce dernier est composé d’une fonction de lecture de l’état du réservoir
et d’une fonction de classification en sortie. La fonction de lecture retourne une
représentation vectorielle à dimensionnalité fixe de l’activité neuronale dans le
réservoir (p. ex. taux de décharge moyens) pour un instant donné. Seules les po-
pulations de neurones appartenant aux couches profondes L2/3 et L5 (indiquées
par la zone grise) sont considérées par la fonction de lecture dans les expé-
riences de ce chapitre. La fonction de classification (p. ex. régression linéaire)
utilise cette représentation pour attribuer une classe spécifique (indiquée par la
case noire) à la stimulation d’entrée.
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5.1.3 Contributions spécifiques
Dans ce chapitre, l’adaptation du modèle proposé à une méthode de classification par
réservoir de neurones à décharge est réalisée. Il est proposé :
1. L’utilisation de plusieurs bases de données synthétiques permettant de contrôler le
type de représentation (c.-à-d. information spatiale, temporelle ou spatiotemporelle).
2. Une évaluation approfondie de l’impact des caractéristiques de modélisation sur la
performance de classification, pour chacune de ces bases de données.
Ceci permettra d’identifier les caractéristiques de modélisation structurelle (p. ex. distri-
bution réaliste des synapses) et dynamique (p. ex. plasticité à court terme) qui ont le plus
d’impact sur les performances de classification avec le modèle proposé.
5.1.4 Positionnement avec les modèles existants
Le modèle proposé considère une topologie de connectivité synaptique complexe ainsi que
différentes formes de plasticité synaptique (p. ex. plasticité à court terme). Peu de tra-
vaux ont étudié l’effet de la connectivité synaptique sur les performances des méthodes
de classification par réservoir de neurones à décharge [p. ex. Haeusler & Maass, 2006 ;
Haeusler et al., 2009]. L’effet de la plasticité dans le réservoir a été étudié dans une mesure
similaire [p. ex. Chrol-Cannon & Jin, 2015 ; Jin & Li, 2016 ; Norton & Ventura, 2006 ;
Notley & Grüning, 2012 ; Xue et al., 2017, 2013]. Ce type de travaux est fortement perti-
nent, car le réservoir doit montrer un bon compromis entre la séparabilité des entrées et
les propriétés de généralisation [Legenstein & Maass, 2007]. La topologie de connectivité
et la plasticité synaptique ont des effets notables sur la dynamique du réservoir. Le lien
entre la plasticité, la structure de connectivité et les performances n’a été que brièvement
abordé [Chrol-Cannon & Jin, 2014] et doit donc être approfondi.
Le tableau 5.1 page suivante montre un comparatif du modèle proposé avec des modèles
existants de classification par réservoir de neurones à décharge tirés de la littérature. Cette
comparaison relève principalement les applications visées par chaque modèle, la taille des
réservoirs, la topologie du réservoir et les formes de plasticité considérées. La comparaison
est détaillée dans les sections qui suivent.






















































































































































































































































































































































































































































































































































































































































































































Applications des modèles à base de réservoir
Les applications visées par les modèles de réservoir relevés au tableau 5.1 page précédente
montrent qu’une majorité d’entre eux considèrent des bases de données synthétiques, où
les motifs de décharges en entrée sont générés aléatoirement 1 pour chacune des classes.
Plusieurs travaux [p. ex. Legenstein & Maass, 2007 ; Maass & Natschläger, 2002] se sont
d’abord intéressés à l’analyse des réponses neuronales, des propriétés de séparation et de la
mémoire temporelle des modèles à base de réservoir. Des travaux plus récents appliquent
ces derniers à des tâches de classification plus complexes, comme la reconnaissance d’image
ou de la parole [p. ex. Chrol-Cannon & Jin, 2015 ; W. Zhang & Li, 2019]. Dans ce chapitre,
des bases de données synthétiques sont utilisées principalement pour contrôler le type
de représentation de l’information (c.-à-d. spatiale, temporelle et spatiotemporelle). Elles
favorisent aussi la comparaison avec les autres travaux qui étudient les propriétés plus
fondamentales des réservoirs de neurones à décharge.
Taille des réservoirs
Le modèle proposé contient plus de neurones que les autres modèles relevés au tableau 5.1
page précédente, à l’exception des travaux de Wojcik et Kaminski [2007]. Des analyses ex-
périmentales approfondies portant sur l’évaluation de la qualité de la modélisation struc-
turelle en fonction du nombre total de neurones et de synapses dans le modèle ont toutefois
été réalisées au chapitre 2. Dans cette thèse, il a été observé qu’un modèle de taille trop
restreinte ne permet pas toujours de bien modéliser la connectivité corticale réelle observée
dans le cerveau (exemple figure 2.6 page 28).
Topologie de connectivité du réservoir et aspect hiérarchique
Beaucoup de modèles au tableau 5.1 page précédente considèrent une topologie de connec-
tivité du petit monde (small-world) [Watts & Strogatz, 1998]. La topologie du petit monde,
plus parcimonieuse (c.-à-d. moins dense) qu’une topologie aléatoire uniforme, augmente la
robustesse des performances et est biologique plausible [Busing, Schrauwen, Legenstein, &
Büsing, 2010 ; Hazan & Manevitz, 2012 ; Manevitz & Hazan, 2010]. Elle permet également
de diminuer la synchronie globale pathologique [Brodeur & Rouat, 2012] et d’améliorer la
propagation du signal d’entrée dans le réservoir [Kawai, Park, & Asada, 2019]. Les données
de Binzegger et al. [2004] sur la distribution relative globale des synapses dans V1 (ta-
bleau A.4 page 163) utilisées dans cette thèse ont des propriétés de petit monde [Haeusler
et al., 2009]. La modélisation de grappes synaptiques introduit aussi une parcimonie sup-
1. Les motifs de décharges en entrée peuvent toutefois contenir une information spatiale ou temporelle.
108 CHAPITRE 5. APPLICATION EN APPRENTISSAGE MACHINE
plémentaire dans la topologie du réservoir à cause des contraintes spatiales (section A.4
page 164).
L’aspect hiérarchique dans le modèle proposé vient de la considération du dLGN et de la
spécificité de la connectivité synaptique entre les différentes couches laminaires (figure 5.1
page 104). Plusieurs des travaux relevés au tableau 5.1 page 106 font aussi interagir des
groupes de neurones spatialement distincts, mais avec des interconnexions bidirection-
nelles [p. ex Haeusler et al., 2009 ; Li et al., 2018 ; Maass & Natschläger, 2002 ; Wojcik
& Kaminski, 2007]. Dans ce contexte hiérarchique récurrent, le réservoir exploite souvent
plus la récurrence des interactions entre les groupes de neurones que la propagation avant
de la sélectivité neuronale. Ceci contraste avec les approches hiérarchiques non récur-
rentes [p. ex. Riesenhuber & Poggio, 1999], implémentées par exemple par une séquence
de réservoirs en étage [Soures & Kudithipudi, 2019 ; Wojcik, 2012 ; Wojcik & Kaminski,
2007 ; Zajzon, Duarte, & Morrison, 2018]. Ces dernières sont plus inspirées des réseaux
profonds en apprentissage machine [Goodfellow et al., 2016] que du réalisme biologique
face à la connectivité corticale.
Plasticité synaptique et neuronale dans le réservoir
Le tableau 5.1 page 106 montre que la plasticité dépendante du temps de décharge (STDP)
est une des formes de plasticité les plus couramment utilisées dans les approches par ré-
servoir [Chrol-Cannon & Jin, 2015 ; Jin & Li, 2016 ; Norton & Ventura, 2006 ; Notley &
Grüning, 2012 ; Xue et al., 2017, 2013]. La STDP mène à la compétition parmi la po-
pulation neuronale [Abbott & Nelson, 2000 ; Song & Abbott, 2001] et à l’émergence de
la sélectivité neuronale dans de nombreux modèles computationnels du traitement senso-
riel [p. ex. Gilson, Burkitt, Grayden, Thomas, & van Hemmen, 2010 ; Gonzalo Cogno &
Mato, 2015 ; Humble et al., 2012 ; Kremer et al., 2011 ; Masquelier, 2012 ; Wenisch et al.,
2005 ; Yao et al., 2004]. Dans une autre étude, la plasticité de Bienenstock-Cooper-Munro
(BCM) [Bienenstock et al., 1982] a été utilisée dans le réservoir par Chrol-Cannon et Jin
[2015]. Cette dernière est toutefois liée à la STDP dans certaines conditions spécifiques [Iz-
hikevich & Desai, 2003].
Dans quelques cas, la STDP a été utilisée conjointement avec une plasticité homéostatique
pour obtenir une meilleure régulation de la dynamique neuronale [Lazar et al., 2007 ; Li
et al., 2018]. La plasticité intrinsèque (IP) est une plasticité homéostatique de l’excita-
bilité intrinsèque [Daoudal, 2003 ; Desai, Rutherford, & Turrigiano, 1999 ; Schulz, 2006 ;
Shim, Lee, & Kim, 2018] qui mène à une dynamique plus robuste dans les modèles à
réservoir [Boedecker, Obst, Mayer, & Asada, 2009 ; Li et al., 2018 ; Neumann, Emmerich,
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& Steil, 2012 ; Schrauwen, Wardermann, Verstraeten, Steil, & Stroobandt, 2008 ; Steil,
2007 ; W. Zhang & Li, 2019]. La plasticité à court terme (STP) dans le réservoir n’a été
étudiée que de façon préliminaire, mais permettrait une meilleure séparabilité [de Azam-
buja, Klein, Adams, Stoelen, & Cangelosi, 2017 ; Maass & Natschläger, 2002 ; Schliebs et
al., 2012]. Le modèle proposé est le seul au tableau 5.1 page 106 qui intègre à la fois la
STDP, la STP et un processus de régulation homéostatique. On rappelle que le proces-
sus de régulation homéostatique proposé utilise la modulation du point d’équilibre de la
STDP multiplicative (équation 4.3 page 85) pour réguler le taux de décharge moyen et
la balance excitation-inhibition d’un neurone postsynaptique. Notez que plusieurs autres
caractéristiques uniques de modélisation de la dynamique synaptique (p. ex. transmission
probabiliste) sont aussi considérées dans cette thèse.
5.2 Méthodologie
Les analyses expérimentales dans ce chapitre ont été réalisées sur les grappes de calcul in-
formatique de pointe Béluga, Cedar, Graham et Mammouth Parallèle/Série 2, disponibles
via Calcul Canada. Pour le développement et l’exécution de ces analyses, environ 14.8
coeurs/années de ressources computationnelles ont été utilisées. Ceci correspond à plus de
130 000 heures (ou 5400 jours) de calcul sur un coeur simple. C’est que la méthodologie
d’évaluation de l’impact des caractéristiques de modélisation utilise des tests de signifi-
cation statistique rigoureux [p. ex. Kruskal & Wallis, 1952] qui demandent de considérer
un vaste nombre de modèles indépendants pour chaque condition de test. Sauf indication
contraire, n = 30 modèles indépendants ont été générés et entraînés pour chaque condition
de test (p. ex. avec topologie réaliste) en combinaison avec chacune des bases de données
utilisées. Ces bases de données sont décrites à la section 5.2.2 page 114. La configuration
de base du modèle proposé est d’abord définie.
Notez que pour toutes les analyses de ce chapitre, la performance de reconnaissance a été
évaluée selon la justesse de classification. Cette mesure objective comprise dans l’intervalle
[0, 1] correspond au rapport du nombre d’exemples de stimulation correctement classifiés
sur le nombre total d’exemples pour la partition de test de la base de données. Une valeur
la plus près possible de 1 est alors souhaitée (c.-à-d. classification parfaite).
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5.2.1 Configuration de base du modèle
Sommaire de la structure et dynamique
Le modèle de réservoir proposé se base sur les recommandations énoncées à la section 2.4.6
page 36 par rapport à la taille minimale à considérer pour obtenir la meilleure qualité de
la modélisation structurelle. Le tableau 5.2 page suivante résume les caractéristiques de
modélisation considérées pour la configuration de base du modèle de réservoir proposé.
Il indique aussi celles dont l’impact a été étudié dans ce chapitre. La configuration de
base du modèle est utilisée comme référence pour étudier l’impact des caractéristiques de
modélisation sur les performances de classification selon une approche par ablation : chaque
caractéristique de modélisation est désactivée une à une par rapport à la configuration de
base, et l’effet sur les performances de classification est observé. La désactivation d’une
caractéristique de modélisation fait en sorte qu’elle n’influence plus la topologie ou la
dynamique de la population de neurones. Par exemple :
– Une topologie par grappes synaptiques désactivée correspond à connecter les neu-
rones sans contraintes spatiales.
– Un bruit membranaire désactivé n’influence plus le potentiel membranaire des neu-
rones.
– Une transmission probabiliste désactivée n’influence plus la transmission des dé-
charges présynaptiques.
– Une plasticité à court terme (STP) désactivée ne module plus les poids synaptiques
en fonction de l’activité présynaptique.
Les mêmes formes de STDP multiplicatives qu’au chapitre 4 ont été considérées pour les
interactions dominantes, latérales et récurrentes entre les neurones (figure 4.9 page 95).
Ceci signifie l’utilisation de la STDP multiplicative standard pour les synapses excita-
trices (section C.2.1 page 210) , ainsi que de la STDP par différence d’exponentielles pour
toutes les synapses inhibitrices (section C.2.3 page 221). Dans le cas des interactions récur-
rentes, la STDP est anti-hebbienne (section C.2.2 page 213). La méthode d’accélération
de la convergence proposée au chapitre 4 a aussi été utilisée. Elle consiste à augmenter
le taux d’apprentissage homéostatique en fonction du taux de décharge postsynaptique
(section C.6.3 page 286).
Fonction de lecture de l’état du réservoir
L’état du réservoir correspond à une certaine caractéristique de l’activité neuronale va-
riant dans le temps en fonction de la stimulation d’entrée. Il peut correspondre au taux
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Tableau 5.2 Tableau résumé des caractéristiques de modélisation considérées
pour la configuration de base du modèle de réservoir proposé. On remarque que
l’impact de presque toutes les caractéristiques de modélisation relevées dans les
chapitres précédents a été étudié. Certaines exceptions, comme l’activité sponta-
née et la STDP, sont dues au fait que le mécanisme de régulation homéostatique
du taux de décharge moyen les requiert pour favoriser une réponse neuronale
adéquate face aux stimulations d’entrées. Les autres caractéristiques dont l’im-
pact n’a pas été étudié ont été jugées moins importantes. Pour référence, la
section dans la thèse en lien avec chacune des caractéristiques est donnée à la
dernière colonne.
Caractéristique de modélisation Valeur Impact étudié Réf.
Propriétés générales du modèle :
Nombre total de neurones, N totneu 40000 ✓ 2.4.6
Nombre total de synapses, N totsyn 1.6× 106 2.4.6
Facteur d’échelle de V1, sV1 0.1456 2.3.3
Champ de vision, θfov 5 degrés ✓ 2.4.6
Résolution temporelle, ∆t 0.5 ms 3.2.5
Topologie du réservoir :
Taille de la grille d’entrée (ON et OFF) 16 x 16 2.3.1
Topologie d’entrée réaliste (rétinotopie) ✓ ✓ 2.2.4
Contraintes de connectivité globale et spécifique ✓ ✓ 2.3.2
Distribution réaliste des synapses ✓ ✓ 2.2.3
Distribution réaliste des neurones ✓ ✓ 2.2.2
Grappes synaptiques ✓ ✓ 2.2.4
Plasticité synaptique :
Plasticité à court terme (STP) ✓ ✓ 3.2.4
Plasticité dépendante du temps de décharge (STDP) ✓ 4.2.2
Homéostasie du taux de décharge moyen ✓ 4.2.5
Homéostasie de la balance excitation-inhibition ✓ ✓ 4.2.5
Bruit neuronal et synaptique :
Activité spontanée ✓
3.2.3
Transmission probabiliste ✓ ✓
Nombre variable de sites de libération ✓ ✓
Bruit membranaire ✓ ✓
Bruit sur la STDP ✓ ✓
Dynamique de propagation synaptique :
Atténuation synaptique ✓ ✓
3.2.2Délais synaptiques ✓ ✓Connectivité proximale et distale ✓ ✓
Facteur pour le type d’interaction postsynaptique ✓ ✓
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de décharge instantané, au potentiel membranaire ou au nombre de décharges produites
par chaque neurone de lecture [p. ex. Rhéaume, Grenier, & Bossé, 2011 ; Thorpe, De-
lorme, & Van Rullen, 2001]. Des stratégies de décodage temporel sont aussi possibles, où
l’état du réservoir peut être décrit par les décharges individuelles en comparant l’ordre,
la synchronie ou la latence entre de ces dernières [Thorpe et al., 2001]. C’est le rôle de la
fonction de lecture de capturer l’état du réservoir sous forme de représentation vectorielle
à dimensionnalité fixe suivant l’une de ces méthodes. Dans cette thèse, plusieurs fonctions
de lecture ont été considérées :
1. Le nombre total de décharges comprises pour chaque neurone dans l’intervalle global
de stimulation (figure D.3 page 306).
2. Le nombre total de décharges comprises pour chaque neurone dans l’intervalle post-
stimulus seulement (figure D.4 page 306).
3. Le temps de latence poststimulus par neurone, soit la différence de temps entre la
fin du stimulus et la première décharge qui suit (figure D.5 page 307).
4. Une estimation temporelle dense de l’activité de décharge de chaque neurone par un
filtrage exponentiel (figure D.6 page 307).
Il est jugé important dans cette thèse de couvrir un vaste éventail de fonctions de lecture
possibles, afin que les analyses de l’impact des caractéristiques de modélisation puissent
être généralisables. Il s’agit malheureusement d’un aspect souvent délaissé dans la litté-
rature (p. ex. pour la majorité des travaux relevés au tableau 5.1 page 106). Au niveau
computationnel, le coût de la fonction de lecture est pourtant négligeable par rapport à
la simulation des neurones à décharge et synapses dans le réservoir (non illustré).
Il n’est pas nécessaire en théorie de considérer tous les neurones dans la lecture de l’état
du réservoir si la taille de ce dernier est assez grande pour générer une large diversité de
réponses non linéaires [Maass & Natschläger, 2002]. Les travaux relevés au tableau 5.1
page 106 considèrent toutefois tous les neurones du réservoir à cause de leur petite taille
(soit N totneu < 500, en moyenne). Ceci contraste avec les analyses réalisées dans ce cha-
pitre, où seulement une infime fraction des neurones du réservoir (c.-à-d. 2.5%, soit 100
neurones sur 40000) est considérée pour la lecture de l’état du réservoir. Des expériences
préliminaires ont démontré que dans cette condition, le nombre de neurones de lecture a
un effet statistiquement significatif pour toutes les bases de données (figure D.9 page 309).
Choisir un trop grand nombre de neurones de sortie peut toutefois être problématique, car
la fonction de classification (section 5.2.1 page suivante) peut ne pas bien généraliser les
apprentissages sur une représentation vectorielle à trop haute dimensionnalité.
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Choix des populations de neurones de lecture
Les neurones de lecture ne sont sélectionnés aléatoirement que sur certaines des couches
corticales modélisées. Les couches corticales L2/3, L5 et L6 peuvent être considérées comme
la sortie principale du cortex vers d’autres aires corticales inférieures ou supérieures [Shipp,
2007]. Des analyses préliminaires ont démontré que pour la configuration de base choisie,
le choix de la population de neurones dans V1 utilisée pour la lecture de l’état du réservoir
a un impact statistiquement significatif sur les performances (figure D.14 page 312). C’est
aussi le cas entre les structures, donc en considérant les neurones de la rétine ou du
dLGN (figure D.13 page 311). Il a été observé que les neurones de la rétine et du dLGN
transmettent une information qui permet de distinguer plus facilement les classes, car ils
introduisent peu de distorsion de la stimulation d’entrée comparativement aux couches
profondes de V1 (p. ex. L2/3 et L5). Ce phénomène est visible même au niveau de V1,
où les couches d’entrée directe L4 et L6 permettent une meilleure classification que les
couches profondes L2/3 et L5 (figure D.14 page 312). C’est que les couches profondes dans
le réservoir ont aussi tendance à amplifier l’activité récurrente, donc à soutenir une activité
qui est moins dépendante de la stimulation d’entrée (figure D.17 page 315). Ce phénomène
pourrait être causé par une sélectivité neuronale trop faible 2, telle qu’introduite par la
STDP multiplicative [Gilson & Fukai, 2011 ; Gütig et al., 2003]. Dans la configuration
de base, les couches L2/3 et L5 ont été considérées comme populations de lecture pour
analyser l’effet des caractéristiques de modélisation dans le cas d’interactions récurrentes
complexes entre les neurones. Pour atteindre les meilleures performances de classification,
la considération des couches L4 et L6 aurait été préférable.
Fonction de classification
La fonction de classification prend en entrée la représentation vectorielle à dimensionnalité
fixe provenant de la fonction de lecture de l’état du réservoir, et détermine en sortie l’iden-
tité de la classe (figure 5.1 page 104). Dans cette thèse, plusieurs fonctions de classification
ont été considérées :
1. Régression linéaire avec régularisation de Tikhonov [Tikhonov, Goncharsky, Stepa-
nov, & Yagola, 1995]. La constante de régularisation a été choisie dans l’ensemble
{0.01, 0.1, 1.0, 10.0, 100.0}.
2. Méthode non paramétrique des k plus proches voisins (kNN) [Fix & Hodges, 1989].
Le nombre de voisins k a été choisi dans l’ensemble {1, 3, 5, 7, 9, 13}.
2. Dans le cortex visuel primaire, les neurones des couches profondes développent une sélectivité com-
plexe à l’orientation de la stimulation d’entrée [D. N. Hubel & Wiesel, 1962 ; Martinez et al., 2005]
114 CHAPITRE 5. APPLICATION EN APPRENTISSAGE MACHINE
3. Réseau de neurones artificiels multicouche (MLP) [Rumelhart & McClelland, 1987]
avec la méthode d’optimisation L-BFGS [Byrd, Nocedal, & Schnabel, 1994]. La fonc-
tion d’activation a été choisie entre une tangente hyperbolique (tanh) et une fonction
rectifiée linéaire (relu). Le nombre de couches cachées et le nombre de neurones cachés
par couche ont été choisis respectivement dans les ensembles {1, 2} et {10, 50, 100}.
4. Machine à vecteurs de support (SVM) [Cortes & Vapnik, 1995] avec noyau linéaire.
La constante de régularisation a été choisie dans l’ensemble {0.01, 0.1, 1.0, 10.0, 100.0}.
Tout comme la fonction de lecture de l’état du réservoir, il a été jugé important dans cette
thèse de couvrir un vaste éventail de fonctions de classification possibles pour assurer la
meilleure généralisation des observations. Dans l’évaluation des performances de classifi-
cation, chaque fonction de classification a donc été appliquée sur toutes les fonctions de
lecture décrites à la section 5.2.1 page 110. Une attention particulière a aussi été portée
sur le choix des hyperparamètres des fonctions de classification (p. ex. nombre de voisins
k pour la méthode kNN). Une recherche exhaustive avec validation croisée stratifiée 3 à
5 plis a été utilisée pour trouver automatiquement les paramètres optimaux de chaque
combinaison des fonctions de classification et de lecture considérées (16 combinaisons au
total). La meilleure justesse de classification obtenue parmi toutes les combinaisons est
considérée pour un modèle donné.
5.2.2 Bases de données servant à l’évaluation des performances
Plusieurs bases de données synthétiques sont proposées et définies dans cette section. Elles
sont utilisées pour l’entraînement non supervisé du réservoir (c.-à-d. régulation homéosta-
tique initiale), ainsi que l’entraînement supervisé des fonctions de classification une fois
l’activité neuronale stabilisée. Elles se basent sur différentes stratégies de stimulation et
types d’encodage de l’information. L’utilisation de bases de données synthétiques possède
plusieurs avantages méthodologiques permettant de moduler la difficulté de la tâche de
classification :
1. Il est possible de contrôler le type de représentation (p. ex. spatiale) contenu dans
la stimulation d’entrée, et donc de voir l’impact de ce dernier sur les performances
de reconnaissance.
2. Le nombre total de classes peut être défini pour faciliter la tâche de classification (si
faible) ou la rendre plus complexe (si élevé).
3. La validation croisée à k plis divise l’ensemble des données d’entraînement en k sous-ensembles. Le
modèle est entraîné à partir de k− 1 sous-ensembles et testé sur le sous-ensemble restant. Ceci est répété
k fois pour tester sur un sous-ensemble différent à chaque fois. Lorsque la validation croisée est stratifiée,
le nombre d’exemples pour chaque classe est balancé dans le sous-ensemble de test.
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3. Les motifs (patterns) pour chacune des classes peuvent être définis comme étant
très différents (facilement séparables) ou très similaires (facilement confondus). Des
exemples de motifs sont illustrés à la figure 5.2 page 117 pour les différentes stratégies
d’encodage de l’information étudiées, alors que des réalisations de ses motifs sous
forme de trains de décharges sont visibles à la figure 5.3 page 118.
4. Le nombre d’exemples par classe peut être défini pour favoriser un meilleur appren-
tissage (si élevé) ou rendre plus difficile la généralisation (si faible).
Ces avantages expliquent en partie pourquoi des bases de données synthétiques sont pré-
férées à des bases de données réelles dans ce chapitre. Les bases de données neuromor-
phiques [p. ex. Anumula, Neil, Delbruck, & Liu, 2018 ; Hu, Liu, Pfeiffer, & Delbruck, 2016 ;
Orchard, Jayawant, Cohen, & Thakor, 2015] seraient les plus adaptées aux méthodes de
classification par réservoir de neurones à décharge, mais sont très rares dans la littéra-
ture. Elles proviennent par exemple du développement de nouveaux capteurs de vision
événementiels [p. ex. Serrano-Gotarredona & Linares-Barranco, 2013], qui représentent
l’information spatiotemporelle sous forme équivalente à des décharges (potentiels d’action)
avec une résolution temporelle de l’ordre de quelques microsecondes (µs). La dynamique
complexe du réservoir permet de traiter naturellement cette information spatiotemporelle
précise, contrairement aux approches d’apprentissage machine actuelles [Goodfellow et al.,
2016]. Malheureusement, il n’existe actuellement pas de bases de données neuromorphiques
compatibles avec les contraintes topologiques du modèle proposé.
La contrainte principale est que la dimensionnalité de l’entrée doit être très faible (p. ex.
16 x 16) pour permettre de bien reproduire dans le modèle la distribution des neurones et
des synapses observée dans le cortex. Les capteurs de vision événementiels ont des dimen-
sionnalités beaucoup trop grandes allant de 128 x 128 [Serrano-Gotarredona & Linares-
Barranco, 2013] à 304 x 240 [Posch, Matolin, & Wohlgenannt, 2011]. Une solution possible
pour supporter la taille de ces représentations spatiotemporelles serait d’introduire dans le
modèle un mécanisme attentionnel similaire aux mouvements saccadiques oculaires [Ibbot-
son & Krekelberg, 2011]. Ceci n’a été étudié que dans le cas où l’objet apparait entièrement
dans le champ visuel [Yousefzadeh, Orchard, Serrano-Gotarredona, & Linares-Barranco,
2018]. Pour le modèle proposé, l’utilisation d’un champ visuel restreint (p. ex. dimension-
nalité 16 x 16) donnant seulement une vue partielle de l’objet serait requise. Il s’agirait
donc d’une complexité additionnelle à intégrer dans le modèle ou sous forme de prétraite-
ment de la base de données.
Malgré ces aspects de contraintes topologiques du modèle proposé, un exemple d’applica-
tion sur la base de données standard de chiffres manuscrits MNIST [Lecun, Bottou, Bengio,
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& Haffner, 1998] est réalisé à la section 5.3.7 page 129. La résolution des images a été for-
tement réduite de 28 x 28 à 8 x 8 pixels pour respecter les contraintes d’une grille 8 x 8 au
niveau des neurones simulés de la rétine dans le modèle. Les résultats montrent toutefois
l’applicabilité du modèle proposé à une base de données réelle, suivant une simplification
au niveau de la résolution des images traitées.
Stratégies de stimulation
Il y a une multitude d’évidences neurophysiologiques que le cerveau exploite différentes
stratégies d’encodage dans le traitement de l’information sensorielle [pour une revue, de-
Charms & Zador, 2000]. Ceci inclut le codage spatial [Bosking, Crowley, & Fitzpatrick,
2002], temporel [Cariani, 1997] et spatiotemporel [Fujii, Ito, Aihara, Ichinose, & Tsukada,
1996]. La figure 5.2 page suivante illustre ces différentes stratégies d’encodage, pour une
matrice d’électrodes qui viendrait exciter directement les cellules ganglionnaires de la ré-
tine. Ces électrodes simulées sont utilisées pour la génération de trains de décharge servant
à la stimulation du modèle, comme illustrée à la figure 5.3 page 118. Elles tiennent compte
du fait que le modèle comporte une topologie d’entrée sous forme de grille 2D (avec canaux
ON et OFF). Ceci contraste avec presque tous les autres modèles de réservoir relevés au
tableau 5.1 page 106, qui ne considèrent pas une stimulation d’entrée possédant une telle
structure spatiale. L’aspect rétinotopique est pourtant connu depuis longtemps dans le
système visuel [Curcio & Allen, 1990 ; Salin, Bullier, & Kennedy, 1989 ; Tusa, Palmer, &






Figure 5.2 Différentes stratégies d’encodage de l’information pour une repré-
sentation d’entrée 2D à faible dimensionnalité. Dans l’exemple illustré, on peut
s’imaginer une matrice d’électrodes (taille 4× 4) qui exciterait directement des
cellules ganglionnaires de la rétine. Pour toutes les stratégies, on montre l’ac-
tivation des électrodes pour 5 instants temporels. La flèche en bas indique la
direction du temps (gauche à droite). Les électrodes actives (cercles blancs)
forcent l’émission de décharges de façon momentanée par les neurones sous-
jacents, tandis que les électrodes inactives (cercles noirs) les forcent à rester
silencieux. Pour l’encodage spatial seulement (a), chaque classe possède une
configuration unique d’électrodes activées qui ne varient pas dans le temps.
Pour l’encodage temporel seulement (b), toutes les classes partagent la même
configuration d’électrodes activées, mais la séquence d’activation dans le temps
sera unique entre les classes. L’encodage spatiotemporel (c) définit plutôt une
trajectoire continue dans l’espace et dans le temps unique à chaque classe. Ce
dernier est similaire aux vagues de propagation de l’activité spontanée dans la
rétine [Willshaw & Von Der Malsburg, 1976 ; R. O. L. Wong, 1999], dont les
caractéristiques spatiotemporelles jouent un rôle dans le développement précoce
de la vision [p. ex. Arroyo & Feller, 2016].




Figure 5.3 Exemples de trains de décharge pour les différentes stratégies d’en-
codage de l’information étudiées et présentées à la figure 5.2 page précédente.
Chaque point représente une décharge venant d’un neurone de la rétine. Une
séquence de 8 segments indépendants (500 ms chacun) chacun lié à une classe
respective (4 classes au total) est illustrée. Le numéro encadré en haut de chaque
segment correspondant à l’index de la classe. Pour plus de clarté, seulement 16
neurones (sur 256) des populations rétiniennes RGC-X-OFF-exc (zone blanche)
et RGC-X-ON-exc (zone grise) du modèle sont affichés. On remarque une dif-
férence notable dans la structure spatiotemporelle des trains de décharge entre
les différentes stratégies d’encodage.
5.2. MÉTHODOLOGIE 119
Contraintes sur la durée et le nombre d’exemples par classes
La durée totale de chaque exemple pour une classe a été choisie à 500 ms. Il s’agit aussi
d’une durée largement supérieure aux constantes de temps membranaires et synaptiques
(tableau B.1 page 180). Il requiert donc au réservoir d’intégrer temporellement l’informa-
tion de la stimulation d’entrée et de conserver une mémoire de cette dernière via l’activité
neuronale récurrente. Dans le premier 400 ms, des trains de décharge sont générés selon le
motif propre à chacune des classes. Il y a finalement un intervalle mort (sans décharges) de
100 ms (visible à la figure 5.3(a) page précédente), qui permet de lire l’activité neuronale
dans le réservoir après l’intégration temporelle complète de l’information de la stimu-
lation. Notez que la stratégie d’encodage spatiale seulement correspond à présenter une
image statique à l’entrée du réservoir durant 400 ms. Dans le cas des stratégies d’encodage
temporelle ou spatiotemporelle, une séquence d’images est plutôt présentée à l’entrée du
réservoir.
Des analyses préliminaires ont démontré que le nombre de classes (dénoté Ncls) a un im-
pact statistiquement significatif sur les performances (figure D.11 page 310). Pour évaluer
l’impact des caractéristiques de modélisation, des justesses de classification trop concen-
trées près de 1 (c.-à-d. tâche trop facile) ou près du niveau de la chance 1/Ncls (c.-à-d.
tâche trop difficile) seraient à éviter. Offrant un bon compromis sur la taille observée des
effets, la valeur Ncls = 4 a été sélectionnée pour toutes les analyses de ce chapitre. Pour
influencer la complexité de la tâche de classification, il est toutefois possible de jouer sur
le nombre d’exemples d’entraînement par classes. Celui-ci a été fixé à 300 pour l’entraî-
nement du modèle, et 150 pour valider les performances de reconnaissance. Des analyses
préliminaires ont démontré que pour la configuration de base choisie, le choix du nombre
d’exemples d’entraînement par classes n’a pas un impact statistiquement significatif sur
les performances s’il est augmenté davantage (figure D.12 page 311). La durée totale de la
phase d’apprentissage non supervisée servant à la régulation homéostatique de l’activité
neuronale pourrait être aussi courte que 5 minutes (figure D.10 page 310).
Contraintes sur les motifs et le balancement des classes
Dans la conception des stratégies de stimulation, une attention particulière a été considé-
rée quant à la balance de l’activation des électrodes simulées, car celle-ci se répercute sur
l’activation neuronale à la rétine. Dans le cas du codage spatial seulement (figure 5.2(a)
page 117), il existe un nombre égal d’électrodes actives et inactives pour chaque motif
propre à une classe. Dans le cas du codage temporel seulement (figure 5.2(b) page 117),
la durée de la stimulation active de 400 ms est subdivisée en 10 sous-segments de 40 ms
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chacun. Une configuration distincte de 5 sous-segments actifs (produisant des décharges)
parmi les 10 disponibles est utilisée pour chaque classe. Les 5 autres sous-segments res-
teront silencieux et ne produiront pas des décharges. Ceci est visible à la figure 5.3(b)
page 118 (en comparant un exemple de la classe 1 et 2). La séquence d’activation des
électrodes dans le cas du codage spatiotemporel est un peu plus complexe (figure 5.2(c)
page 117). Elle doit faire intervenir toutes les électrodes en séquence, sans quoi il existerait
une information spatiale additionnelle pouvant servir à distinguer des exemples de classes
entre elles (c.-à-d. une électrode serait active pour une classe, mais pas pour une autre).
Partant près du centre de la grille comme illustré à la figure 5.2(c) page 117, une recherche
exhaustive a été réalisée pour trouver toutes les trajectoires possibles permettant de par-
courir toutes les électrodes une seule fois seulement (c.-à-d. sans repasser par la même) et
de revenir au point de départ. Pour la matrice d’électrodes de taille 4 x 4, il existe 5660
trajectoires uniques suivant ces contraintes spécifiques. Au niveau du séquençage temporel
de l’activation des électrodes, la durée de la stimulation active de 400 ms est subdivisée
en 20 sous-segments de 20 ms chacun. Comme les sous-segments sont très courts, chacune
des électrodes reste active pour 6 sous-segments consécutifs (120 ms au total) à partir du
premier moment où elle est activée dans la séquence. Ceci mène à des trains de décharge
ayant une continuité temporelle et spatiale (exemple figure 5.3(c) page 118).
Dans le but de minimiser la complexité de la tâche de classification, les motifs (patterns)
pour chacune des classes ont été choisis pour minimiser la corrélation (produit scalaire)
entre eux. Ceci permet de varier le nombre de classes (exemple figure D.11 page 310)
en s’assurant que les motifs respectifs à ces dernières soient séparables même lorsque le
nombre de classes est élevé (p. ex. > 100).
Contraintes pour le balancement du taux de décharge moyen entre les classes
et entre les canaux ON et OFF
Un taux de décharge moyen de 60 Hz (estimé sur plusieurs secondes) est visé pour chacun
des neurones de la rétine participant à la stimulation d’entrée. Ce chiffre correspond à
ce qui est observé chez le chat au niveau des cellules ganglionnaires rétiniennes [Ozaki
& Kaplan, 2006], même si une activité transitoire avec des pics supérieurs à 100 Hz au
début du stimulus est souvent observée [Carandini, Horton, & Sincich, 2007 ; Enroth-
Cugell & Robson, 1966]. Pour toutes les bases de données, le taux de décharge moyen
des processus de Poisson inhomogènes servant à la génération de trains de décharge a
été ajusté automatiquement pour obtenir un nombre moyen comparable de décharges à
travers les exemples des différentes bases de données. Les taux moyens suivants ont été
obtenus : 122 Hz (spatial), 118 Hz (temporel) et 228 Hz (spatiotemporel). Il s’agit donc de
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valeurs réalistes qui assurent un nombre suffisant de décharges pour chaque sous-segment
des stimuli.
Le modèle proposé comporte une topologie d’entrée à plusieurs canaux (figure 5.1 page 104).
Il s’agit des entrées ON et OFF, qui dans le système visuel constituent des voies parallèles
et indépendantes au niveau sous-cortical [Wassle et al., 1981]. Les stratégies de stimulation
décrites à la figure 5.2 page 117 ont donc été adaptées pour les entrées ON et OFF. Ceci
est visible à la figure 5.3 page 118. Dans le cas de la base de données spatiale et temporelle,
les motifs utilisés pour le canal OFF sont simplement l’inversion des motifs du canal ON
(c.-à-d. les électrodes actives deviennent inactives, et vis-versa). Dans le cas de la base
de données spatiotemporelle, les motifs utilisés pour le canal OFF correspondent à une
inversion temporelle de la séquence d’activation des électrodes. Ces techniques permettent
d’assurer que le nombre de décharges moyen entre les canaux ON et OFF soit égal, et
donc que ces voies parallèles qui se fusionnent au niveau de V1 soient bien balancées.
Contraintes sur la dynamique du réservoir
La topologie de connectivité utilisée pour le réservoir (figure 2.11 page 37) est propice
à créer une activité soutenue venant principalement de l’interaction récurrente entre les
neurones, de plus en plus indépendante de la stimulation d’entrée (exemple figure D.17
page 315). Durant l’entraînement non supervisé et supervisé, une séquence d’exemples
de stimulation indépendants est présentée au réservoir. Afin d’éviter qu’il n’y ait fuite
d’information entre ces derniers via l’activité soutenue dans le réservoir, l’état du réser-
voir est remis à zéro périodiquement à chaque début d’un nouvel exemple de stimulation
(c.-à-d. à chaque 500 ms, soit la durée totale d’un exemple d’entraînement). Pour la dyna-
mique neuronale, ceci inclut la réinitialisation des potentiels membranaires et des courants
synaptiques (excitateurs et inhibiteurs). Pour la dynamique synaptique, ceci inclut la ré-
initialisation des variables d’états de la plasticité à court terme (équation B.20 page 204)
et des traces synaptiques pour la plasticité dépendante du temps de décharge (STDP).
Les valeurs des variables d’état estimant l’activité de décharge postsynaptique ou les cou-
rants synaptiques moyens (par filtrage exponentiel) sont toutefois conservées. Ceci permet
d’appliquer la méthode de régulation homéostatique proposée au chapitre 4 pour stabiliser
l’activité du réservoir durant la phase d’apprentissage non supervisée, même en dépit de
la réinitialisation périodique mentionnée.
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5.3 Résultats et discussion
5.3.1 Analyse des performances de la configuration de base
Les performances de la configuration de base décrite à la section 5.2.1 page 110 ont d’abord
été étudiées. La figure 5.4 montre qu’il existe une grande variabilité de la justesse de
classification pour des modèles avec la même configuration et appliqués sur la même base
de données. Il a été observé que ce phénomène est en grande partie causé par la sélection
aléatoire des neurones de lecture de l’état du réservoir ainsi que l’initialisation aléatoire des
modèles (section D.2 page 304). Une analyse statistique a aussi révélé que la distribution
de la justesse de classification pour les modèles entraînés sur la même base de données
n’était pas gaussienne (section D.1 page 303).
On remarque à la figure 5.4 une différence notable de performance entre la base de données
spatiale et les bases de données temporelle et spatiotemporelle. Elle indique que la base
de données spatiale est plus facile à classifier. L’information temporelle de la stimulation
d’entrée est donc plus difficile à intégrer et à maintenir dans l’état du réservoir. Ceci
corrobore avec les travaux relevés au tableau 5.1 page 106 qui étudient les propriétés de
mémoire du réservoir [e.g. Legenstein & Maass, 2007].
Figure 5.4 Justesse de classification pour la configuration de base du modèle
proposé, selon différents types de bases de données. Une représentation des résul-
tats par boîtes à moustaches est utilisée. Le cercle blanc représente la moyenne,
et la barre noire épaisse représente la médiane. La ligne pointillée indique le ni-
veau de chance. Un nombre n = 30 de modèles indépendants pour chaque base
de données a été utilisé. On remarque qu’il existe une grande variabilité sur
la justesse de classification pour des modèles qui partagent pourtant la même
configuration. On remarque aussi une différence notable de performance entre la
base de données spatiale et les bases de données temporelle et spatiotemporelle.
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Des analyses supplémentaires réalisées en annexe à la section D.7 page 329 comparent
l’indice de performance relative des différentes fonctions de lecture de l’état du réservoir
et fonctions de classifications. Les résultats montrent que toutes les fonctions de classifica-
tion ont des performances comparables entre elles et entre les différentes bases de données.
L’exception est la méthode non paramétrique des k plus proches voisins (kNN) [Fix &
Hodges, 1989], qui montre une variabilité significative. La régression linéaire avec régula-
risation de Tikhonov [Tikhonov et al., 1995] est préférable pour sa simplicité. Au niveau
des fonctions de lecture de l’état du réservoir, les résultats montrent que pour la base de
données spatiale, la lecture par le nombre total de décharges comprises pour chaque neu-
rone dans l’intervalle global de stimulation (figure D.3 page 306) est la plus performante.
Pour les autres bases de données, l’estimation temporelle dense de l’activité de décharge de
chaque neurone par un filtrage exponentiel (figure D.6 page 307) est plutôt préférable. Il a
donc été pertinent dans la méthodologie de considérer toutes les combinaisons de fonction
de lecture et de classification dans les analyses de performance de classification.
5.3.2 Effets statistiquement significatifs sur les performances
Les résultats de l’étude par ablation montrent que seule une minorité des caractéristiques
de modélisation ont un effet statistiquement significatif sur les performances de classifica-
tion, pour au moins une des bases de données. La variabilité des distributions de perfor-
mances pour chaque condition est grande et similaire au cas de la configuration de base
(section D.2 page 304). Le tableau 5.3 page 125 montre les caractéristiques de modélisa-
tion qui ont un effet statistiquement significatif sur les performances de reconnaissance
(justesse de classification). Plusieurs caractéristiques de modélisation (p. ex. transmission
probabiliste, bruit sur la STDP) ont un impact computationnel moyen ou élevé, donc par-
ticipent à allonger le temps de simulation. Elles n’ont toutefois pas d’effet statistiquement
significatif sur les performances de reconnaissance. Au niveau du contexte applicatif (et
non du réalisme biologique), ces dernières pourraient donc être négligées de la modéli-
sation. Plusieurs caractéristiques de modélisation (p. ex. contraintes synaptiques) ont un
effet statistiquement significatif sur les performances de reconnaissance, mais une taille
d’effet faible. Les caractéristiques de modélisation ayant la taille de l’effet la plus impor-
tante et la plus généralisée (c.-à-d. sur toutes les bases de données) sont la plasticité à
court terme (figure D.29 page 323) et le facteur pour le type d’interaction postsynaptique
(figure D.28 page 322). Elles sont discutées plus en détail dans les sections qui suivent.
La taille de l’effet décrit ici l’écart de performance moyen entre deux configurations du
modèle (p. ex. avec et sans STP), évalué selon la justesse de classification. Plus la taille
de l’effet est grande, plus l’effet bénéfique ou néfaste d’une caractéristique de modélisation
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sur les performances de classification est prononcé. L’estimation de la taille de l’effet est
nécessaire dans l’analyse des résultats, même si elle est ici catégorisée de façon subjective
(c.-à-d. élevé, moyen, faible, aucun). C’est que le test statistique de Kruskal-Wallis [Krus-
kal & Wallis, 1952] utilisé pour déterminer la signification statistique permet seulement
de conclure si cette influence résulte du hasard ou non. Il ne se prononce pas sur la taille
de l’effet.
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5.3.3 Effet de la plasticité à court terme
Il est observé que la plasticité à court terme (STP) est fortement nuisible aux performances
de classification (figure D.29 page 323). Pourtant, un nombre considérable de travaux re-
levés au tableau 5.1 page 106 considèrent la STP dans la dynamique du réservoir avec des
constantes de temps pour la dépression similaires à ce qui a été utilisé dans cette thèse (ta-
bleau B.6 page 205). Plusieurs de ces travaux [p. ex. Maass & Natschläger, 2002 ; Schliebs
et al., 2012 ; Zeng, Huang, Jiang, & Yu, 2019] remarquent un effet bénéfique de la STP sur
des tâches de reconnaissance simples. Il existe toutefois certains cas [p. ex. de Azambuja
et al., 2017] où la STP n’apporte pas d’effet bénéfique considérable en comparaison avec
son coût computationnel.
Sous présence d’une activité présynaptique soutenue, la STP a comme effet la dépression
considérable des efficacités synaptiques (exemple figure B.17(a) page 206). Dans le modèle
proposé, la STP a un effet de facilitation sur les efficacités synaptiques seulement sur les
synapses corticogéniculées. La facilitation influencerait donc surtout l’activité soutenue
dans la boucle thalamocorticale. La dépression affecte toutefois la propagation avant de
l’activité neuronale au niveau sous-cortical, où les taux de décharge moyens sont très
élevés entre 40 Hz et 60 Hz (tableau B.7 page 207). Les bases de données considérées
produisent aussi des trains de décharge en entrée très intenses, avec des taux de décharge
moyens instantanés entre 120 Hz et 220 Hz (section 5.2.2 page 119). En comparaison avec
la littérature, l’effet néfaste de la STP observé dans cette thèse serait dû à l’utilisation
de taux de décharge moyens en entrée plus élevés, mais beaucoup plus réalistes. Ceci
produirait une dépression considérable au niveau sous-cortical, et donc rehausserait la
présence d’une activité récurrente soutenue au niveau cortical. Cette activité soutenue
deviendrait moins dépendante de la stimulation d’entrée. Ce phénomène survient même
sans distribution réaliste des neurones et des synapses (figure D.37 page 328), donc ne
dépendrait pas de la topologie du réservoir. Il ne dépendrait pas aussi de la nature des
bases de données utilisées pour l’évaluation.
5.3.4 Effet du facteur pour le type d’interaction postsynaptique
La caractéristique de modélisation la plus bénéfique sur les performances de reconnais-
sance est le facteur pour le type d’interaction postsynaptique (section B.5.1 page 195). Ce
facteur statique (invariant dans le temps) pondère les efficacités synaptiques et a pour effet
de favoriser une meilleure propagation avant de l’activité neuronale. L’activité neuronale
est alors plus dépendante de la stimulation d’entrée, et ce même au niveau de V1 où la
connectivité récurrente est forte. Ce phénomène survient même sans distribution réaliste
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des neurones et des synapses (figure D.38 page 328), donc ne dépendrait pas de la topo-
logie du réservoir. La considération des contraintes de connectivité globale et spécifique
(assurant une connectivité minimale entre les neurones) a aussi un impact bénéfique si-
gnificatif, mais de taille plus faible (figure D.24 page 320). Ces contraintes de connectivité
participent à améliorer la propagation avant de l’activité neuronale, surtout au niveau des
structures sous-corticales où la densité de synapses est beaucoup plus faible que dans V1.
Une meilleure propagation avant de l’activité neuronale peut favoriser aussi la propaga-
tion avant de la sélectivité neuronale [D. N. Hubel & Wiesel, 1962]. Cette dernière serait,
comme le calcul récurrent, une opération canonique du cerveau [Miller, 2016]. Dans le
modèle proposé, l’émergence de la sélectivité neuronale proviendrait de la compétition sy-
naptique créée par la plasticité dépendante du temps de décharge (STDP). L’émergence de
la sélectivité neuronale dans le cas de la STDP multiplicative n’est pas un aspect analysé
dans cette thèse, car elle a déjà été étudiée [p. ex. Gilson & Fukai, 2011 ; Gütig et al., 2003].
Il est très difficile d’introduire avec la STDP des structures pour favoriser une propagation
avant de l’information dans des réseaux récurrents aléatoires [Kumar, Rotter, & Aertsen,
2010 ; Kunkel, Diesmann, & Morrison, 2010 ; Morrison, Aertsen, & Diesmann, 2007]. Le
facteur statique pour le type d’interaction postsynaptique pourrait être une solution à ce
problème.
La sélectivité neuronale est aussi possible dans le cerveau en raison de la connectivité et de
l’interaction soigneusement structurées entre les neurones excitateurs et inhibiteurs [Fers-
ter & Miller, 2000 ; Shapley, Hawken, & Ringach, 2003]. La balance de l’excitation et de
l’inhibition permettrait d’obtenir une sélectivité neuronale efficace et robuste [R. Rubin,
Abbott, & Sompolinsky, 2017 ; Zhou & Yu, 2018]. Malheureusement, aucun effet signi-
ficatif sur les performances de reconnaissance n’a été relevé dans ce chapitre quant à la
régulation homéostatique de la balance excitation-inhibition (figure D.25 page 321). Ceci
montre la complexité des interactions entre les différentes formes de plasticité synaptique
et la dynamique neuronale.
5.3.5 Autres caractéristiques de modélisation particulières
La considération d’un nombre variable de sites de libération a un effet bénéfique sur les
performances de classification pour la base de données spatiale seulement (figure D.31
page 324). Cette caractéristique de modélisation augmente drastiquement le nombre de
sites de libération pour les synapses thalamocorticales, comparativement aux synapses
corticocorticales. Il en résulte une meilleure transmission de l’activité neuronale jusqu’à V1,
et ce même si les probabilités de libération des synapses géniculocorticales sont moindres
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(tableau B.5 page 202). Cela ne semble pas améliorer la capacité de mémoire requise du
réservoir pour traiter l’information temporelle et spatiotemporelle.
La considération d’une connectivité proximale et distale pour l’organisation spatiale des
synapses montre un effet significatif néfaste pour la base de données spatiotemporelle (fi-
gure D.34 page 325). Cette caractéristique de modélisation augmente, relative au soma, la
densité de synapses inhibitrices proximales ainsi que la densité de synapses excitatrices dis-
tales. Pour un neurone postsynaptique, ceci contribue à un apport plus élevé en inhibition
et moins élevé en excitation, car l’atténuation dendritique modélisée est dépendante de la
distance (équation B.17 page 198) et donc plus forte au niveau distal. Il s’agit d’un phé-
nomène qui peut nuire à la propagation initiale de l’activité neuronale. Cette explication
est validée en omettant l’atténuation dendritique de la modélisation et en comparant de
nouveau l’effet de la connectivité proximale et distale (figure D.35 page 326), qui montre
que l’effet s’estompe.
La considération d’une distribution réaliste des synapses a un effet bénéfique sur les perfor-
mances de classification pour base de données temporelle seulement (figure D.22 page 319).
Cette caractéristique de modélisation permet de limiter l’interaction à l’intérieur et entre
certaines couches laminaires de V1 (p. ex. L2/3), réduisant ainsi l’influence de l’activité
récurrente sur l’état du réservoir. Il semblerait donc que pour une stimulation sans struc-
ture spatiale, une trop forte récurrence dans l’activité du réservoir nuit légèrement aux
performances de classification.
5.3.6 Limites de l’optimisation du réservoir
La formulation mathématique rigoureuse des réservoirs à base de neurones à décharge
stipule que leur puissance de calcul universelle ne dépend pas de la structure ou de la
mise en oeuvre spécifique, à condition que le réservoir ait une propriété de séparation
point à point et que la fonction de lecture ait une propriété d’approximation [Maass &
Natschläger, 2002]. La propriété de séparation point à point correspond à obtenir des états
différents dans le réservoir en réponse à des entrées distinctes (p. ex. deux exemples ne
provenant pas de la même classe). Cependant, il ressort clairement de toutes les conclusions
empiriques discutées précédemment que la prise en compte de la plasticité synaptique et
d’une structure de connectivité plus complexe dans le réservoir a des effets significatifs sur
les performances de classification. En fait, les capacités computationnelles des méthodes
par réservoir devraient augmenter avec toute amélioration de la séparabilité ou de la
propriété d’approximation [Maass & Natschläger, 2002].
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Dans le domaine de la complexité computationnelle et de l’optimisation, il n’y a toutefois
rien de donné gratuitement [Culberson, 1998 ; Wolpert & Macready, 1997]. Les résultats
dans ce chapitre montrent que l’augmentation de la complexité du réservoir n’est pas
toujours bénéfique, et si elle l’est, ce n’est pas forcément le cas pour toutes les bases
de données considérées. Plusieurs caractéristiques de modélisation complexes comme la
considération des grappes synaptiques et du bruit membranaire n’ont montré aucun gain
notable (tableau 5.3 page 125). Ce type de conclusion survient souvent dans la littérature.
Par exemple, l’utilisation de plusieurs sous-groupes de neurones non interconnectés (pa-
rallèles) avec une faible connectivité interne a permis d’obtenir une meilleure séparabilité,
mais aussi une plus forte sensibilité au bruit [Maass & Natschläger, 2002]. Il a également
été constaté que des sous-groupes de neurones interconnectés à l’entrée de façon spécifique
affaiblissaient la capacité de calcul du réservoir, car ils interrompaient constamment entre
eux leurs états dynamiques [Xue et al., 2013]. Il s’agit d’observations intéressantes à relever
pour une recherche de type exploratoire partant du contexte biologique, comme réalisée
dans ce chapitre. Lorsque l’objectif est plutôt le contexte applicatif, il est préférable de
choisir les caractéristiques de modélisation du réservoir sur des principes mathématiques
formels (p. ex. théorie de l’information) plutôt que de la biologie [p. ex. Yger & Harris,
2013]. Ultimement, la compréhension de la fonction corticale et des particularités de son
implémentation biologique requiert les deux types d’approches.
5.3.7 Application sur des données réelles
Dans cette section, l’applicabilité du modèle proposé à une base de données réelle est
démontrée. La base de données standard de chiffres manuscrits MNIST [Lecun et al., 1998]
a été utilisée. Des exemples d’images pour chacune des 10 classes sont illustrés à la figure 5.5
page 131. La difficulté de la tâche de classification sur MNIST est plus élevée à cause du
nombre supérieur de classes comparativement aux bases de données synthétiques (c.-à-d.
10 versus 4). La grande taille des images dans MNIST (c.-à-d. 28 x 28 pixels) est toutefois
un problème qui mènerait à une explosion du nombre total de neurones et de synapses
dans le modèle pour bien respecter les proportions biologiques réelles d’entrées/sorties.
Un redimensionnement des images à 8 x 8 pixels a toutefois permis de réduire la taille
du modèle à un nombre total de 1000 neurones et de 40000 synapses. La dimensionnalité
d’entrée au niveau des neurones simulés de la rétine a été fixée à une grille 2D 8 x 8, soit
la moitié de ce qui a été utilisé pour les bases de données synthétiques. La taille restreinte
du modèle a permis d’accélérer la phase d’apprentissage, qui considérait 10000 exemples
d’entraînement et 500 exemples de test.
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Pour les expériences sur la base de données MNIST, la configuration de base du modèle
proposé a été adaptée. Toutes les caractéristiques de modélisation qui n’ont pas démontré
un effet statistiquement significatif sur les performances de classification des bases de
données synthétiques (voir section 5.3.2 page 123) n’ont pas été considérées. Ceci inclut
entre autres la plasticité à court terme, la transmission synaptique probabiliste, les délais
synaptiques et la modélisation des grappes synaptiques. Ceci a aussi permis d’accélérer la
phase d’apprentissage et d’évaluation des performances du modèle proposé.
La même méthodologie de stimulation, d’entraînement et d’évaluation que pour les bases
de données synthétiques a été utilisée. Quelques changements mineurs ont toutefois été
apportés. Par exemple, les stimulations sont de mêmes durées que pour les bases de données
synthétiques (soit 400 ms), mais le taux de décharge moyen cible a été fixé à 120 Hz. Pour
la lecture de l’état du réservoir, tous les neurones des couches de V1 et du dLGN ont été
considérés plutôt que seulement les couches L2/3 et L5 de V1. La même méthodologie
d’optimisation des fonctions de classification de l’état du réservoir par validation croisée
stratifié a été considérée. Toutefois, la méthode non paramétrique des k plus proches
voisins (kNN) [Fix & Hodges, 1989] et la machine à vecteurs de support (SVM) [Cortes
& Vapnik, 1995] n’ont pas pu être utilisées. C’est que ces méthodes ne s’adaptent pas
bien au grand nombre d’échantillons utilisés pour l’entraînement ainsi qu’à la très grande
dimensionnalité de la représentation à la sortie du réservoir lorsque tous les neurones de
V1 et du dLGN sont considérés.
Les résultats de performance ont été comparés à une référence de base où tous les al-
gorithmes de classification de la section 5.2.1 page 113 ont été appliqués sur les images
redimensionnées de 8 x 8 pixels correspondant à la représentation originale. Les résultats
illustrés à la figure 5.6 page 132 montrent que même si les performances de classification du
modèle proposé sont légèrement inférieures à la majorité des algorithmes de classification
de la référence de base, le modèle de réservoir proposé apporte une non-linéarité bénéfique
dans le traitement de l’information d’entrée. L’utilisation d’une forme de STDP plus com-
pétitive, qui faciliterait l’émergence de sélectivité dans la population de neurones [Song et
al., 2000], permettrait sans doute d’améliorer les performances du modèle proposé sur la
base de données MNIST.
5.3.8 Comparaison des performances avec d’autres approches
Dans cette section, les performances de classification du modèle proposé sur la base de
données standard de chiffres manuscrits MNIST [Lecun et al., 1998] sont comparées avec
d’autres approches basées sur les neurones à décharge. Parmi les 18 modèles énumérés
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Figure 5.5 Exemples de chiffres manuscrits provenant de la base de données
MNIST [Lecun et al., 1998]. Chaque ligne représente un ensemble d’échantillons
pour chaque classe, qui couvre les nombres de 0 à 9. La résolution des images a
été réduite à 8 x 8 pixels pour réduire la taille du modèle proposé. On remarque
une grande variabilité à l’intérieur de chacune des classes.
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Figure 5.6 Justesse de classification pour la configuration de base du modèle
proposé, selon différents algorithmes appliqués sur la sortie du réservoir ou sur
les représentations originales de la base de données MNIST. Les représentations
originales correspondent aux images redimensionnées à 8 x 8 de la base de don-
nées. Une représentation des résultats par boîtes à moustaches est utilisée. Le
cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Un nombre n = 30 de modèles indépendants pour chaque algorithme a été
utilisé. On remarque que l’application de techniques de classification non linéaire
comme le perceptron multicouche (MLP) et les k plus proches voisins (kNN) sur
les représentations originales amène les meilleures performances de classification.
Il existe toutefois une différence statistiquement significative (Mann-Whitney U
= 729.00, n1 = 30, n2 = 30, P < 0.0001) entre l’utilisation de la régression
linéaire avec régularisation de Tikhonov (Linéaire) sur la sortie du réservoir et
sur les représentations originales. Ceci démontre que le réservoir apporte une
non-linéarité bénéfique dans le traitement de l’information d’entrée. Même s’il
existe une différence statistiquement significative (Mann-Whitney U = 280.00,
n1 = 30, n2 = 30, P = 0.0121) de performance entre l’utilisation de la régression
linéaire avec régularisation de Tikhonov (Linéaire) et du perceptron multicouche
(MLP) appliqués sur les sorties du réservoir, la taille de l’effet est de beaucoup
moindre en comparaison avec celle observable pour les représentations originales.
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dans le tableau 5.1 page 106 provenant d’autres auteurs, il n’y a qu’un seul modèle dont le
code source est disponible publiquement pour reproduire les résultats. Il s’agit du modèle
de Hazan et Manevitz [2012]. Ce dernier a toutefois seulement été validé sur des don-
nées synthétiques temporelles doit être fortement adapté pour effectuer de la classification
d’images. Il est donc préférable de se tourner vers des approches plus inspirées de l’ap-
prentissage machine par rétropropagation de l’erreur. Il s’agit par exemple de l’utilisation
de librairies logicielles comme NengoDL [Rasmussen, 2019] et BindsNET [Hazan et al.,
2018], qui sont plus récentes et activement supportées par la communauté scientifique. Les
modèles utilisés dans les expériences de cette section sont basés sur des exemples de code
déjà disponibles dans ces librairies pour la classification de chiffres manuscrits avec la base
de données standard MNIST [Lecun et al., 1998] Le code a toutefois été adapté légèrement
et les métaparamètres ont été réoptimisés pour traiter les mêmes images redimensionnées
à 8 x 8 pixels qu’à la section 5.3.7 page 129. La méthodologie d’évaluation est aussi la
même, avec 10000 exemples d’entraînement et 500 exemples de test.
NengoDL
Le modèle basé sur NengoDL [Rasmussen, 2019] est un réseau convolutionnel utilisant
des neurones à intégration et décharge avec fuite (LIF). Notez qu’il s’agit d’un modèle
multicouche à propagation avant, donc qui n’inclut aucune forme de récurrence dans l’in-
teraction entre les neurones. Une résolution temporelle ∆t = 1 ms est utilisée et les images
statiques en entrée sont présentées pour un total de 30 ms. Le modèle dispose d’abord d’une
première couche de convolution avec 32 filtres de taille 3 x 3. Une seconde couche de convo-
lution est alors appliquée avec 64 filtres de même taille 3 x 3, mais une enjambée (stride)
de 2. Celle-ci permet de compacter la représentation de l’entrée juste avant la sortie, qui
est une fonction linéaire. Le modèle est entraîné avec une approximation par taux de dé-
charge à la sortie. L’algorithme d’optimisation RMSprop avec un taux d’apprentissage de
1× 10−3 est utilisé pour ajuster les poids synaptiques afin de réduire l’erreur moyenne de
classification à la sortie. Les données sont séparées en mini-lots (minibatch) de taille 100 et
l’apprentissage s’effectue sur 10 époques à travers l’ensemble des données d’entraînement.
BindsNET
Plusieurs modèles sur BindsNET [Hazan et al., 2018] sont utilisés dans les expériences.
Une résolution temporelle ∆t = 1 ms est utilisée et les images statiques en entrée sont
présentées pour un total de 250 ms. L’intensité des entrées en termes de taux de décharge
est fixée à 128 Hz.
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Le premier modèle est un réservoir standard comportant 500 neurones à intégration et
décharge avec fuite (LIF). La topologie de connectivité entre les entrées et à l’intérieur du
réservoir est pleine, donc tous les neurones sont interconnectés. Pour l’entrée du réservoir,
les poids synaptiques ont été initialisés aléatoirement selon une gaussienne N (0, σ2) où
σ = 0.5. Pour les connexions récurrentes à l’intérieur du réservoir, les poids synaptiques ont
été initialisés aléatoirement de façon similaire, mais avec σ = 0.05. Il est en effet nécessaire
de réduire l’effet des connexions récurrentes pour éviter l’emballement de l’activité dans
le réservoir et assurer de meilleures performances de classification. La fonction de lecture
de l’état du réservoir est le nombre total de décharges générées par chaque neurone. La
fonction de classification de l’état du réservoir est une régression logistique. L’algorithme
d’optimisation standard par descente de gradient avec un taux d’apprentissage de 1× 10−4
et un momemtum de 0.9 est utilisé pour ajuster les poids synaptiques afin de réduire l’er-
reur quadratique moyenne à la sortie. Les données sont séparées en mini-lots (minibatch)
de taille 1 et l’apprentissage s’effectue sur 100 époques à travers l’ensemble des données
d’entraînement. Notez que les poids synaptiques dans le réservoir sont statiques et seuls
les paramètres de la régression logistique sont appris.
Le second modèle basé reproduit l’architecture proposée par Diehl et Cook [2015]. Ce
modèle n’est pas récurrent, mais exploite plutôt l’émergence de sélectivité causée par la
STDP additive standard et de l’inhibition latérale. Il s’agit donc d’un apprentissage non
supervisé. Le modèle définit une population de 100 neurones excitateurs de type intégra-
tion et décharge avec fuite (LIF), avec des seuils de décharge adaptatifs. Une population
de neurones inhibiteurs de même taille mais avec un seuil de décharge fixe est aussi définie.
Les mêmes paramètres de la dynamique des neurones (p. ex. incrément du potentiel mem-
branaire à chaque décharge) que dans les travaux de Diehl et Cook [2015] sont utilisés. Les
données sont séparées en mini-lots (minibatch) de taille 1 et l’apprentissage s’effectue sur
une seule époque à travers l’ensemble des données d’entraînement. Durant l’apprentissage,
la sélectivité de chaque neurone à une classe particulière des données (p. ex. le chiffre 1)
est estimée en regardant en moyenne pour quelle classe son taux de décharge est le plus
élevé. Cette information est utilisée pour effectuer la classification durant la phase de test.
Un dernier modèle très similaire au second reproduit aussi l’architecture proposée par Diehl
et Cook [2015], mais incorpore de l’apprentissage supervisé. Sa particularité est que lors de
la présentation d’une image en entrée, un neurone choisi aléatoirement dans un groupe de
sorties associé à la classe associée est forcé à décharger de façon régulière (c.-à-d. teacher
forcing). Ceci permet de donner un signal supervisé durant l’apprentissage et force la
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sélectivité de chaque neurone à une classe particulière. Il s’agit de la seule différence avec
le second modèle.
Résultats
La figure 5.7 page suivante montre que la performance de classification du modèle proposé
est compétitive avec les autres approches basées sur des neurones à décharge. Parmi tous
les modèles investigués, c’est l’implémentation d’un réservoir sous BindsNET qui offre les
meilleures performances, même si le gain moyen de performance relatif de 6% est faible.
Pour éviter l’emballement de l’activité dans ce dernier sachant que les poids synaptiques
dans le réservoir sont fixes, l’importance de l’activité récurrente dans la dynamique a été
réduite comparativement à l’influence des stimulations d’entrées. Ceci pourrait expliquer
la différence de performance entre le réservoir sous BindsNET et le modèle proposé, qui
lui possède des poids synaptiques dynamiques dans le réservoir pour régulariser automa-
tiquement l’activité de décharge et la balance excitation-inhibition.
Toutes les performances de classification obtenues jusqu’à présent par les différentes mé-
thodes testées restent encore très loin de la performance humaine, estimée à 99.8% de
justesse sur MNIST [Lecun et al., 1995]. Il est certain que le redimensionnement des
images à des tailles de 8x8 pixels affecterait la performance humaine, mais cette dernière
resterait sans doute au-dessus du 99%. Un facteur encore plus important est que la taille
de l’ensemble d’entraînement a été réduite de 60000 à seulement 10000 exemples pour
limiter le temps de calcul. Avec ce nombre restreint d’exemples, les modèles testés basés
sur des neurones à décharges possèdent une moins bonne invariance et capacité à géné-
raliser, un requis essentiel pour la reconnaissance d’objets [DiCarlo, Zoccolan, & Rust,
2012]. Les performances obtenues dans la littérature qui exploitent l’ensemble complet des
données d’entraînement sont plus compétitives avec la performance humaine. La meilleure
méthode actuelle basée sur un réseau profond convolutionnel qui n’utilise pas de prétrai-
tement ou d’augmentation des données d’entraînement obtient par exemple une justesse
de 99.79% [Wan, Zeiler, Zhang, LeCun, & Fergus, 2013], donc sensiblement égale à la
performance humaine. Dans le domaine de l’apprentissage machine standard par rétropro-
pagation de l’erreur, ce sont les réseaux profonds convolutionnels qui domaine le tableau
des performances sur MNIST [Baldominos, Saez, & Isasi, 2019]. Il est toutefois intéres-
sant que des approches hybrides combinant les réseaux convolutionnels et les neurones
à décharges soient maintenant possibles, comme le montre le modèle hybride testé sous
NengoDL.
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Figure 5.7 Comparaison de la justesse de classification entre le modèle proposé
et différentes méthodes de classification basées sur les neurones à décharge ap-
pliquées à la base de données MNIST. On y retrouve les plus récentes librairies
d’apprentissage machine avec neurones à décharge, soit BindsNET [Hazan et al.,
2018] et NengoDL [Rasmussen, 2019]. Pour toutes les méthodes, les représenta-
tions d’entrées correspondent aux images redimensionnées à 8 x 8 de la base de
données. Une représentation des résultats par boîtes à moustaches est utilisée.
Le cercle blanc représente la moyenne, et la barre noire épaisse représente la
médiane. Un nombre n = 30 de modèles indépendants pour chaque méthode
a été utilisé. Il n’existe pas de différence statistiquement significative (Mann-
Whitney U = 439.50, n1 = 30, n2 = 30, P = 0.882344) de performance entre le
modèle proposé et l’approche avec NengoDL. Toutefois, l’approche par réservoir
avec BindsNET est significativement plus performante que le modèle proposé
(Mann-Whitney U = 3.0, n1 = 30, n2 = 30, P < 1e-6), avec un gain moyen de
performance relatif de 6%. Les approches exploitant un apprentissage supervisé
et non supervisé avec une STDP implémentée sous BindsNET montrent une plus
grande variabilité dans les performances de classification et performent moins
bien.
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5.3.9 Limite du réservoir en reconnaissance d’objets
Malgré la considération dans le modèle proposé des différentes couches laminaires dans le
dLGN et V1, l’approche par réservoir n’aborde pas le problème de reconnaissance d’objet
comme un traitement hiérarchique. On rappelle que la capacité computationnelle des ap-
proches par réservoir provient plutôt des interactions récurrentes et non linéaires entre les
neurones [Maass & Natschläger, 2002], et non du traitement hiérarchique. Le modèle pro-
posé focalise principalement sur V1 et ignore les structures corticales des aires supérieures
comme le cortex visuel secondaire (V2), le cortex extrastrié (V4) et le cortex tempo-
ral inférieur (IT). Ces dernières participent toutefois dans le traitement hiérarchique des
stimulations visuelles, particulièrement pour la reconnaissance d’objets [DiCarlo & Cox,
2007 ; Pasupathy et al., 2018]. Il s’agit d’une perspective où la propagation avant de la
sélectivité neuronale [D. N. Hubel & Wiesel, 1962] permet de bâtir des représentations
de plus en plus abstraites (c.-à-d. à haut niveau) des stimulations visuelles d’entrée. Or,
la sélectivité neuronale n’est pas un aspect qui a été étudié dans cette thèse. C’est que
l’émergence de la sélectivité dans une population de neurones sous l’influence de la plasti-
cité synaptique est bien connue [Kremer et al., 2011 ; Masquelier, 2012 ; Song & Abbott,
2001 ; Wenisch et al., 2005] et reste complémentaire à la modélisation proposée.
Le traitement séquentiel à propagation avant fait par les structures corticales V1→ V2→
V4 → IT reste toutefois une approche simplifiée intéressante pour comprendre la recon-
naissance d’objets dans le système visuel [DiCarlo & Cox, 2007 ; Pasupathy et al., 2018].
L’avantage est qu’au niveau fonctionnel, les propriétés de généralisation et d’invariance des
représentations dans une architecture hiérarchique de traitement sont bien connues [Isik,
Meyers, Leibo, & Poggio, 2014 ; Poggio & Ullman, 2014 ; Stringer & Rolls, 2002]. Ce type
de hiérarchie est exploité en apprentissage machine dans les réseaux profonds, qui per-
mettent de mieux comprendre les caractéristiques apprises pour permettre l’invariance et
la généralisation en reconnaissance d’objets [Gauthier & Tarr, 2016]. La hiérarchie peut
toutefois être définie dans plusieurs contextes : comme une séquence de projections, un
gradient de caractéristiques, une progression d’échelles et un tri de motif de projections
laminaires [Hilgetag & Goulas, 2020]. La considération des différentes couches laminaires
dans V1 correspondrait à une séquence de projections. Afin d’intégrer une progression
d’échelles dans le modèle proposé, il serait aussi possible de mettre en séquence plusieurs
réservoirs de façon hiérarchique [Lukoševičius, 2012]. Il n’y a donc pas de dichotomie entre
le modèle proposé et les approches hiérarchiques. Malgré la vision commune très répandue
du traitement séquentiel (bottom-up) dans le système visuel [p. ex. Riesenhuber & Poggio,
2000], la prépondérance de la récurrence dans les projections synaptiques des approches
138 CHAPITRE 5. APPLICATION EN APPRENTISSAGE MACHINE
par réservoir permet de jouer un rôle très important dans le traitement de l’information
visuelle. Par exemple, les signaux de rétroaction (top-down) permettent de diriger l’ap-
prentissage [Hinton, Dayan, Frey, & Neal, 1995] ou d’agir comme mécanisme attentionnel
visant à moduler la perception en fonction de la tâche. Une structure séquentielle hiérar-
chique ne permet pas de moduler le traitement de l’information visuelle en fonction de
l’activité existante dans le cerveau ainsi que des tâches comportementales [Froudarakis et
al., 2019], contrairement à l’approche par réservoir.
5.4 Conclusion
Dans ce chapitre, le modèle du système visuel proposé aux chapitres 2 et 3 a été adapté à
une méthode de classification à base de réservoir de neurones à décharge. Il a ensuite été
appliqué à une tâche d’apprentissage machine. Le mécanisme de régulation homéostatique
pour les synapses excitatrices et inhibitrices basé sur la plasticité dépendante du temps de
décharge (STDP) multiplicative proposé au chapitre 4 a aussi été exploité. L’objectif était
d’identifier les caractéristiques de modélisation (p. ex. distribution réaliste des synapses)
qui ont un effet statistiquement significatif sur les performances de reconnaissance, comme
évaluées objectivement par la justesse de classification.
Pour ce faire, l’utilisation de plusieurs bases de données synthétiques permettant de contrô-
ler le type de représentation (c.-à-d. information spatiale, temporelle ou spatiotemporelle)
a été proposée. Une évaluation approfondie de l’impact des caractéristiques de modéli-
sation sur les performances de reconnaissance, pour chacune de ces bases de données, a
ensuite été réalisée. La sélection aléatoire des neurones de lecture dans le réservoir a été
identifiée comme source importante de variabilité de la justesse de classification, pour
des modèles ayant la même configuration et appliqués sur la même base de données. Des
tests statistiques rigoureux (Mann-Whitney, Kruskal-Wallis) ont donc été utilisés, dont les
résultats ont été résumés au tableau 5.3 page 125.
Les caractéristiques de modélisation ayant un effet statistiquement significatif et béné-
fique sur au moins une des bases de données sont la distribution réaliste des synapses, les
contraintes synaptiques, le facteur pour le type d’interaction postsynaptique et le nombre
variable de sites de libération. Le facteur pour le type d’interaction postsynaptique a
montré la taille de l’effet la plus élevée, car il favorise une meilleure propagation avant de
l’activité neuronale. Certaines caractéristiques de modélisation comme la plasticité à court
terme (STP) et la connectivité proximale et distale ont montré un effet statistiquement
significatif, mais néfaste pour les performances de classification. Dans le cas de la STP, ce
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phénomène a été observé sur toutes les bases de données étudiées. Il viendrait de hauts
taux de décharge moyens considérés comme valeurs réalistes cibles pour les stimulations
d’entrée et la régulation homéostatique de l’activité neuronale, ce qui provoquerait une
forte dépression synaptique et impacterait la propagation avant de l’activité neuronale.
Plusieurs caractéristiques de modélisation (p. ex. transmission probabiliste, bruit sur la
STDP) n’ont pas montré d’effet significatif sur les performances de reconnaissance. Ceci
montre toutefois que la méthode de classification par réservoir de neurones à décharge est
robuste par rapport à la dynamique et à la variabilité introduite par ces dernières. Il s’agit
d’un avantage si le réservoir est implémenté par des systèmes analogiques, photoniques
ou autres systèmes physiques [p. ex. G. Tanaka et al., 2019] où le bruit est omniprésent.
Finalement, les observations réalisées dans ce chapitre laissent entrevoir une limite à l’op-
timisation du réservoir avec la considération de différents phénomènes observés dans le
cerveau (p. ex. plasticité synaptique). Plusieurs de ces phénomènes sont sans doute dus
aux particularités de l’implémentation biologique et non à sa fonction.
Enfin, le modèle proposé a été validé sur une base de données réelles et les performances
ont été comparées avec différentes approches de référence. Les résultats ont démontré que
même si les performances de classification du modèle proposé sont légèrement inférieures
à la majorité des approches de référence, le modèle de réservoir proposé apporte une non-
linéarité bénéfique dans le traitement de l’information d’entrée. Une comparaison avec
d’autres approches basées sur les plus récentes librairies d’apprentissage machine avec des
neurones à décharge a aussi été réalisée, où le modèle proposé montre des performances
compétitives.




Modélisation de la structure du système visuel
L’évaluation de l’impact des paramètres de la modélisation structurelle sur la reproduction
de la connectivité corticale a été réalisée au chapitre 2. La modélisation de la structure neu-
ronale et synaptique du système visuel primaire a été basée sur des données anatomiques
venant de la littérature. L’évaluation a été appuyée par plusieurs analyses expérimen-
tales. La qualité de la modélisation structurelle a été évaluée objectivement à l’aide d’une
métrique de distance statistique (distance de variation totale) entre la distribution des
synapses obtenue dans le modèle et celle désirée conforme à la physiologie. Ceci a permis
d’évaluer l’effet de différents paramètres de modélisation, comme le nombre total de neu-
rones et de synapses, le champ de vision et le facteur d’échelle de V1. Les résultats ont
démontré que l’effet de ces paramètres est particulièrement prononcé lorsqu’une topologie
réaliste par grappes synaptiques est utilisée pour la modélisation des projections synap-
tiques apicales. L’incorporation de telles contraintes spatiales réduit le degré de liberté
de connectivité dans le modèle, c.-à-d. le nombre total de synapses potentielles entre les
neurones. Ce degré de liberté restreint rend la distribution des synapses plus sensible au
changement de densité neuronale et synaptique, modulé par exemple par des contraintes
sur le nombre total de neurones ou par le champ de vision. Des recommandations ont
été émises quant à la taille minimale du modèle pour à la fois optimiser la qualité de la
modélisation structurelle, et minimiser l’impact computationnel de simuler un trop grand
nombre de neurones ou de synapses. Cette contribution, de type méthodologique, a per-
mis de mieux comprendre les compromis qui surviennent sur le réalisme des connexions
synaptiques lorsque la taille du modèle (p. ex. nombre total de neurones) est réduite.
Modélisation de la dynamique neuronale et synaptique
L’évaluation de l’impact computationnel des paramètres de la modélisation dynamique et
des recommandations pour optimiser le temps de calcul a ensuite été réalisée au chapitre 3.
Elle a intégré la modélisation structurelle décrite au chapitre 2. La dynamique neuronale
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ainsi que la dynamique synaptique ont été définies sur la base de données neurophysiolo-
giques venant de la littérature. Le modèle capture plusieurs des aspects importants de la
dynamique des neurones et de leurs interactions dans le cerveau. On parle par exemple de
la forme complexe des potentiels d’action postsynaptiques, du bruit membranaire, de la
transmission probabiliste des décharges et des multiples formes de plasticités synaptiques.
L’évaluation a été appuyée par des analyses comparatives approfondies sur le simulateur
de neurones à décharge Brian2 [Stimberg et al., 2019]. L’impact computationnel de di-
verses caractéristiques de modélisation de la dynamique (p. ex. nombre de neurones et de
synapses, plasticité à court terme) a ensuite été étudié. Différents facteurs computationnels
limitants liés à ces caractéristiques de modélisation ont été soulevés, soit principalement la
génération de nombres aléatoires et l’évaluation de la fonction exponentielle. Des solutions
ont finalement été proposées pour tenter de réduire l’impact de ces derniers sur le temps
de simulation, et ainsi tendre vers des performances plus près du temps réel. Cette contri-
bution, de type computationnel, a permis de mieux comprendre le coût computationnel à
augmenter le réalisme biologique pour la dynamique neuronale et synaptique.
Plasticité synaptique et régulation homéostatique
Un mécanisme de régulation homéostatique pour les synapses excitatrices et inhibitrices
basé sur la plasticité dépendante du temps de décharge (STDP) multiplicative a ensuite
été proposé au chapitre 4. L’étude a été appuyée par des analyses théoriques et expéri-
mentales, permettant de bien comprendre les propriétés de convergence et les limitations
du mécanisme de régularisation proposé. Les analyses théoriques ont été basées sur le
formalisme de Fokker-Planck [Risken, 1984] et validées à l’aide de simulations de neu-
rones à décharge, dans le cas simplifié d’un seul neurone postsynaptique. L’intégration
de la régulation homéostatique pour les synapses excitatrices (contrôlant le taux de dé-
charge moyen) et les synapses inhibitrices (contrôlant l’équilibre excitation-inhibition) a
été réalisée dans le cas simplifié, puis appliquée sur le modèle à structure et dynamique
complexes proposé aux chapitres 2 et 3. Les analyses empiriques ont démontré que cette
intégration permet à la fois d’obtenir une distribution stable des poids et une régulation
rapide du taux de décharge moyen des neurones postsynaptiques. La régulation homéo-
statique de l’inhibition, qui assure une balance des courants postsynaptiques excitateurs
et inhibiteurs, amène aussi un mode de fonctionnement où les fluctuations du potentiel
membranaire causées par des temps de décharge précis génèrent une réponse postsynap-
tique. En permettant la régularisation de l’activité neuronale même pour des modèles
à topologie de connectivité et à dynamique très complexe, l’approche proposée permet
d’obtenir un régime idéal pour traiter l’information de stimuli d’entrée, par exemple liée
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à une tâche de classification. Cette contribution, de type algorithmique, a introduit une
nouvelle forme de plasticité homéostatique qui peut s’appliquer autant pour les synapses
excitatrices (contrôlant le taux de décharge moyen) et les synapses inhibitrices (contrôlant
l’équilibre excitation-inhibition).
Application en apprentissage machine
L’évaluation de l’effet des paramètres (p. ex. nombre de neurones de lecture) et carac-
téristiques (p. ex. balance excitation-inhibition) de modélisation sur la performance d’un
système d’apprentissage machine basé sur un réservoir de neurones à décharge a finale-
ment été réalisée au chapitre 5. Dans un contexte applicatif, celle-ci a exploité tous les
travaux de cette thèse en modélisation structurelle, modélisation de la dynamique et régu-
lation homéostatique. L’étude a été appuyée par des analyses expérimentales approfondies
sur plusieurs bases de données synthétiques (c.-à-d. avec information spatiale, temporelle
ou spatiotemporelle), requérant l’entraînement de plus de 2600 modèles indépendants.
Plus d’une cinquantaine de configurations du modèle (p. ex. avec et sans plasticité à
court terme) ont été testées. La signification statistique de l’effet sur les performances de
reconnaissance a été validée par des tests statistiques rigoureux (p. ex. Kruskal-Wallis,
Mann-Whitney, Shapiro-Wilk). Les caractéristiques de modélisation ayant montré un ef-
fet statistiquement significatif et bénéfique sur au moins une des bases de données sont
la distribution réaliste des synapses, les contraintes synaptiques, le facteur pour le type
d’interaction postsynaptique et le nombre variable de sites de libération. Le facteur pour
le type d’interaction postsynaptique a montré la taille de l’effet la plus élevée, car il fa-
vorise une meilleure propagation avant de l’activité neuronale. Certaines caractéristiques
de modélisation comme la plasticité à court terme (STP) et la connectivité proximale et
distale ont montré un effet statistiquement significatif, mais néfaste pour les performances
de classification. Enfin, plusieurs caractéristiques de modélisation (p. ex. transmission pro-
babiliste, bruit sur la STDP) n’ont montré aucun effet significatif sur les performances de
reconnaissance. Ceci a toutefois montré que la méthode de classification par réservoir de
neurones à décharge est robuste par rapport à la dynamique et à la variabilité introduite
par ces caractéristiques de modélisation. Cette contribution, de type empirique, a per-
mis d’identifier les caractéristiques de modélisation les plus importantes pour favoriser de
meilleures performances de reconnaissance.
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6.1.1 Retour sur les objectifs de recherche
Somme toute, les travaux réalisés dans cette thèse ont permis d’accomplir tous les ob-
jectifs du projet de recherche énoncés à la section 1.3 page 4. Les chapitres 2 et 3 sont
basés sur une recension de données neuroanatomiques et neurophysiologiques pour obtenir
une modélisation détaillée de la structure et de la dynamique corticale du système visuel.
L’impact computationnel des caractéristiques de modélisation structurelle et dynamique
a aussi été étudié dans ces chapitres. Le chapitre 2 donnait des recommandations sur la
taille minimale du modèle proposé, car la taille du modèle est le principal facteur com-
putationnel. Enfin, l’effet des caractéristiques de modélisation structurelle et dynamique
sur les performances d’une méthode de classification par réservoir à base de neurones à
décharge à été étudié au chapitre 5. Cette application du modèle proposé à une tâche
d’apprentissage machine se base sur une nouvelle méthode de régulation homéostatique
décrite au chapitre 4, qui assure la stabilité de la dynamique neuronale et synaptique.
6.1.2 Retour sur la question de recherche
La question de recherche (section 1.2 page 3) portait sur l’identification des propriétés
de la connectivité et de la dynamique du système visuel pouvant mener à des systèmes
d’apprentissage machine plus stables et performants. Dans cette thèse, l’étude ciblait spé-
cifiquement les méthodes de classification par réservoir à base de neurones à décharge, qui
sont plus près de la biologie que les méthodes d’apprentissage machine conventionnelles.
L’utilisation de la plasticité dépendante du temps de décharge (STDP) multiplicative, et
la modulation du point d’équilibre de cette dernière pour effectuer une régulation ho-
méostatique de l’activité neuronale, ont aussi été démontrées des aspects clés pour l’ob-
tention d’une activité stable dans le modèle proposé. L’application du modèle proposé à
une tâche de classification sur différentes bases de données synthétique (c.-à-d. spatiale,
temporelle et spatiotemporelle) a montré que plusieurs caractéristiques de modélisation
(p. ex. contraintes synaptiques, connectivité proximale et distale) ont un effet bénéfique
significatif sur au moins une des bases de données. Les analyses statistiques sur l’effet des
caractéristiques de modélisation ont été résumées à la figure 5.3 page 125, incluant aussi
une indication de la taille de l’effet et de l’impact computationnel. Il a été observé que la
considération d’un facteur de pondération des poids synaptiques selon le type d’interaction
(propagation avant, récurrence ou interaction latérale) a un effet bénéfique pour toutes
les bases de données. La plasticité à court terme (STP) a toutefois un effet inverse, et
est néfaste de façon générale. Plusieurs caractéristiques (p. ex. transmission probabiliste,
délais synaptiques, bruit membranaire) n’ont pas d’effet notable sur les performances de
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classification. Ces observations montrent la grande complexité de la dynamique des mé-
thodes de classification à base de neurones à décharge, mais aussi le potentiel d’ignorer
dans un contexte applicatif plusieurs caractéristiques qui sont propres à la biologie et qui
ne contribuent pas à augmenter la capacité computationnelle de ces méthodes.
6.1.3 Retour sur les contributions originales
Plusieurs aspects des travaux réalisés dans cette thèse constituent des contributions ori-
ginales, telles qu’introduites à la section 1.4 page 5. La structuration des chapitres dans
cette thèse a été faite pour pouvoir facilement traduire chacun d’eux en une publication
scientifique pour une conférence (chapitres 2 et 3) ou un journal (chapitres 4 et 5).
6.2 Nouvelles perspectives de recherche
6.2.1 Limite de l’inspiration biologique
L’inspiration biologique au niveau du fonctionnement du système visuel pourrait être
améliorée dans le modèle proposé. Il s’agirait d’abord de considérer dans le système visuel
le traitement hiérarchique fait par les structures corticales V1 → V2 → V4 → IT, qui
jouent un rôle crucial dans la reconnaissance d’objets [DiCarlo & Cox, 2007 ; Pasupathy
et al., 2018]. Une adaptation directe au modèle proposé serait de considérer ce traitement
comme une séquence de réservoirs en étage [Soures & Kudithipudi, 2019 ; Wojcik, 2012 ;
Wojcik & Kaminski, 2007 ; Zajzon et al., 2018]. Le modèle proposé, même s’il s’inspire
fortement de la structure et des caractéristiques de V1, pourrait ainsi agir comme une
composante de traitement de base dans une approche hiérarchique. Le mécanisme de
régulation homéostatique du taux de décharge moyen et de la balance excitation-inhibition
étudié au chapitre 4 n’aurait aucunement à être adapté. Ceci permettrait sans doute de
s’approcher de la performance humaine en termes de la capacité à distinguer différentes
classes de stimuli visuels (p. ex. chiffres manuscrits) entre-elles. Mais comme les résultats
applicatifs du chapitre 5 l’on démontré, la majorité des caractéristiques biologiques relevées
dans la structure et la dynamique des neurones et des synapses ne semblent pas être reliées
à la reconnaissance d’objets. Il est donc important à un certain point de limiter l’inspiration
biologique venant de détails fins et de simplifier la structure d’apparence complexe du
système visuel pour en extraire l’aspect fonctionnel. La considération plus explicite du
traitement hiérarchique dans le système visuel est un bon exemple.
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6.2.2 Importance de la sélectivité neuronale
La plasticité dépendante du temps de décharge (STDP) multiplicative [Gilson & Fukai,
2011 ; Gütig et al., 2003 ; Meffin, Besson, Burkitt, & Grayden, 2006 ; J. Rubin et al., 2001 ;
van Rossum et al., 2000] a été étudiée dans cette thèse au chapitre 4. Elle est connue pour
conduire une population de neurones à adapter ses champs récepteurs pour correspondre
aux statistiques de la stimulation d’entrée [e.g. Kremer et al., 2011]. Comparativement
à la STDP additive standard [Song et al., 2000], la forme multiplicative utilisée est plus
stable, converge plus rapidement et est moins sensible aux changements des paramètres de
la règle de plasticité [J. Rubin et al., 2001]. C’est pourquoi elle est à la base du mécanisme
de régulation homéostatique proposé au chapitre 4. Un désavantage est qu’elle n’est pas
aussi sensible à la corrélation dans la stimulation d’entrée [Gilson & Fukai, 2011 ; Gütig
et al., 2003 ; Song & Abbott, 2001]. Il serait donc intéressant d’étudier si la considération
d’une forme de STDP multiplicative qui augmente la sélectivité neuronale, comme la STDP
log-normale [Gilson & Fukai, 2011], mène à des réservoirs plus performants.
Il existe cependant un compromis inhérent entre la séparabilité des entrées et la généra-
lisation dans le réservoir [Legenstein & Maass, 2007]. La sélectivité neuronale intervient
à ce niveau, car elle constitue une forme de séparation explicite des caractéristiques de la
stimulation d’entrée. Or, le débit d’information est si élevé dans un réservoir de neurones
à décharge qu’il n’est pas nécessaire de se concentrer uniquement sur l’apprentissage des
caractéristiques d’entrée pertinentes [Rieke, Warland, & Bialek, 1993]. Une étude plus ap-
profondie de l’interaction entre la sélectivité neuronale et les capacités computationnelles
du réservoir liées à la récurrence de l’activité neuronale serait donc bénéfique. Ceci serait
directement lien avec l’hypothèse que la propagation avant de la sélectivité neuronale et
le calcul récurrent sont des opérations canoniques du cerveau [Miller, 2016].
6.2.3 Application sur d’autres bases de données réelles
L’évaluation de l’impact des caractéristiques de modélisation sur la performance d’un
système d’apprentissage machine dans cette thèse a été réalisée avec des bases de données
synthétiques. L’avantage de ces dernières est qu’elles permettaient de contrôler la façon
exacte dont l’information est encodée (c.-à-d. spatiale, temporelle ou spatiotemporelle),
en plus de pouvoir moduler facilement la difficulté du problème de classification (p. ex. en
augmentant le nombre de classes). Il serait toutefois intéressant d’effectuer une évaluation
similaire sur d’autres bases de données réelles, pour savoir si les conclusions sont similaires.
Contrairement aux expériences additionnelles dans cette thèse qui ont été réalisées sur
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la base de données standard MNIST [Lecun et al., 1998], l’usage de bases de données
événementielles serait à privilégier.
Un exemple de bases de données provenant de capteurs événementiels est donné au ta-
bleau 6.1. La représentation événementielle permet à ces données d’être traduites directe-
ment en trains de décharge d’entrée pour la méthode de classification par réservoir à base
de neurones à décharge. L’application à la base de données audio N-TIDIGITS18 [Anu-
mula et al., 2018] correspondrait à la reconnaissance des mots parlés se produisant dans
la voie auditive ventrale [DeWitt & Rauschecker, 2012 ; Marinković, 2004 ; Rauschecker &
Tian, 2000]. L’application à la base de données de chiffres manuscrits N-MNIST [Orchard
et al., 2015] correspondrait à la reconnaissance rapide des objets lors des mouvements
oculaires saccadiques dans le cerveau [Kirchner & Thorpe, 2006], se produisant dans la
voie visuelle ventrale [Mishkin, Ungerleider, & Macko, 1983]. L’application à la base de
données gestuelle DVS128-GESTURE [Hu et al., 2016] correspondrait à la reconnaissance
de l’action visuelle effectuée dans le cortex prémoteur [Gallese, Fadiga, Fogassi, & Riz-
zolatti, 1996 ; Iacoboni, Molnar-Szakacs, Gallese, Buccino, & Mazziotta, 2005 ; Rizzolatti,
Fadiga, Gallese, & Fogassi, 1996 ; Villarreal et al., 2008].
Dans le modèle proposé, la dimensionnalité de l’entrée doit être très faible (p. ex. 16 x 16)
pour permettre de bien reproduire la distribution des neurones et des synapses observée
dans le cortex. Ceci requiert que la topologie du modèle soit ajustée en fonction des
particularités de chaque base de données, ou qu’un prétraitement important (p. ex. ré-
échantillonnage spatial) soit réalisé pour réduire la dimensionnalité de la base de données.
Tableau 6.1 Exemple des bases de données événementielles utilisables pour
les tâches de classification dans cette thèse, et pouvant être catégorisées comme
ayant des types d’encodage spatial (p. ex. N-MNIST [Orchard et al., 2015]), tem-
porel (p. ex. N-TIDIGITS18 [Anumula et al., 2018]) et spatiotemporel (p. ex.
DVS128-GESTURE [Hu et al., 2016]) de l’information. N-TIDIGITS18 [Anu-
mula et al., 2018] est une base de données audio. N-MNIST [Orchard et al.,
2015] est une base de données de chiffres manuscrits. DVS128-GESTURE [Hu
et al., 2016] est une base de données gestuelle. Toutes ces bases de données com-
portent un nombre approximativement égal de classes (c.-à-d. 10), mais diffèrent
par leur taille (nombre total d’échantillons), la durée moyenne des échantillons,
le nombre total de canaux (dimensionnalité) ou leur topologie.
Base de données Taille Durée Nbre canaux Topologie
N-TIDIGITS18 4949 844.5 ms 64 1D (tonotopie)
N-MNIST 70000 306.0 ms 1568 2D (28 x 28, ON/OFF)
DVS128-GESTURE 1464 6525.6 ms 32768 2D (128 x 128, ON/OFF)
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6.2.4 Importance de l’information temporelle précise
L’utilisation de bases de données événementielles évite la nécessité de convertir des si-
gnaux analogiques en trains de décharge [p. ex. Schrauwen & Van Campenhout, 2004].
Ceci permet de conserver la précision temporelle inférieure à la milliseconde des cap-
teurs événementiels [p. ex. Serrano-Gotarredona & Linares-Barranco, 2013]. Il existe de
nombreuses preuves de l’importance des temps précis de décharge dans le traitement de
l’information au niveau cortical [Bohte, 2004]. Par exemple, la synchronisation précise de
décharges est connue pour se produire dans les voies sensorielles visuelles [Desbordes et
al., 2008] et auditives [Luo et al., 2018]. Il s’agit d’un aspect abordé dans cette thèse seule-
ment par la considération du temps de latence des décharges pour la lecture de l’état du
réservoir, où l’information temporelle précise est conservée. Les autres fonctions de lec-
ture considérées fournissent plutôt une information sur le taux de décharge, donc à faible
résolution temporelle.
Il est très difficile de concilier à la fois le codage temporel et par taux de décharge dans les
réseaux de neurones à décharge récurrents [Kumar et al., 2010]. Il faut donc être prudent
dans la conception du réservoir pour une tâche donnée. Bien que ces deux types de codage
soient connus pour coexister dans le cerveau [Bieler et al., 2017 ; Brette, 2015 ; Seth,
2015], il existe des preuves d’un biais vers le codage temporel [Ainsworth et al., 2012]. En
comparaison avec le codage par taux de décharge, le codage temporel a l’avantage d’être
plus rapide (c.-à-d. latence plus faible) et de transporter plus d’informations [Gerstner,
Kreiter, Markram, & Herz, 1997 ; Rullen & Thorpe, 2001 ; Storchi, Bale, Biella, & Petersen,
2012 ; Thorpe & Gautrais, 1998]. Il serait donc intéressant de voir quelles caractéristiques
de modélisation étudiées dans cette thèse influencent le codage temporel de l’information
dans le réservoir.
6.2.5 Analyse de la balance excitation-inhibition et criticalité
La balance excitation-inhibition qui découle du mécanisme de régulation homéostatique
décrit au chapitre 4 a été considérée dans un contexte applicatif en apprentissage machine
au chapitre 5. La balance excitation-inhibition est connue comme un ingrédient clé dans
la fonction corticale en termes de traitement de l’information et d’apprentissage [Denève,
Alemi, & Bourdoukan, 2017]. Toutefois, aucun effet significatif n’a été observé au niveau
des performances de reconnaissance dans les analyses réalisées au chapitre 5. Il serait
donc intéressant d’étudier davantage cette caractéristique de modélisation dans le contexte
d’un modèle de classification à base de réservoir de neurones à décharge, surtout sur
l’effet de la sensibilité du réservoir à la stimulation d’entrée. C’est que la séparation des
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stimulations d’entrée par la production d’activités neuronales évoquées distinctes dans
le réservoir contribue à la capacité computationnelle du réservoir [Maass & Natschläger,
2002]. Cet aspect est aussi en lien avec le concept de criticalité dans le domaine des
systèmes complexes.
La criticalité, un phénomène où de petits changements dans l’entrée entraînent un ef-
fet important sur l’état du réservoir, est connue pour émerger de la balance excitation-
inhibition [Lombardi, Herrmann, Perrone-Capano, Plenz, & De Arcangelis, 2012 ; Poil,
Hardstone, Mansvelder, & Linkenkaer-Hansen, 2012 ; Shew, Yang, Petermann, Roy, &
Plenz, 2009 ; Stimberg et al., 2009]. La criticalité permet de maximiser la plage dyna-
mique des entrées que le réservoir peut traiter [Kinouchi & Copelli, 2006 ; Shew et al.,
2009]. Elle suggère également l’utilisation d’un codage temporel précis plutôt que par des
taux de décharge [Vreeswijk & Sompolinsky, 1996], un aspect à étudier déjà relevé à la
section précédente. La criticalité serait donc une autre caractéristique de modélisation
à considérer sur l’effet des performances de reconnaissance avec méthodes par réservoir.
Cette étude potentielle amènerait aussi à étudier l’interaction entre la criticalité, le codage
temporel et la balance excitation-inhibition.
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ANNEXE A
STRUCTURE DU SYSTÈME VISUEL
A.1 Distribution des neurones dans les structures
A.1.1 Pourcentage de neurones GABAergiques
Les neurones peuvent communiquer entre eux principalement par le biais de connexions
synaptiques chimiques. Le glutamate et le GABA sont respectivement le principal neuro-
transmetteur excitateur et inhibiteur dans le cortex mammifère utilisé pour les connexions
synaptiques [Meldrum, 2018 ; Petroff, 2002]. L’interaction de l’excitation et de l’inhibition
est cruciale dans le cerveau pour réguler l’activité neuronale [Isaacson & Scanziani, 2011].
Les neurones dans le cerveau des mammifères peuvent être classés en deux grandes ca-
tégories : les neurones épineux (spiny) et lisses (smooth) [Shepherd, 2004]. Les neurones
épineux sont généralement excitateurs (p. ex. les cellules pyramidales) et les neurones
lisses sont généralement inhibiteurs (p. ex. les cellules nerveuses de type panier, chan-
delier et étoilé). Bien qu’il existe une grande variété d’interneurones inhibiteurs dans le
cortex [Markram et al., 2004], un seul type de neurone inhibiteur a été considéré dans
le modèle proposé. En effet, les effets bénéfiques d’avoir plus de variété et de complexité
en termes de morphologie neuronale ne sont pas bien connus par rapport à l’alternative
plus simple considérée. Comme les cellules pyramidales excitatrices sont prédominantes
dans le cortex visuel primaire [Peters & Yilmaz, 1993], un seul type de neurone exciteur a
également été considéré. Le tableau A.1 page suivante montre le pourcentage de neurones
inhibiteurs pour chaque structure du modèle.
A.1.2 Densité de cellules ganglionnaires dans la rétine
Chez le chat, l’aire moyenne de la rétine a été estimée à 510 mm2 [Hughes, 1975], avec un
nombre total de cellules ganglionnaires rétiniennes (RGCs) estimé à environ 116,250 [Stone,
1978] à 217,000 [Hughes, 1975]. Les cellules X sont le principal type de cellules ganglion-
naires rétiniennes dans la couche A du dLGN, avec une proportion de 88 % [Leventhal,
Rodieck, & Drehkr, 1985 ; Sur, Esguerra, Garraghty, Kritzer, & Sherman, 1987]. Ces cel-
lules présentent des champs récepteurs en arrangement centre et bordure concentrique
(center-surround), avec deux configurations (c.-à-d. centre-ON et centre-OFF) qui existent
sur des voies parallèles et agissent comme des systèmes indépendants [Wassle et al., 1981].
Il y a approximativement un nombre égal de cellules centre-ON et centre-OFF, car elles
sont souvent regroupées en paires [Wassle et al., 1981]. Comparativement aux cellules Y,
elles ont un diamètre de propagation dendritique plus petit et leurs propriétés de réponse
montrent une activité beaucoup plus soutenue [Saito, 1983]. La densité globale des cellules
ganglionnaires rétiniennes (centre-ON et centre-OFF) est la plus élevée au niveau de la
zone centrale (fovéa) avec environ 10,000 cellules ganglionnaires / mm2, et diminue avec
l’excentricité [Hughes, 1975 ; Stone, 1978]. L’excentricité correspond à la distance par rap-
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Tableau A.1 Pourcentage de neurones inhibiteurs (GABAergiques) dans
chaque couche des structures neuronales modélisées, estimé à partir des données
physiologiques du chat pour V1 [Gabbott & Somogyi, 1986], pour le dLGN [Le-
Vay & Ferster, 1979 ; Montero, 1991] et pour les RGCs [Van Horn et al., 2000].
Globalement, il y a environ 20 % de neurones GABAergiques dans le dLGN
et V1 fournissant une inhibition. Les RGC ne fournissent qu’une excitation à
travers les synapses rétinogéniculées.







dLGN dLGN-X-ON 20dLGN-X-OFF 20
RGC RGC-X-ON 0RGC-X-OFF 0
port à la fovéa, en degrés d’angle visuel. Il existe des profils de densité distincts pour les
axes d’azimut et d’élévation [Sanderson, 1971], bien que cela n’ait pas été pris en compte
dans la modélisation. Pour simplifier, une densité uniforme de cellules ganglionnaires réti-
niennes à travers le champ de vision spécifié θfov a été considérée. La densité moyenne des
cellules ganglionnaires rétiniennes pour un champ de vision donné a été estimée à partir
des données de Stone [1965], comme le montre la figure A.1 page suivante.
A.1.3 Densité de neurones dans le noyau géniculé latéral dorsal
La couche A1 du noyau géniculé latéral dorsal (dLGN) a été considérée, où les cellules de
type X sont le type de neurone principal avec une proportion de 76.5 % [Wilson et al.,
1976] et un nombre total estimé de 240,000 [Peters & Payne, 1993]. La densité neuronale
moyenne dans le dLGN pour un champ de vision donné a été estimée à partir des données
expérimentales, comme illustrée à la figure A.2 page suivante. La figure A.3 page 154
montre que le dLGN contient environ 4 à 5 fois plus de neurones que de RGCs.
A.1.4 Densité de neurones dans le cortex visuel primaire
Le cortex visuel primaire (V1) du chat a un degré élevé de différenciation cytoarchitecto-
nique, ce qui signifie qu’il s’agit d’une zone corticale avec des populations neuronales plus
denses avec une stratification claire [Goulas, Majka, Rosa, & Hilgetag, 2019 ; Hilgetag &
Grant, 2010]. Chez le chat, l’aire moyenne de V1 a été estimée à 399 mm2 [P. Ander-
son, Olavarria, & Van Sluyters, 1988], avec un nombre total de neurones d’environ 31
millions [Beaulieu & Colonnier, 1983]. Contrairement aux structures précédentes (RGC et
dLGN), une densité cellulaire uniforme dans V1 est considérée, et donc ne dépend pas du
champ de vision. La densité cellulaire moyenne dans V1 a été prise des données expéri-
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Figure A.1 Densité de cellules ganglionnaires rétiniennes (a) en fonction de
l’excentricité (c.-à-d. distance à la fovéa en degrés d’angle visuel), suivant les
données de Stone [1965]. Densité moyenne en (b) pour un champ de vision
donné θfov basé sur l’interpolation linéaire et l’intégration de la densité en (a)
pour les excentricités comprises dans l’intervalle [−θfov/2, θfov/2]. On peut voir
que la densité moyenne diminue considérablement avec le champ de vision, en
particulier lorsque le champ de vision est grand (c.-à-d. > 10 degrés).
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Figure A.2 Densité de neurones dans la couche A1 du dLGN en fonction de
l’excentricité (c.-à-d. distance à la fovéa en degrés d’angle visuel) en (a), sui-
vant les données de Shou et al. [2003]. Densité moyenne en (b) pour un champ
de vision donné θfov basé sur l’interpolation linéaire et l’intégration de la den-
sité en (a) pour les excentricités comprises dans l’intervalle [−θfov/2, θfov/2]. On
peut voir que la densité moyenne de neurones dans le dLGN diminue presque
linéairement avec le champ de vision pour l’intervalle [0, 10] degrés.
mentales de Beaulieu et Colonnier [1983], comme illustrée à la figure A.4 page suivante.
On peut observer que V1 contient environ 80 à 160 fois plus de neurones que le dLGN.
154 ANNEXE A. STRUCTURE DU SYSTÈME VISUEL
2 4 6 8 10



























Figure A.3 Rapport du nombre de neurones entre le dLGN et les RGC en
fonction du champ de vision θfov. Notez que bien que les densités neuronales du
dLGN et des RGCs soient presque les mêmes (non illustré), le facteur de gran-
dissement du dLGN est le double de celui de la rétine (tableau A.2 page 159). Le
dLGN couvre ainsi une surface beaucoup plus grande que la rétine pour le même
champ de vision, ce qui conduit à un rapport de densités cellulaires compris dans
l’intervalle [4, 5]. Ceci est conforme aux ratios précédemment rapportés pour le
chat [Friedlander et al., 1981 ; Peters & Payne, 1993 ; Sanderson, 1971].
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Figure A.4 Densité cellulaire moyenne dans les couches de V1 en (a), suivant
les données de Beaulieu et Colonnier [1983]. Rapport du nombre de neurones
en (b) entre V1 et la couche A1 dLGN en fonction du champ de vision θfov. On
peut voir que les couches V1-L2/3, V1-L4 et V1-L6 ont les densités cellulaires les
plus élevées. Le rapport du nombre de neurones V1/dLGN varie dans l’intervalle
[80, 160]. Ceci est également conforme au rapport de densité cellulaire observé
chez l’homme, où il y a environ 1 million de RGCs par oeil [Curcio & Allen,
1990], environ un nombre égal de RGC et de neurones LGN comme on le voit
chez les primates [Spear et al., 1996], et 140 millions de neurones dans V1 [Leuba
& Kraftsik, 1994].
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A.1.5 Distribution relative globale des neurones
Pour un champ de vision θfov donné, les estimations des densités de neurones permettent
de calculer pour chaque structure la distribution relative du nombre de neurones dans
chaque population. Ces distributions sont illustrées à la figure A.5 pour le dLGN et V1.
La distribution des cellules nerveuses (neurones) centre-ON et centre-OFF est équiprobable





























































































Figure A.5 Répartition des neurones entre les populations du (a) dLGN, et (b)
de V1. Un champ de vision de θfov = 5 degrés a été considéré. Pour le dLGN,
cette estimation est basée sur la proportion des neurones GABAergiques [Mon-
tero, 1991] et l’équiprobabilité des neurones centre-ON et centre-OFF [Wassle
et al., 1981]. Pour V1, cette estimation est basée sur la proportion des neurones
GABAergiques [Gabbott & Somogyi, 1986] et la distribution des neurones entre
les couches [Beaulieu & Colonnier, 1983]. La probabilité des neurones dans V1-
L1-exc est de 4.79× 10−4, ce qui signifie que même un modèle avec des millions
de neurones ne devrait pas avoir plus de quelques centaines de neurones dans
cette population.
A.1.6 Effet de l’ajustement du facteur d’échelle de V1
Il existe dans le système visuel une redondance importante au niveau fonctionnel pour les
neurones [Reich, 2001] et au niveau structurel pour les connexions synaptiques [Hiratani
& Fukai, 2018 ; W.-C. A. Lee et al., 2016]. Le facteur d’échelle sV1 permet de pondérer la
densité des neurones et des synapses lors de la construction du modèle, et ainsi de tenir
compte de cette redondance. La pondération du nombre de neurones dans V1 est faite de
façon linéaire (c.-à-d. multiplication par sV1). La pondération du nombre de synapses est
plutôt faite de façon quadratique (c.-à-d. multiplication par s2V1). Cette différence reflète le
fait que le nombre de synapses potentielles augmente de façon quadratique par rapport au
nombre de neurones dans V1, au niveau théorique dans le cas d’une connectivité dense et
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sans contraintes. Le facteur d’échelle sV1 est nécessaire dans cette thèse, car la simulation
de millions de neurones et des milliards de synapses a un impact computationnel important
(section 3.3.1 page 50). La réduction de la densité neuronale et synaptique permet de
conserver, jusqu’à un certain point, la fonction neuronale et la dynamique d’interaction
entre les neurones. Une valeur sV1 = 1 correspond aux densités de neurones et de synapses
comme estimées dans les sections précédentes selon les données anatomiques. Une valeur
sV1 = 0.1 correspond à avoir seulement 10% des neurones et 1% des synapses dans le
modèle, donc une densité significativement moindre. L’effet du facteur d’échelle sV1 sur
la taille du modèle en termes du nombre de neurones, et en fonction du champ de vision
θfov souhaité est illustré à la figure A.6. Similairement, l’effet du facteur d’échelle sur le
nombre total de synapses dans le modèle est illustré à la figure A.7 page suivante.
Notez que les analyses théoriques dans cette section sont valides seulement si aucune
contrainte n’est posée sur la dimensionnalité de l’entrée servant à exciter la population de
neurones. En réalité, l’introduction d’une contrainte est nécessaire pour éviter l’explosion
du nombre de neurones dans V1, même pour une faible dimensionnalité en entrée (sec-
tion 2.3.1 page 21). Cette explosion est causée par le fait qu’il y a de 200 à 800 fois plus
de neurones dans V1 que de neurones en entrée dans la rétine (figures A.2 page 153 et A.4
page 154). La section 2.3.3 page 23 discute de façon plus détaillée de l’incorporation de
cette contrainte.
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Figure A.6 Nombre total de neurones dans le modèle en fonction du champ
de vision θfov et facteur d’échelle sV1. Notez l’échelle logarithmique sur l’origine
et la façon dont le nombre de neurones augmente dans le modèle de plusieurs
ordres de grandeur avec le champ de vision. Un facteur d’échelle V1 réduit (p. ex.
sV1 = 0.01) conduit à des simulations gérables sur un ordinateur standard et
qui nécessiteraient autrement trop de ressources de calcul à l’échelle originale
(sV1 = 1.0).
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Figure A.7 Nombre total de synapses dans le modèle en fonction du facteur
d’échelle sV1. Notez l’échelle logarithmique sur l’axe des ordonnées et la façon
dont le nombre de synapses augmente dans le modèle de plusieurs ordres de
grandeur avec le facteur d’échelle. Même un facteur d’échelle V1 réduit (p. ex.
sV1 = 0.01) conduit à des modèles nécessitant la simulation de plusieurs milliards
de synapses. Notez que le nombre total de synapses dans le modèle ne dépend
pas du champ de vision θfov.
A.1.7 Effet de la densité neuronale sur l’acuité visuelle à la rétine
Une approximation de l’acuité visuelle 1 peut être calculée à partir du modèle par vacuity =√
NRGC-X-ON / θfov, sachant que les RGC sont organisés selon un motif de grille [Wassle et
al., 1981] et qu’une densité uniforme sur le champ de vision θfov a été considérée. Seul le
nombre de neurones NRGC-X-ON ou NRGC-X-OFF dans la population ON ou OFF centre doit
être pris en compte, car ils sont physiologiquement et anatomiquement distincts [Schiller,
1992, 2010 ; Swadlow et al., 2007 ; Wassle et al., 1981 ; Westheimer, 2007] et de proportions
égales [Wassle et al., 1981]. L’acuité visuelle en fonction du champ de vision est illustrée
à la figure A.8 page suivante, en fonction ou non d’une contrainte sur le nombre total de
neurones N totneu dans le modèle.
1. L’acuité visuelle (l’unité est le nombre de cycles par degré, dénotée cpd) correspond à la capacité du
système visuel à être sélectif à une stimulation avec une fréquence spatiale élevée (p. ex. une ligne noire
fine sur un fond blanc).
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(a) Sans contrainte (N totneu =∞)
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(b) Avec contrainte (N totneu = 40000)
Figure A.8 Acuité visuelle en cycles par degré (cpd) en fonction du champ
de vision θfov, dans le cas (a) idéal sans contrainte et (b) avec contrainte sur
le nombre total de neurones dans le modèle. Le cas idéal sans contrainte est
conforme aux valeurs précédemment rapportées pour le chat (indiqué par la
bande grise), allant d’environ 5 cpd [Cleland et al., 1971 ; Enroth-cugell & Rob-
son, 1966 ; Smith, 1936] à 9 cpd [Jacobson et al., 1976]. Notez que l’acuité visuelle
dépend du facteur d’échelle sv1 de V1 seulement s’il existe une contrainte sur le
nombre total de neurones N totneu dans le modèle.
A.2 Organisation spatiale des neurones
A.2.1 Facteurs de grandissement des structures
Un grandissement 2 du champ visuel se produit à tous les niveaux de la voie visuelle [p. ex.
Albus, 1975 ; Crémieux, Orban, & Duysens, 1984 ; Stone, 1965 ; Tusa et al., 1978]. Cette
distorsion du champ visuel vise à mettre l’accent sur le champ visuel central plutôt que
périphérique, mais n’affecte pas l’organisation rétinotopique. Par exemple, chez le chat, 50
% de la zone corticale est dédiée au champ visuel central de 10 degrés [Tusa et al., 1978].
On sait également que la taille des champs récepteurs augmente avec l’excentricité [Albus,
1975 ; Crémieux et al., 1984 ; Tusa et al., 1978], bien que cela n’ait pas été pris en compte
dans le modèle. Les facteurs de grandissement sont indiqués dans le tableau A.2 page
suivante. Notez que le facteur de grandissement au niveau du dLGN est de 0.6 mm /
degré d’azimut à 0 degré d’excentricité, et diminue à 0.2 mm / degré d’azimut à 5 degrés
d’excentricité [Sanderson, 1971]. Pour simplifier, un facteur de grandissement moyen de
0.4 mm / degré a été considéré, donc pour un champ de vision typique de 5 degrés.
2. Terminologie du domaine de l’optique.
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Tableau A.2 Facteurs de grandissement des différentes structures neuronales
de la voie visuelle simulées dans le modèle. Les facteurs de grandissement ont
été estimés à partir des données physiologiques du chat pour V1 [Albus, 1975],
le dLGN [Sanderson, 1971] et la rétine [Holden et al., 1987] en considérant une
excentricité (c.-à-d. distance à la fovéa en degrés d’angle visuel) maximale de
5 degrés. On remarque que le facteur de grandissement augmente de manière
significative de la rétine à V1.




A.2.2 Dimensions physiques des structures
Les facteurs de grandissement décrit au tableau A.2 sont utilisés pour calculer les dimen-
sions et les surfaces réelles de chaque couche en fonction du champ de vision. Dans le
modèle proposé, le champ de vision et les surfaces corticales sont considérés comme car-
rés, même si en réalité le champ de vision dans la rétine est plutôt circulaire. Ceci permet
de simplifier grandement la représentation spatiale des structures. Par exemple, dans le
modèle, un champ de vision de 5 degrés signifie une surface de 0.95 x 0.95 mm (0.9 mm2)
à la rétine, 2 x 2 mm (4 mm2) au dLGN et 5 x 5 mm (25 mm2) à V1. Quant à l’épaisseur
de chaque couche, elle est décrite dans le tableau A.3 page suivante.
Les populations de la rétine X-ON et X-OFF sont connues pour être organisées en motifs
de mosaïque qui couvrent tout le champ visuel [Wassle et al., 1981]. Dans le modèle, les
RGC sont ainsi organisés en une grille 2D régulière pour imiter ces motifs en mosaïque
et placés à une position de profondeur aléatoire dans les limites d’épaisseur de la rétine.
Pour toutes les autres couches, les positions spatiales des neurones sont échantillonnées
aléatoirement (avec une distribution uniforme) en fonction des dimensions de surface et
de l’épaisseur spécifiques de leur couche respective. Ceci est illustré dans la figure A.10
page 161 pour V1.
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Tableau A.3 Épaisseur des couches estimée à partir des données physiologiques
du chat pour V1 [Stepanyants et al., 2009], le dLGN [Humphrey et al., 1985]
et la rétine [Brown & Major, 1966 ; Budzynski et al., 2008 ; Saito, 1983]. Notez
que les sous-populations X-ON et X-OFF partagent la même couche (dans le
dLGN et la rétine), car elles sont connues pour être des voies parallèles qui sont
à la fois physiologiquement et anatomiquement distinctes [Schiller, 1992, 2010 ;
Swadlow et al., 2007 ; Wassle et al., 1981 ; Westheimer, 2007].







dLGN X-ON et X-OFF 500
RGC X-ON et X-OFF 100
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Figure A.9 Visualisation de 400 RGCs dans un modèle généré pour un champ
de vision θfov de 5 degrés. En (a) on peut voir que les neurones sont répartis à
une profondeur aléatoire à l’intérieur de la couche. On remarque toutefois en (b)
qu’ils sont organisés en grille sur le plan X-Y.
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(a) L1 seulement (b) L2/3 seulement
(c) L4 seulement (d) L5 seulement
(e) L6 seulement
Figure A.10 Visualisation de 10000 neurones V1 dans un modèle généré pour
un champ de vision θfov de 5 degrés. Les neurones sont répartis de manière
uniforme et aléatoire sur le volume cortical défini pour leur couche respective
(c-.à-d. L1, L2/3, L4, L5 et L6). Les plans en gris représentent les frontières
entre les couches. Pour fins d’illustration seulement, les ensembles de neurones
de chacune des couches sont affichés séparément en (a) à (e). On remarque que
les couches L2/3, L4 et L6 possèdent les plus grandes densités de neurones,
conformément aux données du tableau A.5(b) page 155 sur la répartition des
neurones entre les couches. L’épaisseur de chacune des couches est aussi visible
sur l’axe Z, conformément aux valeurs précisées au tableau A.3 page précédente.
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A.3 Distribution des synapses dans les structures
A.3.1 Projections synaptiques rétinogéniculées
Il a été estimé que seulement 7.1 % des synapses afférentes aux neurones relais excitateurs
dans la couche A du dLGN proviennent de projections rétinogéniculées [Van Horn et al.,
2000]. Pour les interneurones inhibiteurs, le pourcentage est beaucoup plus élevé à 48,7
% [Van Horn et al., 2000]. Lorsque l’on tient compte des populations X-ON et X-OFF de
proportion égale [Wassle et al., 1981] et de la proportion d’interneurones inhibiteurs dans
le dLGN (tableau A.1 page 152), on obtient un nombre total de synapses rétinogéniculées
égal à 8.8× 108.
A.3.2 Projections synaptiques intragéniculées et géniculocorticales
Le nombre total de synapses géniculogéniculées dans la couche A1 du dLGN a été es-
timé à 8.4× 108 à partir des données de Van Horn et al. [2000] et du nombre total de
synapses corticogeniculées [Budd, 2004]. Ceci est à peu près égal au nombre de synapses
rétinogéniculées fournissant une excitation dominante. Il a été estimé que le nombre total
de synapses excitatrices-excitatrices et excitatrices-inhibitrices dans V1, y compris les sy-
napses géniculocorticales, est respectivement 1.36× 1011 et 2.10× 1010 [Binzegger et al.,
2004]. Les projections géniculocorticales des neurones relais excitateurs du dLGN aux neu-
rones excitateurs et inhibiteurs des couches L4 et L6 ne représenteraient respectivement
que 0.8 % et 0.7 % de ces synapses [Binzegger et al., 2004]. Le nombre total de synapses
géniculocorticales a donc été estimé à 1.2× 109.
A.3.3 Projections synaptiques intracorticales et corticogéniculées
Il a été estimé que le nombre total de synapses corticocorticales est de 1.2× 1011 [Binzegger
et al., 2004], et le nombre total de synapses corticogéniculées de 5.6× 109 [Budd, 2004].
Alors que le nombre de synapses corticogéniculées ne représente que 4.5 % de toutes les
synapses provenant de V1, elles représentent 76.5 % de toutes les synapses du dLGN. Il
existe donc une forte rétroaction de V1 vers le dLGN.
A.3.4 Distribution relative globale des synapses
Plusieurs études anatomiques ont rapporté la distribution fine et détaillée des synapses au
sein des sous-populations excitatrices et inhibitrices des neurones dans le dLGN [Van Horn
et al., 2000] et dans V1 [Binzegger et al., 2004]. Lorsque l’on tient compte des populations
des X-ON et X-OFF de proportion égale [Wassle et al., 1981] et de la proportion d’inter-
neurones inhibiteurs dans chaque couche (tableau A.1 page 152), il est possible d’estimer
le nombre total de synapses entre chaque population dans la voie visuelle. Ceci est illustré
au tableau A.4 page suivante. Notez qu’il n’y a pas de synapses entre les populations X-ON
et X-OFF dans la rétine et le dLGN [Schiller, 1992, 2010 ; Swadlow et al., 2007 ; Wassle
et al., 1981 ; Westheimer, 2007].
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A.4 Connectivité synaptique des structures
Les neurones dans le cortex visuel primaire (V1) du chat possèdent des arborisations très
complexes [p. ex. Ferster & Levy, 1978 ; Gabbott, Martin, & Whitteridge, 1987 ; Gilbert,
1983 ; Gilbert & Wiesel, 1979, 1983 ; Kisvárday & Eysel, 1992]. Cependant, il est connu qu’il
existe dans V1 un regroupement significatif au niveau des boutons le long des dendrites
axonales [Binzegger et al., 2007 ; Martin, Roth, & Rusch, 2017]. Ceci est illustré à la
figure A.11.
Vue de côté Vue d'en haut
Figure A.11 Reconstruction 3D d’une cellule pyramidale (neurone excitateur)
située dans la couche L2/3 du cortex visuel du chat, adaptée de [Martin et al.,
2017] selon la license CC-BY 4.0. L’emplacement du corps cellulaire (soma) est
indiqué par un triangle blanc, tandis que les boutons axonaux sont représentés
par des points noirs le long des dendrites apicales. Les zones ombrées indiquent
la présence de grappes synaptiques potentielles (à titre illustratif uniquement),
qui peuvent s’étendre loin du soma. Barre d’échelle 1 mm.
A.4.1 Nombre de grappes et diamètres des projections synap-
tiques
Des observations qualitatives des axes axonaux rétinogéniculés des cellules X ont montré
la présence d’une seule grappe synaptique [Sur et al., 1987], avec un diamètre moyen de
140 µm [Sur & Sherman, 1982]. Il y a eu des observations similaires pour les projections
géniculocorticales des cellules X [Antonini & Stryker, 1993]. La surface de la grappe unique
était toutefois dans la plage [0.6, 0.9] mm2 [Humphrey et al., 1985]. Un diamètre moyen
de grappe de 970 µm a donc été considéré pour les projections géniculocorticales. Les pro-
jections corticogéniculées semblent également être fortement concentrées dans une seule
grappe [McCart & Henry, 1994 ; Murphy & Sillito, 1996 ; Robson, 1983, 1984]. Pour ces
dernières, un diamètre moyen de 500 µm [Murphy & Sillito, 1996 ; Robson, 1984] a été
considéré, bien que des diamètres allant jusqu’à 1000 µm aient déjà été observés [Albus,
1975 ; Murphy & Sillito, 1996]. Dans l’ensemble, les données morphologiques semblent ré-
véler qu’une seule grappe serait nécessaire pour modéliser les arborisations dendritiques
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des projections synaptiques entre les structures (RGC, dLGN et V1). Cependant, ce n’est
pas le cas pour les projections corticocorticales, où les axones ont généralement une arbori-
sation plus complexe et comportent un certain nombre de grappes synaptiques [Binzegger
et al., 2007].
Suivant les données de Binzegger et al. [2007], le nombre Nc de grappes synaptiques spé-
cifique à chaque neurone de V1 dans le modèle proposé varie dans l’intervalle [1, 7]. La
figure A.12 page suivante montre les distributions de probabilité du nombre de grappes
Nc pour les différents types de neurones dans V1.
Pour l’ensemble des grappes associées à un neurone donné, un rang distinct (dénoté rc)
est attribué à chacune des grappes. Comme le montre l’équation A.1 suivant Binzegger
et al. [2007], le diamètre de la grappe dépend de son rang et aussi du type de neurones
(c.-à-d. neurone excitateur ou inhibiteur). Plus le rang est élevé, plus la taille de la grappe
diminue. La grappe de rang rc = 1 est donc celle qui comporte la plus grande taille.
dc =
{
540 · r−0.42c si neurone excitateur présynaptique
360 · r−0.55c si interneurone inhibiteur présynaptique
(A.1)
où rc est le rang de la grappe, dc est le diamètre mesuré en unité µm.
Pour l’ensemble des grappes associées à un neurone donné, un poids wc,rel qui détermine
la proportion relative du nombre total de synapses par neurone est attribué à chacune des
grappes. Ceci est décrit par l’équation A.2 suivant Binzegger et al. [2007]. On remarque
que plus le rang rc de la grappe est élevé, plus le nombre total de synapses potentielles
dans la grappe sera faible.







où Nc est le nombre de grappes, wic,abs et w
i
c,rel sont
respectivement les poids absolus et relatifs de la i-eme grappe.
Dans le dLGN, les collatérales axonales sont rares et ne se produisent que pour une pe-
tite fraction des neurones relais [Friedlander et al., 1981]. En effet, les dendrites distales
des interneurones inhibiteurs dans le dLGN servent autant de terminaux présynaptiques
(pour les neurones relais) que de terminaux postsynaptiques (pour les RGCs) [Cox & Sher-
man, 2000 ; Cox, Zhou, & Sherman, 1998 ; Guillery, 1969 ; Hamos, Van Horn, Raczkowski,
Uhlrich, & Sherman, 1985]. Pour ces neurones, le diamètre de la grappe a été considéré
comme égal au diamètre de l’arbre dendritique basal, qui a été estimé à 600 µm [Bloom-
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field & Sherman, 1989]. Le tableau A.5 résume toutes les valeurs de diamètres des grappes
considérées pour les structures et types de neurones du modèle proposé.
1 2 3 4 5 6 7


















Figure A.12 Distribution du nombre de grappes synaptiques pour les neurones
excitateurs et les interneurones inhibiteurs dans les couches de V1, suivant les
données de Binzegger et al. [2007]. Le nombre moyen de grappes est de 3.0 pour
les neurones excitateurs et de 2.4 pour les interneurones inhibiteurs. Bien que
le nombre moyen de grappes par neurone est assez similaire pour les deux types
de neurones, la distribution pour les neurones excitateurs est plus dispersée sur
la plage possible.
A.4.2 Organisation rétinotopique des projections synaptiques
Même s’il est connu que l’organisation rétinotopique est conservée dans la voie visuelle au
niveau du dLGN [Sanderson, 1971] et de V1 [Humphrey et al., 1985], il y a un certain
degré de convergence et de divergence dans les projections géniculocorticales. D’après des
études anatomiques, ces projections de la couche laminaire A du dLGN se sont avérées
avoir une convergence de 0.4 mm et une divergence de 2 mm [Salin et al., 1989]. Considérant
que le diamètre de la grappe peut aller jusqu’à 1 mm pour les projections géniculocor-
ticales [Humphrey et al., 1985], et que le diamètre des dendrites basales soit autour de
Tableau A.5 Diamètre de la grappe synaptique axonale, estimé à partir des
données physiologiques du chat pour V1 [Binzegger et al., 2007], dLGN [Bloom-
field & Sherman, 1989 ; Friedlander et al., 1981] et les RGCs [Sur & Sherman,
1982]. Abréviations : EXC = neurones excitateurs, INH = interneurones inhibi-
teurs.
Structure Type de neurone Diamètre de la grappe [µm]
V1 EXC 600
INH 500
dLGN EXC, X-ON et X-OFF 350INH, X-ON et X-OFF 600
RGC X-ON et X-OFF 140
A.4. CONNECTIVITÉ SYNAPTIQUE DES STRUCTURES 167
600 µm [Binzegger et al., 2007], il n’est pas improbable que la connectivité synaptique
seule puisse expliquer cette divergence. En fait, les projections géniculocorticales des cel-
lules Y, qui ne sont pas prises en compte dans le modèle proposé, pourraient également
combler l’écart, car leurs surfaces sont 1.6 fois plus grandes que les cellules X [Humphrey
et al., 1985] et comportent plusieurs grappes [Binzegger et al., 2007]. L’organisation rétino-
topique dans V1 serait basée sur le principe de champs récepteurs partiellement décalés et
chevauchant [Marshall & Talbot, 1942], qui créent une représentation continue du champ
visuel plutôt qu’une cartographie point à point stricte et en mosaïque [Albus, 1975]. Il
ne semble donc pas nécessaire de tenir compte du caractère aléatoire supplémentaire de
la position des grappes synaptiques par rapport au soma du neurone présynaptique, en
particulier pour les projections qui ne comportent qu’une seule grappe (c.-à-d. toutes sauf
les projections corticocorticales).
A.4.3 Positions relatives au soma des grappes synaptiques
Dans l’approximation de l’arborisation axonale considérée, la grappe primaire (rang rc = 1)
est toujours près du centre, et les grappes restantes (rang rc > 1) sont réparties de façon
uniforme autour du centre pour former une structure en forme de roue à rayons [Binzegger
et al., 2007]. Ceci est illustré à la figure A.13 page suivante. À partir des données de Binzeg-
ger et al. [2007], la distance au soma de la grappe de rang 1 pour toutes les couches de V1
a été estimée comme une distribution gaussienne N (µ, σ2), avec une moyenne de 73 µm
et un écart-type de 52 µm. La moyenne et l’écart-type de la distribution pour la grappe
de rang 2 sont respectivement de 725 µm et 488 µm. La moyenne et l’écart-type de la
distribution pour tous les autres g (c.-à-d. rang rc > 2) sont respectivement de 882 µm et
447 µm. Notez que la couche L2/3 a une distribution spécifique rehaussant les projections
longue distance [Binzegger et al., 2007]. Pour les projections provenant des interneurones
inhibiteurs de la couche L2/3, la moyenne et l’écart-type de la distribution pour tous sauf le
groupe de rang 1 (c.-à-d. rang rc > 1) ont été estimés respectivement à 457 µm et 160 µm.
Pour les projections provenant de neurones excitateurs de la couche L2/3, l’étalement ho-
rizontal était beaucoup plus élevé avec une moyenne et un écart-type de respectivement
1234 µm et 464 µm. Le tableau A.6 page 169 résume toutes les valeurs obtenues de dis-
tance au soma. Notez que les neurones excitateurs de la couche L2/3 ont également une
distribution de grappes spécifique, où elles projettent souvent en même temps dans la
couche L5 pour les rangs rc > 1 [Binzegger et al., 2007]. Cette contrainte a été considérée
durant la modélisation, lors de la sélection de la sous-population cible pour chaque grappe.
Tous les autres neurones des couches de V1 n’ont qu’une seule sous-population cible prin-
cipale pour leurs projections synaptiques. Pour introduire des variabilités supplémentaires
dans les projections (comme illustré à la figure A.14 page 170), une fois que les positions
relatives des grappes synaptiques au soma ont toutes été échantillonnées, une rotation
aléatoire dans la plage [0, 2π] a été appliquée autour du centre du neurone (c.-à-d. dans le
plan XY uniquement).
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Figure A.13 Exemple de grappes synaptiques (représentées en noir et reliées au
soma par une ligne) pour les neurones excitateurs, avec un nombre de grappes
Nc allant de 1 (en haut à gauche) à 7 (en bas à droite). La grappe de rang
rc = 1 a toujours le plus grand diamètre et est généralement située le plus près
du soma (indiquée par le triangle blanc). Les neurones à grappes multiples ont
des dendrites apicales qui s’étendent loin des dendrites basales (représentées en
gris). La ligne pointillée englobe toutes les grappes pour un neurone donné. Vue
de dessus. Barre d’échelle 1 mm.
A.4.4 Diamètres des arbres dendritiques basaux
L’arbre dendritique basal des neurones (c.-à-d. qui reçoit les projections synaptiques af-
férentes) a été modélisé à l’aide d’un simple champ circulaire 2D. Cette approximation
correspond bien à l’arborisation circulaire des RGCs [Leventhal et al., 1985] et aux ar-
borisations légèrement asymétriques des interneurones et des neurones relais excitateurs
dans le dLGN [Bloomfield & Sherman, 1989 ; Friedlander et al., 1981]. C’est également le
cas pour les formes d’arborisation dans V1, tel que ceux des cellules en panier [Somogyi,
Kisvárday, Martin, & Whitteridge, 1983], des cellules pyramidales et étoilées [Gilbert &
Wiesel, 1979]. Le tableau A.7 page suivante montre le diamètre de l’arbre dendrite basal
pour les différentes structures et les types de neurones dans le modèle. Notez que dans le
cortex visuel du primate, ce diamètre est homogène dans L2/3 à travers toute la surface
corticale et ne dépend pas du facteur de grossissement local [Oga, Okamoto, & Fujita,
2016]. Il n’y a pas non plus de différence significative entre l’étendue horizontale des den-
drites basales chez la souris et le primate V1 [Gilman, Medalla, & Luebke, 2017]. En fait,
les propriétés morphologiques des neurones pyramidaux V1-L3 chez la souris et le primate
sont les mêmes, et ce qui diffère le plus, ce sont leurs propriétés électrophysiologiques [Gil-
man et al., 2017]. L’hypothèse est faite que ces résultats sont également valables pour le
chat.
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Tableau A.6 Estimation de la distance au soma des grappes en fonction du
type de neurone et du rang rc de la grappe, selon les données de Binzegger et al.
[2007]. La distribution gaussienne N (µ, σ2) est utilisée pour l’approximation.
On remarque que la couche L2/3 a une distribution spécifique rehaussant les
projections longue distance, surtout pour les neurones excitateurs [Binzegger et
al., 2007]. Notez que les structures comme le dLGN et les RGCs ne possèdent
qu’une seule grappe centrée sur le soma. Abréviations : EXC = neurones exci-
tateurs, INH = interneurones inhibiteurs.
Structure Type de neurone
Distance au soma
Rang rc = 1 Rang rc = 2 Rang rc > 2
µ (σ) [µm] µ (σ) [µm] µ (σ) [µm]
V1
L1, L4, L5, L6 73 (52) 725 (488) 882 (447)
EXC, L2/3 1234 (464) 1234 (464) 1234 (464)
INH, L2/3 457 (160) 457 (160) 457 (160)
dLGN X-ON et X-OFF - - -
RGC X-ON et X-OFF - - -
Tableau A.7 Diamètre de l’arbre dendritique basal, estimé à partir des données
physiologiques du chat pour V1 [Binzegger et al., 2007 ; Tamás et al., 1997], le
dLGN [Bloomfield & Sherman, 1989 ; Ferster & Levy, 1978] et les RGCs [Leven-
thal et al., 1985]. Notez que dans le dLGN, les interneurones ont à peu près le
double de l’étendue basale des neurones relais excitateurs. Abréviations : EXC
= neurones excitateurs, INH = interneurones inhibiteurs.
Structure Type de neurone Diamètre basal [µm]
V1 EXC 600
INH 500
dLGN EXC, X-ON et X-OFF 350INH, X-ON et X-OFF 600
RGC X-ON et X-OFF 200
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Figure A.14 Exemple de variabilité dans l’échantillonnage des grappes synap-
tiques (montrées en noir et reliées au soma par une ligne) pour les neurones
excitateurs, avec un nombre de grappes Nc = 6. Les grappes de rang élevé (c.-à-
d. rang rc > 1), bien que plus petites, peuvent s’étendre à plusieurs millimètres
du soma (indiqué par le triangle blanc). Les dendrites basales sont représentées
en gris. La ligne pointillée englobe toutes les grappes pour un neurone donné.
Vue de dessus. Barre d’échelle 1 mm.
A.4.5 Organisation spatiale des synapses
L’intégration dendritique des potentiels d’action postsynaptiques est une composante im-
portante du traitement de l’information dans le cerveau [Magee, 2000 ; G. J. Stuart &
Spruston, 2015 ; Williams & Atkinson, 2008]. En effet, avant même d’atteindre le soma, les
potentiels d’actions interagissent entre eux en se propageant dans l’arbre dendritique basal
du neurone postsynaptique. La position des synapses joue alors un rôle crucial sur l’inté-
gration, car elle influence l’atténuation et les délais causés par cette propagation [Bloom-
field & Sherman, 1989 ; Ohana, Portner, & Martin, 2012 ; G. Stuart & Spruston, 1998].
Ceci requiert toutefois la modélisation de la propagation des potentiels d’actions dans la
morphologie complexe 3D des arbres dendritiques, ce qui n’est pas considéré dans cette
thèse. Il est toutefois possible de considérer seulement l’atténuation causée par la propa-
gation dendritique en fonction de la distance entre la synapse et le soma. Dans ce cas, les
synapses doivent être positionnées dans l’espace. Dépendamment du type de synapses (c.-
à-d. excitatrice ou inhibitrice), la probabilité de se connecter plus ou moins loin du soma
est différente. En effet, on remarque une plus forte concentration de synapses inhibitrices
près du soma [J. C. Anderson et al., 1994 ; Beaulieu & Somogyi, 1990 ; Behabadi et al.,
2012 ; Kisvárday et al., 1986 ; Somogyi, 1989]. On parlera alors de connexion proximale
à l’intérieur d’un rayon de 50 µm du soma, et de connexion distale pour une distance
supérieure [J. C. Anderson et al., 1994]. Suivant les données expérimentales de J. C. An-
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derson et al. [1994] sur les positions des synapses dans l’aire visuelle du chat, les proba-
bilités de connexion proximale ppre→postproximale et distale p
pre→post
distale ont été estimées aux valeurs
suivantes : ppre→postproximale = 0.4 et p
pre→post
distale = 0.6 (synapses excitatrices), p
pre→post
proximale = 0.9 et
ppre→postdistale = 0.1 (synapses inhibitrices). L’échantillonnage de la position des synapses est
effectué comme suit : si une connexion synaptique est possible (c.-à-d. s’il y a recoupement
partiel ou total d’une grappe synaptique afférente et du champ basal) et qu’elle est sélec-
tionnée durant l’échantillonnage de l’ensemble des synapses, la position de la synapse est
échantillonnée de façon aléatoire et uniforme à l’intérieur du champ basal postsynaptique.
Dépendamment du type de la synapse (c.-à-d. excitatrice ou inhibitrice) et des probabilités
de connexion proximale ppre→postproximale et distale p
pre→post
distale estimées plus haut, la région valide
pour l’échantillonnage sera dans un rayon r < 50 µm du soma dans le cas proximal et
50 µm < r < rbasal du soma dans le cas distal. Ici, rbasal est le rayon de l’arbre dendritique
basal qui dépend du type de neurone (c.-à-d. excitatrice ou inhibitrice) et de la structure
corticale (c.-à-d. V1, dLGN et RGC), comme défini au tableau A.7 page 169. Un exemple
d’organisation spatiale des synapses dans le modèle du point de vue d’un arbre dendritique
basal est illustré à la figure A.15 page suivante. Un exemple similaire, mais du point de
vue des grappes synaptiques apicales, est aussi illustré à la figure A.16 page 173.



























Figure A.15 Exemple d’organisation spatiale des synapses afférentes à un neu-
rone excitateur de la couche L2/3 pour les régions distales et proximales. L’em-
placement du corps cellulaire (soma) est indiqué par un triangle blanc. L’arbre
dendritique basal (c.-à-d. dendrites du soma qui reçoivent les projections synap-
tiques afférentes) est représenté en gris. Les synapses excitatrices et inhibitrices
sont respectivement représentées par des cercles blancs et noirs. Pour la région
proximale en (b), la ligne pointillée délimite la région distale et proximale. Notez
la plus faible proportion de synapses inhibitrices comparativement aux synapses
excitatrices. On remarque toutefois une plus forte concentration de synapses
inhibitrices dans la région proximale (r < 50 µm), comme observé expérimen-
talement [J. C. Anderson et al., 1994 ; Beaulieu & Somogyi, 1990 ; Behabadi
et al., 2012 ; Kisvárday et al., 1986 ; Somogyi, 1989]. Ceci contribue à une plus
faible atténuation causée par la propagation des potentiels d’action dans l’arbre
dendritique basal (section B.5 page 195). Les positions x et y sont relatives au
soma. Vue de dessus.
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Figure A.16 Exemple d’organisation spatiale des synapses efférentes (cercles
blancs) d’un neurone excitateur de la couche L2/3. L’emplacement du corps
cellulaire (soma) est indiqué par un triangle blanc. L’arbre dendritique basal
(c.-à-d. dendrites du soma qui reçoivent les projections synaptiques afférentes)
est représenté en gris. Les grappes synaptiques qui modélisent la structure des
dendrites apicales (c.-à-d. dendrites de l’axone qui émettent des projections sy-
naptiques efférentes) sont représentées en noir, et reliées au soma par une mince
ligne. On remarque une forte concentration de synapses autour des grappes sy-
naptiques, car la position des synapses n’est pas contrainte à l’intersection des
arbres dendritiques pré- et postsynaptiques. S’il y recoupement des arbres, la
position de chaque synapse est échantillonnée de façon aléatoire dans le champ
circulaire basal du neurone postsynaptique (non illustré). Les positions x et y
sont relatives au soma. Vue de dessus.
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A.4.6 Contraintes spécifiques et globales sur la connectivité
Des contraintes additionnelles sur le nombre minimal de connexions afférentes et efférentes
pour certains neurones ont aussi été intégrées. Pour les projections rétinogéniculées, chaque
cellule rétinienne ganglionnaire projette sur environ 20 cellules relais du dLGN [Friedlan-
der et al., 1981 ; Hamos, Van Horn, Raczkowski, & Sherman, 1987 ; Sanderson, 1971].
Compte tenu du fait qu’il existe de 2.5 à 5 fois plus de cellules dans le dLGN que de
RGCs [Bishop et al., 1953 ; Friedlander et al., 1981 ; Peters & Payne, 1993 ; Sanderson,
1971], ceci signifie que chaque cellule relais du dLGN reçoit en moyenne 4-8 projections
synaptiques afférentes provenant des RGCs. Une valeur fixe égale à 8 a donc été considé-
rée. Pour les projections géniculocorticales vers les cellules excitatrices de la couche L4, ce
nombre de projections afférentes a été estimé dans la plage de [10, 30] [K. Tanaka, 1983].
Une valeur fixe égale à 20 a donc été considérée. Pour les projections géniculocorticales
vers les cellules inhibitrices de la couche L4, une valeur proportionnelle au rapport du
nombre de synapses géniculocorticales entre L4-inh et L4-exc égale à 4 a été considérée.
Comme il existe aussi des projections géniculocorticales vers la couche L6, des valeurs
proportionnelles au rapport du nombre de synapses géniculocorticales entre L6 et L4 ont
été considérées. Il s’agit de 7 projections géniculocorticales afférentes pour L6-exc et de 2
projections géniculocorticales afférentes pour L6-inh.
L’analyse effectuée à la section 2.4.1 page 27 considère les contraintes spécifiques et glo-
bales sur la connectivité synaptique décrite dans cette section, et montre une dégradation
de la qualité de la modélisation structurelle qui s’amplifie plus le nombre de neurones
total dans le modèle est élevé. Lorsque ces contraintes ne sont pas considérées (figure A.17
page suivante), c’est plutôt le phénomène inverse qui survient. Il est donc clair que les
contraintes spécifiques et globales sur la connectivité synaptique introduisent un biais
dans la distribution des synapses qui nuit fortement à la qualité de la modélisation struc-
turelle. Ces dernières restent toutefois bénéfiques à l’application en apprentissage machine
(chapitre 5), ce qui explique pourquoi elles ont été conservées dans cette thèse.
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Figure A.17 Effet de la topologie de la connectivité synaptique sans contraintes
et du nombre total de neurones dans le modèle sur la variation totale (distance
statistique) entre la distribution actuelle de synapses et la distribution théo-
rique de référence servant à l’instanciation du modèle, pour (a) une topologie
par grappes synaptiques et (b) une topologie uniforme. On remarque que le
nombre total de neurones influence peu la variation totale dans le cas de la
topologie uniforme. Ce n’est toutefois pas le cas pour la topologie par grappes
synaptiques, la variation totale est environ 10 fois plus élevée et diminue de
façon quasi exponentielle avec le nombre total de neurones. L’écart de variation
totale entre les topologies est causé par les contraintes spatiales additionnelles
amenées par la topologie avec grappes synaptiques. Les grappes synaptiques à
diamètres restreints limitent la connectivité possible entre les neurones, donc le
nombre maximal possible de synapses pouvant être créées dans le modèle. Ceci
mène à une variation totale plus élevée que dans le cas de la topologie uniforme,
où il n’existe aucune contrainte spatiale. Paramètre du modèle : N totsyn = 40·N totneu,
θfov = 5 degrés, sV1 calculé selon l’équation 2.1 page 24, entrée de dimensionna-
lité 16 x 16 x 2.
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ANNEXE B
DYNAMIQUE NEURONALE ET SYNAPTIQUE
B.1 Évolution du potentiel membranaire des neurones
Au niveau de la théorie computationnelle, et en ignorant les détails de l’implémentation
physique/biologique [Marr, 1982], le neurone peut être approximé comme étant un inté-
grateur avec fuite dont la dynamique est similaire à un circuit résistif capacitif [Gerstner,
2014]. La dynamique temporelle du potentiel membranaire 1 dénoté v (t) est décrite par




= gl · (Er − v (t)) + Ie (t) + Ii (t) + Ic (t) (B.1)
où
Cm est la capacité électrique membranaire.
gl est la conductance de fuite membranaire.
Er est le potentiel membranaire au repos.
Ie (t) et Ii (t) sont les courants synaptiques liés à l’excitation et l’inhibition.
Ic (t) est un courant provenant d’une stimulation externe, égal à zéro sauf indication
contraire.
La génération d’un potentiel d’action (décharge) est définie par l’équation suivante :
v (t+∆t) =
⎧⎪⎨⎪⎩
vpic si v (t) > vth (potentiel d’action)
vr si v (t) = vpic (réinitialisation)
sinon selon l’équation B.1
(B.2)
où
∆t est le pas de simulation pour la mise à jour du potentiel membranaire.
vth est le potentiel de seuil pour une décharge.
vpic est le potentiel du pic de décharge.
vr est le potentiel de réinitialisation immédiatement après une décharge.
B.1.1 Génération explicite des potentiels d’action
On remarque à l’équation B.2 qu’au dépassement immédiat du seuil de décharge vth, la
valeur du potentiel membranaire est temporairement fixée à vpic pour la durée d’un seul
1. En neurophysiologie, on parlera plus précisément du potentiel transmembranaire, donc de la diffé-
rence de potentiel électrique entre l’intérieur et l’extérieur de la cellule neuronale.
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pas discret ∆t de la simulation. La réinitialisation du potentiel membranaire se produit un
pas de simulation ∆t après la génération explicite du potentiel d’action d’amplitude vpic.
Cette approche est utilisée à des fins illustratives seulement pour l’affichage des potentiels
d’actions (exemple figure B.1 page 182), et n’a aucun effet sur la dynamique neuronale.
Contrairement à des modèles de dynamique neuronale plus complexes comme celui de
Hodgkin-Huxley [A. Hodgkin & Huxley, 1952], le potentiel d’action n’est ici pas généré
directement par le système d’équations différentielles régissant l’évolution du potentiel
membranaire (équation B.1 page précédente). Pour le modèle de dynamique neuronale
utilisé dans cette thèse (équation B.1 page précédente), le pic du potentiel membranaire
(vpic) lié au potentiel d’action doit être généré explicitement à l’équation B.2 page précé-
dente lorsque le potentiel membranaire dépasse le seuil de décharge vth.
B.1.2 Période réfractaire et évolution des courants synaptiques
Notez que suite à l’émission d’une décharge, le neurone entre en période réfractaire absolue
d’une durée tref, où le potentiel transmembranaire v (t) est figé temporairement et ne varie
plus en fonction des entrées synaptiques. Il s’agit d’une simplification du phénomène ré-
fractaire en comparaison avec la biologie, où le potentiel transmembranaire peut continuer
de fluctuer (mais plus difficilement) après les changements transitoires des canaux ioniques
qui provoquent la décharge [Purves et al., 2001]. Le neurone ne peut donc pas décharger
durant la période réfractaire, ce qui introduit une non-linéarité additionnelle dans la dyna-
mique neuronale. Les courants synaptiques Ie (t) et Ii (t) sont modélisées par des fonctions
exponentielles selon les équations différentielles suivantes (en absence de potentiel d’action






où τs est la constante de temps synaptique pour l’excitation (τs = τe) ou l’inhibition
(τs = τi).
L’influence des décharges présynaptiques sur les courants synaptiques est instantanée :
Is ← Is + wij (lorsque décharge présynaptique)
(B.4)
où wij est le poids synaptique entre le neurone i (présynaptique) et le neurone j (postsy-
naptique).
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B.1.3 Forme du potentiel postsynaptique évoqué par une décharge
présynaptique
La résolution du système d’équation différentielle défini par les équations B.1 page 177, B.3
page précédente et B.4 page précédente permet de déterminer la forme du potentiel post-
synaptique évoqué par une décharge présynaptique :
PSPs (t) =
(
τs · τm · wij

















est la constante de temps membranaire.
H (t) est la fonction de Heaviside (échelon) :
H (t) =
{
0 si t < 0
1 si t ≥ 0 (B.6)
La figure B.3 page 183 illustre la forme du potentiel postsynaptique évoqué par une dé-
charge présynaptique pour les composantes d’excitation et d’inhibition des courants sy-
naptiques, dans le cas des neurones excitateurs et inhibiteurs considérés dans cette thèse.
Le maximum de la fluctuation du potentiel postsynaptique suite à une décharge présynap-












L’amplitude maximale (au temps tspic) de la fluctuation du potentiel postsynaptique suite
















⎤⎥⎥⎥⎦ · wij (B.8)
Notez la relation linéaire entre le poids synaptique wij et l’amplitude maximale de la
fluctuation du potentiel postsynaptique.
B.1.4 Paramètres de modélisation
Les valeurs des paramètres de modélisation de la dynamique neuronale sont déterminées
au tableau B.1 page suivante.
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Tableau B.1 Description et valeurs des paramètres de modélisation de la dyna-
mique neuronale dans le modèle proposé pour les neurones pyramidaux (excita-
teurs, ou glutamergiques) et les interneurones (inhibiteurs, ou GABAergiques).
Les paramètres membranaires sont tirés directement de données expérimentales
de neurones pyramidaux et d’interneurones du cortex visuel primaire chez le
chat [Nowak, 2005 ; Nowak et al., 2003, 2008]. Les potentiels de réinitialisation
(après décharge) ont été estimés à partir des données de Nowak [2005], considé-
rant une hyperpolarisation du potentiel membranaire égale à 3 mV. Les temps
réfractaires absolus ont été estimés à partir de réponses de neurones corticaux
chez le cochon d’Inde [McCormick et al., 1985], et tiennent compte de la plus
grande excitabilité des interneurones. Les constantes de temps synaptiques ont
été estimées à partir des données de Cruikshank et al. [2007] pour des projections
thalamocorticales du cortex somatosensoriel de la souris.
Description Symbole Type de neuronesPyramidal Interneurone
Capacité électrique membranaire Cm 202.73 pF 182.25 pF
Constante de temps membranaire τm 10.4 ms 7.6 ms
Conductance de fuite gl 19.49 nS 23.98 nS
Potentiel membranaire au repos Er -71 mV -71 mV
Potentiel de seuil vth -59.3 mV -62.4 mV
Potentiel de réinitialisation vr -74.0 mV -74.0 mV
Potentiel du pic de décharge vpic 0.0 mV 0.0 mV
Temps réfractaire absolu tref 2.5 ms 1.5 ms
Constante de temps synaptique (excitation) τe 3.3 ms 2.1 ms
Constante de temps synaptique (inhibition) τi 5.6 ms 3.3 ms
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B.1.5 Différences entre neurones excitateurs et inhibiteurs
On remarque au tableau B.1 page précédente des différences notables dans les valeurs de
paramètres pour la dynamique neuronale entre les neurones excitateurs (glutamergiques)
et inhibiteurs (GABAergiques). Comme la constante de temps membranaire, le potentiel
de seuil et le temps réfractaire absolu sont inférieurs pour les neurones inhibiteurs, ces
derniers ont une plus grande excitabilité que les excitateurs, comme observé expérimen-
talement [p. ex. McCormick et al., 1985]. La figure B.2 page suivante montre quant à
elle la relation analytique entre le taux de décharge et un courant constant d’entrée, où
l’on remarque cette excitabilité supérieure du neurone inhibiteur. Il est possible de voir ce
même phénomène en simulation à la figure B.1 page suivante, où le nombre de décharges
produites à stimulation égale est plus élevé chez le neurone inhibiteur que chez l’excitateur.
La forme de la fluctuation du potentiel postsynaptique suite à une décharge présynaptique
est illustrée à la figure B.3 page 183. Les figures B.4 page 184 et B.5 page 185 montrent
quant à elles la réponse évoquée d’un seul neurone excitateur ou inhibiteur à des processus
de Poisson homogènes. Pour ces figures, deux processus de Poisson homogènes fournissent
respectivement un train de décharge excitateur (taux moyen dénoté par re) et un train de
décharge inhibiteur (taux moyen dénoté par ri) à l’entrée du neurone.
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Figure B.1 Évolution temporelle du potentiel membranaire v (t) en fonction
d’un courant constant Ic (t), pour un neurone (a) excitateur et (b) inhibiteur. On
remarque les instants de décharge où le potentiel membranaire saute rapidement
à 0 mV, lorsque le potentiel de seuil vth est atteint. Notez que pour la même
stimulation en entrée, le nombre de décharges produites est plus élevé chez
le neurone inhibiteur que chez l’excitateur. Paramètres de simulation : ∆t =
0.5 ms, voir tableau B.1 page 180.

























Figure B.2 Relation analytique entre le taux de décharge rpost et un courant
d’entrée constant Ic pour le modèle de neurone de type intégration et décharge
avec fuite considéré. Notez la plus grande excitabilité d’un neurone inhibiteur
comparativement à un neurone excitateur, et la forte non-linéarité dans les deux
cas. Paramètres de simulation : ∆t = 0.5 ms, voir tableau B.1 page 180.
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Figure B.3 Forme de la fluctuation du potentiel postsynaptique PSPs (t) suite
à une décharge présynaptique pour un neurone (a) excitateur et (b) inhibiteur.
Pour chaque type de neurone, l’évolution temporelle de l’amplitude du poten-
tiel postsynaptique excitateur (EPSP) et du potentiel postsynaptique inhibiteur
(IPSP) est visible. Notez que le potentiel de repos vr a été soustrait pour ame-
ner la référence à zéro. La relation analytique est décrite par l’équation B.5
page 179. On remarque que pour un même poids synaptique, l’influence sur le
potentiel membranaire est plus élevée chez le neurone excitateur que chez l’inhi-
biteur. On remarque aussi que puisque les constantes de temps membranaires et
synaptiques sont inférieures pour le neurone inhibiteur en (b), le maximum de
la fluctuation du potentiel postsynaptique PSPspic arrive plus tôt dans le temps
que pour le neurone excitateur (c.-à-d. tipic < tepic). Paramètres de simulation :
w = 1 nA, ∆t = 0.5 ms, voir tableau B.1 page 180.
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Figure B.4 Évolution temporelle du potentiel membranaire v (t) en fonction
d’entrées modélisées par des processus de Poisson homogène à bas taux de dé-
charge rs, pour un neurone (a) excitateur et (b) inhibiteur. Le courant Is corres-
pond au courant synaptique d’entrée pour l’excitation (Ie) et l’inhibition (Ii).
On remarque la forme exponentielle des courants synaptiques engendrés par les
décharges présynaptiques en entrée. La durée de ces derniers est plus grande
pour le neurone excitateur que pour le neurone inhibiteur. L’évolution du po-
tentiel membranaire et les instants précis de décharge sont toutefois similaires
entre les deux types de neurones. On remarque aussi que la différence de temps
précise entre l’excitation et l’inhibition est importante pour provoquer une dé-
charge postsynaptique : si l’inhibition précède l’excitation comme à t = 400 ms,
la décharge postsynaptique n’a pas lieu. Paramètres de simulation : re = ri =
10 Hz, we = wi = 2 nA, ∆t = 0.5 ms, voir tableau B.1 page 180.
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Figure B.5 Évolution temporelle du potentiel membranaire v (t) en fonction
d’entrées modélisées par des processus de Poisson homogène à hauts taux de
décharge rs, pour un neurone (a) excitateur et (b) inhibiteur. Le courant Is
correspond au courant synaptique d’entrée pour l’excitation (Ie) et l’inhibition
(Ii). Comparativement à la figure B.4 page précédente, il y a beaucoup plus d’in-
teraction entre les courants excitateurs et inhibiteurs. On remarque que pour
des décharges excitatrices rapprochées en entrée (p. ex. t = 140 ms), le neurone
inhibiteur produit une séquence de décharges plus regroupée que chez l’excita-
teur. Ce phénomène est typique des interneurones qui correspondent à la classe
électrophysiologique des neurones à décharge rapide [Nowak et al., 2003]. Para-
mètres de simulation : re = ri = 40 Hz, we = wi = 2 nA, ∆t = 0.5 ms, voir
tableau B.1 page 180.
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Figure B.6 Relation empirique entre le taux de décharge rpost et le poids sy-
naptique moyen wm d’une stimulation excitatrice modélisée par un processus de
Poisson homogène. Pour illustration, seulement la dynamique du neurone exci-
tateur est considérée. La constante rpre correspond au taux de décharge moyen
total des entrées. La durée de chaque simulation est de 20 secondes. Les courbes
correspondent à la moyenne de 10 simulations indépendantes pour chaque valeur
de poids wm, avec la variance indiquée en grise (faiblement visible). On remarque
que comparativement à la relation analytique pour un courant d’entrée constant
(figure B.2 page 182), la non-linéarité est beaucoup moins prononcée. C’est le cas
surtout lorsque rpre est faible (p. ex. rpre = 500 Hz). Paramètres de simulation :
∆t = 0.5 ms, voir tableau B.1 page 180.
B.1.6 Calcul analytique du poids synaptique maximal
En posant PSPspic = vth − vr dans l’équation B.8 page 179, on obtient l’équation du poids
synaptique wmax requis pour produire une décharge postsynaptique :
wsmax =
(















· (vth − vr) (B.9)
Avec les paramètres considérés pour la dynamique neuronale (tableau B.1 page 180), on
obtient wemax = 1.54 nA (excitateur) et wimax = 1.25 nA (inhibiteur). Il s’agit de valeurs
importantes pour définir l’intervalle utile des poids synaptiques pour le contrôle homéo-
statique.
B.2. ACTIVITÉ SPONTANÉE 187
B.2 Activité spontanée
L’activité spontanée est observable en termes de décharges dans la population de neurones
en l’absence de stimulation externe. Elle est généralement considérée comme une des nom-
breuses sources de bruit dans la dynamique neuronale, car elle participe à la variabilité
d’un essai à l’autre observée dans les réponses neuronales [Tsodyks, 1999]. Un exemple de
l’effet de l’activité spontanée sur la réponse d’un neurone avec et sans stimulation externe
est illustré à la figure B.7 page suivante. La distribution exponentielle des différences de
temps entre les décharges de l’activité spontanée est compatible avec une modélisation par
un processus de Poisson [Mazzoni et al., 2007]. La nature aléatoire de l’activité spontanée
jouerait un rôle important dans le développement initial du cerveau [Luhmann et al., 2016].
Toutefois, il existe des différences dans les distributions de l’activité spontanée entre les ré-
gions du cerveau, qui serait attribuable à des différences fonctionnelles spécifiques [Konik,
1976]. L’activité spontanée ne serait pas indépendante pour chaque neurone, mais serait
plus intimement liée à l’activité intrinsèque et récurrente de la population de neurones.
Ceci expliquerait que le régime de l’activité spontané puisse être modulé en altérant la
balance entre l’excitation et l’inhibition dans la population [Mazzoni et al., 2007]. Elle
serait une signature d’un codage optimal par prédiction [Koren & Denève, 2017] et des
structures apprises [Litwin-Kumar & Doiron, 2014]. Comme l’activité spontanée et son
rôle précis dans le cerveau sont encore méconnus, une modélisation simple par processus
de Poisson homogène est adoptée dans cette thèse. L’activité spontanée est donc considé-
rée comme un bruit aléatoire et indépendant pour chaque neurone, donc qui ne fait pas
intervenir d’interaction ou de couplage entre les neurones.
B.2.1 Estimation à partir de données physiologiques
Dans cette thèse, l’activité spontanée propre à chaque sous-population de neurones dans le
modèle a été estimée à partir de données physiologiques. Les neurones du dLGN montrent
une activité spontanée très faible estimée à 1 Hz lorsqu’une pression intraoculaire est
appliquée, dans le cas d’une stimulation sombre (c.-à-d. noir total) [Levick & Williams,
1964]. Dans le cas des neurones de V1, il existe une très grande variabilité de l’activité
spontanée entre les couches laminaires [Gilbert, 1977]. Par exemple, l’activité spontanée
plus élevée dans la couche L5 serait liée à la fonction des cellules larges pyramidales dans
cette couche [Konik, 1976]. De manière générale, les neurones complexes possèdent des
champs récepteurs plus larges et un haut taux de décharge spontanée [Gilbert, 1977]. Les
distributions du taux de décharge de l’activité spontanée ont été approximées par des
distributions de Cauchy tronquées à zéro (équation B.11 page suivante) dans le cas des
couches L2/3, L4 et L5. Une distribution normale tronquée (équation B.10 page suivante)
a toutefois été utilisée pour la couche L5. Par manque de données expérimentales pour la
couche L1, un taux de décharge spontanée de 1 Hz a été considéré suivant la réponse du
cortex visuel à une stimulation sombre [Burns & Webb, 1976]. L’échantillonnage aléatoire
du taux de décharge spontanée pour chaque neurone suivant les distributions tronquées a
été réalisé par la méthode du rejet [Laud, Damien, & Shively, 2010].
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Figure B.7 Évolution temporelle du potentiel membranaire v (t) en fonction
d’un courant constant Ic (t), pour un neurone excitateur avec activité spon-
tanée. Comparativement à la figure B.1(a) page 182, on remarque une varia-
bilité notable des décharges induite seulement par une décharge spontanée (à
t = 210 ms). On remarque que l’activité spontanée permet de créer des dé-
charges isolées en l’absence de stimulation (p. ex. à t = 400 ms). Paramètres de


















)2⎤⎦ (distribution de Cauchy) (B.11)
où les constantes kb et ks correspondent respectivement à la moyenne et au facteur
de mise à l’échelle.
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Figure B.8 Données expérimentales sur l’activité spontanée dans V1 tirées
de Gilbert [1977]. On remarque une forte concentration du taux de décharge
spontanée autour de 1-2 Hz, sauf dans le cas de la couche L5 où une plus grande
variabilité existe.
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Figure B.9 Modélisation des distributions de l’activité spontanée dans V1 se-
lon les données expérimentales de Gilbert [1977]. Les données sont illustrées à la
figure B.8, et la définition de distributions de base est réalisée. Les paramètres
de la fonction de Cauchy tronquée (couches L2/3, L4 et L5, voir équation B.11
page précédente) et normale tronquée (couche L5, voir équation B.10 page précé-
dente) ont été trouvés dans cette thèse par estimation non linéaire des moindres
carrés [Nicholson, 2013]. Ils correspondent à : kb = 1.78 et ks = 0.50 (L2/3),
kb = 1.73 et ks = 0.37 (L4), kb = 2.50 et ks = 8.00 (L5), kb = 1.73 et ks = 0.41
(L6).
B.3 Bruit membranaire
Les fluctuations aléatoires observées sur le potentiel membranaire sont considérées comme
un bruit qui contribue aussi, comme l’activité spontanée, à la variabilité des réponses
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neuronales [Calvin & Stevens, 1967 ; Faisal et al., 2008]. Les fluctuations peuvent être
causées par un bruit synaptique provenant des bombardements de décharges d’autres
neurones de la population [Calvin & Stevens, 1967 ; Rudolph & Destexhe, 2003 ; Yarom &
Hounsgaard, 2011]. Elles peuvent aussi être causées par les propriétés stochastiques de la
membrane due à la biologie [Bevan, Kullberg, & Rice, 1979 ; Verveen & DeFelice, 1974 ;
Yarom & Hounsgaard, 2011]. Dans le domaine du traitement des signaux, il a été prouvé
que la sensibilité d’un détecteur peut être augmentée dans certaines conditions par l’ajout
d’un bruit en entrée [Kay, 2000]. Les fluctuations aléatoires du potentiel membranaire
peuvent donc avoir un effet notable dans le cas d’un neurone à décharge, à cause de la forte
non-linéarité causée par le seuil de décharge. Par simplicité, seul un bruit membranaire
causé par une fluctuation des courants synaptiques d’entrée Ie (t) et Ii (t) a été considéré
dans cette thèse. L’amplitude pic-à-pic des fluctuations du potentiel membranaire a été
estimée selon des données expérimentales à vbruit = 1 mV dans le cas de neurones du
dLGN [Eysel, 1976] et à vbruit = 5 mV pour les neurones de V1 [Mohanty, Scholl, &
Priebe, 2012 ; Pel, Volgushev, Vidyasagar, & Creutzfeldt, 2006 ; Sedigh-Sarvestani et al.,
2017]. Le modèle de dynamique neuronale considéré possède une expression analytique
de la fluctuation du potentiel membranaire PSPs (t) suite à une décharge présynaptique
(équation B.5 page 179). En posant PSPspic = vbruit/2 dans l’équation B.8 page 179, on
obtient l’équation du poids synaptique wsbruit requis pour produire la fluctuation pic-à-pic
vbruit désirée du potentiel membranaire :
wsbruit =
(
















Le bruit membranaire est implémenté de manière ponctuelle seulement dans le temps, et
dépend de la constante de temps membranaire τm :
Is ← Is + U (0, 1) · wsbruit (B.13)
à un intervalle de temps ∆t bruit = τm
où U (0, 1) correspond à une distribution uniforme définie dans l’intervalle [0, 1].
Dans le cas des paramètres définis au tableau B.1 page 180, on obtient webruit = 0.262 nA
(bruit sur le courant excitateur Ie) et wibruit = 0.186 nA (bruit sur le courant inhibiteur
Ii) pour un neurone excitateur avec vbruit = 5 mV.
B.3.1 Effet du bruit membranaire sur la réponse neuronale
La figure B.10 page suivante illustre l’effet joint du bruit membranaire et de l’activité
spontanée visible sur une période de 10 secondes. Les fluctuations causées par le bruit
membranaire restent faibles comparativement au potentiel de seuil vth, donc ne sont pas
suffisantes pour causer à elles seules des décharges, ce qui est plutôt le rôle de l’activité
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spontanée. On remarquera toutefois à la figure B.11 page suivante que le bruit membranaire
introduit une variabilité notable lorsque le potentiel membranaire est près du seuil.




























(a) Dynamique sur 10 sec




























(b) Agrandissement pour t ≤ 2 sec
Figure B.10 Évolution temporelle du potentiel membranaire v (t) pour un neu-
rone excitateur avec activité spontanée et bruit membranaire. Les fluctuations
causées par le bruit membranaire restent faibles comparativement au potentiel
de seuil vth = −59.3 mV, indiqué en (a) par la ligne pointillée. On remarque
dans l’agrandissement en (b) que l’amplitude pic-à-pic du bruit membranaire
respecte bien la valeur de vbruit désirée. Paramètres de simulation : rspon = 1 Hz,
vbruit = 5 mV, webruit = 0.262 nA, wibruit = 0.186 nA, ∆t = 0.5 ms, voir ta-
bleau B.1 page 180.
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Figure B.11 Évolution temporelle du potentiel membranaire v (t) en fonction
d’un courant constant Ic (t), pour un neurone excitateur avec bruit membranaire.
Comparativement à la figure B.1(a) page 182, le bruit membranaire introduit
une variabilité notable lorsque le potentiel membranaire est près du seuil (p. ex.
à t = 300 ms). Paramètres de simulation : vbruit = 5 mV, webruit = 0.262 nA,
wibruit = 0.186 nA, ∆t = 0.5 ms, voir tableau B.1 page 180.
B.4 Délai de conduction axonale
La prise en compte des délais de conduction axonale est importante s’il y a une forte
rétroaction entre les structures neuronales ou si les différences de temps très précises entre
les décharges peuvent conduire à des changements significatifs dans l’efficacité synaptique
(p. ex., comme avec la STDP [Dan & Poo, 2004]). En effet, les délais de propagation jouent
un rôle crucial sur l’organisation des efficacités synaptiques sous présence de la STDP [Gil-
son et al., 2012]. Le tableau B.2 page 194 décrit les vitesses de conduction estimées et les
distances entre les structures pour toutes les projections synaptiques considérées. La vi-
tesse de conduction corticocorticale horizontale [Bringuier, Chavane, Glaeser, & Frégnac,
1999 ; Hirsch & Gilbert, 1991 ; Schüz & Miller, 2002] est significativement inférieure (c.-à-
d. près d’un facteur 20) à la vitesse de conduction verticale [Waxman & Bennett, 1972].
Il a été observé dans l’aire V1 du primate que les axones qui traversaient les couches plus
profondes étaient myélinisés, mais lorsque ceux-ci étaient rendus à la couche L4, les colla-
térales axonales devenaient non myélinisées [J. C. Anderson & Martin, 2009]. Cet écart est
dû au fait que la vitesse de conduction est beaucoup plus lente dans les axones et les den-
drites minces non myélinisés [A. L. Hodgkin, 1954 ; Matsumoto & Tasaki, 1977 ; Purves et
al., 2001 ; Waxman, 1983]. Dans le cas des projections rétinogéniculées, géniculocorticales
et corticogéniculées, les vitesses horizontale et verticale ont été considérées égales, car la
grande distance rétinogéniculée [Stone & Freeman, 1971] et la distance géniculocorticale /
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corticogéniculée [Ferster & Lindström, 1983] dominent les latences. Notez que le deuxième
pic de latence à 15 ms pour les projections corticogéniculées, correspondant à un système
de rétroaction plus lent [Tsumoto, Creutzfeldt, & Legéndy, 1978], n’a pas été considéré
dans la modélisation.
B.4.1 Effet de la distance et des vitesses de conduction
Les vitesses de conduction estimées et les distances entre les structures sont utilisées pour














dpre→postz et dpre→postxy sont les distances verticales et horizontales entre le neurone présy-
naptique et postsynaptique.
dpre→postbase est la distance interstructurelle de base entre le neurone présynaptique et post-
synaptique (p. ex. du dLGN à V1).
vpre→postvert et v
pre→post
horz sont les vitesses de conduction verticale et horizontale.
Un délai synaptique supplémentaire tpre→postdélai, syn lié à la libération, la diffusion et la liaison des
neurotransmetteurs dans les synapses chimiques [Lodish et al., 2000 ; Sabatini & Regehr,
1996] a aussi été considéré. Le tableau B.3 page suivante résume les valeurs pour les
différents types de projections synaptiques. Le délai total pour une projection synaptique
correspond à la somme du délai de conduction axonal et du délai synaptique, comme
décrit par l’équation B.15. La figure B.12 page 195 montre quant à elle un exemple de
délais synaptiques moyens obtenus en simulation pour le modèle proposé.
tpre→postdélai = t
pre→post
délai, axon + t
pre→post
délai, syn (B.15)
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Tableau B.2 Vitesses de conduction horizontale et verticale et distances de base
entre les structures pour diverses projections synaptiques. La vitesse de conduc-
tion rétinogéniculée (horizontale et verticale) correspond à la moyenne de la
plage estimée de [15, 23] m/sec [Stone et al., 1979]. Pour les projections géni-
culocorticales, la vitesse de conduction (horizontale et verticale) a été calculée
à partir de la distance corticothalamique et de la latence moyenne géniculo-
corticale [Ferster & Lindström, 1983]. La vitesse de conduction corticocorticale
horizontale [Bringuier et al., 1999 ; Hirsch & Gilbert, 1991 ; Schüz & Miller, 2002]
est nettement inférieure à la vitesse de conduction verticale [Waxman & Bennett,
1972]. La vitesse de conduction corticogéniculée (horizontale et verticale) a été
calculée à partir de la distance corticothalamique [Ferster & Lindström, 1983]
et du premier pic moyen de latence corticogéniculée à 3.4 ms [Tsumoto et al.,
1978]. La grande distance rétinogéniculée [Stone & Freeman, 1971] et la distance
géniculocorticale / corticogéniculée [Ferster & Lindström, 1983] expliquent les
délais importants dans les projections entre les structures.
Projections Vitesse de conduction [m/sec] Distance interstructurelle [mm]Horizontale Verticale
Rétinogéniculée 19 19 36.8
Géniculogéniculée 0.3 5.5 -
Géniculocorticale 50 50 20.0
Corticocorticale 0.3 5.5 -
corticogéniculée 5.9 5.9 20
Tableau B.3 Délais de conduction supplémentaires liés à la libération, la dif-
fusion et la liaison des neurotransmetteurs dans les synapses chimiques [Lodish
et al., 2000 ; Sabatini & Regehr, 1996]. Données de Ohana et al. [2012] obser-
vées dans l’aire V1 du chat. On remarque la plus faible latence des projections
synaptiques excitatrices sur les interneurones inhibiteurs (EXC → INH). Abré-
viations : EXC = neurones excitateurs, INH = interneurones inhibiteurs.
Projections Délai synaptique [ms]
EXC → EXC 1.4
EXC → INH 0.54
INH → EXC 0.98
INH → INH 1
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synaptiques entre les différentes sous-populations. Les zones hachurées indiquent
l’absence de connexions synaptiques entre les populations sources et cibles. On
peut observer que les projections géniculocorticales ont les latences les plus
faibles (tons foncés), tandis que les projections corticogéniculées ont les latences
les plus élevées (tons clairs). Pour toutes les projections confondues, les latences
sont de l’ordre de [0.55, 12.34] ms, avec une latence moyenne de 2.57 ms. On re-
marque une grande diversité des délais synaptiques moyens pour les projections
efférentes à la population L2/3 excitatrice de V1 (V1-L2/3-exc, 3e ligne à par-
tir du haut). Les projections à latence élevée (tons clairs) dans V1 proviennent
principalement de neurones de la couche L2/3 qui ciblent des couches plus pro-
fondes (p. ex. L5 et L6) avec des collatéraux à longue portée. Paramètres du
modèle : N totneu = 40000, N totsyn = 40 ·N totneu, sV1 calculé selon l’équation 2.1 page 24,
θfov = 5 degrés, entrée de dimensionnalité 16 x 16 x 2.
B.5 Facteurs d’atténuation synaptique
B.5.1 Facteurs a priori de l’influence sur l’activité postsynaptique
Dans le cerveau, toutes les projections synaptiques n’ont pas la même efficacité pour provo-
quer des activités postsynaptiques. Il est possible de catégoriser ces dernières comme domi-
nant ou modulant les activités postsynaptiques [Sherman & Guillery, 1998]. Par exemple,
il est bien connu que les projections rétinogéniculées sont des entrées excitatrices fonc-
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tionnellement significatives au dLGN [Cleland et al., 1971 ; Cleland, Levine, Morstyn, &
Wagner, 1976 ; Kara & Reid, 2003 ; Sherman & Guillery, 1998], même s’ils ne représentent
que 7 % des entrées excitatrices des neurones relais excitateurs et de la moitié pour les
interneurones inhibiteurs [Van Horn et al., 2000].
Les projections géniculocorticales sont également connues comme des sources dominantes
d’excitation dans le cortex [Clay Reid & Alonso, 1995 ; Cleland et al., 1971 ; Kara &
Reid, 2003 ; B. B. Lee, Cleland, & Creutzfeldt, 1977 ; Sherman & Guillery, 1998 ; Strat-
ford, Tarczy-Hornoch, Martin, Bannister, & Jack, 1996 ; K. Tanaka, 1983] et représentent
moins de 1 % des entrées excitatrices des laminaires L4 et L6 dans V1 [Binzegger et al.,
2004]. Sur la base d’une analyse de corrélation croisée des décharges dans le système visuel
du chat [Reid & Alonso, 1996 ; K. Tanaka, 1983 ; Toyama, Kimura, & Tanaka, 1981], Gil,
Connors, et Amitai [2004] ont estimé que les projections thalamocorticales sont environ 10
fois plus efficaces que les projections corticocorticales. Cela pourrait s’expliquer par le fait
que les axones thalamocorticaux peuvent avoir plus de sites de libération et des synapses
avec une probabilité de libération moyenne plus élevée que les synapses intracorticales [Gil
et al., 2004]. Le thalamus a un rôle important pour relayer les informations vers le cortex,
mais aussi pour moduler l’activité corticale via la rétroaction corticothalamique [Sherman,
2005 ; Sherman & Guillery, 2002]. Dans le modèle proposé, les projections géniculogéni-
culées, corticocorticales et corticogéniculées sont considérées comme provoquant une telle
modulation de l’excitation venant de la rétine. La fonction spécifique de chaque projection
synaptique du modèle est résumée dans le tableau B.4.
Le facteur de modulation statique swint dû au type d’interaction a été défini dans cette
thèse. Il possède une influence multiplicative sur le poids synaptique :
weff = w · swint (B.16)
où weff est le poids synaptique efficace.
Tableau B.4 Classification générale des projections synaptiques comme domi-
nant ou modulant les activités neuronales [Sherman & Guillery, 1998]. Les pro-
jections rétinogéniculées et géniculocorticales fournissent les entrées excitatrices
fortes, tandis que toutes les autres projections fournissent des entrées modula-
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Figure B.13 Classification spécifique des projections synaptiques entre les po-
pulations de neurones dans le modèle proposé. Comparativement au tableau B.4
page précédente, la fonction de modulation est subdivisée en deux types d’inter-
action plus spécifiques, soit l’interaction récurrente (top-down) et latérale. Les
zones hachurées indiquent l’absence de connexions synaptiques entre les popu-
lations sources et cibles. Un facteur de modulation statique swint est lié à chaque
type d’interaction : swint = 1.0 (interaction dominante), swint = 0.25 (interaction
latérale) et swint = 0.1 (interaction récurrente). Abréviations : D = interaction
dominante, R = interaction récurrente, L = interaction latérale.
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B.5.2 Atténuation dendritique
La propagation des potentiels d’action dans l’arbre dendritique basal du neurone postsy-
naptique cause une atténuation significative de leurs amplitudes [Bloomfield & Sherman,
1989 ; Ohana et al., 2012 ; G. Stuart & Spruston, 1998]. Une relation approximative a été
estimée dans cette thèse à partir des données expérimentales de G. Stuart et Spruston
[1998] sur des cellules pyramidales de la couche néocorticale L5. Elle est illustrée à la










swdend est le facteur d’atténuation dendritique du poids synaptique.
d syn→soma,postxy est la distance entre la synapse et le corps cellulaire du neurone postsy-
naptique.
Notez l’usage de la fonction maximum pour imposer une borne inférieure à l’atténuation et
ainsi éviter une atténuation complète quand la distance est grande (c.-à-d. d syn→soma,postxy >
700µm). L’atténuation dendritique module de façon multiplicative le poids synaptique
absolu w selon l’équation suivante :
weff = w · swdend (B.18)
où weff est le poids synaptique efficace.
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Figure B.14 Données expérimentales sur l’atténuation dendritique swdend =
vdendrite/vsoma en fonction de la distance d syn→soma,postxy entre la synapse et le corps
cellulaire du neurone postsynaptique, tirées de G. Stuart et Spruston [1998]. La
relation peut être approximée par une atténuation proportionnelle à la distance,
comme décrite à l’équation B.17.
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La figure B.15 montre un exemple d’atténuations dendritiques moyennes obtenues en si-
mulation.
Figure B.15 Exemple de l’atténuation dendritique moyenne E [swdend] des pro-
jections synaptiques entre les différentes sous-populations. Les zones hachurées
indiquent l’absence de connexions synaptiques entre les populations sources et
cibles. On remarque que les projections venant des neurones inhibiteurs sont
beaucoup moins atténuées, venant principalement du fait qu’ils ont une plus
forte probabilité de se connecter de façon proximale au soma dans l’arbre den-
dritique basal (figure A.15 page 172). Pour toutes les projections confondues,
les atténuations sont de l’ordre de [0.56, 1.0], avec une atténuation moyenne de
0.84. Paramètres du modèle : N totneu = 40000, N totsyn = 40 ·N totneu, sV1 calculé selon
l’équation 2.1 page 24, θfov = 5 degrés, entrée de dimensionnalité 16 x 16 x 2.
B.6 Transmission synaptique probabiliste
Les synapses chimiques libèrent des vésicules de neurotransmetteurs (quanta) qui tra-
versent la fente synaptique et se lient à leurs sites récepteurs sur la membrane post-
synaptique [pour une revue, voir Schweizer, 2005 ; C. F. Stevens, 2003]. Cela provoque
l’ouverture des canaux ioniques et une dépolarisation temporaire du potentiel de mem-
brane postsynaptique qui peut conduire à un potentiel d’action si le seuil de membrane
est atteint. La libération des vésicules de neurotransmetteurs au niveau de la synapse est
connue pour être probabiliste [Katz, 1969]. L’activité locale de la dendrite est un facteur
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majeur dans la variabilité de la probabilité de libération de neurotransmetteurs [Branco,
Staras, Darcy, & Goda, 2008]. Cette dépendance à l’activité de la probabilité de libération
peut induire une dépression synaptique, qui est causée par l’inactivité et l’épuisement des
neurotransmetteurs aux sites de libération [pour une revue, voir Fioravante & Regehr,
2011 ; Hennig, 2013]. Étant donné que l’amplitude du potentiel postsynaptique excitateur
(EPSP) dépend du nombre de vésicules synaptiques libérées [Koenig, Kosaka, & Ikeda,
1989], la synapse sous l’influence de la dépression peut moduler les informations transmises
au neurone postsynaptique [Fuhrmann et al., 2002].
Les modèles à quanta de transmission synaptique et de dépression tiennent compte du
nombre de sites de libération, de la probabilité de libération et de la taille des quanta [par
exemple Loebel et al., 2009]. La libération probabiliste est un moyen d’introduire un
bruit multiplicatif au niveau de la synapse [Moreno-Bote, 2014 ; Neftci, Pedroni, Joshi, Al-
Shedivat, & Cauwenberghs, 2016]. Elle peut reproduire de manière robuste la variabilité
semblable à un processus de Poisson sur une large gamme de taux de décharge, ainsi que
prédire la constance du facteur de Fano des conductances synaptiques [Moreno-Bote, 2014].
Les synapses probabilistes aideraient également à régulariser l’apprentissage lorsqu’elles
sont utilisées en conjonction avec la plasticité synaptique [Neftci et al., 2016]. De plus, la
probabilité de libération des synapses de faible capacité est la principale source de bruit
pendant la transmission synaptique [Allen & Stevens, 1994].
B.6.1 Probabilité de libération des vésicules synaptiques
Il est connu que les synapses rétinogéniculées chez le chat sont très fiables pour géné-
rer une réponse dans le dLGN [C. Chen & Regehr, 2000 ; Cleland et al., 1971 ; Rowe &
Fischer, 2001 ; Usrey, Reppas, & Reid, 1999]. La probabilité de libération des synapses
rétinogéniculées a été estimée à 0.4 [C. Chen & Regehr, 2000], avec une fiabilité globale
provenant principalement du grand nombre de sites de libération. Dans le cortex soma-
tosensoriel de la souris, Gil et al. [2004] ont estimé que les projections thalamocorticales
ont une probabilité de libération 1.5 × plus élevée et contiennent 3 × plus de sites de
libération, conduisant à 4.8 × plus d’efficacité que les projections corticocorticales. Les
projections thalamocorticales sont assez fiables, avec une probabilité de libération estimée
à environ 0.8 [Gil et al., 2004]. En revanche, la probabilité de libération pour les projec-
tions corticocorticales est beaucoup plus variable, où elle a été estimée dans l’intervalle
[0.1, 0.9] [Feldmeyer & Sakmann, 2000]. Dans la couche L2/3 du cortex visuel du chat,
une haute fiabilité des projections inhibitrices excitatrices a été observée, avec un taux
d’échec inférieur à 15 % [Buhl et al., 1997]. Des observations similaires ont été faites pour
des neurones étroitement séparés dans la couche L4, avec un taux d’échec moyen pour
les projections excitatrice-inhibitrices et excitatrice-excitatrices respectivement de 17 %
et 20 % [Ohana et al., 2012]. Notez que pour les synapses excitatrices, le taux d’échec
pourrait aller jusqu’à 74 % [Ohana et al., 2012]. Dans le cortex visuel du chat, les sy-
napses inhibitrices ont tendance à être localisées en bien plus grande proportion sur les
dendrites proximales (c.-à-d. près du tronc de l’arbre dendritique) plutôt que sur les den-
drites distales [J. C. Anderson et al., 1994]. Cela pourrait expliquer pourquoi la fiabilité
des projections synaptiques est généralement plus élevée, avec un taux d’échec d’environ
6 % [Ohana et al., 2012]. Bien qu’il existe une relation étroite entre l’amplitude du poten-
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tiel postsynaptique (PSP) et le taux d’échec [Feldmeyer & Sakmann, 2000 ; Ohana et al.,
2012], par souci de simplicité cet aspect a été négligé dans la modélisation.
B.6.2 Nombre de sites de libération des vésicules synaptiques
Une cellule présynaptique peut former de multiples contacts synaptiques avec la même cel-
lule postsynaptique, ayant ainsi un nombre important de sites de libération indépendants.
Le nombre de sites de libération des synapses rétinogéniculées a été estimé dans la plage
de [125, 250] [C. Chen & Regehr, 2000]. D’un point de vue anatomique, une seule cellule
pyramidale dans le cortex visuel du chat peut former jusqu’à 25 contacts synaptiques avec
un interneurone [Buhl et al., 1997 ; Tamás et al., 1997]. Dans le cortex somatosensoriel
de souris, ce nombre de cellules pyramidales L5 interconnectées se situe dans la plage de
[4, 8] [Deuchars, West, & Thomson, 1994 ; Markram, Lübke, Frotscher, Roth, & Sakmann,
1997]. D’un point de vue physiologique, le modèle par quanta de la transmission synaptique
peut facilement être adapté aux données électrophysiologiques. Dans le cortex somatosen-
soriel de souris, le nombre moyen de sites de libération intracorticale a été estimé avec cette
méthode comme étant compris entre [1, 6] [Biro, Holderith, & Nusser, 2005 ; Feldmeyer &
Sakmann, 2000 ; Gil et al., 2004]. Le nombre de sites de libération thalamocorticale est
significativement plus élevé, avec une moyenne estimée à environ [1, 18] [Gil et al., 2004].
Dans le cortex visuel du chat, le nombre de sites de libération intracorticale a été estimé
à environ [2, 5] [Buhl et al., 1997], similaire au cortex somatosensoriel de la souris. À par-
tir de ces observations, le nombre de sites de libération pour les projections synaptiques
thalamocorticale et intracorticale a été estimé à respectivement 15 et 3.
B.6.3 Taille quantale des vésicules synaptiques
Il est connu que la taille des quanta est indépendante de la probabilité de libération [Biro et
al., 2005]. Cela signifie que la taille des quanta peut être ajustée à la dynamique neuronale
pour obtenir une activité postsynaptique appropriée. Dans le modèle proposé, l’efficacité
de la synapse est également modulée par différentes formes de plasticité synaptique (p. ex.
homéostatique). La taille des quanta qr est donc considérée comme égale au poids synap-
tique absolu w. Les mécanismes de régulation présynaptique de la taille des quanta sont
encore mal compris [pour une revue, voir Edwards, 2007 ; Takamori, 2016].
L’efficacité moyenne w d’une synapse est décrite par l’équation B.19 page suivante et se
base sur la taille des quanta, le nombre de sites de libération et la probabilité de libéra-
tion. Le nombre de sites de libération et la probabilité de libération pour les différentes
projections synaptiques sont indiqués dans le tableau B.5 page suivante. La figure B.16
page 203 illustre un exemple de variabilité introduite par la transmission probabiliste dans
l’amplitude du courant postsynaptique.
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Tableau B.5 Nombre de sites de libération Nr et probabilité de libération
pr pour les synapses rétinogéniculées [C. Chen & Regehr, 2000], géniculocor-
ticales [Gil et al., 2004] et intracorticales / corticogéniculées [Buhl et al., 1997 ;
Ohana et al., 2012]. Malgré le fait que les synapses rétinogéniculées ont la plus
faible probabilité de libération, leurs grands nombres de sites de libération les
rendent très fiables. Les synapses géniculocorticales ont un nombre de sites de
libération plus élevé que les synapses intracorticales et corticogéniculées. Les sy-
napses inhibitrices ont une probabilité de libération plus élevée que les synapses
excitatrices. Notez qu’en raison du manque de données expérimentales pour les
synapses intragéniculées, des valeurs similaires aux synapses intracorticales ont
été considérées. Abréviations : E = excitateur, I = inhibiteur.
Synapses Nbre sites Probabilité de libération
Rétinogeniculée E-E et E-I 125 0.40
Géniculocorticale E-E et E-I 15 0.80





I-E et I-I 3 0.96
weff = w ·B (Nr, pr) (B.19)
où
weff est le poids synaptique efficace.
Nr le nombre de sites de libération.
pr est la probabilité de libération.
B (Nr, pr) est une distribution binomiale.
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Figure B.16 Exemple de variabilité introduite par la transmission probabi-
liste dans l’amplitude du courant postsynaptique excitateur. On remarque que
l’amplitude du courant postsynaptique est un multiple du poids synaptique we
associé à chaque site de libération. Comme la probabilité de libération pr est in-
férieure à 1 pour les Nr sites de libération indépendants, l’amplitude du courant
postsynaptique variera dans l’intervalle [0, Nr · we]. Paramètres de simulation :
Nr = 3, pr = 0.8, rpre = 10 Hz, we = 0.154 nA, ∆t = 0.5 ms, voir tableau B.1
page 180.
B.7 Plasticité à court terme
La plasticité à court terme (STP) dépendante de l’activité décrite par Tsodyks et Markram
[1997] a été considérée dans la modélisation. Elle permet de moduler l’efficacité synaptique
en fonction de variables d’état interne pour tenir compte de la fraction efficace, inactive
et récupérée des ressources disponibles (en termes de neurotransmetteurs) pour chaque
décharge présynaptique [Tsodyks & Markram, 1997]. La STP modélise la déplétion et le
renouvellement des vésicules synaptiques, qui induit soit une désensibilisation (dépression)
ou facilitation (potentiation) synaptique [Zucker, 1989], comme illustré à la figure B.17
page 206. L’équation B.20 page suivante qui décrit la STP est basée sur une formulation
simplifiée [Fuhrmann et al., 2002 ; Maass & Natschläger, 2002], mais possède une normali-
sation additionnelle par la constante U . Ceci permet d’assurer que la première décharge ne
subira pas de dépression ou potentiation (c.-à-d. swSTP = 1), et conservera donc son effica-
cité synaptique originale. Le tableau B.6 page 205 fournit une description des paramètres
et des valeurs spécifiques utilisés. Pour les paramètres des projections géniculocorticales
et corticocorticales, les constantes de temps estimées par Kayser et al. [2001] à partir de
données de train de décharge ont été utilisées, et sont comparables à d’autres études [p. ex.
Loebel et al., 2009].




















tprelast est le temps de la dernière décharge présynaptique.
R est la fraction actuelle d’efficacité synaptique disponible.
u est la proportion de cette fraction qui est réellement utilisée pour la décharge.
U est la fraction maximale de l’efficacité synaptique disponible.
τrec est la constante de temps pour le renouvellement (dépression).
τfac est la constante de temps pour la facilitation (potentiation).
swSTP est le facteur de modulation du poids synaptique w dû à la STP.
Les conditions initiales sont u = R = 1, ce qui assure que la première décharge de chaque
neurone n’est pas affectée contrairement à Tsodyks et Markram [1997]. La STP module
de façon multiplicative le poids synaptique absolu w selon l’équation suivante :
weff = w · swSTP (B.21)
où weff est le poids synaptique efficace.
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Figure B.17 Exemple de plasticité à court terme (STP) engendrant (a) une
dépression pour une synapse intracorticale excitatrice, et (b) une facilitation
pour une synapse corticogéniculée excitatrice-excitatrice. La stimulation pro-
vient d’un processus de Poisson homogène. On remarque la modulation de l’am-
plitude du courant postsynaptique d’excitation (EPSC) dans les deux cas, pour
un même poids synaptique absolu we (illustré par la ligne horizontale poin-
tillée). Paramètres de simulation : rpre = 20 Hz, we = 0.154 nA, ∆t = 0.5 ms,
voir tableau B.1 page 180 et B.6 page précédente.
B.8 Efficacité synaptique globale
Comme toutes les formes de modulation statique ou dynamique du poids synaptique consi-
dérées ont une influence multiplicative, il est possible de joindre facilement les facteurs
d’atténuation statiques (section B.5 page 195), de la transmission synaptique probabiliste
(section B.6 page 199) et à la plasticité à court terme (section B.7 page 203). On obtient
alors :





plasticité à court terme





weff est le poids synaptique efficace.
w est le poids synaptique absolu.
Notez que les autres formes de plasticité considérées (mais non détaillées dans ce chapitre),
soit la plasticité dépendante du temps de décharge (STDP) et la plasticité homéostatique,
influencent le poids synaptique efficace global weff en modulant directement le poids sy-
naptique absolu w dans l’équation B.22. C’est que contrairement à la plasticité à court
terme, les changements de poids synaptiques liés à la STDP et l’homéostasie perdurent de
façon permanente dans le temps.
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B.9 Taux de décharge moyens
Il est connu que dans le cerveau, le taux de décharge moyen des neurones en réponse
évoquée n’est pas constant à travers les différentes couches laminaires. Par exemple, les
neurones complexes dans V1-L2/3 ont environ la moitié du taux de décharge moyen des
neurones simples [Carandini & Sengpiel, 2004]. Ce n’est pas le cas aussi entre les sous-
populations excitatrices et inhibitrices, où les neurones inhibiteurs ont environ le double du
taux de décharge moyen des neurones excitateurs [Bachatene et al., 2015 ; L. Wang et al.,
2015]. Ainsi, les taux de décharge moyens cibles servant au contrôle homéostatique étudié
au chapitre 4 sont distincts pour chaque sous-population du modèle proposé (tableau B.7).
Tableau B.7 Taux de décharge moyen pour chaque couche des structures neu-
ronales modélisées, estimé à partir des données physiologiques du chat pour
V1 [Bachatene et al., 2015 ; Campbell et al., 1968 ; Carandini & Ferster, 2000 ;
Gizzi et al., 2017 ; Rose & Blakemore, 1974], pour le dLGN [Bishop et al., 1953 ;
Cleland et al., 1971 ; Ozaki & Kaplan, 2006] et pour les RGCs [Carandini et al.,
2007 ; Enroth-cugell & Robson, 1966 ; Ozaki & Kaplan, 2006]. L’hypothèse est
faite que la population V1-L4 contient seulement des neurones simples, et V1-
L2/3 des neurones complexes. Pour les autres populations de V1 (p. ex. V1-L5),
des taux de décharge identiques à la population V1-L2/3 ont été considérés par
simplicité.
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ANNEXE C
PLASTICITÉ SYNAPTIQUE ET RÉGULA-
TION HOMÉOSTATIQUE
C.1 Plasticité hebbienne et stabilité de l’activité neu-
ronale
L’apprentissage hebbien [Hebb, 1949] est considéré comme un principe fondamental dans
le domaine des neurosciences, où le changement de l’efficacité synaptique entre deux neu-
rones connectés est modulé par le niveau de corrélation de leur taux de décharge (c.-à-d.
une corrélation forte induit une forte potentialisation). Développé à l’origine pour les ré-
seaux de neurones basés sur le taux de décharge, il peut être appliqué aux réseaux de
neurones à décharge où les potentiels d’action individuels (décharges) sont pris en compte.
La plasticité dépendante du temps de décharge (STDP) est la forme la plus courante
d’apprentissage hebbien compétitif [Kempter, Gerstner, & van Hemmen, 1999 ; Song et
al., 2000] applicable aux réseaux de neurones à décharge, où le changement de poids sy-
naptiques dépend de la différence de temps précise entre les décharges présynaptiques et
postsynaptiques. Il s’agit de la forme de plasticité considérée au chapitre 4.
C.1.1 Problème de stabilité de la STDP additive
L’apprentissage hebbien (basé sur les taux de décharge ou sur les décharges individuelles)
est cependant un processus à rétroaction positive intrinsèquement instable, qui entraîne
une excitation incontrôlable à moins que des contraintes supplémentaires modulent le
changement des poids synaptiques [Song et al., 2000 ; Zenke & Gerstner, 2017]. Dans la
STDP, les composantes de dépression et de potentialisation sont généralement présentes
dans la fenêtre d’apprentissage, et fournissent respectivement une stabilisation intrinsèque
du taux de décharge et la capture de la corrélation temporelle dans l’entrée [Kempter et
al., 2001]. La STDP indépendante du poids conduit à une forte compétition synaptique et
à l’émergence d’une sélectivité dans la population neuronale [Kremer et al., 2011 ; Masque-
lier, 2012 ; Song & Abbott, 2001 ; Wenisch et al., 2005], mais reste instable, car les poids
synaptiques sont soit tronqués à zéro, soit poussés vers l’infini en raison de la bistabilité
intrinsèque [J. Rubin et al., 2001]. Un moyen courant d’éviter cet emballement des poids
synaptiques consiste à définir une limite de poids maximum. Cependant, la saturation des
poids synaptiques à des limites aussi strictes lors de l’apprentissage hebbien est loin d’être
optimale, car cela entraîne une déformation de la répartition des poids et une capacité
synaptique réduite [van Rossum, Shippi, & Barrett, 2012]. L’utilisation de limites souples
comme dans la STDP dépendante du poids (multiplicative) [Gilson & Fukai, 2011 ; Gütig
et al., 2003 ; Morrison et al., 2007 ; van Rossum et al., 2000], dans laquelle la potentiali-
sation est réduite pour les synapses fortes, a été démontrée avoir un seul point d’équilibre
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stable [J. Rubin et al., 2001] tout en permettant de maximiser la capacité synaptique [van
Rossum et al., 2012]. La STDP dépendante du poids est à la base du mécanisme de régula-
tion homéostatique proposé au chapitre 4, principalement pour ses propriétés de stabilité.
C.1.2 Intégration de la STDP avec la plasticité homéostatique
Malgré le fait que la STDP multiplicative soit efficace pour contraindre la distribution des
poids, elle ne permet pas à elle seule de réguler l’activité (p. ex. le taux de décharge moyen)
dans la population neuronale à une valeur cible particulière. La plasticité homéostatique
doit être utilisée dans ce cas pour moduler les poids synaptiques basés sur l’activité post-
synaptique, similaire à la règle de Bienenstock-Cooper-Munro (BCM) [Bienenstock et al.,
1982]. Au chapitre 4, il est décrit comment la modulation du point d’équilibre peut se
faire en fonction de différents critères liés à la régulation homéostatique (p. ex. le taux de
décharge cible à atteindre).
C.2 Définition des règles de plasticité STDP
Toutes les règles de STDP dans cette section sont tirées de la littérature, sauf dans le cas
de la STDP multiplicative inhibitrice par différence d’exponentielles (doe-STDP) qui est
originale à cette thèse et décrite à la section C.2.3 page 221. L’ajustement aux données
expérimentales pour toutes les formes de STDP étudiées est aussi propre à cette thèse.
C.2.1 STDP excitatrice hebbienne
Toutes les règles de STDP multiplicatives excitatrices partagent la même asymétrie tem-
porelle par rapport à l’effet de la différence des temps de décharge présynaptique et
postsynaptique tpre − tpost dans la fonction de noyau K (w, tpre − tpost), comme décrite
à l’équation 4.2 page 76. Ceci est illustré à la figure 4.2 page 77. La fonction de noyau
K (w, tpre − tpost) est toutefois différente pour chaque règle à cause des fonctions de pon-
dération fp (w) et fd (w) propres à chacune, comme définies dans les prochaines sections.
STDP multiplicative standard
La STDP multiplicative standard [Kistler & van Hemmen, 2000 ; van Rossum et al., 2000]
possède une fonction de pondération pour la potentiation constante, mais une fonction
de pondération pour la dépression linéaire en fonction du poids comme décrite à l’équa-
tion C.1.
fp (w) = cp (constante)
fd (w) = cd · w (linéaire) (C.1)
où cp et cd sont des constantes liées à la potentiation et la dépression.
La distribution des poids synaptiques est contrainte dans le domaine des réels positifs
(c.-à-d. w ∈ R+), donc sans limite supérieure stricte. Il ne s’agit pas d’un problème, car
C.2. DÉFINITION DES RÈGLES DE PLASTICITÉ STDP 211
la dépendance linéaire au poids favorise la dépression pour les fortes valeurs de poids.
Comme la potentiation est toujours constante, la STDP multiplicative standard mène à
l’autorégulation de la distribution des poids. Pour des valeurs de poids trop élevés, la
dépression sera dominante et fera tendre la distribution vers des valeurs moindres. Pour
des valeurs de poids trop faibles, au contraire la potentiation sera dominante et fera tendre
la distribution vers des valeurs plus élevées. Les propriétés d’équilibre de la distribution
des poids synaptiques ont été bien étudiées dans la littérature [Câteau & Fukai, 2003 ;
Feldman, 2009 ; Gilson & Fukai, 2011 ; Gütig et al., 2003 ; J. Rubin et al., 2001 ; van
Rossum et al., 2000].
STDP multiplicative à limites souples
En comparaison avec la STDP multiplicative standard, la STDP multiplicative à limites
souples [Gütig et al., 2003 ; Matsubara & Uehara, 2016] permet quant à elle de contraindre
la distribution de poids synaptiques dans un intervalle [0, wmax] avec une limite supérieure
souple comme décrite à l’équation C.2.















cp et cd sont des constantes liées à la potentiation et la dépression.
wmax est la limite supérieure des valeurs de poids.
La limite wmax est considérée comme souple, car la restriction à la borne supérieure est




fp (w) = 0 (C.3)
avec la même dynamique touchant la dépression pour la borne inférieure wmin = 0 :
lim
w→wmin
fd (w) = 0 (C.4)
Limiter de telle façon la plage dynamique des poids synaptiques permettrait, pour des
implémentations matérielles de la STDP, de rendre plus aisée la discrétisation des valeurs
de poids sur un nombre restreint de bits [p. ex. Kim, Koo, Kim, & Kim, 2018 ; Pfeil
et al., 2012 ; Schemmel, Grubl, Meier, & Mueller, 2006]. Un choix simple pour wmax est
le poids synaptique minimal qui déclenche à très forte probabilité une décharge chez le
neurone postsynaptique. Toutefois, cette valeur doit être déterminée empiriquement selon
la dynamique du neurone.
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STDP log-normale
Les formes de STDP mentionnées jusqu’à présent (c.-à-d. STDP standard et à limites
souples) font converger l’ensemble des poids synaptiques vers une distribution quasi sy-
métrique et gaussienne (exemple figure C.6 page 246). La STDP log-normale [Gilson &
Fukai, 2011] permet quant à elle d’obtenir une distribution quasi log-normale (à longue
queue), où un faible pourcentage des poids synaptiques ont des valeurs beaucoup plus
grandes que la moyenne. Ce type de distribution permet d’améliorer à la fois la stabilité et
la transmission du signal [Iyer, Menon, Buice, Koch, & Mihalas, 2013 ; Teramae & Fukai,
2014 ; Teramae, Tsubo, & Fukai, 2012]. Mathématiquement, les fonctions de pondération
pour la STDP log-normale sont décrites à l’équation C.5.



























si w > ŵ0 (log-saturée)
(C.5)
où
cp et cd sont des constantes liées à la potentiation et la dépression.
ŵ0 correspond approximativement au point d’équilibre de la distribution de poids à
l’équilibre.
γ est le degré de la saturation logarithmique pour la dépression.
β est le facteur de décroissance exponentielle pour la potentiation.
Les valeurs γ = 150.0 et β = 50.0 ont été considérées dans les expériences. La distribution
des poids synaptiques est contrainte dans le domaine des réels positifs (c.-à-d. w ∈ R+),
donc sans limite supérieure stricte. Comme la STDP multiplicative standard, la dépres-
sion prend le dessus sur la potentiation pour les forts poids, ce qui empêche l’explosion
des poids. Notez que ŵ0 correspond à une approximation du point d’équilibre. Le point
d’équilibre exact w0 a une formulation plus complexe (exemple section C.4.5 page 238).
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C.2.2 STDP excitatrice anti-hebbienne
La fonction de noyau K (w, tpre − tpost) de la STDP liée aux synapses excitatrices-inhibitrices
est asymétrique et peut être décomposée en composantes de potentiation et de dépression,
comme illustrée à la figure C.1 page suivante. Mathématiquement, elle est décrite par
l’équation C.6.
K (w, tpre − tpost) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−fd (w) · exp
(
− | tpre − tpost |
τd
)
si tpre − tpost < 0 (LTD)
0 si tpre − tpost = 0
fp (w) · exp
(
− | tpre − tpost |
τp
)
si tpre − tpost > 0 (LTP)
(C.6)
où
fp (w) et fd (w) définissent respectivement les fonctions de dépendance au poids pour la
potentiation et la dépression.
τp et τd sont les constantes de temps liées à la potentiation et la dépression.
On remarque comparativement au noyau de la STDP multiplicative standard (équation 4.2
page 76) qu’il s’agit uniquement de l’inversion des fenêtres de potentiation et de dépression.
Les fonctions de pondération sont les mêmes que pour la STDP multiplicative standard
(équation C.1 page 210). Il est possible de prouver à partir de l’équation C.21 page 226
que le point d’équilibre est aussi le même.
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Figure C.1 Modélisation de la fonction de noyau de la STDP excitatrice anti-
hebbienne par des exponentielles asymétriques, décrivant le changement d’ampli-
tude du potentiel postsynaptique (PSP) causé par une décharge présynaptique
selon la différence de temps tpre − tpost entre une paire de décharges présynap-
tique et postsynaptique. Données expérimentales pour des synapses excitatrices-
inhibitrices provenant de L. I. Zhang et al. [1998], et normalisées par le nombre
de décharges totales (c.-à-d. 100 paires dans ce cas). Les paramètres des fonc-
tions exponentielles et des fonctions de dépendance au poids fp (w) et fd (w)
ont été trouvés dans cette thèse par estimation non linéaire des moindres car-
rés [Nicholson, 2013]. Notez que les valeurs des constantes varient en fonction
de la méthode de modulation du point d’équilibre utilisée. Dans cette figure,
la méthode de modulation par mise à l’échelle est utilisée. Les constantes de
temps correspondent à τp = 14.9 ms et τd = 22.5 ms dans l’équation C.6 page
précédente. Les autres constantes correspondent à cp = 0.0056 et cd = 0.0041.
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C.2.3 STDP inhibitrice
Toutes les règles de STDP multiplicatives inhibitrices partagent les mêmes fonctions de
pondération fp (w) et fd (w) comme décrites à l’équation C.7. Il s’agit des mêmes fonctions
que pour la STDP multiplicative excitatrice standard décrite à l’équation 4.2 page 76. La
fonction de pondération pour la dépendance au poids est constante pour la potentiation
et linéaire pour la dépression. La fonction de noyau K (w, tpre − tpost) est toutefois diffé-
rente pour chaque règle. Par exemple, presque toutes les règles inhibitrices montrent une
symétrie temporelle par rapport à l’effet de la différence des temps de décharge présynap-
tique et postsynaptique tpre − tpost dans la fonction de noyau K (w, tpre − tpost). Notez
aussi que comme toutes les règles inhibitrices sont basées sur des fonctions exponentielles
(ou combinaisons de), l’intégrale à l’équation C.19 page 225 du terme de dérive dans le
formalisme de Fokker-Planck peut être calculée analytiquement.
fp (w) = cp (constante)
fd (w) = cd · w (linéaire) (C.7)
où cp et cd sont des constantes liées à la potentiation et la dépression.
STDP multiplicative par différence de gaussiennes
La STDP multiplicative par différence de gaussiennes (mhat-STDP) [Kosko, 1986] est
décrite par l’équation C.8. La forme du noyau symétrique est illustrée à la figure C.2 page
suivante.
K (w, tpre − tpost) =
{
fp (w) ·H (tpre − tpost) si | tpre − tpost | ≤ τh (LTP)
fd (w) ·H (tpre − tpost) si | tpre − tpost | > τh (LTD)
(C.8)
où H (tpre − tpost) =
(






− (tpre − tpost)
2
2 · τ 2h
)
et τh est la constante de temps qui définit la largeur temporelle du noyau.
Notez que le signe négatif pour la dépression est fourni implicitement par la fonction
H (tpre − tpost) lorsque | tpre− tpost | > τh. La forme de sa dépendance temporelle à la diffé-
rence des temps de décharge présynaptique et postsynaptique tpre − tpost (figure C.2 page
suivante) est identique à l’ondelette de Ricker (ou Marr) dans le domaine du traitement
des signaux [Farge, 1992 ; Gholamy & Kreinovich, 2014 ; González-Nuevo et al., 2006 ;
Y. Wang, 2015]. Elle génère donc une forme d’inhibition latérale des poids synaptiques,
mais ici dans le domaine temporel dépendamment des temps de décharge présynaptique
et postsynaptique.
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Figure C.2 Modélisation de la fonction de noyau de la STDP inhibitrice par dif-
férence de gaussiennes, décrivant le changement d’amplitude du potentiel post-
synaptique (PSP) causé par une décharge présynaptique selon la différence de
temps tpre−tpost entre une paire de décharges présynaptiques et postsynaptiques.
Données expérimentales pour des synapses inhibitrices-excitatrices provenant de
Woodin et al. [2003], et normalisées par le nombre de décharges totales (c.-à-d.
150 paires dans ce cas). Les paramètres du noyau et des fonctions de dépendance
au poids fp (w) et fd (w) ont été trouvés dans cette thèse par estimation non li-
néaire des moindres carrés [Nicholson, 2013]. Notez que les valeurs des constantes
varient en fonction de la méthode de modulation du point d’équilibre utilisée.
Dans cette figure, la méthode de modulation par mise à l’échelle est utilisée.
Les constantes de temps correspondent dans ce cas spécifique à ω = 31.4 ms.
Les autres constantes correspondent à cp = 0.0021, kw0 = 0.5, wref = 1 nA et
w = w0 = 0.5 nA dans l’équation C.8 page précédente.
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STDP multiplicative par exponentielle tronquée
La STDP multiplicative par exponentielle tronquée (dte-STDP) [Stepp et al., 2015] est
décrite par l’équation C.9. La forme du noyau symétrique est illustrée à la figure C.3 page
suivante, où la discontinuité (causée par la constante β) est clairement visible.
K (w, tpre − tpost) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
fp (w) · exp
(
− | tpre − tpost |
τp
)
si | tpre − tpost | ≤ β (LTP)
−fd (w) · exp
(
− | tpre − tpost |
τd
)
si | tpre − tpost | > β (LTD)
(C.9)
où
τp et τd sont les constantes de temps liées à la potentiation et la dépression.
β correspond à différence de temps absolu qui délimite la potentiation et la dépression.
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Figure C.3 Modélisation de la fonction de noyau de la STDP inhibitrice par
exponentielle tronquée, décrivant le changement d’amplitude du potentiel post-
synaptique (PSP) causé par une décharge présynaptique selon la différence de
temps tpre− tpost entre une paire de décharges présynaptique et postsynaptique.
Données expérimentales pour des synapses inhibitrices-excitatrices provenant de
Woodin et al. [2003], et normalisées par le nombre de décharges totales (c.-à-d.
150 paires dans ce cas). Les paramètres du noyau et des fonctions de dépendance
au poids fp (w) et fd (w) ont été trouvés dans cette thèse par estimation non li-
néaire des moindres carrés [Nicholson, 2013]. Notez que les valeurs des constantes
varient en fonction de la méthode de modulation du point d’équilibre utilisée.
Dans cette figure, la méthode de modulation par mise à l’échelle est utilisée.
Les constantes de temps correspondent dans ce cas spécifique à τp = 72.4 ms et
τd = 30.6 ms. Les autres constantes correspondent à cp = 0.0021, β = 34.1 ms,
kw0 = 0.5, w = wref = 1 nA et w0 = 0.5 nA dans l’équation C.9 page précédente.
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STDP multiplicative par exponentielle pondérée
La STDP multiplicative par exponentielle pondérée (haas-STDP) [Haas et al., 2006] est la
seule forme de STDP inhibitrice asymétrique considérée dans cette thèse, et est décrite par
l’équation C.10. La forme du noyau asymétrique est illustrée à la figure C.4 page suivante.
K (w, tpre − tpost) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
fp (w) · λ · exp
(
− | tpre − tpost |
τp
)
si | tpre − tpost | > 0 (LTP)
0 si tpre − tpost = 0
−fd (w) · λ · exp
(
− | tpre − tpost |
τd
)
si | tpre − tpost | < 0 (LTD)
(C.10)
où λ = 1000 (tpre − tpost)6
et τp et τd sont les constantes de temps liées à la potentiation et la dépression.
Comparativement à l’équation proposée par Haas et al. [2006], la constante de puissance
dans le terme λ à l’équation C.10 a été réduite de 10 à 6 pour éviter les problèmes de
débordement (overflow et underflow) des nombres à virgule flottante.
220 ANNEXE C. PLASTICITÉ SYNAPTIQUE ET HOMÉOSTASIE
−30 −20 −10 0 10 20 30































Figure C.4 Modélisation de la fonction de noyau de la STDP inhibitrice par
exponentielle pondérée, décrivant le changement d’amplitude du potentiel post-
synaptique (PSP) causé par une décharge présynaptique selon la différence de
temps tpre−tpost entre une paire de décharges présynaptiques et postsynaptiques.
Données expérimentales pour des synapses inhibitrices-inhibitrices provenant de
Haas et al. [2006], et normalisées par le nombre de décharges totales (c.-à-d. 600
paires dans ce cas). Notez l’asymétrie de la fonction de noyau comparativement
aux autres formes de STDP inhibitrices étudiées. Les paramètres du noyau et
des fonctions de dépendance au poids fp (w) et fd (w) ont été trouvés dans cette
thèse par estimation non linéaire des moindres carrés [Nicholson, 2013]. Notez
que les valeurs des constantes varient en fonction de la méthode de modula-
tion du point d’équilibre utilisée. Dans cette figure, la méthode de modulation
par mise à l’échelle est utilisée. Les constantes de temps correspondent dans ce
cas spécifique à τp = 1.46 ms et τd = 1.94 ms. Les autres constantes corres-
pondent à cp = 5.1817× 10−7, kw0 = 0.5, wref = 1 nA et w = w0 = 0.5 nA dans
l’équation C.10 page précédente.
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STDP multiplicative par différence d’exponentielles
La STDP multiplicative par différence d’exponentielles proposée dans cette thèse est dé-
crite par l’équation C.11. La forme du noyau symétrique est illustrée à la figure C.5 page
suivante.
K (w, tpre − tpost) = fp (w) ·Kp (w, tpre − tpost)
− β · fd (w) ·Kd (w, tpre − tpost) (C.11)
où
Kp (w, tpre − tpost) = exp
(
− | tpre − tpost |
τp
)
Kd (w, tpre − tpost) = exp
(









τp est la constante de temps liée à la potentiation.
τdh et τdl sont les constantes de temps liées à la dépression.
β est la constante de pondération entre les composantes de potentiation et de dépression.
Il s’agit donc d’une somme pondérée des composantes du noyau Kp (w, tpre − tpost) et
Kd (w, tpre − tpost) liées respectivement à la potentiation et la dépression. La composante
Kp (w, tpre − tpost) est exponentielle. La composante Kp (w, tpre − tpost) est une différence
d’exponentielles, comme utilisée dans la formulation du tempotron [Gütig & Sompolinsky,
2006]. Ceci permet d’éviter toute discontinuité dans la forme du noyau, en contraste avec
la STDP multiplicative par exponentielle tronquée. STDP multiplicative par différence
d’exponentielles a aussi l’avantage de pouvoir être mise en oeuvre en ligne à l’aide de
traces synaptiques [Morrison et al., 2008 ; Song et al., 2000].
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Figure C.5 Modélisation de la fonction de noyau de la STDP inhibitrice par
différence d’exponentielles, décrivant le changement d’amplitude du potentiel
postsynaptique (PSP) causé par une décharge présynaptique selon la différence
de temps tpre − tpost entre une paire de décharges présynaptiques et postsynap-
tiques. Données expérimentales pour des synapses inhibitrices-excitatrices pro-
venant de Woodin et al. [2003], et normalisées par le nombre de décharges totales
(c.-à-d. 150 paires dans ce cas). Notez l’asymétrie de la fonction de noyau com-
parativement aux autres formes de STDP inhibitrices étudiées. Les paramètres
du noyau et des fonctions de dépendance au poids fp (w) et fd (w) ont été trou-
vés dans cette thèse par estimation non linéaire des moindres carrés [Nicholson,
2013]. Notez que les valeurs des constantes varient en fonction de la méthode de
modulation du point d’équilibre utilisée. Dans cette figure, la méthode de mo-
dulation par mise à l’échelle est utilisée. Les constantes de temps correspondent
dans ce cas spécifique à τp = 22.6 ms, τdl = 7.1 ms τdh = 50.0 ms. Les autres
constantes correspondent à cp = 0.0028, β = 0.1, kw0 = 0.5, w = wref = 1 nA et
w = w0 = 0.5 nA dans l’équation C.11 page précédente.
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C.3 Analyse théorique de l’équilibre de la STDP mul-
tiplicative selon Fokker-Planck
Dans cette section, il est expliqué comment il est possible d’étudier de façon théorique
les propriétés d’équilibre de la STDP multiplicative et de ses variantes en utilisant le
formalisme de Fokker-Planck [p. ex. Gilson & Fukai, 2011 ; Gütig et al., 2003 ; Kistler &
van Hemmen, 2000 ; Matsubara & Uehara, 2016 ; J. Rubin, 2001 ; J. Rubin et al., 2001 ;
van Rossum et al., 2000]. Toutes les équations dans cette section sont tirées des travaux
de van Rossum et al. [2000] et Gilson et Fukai [2011].
C.3.1 Formalisme et équation de Fokker-Planck
Soit p (w, t) l’évolution de la distribution de probabilité des poids synaptiques dans le
temps. Dans la limite d’un faible taux d’apprentissage (c.-à-d. ηSTDP ≪ 1) par rapport à
la variation de p (w, t), le processus d’apprentissage de la STDP peut être considéré comme





= −ppp (w, t)− pdp (w, t)
+ ppP (w − wp, t) + pdP (w + wd, t) (C.12)
où
rpre est le taux de décharge moyen présynaptique.
pp et pd sont les probabilités d’induire une potentiation et une dépression.
wp et wd sont les changements de poids causés par la potentiation et la dépression.
Il est possible de voir à l’équation C.12 que l’évolution temporelle de la distribution de
poids p (w, t) est affectée par des composantes de potentiation et de dépression. L’évolu-
tion dépend aussi du taux de décharge moyen présynaptique. En utilisant la décomposi-
tion en séries de Taylor de second ordre sur les termes P (w − wp, t) et P (w + wd, t) à
l’équation C.12, l’équation de Fokker-Planck est obtenue. Dans le domaine des processus
stochastiques, cette dernière correspond à une expansion Kramers-Moyal [Kramers, 1940]










[B (w) p (w, t)] (C.13)
C.3.2 Solution à l’équation de Fokker-Planck
L’équation C.13 décrit l’évolution temporelle de la distribution de poids p (w, t), mais qui
est maintenant dépendante des composantes de dérive A (w) et de diffusion B (w). Les
termes A (w) et B (w) correspondent respectivement au premier moment (dérive) et au
deuxième moment (diffusion) de la mise à jour ∆w des poids synaptiques [Gilson & Fukai,
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2011] :
A (w) = E [∆w] =
∫ +∞
−∞
∆wPr{∆w} d (∆w) (C.14)
B (w) = E
[





(∆w)2 Pr{∆w} d (∆w) (C.15)
Dans le contexte actuel, le changement de poids synaptique ∆w est lié à la STDP seule-
ment. À l’équation C.14 et C.15, les moments (moyenne et variance) de la mise à jour
∆w des poids synaptiques sont d’abord exprimés selon l’opérateur d’espérance mathéma-
tique E. Cet opérateur est ensuite remplacé par une intégrale qui dépend de la probabilité
Pr{∆w} d’un changement de poids ∆w. La solution de l’équation de Fokker-Planck est la
distribution stationnaire p0 (w, t), qui est indépendante de la distribution initiale et peut
être trouvée en posant δp (w, t) /δt = 0, puisqu’à l’équilibre E [∆w] = 0. On obtient alors
la solution suivante [Risken, 1984] :











où N est la constante de normalisation telle que
∫
p0 (w, t) dw = 1.
C.3.3 Définition des termes de dérive et de diffusion
L’équation C.16 montre que la solution de l’équation de Fokker-Planck dépend des termes
de dérive A(w) et de diffusion B(w), et nécessite la résolution d’une intégrale définie.
Comme il sera vu dans la prochaine section, les termes A(w) et B(w) sont dépendants
de la fonction de noyau K (w, tpre − tpost) qui décrit une forme spécifique de la STDP
(p. ex. STDP log-normale). Dépendamment de la fonction de noyau K (w, tpre − tpost), la
distribution de poids p0 (w, t) va soit se concentrer autour du point nul de dérive (c.-à-d.
A (w) = 0) ou autour des valeurs limites wmin = 0 et wmax de l’espace des poids [J. Rubin et
al., 2001]. La solution potentielle à l’équation A(w) = 0, si elle existe, correspond au point
d’équilibre de la distribution de poids synaptiques. En effet, selon la définition du terme
de dérive à l’équation C.14, il est possible de constater que suivant A(w) = E [∆w] = 0,
l’espérance mathématique du changement de poids ∆w tendra vers zéro. Ceci signifie qu’il
y aura une convergence stable de la distribution de poids. À partir du terme de dérive
A(w), il est donc possible de déterminer analytiquement la valeur du poids moyen w0 qui
correspond au point d’équilibre.
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Suivant l’équation 4.1 page 75 décrivant la mise à jour des poids pour la STDP multi-
plicative, la probabilité Pr{∆w} d’un changement de poids est égale à [Gilson & Fukai,
2011] :
Pr{∆w}d (∆w) = Pr{tpre − tpost}d (tpre − tpost)Pr{ζ}dζ







À l’équation C.17, le terme Pr{tpre − tpost}d (tpre − tpost) doit être défini en fonction des
statistiques des trains de décharge présynaptiques et postsynaptiques. Dans le cas de
processus de Poisson homogènes et non corrélés en entrée, le développement mathématique
est réalisé à la section C.3.4.
C.3.4 Cas spécifique pour des processus de Poisson non corrélés
Pour des trains de décharge présynaptiques et postsynaptiques indépendants (non corrélés)
et modélisables par des processus de Poisson homogènes, on obtient [Gilson & Fukai, 2011] :
Pr{tpre − tpost}d (tpre − tpost) = rpost · rpred (tpre − tpost) (C.18)
Les constantes rpre et rpost correspondent respectivement aux taux de décharge moyens
présynaptiques et postsynaptiques. Pour un processus de Poisson homogène, les décharges
sont uniformément et indépendamment placées sur l’axe temporel [Daley & Vere-Jones,
2008]. Comme on fait l’hypothèse que les trains de décharge présynaptiques et postsy-
naptiques sont indépendants, la probabilité Pr{tpre− tpost} dépend seulement des taux de
décharge moyens rpre et rpost. Il devient donc possible avec l’équation C.18 de réécrire le
terme de dérive [Gilson & Fukai, 2011] :
A (w) = ηSTDP · rpost · rpre
∫ +∞
−∞












= ηSTDP · rpost · rpre
∫ +∞
−∞
K (w, tpre − tpost) d (tpre − tpost) (C.19)
ainsi que le terme de diffusion [Gilson & Fukai, 2011] :
B (w) = η2STDP · rpost · rpre
∫ +∞
−∞












= η2STDP · rpost · rpre ·
(∫ +∞
−∞
[K (w, tpre − tpost)]2 d (tpre − tpost)
)
· (1 + σ2) (C.20)
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Le bruit gaussien ζ n’a pas d’impact sur le terme de dérive, car E [ζ] = 0.
Comme toutes les formes de STDP excitatrices partagent les mêmes composantes expo-
nentielles dans la fonction de noyau K (w, tpre − tpost), il est possible de simplifier le terme
de dérive en évaluant les intégrales définies [Gilson & Fukai, 2011] :
A (w) = ηSTDP · rpost · rpre
[∫ 0
−∞
fp (w) · exp
(
−| tpre − tpost |
τp
)




fd (w) · exp
(
−| tpre − tpost |
τd
)
d (tpre − tpost)
]
,
= ηSTDP · rpost · rpre [fp (w) · τp + fd (w) · τd] (C.21)
ainsi que le terme de diffusion [Gilson & Fukai, 2011] :




fp (w) · exp
(
−| tpre − tpost |
τp
)]2





fd (w) · exp
(
−| tpre − tpost |
τd
)]2
d (tpre − tpost)
}
· (1 + σ2),









· (1 + σ2) (C.22)
L’usage de fonctions exponentielles dans le noyau facilite grandement la résolution analy-
tique des intégrales dans les équations C.21 et C.22, sachant que
∫
ec·x = (1/c) · ec·x. C’est
le cas pour toutes les formes de STDP excitatrices et inhibitrices définies à la section C.2
page 210 et utilisées dans cette thèse.
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C.4 Méthodes de modulation du point d’équilibre de
la STDP multiplicative
C.4.1 Lien entre le point d’équilibre et la balance potentiation-
dépression
Dans cette section, plusieurs méthodes de modulation du point d’équilibre sont définies.
Ces méthodes se basent toutes sur la modulation de la balance potentiation-dépression
dans la fonction de noyau K (w, tpre − tpost) propre à chaque forme de STDP excitatrice
ou inhibitrice, comme il sera montré dans les prochaines sections. Certaines méthodes
requièrent l’utilisation d’une variable intermédiaire de contrôle homéostatique (dénoté α)
qui affecte directement la balance potentiation-dépression, et résulte en une modulation
du point d’équilibre w0. Toutes les équations dans cette section sont originales à cette
thèse.
Pour chaque forme de STDP excitatrice, l’expression analytique du point d’équilibre w0 est
trouvée en remplaçant dans l’équation C.21 page précédente ses fonctions de pondération
pour la potentiation fp (w) et la dépression fd (w) spécifiques. Ceci est possible, car toutes
les formes de STDP excitatrices partagent les mêmes composantes exponentielles dans la
fonction de noyau K (w, tpre − tpost). Toutes les formes de STDP inhibitrices ont cepen-
dant des formulations très différentes de la fonction de noyau K (w, tpre − tpost). Dans
ce cas, l’expression analytique du point d’équilibre w0 est trouvée à partir de l’équation
générale C.19 page 225.
C.4.2 Facteur de balance et constante de linéarisation
Le facteur de balance pour chaque forme de STDP décrit la relation entre la variable
intermédiaire α et la balance potentiation-dépression. Dans le cas de la modulation du
rapport entre la dépression et la potentiation (section C.4.3 page suivante), la relation
avec la variable intermédiaire α est non linéaire. Dans le cas de la modulation par facteur
multiplicatif sur le poids (section C.4.4 page 233), la relation avec la variable intermé-
diaire α est linéaire. Dans le cas de modulation par mise à l’échelle de la distribution
(section C.4.5 page 238), qui ne fait pas intervenir la variable intermédiaire α, mais direc-
tement le point d’équilibre w0, la relation entre la balance potentiation-dépression et w0
est linéaire. Les développements mathématiques en lien avec le facteur de balance dans les
prochaines sections décrivent donc comment la modulation du point d’équilibre peut aussi
être vue comme la modulation de la balance potentiation-dépression dans la fonction de
noyau K (w, tpre − tpost) de la STDP.
Une constante de linéarisation est aussi définie pour chaque forme de STDP et méthode
de modulation du point d’équilibre. Cette dernière est utilisée dans le développement ma-
thématique décrit à la section C.6.1 page 279 pour linéariser la régulation homéostatique.
C’est que comme il sera vu dans les prochaines sections, la relation analytique entre la
variable intermédiaire de contrôle α et le point d’équilibre w0 est parfois non linéaire
(exemple équation C.31 page 230). Ceci peut entraîner des problèmes de convergence si
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dans un certain domaine de l’espace des réels, une modulation faible de α génère une très
grande variation du point d’équilibre w0. La linéarisation permet d’assurer que la modu-
lation de α se répercute directement sur le point d’équilibre w0 et est uniforme dans le
domaine des réels.
C.4.3 Modulation du rapport entre la dépression et la potentiation
Dans le cas de la modulation du rapport entre la dépression et la potentiation, on propose
de contrôler la balance entre la potentiation et la dépression par une variable α ∈ [0, 1].
La valeur α = 0.5 correspond à l’équilibre potentiation-dépression, alors que la valeur
α = 1 correspond à une potentiation seulement (c.-à-d. sans aucune dépression)) et la
valeur α = 0 à une dépression seulement (c.-à-d. sans aucune potentiation). La relation
entre le point d’équilibre w0 et α est maintenant étudiée pour les différentes formes de
STDP excitatrice, selon l’équation C.21 page 226. Notez que la formulation de la STDP
log-normale selon Gilson et Fukai [2011] ne permet pas de moduler directement le rapport
entre la dépression et la potentiation. Elle n’est donc pas compatible avec cette approche.
Notez que pour toutes les règles de STDP (excitatrices et inhibitrices), sauf la STDP
multiplicative à limites souples, la variable de contrôle α est introduite dans les fonctions
de pondérations fp (w) et fd (w) selon l’équation C.23. Ces formes de STDP partagent
donc toutes le même facteur de balance fp (w) /fd (w) décrit par l’équation C.24. Dans
sections qui suivent, les fonctions de pondérations fp (w) et fd (w) , le facteur de balance
fp (w) /fd (w), le terme de dérive nulle A (w0) ainsi que la constante de linéarisation dα/dw0
propres à chacune des formes de STDP sont définis, à l’exception de la STDP log-normale
qui ne supporte pas la présente méthode de modulation.
STDP multiplicative standard
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.1 page 210 de la façon suivante :
fp (w) = cp · 2α · wref (constante)
fd (w) = cd · 2 (1− α) · w (linéaire) (C.23)
où wref est une valeur de référence du poids synaptique.
La variable de contrôle α a donc un effet multiplicatif sur la potentiation et la dépression.










L’équation C.24 montre que la variable de contrôle homéostatique α a un effet non linéaire
sur la balance potentiation-dépression à cause du terme α/(1− α).
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La valeur de la constante wref à l’équation C.23 page précédente doit être définie selon le
modèle de la dynamique neuronale, car elle détermine en quelque sorte la plage dynamique
des valeurs de poids synaptiques. Par exemple, pour la dynamique neuronale proposée
qui se base sur des courants synaptiques (équation B.1 page 177, avec paramètres du
tableau B.1 page 180), w est de l’ordre du nanoampère (nA). Un choix général est wref =
wmax (section B.1.6 page 186), le poids synaptique requis pour produire une décharge
postsynaptique assurée avec une seule synapse. L’avantage est que ce dernier peut être
calculé analytiquement dans cette thèse.
Le terme de dérive nulle A (w0) est obtenu en substituant dans l’équation C.21 page 226
les fonctions de pondération décrites à l’équation C.23 page précédente :
A (w0) = ηSTDP · rpost · rpre [(cp · 2α · wref) · τp
− (cd · 2 (1− α) · w0) · τd] = 0 (C.25)
En isolant w0 dans l’équation C.25, on trouve le point d’équilibre w0 suivant :
w0 =
cp · α · τp
cd · (1− α) · τd
· wref (C.26)
La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.26




cd · τd · (1− α)2
cp · τp · wref
(C.27)
On remarque la non-linéarité à l’équation C.27 causée par le terme (1− α)2. Ceci sera pris
en compte dans le mécanisme de régulation homéostatique.
STDP multiplicative à limites souples
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.2 page 211 de la façon suivante :
fp (w) = cp · 2α · (wref − w) (linéaire)
fd (w) = cd · 2 (1− α) · w (linéaire) (C.28)
où wref correspond ici à la valeur maximale du poids synaptique.
La variable de contrôle α a donc un effet multiplicatif sur la potentiation et la dépression.










230 ANNEXE C. PLASTICITÉ SYNAPTIQUE ET HOMÉOSTASIE
L’équation C.29 page précédente montre que la variable de contrôle homéostatique α a un
effet non linéaire sur la balance potentiation-dépression à cause du terme α/(1− α).
Le terme de dérive nulle A (w0) est obtenu en substituant dans l’équation C.21 page 226
les fonctions de pondération décrites à l’équation C.28 page précédente :
A (w0) = ηSTDP · rpost · rpre [cp · 2α · (wref − w0) · τp
−cd · 2 (1− α) · w0 · τd] = 0 (C.30)





cd · (1− α) · τd
cp · α · τp
) (C.31)
Notez que si le noyau est balancé en termes de potentiation et de dépression sans l’influence
de α, soit (cd · τd)/(cp · τp) ≈ 1, alors w0 ≈ (1− α) · wmax devient une fonction linéaire de
α. Les données expérimentales pour la STDP excitatrice affirment ce scénario (figure 4.2
page 77), à partir duquel on peut calculer (cd · τd)/(cp · τp) = 1.187. Il s’agit donc d’une
propriété intéressante qui facilite la modulation du point d’équilibre via α selon l’approche
proposée, et qui ne semble pas avoir été relevée dans la littérature.
La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.31




(cp · τp + cd · τd · (1− α))2
cd · cp · τd · τp · wref
(C.32)
STDP multiplicative par différence de gaussiennes
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.8 page 215 suivant l’équation C.23 page 228 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.23 page 228 et en résolvant l’intégrale définie. On
obtient alors :





· (α · cd · w0 + α · cp · wref − cd · w) (C.33)
En isolant w0 dans l’équation C.33, on trouve le point d’équilibre w0 suivant :
w0 =
cp · α · wref
cd · (1− α)
(C.34)
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La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.34




cd · (1− α)2
cp · wref
(C.35)
STDP multiplicative par exponentielle tronquée
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.9 page 217 suivant l’équation C.23 page 228 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.23 page 228 et en résolvant l’intégrale définie. On
obtient alors :
A (w0) = ηSTDP · rpost · rpre · 4 ·
⎛⎜⎜⎝−α · cp · τp · wref · e
β
τd + α · cp · τp · wref · e
β · (τd + τp)
τd · τp




β · (τd + τp)
τd · τp (C.36)
En isolant w0 dans l’équation C.36, on trouve le point d’équilibre w0 suivant :
w0 =
cp · τp · α · wref






β · (τp − τd)
τd · τp (C.37)
La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.37




cd · τd · (α− 1)2 · e
β · (τd − τp)
τd · τp






232 ANNEXE C. PLASTICITÉ SYNAPTIQUE ET HOMÉOSTASIE
STDP multiplicative par exponentielle pondérée
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.10 page 219 suivant l’équation C.23 page 228 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.23 page 228 et en résolvant l’intégrale définie. On
obtient alors :
A (w0) = ηSTDP · rpost · 1.44× 1021 ·
[
α · cp · τ 7p · wref − (1− α) · cd · τ 7d · w
]
(C.39)
En isolant w0 dans l’équation C.39, on trouve le point d’équilibre w0 suivant :
w0 =
cp · τ 7p · α · wref
cd · τ 7d · (1− α)
(C.40)
La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.40




cd · τ 7d · (1− α)2
cp · τ 7p · wref
(C.41)
STDP multiplicative par différence d’exponentielles
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.11 page 221 suivant l’équation C.23 page 228 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.23 page 228 et en résolvant l’intégrale définie. On
obtient alors :
A (w0) = ηSTDP · rpost · rpre · 4 · [α · cp · τp · wref + (1− α) · cd · β · τdl · w
− (1− α) · cd · β · τdh · w] (C.42)
En isolant w0 dans l’équation C.42, on trouve le point d’équilibre w0 suivant :
w0 =
cp · τp · α · wref
cd · β · (τdh − τdl) · (1− α)
(C.43)
La constante de linéarisation dα/dw0 peut être trouvée en isolant α dans l’équation C.42




cd · β · (τdh − τdl) · (1− α)2
cp · τp · wref
(C.44)
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C.4.4 Modulation par facteur multiplicatif sur le poids
Dans le cas de la modulation par facteur multiplicatif sur le poids, une substitution
w → w/ (α · wref) est effectuée dans les équations de base des formes de STDP étudiées.
La constante wref est une valeur de référence du poids synaptique pour définir la plage dy-
namique des poids, et choisi selon la dynamique neuronale. Pour un neurone à intégration
et décharge avec des constantes biologiques réalistes (section B.1.6 page 186), wref ≈ 1 nA.
Cette considération permet de contraindre la valeur de α autour de 1. On propose alors
de moduler le point d’équilibre w0 via une variable intermédiaire α ∈ R+, et d’exploiter
la dépendance au poids dans la fonction de pondération de dépression fd (w).
La régulation du taux de décharge moyen du neurone postsynaptique peut s’effectuer
suivant le facteur multiplicatif 1/ (α · wref) : si l’activité du neurone postsynaptique est
trop élevée comparativement à une valeur cible, α doit être diminué pour augmenter
l’effet de la dépression (c.-à-d. limα→0+ w/ (α · wref) =∞), et ainsi réduire l’amplitude des
poids synaptiques en entrée. Au contraire, si l’activité du neurone postsynaptique est trop
faible comparativement à cette valeur cible, α doit être augmenté pour réduire l’effet de
la dépression (c.-à-d. limα→∞w/ (α · wref) = 0), et ainsi augmenter l’amplitude des poids
synaptiques en entrée. Cette formulation est moins intuitive que la modulation du rapport
entre la dépression et la potentiation présentée à la section précédente, mais révèlera des
propriétés très intéressantes. La relation entre le point d’équilibre w0 et α est maintenant
étudiée pour les différentes formes de STDP excitatrice, selon l’équation C.22 page 226.
Pour toutes les règles de STDP inhibitrices, les fonctions de pondérations fp (w) et fd (w)
sont adaptées selon l’équation C.45. Notez que comme toutes les relations entre α et
w0 sont linéaires dans ce cas, la constante de linéarisation dα/dw0 pour la régulation
homéostatique est facile à calculer et ne dépend pas de la valeur de α. L’expression de
la constante de linéarisation pour chaque forme de STDP n’apparaît donc pas dans les
prochaines sections.
STDP multiplicative standard
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.1 page 210 de la façon suivante :
fp (w) = cp · wref (constante)






où wref est une valeur référence du poids synaptique.
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La variable de contrôle α a donc un effet multiplicatif inverse sur la dépression seulement.









L’équation C.46 montre que la variable de contrôle homéostatique α a un effet linéaire sur
la balance potentiation-dépression.
Le terme de dérive nulle A (w0) est obtenu en substituant dans l’équation C.21 page 226
les fonctions de pondération décrites à l’équation C.45 page précédente :
A (w0) = ηSTDP · rpost · rpre
[













STDP multiplicative à limites souples
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.2 page 211 de la façon suivante :











La variable de contrôle α a donc un effet multiplicatif inverse sur la dépression et intervient
aussi pour la potentiation. Le facteur de balance fp (w) /fd (w) dans le cas spécifique de










· wref · α (C.50)
L’équation C.50 montre que la variable de contrôle homéostatique α a un effet linéaire sur
la balance potentiation-dépression.
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Le terme de dérive nulle A (w0) est obtenu en substituant dans l’équation C.21 page 226
les fonctions de pondération décrites à l’équation C.49 page précédente :























La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.5 page 212 de la façon suivante :
fp (w) = cp · wref · exp
(
− w








si w <= α · wref (linéaire)













si w > α · wref (log-saturée)
(C.53)
où wref est une valeur référence du poids synaptique.
Le facteur de balance fp (w) /fd (w) dans le cas spécifique de l’équation C.53, si l’intervalle





cp · wref · exp
(
− w
α · wref · β
)
cd · w
⎞⎟⎟⎟⎟⎠ · α (C.54)
Contrairement aux autres règles de STDP excitatrices (équations C.45 page 233 et C.50
page précédente), la balance potentiation-dépression est ici modulée de façon non linéaire
selon α. Notez toutefois que pour α > w/ (wref · β), la relation est quasi linéaire (non
illustrée). Cela vient du fait que limα→∞ exp (−w/ (α · wref · β)) = 1 dans l’équation C.54.
Cette relation quasi linéaire évite la variation brusque de w0 selon la modulation de la
variable α durant la régulation homéostatique.
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Le terme de dérive nulle A (w0) est obtenu en substituant dans l’équation C.21 page 226
les fonctions de pondération décrites à l’équation C.53 page précédente :
A (w0) = ηSTDP · rpost · rpre
[
cp · wref · exp
( −w
α · wref · β
)
· τp








En isolant w0 dans l’équation C.55, on trouve le point d’équilibre w0 suivant :
w0 = α · wref · β ·W
(
cp · τp
β · cd · τd
)
(C.56)
avec W (x), la fonction W de Lambert, qui définit la réciproque de la fonction f (x) =
x · ex [Corless, Gonnet, Hare, Jeffrey, & Knuth, 1996]. La branche principale W0 (x) ∈ R
est utilisée.
Comme la STDP log-normale possède une fonction fd (w) de pondération pour la dépres-
sion définie par partie, seule la partie linéaire de fd (w) à l’équation C.5 page 212 a été
considérée pour le calcul du point d’équilibre w0. Gilson et Fukai [2011] ne présentent dans
leurs travaux qu’une approximation du point d’équilibre, équivalente dans le contexte ac-
tuel à w0 = α · wref. Notez toutefois la relation linéaire de w0 en fonction de α dans les
deux cas.
STDP multiplicative par différence de gaussiennes
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.8 page 215 suivant l’équation C.45 page 233 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.45 page 233 et en résolvant l’intégrale définie. On
obtient alors :

















Notez que la position du point d’équilibre w0 à l’équation C.58 ne dépend pas de la
constante de temps τh.
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STDP multiplicative par exponentielle tronquée
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.9 page 217 suivant l’équation C.45 page 233 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.45 page 233 et en résolvant l’intégrale définie. On
obtient alors :
A (w0) = ηSTDP · rpost · rpre
[
















En isolant w0 dans l’équation C.59, on trouve le point d’équilibre w0 suivant :
w0 =
⎡⎢⎢⎢⎢⎣















⎤⎥⎥⎥⎥⎦ · α (C.60)
STDP multiplicative par exponentielle pondérée
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.10 page 219 suivant l’équation C.45 page 233 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.45 page 233 et en résolvant l’intégrale définie. On
obtient alors :

















)7 ⎤⎦ · α (C.62)
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STDP multiplicative par différence d’exponentielles
La variable de contrôle α est introduite dans les fonctions de pondérations fp (w) et fd (w)
décrites à l’équation C.11 page 221 suivant l’équation C.45 page 233 comme pour la STDP
multiplicative standard. Le terme de dérive nulle A (w0) est obtenu en substituant dans
l’équation C.19 page 225 la fonction de noyau K (w, tpre − tpost) ajustée selon les fonctions
de pondération décrites à l’équation C.45 page 233 et en résolvant l’intégrale définie. On
obtient alors :
A (w0) = ηSTDP · rpost · rpre · 2 ·
(
cp · τp · wref −
β
α
· cd (τdh − τdl) · w
)
(C.63)
En isolant w0 dans l’équation C.63, on trouve le point d’équilibre w0 suivant :
w0 =
cp · τp · α · wref
cd · (τdh − τdl) · β
(C.64)
C.4.5 Modulation par mise à l’échelle de la distribution
La méthode de modulation par facteur multiplicatif présentée à la section C.4.4 affecte
indirectement le point d’équilibre w0 via la variable de contrôle intermédiaire α, mais re-
quiert la paramétrisation de valeur de référence du poids synaptique wref. Il s’agit d’un
paramètre additionnel à optimiser dans le modèle, ce qui n’est pas souhaitable. Comparati-
vement aux autres méthodes de modulation présentées, ici le contrôle du point d’équilibre
s’effectue directement par la variable w0 plutôt que par la variable intermédiaire α. Pour
éviter la dépendance à wref, la contrainte w0 = kw0 · wref sera fixée, où kw0 ∈ [0, 1] est
une constante arbitraire. La valeur de la constante kw0 est plus facile à définir, surtout
car elle affecte principalement la forme de la distribution de poids et ne dépend pas de
la dynamique neuronale. Pour la STDP multiplicative standard et à limites souples, la
valeur kw0 = 0.5 a été utilisée pour correspondre à un point d’équilibre toujours au centre
de l’intervalle normalisé [0, w/wref]. Ce choix permet de ne pas trop déformer la distribu-
tion de poids à l’équilibre à cause des frontières (p. ex. à w = 0 ou w = wmax). Pour la
STDP log-normale, la valeur kw0 = 0.02 a été utilisée pour faire correspondre la forme des
distributions de poids obtenues avec les autres méthodes de modulation.
Les développements mathématiques dans les prochaines sections se basent sur les expres-
sions du point d’équilibre w0 trouvées à la section C.4.4 page 233 pour la méthode de
modulation par facteur multiplicatif sur le poids. Comme la variable de contrôle intermé-
diaire α est substituée dans les équations des prochaines sections, il n’est pas nécessaire de
passer par le terme de dérive nulle A (w0). L’utilisation des expressions du point d’équi-
libre w0 trouvées à la section C.4.3 pour la méthode de modulation du rapport entre la
dépression et la potentiation donnerait donc des résultats identiques.
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STDP multiplicative standard
La contrainte définie sur w0 et l’équation C.48 page 234 définissent le système d’équations
suivant :







· α (point d’équilibre) (C.65)
Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :






Notez que α ne dépend maintenant plus de wref. Il est alors possible de substituer α par
cette expression dans les fonctions de pondération, ainsi que wref → w0/kw0 . Les fonctions












· w (linéaire) (C.67)
Notez que la constante cd a été simplifiée durant la substitution et n’apparaît plus dans
les fonctions de pondération. C’est que la contrainte w0 = kw0 · wref force une balance
spécifique entre la potentiation et la dépression.












Notez que ce dernier ne dépend pas de la constante kw0 , mais seulement du rapport des
constantes de temps τd et τp , ainsi que du rapport w0/w . L’interprétation de l’équa-
tion C.68 est la suivante : quand w > w0, le facteur de balance est inférieur à 1 pour
limiter la potentiation et ramener le poids w vers le point d’équilibre w0. Au contraire,
quand w < w0, le facteur de balance est supérieur à 1 pour augmenter la potentiation.
Ceci a donc pour conséquence d’attirer la valeur de poids w vers le point d’équilibre w0
peu importe l’amplitude de w, donc démontre la stabilité de la distribution de poids pour
cette approche.
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STDP multiplicative à limites souples
On effectue le même cheminement mathématique que pour la STDP multiplicative stan-
dard. La contrainte définie sur w0 et l’équation C.52 page 235 définissent le système d’équa-
tions suivant :




cp · τp + cd · τd
· wref
)
· α (point d’équilibre) (C.69)
Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :
α = kw0 ·
(
























cp · τp + cd · τd
)
· w (linéaire) (C.71)


















L’interprétation est similaire à l’équation C.68 page précédente en ce qui a trait au terme
w0/w.
STDP log-normale
Dans le cas de la STDP log-normale décrite à l’équation C.5 page 212, la variable ŵ0 dans
la formulation de Gilson et Fukai [2011] n’est qu’une approximation du point d’équilibre
réel w0. Pour contrôler le point d’équilibre réel, on effectue donc le même cheminement
mathématique que pour la STDP multiplicative standard, mais en utilisant l’expression de
w0 donnée par l’équation C.56 page 236. La contrainte définie sur w0 réel et l’équation C.56
page 236 (avec substitution ŵ0 = α · wref) définissent le système d’équations suivant :
w0 = kw0 · wref (contrainte)
w0 = α · wref · β ·W
(
cp · τp
β · cd · τd
)
(point d’équilibre) (C.73)
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avec W (x), la fonction W de Lambert.






β · cd · τd
) (C.74)
Par substitution, les fonctions de pondérations fp (w) et fd (w) deviennent alors :















· β · λ si w <= w0



















β · λ (log-saturée)
(C.75)
avec λ = W
(
cp · τp
β · cd · τd
)
Le facteur de balance fp (w) /fd (w) dans le cas spécifique de l’équation C.75, si l’intervalle


























β · cd · τd
) (C.76)
On remarque que le terme exponentiel modifie la balance vers la dépression pour w ≫







β · cd · τd
))
= 0. Sinon, l’interprétation est similaire à
l’équation C.68 page 239 en ce qui a trait au terme w0/w.
STDP multiplicative par différence de gaussiennes
La contrainte définie sur w0 et l’équation C.58 page 236 définissent le système d’équations
suivant :






· α (point d’équilibre) (C.77)
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Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :






Notez que α ne dépend maintenant plus de wref. Il est alors possible de substituer α par
cette expression dans les fonctions de pondération, ainsi que wref → w0/kw0 . Les fonctions












· w (linéaire) (C.79)
Notez que la constante cd a été simplifiée durant la substitution et n’apparaît plus dans
les fonctions de pondération. C’est que la contrainte w0 = kw0 · wref force une balance
spécifique entre la potentiation et la dépression.







L’interprétation est similaire à l’équation C.68 page 239 en ce qui a trait au terme w0/w.
STDP multiplicative par exponentielle tronquée
La contrainte définie sur w0 et l’équation C.60 page 237 définissent le système d’équations
suivant :
w0 = kw0 · wref (contrainte)
w0 =
⎡⎢⎢⎢⎢⎣















⎤⎥⎥⎥⎥⎦ · α (point d’équilibre)
(C.81)
Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :
α =
kw0 · cd · τd











−β · (τd − τp)
τd · τp
) (C.82)
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Il est alors possible de substituer α par cette expression dans les fonctions de pondération,
























−β · (τd − τp)
τd · τp
)
· w (linéaire) (C.83)
Le facteur de balance fp (w) /fd (w) selon l’équation C.83 possède une formulation plus
complexe que dans le cas de la STDP multiplicative par différence de gaussiennes et n’est
donc pas donné explicitement. Il dépend toutefois principalement du rapport w0/w à un
facteur multiplicatif près, donc l’interprétation est similaire à l’équation C.68 page 239.
STDP multiplicative par exponentielle pondérée
La contrainte définie sur w0 et l’équation C.62 page 237 définissent le système d’équations
suivant :








)7 ⎤⎦ · α (point d’équilibre) (C.84)
Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :









Il est alors possible de substituer α par cette expression dans les fonctions de pondération,


















· w (linéaire) (C.86)
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L’interprétation est similaire à l’équation C.68 page 239.
STDP multiplicative par différence d’exponentielles
La contrainte définie sur w0 et l’équation C.64 page 238 définissent le système d’équations
suivant :
w0 = kw0 · wref (contrainte)
w0 =
cp · τp · α · wref
cd · (τdh − τdl) · β
(point d’équilibre) (C.88)
Par isolation, on détermine l’expression analytique de α pour respecter la contrainte :
α = kw0 ·
cd · (τdh − τdl) · β
cp · τp
(C.89)
Il est alors possible de substituer α par cette expression dans les fonctions de pondération,









cp · τp · w
kw0 · (τdh − τdl) · β
(linéaire) (C.90)
On remarque que la constante β se simplifiera dans l’expression du noyau K (w, tpre − tpost),
selon l’équation C.11 page 221. Le facteur de balance fp (w) /fd (w) selon l’équation C.90
dépend aussi principalement du rapport w0/w, à un facteur multiplicatif près. L’interpré-
tation est donc similaire à l’équation C.68 page 239.
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C.5 Analyse de convergence vers le point d’équilibre
de la STDP multiplicative
C.5.1 Distributions théoriques des poids à la convergence
Le formalisme de Fokker-Planck [Risken, 1984] permet d’analyser de façon théorique l’im-
pact des fonctions de pondération pour la potentiation fp (w) et la dépression fd (w) sur
les distributions de poids synaptiques à l’équilibre. Le développement mathématique a
été détaillé à la section C.3 page 223, et les différentes méthodes de modulation du point
d’équilibre w0 l’ont été à la section C.4 page 227. La figure C.6 page suivante montre les
formes des distributions de probabilité théoriques p (w) à l’équilibre pour les différents
types de STDP étudiés, pour des entrées non corrélées. Les distributions théoriques sont
obtenues selon l’équation C.16 page 224 par estimation numérique, avec la méthode des
trapèzes pour le calcul numérique de l’intégrale définie faisant intervenir les termes de
dérive A(w) et de diffusion B(w). Comme il s’agit des distributions théoriques, seule la
définition de la fonction de noyau K (w, tpre − tpost) pour chaque forme de STDP est re-
quise pour les analyses de cette section. On rappelle que les termes de dérive A(w) et de
diffusion B(w) sont calculés analytiquement selon la fonction de noyau K (w, tpre − tpost)
pour chaque forme de STDP (exemple section C.4.4 page 233). Aucune simulation de
neurones à décharge n’est donc requise.
La modulation du point d’équilibre par la variable de contrôle intermédiaire α (ou w0 di-
rectement) permet de bouger la distribution de poids p (w), comme illustré aux figures C.7
page 247, C.8 page 248 et C.9 page 249 pour les différentes méthodes de modulation du
point d’équilibre. Ce phénomène est à la base du mécanisme de régulation homéostatique
proposé.
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Figure C.6 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, selon les différents types de STDP excitatrices et méthodes
de modulation du point d’équilibre étudiés. Les distributions théoriques sont ob-
tenues selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis
à un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α respectives ont été choisies pour que w0/wref = 0.5.
On remarque très peu de différence entre les distributions produites par la mé-
thode de modulation de la balance potentiation-dépression (PD) et la méthode
de modulation par modulation par facteur multiplicatif (FM). Notez dans les
deux cas la plus forte densité de probabilité dans la queue de la distribution (c.-
à-d. loin de la moyenne) pour la STDP log-normale, comparativement à STDP
multiplicative standard ou à limites souples. Pour la modulation par facteur mul-
tiplicatif (ME), les formes des distributions sont pratiquement identiques entre
la STDP log-normale et STDP multiplicative à limites souples. Paramètres de
simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz, w0/wref = 0.5.
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(a) STDP multiplicative standard
























(b) STDP multiplicative à limites souples
Figure C.7 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon les
différents types de STDP excitatrices étudiés et de la méthode de modulation de
la balance potentiation-dépression (PD). Les distributions théoriques sont obte-
nues selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α propres à chaque formulation de la STDP ont été
calculées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. On peut
voir que les distributions pour la STDP multiplicative standard sont quasi symé-
triques à travers tout l’espace des poids. On remarque aussi comment la STDP
multiplicative à limites souples modifie la forme de la distribution de poids près
des frontières de poids normalisées. Ceci contraste dans le même cas avec la
méthode de modulation par facteur multiplicatif (figure C.8(b) page suivante).
Paramètres de simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
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(a) STDP multiplicative standard
























(b) STDP multiplicative à limites souples

























Figure C.8 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon
les différents types de STDP excitatrices étudiés et de la méthode de modula-
tion par facteur multiplicatif (FM). Les distributions théoriques sont obtenues
selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α propres à chaque formulation de la STDP ont été cal-
culées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. On peut voir
que les distributions pour la STDP multiplicative standard et à limites souples
conservent une quasi-symétrie à travers tout l’espace des poids. Les distributions
pour la STDP log-normale se distinguent par une longue queue. Paramètres de
simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
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(a) STDP multiplicative standard
























(b) STDP multiplicative à limites souples

























Figure C.9 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon
les différents types de STDP excitatrices étudiés et de la méthode de modu-
lation par mise à l’échelle (ME). Les distributions théoriques sont obtenues
selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α propres à chaque formulation de la STDP ont été cal-
culées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. On peut voir
que les distributions pour la STDP multiplicative standard et à limites souples
conservent une quasi-symétrie à travers tout l’espace des poids. Les distributions
pour la STDP log-normale se distinguent par une longue queue. Paramètres de
simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
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Figure C.10 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, selon les différents types de STDP inhibitrices et mé-
thodes de modulation du point d’équilibre étudiés. Les distributions théoriques
sont obtenues selon l’équation C.16 page 224, dans le contexte d’un neurone
isolé soumis à un bombardement d’activité présynaptique excitatrice seulement
(figure 4.1(a) page 74). Les valeurs de α respectives ont été choisies pour que
w0/wref = 0.5. On remarque la symétrie des distributions de poids dans tous les
cas. Notez que la méthode de modulation ne semble pas influencer grandement
la forme des distributions, sauf pour la STDP asymétrique par exponentielles
pondérées (haas-STDP). Paramètres de simulation : ηSTDP = 1.0, σ = 4.0,
rpre = rpost = 1 Hz, w0/wref = 0.5.
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(a) STDP par différence d’exponentielles






















(b) STDP par différence de gaussiennes






















(c) STDP par exponentielles tronquées






















(d) STDP par exponentielles pondérées
Figure C.11 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon les
différents types de STDP inhibitrices étudiés et de la méthode de modulation
de la balance potentiation-dépression (PD). Les distributions théoriques sont
obtenues selon l’équation C.16 page 224, dans le contexte d’un neurone isolé
soumis à un bombardement d’activité présynaptique excitatrice seulement (fi-
gure 4.1(a) page 74). Les valeurs de α propres à chaque formulation de la STDP
ont été calculées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. On
remarque que certaines formes de STDP en (a) et (d) produisent des distribu-
tions plus étroites lorsque w0 ≪ wref. Paramètres de simulation : ηSTDP = 1.0,
σ = 4.0, rpre = rpost = 1 Hz.
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(a) STDP par différence d’exponentielles






















(b) STDP par différence de gaussiennes






















(c) STDP par exponentielles tronquées






















(d) STDP par exponentielles pondérées
Figure C.12 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon
les différents types de STDP inhibitrices étudiés et de la méthode de modula-
tion par facteur multiplicatif (FM). Les distributions théoriques sont obtenues
selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α propres à chaque formulation de la STDP ont été
calculées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. Contrai-
rement à la figure C.11 page précédente, toutes les formes de STDP produisent
maintenant des distributions de poids similaires, avec une bonne étendue. Para-
mètres de simulation : ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
C.5. ANALYSE DE CONVERGENCE VERS LE POINT D’ÉQUILIBRE 253






















(a) STDP par différence d’exponentielles






















(b) STDP par différence de gaussiennes






















(c) STDP par exponentielles tronquées






















(d) STDP par exponentielles pondérées
Figure C.13 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, en fonction de la position du point d’équilibre w0 selon
les différents types de STDP inhibitrices étudiés et de la méthode de modu-
lation par mise à l’échelle (ME). Les distributions théoriques sont obtenues
selon l’équation C.16 page 224, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). Les valeurs de α propres à chaque formulation de la STDP ont été
calculées analytiquement pour les conditions w0 = {0.2, 0.4, 0.6, 0.8}. Similaire
à la figure C.11 page 251 pour la méthode de modulation du rapport entre la
potentiation et la dépression, toutes les formes de STDP produisent des dis-
tributions relativement étroites lorsque w0 ≪ wref. Paramètres de simulation :
ηSTDP = 1.0, σ = 4.0, rpre = rpost = 1 Hz.
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C.5.2 Effet théorique du bruit et du taux d’apprentissage
La forme de la distribution des poids de STDP multiplicative dépend principalement
du bruit induit par le taux d’apprentissage ou le bruit gaussien explicite (équation C.22
page 226). Notez que le bruit n’influence toutefois pas la moyenne de la distribution (équa-
tion C.21 page 226). Il existe plusieurs façons de forcer un étalement de la distribution
des poids en paramétrant le taux d’apprentissage ηSTDP et la variance σ du bruit gaussien.
Pour la STDP multiplicative standard, van Rossum et al. [2000] propose l’utilisation d’un
bruit gaussien dominant suivant l’ajustement à des données expérimentales, où σ = 5 · cd.
Dans le cas de la STDP log-normale, Gilson et Fukai [2011] propose toutefois un bruit do-
minant venant plutôt d’un haut taux d’apprentissage, et donc un bruit gaussien moindre
où σ = 1.2 · cd. Notez que les paramètres originaux de van Rossum et al. [2000] ainsi que
Gilson et Fukai [2011] ont été adaptés pour le modèle proposé dans cette thèse. Notam-
ment, on obtient ηSTDP = 8.0 pour la correspondance avec Gilson et Fukai [2011], qui ont
considéré des constantes cp et cd plus élevées que dans cette thèse. Dans cette thèse, les
constantes cp et cd tirées de données expérimentales ont été normalisées pour obtenir le
changement de poids réels par paire de décharges présynaptique et postsynaptique. Un
taux d’apprentissage ηSTDP = 1.0 correspondrait donc au taux réel du changement des
efficacités synaptiques dans le cortex.
Les figures C.14 page suivante et C.15 page 256 montrent la comparaison entre les alter-
natives par rapport à la dominance du bruit. Les distributions théoriques sont obtenues
selon l’équation C.16 page 224 par estimation numérique, avec la méthode des trapèzes
pour le calcul numérique de l’intégrale définie faisant intervenir les termes de dérive A(w)
et de diffusion B(w). Comme il s’agit des distributions théoriques, seule la définition de
la fonction de noyau K (w, tpre − tpost) pour chaque forme de STDP est requise pour les
analyses de cette section. On rappelle que les termes de dérive A(w) et de diffusion B(w)
sont calculés analytiquement selon la fonction de noyau K (w, tpre − tpost) pour chaque
forme de STDP (exemple section C.4.4 page 233). Dans ce cas-ci, seulement les constantes
du taux d’apprentissage ηSTDP et du bruit gaussien σ sont modifiées dans les équations.
Aucune simulation de neurones à décharge n’est donc requise.
Les résultats dévoilent qu’en théorie, l’usage d’un bruit d’apprentissage dominant ou d’un
bruit gaussien dominant n’a pas d’influence sur la forme des distributions de poids. On
rappelle toutefois que le bruit est important pour la STDP multiplicative, et doit être
présent, peu importe la source (c.-à-d. taux d’apprentissage ou bruit gaussien). C’est que
les constantes du taux d’apprentissage ηSTDP et du bruit gaussien σ interviennent dans
le terme de diffusion B(w) (équation C.22 page 226), donc participent à augmenter la
variance de la distribution des poids synaptiques. Ceci est visible par exemple en comparant
les figures C.14(a) page suivante (avec fort bruit) et C.14(c) page suivante (avec faible
bruit). Avec une distribution de poids à faible variance, toutes les valeurs de poids sont
concentrées autour de la moyenne.
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(a) Bruit gaussien dominant,
ηSTDP = 1.0 et σ = 4.0





















(b) Bruit d’apprentissage dominant,
ηSTDP = 8.0 et σ = 0.6




















(c) Faible bruit global,
ηSTDP = 1.0 et σ = 0.0
Figure C.14 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, pour différents types de STDP excitatrices et approches
par rapport au bruit. Les distributions théoriques sont obtenues selon l’équa-
tion C.16 page 224 en variant les constantes du taux d’apprentissage ηSTDP et
du bruit gaussien σ, dans le contexte d’un neurone isolé soumis à un bombarde-
ment d’activité présynaptique excitatrice seulement (figure 4.1(a) page 74). La
méthode de modulation par mise à l’échelle est utilisée. Notez que des résultats
très similaires ont été obtenus pour la méthode de modulation de la balance
potentiation-dépression et par facteur multiplicatif (non illustré). On remarque
que les formes des distributions, pour les différentes formes de STDP excitatrices
étudiées, ne varient pas significativement entre l’usage (a) d’un bruit d’appren-
tissage dominant et (b) d’un bruit gaussien dominant. Notez que dans le cas
où (c) le bruit gaussien est nul, l’étalement des distributions est fortement res-
treint. Il s’agit donc d’une paramétrisation à éviter. Paramètres de simulation :
rpre = rpost = 1 Hz, kw0 = 0.5.
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(a) Bruit gaussien dominant,
ηSTDP = 1.0 et σ = 4.0






















(b) Bruit d’apprentissage dominant,
ηSTDP = 8.0 et σ = 0.6























(c) Faible bruit global,
ηSTDP = 1.0 et σ = 0.0
Figure C.15 Distribution de probabilité p (w) théorique à l’équilibre pour des
entrées non corrélées, pour différents types de STDP inhibitrices et approches
par rapport au bruit. Les distributions théoriques sont obtenues selon l’équa-
tion C.16 page 224 en variant les constantes du taux d’apprentissage ηSTDP et
du bruit gaussien σ, dans le contexte d’un neurone isolé soumis à un bombarde-
ment d’activité présynaptique excitatrice seulement (figure 4.1(a) page 74). La
méthode de modulation par mise à l’échelle est utilisée. Notez que des résultats
très similaires ont été obtenus pour la méthode de modulation de la balance
potentiation-dépression et par facteur multiplicatif (non illustré). On remarque
que les formes des distributions, pour les différentes formes de STDP inhibitrices
étudiées, ne varient pas significativement entre l’usage (a) d’un bruit d’appren-
tissage dominant et (b) d’un bruit gaussien dominant. Notez que dans le cas
où (c) le bruit gaussien est nul, l’étalement des distributions est fortement res-
treint. Il s’agit donc d’une paramétrisation à éviter. Paramètres de simulation :
rpre = rpost = 1 Hz, kw0 = 0.5.
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C.5.3 Distributions empiriques des poids à la convergence
Le modèle théorique selon le formalisme de Fokker-Planck fait plusieurs hypothèses qui
ne sont pas nécessairement respectées lorsqu’implémenté en simulation avec des neurones
à décharge. Par exemple, les décharges présynaptiques ont une influence notable sur la
dynamique neuronale, qui elle affectera les propriétés statistiques des décharges postsy-
naptiques. Les hypothèses simplificatrices utilisées pour la théorie de Fokker-Planck dans
cette thèse supposent toutefois qu’il n’existe pas de corrélation entre les décharges présy-
naptiques et postsynaptiques. Les figures C.16 page 259, C.17 page 260 et C.18 page 261
comparent les distributions de poids synaptiques théoriques et empiriques pour les diffé-
rentes formes de STDP excitatrices et méthode de modulation du point d’équilibre étu-
diées. Les figures C.19 page 262, C.20 page 263, C.21 page 264 et C.22 page 265 illustrent
la même analyse pour les formes de STDP inhibitrices étudiées, mais avec un bruit d’ap-
prentissage dominant.
Les analyses théoriques et empiriques pour les formes de STDP excitatrices et inhibitrices
sont réalisées dans le contexte d’un neurone isolé soumis à un bombardement d’activité
présynaptique excitatrice seulement (figure 4.1(a) page 74). Les distributions théoriques
des poids synaptiques sont obtenues selon l’équation C.16 page 224 par estimation numé-
rique, avec la méthode des trapèzes pour le calcul numérique de l’intégrale définie faisant
intervenir les termes de dérive A(w) et de diffusion B(w). Comme il s’agit des distribu-
tions théoriques, seule la définition de la fonction de noyau K (w, tpre − tpost) pour chaque
forme de STDP est requise pour les analyses théoriques. On rappelle que les termes de
dérive A(w) et de diffusion B(w) sont calculés analytiquement selon la fonction de noyau
K (w, tpre − tpost) pour chaque forme de STDP (exemple section C.4.4 page 233). Les dis-
tributions empiriques des poids synaptiques sont obtenues par simulation de neurones à
décharge dans les mêmes conditions que les analyses théoriques. L’utilisation de proces-
sus de Poisson homogènes permet de générer les taux de décharge présynaptique rpre et
postsynaptique rpost souhaités à 1 Hz. Notez que chaque distribution théorique dans les
figures de cette section a été centrée selon la moyenne empirique trouvée en simulation, et
ce pour comparaison visuelle seulement.
Pour la STDP inhibitrice, un bruit gaussien dominant mène à des distributions de poids
significativement plus étroites que ce qui est attendu. Ce phénomène peut être observé
à la figure C.24 page 267 dans le cas de la STDP par différence d’exponentielles (doe-
STDP). Dans tous les cas, les distributions empiriques sont très similaires à ce qui est
attendu pour toutes les formes de STDP étudiées (excitatrices et inhibitrices), sauf pour
la STDP par exponentielles pondérées (haas-STDP). Dans le cas de la STDP par expo-
nentielles pondérées, la différence entre les distributions théoriques et empiriques vient
de l’implémentation de la STDP avec considération seulement de la paire de décharges
les plus proches (nearest-neighbor). Contrairement à toutes les autres formes de STDP,
la dépendance temporelle à la différence tpre − tpost de sa fonction de noyau définit un
maximum de potentiation et de dépression autour de -10 ms et 10 ms plutôt qu’à zéro
(figure C.4 page 220). La contrainte des paires de décharges présynaptique et postsynap-
tique les plus proches pour la mise à jour des poids synaptiques empêche la capture de
corrélation à plus long terme, ce qui est ici problématique. Ce phénomène ne surviendrait
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pas avec l’utilisation de traces synaptiques, mais ceci demanderait de réécrire une fonction
de noyau K (w, tpre − tpost) à base de fonctions exponentielles. Finalement, une attention
particulière doit être portée sur la STDP log-normale quant au type de bruit préférable
à utiliser pour permettre l’étalement de la distribution, surtout au niveau de la queue
de la distribution. La figure C.23 page 266 montre que l’usage du bruit d’apprentissage
dominant lors de la simulation permet de mieux correspondre au modèle théorique.
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Figure C.16 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP multiplicative standard (mult-STDP), dans le contexte
d’un neurone isolé soumis à un bombardement d’activité présynaptique excita-
trice seulement (figure 4.1(a) page 74). La distribution théorique a été obtenue
selon l’équation C.16 page 224. La distribution empirique a été calculée par si-
mulation de neurones à décharge et estimation à noyau de la densité (noyau
gaussien, facteur de covariance égal à 0.25). Notez que la distribution théorique
a été centrée selon la moyenne empirique trouvée en simulation, pour compa-
raison visuelle seulement. Dans tous les cas, on remarque une très bonne cor-
respondance entre le modèle théorique et l’implémentation avec le neurone à
décharge. La forme générale de la distribution est bien respectée. Paramètres
de simulation : ηSTDP = 1.0, σ = 4.0, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz,
w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA, tsim = 600 sec.
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Figure C.17 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP multiplicative à limites souples (nlta-STDP), dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynaptique
excitatrice seulement (figure 4.1(a) page 74). La distribution théorique a été
obtenue selon l’équation C.16 page 224. La distribution empirique a été calculée
par simulation de neurones à décharge et estimation à noyau de la densité (noyau
gaussien, facteur de covariance égal à 0.25). Notez que la distribution théorique a
été centrée selon la moyenne empirique trouvée en simulation, pour comparaison
visuelle seulement. Dans tous les cas, on remarque une bonne correspondance
entre le modèle théorique et l’implémentation avec le neurone à décharge, mais
moindre qu’à la figure C.16 page précédente. La forme générale de la distribution
est bien respectée. Paramètres de simulation : ηSTDP = 1.0, σ = 4.0, Naffe = 1000,
rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA, tsim =
600 sec.
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Figure C.18 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP log-normale (log-STDP), dans le contexte d’un neurone
isolé soumis à un bombardement d’activité présynaptique excitatrice seulement
(figure 4.1(a) page 74). La distribution théorique a été obtenue selon l’équa-
tion C.16 page 224. La distribution empirique a été calculée par simulation de
neurones à décharge et estimation à noyau de la densité (noyau gaussien, fac-
teur de covariance égal à 0.25). Notez que la distribution théorique a été centrée
selon la moyenne empirique trouvée en simulation, pour comparaison visuelle
seulement. En comparaison avec les autres types de STDP, on remarque un
plus grand écart entre les distributions théoriques et empiriques venant de l’im-
plémentation avec un neurone à décharge. Comme la queue de la distribution
favorise les forts poids, l’effet sur la dynamique neuronale est plus prononcé.
Ceci fait diverger légèrement des hypothèses faites par le formalisme de Fokker-
Planck. On remarque aussi une forte densité autour de zéro, qui pourrait indi-
quer qu’une proportion significative des poids subit une troncature pour éviter
les valeurs négatives lors de la mise à jour des poids. Paramètres de simulation :
ηSTDP = 1.0, σ = 4.0, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA,
wref = 2 ·w0 = 0.138 nA, kw0 = 0.5 (modulation FM) et kw0 = 0.02 (modulation
ME), tsim = 600 sec.
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Figure C.19 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP par différence d’exponentielles (doe-STDP), dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). La distribution théorique a
été obtenue selon l’équation C.16 page 224. La distribution empirique a été cal-
culée par simulation de neurones à décharge et estimation à noyau de la densité
(noyau gaussien, facteur de covariance égal à 0.25). Notez que la distribution
théorique a été centrée selon la moyenne empirique trouvée en simulation, pour
comparaison visuelle seulement. Dans tous les cas, on remarque une très bonne
correspondance entre le modèle théorique et l’implémentation avec le neurone
à décharge. La forme générale de la distribution est bien respectée, à condition
qu’un bruit d’apprentissage dominant soit utilisé. Paramètres de simulation :
ηSTDP = 8.0, σ = 0.6, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, kw0 = 0.5, tsim = 600 sec.
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Figure C.20 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP par différence de gaussiennes (mhat-STDP), dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). La distribution théorique a
été obtenue selon l’équation C.16 page 224. La distribution empirique a été cal-
culée par simulation de neurones à décharge et estimation à noyau de la densité
(noyau gaussien, facteur de covariance égal à 0.25). Notez que la distribution
théorique a été centrée selon la moyenne empirique trouvée en simulation, pour
comparaison visuelle seulement. Dans tous les cas, on remarque une très bonne
correspondance entre le modèle théorique et l’implémentation avec le neurone
à décharge. La forme générale de la distribution est bien respectée, à condition
qu’un bruit d’apprentissage dominant soit utilisé. Paramètres de simulation :
ηSTDP = 8.0, σ = 0.6, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, kw0 = 0.5, tsim = 600 sec.
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Figure C.21 Comparaison des distributions de poids synaptiques théorique
et empirique pour la STDP par exponentielles tronquées (dte-STDP), dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). La distribution théorique a
été obtenue selon l’équation C.16 page 224. La distribution empirique a été cal-
culée par simulation de neurones à décharge et estimation à noyau de la densité
(noyau gaussien, facteur de covariance égal à 0.25). Notez que la distribution
théorique a été centrée selon la moyenne empirique trouvée en simulation, pour
comparaison visuelle seulement. Dans tous les cas, on remarque une bonne cor-
respondance entre le modèle théorique et l’implémentation avec le neurone à
décharge. La forme générale de la distribution est bien respectée, à condition
qu’un bruit d’apprentissage dominant soit utilisé. Paramètres de simulation :
ηSTDP = 8.0, σ = 0.6, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, kw0 = 0.5, tsim = 600 sec.
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Figure C.22 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP par exponentielles pondérées (haas-STDP), dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynaptique
excitatrice seulement (figure 4.1(a) page 74). La distribution théorique a été ob-
tenue selon l’équation C.16 page 224. La distribution empirique a été calculée
par simulation de neurones à décharge et estimation à noyau de la densité (noyau
gaussien, facteur de covariance égal à 0.25). Notez que la distribution théorique
a été centrée selon la moyenne empirique trouvée en simulation, pour comparai-
son visuelle seulement. En contraste avec les autres types de STDP inhibitrices
(exemple figure C.19 page 262 et C.20 page 263), on remarque un écart impor-
tant entre les distributions théoriques et empiriques venant de l’implémentation
avec un neurone à décharge. Paramètres de simulation : ηSTDP = 8.0, σ = 0.6,
Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA, wref = 2 ·w0 = 0.138 nA,
kw0 = 0.5, tsim = 600 sec.
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(a) Bruit gaussien dominant,
ηSTDP = 1.0 et σ = 4.0



















(b) Bruit d’apprentissage dominant,
ηSTDP = 8.0 et σ = 0.6
Figure C.23 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP log-normale (log-STDP), pour différentes approches
par rapport au bruit, dans le contexte d’un neurone isolé soumis à un bombar-
dement d’activité présynaptique excitatrice seulement (figure 4.1(a) page 74).
La méthode de modulation par mise à l’échelle (ME) est utilisée. Notez que les
résultats sont toutefois similaires pour les autres méthodes de modulation (non
illustré). La distribution théorique a été obtenue selon l’équation C.16 page 224
en variant les constantes du taux d’apprentissage ηSTDP et du bruit gaussien σ.
La distribution empirique a été calculée par simulation de neurones à décharge
et estimation à noyau de la densité (noyau gaussien, facteur de covariance égal à
0.25). Notez que la distribution théorique a été centrée selon la moyenne empi-
rique trouvée en simulation, pour comparaison visuelle seulement. On remarque
que l’utilisation d’un bruit provenant d’un haut taux d’apprentissage ηSTDP est
préférable dans le cas de la STDP log-normale, car la forme générale de la distri-
bution est mieux reproduite par la simulation avec un neurone à décharge. C’est
en effet ce qui était proposé à la base comme type de bruit pour la STDP log-
normale [Gilson & Fukai, 2011]. Paramètres de simulation : ηSTDP = 1.0, σ = 4.0,
Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz, w0 = 0.069 nA, wref = 2 ·w0 = 0.138 nA,
kw0 = 0.02, tsim = 600 sec.
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(a) Bruit gaussien dominant,
ηSTDP = 1.0 et σ = 4.0



















(b) Bruit d’apprentissage dominant,
ηSTDP = 8.0 et σ = 0.6
Figure C.24 Comparaison des distributions de poids synaptiques théorique et
empirique pour la STDP par différence d’exponentielles (doe-STDP), pour dif-
férentes approches par rapport au bruit, dans le contexte d’un neurone isolé
soumis à un bombardement d’activité présynaptique excitatrice seulement (fi-
gure 4.1(a) page 74). La méthode de modulation par mise à l’échelle (ME) a
été utilisée. Notez que les résultats sont toutefois similaires pour les autres mé-
thodes de modulation (non illustré). La distribution théorique a été obtenue
selon l’équation C.16 page 224 en variant les constantes du taux d’apprentis-
sage ηSTDP et du bruit gaussien σ. La distribution empirique a été calculée par
simulation de neurones à décharge et estimation à noyau de la densité (noyau
gaussien, facteur de covariance égal à 0.25). Notez que la distribution théorique a
été centrée selon la moyenne empirique trouvée en simulation, pour comparaison
visuelle seulement. On remarque une meilleure correspondance à la distribution
théorique lorsqu’un bruit d’apprentissage dominant est utilisé. Paramètres de
simulation : ηSTDP = 1.0, σ = 4.0, Naffe = 1000, rpre = 1 Hz, rpost = 10 Hz,
w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA, kw0 = 0.5, tsim = 600 sec.
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C.5.4 Approximation de la dynamique neuronale
La relation linéaire décrite à l’équation C.105 page 284 est loin d’être exacte pour assu-
rer la justesse d’une estimation des propriétés de convergence temporelle par estimation
numérique du système d’équation différentielle pour la régulation homéostatique. En réa-
lité, pour le modèle de dynamique neuronale choisi (équation B.1 page 177) et une plage
dynamique restreinte du taux de décharge postsynaptique, il s’agit plus d’une fonction
linéaire rectifiée ou d’une approximation continue par une fonction softplus (figure C.25
page suivante). L’approximation de la relation entre le poids synaptique moyen et le taux
de décharge postsynaptique est utile dans cette thèse. Par exemple, elle a servi principale-
ment (figure C.16 page 259) à déterminer la valeur cible du point d’équilibre w0 permettant
d’atteindre le taux de décharge rpost souhaité.
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(b) Agrandissement autour du point de flexion
Figure C.25 Modélisation de l’effet du poids moyen wm sur le
taux de décharge postsynaptique rpost par la fonction analytique
f(x) = log(1 + exp(ka · (x− kb))), dans le contexte d’un neurone excita-
teur isolé soumis à un bombardement d’activité présynaptique excitatrice
seulement (figure 4.1(a) page 74). Les paramètres de la fonction ont été trouvés
dans cette thèse par estimation non linéaire des moindres carrés [Nicholson,
2013], en faisant varier wm ∈ [0.0, 0.15] nA. Ils correspondent à ka = 942.2
Hz/nA et kb = 0.0585 nA. Pour le neurone inhibiteur (non illustré), ils
correspondent à ka = 878.1 Hz/nA et kb = 0.0871 nA. La durée de chaque
simulation est de 20 secondes. Les courbes en (a) et (b) correspondent à la
moyenne de 10 simulations indépendantes pour chaque valeur de poids wm. La
variance est indiquée en grise et visible en (b) seulement. On remarque une
faible erreur d’estimation du taux de décharge postsynaptique rpost en (a) dans
la plage dynamique complète [0, 80] Hz. La fonction capture aussi fidèlement
la position du point de flexion, agrandi en (b). Paramètres de simulation :
Naffe = 1000, rpre = 1 Hz, ∆t = 0.5 ms.
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C.5.5 Vitesse de convergence théorique vers le point d’équilibre
L’analyse des propriétés de convergence temporelle de la STDP multiplicative est impor-
tante, particulièrement pour le choix du taux d’apprentissage ηhom lié à l’homéostasie dans
l’équation C.98 page 281. Plus le temps de convergence de la distribution de poids vers le
point d’équilibre est rapide, plus la régulation homéostatique affectant le point d’équilibre
pourra aussi être rapide et réactive aux changements des propriétés statistiques de l’entrée.
Cet aspect de la stabilité est par exemple illustré à la figure C.34 page 289, où le point
d’équilibre est modulé de façon cyclique. Dans le cas où la convergence de la distribution
de poids vers le point d’équilibre serait trop lente, un décalage de phase important serait
visible.
Il est possible de déterminer l’évolution de la moyenne wm des poids synaptiques de la




= A (wm, t) (C.91)
L’évolution de la moyenne wm décrite par l’équation C.91 dépend du terme de dérive
A (wm, t). Comme le terme de dérive A (wm, t) n’a pas forcément une solution analytique
simple, l’intégration numérique à l’aide de la méthode d’Euler [Butcher, 2016] est utilisée
avec un pas temporel fixe ∆t = 100 ms. Notez que le terme du taux de décharge postsy-
naptique rpost (wm) dans le terme de dérive (équation C.21 page 226) est maintenant une
fonction du poids moyen, car ce dernier affecte la dynamique neuronale de façon significa-
tive. L’approximation du taux de décharge postsynaptique comme décrite à la figure C.25
page précédente est utilisée pour formaliser mathématiquement cette relation. La conver-
gence est considérée établie lorsque qu’une certaine tolérance relative (p. ex. 1× 10−7) sur
le changement de wm est atteinte lors de l’intégration numérique de la solution à l’équa-
tion C.91. C’est ce qui permet d’estimer le temps de convergence théorique dans toutes
les figures de cette section.
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Effet du poids initial moyen
Les figures C.26 page suivante et C.27 page 273 illustrent l’effet du poids initial moyen par
rapport à la valeur du point d’équilibre sur le temps de convergence théorique. Les figures
sont obtenues en résolvant l’équation C.91 page précédente selon la méthode d’intégration
numérique mentionnée plus haut. Comme il s’agit des distributions théoriques, seule la dé-
finition de la fonction de noyau K (w, tpre − tpost) pour chaque forme de STDP est requise
pour les analyses de cette section. On rappelle que le terme de dérive A(w) apparaissant
à l’équation C.91 page précédente est calculé analytiquement selon la fonction de noyau
K (w, tpre − tpost) pour chaque forme de STDP (exemple section C.4.4 page 233). Dans
ce cas-ci, seulement la valeur initiale de wm (dénotée winit) est modifiée dans l’équation
pour chaque point servant à générer la courbe spécifique à chaque forme de STDP. Au-
cune simulation de neurones à décharge n’est actuellement requise. Cette analyse théorique
montre que pour réduire le temps de convergence théorique, il faut idéalement choisir le
poids initial moyen winit à une valeur qui génère une activité postsynaptique supérieure
à l’activité spontanée. C’est une difficulté en soi, à cause de la forte non-linéarité dans la
réponse du taux de décharge moyen du neurone (figure C.25 page 269). Choisir un poids
initial moyen trop élevé peut aussi amener facilement une activité initiale très forte (p. ex.
rpost > 100 Hz), donc irréaliste. On remarque à la figure C.27 page 273 une problématique
évidente au niveau de la STDP par exponentielles pondérées, qui souffre d’une convergence
extrêmement lente comparativement aux autres formes de STDP inhibitrices.
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Figure C.26 Temps de convergence théorique tconv vers le point d’équilibre
en fonction de la valeur de départ winit des poids synaptiques pour différentes
formes de STDP excitatrices et méthodes de modulation du point d’équilibre.
Les courbes théoriques sont obtenues selon l’équation C.91 page 270, dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). On remarque dans tous les
cas l’asymétrie au niveau du temps de convergence par rapport à la valeur du
point d’équilibre indiquée par la barre verticale grise. Si winit ≪ w0, alors le
temps de convergence est significativement plus élevé que si winit > w0. Ceci
est causé par le bas taux de décharge postsynaptique (c.-à-d. activité spontanée
seulement) lorsque winit est trop faible, ce qui réduit l’amplitude du terme de
dérive (équation C.21 page 226), et par conséquent, la rapidité de convergence
selon l’équation C.91 page 270. Paramètres de simulation : ηSTDP = 1.0, σ = 4.0,
rpre = 1 Hz, rpost = 10 Hz, rspon = 1 Hz, w0 = 0.069 nA, wref = 2·w0 = 0.138 nA,
tolérance relative de 1× 10−7 pour condition de convergence.
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Figure C.27 Temps de convergence théorique tconv vers le point d’équilibre
en fonction de la valeur de départ winit des poids synaptiques pour différentes
formes de STDP inhibitrices et méthodes de modulation du point d’équilibre.
Les courbes théoriques sont obtenues selon l’équation C.91 page 270, dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynap-
tique excitatrice seulement (figure 4.1(a) page 74). L’asymétrie des courbes est
similaire à celle de la STDP excitatrice (figure C.26 page précédente pour plus de
détail). La STDP par différence d’exponentielles est la plus rapide à converger, et
ce pour toutes les méthodes de modulation étudiées. On remarque toutefois que
la STDP par exponentielles pondérées (haas-STDP) possède une convergence
extrêmement lente, ce qui pose un doute sur son applicabilité pratique. Ceci
est confirmé par exemple à la figure C.37 page 294. Paramètres de simulation :
ηSTDP = 1.0, σ = 4.0, rpre = 1 Hz, rpost = 10 Hz, rspon = 1 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, tolérance relative de 1× 10−7 pour condition de
convergence.
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Effet du taux d’apprentissage
Les figures C.28 page suivante et C.29 page 276 illustrent quant à elles l’effet du taux
d’apprentissage de la STDP sur le temps de convergence théorique. Comme pour l’analyse
précédente, les figures sont obtenues en résolvant l’équation C.91 page 270 selon la méthode
d’intégration numérique mentionnée plus haut. Dans ce cas-ci, seulement la valeur du taux
d’apprentissage ηSTDP est modifiée dans l’équation pour chaque point servant à générer
la courbe spécifique à chaque forme de STDP. Aucune simulation de neurones à décharge
n’est requise. Comme attendu, un taux d’apprentissage ηSTDP faible augmente le temps
de convergence, car l’amplitude des mises à jour des poids synaptiques est réduite. Notez
toutefois qu’il faut être très prudent avec la paramétrisation du taux d’apprentissage,
car ce dernier peut affecter significativement autant la forme de la distribution de poids
(exemple figure C.14 page 255).



































































































Figure C.28 Temps de convergence théorique tconv vers le point d’équilibre en
fonction du taux d’apprentissage ηSTDP pour différentes formes de STDP exci-
tatrices et méthodes de modulation du point d’équilibre. Les courbes théoriques
sont obtenues selon l’équation C.91 page 270, dans le contexte d’un neurone
isolé soumis à un bombardement d’activité présynaptique excitatrice seulement
(figure 4.1(a) page 74). On remarque dans tous les cas la relation non linéaire,
où ηSTDP ≪ 1 contribue à augmenter significativement le temps de conver-
gence. Comme observé aussi à la figure C.26 page 272, la convergence de la
STDP multiplicative avec limites souples est plus rapide. Paramètres de simu-
lation : σ = 4.0, rpre = 1 Hz, rpost = 10 Hz, rspon = 1 Hz, w0 = 0.069 nA,
wref = 2 · w0 = 0.138 nA, winit = w0/2 = 0.035 nA, tolérance relative de
1× 10−8 pour condition de convergence.




































































































Figure C.29 Temps de convergence théorique tconv vers le point d’équilibre en
fonction du taux d’apprentissage ηSTDP pour différentes formes de STDP inhi-
bitrices et méthodes de modulation du point d’équilibre. Les courbes théoriques
sont obtenues selon l’équation C.91 page 270, dans le contexte d’un neurone
isolé soumis à un bombardement d’activité présynaptique excitatrice seulement
(figure 4.1(a) page 74). On remarque dans tous les cas la relation non linéaire,
où ηSTDP ≪ 1 contribue à augmenter significativement le temps de convergence.
Comme à la figure C.27 page 273, la STDP par exponentielles pondérées (haas-
STDP) se démarque par une convergence significativement plus lente que les
autres formes de STDP. Paramètres de simulation : σ = 4.0, rpre = 1 Hz,
rpost = 10 Hz, rspon = 1 Hz, w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA,
winit = w0/2 = 0.035 nA, tolérance relative de 1× 10−8 pour condition de
convergence.
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Effet du taux de décharge postsynaptique
Les figures C.30 et C.31 page suivante illustrent finalement l’effet du taux de décharge
postsynaptique rpost sur le temps de convergence théorique. La même méthodologie que
pour les autres figures de cette section est utilisée. Les résultats montrent que plus le taux
de décharge postsynaptique est élevé, plus le temps de convergence théorique est rapide.
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Figure C.30 Temps de convergence théorique tconv vers le point d’équilibre
en fonction d’un taux de décharge postsynaptique rpost fixe pour différentes
formes de STDP excitatrices et méthodes de modulation du point d’équilibre.
Les courbes théoriques sont obtenues selon l’équation C.91 page 270, dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynaptique
excitatrice seulement (figure 4.1(a) page 74). On remarque que le temps de
convergence est significativement plus élevé lorsque l’activité postsynaptique est
faible. Le plateau visible pour rpost < 1 Hz est causé par l’activité spontanée,
qui a l’avantage d’introduire une limite maximale sur le temps de convergence.
Paramètres de simulation : ηSTDP = 1.0, σ = 4.0, rpre = 1 Hz, rspon = 1 Hz,
w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA, winit = 0.9 · w0 = 0.062 nA, tolérance
relative de 1× 10−7 pour condition de convergence.
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Figure C.31 Temps de convergence théorique tconv vers le point d’équilibre
en fonction d’un taux de décharge postsynaptique rpost fixe pour différentes
formes de STDP inhibitrices et méthodes de modulation du point d’équilibre.
Les courbes théoriques sont obtenues selon l’équation C.91 page 270, dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynaptique
excitatrice seulement (figure 4.1(a) page 74). La forme des courbes est similaire à
la STDP excitatrice (figure C.30 page précédente pour plus de détail). Il est donc
possible d’utiliser pour la STDP inhibitrice la même méthode d’accélération de
la convergence basée sur la modulation du taux d’apprentissage homéostatique
(figure C.33 page 288). Paramètres de simulation : ηSTDP = 1.0, σ = 4.0, rpre =
1 Hz, rspon = 1 Hz, w0 = 0.069 nA, wref = 2 · w0 = 0.138 nA, winit = 0.9 · w0 =
0.062 nA, tolérance relative de 1× 10−7 pour condition de convergence.
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C.6 Analyse de la régulation homéostatique proposée
Notez que pour certaines analyses expérimentales, un temps de stabilisation (dénoté tstab),
où le taux d’apprentissage ηhom est contraint à zéro, a été ajouté en début de simulation
pour permettre à la distribution initiale de poids de se stabiliser avant d’appliquer la
régulation homéostatique. Ce temps de stabilisation n’est pas strictement nécessaire (p. ex.
non considéré au chapitre 5 page 103), et est surtout utilisé ici pour permettre de visualiser
la convergence initiale de la distribution des poids sous l’effet de la STDP seulement, sans
régulation homéostatique.
C.6.1 Linéarisation de la modulation du point d’équilibre pour les
méthodes de modulation indirecte
Bien que la méthode de régulation homéostatique par la modulation de la balance potentiation-
dépression peut introduire une non-linéarité (exemple équation C.31 page 230), il est pos-
sible de linéariser le contrôle sachant la relation analytique entre w0 et α pour une règle






· dw0 (α, t)
dt
(C.92)
L’idée est d’effectuer le contrôle sur le poids moyen à l’équilibre w0 de façon linéaire,
donc avec le terme dw0 (α, t) /dt qui déprendra de l’erreur sur le taux de décharge cible.
Toutefois, on tiendra compte d’un facteur de correction donné par dα (t) /dw0 (α, t) pour
déterminer la valeur de α correspondante. Il devient alors possible de moduler α durant
la régulation homéostatique sans faire intervenir w0 directement, mais en s’assurant que
l’évolution de α produise un changement linéaire de w0. En plus de linéariser le contrôle
pour la STDP multiplicative à limites souples, cette méthode permet de rendre équivalente
au niveau théorique toutes les autres règles qui ont déjà des relations linéaires entre w0 et α.
L’avantage principal est que le taux d’apprentissage lié à la régulation homéostatique n’a
pas à être adapté pour chacune des règles. Si la relation analytique entre w0 et α existe, il
est possible d’intégrer rapidement de nouvelles règles d’apprentissage. L’autre avantage est
qu’il devient alors possible de mieux comparer les règles d’apprentissages. C’est important
surtout au niveau de la vitesse de convergence, pour éviter que la régulation homéostatique
intervenant sur α n’introduise un biais en affectant w0 de façon non uniforme entre les
règles d’apprentissage.
La linéarisation dans le cas de la modulation du rapport entre la dépression et la poten-
tiation est démontrée ici. Pour la STDP multiplicative standard, on commence par isoler






· wref + w0
(C.93)
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· wref + w0
)2 (C.94)
On remplace alors w0 par la relation originale donnée à l’équation C.31 page 230, pour




cd · τd · (α− 1)2
cp · τp · wref
(C.95)




(αcp · τp − α · cd · τd + cd · τd)2
cd · cp · τd · τp · wref
(C.96)
Dans le cas de la STDP log-normale, l’expression se trouve facilement à partir de l’équa-





wref · β ·W
(
cp · τp
β · cd · τd
) (C.97)
La même méthodologie est applicable pour la méthode de modulation du point d’équilibre
par facteur multiplicatif sur le poids, où l’on peut déterminer le facteur de linéarisation
à partir des équations C.48 page 234 et C.52 page 235. Notez que la linéarisation n’est
pas requise pour la méthode de modulation par mise à l’échelle, car la variable w0 est
directement contrôlée.
C.6.2 Définition de la régulation homéostatique en temps continu
Dans cette section, une formulation de la régulation homéostatique proposée en temps
continu est réalisée sous forme d’un système d’équations différentielles couplées. Ceci
contraste avec l’équation 4.3 page 85 qui définit la régulation homéostatique proposée
par une mise à jour discrète du point d’équilibre w0. C’est cette dernière qui est utilisée
dans les simulations, mais elle ne permet pas d’analyser aussi profondément les propriétés
de convergence théorique de la régulation homéostatique proposée. Notez que comparati-
vement à l’analyse de convergence théorique de la STDP multiplicative en isolation (sec-
tion C.5.5 page 270), ici le processus complet de la régulation homéostatique est considéré.
Le développement mathématique dans cette section est original à cette thèse.
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On rappelle aussi que plusieurs des méthodes de modulation du point d’équilibre w0 propo-
sées (section C.4 page 227) font intervenir une variable intermédiaire de contrôle α ∈ R+.
Il existe une relation mathématique entre α et w0, donc une modulation de la variable
de contrôle α entraîne une modulation du point d’équilibre w0. Après avoir procédé à la
linéarisation de la régulation homéostatique (section C.6.1 page 279), la relation linéaire
positive entre α et w0 a comme effet d’augmenter le taux de décharge moyen (pour les
synapses excitatrices) ou l’apport en inhibition (pour les synapses inhibitrices) du neurone
postsynaptique plus α est grand. La variable intermédiaire de contrôle α possède donc la
dynamique temporelle décrite à l’équation C.98, car elle intervient directement dans la





















ηmfrhom est le taux d’apprentissage pour l’homéostasie exc. (unités A/ (Hz · sec)).
ηeibhom est le taux d’apprentissage pour l’homéostasie inh. (unités A/ (Hz · sec)).
rjcible est le taux de décharge cible du neurone postsynaptique j.
bcible est la balance excitation-inhibition cible.
rjpost (αij, t) est le taux de décharge instantané du neurone postsynaptique j.
Ije (t) est le courant excitateur total du neurone postsynaptique j.
Iji (αij, t) est le courant inhibiteur total du neurone postsynaptique j.
N j,affi est le nombre de synapses inhibitrices afférentes au neurone postsynaptique j.
N j,affe est le nombre de synapses excitatrices afférentes au neurone postsynaptique j.
Notez que le terme Ie (t) ne dépend pas de la variable de contrôle α, car la régulation ho-
méostatique pour la balance excitation-inhibition est seulement appliquée sur les synapses
inhibitrices. Par souci de clarté, les indices i et j pour les variables αij et rjpost seront omis
intentionnellement dans les prochaines équations (c.-à-d. α = αij et rpost = rjpost).
À l’équilibre, l’évolution temporelle du point d’équilibre w0 peut être définie en fonction
du terme de dérive A (w0) [Gilson & Fukai, 2011]. Dans le cas général de la régulation
homéostatique, il correspond à :
dw0 (t)
dt
= A (w0 (t) , α (t))
(C.99)
En comparaison avec l’équation C.91 page 270 tirée de Gilson et Fukai [2011], ici le terme
de dérive est fonction de la variable de contrôle α. L’équation C.99 décrit donc l’évolution
du point d’équilibre en fonction de la variable de contrôle α et de la fonction de noyau
spécifique à une forme de STDP donnée.
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Estimation du taux de décharge moyen postsynaptique
À l’équation C.98 page précédente, la fonction rpost (α, t) décrivant l’effet de la variable de
contrôle α sur le taux de décharge moyen postsynaptique n’a pas forcément d’expression
analytique pour la dynamique neuronale et les formes de STDP considérées. Il serait pos-
sible d’utiliser la reformulation rpost (w0, t) suivant le point d’équilibre w0, sachant qu’il
existe à l’équilibre une relation linéaire w0 = k · α, où k est une constante quelconque.
Cependant, cette relation est valide seulement à l’équilibre, soit lim t→∞ w0 (t) /α (t) = k.
De façon pratique et à partir des décharges postsynaptiques seulement, une estimation












où τr est la constante de temps pour l’estimation du taux de décharge postsynaptique.
La solution à l’équation différentielle dr̄post (t) /dt de l’équation C.100 correspond à une
décroissance exponentielle de l’estimation du taux de décharge moyen r̄post (t). Notez qu’à
chaque décharge postsynaptique, r̄post est incrémenté selon un facteur qui dépend de la
constante de temps τr utilisée pour le filtrage exponentiel. Avec la constante de temps τr =
10 sec dans les analyses, ce mécanisme produit donc une estimation du taux de décharge
moyen lissé sur plusieurs secondes.
L’estimation du taux de décharge postsynaptique à l’équation C.100 joue un rôle impor-
tant dans la dynamique de convergence de la régulation homéostatique pour les synapses
excitatrices. Elle introduit un délai dans la rétroaction, qui est propice à créer des oscilla-
tions et même empêcher la convergence. Il s’agit d’une problématique courante en théorie
du contrôle et asservissement de systèmes dynamiques [Kamen & Heck, 2006]. En faisant
abstraction des décharges individuelles et en simplifiant ainsi la formulation, il est pos-







· (rpost − r̄post) (C.101)
où τr est la même constante de temps de l’estimation qu’à l’équation C.100.
Ceci capture la dynamique principale de l’équation C.100, soit l’introduction d’un délai
causé par le filtrage exponentiel.
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Estimation des courants postsynaptiques
À l’équation C.98 page 281, la fonction Ii (αij, t) décrivant l’effet de la variable de contrôle
α sur le courant inhibiteur postsynaptique n’a pas forcément d’expression analytique pour
la dynamique neuronale et les formes de STDP considérées. La dynamique temporelle de
Ie (t) et Ii (αij, t) est rapide et les fluctuations causées par les décharges présynaptiques
sont de l’ordre de quelques millisecondes, comme illustrée à la figure B.3 page 183. Il est
donc nécessaire d’estimer les valeurs moyennes des courants postsynaptiques sur une plus




















où τg est la constante de temps du filtre exponentiel.
Définition du système d’équations complet
Il est maintenant possible de joindre les équations C.99 page 281, C.101 page précédente
et C.102 pour définir un système d’équations qui décrit au complet la régulation homéosta-
tique. Pour la régulation homéostatique de la balance excitation-inhibition, on supposera
toutefois que la dynamique est à l’équilibre du côté de l’excitation, donc que les termes
Ie (t) et rpost (t) sont constants. C’est le cas par exemple si la régulation homéostatique sur
le taux de décharge postsynaptique, comme proposé à la section 4.2.5 page 83, intervient
aussi dans la dynamique neuronale.
Dans le cas général de la STDP excitatrice avec noyau exponentiel, on obtient le système
d’équations différentielles couplées et autonomes suivant :
dw0 (t)
dt












· (rpost (w0, α)− r̄post) (C.103)
L’équation C.103 intègre donc l’évolution du point d’équilibre w0 (t), de la variable de
contrôle intermédiaire α (t) et de l’estimation du taux de décharge moyen postsynaptique
r̄post (t). Une analyse plus approfondie de ce système d’équations sera réalisée à la prochaine
section.
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Dans le cas général pour toutes les formes de STDP inhibitrice, on obtient le système
d’équations différentielles couplées et autonomes suivant :
dw0 (t)
dt


























Ii (w0, t)− Īi
)
(C.104)
où Ii (w0, t) décrit l’effet du point d’équilibre w0 sur le courant inhibiteur instantané.
L’équation C.104 intègre donc l’évolution du point d’équilibre w0 (t), de la variable de
contrôle intermédiaire α (t) et de l’estimation des courants exciteur et inhibiteur postsy-
naptiques Īe (t) et Īi (t). Notez que pour les formes de STDP inhibitrices, les termes de
dérive A (w0 (t) , α (t)) ont des formulations plus complexes que pour les STDP excita-
trices. Le terme dw0 (t) /dt est donc conservé selon la formulation générale donnée par
l’équation C.99 page 281.
Analyse de convergence théorique de la régulation homéostatique
Un exemple d’analyse théorique de la vitesse de convergence de la régulation homéo-
statique est réalisé dans cette section pour le cas général de la STDP excitatrice avec
noyau exponentiel donné à l’équation C.103 page précédente. Pour poursuivre l’analyse
théorique de la convergence de la régulation homéostatique, plusieurs simplifications ad-
ditionnelles doivent toutefois être faites. C’est qu’il n’existe pas de solution analytique à
l’équation C.103 page précédente pour toutes les formes de STDP excitatrices étudiées.
Une première simplification peut être réalisée au niveau de l’effet de la dynamique neuro-
nale. Dans le cas le plus simple, cette dernière peut être approximée (très grossièrement,
voir section C.5.4 page 268) par une relation linéaire :
rpost = kr · rpre · w0 ·Naffe (C.105)
où kr est la constante de gain du neurone.
Dans le cas homogène qui est présumé ici, rpre et w0 sont considérés constants pour tous les
neurones présynaptiques excitateurs. Ainsi, w0 est multipliée par Naffe , le nombre de neu-
rones présynaptiques excitateurs, dans l’expression du taux de décharge postsynaptique
rpost. Il est seulement nécessaire de tenir compte de Naffe en réduisant le taux d’apprentis-
sage ηhom, comme visible dans l’équation C.98 page 281.
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Il est maintenant possible de joindre les équations C.99 page 281, C.98 page 281 et C.101
page 282, ainsi qu’appliquer la substitution décrite par l’équation C.105 page précédente.
Dans le cas de la STDP avec noyau exponentiel et des entrées non corrélées, on obtient
alors le système d’équations différentielles non linéaires couplées et autonomes suivant :
dw0 (t)
dt












· (kr · rpre · w0 − r̄post) (C.106)
Malheureusement, même dans le cas le plus simple de la STDP multiplicative standard où
fd (w0, α) = cd ·w0/α et fd (w0, α) = cp ·wref, une solution analytique ne peut être obtenue.
Une méthode de résolution numérique doit alors être utilisée. Si l’on considère toutefois
w0 (t) en isolation pour une valeur de α constante, il est possible d’en apprendre plus sur
la dynamique de convergence sans l’aide d’une résolution numérique.
Pour la STDP multiplicative standard, l’évolution du point d’équilibre w0 (t) est :
dw0 (t)
dt
= ηSTDP · kr · (rpre)2 · w0 ·
[





avec la solution pour w0 (0) = wref :
w0 (t) =
(
α · wref · τp · cp




τd · cd + α · wref · τp · cp
)
− exp (−λ · t)
(C.108)
où λ = ηSTDP · kr · (rpre)2 · τp · cp









La solution décrite par l’équation C.108 possède la forme simplifiée suivante :
f (x) =
k1
k2 − exp (−k3 · x)
(C.109)
Elle s’apparente à la fonction réciproque et mène à une convergence plus rapide que la
fonction exponentielle (non illustré).
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= ηSTDP · kr · (rpre)2 · w0 ·
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avec la solution pour w0 (0) = wref :
w0 (t) =
τp · cp · wref · α
τd · cd · (1− exp (−λ · t)) + τp · cp · (1− exp (−λ · t) · (1− α · wref))
(C.111)
où λ = ηSTDP · kr · (rpre)2 · τp · cp · wref









La solution décrite par l’équation C.111 possède la forme simplifiée suivante :
f (x) =
k1
k2 (1− exp (−k3 · x)) + k4 · (1− k5 · exp (−k3 · x))
(C.112)
Elle mène aussi à une convergence plus rapide que la fonction exponentielle (non illustré).
Notez qu’il n’est pas possible de trouver une solution analytique pour la STDP log-normale.
C.6.3 Accélération de la convergence vers le point d’équilibre
La variation linéaire de la variable de contrôle homéostatique α (ou w0 directement pour
la modulation par mise à l’échelle) n’est pas optimale si l’on considère que la vitesse
de convergence vers le point d’équilibre accélère plus l’on se rapproche de ce dernier (fi-
gure C.26 page 272). Ce phénomène vient principalement de l’effet du taux de décharge
postsynaptique, comme illustré à la figure C.30 page 277. Pour une régulation homéosta-
tique optimale en termes de vitesse de convergence vers une valeur cible rpost, il faudrait
idéalement varier le taux d’apprentissage ηhom en fonction du taux de décharge postsy-
naptique. Ceci permettrait d’éviter les oscillations et le dépassement de la valeur cible
rpost dans la phase initiale de convergence (exemple figure C.33 page 288), due à un taux
d’apprentissage ηhom trop élevé. C’est que comme il est visible à la figure C.34 page 289,
ηhom doit être relativement élevé pour permettre de suivre une valeur cible rpost variable
dans le temps. C’est aussi nécessaire pour amortir les oscillations rapides parfois causées
par la forte compétition des poids synaptiques (exemple figure 4.7(a) page 90 pour log-
STDP). La fonction proposée de pondération de ηhom en fonction de rpost est illustrée à
la figure C.32 page suivante. La figure C.34 page 289 montre un exemple d’application de
cette pondération pour une régulation homéostatique où le taux de décharge cible varie
dans le temps. La modulation de ηhom permet de suivre plus exactement la courbe cible,
sans trop créer de dépassement lors de la convergence initiale.
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Figure C.32 Application d’un facteur multiplicatif sηhom sur le taux d’appren-
tissage homéostatique ηhom pour accélérer la convergence vers le point d’équilibre
en fonction du taux de décharge postsynaptique rpost. Une fonction par segments
est utilisée. Les limites des segments sont identifiées par les lignes pointillées. La
zone grise illustre la plage du taux de décharge postsynaptique liée à l’activité
spontanée rspon, qui est en moyenne de 2 Hz dans le modèle proposé (figure B.9
page 189). La limite inférieure du segment linéaire a été définie à rpost = 2 ·rspon,
visant à offrir une marge de manoeuvre entre activité spontanée et évoquée. La
limite supérieure du segment linéaire à rpost = 10 Hz ainsi que la valeur maxi-
male smaxηhom = 5 ont été définies suivant la diminution du temps de convergence
observable à la figure C.30 page 277 dans la plage rpost = [1, 10] Hz.
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(a) Sans modulation de ηhom






























(b) Avec modulation de ηhom
Figure C.33 Propriétés de convergence de la régulation homéostatique sur le
taux de décharge moyen avec et sans modulation du taux d’apprentissage ho-
méostatique ηhom. Les figures sont obtenues par la simulation de neurones à
décharge, dans le contexte d’un neurone isolé soumis à un bombardement d’ac-
tivité présynaptique excitatrice seulement (figure 4.1(a) page 74). La méthode
de modulation par mise à l’échelle est utilisée, mais des résultats similaires ont
été obtenus pour la méthode par balance potentiation-dépression (non illustré).
Notez en (a) le dépassement significatif du taux de décharge postsynaptique
cible rpost = 10 Hz (indiqué par la ligne grise) pour la STDP multiplicative à li-
mites souples et la STDP log-normale. On remarque en (b) que la modulation de
ηhom par un facteur multiplicatif durant l’apprentissage (figure C.32 page précé-
dente) permet d’accélérer la convergence vers le taux de décharge postsynaptique
cible et de limiter son dépassement. Paramètres de simulation : Naffe = 1000,
rpre = 1 Hz, rcible = 10 Hz, ηSTDP = 8.0, σ = 0.6, ηhom = 1 pA · Hz−1 · s−1,
smaxηhom = 5, rspon = 1 Hz, τa = 10 sec, winit = 0.069 nA, wref = 1.54 nA,
tstab = 10 min, tsim = 90 min, ∆t = 0.5 ms.
C.6. ANALYSE DE LA RÉGULATION HOMÉOSTATIQUE PROPOSÉE 289




















































Figure C.34 Exemple de modulation cyclique de l’homéostasie pour la STDP
multiplicative avec limites souples (nlta-STDP), selon différentes méthodes de
modulation du point d’équilibre. Les figures sont obtenues par la simulation de
neurones à décharge, dans le contexte d’un neurone isolé soumis à un bombarde-
ment d’activité présynaptique excitatrice seulement (figure 4.1(a) page 74). Le
taux de décharge cible est initialement constant à rcible = 10 Hz (indiqué par la
zone grise). Ensuite rcible est modulé selon rcible (t) = rbase + ka · t · sin (2 · π · ω),
où rbase = 10 Hz, ka = 0.01 Hz/s et ω = 0.001 Hz. On remarque que la
convergence initiale (dans la zone grise) est plutôt lente, mais qu’ensuite le
point d’équilibre est capable de suivre le taux de décharge cible rcible (t) va-
riant dans le temps. C’est le cas pour la méthode de modulations par balance
potentiation-dépression (PD) et de mise à l’échelle (ME). Paramètres de si-
mulation : Naffe = 1000, rpre = 1 Hz, rcible = 10 Hz, ηSTDP = 8.0, σ = 0.6,
ηhom = 2 pA ·Hz−1 · s−1, smaxηhom = 10, rspon = 1 Hz, τa = 10 sec, winit = 0.035 nA,
wref = 1.54 nA, tstab = 2 min, tsim = 120 min, ∆t = 0.5 ms.
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C.6.4 Convergence vers un taux de décharge moyen cible pour
différentes méthodes de modulation du point d’équilibre
Dans cette section, les propriétés de convergence empirique de la régulation homéostatique
vers un taux de décharge moyen cible sont étudiées. Les figures C.35 page suivante, C.36
page 292 et 4.7 page 90 montrent la dynamique de convergence avec contrôle homéostatique
dans le cas d’entrées non corrélées, modélisées par des processus de Poisson homogènes et
indépendants dans le contexte d’un neurone isolé soumis à un bombardement d’activité
présynaptique excitatrice seulement (figure 4.1(a) page 74). Dans le cas de la méthode de
modulation par mise à l’échelle, les résultats sont discutés à la section 4.3.1 page 89.
On remarque une excellente régulation vers le taux de décharge postsynaptique cible dans
le cas de la méthode de modulation par balance potentiation-dépression (figure C.35(a)
page suivante) et la méthode de modulation par mise à l’échelle (figure 4.7(a) page 90). La
régulation homéostatique est problématique pour la méthode de modulation par facteur
multiplicatif (figure C.36(a) page 292), qui échoue pour toutes les formes de STDP étudiées.
Les phénomènes problématiques suivants se produisent : (1) explosion des valeurs de poids
synaptiques (figure C.36(b) page 292 pour mult-STDP) ; (2) explosion du taux de décharge
postsynaptique (figure C.36(a) page 292 pour mult-STDP et log-STDP) ; (3) oscillations
au niveau de la variable de contrôle α (figure C.36(c) page 292 pour nlta-STDP) ; (4)
variable de contrôle α qui converge à zéro (figure C.36(c) page 292 pour mult-STDP et log-
STDP). Notez que des résultats similaires ont été obtenus (non illustré) en utilisant un taux
d’apprentissage plus faible et un bruit gaussien dominant (c.-à-d. ηSTDP = 1.0, σ = 4.0).
Il y a donc un aspect important dans l’implémentation (section C.6.6 page 296) qui mène
à une divergence face à la théorie, car cette dernière prédisait des distributions finales
similaires à la méthode de modulation par balance potentiation-dépression (figures C.16(a)
page 259 et C.16(b) page 259).
Les distributions finales de poids synaptiques sont très similaires entre les différentes formes
de STDP excitatrices qui supportent la méthode de modulation par balance potentiation-
dépression (figure C.35(d) page suivante). Les moyennes des poids synaptiques (figure C.35(b)
page suivante) convergencent vers des valeurs identiques. Ceci montre que les différences
dans la forme des distributions de poids synaptiques sont seulement dues aux particularités
de la fonction de noyau propre à chaque STDP, et non aux propriétés de convergence tem-
porelle. Dans le cas de la modulation par facteur multiplicatif, les distributions de poids
synaptiques montrent une troncature importante autour de zéro (figure 4.7(d) page 90).
Le problème de convergence aussi visible au niveau de l’évolution de la moyenne des poids
(figure C.36(b) page 292).
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(a) Évolution du taux de décharge moyen





























(b) Évolution de la moyenne des poids
























(c) Évolution de la variable de contrôle α
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(d) Distribution finale des poids synaptiques
Figure C.35 Propriétés de convergence vers un taux de décharge cible rcible
avec la régulation homéostatique, dans le cas de la méthode de modulation
par balance potentiation-dépression. Les figures sont obtenues par la simula-
tion de neurones à décharge, dans le contexte d’un neurone isolé soumis à
un bombardement d’activité présynaptique excitatrice seulement (figure 4.1(a)
page 74). On remarque en (a) une bonne convergence vers le taux de décharge
cible rcible = 10 Hz (indiqué par une ligne grise) pour la STDP multiplicative
standard (mult-STDP) et à limites souples (nlta-STDP). Ceci est aussi visible
au niveau (b) de l’évolution de la moyenne des poids et (c) de la variable de
contrôle α. Les distributions finales des poids synaptiques sont montrées en (d).
Paramètres de simulation : Naffe = 1000, rpre = 1 Hz, rcible = 10 Hz, ηSTDP = 1.0,
σ = 4.0, ηhom = 1 pA · Hz−1 · s−1, rspon = 1 Hz, τa = 10 sec, winit = 0.069 nA,
wref = 1.54 nA, tstab = 10 min, tsim = 120 min, ∆t = 0.5 ms.
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(a) Évolution du taux de décharge moyen






























(b) Évolution de la moyenne des poids
























(c) Évolution de la variable de contrôle α
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(d) Distribution finale des poids synaptiques
Figure C.36 Propriétés de convergence vers un taux de décharge cible rcible
avec la régulation homéostatique, dans le cas de la méthode de modulation par
facteur multiplicatif. Les figures sont obtenues par la simulation de neurones à
décharge, dans le contexte d’un neurone isolé soumis à un bombardement d’ac-
tivité présynaptique excitatrice seulement (figure 4.1(a) page 74). On remarque
un échec du contrôle pour toutes les formes de STDP étudiées, avec de fortes
variations (a) du taux de décharge postsynaptique, (b) de la moyenne des poids
synaptiques, et (c) de la variable de contrôle α. Les distributions finales des
poids synaptiques montrent en (d) une troncature importante problématique
près de zéro. Paramètres de simulation : Naffe = 1000, rpre = 1 Hz, rcible = 10 Hz,
ηSTDP = 1.0, σ = 4.0, ηhom = 1 pA · Hz−1 · s−1, rspon = 1 Hz, τa = 10 sec,
winit = 0.069 nA, wref = 1.54 nA, tstab = 10 min, tsim = 120 min, ∆t = 0.5 ms.
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C.6.5 Convergence vers une balance excitation-inhibition cible pour
différentes méthodes de modulation du point d’équilibre
Dans cette section, les propriétés de convergence empirique de la régulation homéosta-
tique vers une balance excitation-inhibition moyenne cible sont étudiées. Les figures C.37
page suivante, C.38 page 295 et 4.8 page 92 montrent la dynamique de convergence avec
contrôle homéostatique pour l’inhibition dans le cas d’entrées non corrélées, modélisées par
des processus de Poisson homogènes et indépendants dans le contexte d’un neurone isolé
soumis à un bombardement d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b)
page 74). Dans le cas de la méthode de modulation par mise à l’échelle, les résultats sont
discutés à la section 4.3.2 page 91.
On remarque que seule la méthode de modulation par facteur multiplicatif est capable
de faire converger la STDP par exponentielles pondérées dans un temps comparable aux
autres formes de STDP inhibitrices (figure C.38(a) page 295). Cette dernière avait pourtant
été jugée trop instable pour la régulation homéostatique dans le cas de la STDP excitatrice
(section C.6.6 page 296). Le phénomène d’instabilité en question semble donc, en pratique,
peu notable au niveau de la STDP inhibitrice. Notez que comme pour la STDP excita-
trice (exemple figure 4.7 page 90 pour mult-STDP), les oscillations qui peuvent survenir
proviennent souvent de l’utilisation d’un taux d’apprentissage ηhom trop élevé.
Pour toutes les formes de STDP inhibitrices, la variable de contrôle α converge vers une
valeur distincte (figure C.37(c) page suivante et C.38(c) page 295). On remarque que
la moyenne des poids à convergence est toutefois similaire (figure C.37(b) page suivante
et C.38(b) page 295). Ceci est expliqué par la linéarisation de la régulation homéostatique
(section C.6.1 page 279), qui entraîne un changement du point d’équilibre similaire à
travers toutes les formulations de STDP inhibitrices, peu importe la relation originale (et
possiblement non linéaire) entre la variable de contrôle α et le point d’équilibre w0. Les
résultats de la régulation homéostatique du taux de décharge moyen pour les formes de
STDP excitatrices (section C.6.4 page 290) ne montraient pas un tel phénomène aussi
marquant.
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(a) Évolution des courants postsynaptiques






























(b) Évolution de la moyenne des poids























(c) Évolution de la variable de contrôle α
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(d) Distribution finale des poids synaptiques
Figure C.37 Propriétés de convergence vers un équilibre des courants post-
synaptiques bcible avec la régulation homéostatique, dans le cas de la méthode
de modulation par balance potentiation-dépression. Les figures sont obtenues
par la simulation de neurones à décharge, dans le contexte d’un neurone isolé
soumis à un bombardement d’activité présynaptique excitatrice et inhibitrice
(figure 4.1(b) page 74). On remarque une bonne convergence en (a) vers la cible
bcible = 1, donc Ie − Ii = 0 (indiqué par une ligne grise), pour toutes les formes
de STDP, sauf la STDP par exponentielles pondérées (haas-STDP). Il y a aussi
convergence (b) de la moyenne des poids synaptiques et (c) de la variable de
contrôle α. Les distributions finales de poids obtenues en (d) sont aussi très simi-
laires, mais restent très étroites. Paramètres de simulation : Naffe = Naffi = 1000,
rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6, ηhom = 0.2 · s−1, bcible = 1.0, rspon = 10 Hz,
τg = 10 sec, winit = 6.9 pA, wref = 1.54 nA, tstab = 10 min, tsim = 120 min,
∆t = 0.5 ms.
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(a) Évolution des courants postsynaptiques
































(b) Évolution de la moyenne des poids
























(c) Évolution de la variable de contrôle α
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(d) Distribution finale des poids synaptiques
Figure C.38 Propriétés de convergence vers un équilibre des courants postsy-
naptiques bcible avec la régulation homéostatique, dans le cas de la méthode de
modulation par facteur multiplicatif. Les figures sont obtenues par la simulation
de neurones à décharge, dans le contexte d’un neurone isolé soumis à un bombar-
dement d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b) page 74).
On remarque une bonne convergence en (a) vers la cible bcible = 1, donc Ie−Ii = 0
(indiqué par une ligne grise), pour toutes les formes de STDP. Il y a aussi conver-
gence (b) de la moyenne des poids synaptiques et (c) de la variable de contrôle
α. Les distributions de poids obtenues en (d) sont aussi très similaires, et sont si-
gnificativement plus larges qu’avec les autres méthodes de modulation (exemple
figure C.37(d) page précédente). Paramètres de simulation : Naffe = Naffi = 1000,
rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6, ηhom = 0.2 · s−1, bcible = 1.0, rspon = 10 Hz,
τg = 10 sec, winit = 6.9 pA, wref = 1.54 nA, tstab = 10 min, tsim = 120 min,
∆t = 0.5 ms.
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C.6.6 Source d’instabilité due à l’implémentation
Le problème d’implémentation avec la méthode de modulation par facteur multiplicatif
vient de l’influence de la variable de contrôle α sur la mise à jour des poids synaptiques.
Avec l’implémentation événementielle de la STDP sous Brian2 [Stimberg et al., 2019], la
mise à jour des poids s’effectue de façon séparée pour la potentiation et la dépression :
la dépression s’effectue pour chaque nouvelle décharge présynaptique, alors que la poten-
tiation s’effectue pour chaque nouvelle décharge postsynaptique. Les poids synaptiques
sont aussi strictement positifs, ce qui signifie qu’il y a troncature à zéro pour éviter les
valeurs négatives après la mise à jour des poids pour la dépression. Lorsqu’on regarde la
formulation de la STDP multiplicative standard (équation C.45 page 233), on remarque le
terme w/α dans l’expression de la fonction de pondération fd (w) pour la dépression. La
mise à jour des poids pour la dépression est donc inversement proportionnelle à la valeur
de α (c.-à-d. ∆w ∝ 1/α). Il y a problème quand α ≪ 1, car ceci signifie une dépression
très élevée qui risque fortement de causer la troncature à zéro des poids.
D’autre part, la fonction de pondération pour la potentiation est constante à fp (w) =
cp · wref, où wref = wmax a été choisie au poids maximal pour générer une décharge post-
synaptique en fonction de la dynamique neuronale (section B.1.6 page 186). Il s’agit d’un
choix très général lorsqu’on ne connait pas le nombre de connexions excitatrices afférentes
moyen dans la population. Toutefois, dans l’exemple de régulation homéostatique ici pré-
sent, le nombre de projections synaptiques afférentes est élevé (Naffe = 1000) et donc le
poids synaptique w0 à convergence pour atteindre le taux de décharge postsynaptique cible
rpost sera beaucoup plus faible que wref. Ceci implique donc que la mise à jour des poids
pour la dépression sera trop forte comparativement à la potentiation. Une situation où
wref ≫ w0 implique aussi une valeur α≪ 1 à convergence, qui est elle aussi problématique
pour la dépression. On se retrouve donc dans une situation où la mise à jour des poids
pour la potentiation est trop élevée (c.-à-d. favorisant l’explosion des poids), et où la mise
à jour des poids pour la dépression est aussi trop élevée (c.-à-d. favorisant la troncature
des poids à zéro). Cette particularité de l’implémentation n’est pas prise en compte dans le
formalisme de Fokker-Planck, ce qui cause les phénomènes néfastes visibles à la figure C.36
page 292. Comme mentionné à la section C.3 page 223, le formalisme de Fokker-Planck est
valide dans la limite d’un faible taux d’apprentissage par rapport à l’évolution temporelle
p (w, t) de la distribution de poids. Ceci n’est pas respecté par la méthode de modulation
par facteur multiplicatif suivant la valeur de wref par rapport au point d’équilibre idéal w0
(mais non connu en général), pour atteindre le taux de décharge postsynaptique cible.
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C.7 Interaction des mécanismes de régulation homéo-
statique du taux de décharge moyen et de la ba-
lance excitation-inhibition
C.7.1 Effet de la synchronie et du retard de l’inhibition
Dans cette section, l’effet de la synchronie et du retard de l’inhibition durant la régulation
homéostatique est analysé. Les analyses sont réalisées dans le contexte d’un neurone isolé
soumis à un bombardement d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b)
page 74), donc impliquent l’interaction entre la STDP excitatrice et inhibitrice. Une dis-
cussion en lien avec les figures C.39 et C.40 page suivante est disponible à la section 4.3.3
page 93 dans le corps de la thèse.

























(a) Évolution du taux de décharge moyen






















(b) Évolution des courants postsynaptiques
Figure C.39 Convergence vers un équilibre des courants postsynaptiques et
un taux de décharge moyen cible avec la régulation homéostatique dans le cas
d’une inhibition retardée. Les figures sont obtenues par la simulation de neurones
à décharge, dans le contexte d’un neurone isolé soumis à un bombardement
d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b) page 74). La
méthode de modulation par mise à l’échelle est utilisée. On remarque une bonne
convergence en (a) pour le taux de décharge moyen cible rcible = 10 Hz (indiqué
par une ligne grise). C’est également le cas en (b) vers la cible bcible = 1, donc
Ie − Ii = 0 (indiqué par une ligne grise). Notez la baisse considérable du taux
de décharge moyen lorsque l’inhibition est activée à t = 180 min. Il y a toutefois
un retour progressif à la valeur cible rcible, tout en convergeant vers une balance
des courants postsynaptiques. Paramètres de simulation : Naffe = Naffi = 1000,
rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6, ηmfrhom = 1.0 nA · Hz−1 · s−1, ηeibhom = 0.1 · s−1,
bcible = 1.0, rspon = 10 Hz, τg = 10 sec, winit = 6.9 pA, wref = 1.54 nA, testab =
10 min, tistab = 180 min, tsim = 400 min, ∆t = 0.5 ms.
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(a) Évolution du taux de décharge moyen





















(b) Évolution des courants postsynaptiques
Figure C.40 Convergence vers un équilibre des courants postsynaptiques et un
taux de décharge moyen cible avec la régulation homéostatique dans le cas d’une
inhibition non retardée (synchrone). Les figures sont obtenues par la simulation
de neurones à décharge, dans le contexte d’un neurone isolé soumis à un bombar-
dement d’activité présynaptique excitatrice et inhibitrice (figure 4.1(b) page 74).
La méthode de modulation par mise à l’échelle est utilisée. En comparaison avec
la figure C.39 page précédente, on remarque une convergence similaire vers les
cibles (a) rcible = 10 Hz et (b) bcible = 1 (indiquées par des lignes grises). Para-
mètres de simulation : Naffe = Naffi = 1000, rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6,
ηmfrhom = 1.0 nA ·Hz−1 ·s−1, ηeibhom = 0.1 ·s−1, bcible = 1.0, rspon = 10 Hz, τg = 10 sec,
winit = 6.9 pA, wref = 1.54 nA, testab = 10 min, tistab = 180 min, tsim = 400 min,
∆t = 0.5 ms.
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C.7.2 Effet sur la stabilité et vitesse de convergence
Dans cette section, l’effet sur la stabilité et vitesse de convergence de l’utilisation d’un
haut taux d’apprentissage homéostatique est analysé. Les analyses sont réalisées dans le
contexte d’un neurone isolé soumis à un bombardement d’activité présynaptique excita-
trice et inhibitrice (figure 4.1(b) page 74), donc impliquent l’interaction entre la STDP
excitatrice et inhibitrice. Une discussion en lien avec la figure C.41 page suivante est dis-
ponible à la section 4.3.3 page 93 dans le corps de la thèse.
300 ANNEXE C. PLASTICITÉ SYNAPTIQUE ET HOMÉOSTASIE

























(a) Évolution du taux de décharge moyen






















(b) Évolution des courants postsynaptiques


























(c) Évolution de la variable de contrôle α
Figure C.41 Propriété de convergence vers un équilibre des courants postsy-
naptiques et un taux de décharge moyen cible avec la régulation homéostatique
dans le cas d’une inhibition retardée avec de hauts taux d’apprentissage homéo-
statique. Les figures sont obtenues par la simulation de neurones à décharge,
dans le contexte d’un neurone isolé soumis à un bombardement d’activité pré-
synaptique excitatrice et inhibitrice (figure 4.1(b) page 74). La méthode de mo-
dulation par mise à l’échelle est utilisée. On remarque une convergence en (a)
et (b) vers les cibles rcible = 10 Hz et bcible = 1 (indiquées par des lignes grises).
Notez à t = 20 min en (c) comment la régulation homéostatique de l’inhibi-
tion via la variable de contrôle α permet d’atténuer rapidement l’amplitude
de l’oscillation causée par la montée de l’excitation. Paramètres de simulation :
Naffe = N
aff
i = 1000, rpre = 1 Hz, ηSTDP = 8.0, σ = 0.6, ηmfrhom = 10.0 nA·Hz−1 ·s−1,
ηeibhom = 1.0 · s−1, bcible = 1.0, rspon = 10 Hz, τg = 10 sec, winit = 6.9 pA,
wref = 1.54 nA, testab = 10 min, tistab = 10 min, tsim = 400 min, ∆t = 0.5 ms.
C.7. INTERACTION DES MÉCANISMES DE RÉGULATION HOMÉOSTATIQUE301
C.7.3 Application de la régulation homéostatique sur le modèle
proposé
Effet de la plasticité à court terme
La plasticité à court terme (STP) dans le modèle proposé du système visuel cause une
dépression ou une facilitation temporaire des poids synaptiques en fonction de l’activité
présynaptique. La modulation moyenne des poids synaptiques par la STP sous régula-
tion homéostatique dans le modèle proposé est illustrée à la figure C.42 page suivante.
On remarque une grande diversité de facteurs de modulation causée par la STP (p. ex.
dépendamment du type de neurone présynaptique), ce qui montre que la STP introduit
un effet notable sur la dynamique synaptique. Ceci est visible à la figure C.42 page sui-
vante où une forte modulation dynamique des efficacités synaptiques est indiquée par une
nuance de gris foncée (p. ex. pour la population présynaptique RGC-X-ON-exc), et une
faible modulation dynamique est indiquée par une nuance de gris pâle (p. ex. population
présynaptique V1-L2/3-exc). On rappelle que la STP a un effet multiplicatif sur l’effica-
cité synaptique, donc une forte modulation (facteur près de 0.0) entraîne une dépression
considérable qui atténue fortement la propagation de l’activité neuronale. Le mécanisme
de régulation homéostatique a toutefois démontré une robustesse par rapport à la présence
de la STP. Ceci est visible à la figure 4.10 page 96, qui montre la convergence de la régu-
lation homéostatique appliquée au modèle proposé du système visuel même sous présence
de la STP.
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Figure C.42 Modulation moyenne des poids synaptiques E [swSTP] par la plas-
ticité à court terme sous contrôle homéostatique dans le modèle proposé. Une
région hachurée signifie qu’il n’y a pas de connexions synaptiques entre les sous-
populations. On remarque une dépression considérable de toutes les synapses
inhibitrices (visible par une couleur plus foncée), avec un facteur d’atténuation
moyen égal à 0.4. Les synapses excitatrices possèdent quant à elles un facteur
d’atténuation moyen moins élevé égal à 0.8. Les projections synaptiques réti-
nogéniculées sont significativement plus atténuées que les projections cortico-
corticales, principalement à cause de leurs plus hauts taux de décharge moyens
(c.-à-d. autour de 60 Hz). Une forte potentiation est visible pour la rétroaction
corticogéniculée (visible par une couleur blanche), car il s’agit du seul type de
synapses excitatrices où la plasticité à court terme admet la facilitation. Para-
mètres de simulation : voir figure 4.10 page 96.
ANNEXE D
APPLICATION EN APPRENTISSAGE MA-
CHINE
D.1 Analyse de la normalité des distributions de per-
formance de classification
Dans cette section, la normalité (forme gaussienne) des distributions de justesse de clas-
sification produites par les modèles à base de réservoir est analysée. Le test statistique de
normalité de Shapiro-Wilk [Thode, 2002] à double queue a été utilisé, car celui-ci est plus
sensible pour un nombre restreint n d’échantillons [Hanusz & Tarasińska, 2015]. C’est le
cas ici, car seulement n = 30 modèles indépendants ont été utilisés pour chaque base de
données. Les résultats ont démontré que les distributions de la justesse de classification
produites par le modèle proposé n’étaient pas gaussiennes de façon générale. C’est le cas
par exemple lorsque la configuration de base du modèle proposé est appliquée sur les bases
de données spatiale (Shapiro-Wilk W = 0.89, n = 30, P < 0.01), temporelle (Shapiro-Wilk
W = 0.91, n = 30, P < 0.05) et spatiotemporelle (Shapiro-Wilk W = 0.80, n = 30, P <
0.0001). Les formes des distributions pour cet exemple sont visibles à la figure D.1.
Figure D.1 Justesse de classification pour la configuration de base du modèle
proposé, selon différents types de bases de données. Une représentation des ré-
sultats par violons est utilisée pour illustrer la forme des distributions compa-
rativement à la figure 5.4 page 122. Le cercle blanc représente la moyenne, et la
barre noire épaisse représente la médiane. La ligne pointillée indique le niveau de
chance. On remarque que les distributions ne sont pas normales (gaussiennes).
Dans ces conditions, il est recommandé d’utiliser une représentation par boîte à mous-
taches (exemple figure 5.4 page 122), car l’information sur les quantiles est plus intuitive
à interpréter pour les distributions non gaussiennes que la représentation par moyenne et
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écart-type [Krzywinski & Altman, 2014]. C’est pourquoi cette représentation a été choisie
pour illustrer les résultats du chapitre 5.
D.2 Analyse de la variabilité des distributions de per-
formance de classification
Les analyses réalisées dans cette section ont démontré que la forte variabilité de la justesse
de classification produite par le modèle proposé est due en grande partie à la sélection
aléatoire des neurones de lecture de l’état du réservoir. Cette conclusion a été obtenue en
variant la sélection des neurones de lecture pour un même modèle, et en entraînant de
nouveau les diverses fonctions de classification. Les formes des distributions de la justesse
de classification dans le cas de la configuration de base sont visibles à la figure D.2 page
suivante. Un nombre n = 30 de modèles indépendants a été utilisé pour chaque base de
données. Le test statistique de Shapiro-Wilk [Thode, 2002] à double queue a été utilisé
pour valider la forme gaussienne des distributions. La forme des distributions peut être
considérée gaussienne pour la base de données spatiale (Shapiro-Wilk W = 0.95, n = 30,
P = 0.147) et temporelle (Shapiro-Wilk W = 0.97, n = 30, P = 0.567), mais pas pour la
base de données spatiotemporelle (Shapiro-Wilk W = 0.89, n = 30, P < 0.01). Toutefois,
la troncature causée par les limites de la justesse de classification à l’intervalle [0, 1] intro-
duit une asymétrie importante dans ce dernier cas. De façon générale, il est donc possible
de considérer l’effet de la sélection aléatoire des neurones de lecture de l’état du réservoir
comme un bruit gaussien autour d’une valeur de référence de la justesse de classification.
Dans la figure D.2 page suivante, on remarque que cette valeur de référence est signifi-
cativement plus basse dans le cas de la base de données temporelle. Ceci démontre, en
comparant avec la figure D.1 page précédente, qu’une autre partie importante de la va-
riabilité observée dans les performances de classification est due à l’initialisation aléatoire
(c.-à-d. positions des neurones, connectivité synaptique) entre les modèles partageant une
même configuration (p. ex. configuration de base).
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Figure D.2 Justesse de classification pour la configuration de base du modèle
proposé, selon différents types de bases de données, en variant la sélection aléa-
toire des neurones de lecture pour un même modèle. Une représentation des
résultats par violons est utilisée. Le cercle blanc représente la moyenne, et la
barre noire épaisse représente la médiane. La ligne pointillée indique le niveau
de chance. Comparativement à la figure D.1 page 303, on remarque sans l’effet
de troncature aux frontières une forme beaucoup plus normale (gaussienne) des
distributions.
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D.3 Méthodes de lecture de l’état du réservoir
Dans cette section, les figures illustrent les différentes méthodes de lecture de l’état du
réservoir utilisées au chapitre 5. Les méthodes permettent de décrire l’état du réservoir





Figure D.3 Méthode de lecture de l’état du réservoir par comptage global des
décharges. Une population de lecture de 4 neurones est considérée dans cet
exemple (illustrée à gauche). Les décharges sont indiquées par des barres verti-
cales noires. Pour chaque neurone de lecture, la somme des décharges comprises
dans l’intervalle global de chaque stimulus est effectuée. La ligne pointillée in-
dique la fin de la stimulation. La zone grise représente les décharges contribuant
à la somme en question pour 2 neurones de lecture. La sortie de lecture (illustrée





Figure D.4 Méthode de lecture de l’état du réservoir par comptage des dé-
charges poststimulus. Une population de lecture de 4 neurones est considérée
dans cet exemple (illustrée à gauche). Les décharges sont indiquées par des
barres verticales noires. Pour chaque neurone de lecture, la somme des décharges
comprises dans l’intervalle poststimulus est effectuée. La ligne pointillée indique
la fin de la stimulation. La zone grise représente les décharges contribuant à la
somme en question pour 2 neurones de lecture. La sortie de lecture (illustrée
à droite) est un vecteur qui résume l’activité poststimulus de la population de
lecture. En comparaison avec la figure D.3, seules les décharges qui surviennent
après la stimulation (ligne pointillée) sont considérées.






Figure D.5 Méthode de lecture de l’état du réservoir par temps de latence
poststimulus. Une population de lecture de 4 neurones est considérée dans cet
exemple (illustrée à gauche). Les décharges sont indiquées par des barres verti-
cales noires. Pour chaque neurone de lecture, la différence de temps entre la fin
du stimulus et la première décharge qui en suit (si elle existe) est considérée.
La ligne pointillée indique la fin de la stimulation. Les flèches noires horizon-
tales illustrent la latence temporelle de chaque neurone par rapport à la fin de
la stimulation du réservoir. La sortie de lecture (illustrée à droite, en unité de
millisecondes) est un vecteur qui résume les propriétés temporelles de l’activité













Figure D.6 Méthode de lecture de l’état du réservoir par estimation temporelle
dense de l’activité. Une population de lecture de 4 neurones est considérée dans
cet exemple (illustrée en haut à gauche). Les décharges sont indiquées par des
barres verticales noires. La ligne pointillée indique la fin de la stimulation. Pour
chaque neurone durant la stimulation, une représentation dense de l’activité de
décharge via un filtrage exponentiel est calculée (illustrée en bas à gauche). Un
échantillonnage temporel uniforme (dans l’exemple, pour 3 instants temporels
donnés) permet alors de capturer l’activité temporelle estimée pour chaque neu-
rone de lecture. Les points noirs représentent les valeurs enregistrées de l’activité
de décharge pour chaque neurone à un temps d’échantillonnage donné. La sortie
de lecture (illustrée en bas à droite) est donc une matrice qui résume l’évolution
temporelle de l’activité de la population de lecture. Comparativement aux autres
méthodes de lecture de l’état du réservoir (exemple figure D.3), la dimensionna-
lité de la sortie de lecture est plus élevée, mais contient aussi plus d’information
temporelle.
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D.4 Choix de la configuration de base du modèle
Les figures dans cette section ont servi au choix des paramètres de modélisation (p. ex.
nombre de neurones de lecture) pour la configuration de base du modèle décrite à la
section 5.2.1 page 110. Notez que comparativement à l’analyse approfondie de l’effet des
caractéristiques de modélisation sur la performance de classification (section D.6 page 318),
un nombre restreint d’échantillons de modèles (soit n = 10) a été utilisé. C’est qu’il n’est
pas aussi important de détecter des différences significatives où la taille de l’effet est faible.
Dans cette section, l’effet des différents paramètres de la stimulation et du modèle, comme
le nombre de classes (figure D.11 page 310) et le nombre de neurones de lecture (figure D.9
page suivante), est soit très marqué ou n’existe pas.
Le test statistique de Kruskal-Wallis [Kruskal & Wallis, 1952] est utilisé pour déterminer
s’il y a un effet statistiquement significatif de la condition étudiée pour chaque figure,
et ce lorsque la condition est appliquée pour chaque base de données (c.-à-d. spatiale,
temporelle et spatiotemporelle). La variable H correspond à la statistique de Kruskal-
Wallis, qui combine les écarts entre les sommes des rangs. Une valeur de la statistique de
Kruskal-Wallis H élevée signifie qu’il existe un grand écart entre les sommes des rangs. Les
variables n1, n2 et n3 correspondent au nombre d’échantillons respectif à chaque groupe,
soit ici le nombre de modèles indépendants évalués pour chacune des bases de données.
Figure D.7 Effet du nombre total de neurones N totneu sur la justesse de classifi-
cation pour le modèle proposé, selon différents types de bases de données. Une
représentation des résultats par boîtes à moustaches est utilisée. Le cercle blanc
représente la moyenne, et la barre noire épaisse représente la médiane. Il n’existe
pas d’effet statistiquement significatif pour la base de données spatiale (Kruskal-
Wallis H = 4.34, n1 = n2 = n3 = 10, P = 0.114), temporelle (Kruskal-Wallis H
= 1.31, n1 = n2 = n3 = 10, P = 0.520) et spatiotemporelle (Kruskal-Wallis H
= 0.78, n1 = n2 = n3 = 10, P = 0.677).
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Figure D.8 Effet du champ de vision θfov sur la justesse de classification pour le
modèle proposé, selon différents types de bases de données. Une représentation
des résultats par boîtes à moustaches est utilisée. Le cercle blanc représente la
moyenne, et la barre noire épaisse représente la médiane. Il n’existe pas d’effet
statistiquement significatif pour la base de données spatiale (Kruskal-Wallis H
= 4.49, n1 = n2 = n3 = 10, P = 0.106), temporelle (Kruskal-Wallis H = 0.09,
n1 = n2 = n3 = 10, P = 0.955) et spatiotemporelle (Kruskal-Wallis H = 2.40,
n1 = n2 = n3 = 10, P = 0.301).
Figure D.9 Effet du nombre total de neurones de lecture Nrd sur la justesse de
classification pour le modèle proposé, selon différents types de bases de données.
Une représentation des résultats par boîtes à moustaches est utilisée. Le cercle
blanc représente la moyenne, et la barre noire épaisse représente la médiane.
Il existe un effet statistiquement significatif pour la base de données spatiale
(Kruskal-Wallis H = 21.92, n1 = n2 = n3 = 10, P < 0.0001) et spatiotemporelle
(Kruskal-Wallis H = 12.13, n1 = n2 = n3 = 10, P < 0.05), mais pas pour la
base de données temporelle (Kruskal-Wallis H = 5.35, n1 = n2 = n3 = 10, P =
0.069).
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Figure D.10 Effet de la durée de l’apprentissage non supervisé sur la justesse de
classification pour le modèle proposé, selon différents types de bases de données.
Une représentation des résultats par boîtes à moustaches est utilisée. Le cercle
blanc représente la moyenne, et la barre noire épaisse représente la médiane. Il
n’existe pas d’effet statistiquement significatif pour la base de données spatiale
(Kruskal-Wallis H = 3.00, n1 = n2 = n3 = 10, P = 0.223), temporelle (Kruskal-
Wallis H = 2.74, n1 = n2 = n3 = 10, P = 0.255) et spatiotemporelle (Kruskal-
Wallis H = 2.94, n1 = n2 = n3 = 10, P = 0.229).
Figure D.11 Effet du nombre de classes Ncls sur la justesse de classification pour
le modèle proposé, selon différents types de bases de données. Une représentation
des résultats par boîtes à moustaches est utilisée. Le cercle blanc représente
la moyenne, et la barre noire épaisse représente la médiane. Il existe un effet
statistiquement significatif pour la base de données spatiale (Kruskal-Wallis H
= 32.42, n1 = n2 = n3 = 10, P < 0.0001), temporelle (Kruskal-Wallis H =
31.89, n1 = n2 = n3 = 10, P < 0.0001) et spatiotemporelle (Kruskal-Wallis H
= 24.46, n1 = n2 = n3 = 10, P < 0.0001).
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Figure D.12 Effet du nombre total d’exemples d’entraînement Ntrain sur la jus-
tesse de classification pour le modèle proposé, selon différents types de bases de
données. Une représentation des résultats par boîtes à moustaches est utilisée.
Le cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Il n’existe pas d’effet statistiquement significatif pour la base de données
spatiale (Kruskal-Wallis H = 0.81, n1 = n2 = n3 = 10, P = 0.668), temporelle
(Kruskal-Wallis H = 1.80, n1 = n2 = n3 = 10, P = 0.407) et spatiotemporelle
(Kruskal-Wallis H = 0.78, n1 = n2 = n3 = 10, P = 0.676).
Figure D.13 Effet de la structure considérée pour la lecture de l’état du réser-
voir sur la justesse de classification pour le modèle proposé, selon différents types
de bases de données. Une représentation des résultats par boîtes à moustaches
est utilisée. Le cercle blanc représente la moyenne, et la barre noire épaisse re-
présente la médiane. Il existe un effet statistiquement significatif pour la base
de données spatiale (Kruskal-Wallis H = 6.42, n1 = n2 = n3 = 10, P < 0.05),
temporelle (Kruskal-Wallis H = 17.51, n1 = n2 = n3 = 10, P < 0.001) et spa-
tiotemporelle (Kruskal-Wallis H = 20.44, n1 = n2 = n3 = 10, P < 0.0001).
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Figure D.14 Effet de la population de V1 considérée pour la lecture de l’état
du réservoir sur la justesse de classification pour le modèle proposé, selon diffé-
rents types de bases de données. Une représentation des résultats par boîtes à
moustaches est utilisée. Le cercle blanc représente la moyenne, et la barre noire
épaisse représente la médiane. Il existe un effet statistiquement significatif pour
la base de données spatiale (Kruskal-Wallis H = 33.08, n1 = n2 = n3 = 10, P <
0.001), temporelle (Kruskal-Wallis H = 19.77, n1 = n2 = n3 = 10, P < 0.001) et
spatiotemporelle (Kruskal-Wallis H = 22.85, n1 = n2 = n3 = 10, P < 0.0001).
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D.5 Réponses du réservoir à des stimulations externes
Dans cette section, les figures montrent la réponse du réservoir pour un exemple de sti-
mulation provenant de la base de données spatiotemporelle. Les réponses au niveau de la
rétine (figure D.15), du dLGN (figure D.16 page suivante) et de V1 (figure D.17 page 315)
sont données. Seulement un sous-ensemble restreint de neurones du réservoir est visible,
mais décrit bien la dynamique de décharge générale du réservoir.













Figure D.15 Réponse du réservoir au niveau de la rétine pour un exemple de
stimulation provenant de la base de données spatiotemporelle. Un sous-ensemble
de 500 neurones a été sélectionné parmi cette structure dans le réservoir. Chaque
point représente une décharge venant d’un neurone. La ligne noire horizontale
indique la séparation entre les différentes sous-populations de neurones (X-ON et
X-OFF). La zone grise représente l’intervalle poststimulation, où il est possible
de voir que les neurones de la rétine restent silencieux.
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Figure D.16 Réponse du réservoir au niveau du dLGN pour un exemple de sti-
mulation provenant de la base de données spatiotemporelle. Un sous-ensemble de
500 neurones a été sélectionné parmi cette structure dans le réservoir. Seuls les
neurones excitateurs sont illustrés, car la réponse est similaire pour les neurones
inhibiteurs. Chaque point représente une décharge venant d’un neurone. La ligne
noire horizontale indique la séparation entre les différentes sous-populations de
neurones (X-ON et X-OFF). On remarque une certaine réverbération de l’acti-
vité neuronale du dLGN comprise dans l’intervalle poststimulation (zone grise),
où les neurones de la rétine restent pourtant silencieux (figure D.15 page pré-
cédente. À cause de la connectivité synaptique du dLGN configurée comme un
relais (figure 2.11 page 37), cette activité soutenue provient nécessairement de
l’effet de la rétroaction corticogéniculée.
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Figure D.17 Réponse du réservoir au niveau de V1 pour un exemple de stimu-
lation provenant de la base de données spatiotemporelle. Un sous-ensemble de
1000 neurones a été sélectionné parmi cette structure dans le réservoir. Seuls les
neurones excitateurs sont illustrés, car la réponse est similaire pour les neurones
inhibiteurs. Chaque point représente une décharge venant d’un neurone. La ligne
noire horizontale indique la séparation entre les différentes sous-populations de
neurones (couches laminaires L1, L2/3, L4, L5 et L6). On remarque une forte
activité neuronale comprise dans l’intervalle poststimulation (zone grise), qui
démontre la présence d’une activité soutenue dans le réservoir.
316 ANNEXE D. APPLICATION EN APPRENTISSAGE MACHINE
D.5.1 Comparaison des réponses entre les bases de données
En comparant les réponses du réservoir à des stimulations provenant des différentes bases
de données considérées dans cette thèse (figures D.17 page précédente, D.18 et D.19 page
suivante), on observe que les motifs de décharge dans les couches profondes L2/3 et L5
sont similaires dans tous les cas. La forte récurrence de l’activité neuronale au niveau
cortical amènerait donc une certaine invariance de la réponse corticale par rapport aux
caractéristiques spatiales et temporelles de la stimulation d’entrée.



















Figure D.18 Réponse du réservoir au niveau de V1 pour un exemple de sti-
mulation provenant de la base de données spatiale. Un sous-ensemble de 1000
neurones a été sélectionné parmi le réservoir. Seuls les neurones excitateurs sont
illustrés, car la réponse est similaire pour les neurones inhibiteurs. Chaque point
représente une décharge venant d’un neurone. La ligne noire horizontale in-
dique la séparation entre les différentes sous-populations de neurones (couches
laminaires L1, L2/3, L4, L5 et L6). La zone grise représente l’intervalle poststi-
mulation. Sauf pour les couches L4 et L6, les motifs de décharge sont similaires à
la réponse pour une stimulation spatiotemporelle (figure D.17 page précédente).
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Figure D.19 Réponse du réservoir au niveau de V1 pour un exemple de stimu-
lation provenant de la base de données temporelle. Un sous-ensemble de 1000
neurones a été sélectionné parmi le réservoir. Seuls les neurones excitateurs sont
illustrés, car la réponse est similaire pour les neurones inhibiteurs. Chaque point
représente une décharge venant d’un neurone. La ligne noire horizontale in-
dique la séparation entre les différentes sous-populations de neurones (couches
laminaires L1, L2/3, L4, L5 et L6). La zone grise représente l’intervalle poststi-
mulation. On remarque que les motifs de décharge sont similaires à la réponse
pour une stimulation spatiotemporelle (figure D.17 page 315).
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D.6 Effet des caractéristiques de modélisation sur les
performances de classification
Dans cette section, les analyses statistiques détaillées et illustrées sous forme de boîtes à
moustaches sont données quant à l’effet des différentes caractéristiques de modélisation
sur la performance de classification. Ces analyses couvrent la grande majorité des carac-
téristiques de modélisation du modèle de réservoir proposé (tableau 5.2 page 111). Un
sommaire des résultats des tests statistiques est disponible au tableau 5.3 page 125.
Le test de statistique de Mann-Whitney [H. B. Mann & Whitney, 1947] à double queue
a été utilisé. La variable U correspond à la statistique de Mann-Whitney, qui combine
les écarts entre les sommes des rangs. Une valeur de la statistique de Mann-Whitney U
élevée signifie qu’il existe un grand écart entre les sommes des rangs. Les variables n1, n2
correspondent au nombre d’échantillons respectif à chaque groupe, soit ici le nombre de
modèles indépendants évalués dans les conditions avec et sans une certaine caractéristique
de modélisation.
Figure D.20 Effet de la topologie d’entrée (section A.4.2 page 166) sur la jus-
tesse de classification pour le modèle proposé, selon différents types de bases de
données. Une représentation des résultats par boîtes à moustaches est utilisée.
Le cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Il n’existe pas d’effet statistiquement significatif pour la base de données
spatiale (Mann-Whitney U = 530.00, n1 = n2 = 30, P = 0.240), temporelle
(Mann-Whitney U = 439.00, n1 = n2 = 30, P = 0.877) et spatiotemporelle
(Mann-Whitney U = 444.00, n1 = n2 = 30, P = 0.935).
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Figure D.21 Effet des grappes synaptiques (section A.4 page 164) sur la jus-
tesse de classification pour le modèle proposé, selon différents types de bases de
données. Une représentation des résultats par boîtes à moustaches est utilisée.
Le cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Il n’existe pas d’effet statistiquement significatif pour la base de données
spatiale (Mann-Whitney U = 469.50, n1 = n2 = 30, P = 0.779), temporelle
(Mann-Whitney U = 499.50, n1 = n2 = 30, P = 0.469) et spatiotemporelle
(Mann-Whitney U = 473.00, n1 = n2 = 30, P = 0.739).
Figure D.22 Effet de la distribution des synapses (section A.3 page 162) sur la
justesse de classification pour le modèle proposé, selon différents types de bases
de données. Une représentation des résultats par boîtes à moustaches est utilisée.
Le cercle blanc représente la moyenne, et la barre noire épaisse représente la
médiane. Il existe un effet statistiquement significatif pour la base de données
temporelle (Mann-Whitney U = 769.50, n1 = n2 = 30, P < 0.0001), mais pas
pour les bases de données spatiale (Mann-Whitney U = 388.00, n1 = n2 = 30,
P = 0.363) et spatiotemporelle (Mann-Whitney U = 563.00, n1 = n2 = 30, P
= 0.096).
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Figure D.23 Effet de la distribution des neurones (section A.1 page 151) sur
la justesse de classification pour le modèle proposé, selon différents types de
bases de données. Une représentation des résultats par boîtes à moustaches
est utilisée. Le cercle blanc représente la moyenne, et la barre noire épaisse
représente la médiane. Il n’existe pas d’effet statistiquement significatif pour
la base de données spatiale (Mann-Whitney U = 507.50, n1 = n2 = 30, P =
0.399), temporelle (Mann-Whitney U = 514.50, n1 = n2 = 30, P = 0.344) et
spatiotemporelle (Mann-Whitney U = 394.50, n1 = n2 = 30, P = 0.416).
Figure D.24 Effet des contraintes de connectivité synaptique (section A.4.6
page 174) sur la justesse de classification pour le modèle proposé, selon diffé-
rents types de bases de données. Une représentation des résultats par boîtes à
moustaches est utilisée. Le cercle blanc représente la moyenne, et la barre noire
épaisse représente la médiane. Il existe un effet statistiquement significatif pour
la base de données spatiale (Mann-Whitney U = 616.50, n1 = n2 = 30, P <
0.05) et spatiotemporelle (Mann-Whitney U = 585.50, n1 = n2 = 30, P < 0.05),
mais pas pour la base de données temporelle (Mann-Whitney U = 565.50, n1 =
n2 = 30, P = 0.089).
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Figure D.25 Effet de la plasticité homéostatique pour les synapses inhibitrices
(section 4.2.5 page 83) sur la justesse de classification pour le modèle proposé,
selon différents types de bases de données. Une représentation des résultats par
boîtes à moustaches est utilisée. Le cercle blanc représente la moyenne, et la
barre noire épaisse représente la médiane. Il n’existe pas d’effet statistiquement
significatif pour la base de données spatiale (Mann-Whitney U = 446.00, n1 =
n2 = 30, P = 0.959), temporelle (Mann-Whitney U = 462.50, n1 = n2 = 30, P
= 0.859) et spatiotemporelle (Mann-Whitney U = 386.50, n1 = n2 = 30, P =
0.352).
Figure D.26 Effet du bruit membranaire (section B.3 page 189) sur la justesse
de classification pour le modèle proposé, selon différents types de bases de don-
nées. Une représentation des résultats par boîtes à moustaches est utilisée. Le
cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Il n’existe pas d’effet statistiquement significatif pour la base de données
spatiale (Mann-Whitney U = 336.00, n1 = n2 = 30, P = 0.093), temporelle
(Mann-Whitney U = 470.50, n1 = n2 = 30, P = 0.767) et spatiotemporelle
(Mann-Whitney U = 417.00, n1 = n2 = 30, P = 0.630).
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Figure D.27 Effet de la transmission probabiliste des décharges (section B.6
page 199) sur la justesse de classification pour le modèle proposé, selon diffé-
rents types de bases de données. Une représentation des résultats par boîtes à
moustaches est utilisée. Le cercle blanc représente la moyenne, et la barre noire
épaisse représente la médiane. Il n’existe pas d’effet statistiquement significatif
pour la base de données spatiale (Mann-Whitney U = 364.50, n1 = n2 = 30, P
= 0.208), temporelle (Mann-Whitney U = 322.00, n1 = n2 = 30, P = 0.059) et
spatiotemporelle (Mann-Whitney U = 335.50, n1 = n2 = 30, P = 0.092).
Figure D.28 Effet du facteur pour type d’interaction postsynaptique (sec-
tion B.5.1 page 195) sur la justesse de classification pour le modèle proposé,
selon différents types de bases de données. Une représentation des résultats par
boîtes à moustaches est utilisée. Le cercle blanc représente la moyenne, et la
barre noire épaisse représente la médiane. Il existe un effet statistiquement si-
gnificatif pour la base de données spatiale (Mann-Whitney U = 800.50, n1 =
n2 = 30, P < 0.0001), temporelle (Mann-Whitney U = 838.00, n1 = n2 = 30,
P < 0.0001), et spatiotemporelle (Mann-Whitney U = 652.50, n1 = n2 = 30, P
< 0.01).
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Figure D.29 Effet de la plasticité à court terme (STP) (section B.7 page 203)
sur la justesse de classification pour le modèle proposé, selon différents types de
bases de données. Une représentation des résultats par boîtes à moustaches est
utilisée. Le cercle blanc représente la moyenne, et la barre noire épaisse repré-
sente la médiane. Il existe un effet statistiquement significatif pour la base de
données spatiale (Mann-Whitney U = 50.00, n1 = n2 = 30, P < 0.0001), tempo-
relle (Mann-Whitney U = 210.00, n1 = n2 = 30, P < 0.001), et spatiotemporelle
(Mann-Whitney U = 93.50, n1 = n2 = 30, P < 0.0001).
Figure D.30 Effet du bruit gaussien de la plasticité dépendance du temps de
décharge (STDP) (section 4.2.2 page 73) sur la justesse de classification pour le
modèle proposé, selon différents types de bases de données. Une représentation
des résultats par boîtes à moustaches est utilisée. Le cercle blanc représente la
moyenne, et la barre noire épaisse représente la médiane. Il n’existe pas d’effet
statistiquement significatif pour la base de données spatiale (Mann-Whitney U
= 406.00, n1 = n2 = 30, P = 0.520), temporelle (Mann-Whitney U = 422.00,
n1 = n2 = 30, P = 0.684) et spatiotemporelle (Mann-Whitney U = 367.00, n1
= n2 = 30, P = 0.222).
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Figure D.31 Effet du nombre variable de sites de libération (section B.6
page 199) sur la justesse de classification pour le modèle proposé, selon dif-
férents types de bases de données. Une représentation des résultats par boîtes à
moustaches est utilisée. Le cercle blanc représente la moyenne, et la barre noire
épaisse représente la médiane. Il existe un effet statistiquement significatif pour
la base de données spatiale (Mann-Whitney U = 615.50, n1 = n2 = 30, P <
0.05), mais pas pour la base de données temporelle (Mann-Whitney U = 408.00,
n1 = n2 = 30, P = 0.539) et spatiotemporelle (Mann-Whitney U = 435.00, n1
= n2 = 30, P = 0.830).
Figure D.32 Effet des délais synaptiques (section B.4 page 192) sur la justesse
de classification pour le modèle proposé, selon différents types de bases de don-
nées. Une représentation des résultats par boîtes à moustaches est utilisée. Le
cercle blanc représente la moyenne, et la barre noire épaisse représente la mé-
diane. Il n’existe pas d’effet statistiquement significatif pour la base de données
spatiale (Mann-Whitney U = 390.00, n1 = n2 = 30, P = 0.378), temporelle
(Mann-Whitney U = 486.00, n1 = n2 = 30, P = 0.599) et spatiotemporelle
(Mann-Whitney U = 325.00, n1 = n2 = 30, P = 0.065).
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Figure D.33 Effet de l’atténuation synaptique (section B.5.2 page 198) sur
la justesse de classification pour le modèle proposé, selon différents types de
bases de données. Une représentation des résultats par boîtes à moustaches
est utilisée. Le cercle blanc représente la moyenne, et la barre noire épaisse
représente la médiane. Il n’existe pas d’effet statistiquement significatif pour
la base de données spatiale (Mann-Whitney U = 481.50, n1 = n2 = 30, P =
0.646), temporelle (Mann-Whitney U = 399.50, n1 = n2 = 30, P = 0.459) et
spatiotemporelle (Mann-Whitney U = 443.00, n1 = n2 = 30, P = 0.923).
Figure D.34 Effet de la distribution proximale/distale des synapses au niveau
de l’arbre dendritique basal (section A.4.5 page 170) sur la justesse de classifi-
cation pour le modèle proposé, selon différents types de bases de données. Une
représentation des résultats par boîtes à moustaches est utilisée. Le cercle blanc
représente la moyenne, et la barre noire épaisse représente la médiane. Il existe
un effet statistiquement significatif pour la base de données spatiotemporelle
(Mann-Whitney U = 251.50, n1 = n2 = 30, P < 0.01), mais pas pour la base
de données spatiale (Mann-Whitney U = 332.00, n1 = n2 = 30, P = 0.082) et
temporelle (Mann-Whitney U = 472.00, n1 = n2 = 30, P = 0.750).
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Figure D.35 Effet de la distribution proximale/distale des synapses au niveau
de l’arbre dendritique basal (section A.4.5 page 170) sur la justesse de clas-
sification pour le modèle proposé, selon différents types de bases de données.
Comparativement à la figure D.34 page précédente, cette condition est effec-
tuée sans facteur d’atténuation dendritique. Une représentation des résultats
par boîtes à moustaches est utilisée. Le cercle blanc représente la moyenne, et la
barre noire épaisse représente la médiane. Il n’existe pas d’effet statistiquement
significatif pour la base de données spatiale (Mann-Whitney U = 393.00, n1 =
30, n2 = 30, P = 0.404), temporelle (Mann-Whitney U = 551.50, n1 = 30, n2
= 30, P = 0.135) et spatiotemporelle (Mann-Whitney U = 341.50, n1 = 30, n2
= 30, P = 0.110).
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D.6.1 Cas spécifique avec topologie uniforme
Dans cette section, des analyses supplémentaires avec une topologie uniforme des synapses
et des neurones dans le réservoir ont été réalisées pour permettre de mieux expliquer l’effet
de certaines caractéristiques de modélisation (p. ex. plasticité à court terme et facteur pour
le type d’interaction postsynaptique).
Figure D.36 Effet conjoint de la distribution des neurones (section A.1
page 151) et des synapses (section A.3 page 162) sur la justesse de classifi-
cation pour le modèle proposé, selon différents types de bases de données. Une
représentation des résultats par boîtes à moustaches est utilisée. Le cercle blanc
représente la moyenne, et la barre noire épaisse représente la médiane. Il existe
un effet statistiquement significatif pour la base de données spatiale (Mann-
Whitney U = 314.50, n1 = n2 = 30, P < 0.05) et temporelle (Mann-Whitney
U = 838.50, n1 = n2 = 30, P < 0.0001), mais pas pour la base de données
spatiotemporelle (Mann-Whitney U = 470.00, n1 = n2 = 30, P = 0.773).
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Figure D.37 Effet de la plasticité à court terme (STP) (section B.7 page 203)
sur la justesse de classification pour le modèle proposé, selon différents types de
bases de données. Comparativement à la figure D.29 page 323, une topologie uni-
forme est considérée. Une représentation des résultats par boîtes à moustaches
est utilisée. Le cercle blanc représente la moyenne, et la barre noire épaisse re-
présente la médiane. Il existe un effet statistiquement significatif pour la base de
données spatiale (Mann-Whitney U = 181.50, n1 = 30, n2 = 30, P < 0.0001),
temporelle (Mann-Whitney U = 152.50, n1 = 30, n2 = 30, P < 0.0001), et
spatiotemporelle (Mann-Whitney U = 11.00, n1 = 30, n2 = 30, P < 0.0001).
Figure D.38 Effet du facteur pour le type d’interaction postsynaptique (sec-
tion B.5.1 page 195) sur la justesse de classification pour le modèle proposé,
selon différents types de bases de données. Comparativement à la figure D.28
page 322, une topologie uniforme est considérée. Une représentation des résul-
tats par boîtes à moustaches est utilisée. Le cercle blanc représente la moyenne,
et la barre noire épaisse représente la médiane. Il existe un effet statistiquement
significatif pour la base de données spatiale (Mann-Whitney U = 98.00, n1 =
30, n2 = 30, P < 0.0001), temporelle (Mann-Whitney U = 39.50, n1 = 30, n2
= 30, P < 0.0001), et spatiotemporelle (Mann-Whitney U = 88.00, n1 = 30, n2
= 30, P < 0.0001).
D.7. EFFET DES FONCTIONS DE LECTURE ET DE CLASSIFICATION SUR LES
PERFORMANCES 329
D.7 Effet des fonctions de lecture et de classification
sur les performances de classification
Dans cette section, les différentes fonctions de lecture de l’état du réservoir (section 5.2.1
page 110) et fonctions de classification (section 5.2.1 page 113) sont comparées sur la base
des performances de classification obtenues à la section D.6. L’indice de performance rela-
tive prel est basé sur la différence entre la justesse de classification obtenue par une fonction
de lecture ou de classification donnée (dénoté ji) et la justesse de classification maximale
trouvée parmi toutes les autres fonctions (dénoté jmax). Il décrit donc l’écart par rapport
à la meilleure fonction de lecture ou de classification, comme indiqué à l’équation D.1.
preli = 1− (jmax − ji) (D.1)
jmax = argmax
j
ji ∀ i ∈ {1, 2, . . . , Nfunc}
où
preli est l’indice de performance relative pour une fonction de lecture/classification i.
ji est la justesse de classification obtenue par une fonction de lecture/classification i.
jmax est la justesse de classification maximale trouvée parmi toutes les fonctions.
Nfunc est le nombre de fonctions qui existent pour une certaine condition de test.
Figure D.39 Comparaison de l’indice de performance relative (équation D.1)
entre les différentes fonctions de lecture de l’état du réservoir. Une représenta-
tion des résultats par boîtes à moustaches est utilisée. Le cercle blanc représente
la moyenne, et la barre noire épaisse représente la médiane. L’ensemble des
conditions et performances de classification obtenues à la section D.6 ont été
utilisées. Les résultats montrent que pour la base de données spatiale, la lecture
par le nombre total de décharges comprises pour chaque neurone dans l’inter-
valle global de stimulation (figure D.3 page 306) est la plus performante. Pour
les autres bases de données, l’estimation temporelle dense de l’activité de dé-
charge de chaque neurone par un filtrage exponentiel (figure D.6 page 307) est
préférable.
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Figure D.40 Comparaison de l’indice de performance relative (équation D.1
page précédente) entre les différentes fonctions de classification. Une représen-
tation des résultats par boîtes à moustaches est utilisée. Le cercle blanc repré-
sente la moyenne, et la barre noire épaisse représente la médiane. L’ensemble
des conditions et performances de classification obtenues à la section D.6 ont
été utilisées. Toutes les fonctions de classification ont des performances compa-
rables entre elles et entre les différentes bases de données, sauf pour la méthode
non paramétrique des k plus proches voisins (kNN) [Fix & Hodges, 1989] qui
montre une variabilité significative. La régression linéaire avec régularisation de
Tikhonov [Tikhonov et al., 1995] est préférable pour sa simplicité.
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