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On quantum symmetries of compact metric spaces
Alexandru Chirvasitu∗
Abstract
An action of a compact quantum group on a compact metric space (X, d) is (D)-isometric if
the distance function is preserved by a diagonal action on X ×X . We show that an isometric
action in this sense has the following additional property: The corresponding action on the
algebra of continuous functions on X by the convolution semigroup of probability measures on
the quantum group contracts Lipschitz constants. It is, in other words, isometric in another sense
due to H. Li, J. Quaegebeur and M. Sabbe; this partially answers a question of D. Goswami.
We also introduce other possible notions of isometric quantum action, in terms of the Wasser-
stein p-distances between probability measures on X for p ≥ 1, used extensively in optimal
transportation. It turns out all of these definitions of quantum isometry fit in a tower of impli-
cations, with the two above at the extreme ends of the tower. We conjecture that they are all
equivalent.
Key words: compact quantum group, compact metric space, isometric coaction, Lipschitz seminorm,
Wasserstein distance, Hall’s marriage theorem
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Introduction
Operator-algebraic compact quantum groups were introduced in [24] as non-commutative analogues
of the C∗-algebra of continuous functions on a compact group. The field has developed explosively
since then, offering many interesting directions to pursue.
One popular way of constructing examples has been to start out with some algebraic or geo-
metric structure, and consider the “largest” compact quantum group that acts so as to preserve it.
∗UC Berkeley, chirvasitua@math.berkeley.edu
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Examples of such structures include operator algebras [5, 22, 23], finite-dimensional Hilbert spaces
(perhaps equipped with a bilinear form) [19], finite graphs [4], Riemannian manifolds [3], etc.
Surprisingly at the time, S. Wang discovered in [22] that even the “half classical” situation when
a quantum group acts on an ordinary space (in that case a finite one) can lead to interesting and
non-trivial objects: The quantum automorphism group of a finite set, introduced in that paper, is
truly quantum (i.e. not the function algebra on a finite group) provided the set acted upon is not
too small.
In the same spirit, quantum automorphism groups of finite metric spaces were constructed in
[2]. Banica’s notion of what it means for a quantum group action to be isometric can be adapted to
possibly infinite compact metric spaces. This is done in [8], where D. Goswami studies the problem
of whether or not a universal quantum isometric action exists in this infinite setting.
This brings us to the topic of the paper: actions of compact quantum groups on (classical)
compact metric spaces.
Call a quantum group action on a compact metric space (X, d) (D)-isometric if it satisfies the
conditions from [8]. Roughly speaking, this entails that the distance function d : X ×X → R≥0 be
invariant under a certain “diagonal” action of the quantum group on X ×X (see §1.3 for precise
definitions).
One constant theme in non-commutative geometry is that the classical concepts to be gener-
alized often do not have one, canonical, “best” formulation in the quantum or non-commutative
setting. As a consequence, classical notions sometimes bi(or tri or multi)furcate into competing
non-commutative analogues that are not always obviously equivalent. Quantum symmetries of
compact metric spaces are a case in point; there are alternative attempts in the literature to define
what it means for a quantum action on a compact metric space (X, d) to be isometric. Another
such proposal (apart from the one alluded to in the previous paragraph) appears in [15]. Again,
see, §1.3 for a more detailed discussion.
Since a compact quantum group is by definition a C∗-algebra A (see Definition 1.1 below) with
some additional structure, we can think of the states of A as probability measures on the underlying
non-commutative space of the quantum group. Moreover, the comultiplication A→ A⊗A induces
an associative binary operation on the set of states S(A), making it into a semigroup.
An action of the compact quantum group A on a compact space X induces a left action of S(A)
on the set C(X) of continuous functions on X, as well as a right action of S(A) on the set Prob(X)
of probability measures on X.
IfX is equipped with a metric d, write L(f) for the value of the Lipschitz seminorm of f ∈ C(X):
L(f) = sup
x 6=y
|f(x)− f(y)|
d(x, y)
.
We call L(f) the Lipschitz constant of f . It can be infinity, but the subspace of Lipschitz functions
(those with finite Lipschitz constant) is dense in C(X). We say that the action of the quantum
group on X is (Lip)-isometric if for any ϕ ∈ S(A) and any f ∈ C(X) the Lipschitz constant of ϕ⊲f
is not larger than that of f .
It is shown in [15, Theorem 3.5] that quantum group actions on finite metric spaces are (Lip)-
isometric if and only if they are (D)-isometric. The question of whether or not this is true for
general compact metric spaces is posed in [8]. We are not able to answer it fully, but one of the
implications is part of Theorem 3.1:
Proposition A (D)-isometric quantum action on a compact metric space is (Lip)-isometric.
We can say more though.
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Embed X ⊂ Prob(X) in the obvious way, by regarding points as Dirac delta measures. The
distance function d on X can be extended to a metric on Prob(X) in many ways so as to induce
the weak∗ topology on probability measures. Some popular extensions of d with this property are
the so-called Wasserstein metrics on Prob(X) (see §1.4):
For µ, ν ∈ Prob(X) and p ≥ 1 define
Wp(µ, ν) = inf
π∈Π(µ,ν)
(∫
X×X
d(x, y)p dπ
) 1
p
,
where Π(µ, ν) is the space of probability measures on X ×X with marginals µ and ν on the two
Cartesian factors X. It turns out that being (Lip)-isometric can be rephrased as follows: The action
of any ϕ ∈ S(A) on Prob(X) contracts theW1 metric. For this reason, we also say ‘(Lip1)-isometric’
instead.
It is now compelling to define condition (Lipp) for a quantum action on (X, d) by analogy with
(Lip1): If A is the C
∗-algebra of the compact quantum group, simply demand that any ϕ ∈ S(A)
contract the metric Wp on Prob(X).
The content of Corollary 3.2 can now be phrased as follows:
Theorem For a quantum action on a compact metric space condition (Lipp) is stronger with larger
p ≥ 1, and condition (D) is stronger than all (Lipp).
As indicated above, universal objects are important sources of examples of compact quantum
groups. One often looks for the largest quantum group acting faithfully (in some appropriate
sense) on a certain object. It is often not clear when such quantum groups exist. In [22], for
instance, it transpired that a finite-dimensional C∗-algebra has a quantum automorphism group if
it is commutative, but not otherwise. A finite-dimensional C∗-algebra equipped with a trace, on
the other hand, always has a quantum automorphism group.
As far as metric spaces are concerned, finite ones always have quantum automorphism groups
[2], as do those embeddable in some Euclidean space Rn [8]. It is unclear whether all compact
metric spaces have one though.
Here we work with a somewhat weaker notion of universality, following [15]. One of the problems
posed in that paper can be paraphrased as follows: Given a faithful action of a quantum group on
a compact metric space, is there a largest quantum subgroup that acts isometrically?
The question in [15] applies to (Lip)-isometric actions, and is not answered there fully. We show
in Theorem 4.4 below that in the (D)-isometric case the answer is always affirmative.
We make a few conjectures related to all of this in Sections 3 and 4.
The paper is organized as follows:
Section 1 contains a recollection of the main ingredients we need, as well as some auxiliary
results.
In Section 2 we prove a measure-theoretic version of Hall’s marriage theorem on the existence
of matchings in bipartite graphs. It generalizes Hall’s and other combinatorial results of the same
nature, and will be used later in the proof of Theorem 3.1.
Section 3 contains the proof of the main result, Theorem 3.1. In addition, as a consequence of
the discussion in that section, we show in Proposition 3.10 that the underlying map ρ : C(X) →
C(X) ⊗A of a (D)-isometric coaction is one-to-one.
Finally, in Section 4 we prove that every quantum group acting faithfully on a compact metric
space has a largest quantum subgroup acting (D)-isometrically (Theorem 4.4).
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1 Preliminaries
We deal below both with C∗ and von Neumann (or W ∗) quantum groups, so we are assuming some
basic background on operator algebras, as covered, say, in [17].
For a Hilbert space H let B(H) be the algebra of all bounded operators on H, equipped with
the usual norm and ∗ operation. For our purposes it will be sufficient to recall that a C∗-algebra
is a norm-closed ∗-subalgebra of B(H) for some Hilbert space H.
The Banach space B(H) turns out to be the dual of a (unique) Banach space, and can hence
be equipped with a weak∗ topology. A von Neumann or W ∗-algebra is a weak∗-closed ∗-subalgebra
of some B(H) (in particular, it is also a C∗-algebra).
We will not make much use of the usual abstract characterizations of C∗ and W ∗-algebras (e.g.
[17, I.1.2,III.3.1]). Suffice it to say that a von Neumann algebra is a C∗-algebra which admits a
predual (i.e. it is the continuous dual of a Banach space). Just as for B(H), the predual is unique,
so that this is a property rather than an additional piece of structure ([17, III.3.9]). We use ‘von
Neumann algebra’ and ‘W ∗-algebra’ interchangeably, breaking with the more nuanced use in [17].
Throughout, a C∗ morphism between C∗-algebras is a norm continuous ∗-preserving algebra
homomorphism, while a W ∗ morphism between W ∗-algebras is a norm continuous, ∗-preserving
algebra homomorphism that is also normal, i.e. continuous with respect to the weak∗ topologies
induced by the preduals.
All algebras and homomorphisms in this paper are unital.
The symbol ‘⊗’ changes meaning depending on what types of objects it is placed between. If A
and B are C∗-algebras, then A⊗B denotes the minimal (or injective) tensor product ([17, IV.4.8]).
It is again a C∗-algebra, in which the ordinary, algebraic tensor product of A and B is norm-dense.
If A and B are von Neumann algebras, then ⊗ is the spatial tensor product, as in [17, IV.5.1].
It is a again a von Neumann algebra.
On those rare occasions when A and B are just plain algebras and no topology is involved, ⊗
is the algebraic tensor product.
We denote by A∗ the appropriate set of norm continuous functionals on A: All of them if A
is a C∗-algebra, and those that are additionally normal if A is von Neumann. A state on a C∗ or
W ∗-algebra A is a unital functional ϕ ∈ A∗, positive in the sense that ϕ(a∗a) is non-negative for
every a ∈ A, and normal (in the same sense as before) in the W ∗ case. We write S(A) for the set
of states.
Finally, ‘measure’ always means finite Borel measure on a metrizable compact Hausdorff space.
In particular, all measures are regular.
1.1 Quantum groups and actions
We use the same notion of C∗-algebraic compact quantum group as many of the authors we have
cited, e.g. [22, 15, 8]. The survey [13], for instance, provides sufficient background. We will
generally drop the word ‘compact’ from ‘compact quantum group’.
In the von Neumann algebra setting we simply replicate the definition with only obvious mod-
ifications.
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Definition 1.1 A C∗ (respectivelyW ∗ or von Neumann) quantum group (A,∆) is a unital C∗(resp.
W ∗)-algebra equipped with a C∗(resp. W ∗)-algebra homomorphism ∆ : A→ A⊗A satisfying the
following properties:
(1) ∆ is coassociative, in the sense that the diagram
A A⊗A
A⊗A A⊗A⊗A
∆
∆ ∆⊗id
id⊗∆
commutes;
(2) The subspaces
linear span{(a⊗ 1)∆(b) | a, b ∈ A}
and
linear span{(1⊗ a)∆(b) | a, b ∈ A}
are norm (resp. W ∗) dense in A⊗A. 
We will often abuse terminology by just writing A for (A,∆).
Note that the comultiplication ∆ makes A∗ into a (possibly non-unital) associative ring: If ϕ
and ψ are functionals on A, then ϕψ is the composition
A A⊗A C
∆ ϕ⊗ψ
ϕψ
It is a state whenever ϕ and ψ are, meaning that S(A) ⊂ A∗ is a multiplicative sub-semigroup.
C∗ quantum groups (A,∆) come equipped with a distinguished state h playing the same role
that the Haar measure does for classical compact groups: For any functional ϕ ∈ A∗,
hϕ = ϕh = h. (1)
This is shown in [24, 4.1] in the separable case and [18, 2.4] in general). The quantum group is
reduced if h is faithful. We can always pass to a reduced version of A by taking the image of
the GNS representation of A with respect to h. The quantum groups we work with will often be
reduced in this sense.
W ∗ quantum groups come about in this paper in one way: By starting out with a C∗ quantum
group, and then taking the W ∗ closure of the GNS representation corresponding to the Haar state
h. The resulting von Neumann algebra inherits h as a faithful (normal) functional satisfying the
same invariant condition (1).
1.2 Actions on spaces
Quantum groups are interesting because they act on various objects, such as “quantum spaces”.
The latter are possibly non-commutative operator algebras, thought of as algebras of functions on
some kind of space. Since passing from spaces to algebras is a contravariant procedure, the relevant
definition is as follows:
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Definition 1.2 Let (A,∆) be a C∗ (W ∗) quantum group, and B a C∗(resp W ∗)-algebra. A right
coaction of A on B is a C∗ (resp. W ∗) homomorphism ρ : B → B ⊗A such that
(1) The diagram
B B⊗A
B⊗A B⊗A⊗A
ρ
ρ ρ⊗id
id⊗∆
commutes;
(2) The subspace
linear span{(1 ⊗ a)ρ(b) | a ∈ A b ∈ B}
is dense in B ⊗A. 
We focus mostly on the situation when the group is quantum, but the space is classical, i.e. in
the above definition B is either the C∗-algebra C(X) of all complex-valued continuous functions on
a compact Hausdorff space X, or its enveloping von Neumann algebra W(X) [17, III.2.4].
If A were the algebra C(G) of continuous functions on the compact group G, then a right
coaction of A on C(X) would precisely correspond to a left action of G on X in the following way:
If the action G×X → X is written as (x, g) 7→ xg, then the corresponding coaction
ρ : C(X)→ C(X)⊗ C(G) ∼= C(X ×G)
is defined by
ρ(f)(x, g) = f(xg).
In other words, coactions are the correct notion of action upon dualizing by passing from spaces to
algebras. This justifies the following.
Definition 1.3 Let (A,∆) be a C∗ (resp. W ∗) quantum group and X a compact Hausdorff
topological space. A (right) action of A on X is a coaction of A on C(X) (resp. W(X)) as in
Definition 1.2. 
Now let ρ be an action of A on X as in Definition 1.3, and let ϕ ∈ A∗ (to fix ideas, say we are
in the C∗ case). The composition
C(X) C(X)⊗A C(X)
ρ id⊗ϕ
is a self-map on C(X), which we denote by ϕ⊲. As ϕ ranges over A∗, these maps constitute a
left action of the ring A∗ on the vector space C(X). Everything works out verbatim in the W ∗
case provided we substitute W(X) for C(X). The restriction of this action to the sub-semigroup
S(A) ⊂ A∗ will again be denoted by ⊲.
Similarly, the ring A∗ acts on the right on the Banach spaceM(X) of complex measures on X
(which can be identified with both C(X)∗ and W(X)∗). In the C∗ setup, for instance, the result
µ ⊳ ϕ of acting with ϕ ∈ A∗ on µ ∈M(X) is a measure defined by
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C(X) C(X)⊗A C
ρ µ⊗ϕ
µ⊳ϕ
⊳ restricts to an action (denoted by the same symbol) of S(A) on Prob(X) = S(C(X)) = S(W(X)).
Note that both ⊳ and ⊲ are affine on S(A) in the sense that
(λψ1 + (1− λ)ψ2) ⊲ f = λ(ψ1 ⊲ f) + (1− λ)(ψ2 ⊲ f), ∀λ ∈ [0, 1], ∀ψi ∈ S(A)
and similarly for ⊳.
We also need to know what it means for an action to be faithful.
Definition 1.4 A coaction ρ : B → B⊗A of a C∗ orW ∗ quantum group A on a C∗ or W ∗-algebra
B is faithful if the set
{(µ ⊗ id)(ρ(b)) | b ∈ B, µ ∈ S(B)} ⊂ A
generates A as a C∗(resp. W ∗)-algebra. 
C∗ quantum groups acting faithfully on a classical compact space have one property that will
be crucial below: They admit an antipode, i.e. a bounded, multiplication-reversing map κ : A→ A
that plays the same role as the map f 7→ f(•−1) for continuous functions f on an ordinary compact
group.
More precisely:
Every C∗ quantum group A has a unique dense unital ∗-subalgebra A with the property that
∆(A) is contained in the algebraic tensor product A⊗A (see e.g. [13, 3.1.7]). The space End(A)
of all linear self-maps on A is then an associative algebra, with multiplication (f, g) 7→ fg defined
by
A A⊗A A⊗A A
∆ f⊗g multiply
fg
There is a ∗-algebra homomorphism ε : A → C such that the map A → A defined by a 7→ ε(a)1
is a unit for the algebra structure on End(A) introduced above. Moreover, there is a (left and right)
inverse κ ∈ End(A) to the identity map idA. In standard terminology, A is a Hopf ∗-algebra with
counit ε and antipode κ.
In general, κ does not extend continuously to a self-map of the C∗-algebra A; if it does, (A,∆)
is said to be of Kac type. As a consequence of [9, 3.23] A is of Kac type if it acts faithfully on
a compact space. The extension, denoted by κ again, is involutive, reverses multiplication and
preserves the ∗ operation.
For a Kac type C∗ quantum group, the antipode κ extends to a normal (involutive, multiplication-
reversing) self-map of the corresponding W ∗ quantum group obtained via the GNS construction
for the Haar state. Although we do use W ∗ for convenience in Section 3, the ones we use are all in
a sense “built out of” C∗ actions via this GNS construction. For this reason, we make
Convention 1.5 Unless specified otherwise, quantum groups and actions are assumed to be C∗.
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1.3 Actions on metric spaces
We now focus on quantum actions on compact spaces X whose topology is induced by a metric
d. We recall here the two ways in which the action might be compatible with d referred to in the
previous section.
Throughout, ρ stands for an action by a quantum group (A,∆) on X. We always assume that
the action is faithful, and hence A admits an antipode κ.
One way to phrase the condition that an action of a compact group G on X be isometric is
d(xg, y) = d(x, yg−1), ∀x, y ∈ X, ∀g ∈ G. (2)
Quantum groups have no points g, but we are still acting on a classical space X, so we can still
phrase the condition in terms of points x and y of X.
Denote by dx ∈ C(X) the function defined by dx(y) = d(x, y). A moment’s thought will convince
the reader that the analogue of (2) is (3) below.
Definition 1.6 The action ρ is (D)-isometric or satisfies condition (D) if
ρ(dy)(x) = κ(ρ(dx)(y)), ∀x, y ∈ X, (3)
where in general, for f ∈ C(X), ρ(f)(x) is the evaluation at x on the left hand tensorand of
ρ(f) ∈ C(X) ⊗A (and analogously for f ∈ W(X)). 
This is [8, Definition 3.1], where (D)-isometries are simply called isometries. Goswami shows
in [8, 3.5] that under certain conditions on ρ, this notion of isometry can be recast in terms of a
“diagonal action” by A on X ×X. We will not need this interpretation here though.
The other notion of quantum isometry that we review here is that of [15]. It is based on the
observation that the distance d, which induces the Lipschitz seminorm
L(f) = sup
x 6=y
|f(x)− f(y)|
d(x, y)
on C(X), can in turn be recovered from L by
d(x, y) = sup
L(f)≤1
(f(x)− f(y)). (4)
Hence, compatibility of ρ with d should be amenable to phrasing in terms of compatibility with L
(which we henceforth also refer to as the Lip-norm). This is done as follows.
Definition 1.7 The action ρ is (Lip)-isometric or satisfies condition (Lip) if
L(ψ ⊲ f) ≤ L(f), ∀ψ ∈ S(A). (5)
for all f ∈ C(X). 
(Lip)-isometric actions are called isometric in [15, Definition 3.1]. Note that (Lip) is indeed
equivalent to ρ being isometric in the usual sense when it is an action of an ordinary compact
group [15, 3.4].
We can give an alternative formulation of condition (Lip). To this end, first regard each x ∈ X
as a probability measure concentrated at a single point. This embeds X in Prob(X) continuously
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with respect to the given, compact topology on X and the weak∗ topology of Prob(X) induced by
duality with C(X). The distance d can be extended to Prob(X) in the following way:
d(µ, ν) = sup
L(f)≤1
(µ(f)− ν(f)), ∀µ, ν ∈ Prob(X) (6)
(where µ(f) =
∫
X
f dµ); cf. (4). This is the so-called Kantorovic˘ distance on Prob(X) [12, 10].
Recall from §1.2 that ρ induces a right action of the semigroup S(A) on Prob(X), denoted by
(µ,ψ) 7→ µ ⊳ ψ, µ ∈ Prob(X), ψ ∈ S(A). The following definition anticipates §1.4 below.
Definition 1.8 The action ρ is (Lip1)-isometric or satisfies condition (Lip1) if
d(µ ⊳ ψ, ν ⊳ ψ) ≤ d(µ, ν), ∀µ, ν ∈ Prob(X), ∀ψ ∈ S(A) (7)
for all f ∈ C(X). 
In other words, the action of S(A) on Prob(X) is by contractions with respect to d. We now
have
Proposition 1.9 The following conditions on the action ρ are equivalent:
(1) (Lip);
(2) (Lip1);
(3) For all x, y ∈ X and all ψ ∈ S(A) we have d(x ⊳ ψ, y ⊳ ψ) ≤ d(x, y).
Proof (1) ⇒ (2): Let µ, ν be probability measures on X, and ψ ∈ S(A) a state on the underlying
algebra of the quantum group.
By definition, d(µ ⊳ ψ, ν ⊳ ψ) is the supremum over f with L(f) ≤ 1 of
(µ ⊳ ψ)(f)− (ν ⊳ ψ)(f) = µ(ψ ⊲ f)− ν(ψ ⊲ f).
(Lip) implies that µ⊲f and ν ⊲ (f) both have Lip-norm ≤ 1, which means that the quantity cannot
be larger than d(µ, ν).
(2) ⇒ (3) is obvious.
(3) ⇒ (1): In general, we have
(ψ ⊲ f)(x)− (ψ ⊲ f)(y) = f(x ⊳ ψ)− f(y ⊳ ψ).
If L(f) ≤ 1, then this difference is at most d(x ⊳ ψ, y ⊳ ψ). In turn, if ρ is (Lip1), then this distance
is at most d(x, y). 
1.4 Wasserstein distances
The notation (Lip1) from the previous subsection is meant to suggest that that condition is an “L
1
version” of something that more generally can come in an Lp flavor for any p ≥ 1. We unpack this
here.
As before, X is a compact Hausdorff topological space. We denote by pi, i = 1, 2 the projections
X ×X → X on the first and second factor respectively.
Definition 1.10 Let µ, ν ∈ Prob(X) be two probability measures. A probability measure π ∈
Prob(X) is a (µ, ν)-coupling if π1∗(π) = µ and π2∗(π) = ν.
We denote the set of (µ, ν)-couplings by Π(µ, ν). 
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We also say that π ∈ Π(µ, ν) has marginals µ and ν.
Recall the following definition from the Introduction:
Definition 1.11 Let µ, ν be probability measures on the compact metric space (X, d) and p ≥ 1.
The Wasserstein p-distance is
Wp(µ, ν) = inf
π∈Π(µ,ν)
(∫
X×X
d(x, y)p dπ
) 1
p
.

The term ‘Wasserstein (or Vasershtein) distance’ originates in [7], based on the introduction of
W1 in [20]. It can be shown that Wp is indeed a distance (i.e. it satisfies the triangle inequality and
only vanishes when µ = ν), and that moreover it induces on Prob(X) the usual weak∗ topology.
We refer the reader to [21, Chapter 6] for further details.
The connection to the previous discussion is by means of W1. It is a result due to Kantorovich
and Rubisntein [11] that it coincides with the distance d on Prob(X) defined by (6).
Definition 1.12 Let p ≥ 1. An action of a quantum group on the compact metric space X is
(Lipp)-isometric or satisfies condition (Lipp) if
Wp(µ ⊳ ψ, ν ⊳ ψ) ≤Wp(µ, ν), ∀µ, ν ∈ Prob(X), ∀ψ ∈ S(A) (8)
for all f ∈ C(X). 
Remark 1.13 It might seem strange that an isometry requirement is phrased as an inequality, but
observe that when the quantum group is simply the algebra of continuous functions on a compact
group, the definition is equivalent to the usual notion of isometry:
Compact groups have points g, which can be regarded as measures. Condition (8) demands
that both ⊳g and its inverse ⊳g−1 contract Wasserstein distances, which means that both preserve
Wp. 
We now have the following partial analogue of Proposition 1.9.
Proposition 1.14 For any p ≥ 1, condition (Lipp) is equivalent to the requirement that for all
x, y ∈ X and all ψ ∈ S(A) we have Wp(x ⊳ ψ, y ⊳ ψ) ≤ d(x, y).
Proof (Lipp) is clearly stronger than the alternative condition in the statement (since the latter
is simply (Lipp) applied to measures supported at single points). So we are left with the opposite
implication.
As a consequence of the Kantorovich duality theorem [21, 5.10], for any pair µ, ν ∈ Prob(X)
we have
W pp (µ, ν) = inf
π∈Π(µ,ν)
∫
X×X
d(x, y)p dπ = sup
(∫
X
f dµ+
∫
X
g dν
)
,
where the supremum is taken over all pairs of continuous functions f, g ∈ C(X) with f(x)+ g(y) ≤
d(x, y)p, ∀x, y. Denote this set of pairs (f, g) by P . Applying the duality theorem to µ ⊳ ψ and
ν ⊳ ψ for some ψ ∈ S(A), we find
W pp (µ ⊳ ψ, ν ⊳ ψ) = sup
(f,g)∈P
((µ ⊳ ψ)(f) + (ν ⊳ ψ)(g)) .
In turn, this is sup(µ(ψ ⊲ f) + ν(ψ ⊲ g)). It will be at most
sup
(f ′,g′)∈P
(µ(f ′) + ν(g′)) =W pp (µ, ν),
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as desired, if we show that (ψ ⊲ f, ψ ⊲ g) is in P whenever (f, g) is. But for (f, g) ∈ P we have
(ψ ⊲ f)(x) + (ψ ⊲ g)(y) = (x ⊳ ψ)(f) + (y ⊳ ψ)(g)
≤ sup
(f ′,g′)∈P
((x ⊳ ψ)(f ′) + (y ⊳ ψ)(g′)) =W pp (x ⊳ ψ, y ⊳ ψ).
Since we are assuming that ρ satisfies the condition from the statement of the proposition, this is
at most W pp (x, y) = d(x, y)p. 
This implies that the conditions (Lipp) are totally ordered by strength:
Corollary 1.15 For any quantum action on X and any 1 ≤ q ≤ p, (Lipp) implies (Lipq).
Proof Suppose the action is (Lipp)-isometric. Then, for x, y ∈ X and ψ ∈ S(A) we have
Wq(x ⊳ ψ, y, ⊳ψ) ≤Wp(x ⊳ ψ, y ⊳ ψ) ≤ d(x, y),
where the first inequality is simply Wq ≤Wp (a consequence of Ho¨lder’s inequality which we leave
to the reader) and the second one is (Lipp). The conclusion follows from Proposition 1.14. 
2 A continuous Hall theorem
The main result of this section will be used in the course of the proof of Theorem 3.1, but it might
be of some independent interest. Before stating it, we need some preparations.
As before, X is a metrizable compact Hausdorff topological space and the map p1 (respectively
p2) from X×X to X is the projection on the left (resp. right) hand factor. For subsets Y ⊆ X×X
and S ⊆ X we write
pY12(S) = p2
(
p−11 (S) ∩ Y
)
and
pY21(S) = p1
(
p−12 (S) ∩ Y
)
respectively. In other words, pY12(S) (resp. p
Y
21(S)) is the set of points x
′ ∈ X such that (x, x′) ∈ Y
(resp. (x′, x) ∈ Y ) for some x ∈ S.
All is in place now for the statement.
Theorem 2.1 Let X be a compact Hausdorff topological space, Y ⊆ X ×X a closed subset, and
µ, ν ∈ Prob(X) probability measures.
Then, there is a coupling π ∈ Π(µ, ν) supported on Y if and only if
ν
(
pY12(S)
)
≥ µ(S) for every closed subset S ⊆ X. (9)
Before going into the proof, a word on the title of this section. It refers to Hall’s theorem, a
combinatorial result on matchings in bipartite graphs.
Recall that a graph is bipartite if its vertex set can be partitioned in two classes A and B such
that every edge connects a vertex in A and one in B. A perfect matching is a set of edges such that
every vertex is on precisely one. In general, for a vertex set S, denote by N(S) the set of neighbors
of S, i.e. vertices connected to some element of S.
The result (also known as Hall’s marriage theorem because it pairs off two classes of vertices)
reads
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Corollary 2.2 A graph with bipartition into sets A,B of equal size has a perfect matching if and
only if
|N(S)| ≥ |S|, ∀S ⊆ A. (10)
See e.g. [6, 2.1.2], where the theorem is stated in somewhat more generality (and perfect
matchings are called 1-factors). We do not need it in the sequel, but present a short proof of it as
a consequence of Theorem 2.1 to illustrate the analogy.
Proof Since A and B have the same size (n, say), we can identify them to some common n-element
set X. Denote by Y ⊆ A×B ∼= X ×X the set of edges of the graph.
Taking µ = ν to be the normalized counting measure on X, the conclusion follows from
Theorem 2.1: Condition (9) in this particular case is exactly (10) divided by n. 
As mentioned in the Introduction, the equivalence of (D) and (Lip) when X is finite is proven
in [15, Theorem 3.5]. The implication (D) ⇒ (Lip) follows a path we replicate here, and uses a
matching-type result that is a a kind of hybrid between Theorem 2.1 and Corollary 2.2 ([15, Lemma
4.5]): X is discrete but µ and ν are not necessarily counting measures. It too is a consequence of
Theorem 2.1, but we will not expand on this further.
We make some preparations in view of proving Theorem 2.1. Recall that an ordered vector
space (V,≤) is a real vector space V equipped with a partial order ≤ compatible with the vector
space structure in the sense that sums of non-negative elements are non-negative and rv ≥ 0 for
all v ≥ 0 and r ∈ R≥0.
Definition 2.3 An order unit for an ordered (real) vector space (V,≤) is an element 0 ≤ e ∈ V
such that for every v ∈ V there is some r ≥ 0 such that re ≥ v.
An order unit space (V,≤, e) is an ordered vector space (V,≤) equipped with an order unit e.
See e.g [14, Definition 2.4]. The term ‘order unit space’ is not used in that paper, but it is prevalent
in the literature.
The only examples of order unit spaces that will come up below are of the form CR(Z), the
space of all real-valued continuous functions on a compact Hausdorff space Z. The ordering is the
usual one, and the order unit is the constant function 1.
Proof of Theorem 2.1 (⇒) Suppose there is some (µ, ν)-coupling π supported on Y , and let
S ⊆ A be some closed subset. Then, we have
ν
(
pY12(S)
)
= ν
(
p2
(
p−11 (S) ∩ Y
))
= π
(
p−12
(
p2
(
p−11 (S) ∩ Y
)))
≥ π
(
p−11 (S) ∩ Y
)
= π
(
p−11 (S)
)
= µ(S),
where:
The second equality follows from ν = p2∗(π); the inequality is just the inclusion of any set
• ⊆ X ×X in
(
p−12 ◦ p2
)
(•); the third equality is the assumption that π is supported on Y , and
the last equality is just µ = p1∗(π).
(⇐) Consider the vector spaces V = CR(X)
⊕2 (real-valued continuous functions on two copies of
X) and W = CR(Y ). We regard both as order unit spaces, as indicated in the preceding discussion.
We have a linear map T : V →W defined by
T (f, g)(x, x′) = f(x) + g(x′), ∀(x, x′) ∈ Y.
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The restriction of the dual map T ∗ restricts to (p1∗, p2∗) : Prob(Y )→ Prob(X)
⊕2, and we need to
show that (µ, ν) is in the image of this restriction.
We attempt to construct π ∈ Π(µ, ν) as follows. We need to have π(T (f, g)) = µ(f) + ν(g).
Suppose (a) this is well defined, and (b) this value is non-negative whenever T (f, g) ≥ 0.
Then, π is a positive functional on the ordered subspace T (V ) ≤W , and this subspace contains
the order unit of W (since T (1, 0) = 1). By a standard Hahn-Banach-type result for order unit
spaces ([14, 2.15]), π can be extended to a positive functional on W . Since moreover π(1) = 1, π
must be a probability measure on Y .
We are left having to prove (a) and (b) above. In fact, (b) implies (a): If µ(f) + µ(g) ≥ 0
whenever T (f, g) ≥ 0, then, reversing the signs of f and g, µ(f) + µ(g) ≤ 0 if T (f, g) ≤ 0. Both
inequalities hold when T (f, g) = 0, hence (a). The only thing left to show is that if (9) holds, then
T (f, g) ≥ 0⇒ µ(f) + ν(g) ≥ 0.
This is taken care of by the next lemma. 
Lemma 2.4 Let µ, ν be two probability measures on a metrizable compact Hausdorff space X, and
Y ⊆ X ×X a closed subset. If (9) holds, then for f, g ∈ C(X) we have
f(x) + g(x′) ≥ 0, ∀(x, x′) ∈ Y ⇒ µ(f) + ν(g) ≥ 0.
Proof Adding a constant to f and subtracting it from g, we may as well assume g ≤ 0. Note also
that the inequality in (9) holds for all locally closed subsets S of X (i.e. intersections of a closed
and an open set). This is because all such sets are Fσ, i.e. countable unions of closed subsets; this
is one place where the condition that X is metrizable comes in.
Let f˜ be a lower semicontinuous step function on X such that 0 ≤ f˜ − f ≤ ε for some small
ε > 0. Let a1, . . . , an be the values of s. The sets Ai = f˜
−1(ai) are locally closed, and constitute a
partition of X. We leave it to the reader to show that Bi = p
Y
12(Ai) cover X (this is a consequence
of (9)).
Because they are analytic subsets of X, i.e. continuous images of Borel subsets of X ×X, Bi
are measurable with respect to any Borel measure (e.g. [1, 3.2.4]; this again uses metrizability).
Hence, everything below makes sense:
µ
(
f˜
)
+ ν(g) =
n∑
i=1
(∫
Ai
f˜ dµ
)
+ ν(g) ≥
n∑
i=1
(∫
Ai
f˜ dµ+
∫
Bi
g dν
)
≥ 0. (11)
Here, the first inequality follows from g ≤ 0 and
⋃
iBi = X, while the second one is a consequence
of
f˜ |Ai = ai
(9)
=⇒ g|Bi ≥ −ai.
Since the left hand side of (11) is within the arbitrarily small ε of µ(f) + ν(g), this finishes the
proof. 
3 Main results
We are now ready to state the main theorem of the paper. We reprise the notations from previous
sections: (X, d) is a compact metric space, (A,∆) is a C∗ quantum group acting on X via ρ.
As before, we associate to ρ the actions ⊳ and ⊲ of S(A) on C(X) or W(X) and on Prob(X) =
S(C(X)) = S(W(X)) respectively. We leave the symbols ‘⊳’ and ‘⊲’ unadorned, as there will be no
danger of confusion: They always refer to the actions induced by ρ.
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Theorem 3.1 If the quantum action ρ on X is (D)-isometric, then for every x, y ∈ X and for
every state ψ ∈ S(A) there is a coupling π ∈ Π(x ⊳ ψ, y ⊳ ψ) supported on
{(x′, y′) ∈ X ×X | d(x′, y′) = d(x, y)}. (12)
Before proving this, we record the following consequence, announced earlier.
Corollary 3.2 Conditions (D) and (Lipp), p ≥ 1 for ρ are totally ordered by strength, with (D)
being the strongest and (Lipp) being stronger for larger p.
Proof Since the relative strength of the various (Lipp) conditions is covered by Corollary 1.15, we
only need to show that (D) implies all (Lipp). This follows immediately from Theorem 3.1:
According to Proposition 1.14, it is enough to prove that W pp (x ⊳ ψ, y ⊳ ψ) ≤ d(x, y)p for any
choice of x, y ∈ X and ψ ∈ S(A). Denote Π = Π(x ⊳ ψ, y ⊳ ψ) for some such choice. We have
W pp (x ⊳ ψ, y ⊳ ψ) = inf
π˜∈Π
π˜ (dp) ≤ π(dp) = d(x, y)p,
where π is a coupling as in the statement of the theorem, concentrated on those pairs of points
d(x, y) apart. 
In preparation for proving Theorem 3.1, we place ourselves entirely within the W ∗ setting as
follows.
Suppose ρ : C(X) → C(X) ⊗ A is a C∗ quantum action. Let A be the reduced W ∗ quantum
group constructed via the GNS representation of A with respect to the Haar state h, as explained
in §1.1. By the universality property of the W ∗ envelope C(X)→W(X), the composition
C(X) C(X)⊗A W(X)⊗A
ρ
factors uniquely through a W ∗-algebra morphismW(X)→W(X)⊗A satisfying all of the require-
ments of a coaction.
Consequently, we can (and will, throughout the proof of Theorem 3.1) assume that A is a
reduced W ∗ obtained by the GNS construction from a C∗ quantum group acting faithfully on X
in the sense of Definitions 1.3 and 1.4.
For every Borel subset S of X, the characteristic function χS is well defined as an element of
W(X). For x ∈ X we denote by ax;S the image of χS through the composition
W(X) W(X)⊗A A,
ρ x⊗id
where the x over the second arrow stands for the measure concentrated at the point x (so we regard
it as an element of S(A)).
Remark 3.3 Note that since both arrows in the diagram are von Neumann algebra morphisms
and χS is a projection (i.e. a self-adjoint idempotent), so is ax;S.
In addition, for fixed x ∈ X, the map S 7→ ax;S is a Boolean σ-algebra homomorphism from the
Borel sets of X onto some Boolean σ-subalgebra of the complete poset of all projections in W(X).
We use these observations repeatedly below. 
We first phrase condition (D) in terms of the elements ax;S. For x ∈ X and r ≥ 0 denote by
B(x, r) ⊆ X the closed ball of radius r around x.
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Lemma 3.4 The W ∗ quantum action ρ of A on X is (D)-isometric if and only if we have
ax;B(y,r) = κ(ay;B(x,r)), ∀x, y ∈ X, ∀r ≥ 0. (13)
Proof We write W =W(X). For f ∈ W ⊗W denote f(x,−) ∈ W by fx and f(−, x) ∈W by f
x
(this matches the notation dx = d(x,−) from before, and d
x = dx because d is symmetric).
Note that for x, y ∈ X both
f 7→ ρ(fy)(x)
and
f 7→ κ(ρ(fx)(y))
are von Neumann algebra morphisms from W ⊗W to A. Indeed, the only minor difficulty is that
κ reverses multiplication. Nevertheless, here we are restricting κ the image of (y⊗ id)◦ρ :W → A;
since W is commutative, so is its image.
With this observation in place, it follows that (3) holds if and only if
ρ(fy)(x) = κ(ρ(f
x)(y)) (14)
holds for all f in the von Neumann subalgebra of W ⊗W generated by d, or equivalently, just for
a set of generators of this W ∗-algebra.
One such set of generators consists of the characteristic functions χd−1([0,r]), r ≥ 0, where
d−1([0, r]) is the set of pairs of points at most r apart.
All that is left now is to observe that the left hand side of (14) applied to f = χd−1([0,r]) yields
precisely ax;B(y,r), and similarly, its right hand side is κ(ay;B(x,r)). 
Remark 3.5 Let R ⊆ R be a Borel subset, and denote by B(x,R) ⊆ X the set of points in X
whose distance from x ∈ X belongs to R.
By an almost identical proof, the statement of Lemma 3.4 holds with B(x,R) and B(y,R)
substituted for B(x, r) and B(y, r) respectively. 
Lemma 3.6 Assume the quantum action ρ is (D)-isometric, and let x, y ∈ X. If S, T ⊆ X are
Borel subsets such that for some δ > 0 we have
|d(s, t) − d(x, y)| ≥ δ, ∀s ∈ S, t ∈ T, (15)
then ax;Say;T = 0.
Proof Fix a number r > 0 such that 2r < δ. If we prove the conclusion under the assumption
that S is contained in a ball B(z, r) of radius r, we can finish the proof of the lemma as follows:
Partition S into Borel subsets Si contained in balls of radius r. Since ax;Siay;T = 0, the additivity
of the map Y 7→ ax;Y (i.e. disjoint union turns into addition) implies
ax;Say;T =
∑
i
ax;Siay;T = 0.
We henceforth assume S ⊆ B(z, r) for some z ∈ X. This assumption and (15) together imply
|d(z, t) − d(x, y)| ≥ δ − r, ∀t ∈ T. (16)
In other words, if R is the interval [d(x, y)− (δ− r), d(x, y) + (δ− r)] then, using the notation from
Remark 3.5, we have T ⊆ B(z,R).
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It follows from the discussion above that the inequalities ax;S ≤ ax,B(z,r) and ay;T ≤ ay;B(z,R)
hold in the poset of projections in W. In conclusion, it suffices to show that ax;B(z,r)ay;B(z,R)
vanishes.
In the slightly more general version from Remark 3.5, Lemma 3.4 implies the first equality
below:
ax;B(z,r)ay;B(z,R) = S(az;B(x,r))S(az;B(y,R)) = S(az;B(y,R)az;B(x,r)) = 0.
The second equality is just the multiplication-reversing property of S, while the last one uses the
fact that B(x, r) and B(y,R) are disjoint (because 2r < δ), and so az;B(x,r) and az;B(y,R) are
orthogonal projections in W. 
Proof of Theorem 3.1 Fix x, y ∈ X and ψ ∈ S(A). We denote x ⊳ ψ and y ⊳ ψ by µ and ν
respectively, and the set (12) by Y ⊆ X×X (that is, the set of pairs of points in X that are d(x, y)
apart).
By the continuous version of Hall’s theorem (Theorem 2.1), we have to prove that (9) holds:
ν
(
pY12(S)
)
≥ µ(S) for every closed subset S ⊆ X.
Denote T = pY12(S). Unpacking the definitions, we have
µ(S) = ψ(ax;S) and ν(T ) = ψ(ay;T ). (17)
We’ll get the desired conclusion that the left hand side of (17) is no larger than the right hand side
if we show that ax;S ≤ ay;T in W or equivalently, that the product ax;Say;X−T is zero.
The set X − T = X − pY12(S) consists of those points in X whose distance to every s ∈ S is not
d(x, y). Since we’ve chosen S to be closed, this means that X − T is the union of the sets
Un = {z ∈ X | |d(z, s) − d(x, y)| ≥
1
n
, ∀s ∈ S}.
By Lemma 3.6 we know that ax;Say;Un = 0 for every n > 0. Since ay;X−T is the limit the ay;Un ’s in
the weak∗ topology on W, ax;Say;X−T = 0 follows from the weak
∗ continuity of multiplication by
a fixed element. 
As mentioned before, all isometry conditions in this paper are known to be equivalent when the
metric space X is finite (this is [15, Theorem 3.5]). As a consequence of this, we have
Proposition 3.7 If the quantum group A acting on (X, d) is finite-dimensional, then all conditions
(Lipp) are equivalent, and equivalent to (D).
Proof Since according to Corollary 3.2 (Lip1) is the weakest among the conditions and (D) the
strongest, we only have to prove that the two are equivalent.
For every point x ∈ X the C∗-algebra map C(X)→ A defined by
C(X) C(X)⊗A A,
ρ x⊗id
(where ρ is the action) has a finite-dimensional commutative image. This image can be identified
with C(Ox) for a finite subspace Ox ⊂ X, the orbit of x under the action.
The closed subspaces Ox can always be defined as we just have, but the finite-dimensionality
of A implies that orbits partition X.
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Indeed, when A is finite-dimensional it is a Hopf algebra, as explained in §1.2. We can now
apply standard results on Hopf algebra coactions on spaces; the claim that the Ox partition X, for
instance, follows from [16, Theorem 3.3] (Skryabin writes O(p) for prime ideals p in the algebra
coacted upon by the Hopf algebra; we apply his results to the maximal ideals of C(X), which are
simply the points x ∈ X). We leave it to the reader to check that an orbit O = Ox is invariant
under ρ, in the sense that there is a factorization
C(X) C(X)⊗A C(O)⊗A;
C(O)
ρ
of the horizontal composition through an action of A on C(O); the same goes for any finite union
of orbits. This means that every finite subset of X is contained in a ρ-invariant finite subset.
Hence, when verifying either the (D)-isometry condition (3) or the (Lip1) condition as in (3) of
Proposition 1.9, we can restrict our attention to an action of A on a finite subspace of X. But for
such actions we know that the two conditions are equivalent from [15]. 
It is natural now to conjecture that (Lip1) implies (D). We propose the following version, that
seems more tractable: The conjunction of all (Lipp) implies (D). Let us rephrase this somewhat.
Lemma 3.8 Let (X, d) be a compact metric space space, µ, ν ∈ Prob(X) two probability measures,
and r ≥ 0. The following conditions are equivalent:
(1) Wp(µ, ν) ≤ r, ∀p ≥ 1;
(2) There is a coupling π ∈ Π(µ, ν) supported on the set of pairs of points ≤ r apart.
Proof That (2) implies (1) is clear from Definition 1.11.
Conversely, suppose (1) holds. For every p ≥ 1, let πp be a (µ, ν)-coupling such that
πp(d
p)
1
p ≤ r +
1
p
. (18)
For every ε > 0, no matter how small, the πp-measure of the set
Sε = {(z, z
′) ∈ X ×X | d(z, z′) ≥ r + ε}
goes to zero as p grows to infinity (or (18) would be contradicted). This means that any limit point
in Prob(X × X) of πp as p → ∞ will be supported on the complement of all Sε. Since Π(µ, ν)
is closed in Prob(X ×X), any such limit point meets the requirements of condition (2) from the
statement. 
Consequently, the conjunction of all conditions (Lipp) for a quantum action can be phrased in
terms of supports of couplings as in the following conjecture, which seems easier to handle than
(Lip1) ⇒ (D):
Conjecture 3.9 A faithful quantum action of A on the compact metric space (X, d) is (D)-
isometric if for any x, y ∈ X and ψ ∈ S(A) there is a (x ⊳ ψ, y ⊳ ψ)-coupling supported on
{(z, z′) ∈ X ×X | d(z, z′) ≤ d(x, y)}.
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We end this section with the following observation. It follows from Lemma 3.4, and it addresses
an issue raised e.g. in [8, 3.6] as well as earlier in [22]: whether or not the structure map ρ :
C(X) → C(X) ⊗ A of a coaction is one-to-one. We show that this is indeed the case for (D)-
isometric coactions.
Proposition 3.10 If the quantum action ρ is (D)-isometric, then it is one-to-one.
Proof We will make use of the associated W ∗ action, as explained in preparation for the proof of
Theorem 3.1.
Suppose ρ : C(X) → C(X) ⊗ A is not one-to-one. It must then factor through C(Z) for some
proper closed subspace Z ⊂ X. In particular, for every x ∈ X and ψ ∈ S(A) the measure x ⊳ ψ is
supported on Z.
Take x ∈ X−Z, and let ψ ∈ S(A) be an extension to the entire A of a pure state on the commu-
tative C∗-algebra ((x⊗ id) ◦ ρ)(C(X)). The purity assumption implies that x ⊳ ψ is multiplicative,
and hence pure on X; in other words, it is a point z, by necessity belonging to Z.
It is easy to see that x ⊳ ψ = z is equivalent to ψ(ax;z) = 1, where ax;z is shorthand for what
above we would have called ax;{z}. By Lemma 3.4 (with r = 0), we also have (ψ ◦ κ)(az;x) = 1.
In turn, this means z ⊳ (ψ ◦ κ) = x 6∈ Z, contradicting the fact that every measure of the form
(measure on X) ⊳ (state on A) is supported on Z. 
4 Largest quantum subgroup acting isometrically
Classically, whenever a compact group acts on a compact metric space (X, d), there is a largest
(closed) subgroup whose action preserves d. This section is devoted to replicating this situation for
(D)-isometric quantum actions (and partially for (Lipp)-isometric ones).
The compact metric space (X, d) is fixed throughout. It will be convenient to make quantum
actions on it in the sense of Definition 1.3 into a category as follows.
Definition 4.1 If ρA and ρB are C
∗ quantum actions of (A,∆A) and (B,∆B) respectively on X
a morphism ρA → ρB is a C
∗-algebra map T : A → B intertwining ∆A and ∆B and making the
triangle
C(X)
C(X)⊗A
C(X)⊗B
ρA
ρB
id⊗T
commute.
We denote the category of C∗ actions on X by CAct. 
We usually label the morphism ρA → ρB by the same symbol as its underlying algebra map
A→ B.
Consider an action ρA of a quantum group (A,∆A) on the compact metric space (X, d). We
seek a solution to the following universal problem:
Definition 4.2 A (D)-isometric envelope of ρA is a (D)-isometric action ρB on (X, d) by (B,∆B)
equipped with a morphism T : ρA → ρB in CAct satisfying the following property:
Every morphism ρA → ρC from ρA into a (D)-isometric action factors uniquely through T . 
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Remark 4.3 As is usually the case with universal objects, if a (D)-isometric envelope exists it is
unique up to unique isomorphism.
Moreover, it is an easy exercise to show that the map A→ B underlying a (D)-isometric envelope
is onto. This is the reason why we sometimes also refer to A → B as a quantum subgroup: The
contravariance of going from (quantum) groups to functions on them means that surjections of
algebras correspond to embeddings of their “dual” objects. 
Given a C∗ quantum action ρA : C(X)→ C(X)⊗A, one possible way to go about constructing
a (D)-isometric envelope would be to consider the quotient A→ A/I, where
I =
⋂
π
ker(π) for π : ρA → ρB in CAct with (D)-isometric ρB . (19)
This is more problematic that it might seem. The issue is that it’s unclear whether A/I inherits a
quantum group structure ∆ : A/I → (A/I)⊗ (A/I) from A compatible with ∆A via the projection
A→ A/I.
While attempting to construct (Lip1)-isometric envelopes (defined by analogy to Definition 4.2),
this problem led the authors of [15] to introduce a stronger notion of isometry that is formally, at
least, stronger than (Lip1), for which it could be shown that the analogous quotient A→ A/I is a
quantum subgroup [15, Theorem 5.12].
Actions satisfying this stronger property are called full-isometric in [15, Definition 5.8]. It seems
to be unknown whether in fact (Lip1) is equivalent to being full-isometric. The aim of this section
is to show that this issue can be gotten around in the (D) version of the problem.
The main result of the section is:
Theorem 4.4 A faithful C∗ quantum action ρ : C(X)→ C(X)⊗A has a (D)-isometric envelope.
Within the hypotheses of the theorem, we begin by isolating the set of “good” states on A, i.e.
those that satisfy the relevant isometry condition:
Definition 4.5 A functional ψ ∈ A∗ is (D)-isometric if the equality in (3) holds upon applying ψ
to both sides:
(x ⊳ ψ)(dy) =
(
y ⊳ ψ
)
(dx), ∀x, y ∈ X, (20)
where ψ = ψ ◦ κ.
We denote the set of (D)-isometric functionals by A∗D. 
Lemma 4.6 In the setting of Theorem 4.4, the subset A∗D ≤ A
∗ is a weak∗-closed linear subspace.
Proof Condition (20) is easily seen to be linear in ψ, hence the claim that A∗D is a linear subspace
of A∗.
To verify the closure claim, note that the map A∗ →M(X) defined by ψ 7→ x⊳ψ is continuous,
being the dual of the C∗-algebra map
C(X) C(X)⊗A A.
ρ x⊗id
Since ψ 7→ ψ is also weak∗ continuous, it follows that (20) is a closed condition in ψ. 
In fact, we have more:
Lemma 4.7 The subspace A∗D ≤ A
∗ is closed under the multiplication induced by ∆A : A→ A⊗A.
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Proof First, we need to recast (20) in a more convenient form. Averaging x in that equation over
µ ∈ Prob(X) and y over ν ∈ Prob(X) we get
(µ ⊳ ψ)(dν) =
(
ν ⊳ ψ
)
(dµ), (21)
where dµ =
∫
X
dx dµ is a C(X)-valued integral. The (D)-isometry condition (20) is equivalent to
having (21) for all probability measures µ, ν on X.
Now fix (D)-isometric functionals ψi, i = 1, 2 on A. We have to show that ψ = ψ1ψ2 satisfies
(20) for any choice of x, y ∈ X. Consider the following computation:
(x ⊳ ψ1ψ2)(dy) = ((x ⊳ ψ1) ⊳ ψ2)(dy)
=
(
y ⊳ ψ2
)
(dx⊳ψ1) =
∫
X
dx⊳ψ1(z) d
(
y ⊳ ψ2
)
(z)
=
∫
X×X
d(z, z′) d(x ⊳ ψ1)(z) d
(
y ⊳ ψ2
)
(z); (22)
the second equality uses the (D)-isometry of ψ2 in the generalized form (21) for µ = x ⊳ ψ1 and
ν = y.
The end result of (22) is invariant under the substitutions x↔ y and ψi ↔ ψj for {i, j} = {1, 2},
so we would have obtained the same result had we started with
(
y ⊳ ψ2ψ1
)
. Since the antipode κ
is comultiplication-reversing on A, the map ϕ 7→ ϕ is multiplication-reversing on A∗. Hence,
(x ⊳ ψ1ψ2)(dy) =
(
y ⊳ ψ1ψ2
)
(dx), ∀x, y ∈ X.
This shows that ψ1ψ2 is (D)-isometric, as desired. 
Multiplication on A induces a left and a right action of A on A∗ defined by
(a, ψ) 7→ aψ = ψ(•a)
and respectively
(ψ, a) 7→ ψa = ψ(a•)
for a ∈ A and ψ ∈ A∗, where • is a placeholder for a variable in A.
Since ψ 7→ aψ and ψ 7→ ψa are weak∗ continuous operators on A∗ it follows from Lemma 4.6
that the space
{ψ ∈ A∗ | aψ, ψa ∈ A∗D, ∀a ∈ A} (23)
is weak∗-closed.
There is an inclusion-reversing one-to-one correspondence
closed subspaces
of A
weak∗-closed subspaces
of A∗
I 7→ elements of A∗
annihilated by I
W 7→ elements of A
annihilated by W
(24)
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Bilateral ideals in A correspond to subspaces of A∗ invariant under the left and right actions
by A. Since the weak∗-closed subspace (23) of A∗ is by definition left and right A-invariant, (24)
associates to it a closed ideal I in A.
We henceforth denote by T : A → B = A/I the quotient C∗-algebra we have just introduced.
It will turn out that T is the underlying map of our (D)-isometric envelope of ρ. We work our way
towards proving this through a series of auxiliary results.
Lemma 4.8 The subspace B∗ ≤ A∗ is closed under multiplication.
Proof B∗ is the annihilator
Ann(I) = {ψ ∈ A∗ | ψ(I) = 0},
(i.e. the subspace of A∗ corresponding to I through (24)); it is also the space defined by (23).
Let ψi ∈ B
∗ for i = 1, 2, and denote ψ = ψ1ψ2. We have to show that for every a ∈ A, both aψ
and ψa are elements of A∗D. Let us focus on ψa.
Just running through the definitions we get
ψa = (ψ1ψ2)a = ((ψ1 ⊗ ψ1)∆(a)) ◦∆ : A→ C, (25)
where the juxtaposition (ψ1 ⊗ ψ1)∆(a) signifies the right action of an element ∆(a) ∈ A⊗A on a
functional ψ1 ⊗ ψ2 : A⊗A→ C.
Since the algebraic tensor square of A is dense in A⊗A, we can find a sequence of finite sums
an =
∑
an,1 ⊗ an,2, n ∈ Z≥0 converging to a with an,i ∈ A (we have suppressed summation indices
to streamline the notation). But then (25) is the weak∗ (and in fact even norm) limit of(
(ψ1 ⊗ ψ2)
(∑
an,1 ⊗ an,2
))
◦∆ =
∑
(ψ1an,1)(ψ2an,2). (26)
The factors ψian,i on the right hand side of (26) are in A
∗
D because ψi are elements of B
∗ = (23).
Since A∗D ≤ A
∗ is a subalgebra by Lemma 4.7, (26) is in A∗D. Finally, the fact that A
∗
D is closed in
A∗ implies that the limit ψa of (26) as n→∞ is also an element of A∗D. 
Lemma 4.9 The quotient B = A/I has a coassociative comultiplication ∆B : B → B ⊗B making
it into a quantum group, and such that T is a morphism of quantum groups.
Proof All we have to do is show that the composition
A A⊗A B⊗B
∆A T⊗T (27)
factors as
A A⊗A B⊗B;
B
∆A T⊗T
T ∆B
(28)
everything else (coassociativity of ∆B, the density property (2) from Definition 1.1 and the fact
that T intertwines ∆A and ∆B) will follow.
We know from Lemma 4.8 that B∗ is a sub-ring of A∗. The functional ψ1ψ2 produced by
composing (27) further with ψ1 ⊗ ψ2 for ψi ∈ B
∗ is then an element of B∗ and hence vanishes on
I. Since the algebraic tensor product B∗ ⊗B∗ separates B ⊗B (e.g. [17, Theorem III.4.9 (ii)]), it
follows that (27) vanishes on I and hence factors as (28). 
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Proof of Theorem 4.4 As announced above, T : A → B will induce the desired (D)-isometric
envelope T : ρ→ ρB, where ρB is the composition
C(X) C(X)⊗A C(X)⊗B.
ρ id⊗T
To see this, consider a morphism S : ρ → ρC in CAct, where ρC : C(X) → C(X) ⊗ C is a (D)-
isometric action. All we have to do is show that the underlying map S : A → C factors uniquely
through T .
Uniqueness is immediate from the fact that T is onto, so the important part is the existence of
a factorization
A B C.
T
S
To prove this existence, note first that the dual S∗ maps C∗ into A∗D. Indeed, S
∗ is compatible
with the actions of C∗ and A∗ on Prob(X) in the sense that x ⊳ S∗(ψ) = x ⊳ ψ for every ψ ∈ C∗;
since all ψ ∈ C∗ are (D)-isometric, so are all functionals S∗(ψ).
Moreover, we for each a ∈ A and ψ ∈ C∗ we have aS∗(ψ) = S∗(S(a)ψ) (and similarly for right
actions). We’ve just seen that the right hand side of this equality lies in A∗D; since this happens for
arbitrary a, it follows that S∗(ψ) belongs to B∗ = (23). We are now done: The dual of S factors
through B∗ ≤ A∗, so S must factor through T : A→ B. 
I do not know whether all quantum actions have (Lipp)-isometric envelopes. Nevertheless, we
now know that they do when the acting quantum group is finite-dimensional.
Corollary 4.10 If the quantum group A acting on X via ρ is finite-dimensional, then ρ has a
(Lipp)-isometric envelope for every p ≥ 1.
All of these envelopes coincide with the (D)-isometric one from Theorem 4.4.
Proof Let S : ρ → ρC be a map in CAct to a (Lipp)-isometric action by C. The finite-
dimensionality assumption implies that S factors through an action ρC′ by some finite-dimensional
quantum subgroup C ′ ≤ C. Moreover, ρC′ itself will be by necessity (Lipp)-isometric and hence,
by Proposition 3.7, also (D)-isometric. But now the universality property of the (D)-isometric
envelope implies that S factors (uniquely) through it, as desired. 
Remark 4.11 Of course, the same holds when A is arbitrary but X is finite, since in that case all
notions of isometric action on X coincide. 
The idea behind the proof of Theorem 4.4 is a familiar one: The first subspace A∗D ≤ A
∗ we
isolated was weak∗ and multiplicatively closed, so it should be though of as dual to a “quotient
coalgebra” of A, whose coaction on C(X) has the desired property. We then had to slim down A∗D
further to B∗ in order to pass to a “Hopf algebra” quotient of this preliminary “coalgebra”.
The quotes are meant to indicate that the objects in question are not literally a coalgebra
and Hopf algebra respectively, but rather functional-analytic counterparts (they are complete with
respect to certain norms, the tensor products involved are completed, etc.). Nevertheless, one might
hope to replicate the pattern to construct (LipP )-isometric envelopes.
To do this, we would have to again isolate a weak∗ and multiplicatively closed set of functionals
in A∗ satisfying the (Lipp) condition. The problem is that this condition is phrased in terms of
states rather than functionals. The best we can do is
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Definition 4.12 A state ψ ∈ S(A) is (Lipp)-isometric if
Wp(x ⊳ ψ, y ⊳ ψ) ≤ d(x, y), ∀x, y ∈ X. (29)
We denote the set of (Lipp)-isometric states by Sp(A). 
It turns out that Sp(A) is a compact convex sub-semigroup of S(A), and hence its weak
∗-
closed linear span is a subalgebra of A∗ which we could use as the analogue of A∗D in the proof of
Theorem 4.4. However, there might be, in principle, non-(Lipp)-isometric states in this subspace.
It is tempting to conjecture that this cannot happen:
Conjecture 4.13 Let A act faithfully on the compact metric space (X, d), and p ≥ 1.
The set of states in the weak∗-closed linear span of the set Sp(A) from Definition 4.12 coincides
with Sp(A).
If this were true, the proof of Theorem 4.4 would go through and (Lipp)-isometric envelopes
would exist for all faithful C∗ quantum actions.
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