Coarse molecular-dynamics analysis of an order-to-disorder transformation of a krypton monolayer on graphite J. Chem. Phys. 129, 184106 (2008) We present results of application of the kinetic Monte Carlo technique to simulate argon adsorption on a graphite surface at temperatures below and above the triple point. We show that below the triple point the densification of the adsorbed layer with loading results in the rearrangement of molecules to form a hexagonal structure, which is accompanied by the release of an additional heat, associated with this disorder-order transition. This appears as a spike in the plot of the heat of adsorption versus loading at the completion of a monolayer on the surface. To describe the details of the adsorbed phase, we analyzed thermodynamic properties and the effects of temperature on the order-disorder transition of the first layer.
I. INTRODUCTION
Molecular simulation technique is widely used for analysis of adsorption phenomena. Numerous quantitative results have been obtained with Monte Carlo (MC) method using the Metropolis algorithm. 1, 2 All thermodynamic functions are determined with this technique as ensemble averages. An alternative approach is based on the time averaging, which is realized in the framework of the kinetic Monte Carlo (kMC) scheme. [3] [4] [5] [6] [7] The latter allows studying molecular systems dynamically, which is effectively used in analysis of diffusion, crystal growth, chemical reactions, etc. We showed in our previous paper 8 that the kMC has a significant potential for modelling equilibrium systems. A distinction of the kMC is that no trial moves are discarded, which is a significant advantage over the Metropolis algorithm, especially in the case of a very dense phase. Another distinction of the kMC is that a molecule to be displaced is chosen, depending of its energy, rather than randomly as in the standard MC: the more energy, the higher probability of the molecule to be chosen. Owing to this feature, the kMC ensures a relatively large number of displacements in the rarefied regions of a non-uniform system because the average interaction potential of molecules in those regions is small. This is the reason why the density distribution over the rarefied regions is determined with much higher accuracy than that with the conventional MC scheme. We have demonstrated this with the case of argon vapour-liquid interface, 8 which suggests that application of the kMC to the adsorption equilibrium would be beneficial.
II. MODEL
The algorithm of the kMC is described in details in our previous paper. 8 Here we only specify the additional steps required for the modelling of argon adsorption on a graphite a) Author to whom correspondence should be addressed. Electronic mail:
eustinov@mail.wplus.net.
surface within a framework of canonical ensemble. We used a rectangular simulation box, having dimensions L x , L y in the XY plane parallel to the surface and L z normal to the surface.
The kMC approach relies on the idea of the mobility rate ν i of a process i, which is the inverse of the waiting time τ i . In the case under consideration the waiting time can be interpreted as the residence time of a molecule having energy u i at its spatial position (x, y, z):
Here T is the temperature and k B is the Boltzmann constant. The potential u i is the sum of interaction potential energy of molecule i with other molecules and the external field:
where N is the number of molecules in the system, ϕ i,j is the interaction potential of molecule i and molecule j, and ϕ i,ext is the external potential energy exerted onto molecule i. In the system of N molecules one event occurs on average within the duration time
where R is the total rate of the processes
It is implied 6 that the time step for each event obeys the Poisson distribution, which is equivalent to the following relation between the actual time step and its average:
where p (0 < p < 1) is a random number. A chain of configurations is generated as follows. First, a molecule of number k to be displaced is chosen using the inequality R k−1 ≤ pR < R k , where p (0 < p < 1) is also a random number, and
Once the molecule k has been selected, it is displaced to a random position chosen uniformly over the volume of the simulation box, irrespective of whether this results in an overlapping with another molecule. Then the potentials u i , rates ν i (i ∈ N) are recalculated, and the procedure is repeated using Eqs. (3)- (6) . A thermodynamic function, A, is determined as the time average:
A j τ j ,
where M is the number of configurations and τ is the total time:
In particular, the average of the total rate R is simply M/τ . Accounting for the above relation R = M/τ , the chemical potential can be expressed as follows:
Here μ
, where is the de Broglie thermal wavelength. The correctness of Eq. (9) has been established in Ref. 8 , where we showed the excellent agreement between our equation and the standard MC with Metropolis scheme (the Widom method is used to calculate the chemical potential) for the homogeneous Lennard-Jones (LJ) sub-critical gas over a wide range of density. In the special case of the ideal gas and no external potential field the group (Nτ /M) is unity because all potentials u i (i = 1, . . . , N) are zero, and, therefore τ = N −1 . This leads to the usual expression for the chemical potential of an ideal gas:
The adsorption isotherm can be simulated in the canonical ensemble by incrementing the number of molecules in the simulation box. This gives the dependence of the amount adsorbed on the chemical potential, and by knowing the relationship of the chemical potential and the pressure from a separate simulation of a bulk homogeneous gas we obtain the isotherm as the amount adsorbed versus pressure. Alternatively, the kMC allows us to determine the bulk pressure directly by averaging the pressure over the part of the simulation box volume where the adsorption potential is negligibly small.
A. Adsorption potential and molecular parameters
We used a model of lamella structure to describe the graphite surface. In this case, the adsorption potential is only a function of z, normal to the surface, i.e., ϕ i,ext = V sf (z), and
Here ε sf is the solid-fluid potential well depth, ρ s (= 114 × 10 27 ) is the number density of the graphite, (= 0.335 nm) is the interlayer spacing, σ sf is the solid-fluid collision diameter. The upper limit of summation, n, was set to 10. The contribution of further layers to the potential is negligibly small. For the system C-Ar the parameters ε sf and σ sf were calculated using the Lorentz-Berthelot mixing rule. The parameter ε ff for the Ar-Ar pairwise potential was fitted with the kMC (Ref. 8) to reproduce the ratio of the liquid density to the vapour density of argon at its boiling point and the saturation pressure. The Ar-Ar collision diameter σ ff was determined from the slope of the linear plot of the reduced density versus the experimental liquid argon density at various temperatures. 8 For the truncated LJ potential at the cut-off distance of 5σ ff we obtained 118.4 K and 0.3393 nm for the parameters ε ff /k B and σ ff , respectively. The LJ parameters for C-C pair potential, (ε ss /k B = 28 K and σ ss = 0.34 nm), commonly used in the literature are adopted here. Applying the LB-mixing rule, the solid-fluid parameters for ε sf /k B σ ff are 57.578 K and 0.33965 nm, respectively.
B. Tangential pressure in the adsorbed phase
We determined the tangential pressure as a function of the distance z normal to the surface for two particular loadings, corresponding to the disordered and ordered phases of the monolayer. At the coexistence of these two phases, the tangential pressures of those phases are equal. This is used as an indicator of the coexistence of the disordered and ordered phases. More details will be given in Sec. III.
We obtained the tangential pressure using the virial route:
where ρ(z) is the local density at a distance z from the surface, S xy is the surface area of the XY plane parallel to the surface, and A is given by
Here x ij and y ij are projections of the separation distance r ij between ith and jth molecules onto the corresponding axes. For the fraction of intermolecular virial ξ T (z, z i , z j ) we used the Irving-Kirkwood expression: where H(x) is the Heaviside function. Integration A over z yields
Here the angled brackets denote the time average.
C. Heat of adsorption
To determine the heat of adsorption, we considered the following sequence of processes. First, the volume V = L x L y L z is decreased by a small value δV. This is achieved with varying L z while keeping all other variables constant. As a result of this small change in volume, a quantity of heat is released, δQ = -TδS, where S is the entropy. According to the First law of thermodynamics
Here δU is a change of the potential energy (because the temperature is constant resulting no change in the kinetic energy) and p is the pressure of the bulk phase. Next, we introduced into the volume δV an amount of adsorbate at the same pressure p. This process does not require work, and therefore no heat is released. If this increment in volume is corresponding to one molecule (δV = 1/ρ), δQ is equal numerically to the differential heat of adsorption q. As a result of these two processes, the system volume V is restored, but the number of molecules is increased by one. The molecule introduced into the system in the second stage has a potential energy u p g . In case of sub-critical fluids, this energy is usually relatively small and can be neglected. However, for generality one can write the following energy balance resulting from these two processes 1 and 2:
where u n denotes the average potential energy of the adsorbed phase consisting of n molecules. With the above reasoning, the differential heat of adsorption can be written as follows:
Here a is the absolute amount adsorbed. Another way of calculating the heat of adsorption is to utilize the adsorption isotherms measured at different temperatures. We start with the following equation, which is derived from the First law of thermodynamics at constant number of molecules:
Since the partial derivative from U with respect to volume is taken at constant temperature, the energy in the LHS of the above equation is the potential energy. By choosing the increment of the volume as δV = 1/ρ, the above equation can be rearranged as follows:
Combining this equation with Eq. (16) (and δQ = q), we get
The partial derivative in the RHS of Eq. (20) is taken at constant number of molecules. For this reason, the heat of adsorption, defined via Eq. (20) can be named as isosteric heat of adsorption q st . It is useful to express the isosteric heat of adsorption via the chemical potential μ of the bulk phase. According to thermodynamics,
where G is the Gibbs energy. Then,
Combining this equation with the First law of thermodynamics for an open system, we get ndμ = −SdT + V dp.
Now we eliminate the entropy S from Eqs. (21) and (22):
After a simple rearrangement of the above equation and accounting for that U/n = u is the molar internal energy, and n/V = ρ, one can write
The molar internal energy u is the sum of the potential energy u p g and the kinetic energy u k g = (3/2)k B T . The subscript g denotes that the variable refer to the gas phase equilibrium with the adsorbed phase. On the other hand, since μ
, where h is the Plank constant and m is the molecular mass,
Combining Eqs. (23) and (24), after some rearrangement, we obtain
where
If the bulk phase behaves as the ideal gas,
, and Eq. (25) takes the following customary form:
The partial derivative in Eqs. (25) and (26) is taken at constant absolute amount adsorbed. No excess functions are used in Eqs. (18) and (25), which conforms with the analysis of Vuong and Monson.
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III. SIMULATION DETAILS
We used two schemes for analysis of argon adsorption isotherms on graphitized carbon black at various temperatures. In the first scheme, the simulation cell was a box having square or rhombic sides in the XY plane parallel to the graphitized carbon black surface. The solid-fluid potential was uniform over any XY plane. The rhombic cell with the ratio L y /L x = 3 1/2 /2 was chosen to avoid gaps between domains of hexagonal structure of the monolayer, resulting from the imposed periodic boundary conditions. If the number of molecules is less than that required to form the 2D crystal-like monolayer, it does not matter whether the simulation cell is square or rhombic in the XY plane. In both cases, the structure of the adsorbed monolayer is disordered. However, when the monolayer is formed, the square surface fails to produce a stable hexagonal packing. This scheme is designated as scheme I.
In scheme II we used a rectangular box having L x = 40σ ff and L y = L z = 10σ ff . The solid-fluid potential V sf was uniform over the XY plane within the range 10σ ff < x < 30σ ff and monotonically decayed to zero at the boundaries x = 0 and x = L x . It was achieved with the following multiplier to the potential:
where f = |4x/L x -2|. Note that the derivative of α with respect to x is zero at x/L x = 0, 0.25, 0.75, and 1, so that neither potential V sf , nor its derivative have any discontinuity. The statistical data were collected in the range 15σ ff < x < 25σ ff , where the density distribution was practically uniform along the XY plane. The idea of such a scheme was to avoid the effect of the box size on the formation of a 2D hexagonal lattice, if it exists. The two gas-solid interfaces always exist in this scheme because of the solid-fluid potential decaying towards the boundaries at x = 0 and x = L x , but the positions of these interfaces depend on the number of molecules in the system at a given temperature, rather than on the dimension L x of the simulation cell. Periodic boundary conditions were imposed only along the Y-direction. The top boundary in the Z direction and the boundaries in the X-direction were treated as hard walls because of very small densities on these boundaries. Once the crystalline structure of the monolayer is formed in the middle section of the cell, one can determine the average distance δ between neighbouring molecules and adjust the dimension L y . Thus, if one of the axes of symmetry of the hexagonal lattice is parallel to the X-axis, the dimension L y must be a multiple of δ √ 3. We determined the dimension L y iteratively during the equilibration stage and then fixed this at the value achieved at the end of the equilibration stage for the collection of the time averages in the sampling stage. In the general case, when neither axis of the lattice is parallel to the X-axis, we used the following equations (derived from simple geometrical consideration) to determine L y :
Here i, j are just integer numbers, θ is the angle between one of the axes of symmetry of the hexagonal lattice and the X-axis. For example, if i = 2j, the angle θ is zero, and L y = j √ 3δ. During the equilibration stage, we determined δ and θ in each 100 MC steps and after averaging them over 10 5 MC steps, we corrected the dimension L y using Eqs. (28). The question may be raised, why we did not adopt the decaying of the solid-fluid potential along the Y direction. Had we done this, the gas-solid interface would have had a finite curvature, producing an additional pressure due to the line tension. As a result, the thermodynamic properties of the monolayer would depend on the simulation box size. In our proposed scheme, the solid-fluid potential is allowed to decay in one direction, and therefore the interface is flat and does not affect the monolayer.
In order to increase the accuracy of simulations, we included the Metropolis MC step after each kinetic MC step, with the displacement in the former case being quite small (0.1σ ff ). Such a combination dampens the fluctuations of the system, but the algorithm still retains all advantages of the kinetic Monte Carlo scheme and uses time averaging instead of the ensemble averaging in the standard Metropolis MC.
IV. RESULTS AND DISCUSSION
A. Argon adsorption isotherm at 77.35 K
We present in Fig. 1 adsorption isotherm at 77.35 K from very low loadings to that just slightly above monolayer concentration.
Figures 1(a) and 1(b) present the same isotherms, but plotted in different scales in order to highlight the behaviours in the pressure range between 1 and 3 kPa. The bulk pressure was determined using the virial expression
where N 1 is the number of molecules in the volume V 1 of the simulation cell at 6σ ff < z < L z and 0.375L x < x < 0.625L x . The density distribution is nearly uniform in this region and the average of N 1 /V 1 can be designated as the bulk density ρ. Let us consider the simulation results obtained with slightly different techniques. All equilibrium points were obtained with 10 × 10 7 MC steps for the time averaging after 2 × 10 7 MC steps for equilibration. Series 1 isotherm was obtained with the rectangular box with a square surface. This isotherm is extended up to the formation of the hexagonal structured monolayer. This Series 1 isotherm corresponds to a disordered adsorbed phase. On the other hand, Series 2-5 isotherms were obtained with a rhombic cell, with the angle in the XY plane being π /3 and L y = L x √ 3/2. We varied the value L x from 19.3 to 19.6σ ff . At the critical pressure at which the 2D-hexagonal structure of the adsorbed monolayer was formed with 289 sites within the cell. The distance between neighbouring sites changed from 1.135 to 1.153σ ff . This is slightly larger than the distance where the pairwise potential is minimum (1.122σ ff ) . Interestingly, once the crystalline structure of the adsorbed layer has formed, the size of the simulation box substantially affects the adsorption isotherm. This is because along each direction of the cell the linear dimension must be multiple of time-averaged distances between neighbouring sites. Therefore, a small change of the simulation cell size changes the distance between neighbouring sites, while the number of sites remains the same. This means that there is a multiplicity of the solution, which raises the question of how the size of the simulation cell is properly chosen. A simple solution to this is to force the system to evolve itself to a hexagonal monolayer packing. This can be achieved if at least two boundaries of the monolayer are flexible, and we did this by replacing the boundaries with the interfaces separating the ordered and disordered phases. This is the reason why we introduced an elongated rectangular simulation box (see the scheme II in Sec. III) with the decaying potential towards the edges of the box. The isotherm obtained with this scheme is presented in Fig. 1 as Series 6. For pressure below 1 kPa this isotherm coincides with that obtained with a square surface of L x = L y = 20σ ff . This shows that if the adsorbed phase is disordered, the size and shape of the simulation box does not affect the isotherm. Series 6 isotherm is higher than Series 1 isotherm for pressures greater than 1 kPa, indicating the formation of crystalline clusters in the monolayer. As pressure is increased further, the regular hexagonal lattice covers all surface area of the graphite. The parameter of the hexagonal lattice at a certain pressure p corresponds to a cross point of the line 6 with that of Series 2-5 plotted for the defect-free hexagonal packing of the monolayer. This point is difficult to determine exactly, but it is close to 1.6 kPa, which corresponds to the average distance between neighbouring molecules of 1.153σ ff . Further increase of loading leads to the densification of the monolayer and shorten the distance between neighbouring sites of the lattice. This is clear from the fact that at higher pressures Series 6 isotherms intersects isotherms obtained with a smaller size of the rhombic cell (Series 2-5). The experimental isotherm (the line 7 in Fig. 1 ) is plotted using the data of Gardner et al. 12 with the surface BET area of 6.16 m 2 /g. The deviation of the simulated adsorption isotherm (the line 6) from the experimental isotherm is explained in Refs. 14 and 15. This is attributed to the neglect of the threebody interactions. The nonadditivity of pair potentials results in the decrease of the internal energy of the first monolayer by about 25%.
14 That is why the experimental isotherm in the region of the first and second layers occurs more gradually than what is described by the simulation. Secondly, the BET surface area of the graphitized carbon black is likely underestimated slightly, resulting in the larger amount adsorbed compared to the kMC simulation in the pressure range from 0.06 to 4 kPa. Nevertheless, the simulation correctly describes the distinct hump between approximately 0.8 and 1.6 kPa, which is attributed to the order-disorder transition that Rouquerol et al. 16 termed as a "degenerated first order transition." Figure 2 shows the evolution of the monolayer structure with loading. Fig. 1 mark these points as A, B , and C, correspondingly. The colour changes with the reduced density ρσ 3 ff from violet for zero value to red for 2.5 (a), 3.2 (b), and 4.0 (c) according to rainbow. Figure 2 presents the argon density distribution over the XY plane, with only molecules in the first layer (z < 1.5σ ff ) counted. As seen in Fig. 2 , at a pressure less than about 1 kPa (the point A on the isotherm in Fig. 1 ) the monolayer structure is disordered. At point B in Fig. 1 where the hump appeared on the adsorption isotherm, the structure of the monolayer is intermediate between the disordered and the crystalline phase (see Fig. 2(b) ). This intermediate consists of disordered regions intertwined with 2D-solid-like clusters, which grow with loading until the monolayer turns into a uniform twodimensional crystal (the point C in Figs. 1 and 2(c) ).
The coordination number in the first layer shown in Fig. 3(a) is determined as the time average of the number of neighbouring molecules within a circle of radius 1.4σ ff parallel to the surface. Such a definition is very close to that derived from the integration of the first peak of the 2D radial distribution function. As expected, the coordination number is close to the upper limit of six at a loading of 13.3 μmol/m 2 (shown by the arrow in Fig. 3(a) ), which is regarded as the concentration of a continuous defect-free hexagonal lattice. The average distance between closest molecules shown in Fig. 3(b) as a function of the amount adsorbed can be interpreted as the distance between neighbouring sites of the hexagonal lattice when it exists. Note that this distance exceeds that corresponding to the minimum of the LJ potential (the dashed line in Fig. 3(b) ). The second feature is that after the uniform hexagonal lattice has formed further increase in loading leads to the densification of the monolayer because the distance between neighbouring molecules gradually decreases. This means that the size of the simulation box must conform to the size of the hexagonal unit cell, and it must decrease with loading. Using a constant size of the simulation box would disturb the monolayer structure and leads to incorrect adsorption isotherms and other thermodynamic properties unless the size of the simulation box is extremely large. Figure 4 shows the reduced tangential pressure of the adsorbed argon (scaled against ρk B T, where ρ is the average density over the whole simulation box) versus the bulk pressure.
B. Tangential pressure in the adsorbed phase
As seen in Fig. 4 , in the case of disordered adsorbed phase (×), the group P T /(ρk B T ) increases linearly (above ∼20 Pa) with log(p). The situation drastically changes when the first layer becomes solid-like (crystalline) (lines 2-5), for which we see that the reduced tangential pressure decreases with the bulk pressure. Such a decrease is due to the increase of the amount adsorbed to order the first layer, resulting in a decrease in the tangential pressure. This paradoxical phenomenon can be explained as follows. As mentioned in Sec. IV A, the distance between neighbouring molecules in the crystalline monolayer is larger than the distance between pair of molecules at the minimum of their interaction potential. This means that if the molecules were fixed exactly at the sites of the regular hexagonal lattice, each molecule would experience attractive forces from all surrounding molecules of the same layer, resulting in the negative tangential pressure. However, due to the thermal motion, molecules can FIG. 4 . Tangential pressure of argon adsorbed on graphitized carbon black surface at 77.35 K. The ordinate is the dimensionless tangential compressibility. Calculations are performed in the simulation cell with the square (1), the rhombic (2-5), and the rectangular (6) side along XY plane parallel to the surface. Other notations are the same as in Fig. 1 . make an excursion into the repulsive region, and this excursion occurs more frequently as the distance between neighbouring molecules is decreased. The contribution of the repulsion dominates that of the attraction, resulting in positive tangential pressure as shown in Fig. 4 . This effect is greater at high temperatures because of the greater mobility. On the other hand, the mobility is due to not only the thermal motion but also the movement of molecule to vacancies in the 2D-lattice. As the loading is increased, the concentration of vacancy decreases resulting in loss of the molecular mobility, and as a consequence, the tangential pressure is decreased.
The tangential pressure obtained for the disordered monolayer intersects those corresponding to the crystalline structure at a number of points (see Fig. 4 ). Each point of intersection implies a coexistence of the ordered and disordered phases because the coexistence on the same surface is possible only if the tangential pressures in both phases are equal. The coexistence does not occur at a single coexistence chemical potential, as in the case of vapour-liquid equilibrium, but rather this spans over a range of pressure from 1 to 2 kPa. We attribute this region to a gradual transition from the fully disordered monolayer structure to a sequence of states of twodimensional solid-like clusters. Interestingly, this region is the same as that in which the hump is observed on the adsorption isotherm. Further increase of the loading results in growth of clusters and they eventually merge to form a uniform 2D ordered layer.
The tangential pressure calculated with model 6 using the scheme II, conforms closer to the reality. A preliminary analysis of a series of 2D density distributions similar to those depicted in Fig. 2 at various loadings suggests that the formation of the uniform hexagonally packed molecular layer completes at the point where the tangential pressure approaches the maximum value. For the system under consideration at 77.35 K this point is around 3 kPa, which, again, corresponds to the kink in the coordination number-loading dependence at 13.3 μmol/m 2 (see Fig. 3(a) ).
C. Heat of adsorption and the temperature effect
Determination of the heat of adsorption in a canonical ensemble at a specified temperature requires numerical differentiation of the internal energy with respect to the amount adsorbed in accordance with Eq. (18) . Since the bulk phase is close to ideal gas, we neglected the contribution of the intermolecular interaction potential u p g . In order to take the derivative of the internal energy with respect to the amount adsorbed we used a cubic spline method.
We also used an alternative route based on a thermodynamic analysis of a series of argon adsorption isotherms calculated at different temperatures with Eq. (25). Both methods are thermodynamically equivalent, which allows us to check the reliability of results on the heat of adsorption. To this end, we simulated six adsorption isotherms at 75, 77.35, 80, 85, 87.29, and 90 K, and they are shown in Fig. 5 .
It should be noted that the internal energy and the heat of adsorption change with temperature. a specified amount adsorbed is not linear. We approximated this dependence by a polynomial of the third order. To determine the chemical potential that corresponds to a specified amount adsorbed, we approximated a section of the adsorption isotherm including n experimental points below and n experimental points above the chosen point by a polynomial of the third order, with n being in the range of 10-15. Once the chemical potential at a specified amount adsorbed is determined at different temperatures, the heat of adsorption can be calculated using Eq. (25). Figure 6 shows some selected dependences of the chemical potential on the inverse of temperature at loadings near the region where the order-disorder transition takes place. At low loadings (approximately below 10 μmol/m 2 ) the chemical potential over the temperature is nearly linear function of the inverse of temperature, which means that the heat of adsorption only slightly changes with the temperature. However, at higher loadings, as seen in Fig. 6 , the dependence is a convex line, which points to an increase of the heat of adsorption with a decrease in temperature. Once such dependence is approximated by a polynomial, the derivative of the chemical potential over the temperature with respect to the inverse of temperature at a specified amount adsorbed can be obtained analytically. This allows us to determine the heat of adsorption with Eq. (25) as a function of temperature and loading.
The heat of adsorption derived by such a technique from the adsorption isotherms versus amount adsorbed at six temperatures is presented in Fig. 7 . As seen in Fig. 7 , below the coverage of about 10 μmol/m 2 the heat of adsorption increases with loading due to the increase of intermolecular interaction. In this region, the effect of temperature on the heat of adsorption is almost negligible. The partial drop of the heat of adsorption signifies the onset of the second layer. The most interesting feature of the heat curves is the presence of a heat spike around 12 μmol/m 2 , which is especially pronounced at the lowest temperature of 75 K.
The heat spike signifies the formation of the ordered monolayer structure, but the uniform defect-free monolayer appears at the mid of descending part of the heat curve, rather than at the top of the spike. The heat spike weakens and becomes not so prominent with temperature and slightly shifts towards higher loadings. However, even at 90 K the heat spike is still visible, which points out that the order-disorder transition occurs even at a temperature exceeding the triple point. Figure 7 also presents the heat of adsorption calculated by numerical differentiation of the internal energy with respect to the amount adsorbed using Eq. (18) . The comparison of the heat curves obtained by two methods shows that those curves are very similar, which is a check of the reliability of the results. This confirms the correct identification of the heat spike and its magnitude. A small difference between the two methods is the accuracy of the heat derivation. At low loadings, the method based on the internal energy leads to more accurate results, while the method using the ClausiusClapeyron equation seems to be more reliable at the amount adsorbed close to the monolayer completion and higher loadings.
The heat spike first observed experimentally 16, 17 for several decades defied an undeniable corroboration with computer simulation. There were only a few works [18] [19] [20] where the authors reproduced this observation using Monte Carlo technique, yet with large uncertainties. In all cases, the simulation was performed with a rigid box, which in the case of crystalline monolayer imposes a certain distance between neighbouring sites of the lattice. This may cause a sudden molecular rearrangement of the monolayer inside the simulation box followed by an artificially large heat spike. The technique used in this paper models the process of argon adsorption on graphite with flexible walls, the role of which play two gassolid interfaces. This allows us to suppose that the results we obtained are quite reliable.
D. Internal energy and the heat capacity of the adsorbed phase
The internal energy is an informative thermodynamic function, which we have already used for analysis of the differential heat of adsorption. Figure 8 shows the internal energy change with loading at different temperatures. The dimensionless variable u/(k B T) is plotted in Fig. 8 for the sake of better visualization because the internal energy changes with temperature much smaller than with loading. Note that the potential u includes the Ar-Ar potential and the external potential exerted by the graphite. The kinetic energy is not accounted for. The descending parts of the potentialloading dependence correspond to the monolayer filling. The onset of ascending section of each curve is close to the point of completion of the first layer and the onset of the second layer. One can see in Fig. 8 that the uncertainty in the internal energy along the ascending section is markedly larger than in the region of monolayer filling. This explains why at high loadings the heat of adsorption derived via the derivative of the internal energy with respect to the amount adsorbed is less reliable than that derived from adsorption isotherm simulated at various temperatures.
The set of curves presented in Fig. 8 can be easily used for calculation the heat capacity C V of the adsorbed phase defined as the change of the total energy (including the kinetic energy) per molecule at a specified amount adsorbed and the volume of the system. We approximated the internal energy by polynomial of the third order with respect to the temperature. The heat capacity then was determined analytically via the derivative of the internal energy with respect to temperature. The results are shown in Fig. 9 .
In a closed system of constant volume involving two coexisting phases, the heat transferred to the system is partly used to increase the kinetic energy and partly to induce a phase transition (e.g., melting, evaporation, reordering, etc.), which is associated with an increase in the heat capacity. The maximum of the heat capacity peaks at 75-80 K occurs at a loading which is close to that where the heat spike is observed. This means that the melting transition contributes to the heat capacity peak, however this is, in part, masked by the "evaporation" of the monolayer due to the change of the density distribution normal to the surface. Deeper insight into the 2D transition of adsorbed layers requires greater efforts to analyze this phenomenon over a wider range of temperature and loadings.
V. CONCLUSION
In this study we applied the kinetic Monte Carlo method to simulation argon adsorption isotherms on graphitized carbon black in a canonical ensemble at various temperatures around the bulk argon triple point. The kinetic Monte Carlo technique allows clear visualizing the state of the monolayer in the form of the density distribution over the plane parallel to the surface. This density distribution averaged over a large number of configurations (of the order of 10 8 MC steps in the present study) shows that at a critical loading the disordered liquid-like monolayer changes into a solid-like two-dimensional layer having a hexagonal structure. Analysis of the dependence of the coordination number versus loading has confirmed this statement. We also identified an intermediate stage characterized by formation of hexagonally packed clusters. Such a first-order transition appears as a heat spike on the dependence of the differential heat of adsorption on the amount adsorbed just after the completion of the first monolayer, which was observed experimentally in calorimetric measurements several decades ago. Analysis of the tangential pressure of the disordered and ordered adsorbed phases allowed us to come to conclusion that there is a finite zone of their coexistence that was termed in earlier experimental studies as a degenerated first-order transition. We have shown that the heats of adsorption determined via the internal energy change and using the Clausius-Clapeyron equation yield nearly identical results, which is a check of the reliability of our methodology. Some additional properties of the crystalline monolayer were also investigated. Thus, the distance between neighbouring hexagonally packed molecules decreases with loading, which requires using very large simulation cell in plane parallel to the surface in order to avoid the effect of the cell size on the monolayer structure. We circumvented this difficulty by replacing two sides of the simulation box by gas-solid transition zones, which played the role of flexible walls. This scheme was shown to be an effective tool for further investigation of more complex systems using the kinetic Monte Carlo technique.
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