Crystallization is a fundamental process in materials science, providing the primary route for the realization of a wide range of novel materials. Crystallization rates are considered also to be useful probes of glass-forming ability. [1] [2] [3] . At the microscopic level, crystallization is described by the classical crystal nucleation and growth theories [4, 5], yet in general solid formation is a far more complex process. Particularly the observation of apparently different crystal growth regimes in many binary liquid mixtures greatly challenges our understanding of crystallization [1, 6-12]. Here, we study by experiments, theory, and computer simulations the crystallization of supercooled mixtures of argon and krypton, showing that crystal growth rates in these systems can be reconciled with existing crystal growth models only by explicitly accounting for the non-ideality of the mixtures. Our results highlight the importance of thermodynamic aspects in describing the crystal growth kinetics, providing a major step towards a more sophisticated theory of crystal growth.
associated with particle motion [15] . The weak dependence on temperature of the particle's velocity for a Boltzmann distribution describes the ballistic motion at short times. At longer times the particle motion becomes, on average, diffusive, exhibiting an Arrhenius-like dependence on temperature. Sun et al. [16] recently found by molecular dynamics (MD) simulations that the barrier-less crystal growth kinetics in supercooled Lennard-Jones (LJ) liquids and pure metals might arise from a crystalline ground state of the atoms in the disordered liquid state adjacent to the crystal/liquid interface, effectively reducing the time required for transforming the liquid to crystal.
However, many crystal growth rates are difficult to treat with these classical models, especially when key variables such as composition and particle size ratio are varied in binary systems [1, [6] [7] [8] [9] [10] [11] [12] . The crystallization behavior of supercooled binary alloys is of particular importance, not only because of their great technological relevance, but also for studies of glass-forming ability in few-components liquids [2, 3] . Simulations do show that crystal growth rates in binary alloys can be much lower than those predicted by the CL model [1, 7, 11, 12] , but the WF model also fails to describe crystal growth in these systems [7, 9] . The current situation is that there is no comprehensive theory that is able to explain such differences in crystal growth rates arising in entirely metallic liquids [2, 3] .
Here, we made a significant step forward in our fundamental understanding of crystal growth by investigating by means of experiments, theoretical modeling, and MD simulations the crystallization kinetics in supercooled mixtures of argon and krypton. Rare-gas liquids are particularly attractive model systems because MD simulations indicate that crystal growth rates in supercooled LJ liquids [14, 17] are comparable to those in pure metals [16] . Furthermore, condensed argon and krypton are miscible in the whole range of composition in both the liquid and solid phases, with a phase diagram approaching that of an ideal mixture [18] . These features, combined with the about 8% difference between the argon and krypton atomic radii and the absence of chemical order, make liquid mixtures of these two elements the ideal laboratory realization of the simplest atomic binary systems. However, cooling rare-gas liquids to temperatures significantly below their melting points is difficult, not to mention the subsequent probing of the rapidly evolving liquid-to-solid phase transition. Our approach was based on the generation of a microscopic laminar jet in vacuum, which offers a powerful method to investigate fast structural transformations in simple supercooled atomic and molecular liquids [19, 20] . Figure 1a shows a schematic representation of the experiment. Liquid jets of varying krypton mole fraction x between x = 0 (pure argon jet) and x = 1 (pure krypton jet) were generated in a vacuum chamber (see Methods). The jets cooled rapidly by surface evaporation until they crystallized spontaneously by homogeneous nucleation, forming continuous solid filaments [20] .
We used x rays to probe the crystallization process by adjusting the distance z between the orifice and the interaction region, effectively changing the time t = z/v, where v is the jet velocity, with a resolution of ≈ 0.5 µs (see Methods). Figure 1b shows reduced diffraction profiles obtained by azimuthal integration of two-dimensional scattering images from a jet with x = 0.85 krypton mole fraction (see Methods). At small distances, the diffraction curves exhibit a broad main peak characteristic of short-range order in the disordered liquid state. With an increasing z, a reduction in the diffuse scattering from the liquid is accompanied by the rise in intensity of five sharp peaks, which become the dominant feature at the largest distances. We identified these peaks with reflections of the face-centered cubic (fcc) crystal structure, into which rare-gas liquids crystallize under equilibrium conditions [21] . Figure 2a shows the time evolution of the converted liquid fraction in the scattering volume, extracted from diffraction profiles like those shown in Fig. 1b (see Methods). We fitted the experimental data by the Johnson-Mehl-Avrami-Kolmogorov (JMAK) rate equation
, where k, τ , and n are fit parameters. The fits are shown as solid curves in Fig. 2a , with the values of the fit parameters presented in Supplementary Table 1 . The Avrami exponent n contains information on the crystal nucleation and growth topologies. We found that n is close to unity for the eight investigated jets, a result that might be associated with surface nucleation [22] . The JMAK model provides a widely used approach to obtain a reliable estimation of the characteristic crystallization rate constant k. The ratio of k to the crystallization rate constant for the pure argon jet is plotted in Fig. 2b as filled circles. The data indicate a slowdown of the crystallization kinetics with increasing x, which becomes faster again for the krypton-rich jets. In particular, the x = 0.4 mixture crystallized, on average, at a five times smaller rate than the pure argon and krypton jets.
The trend displayed in Fig. 2b is qualitatively similar to that reported for diverse binary systems, such as colloids [8, 23] and quantum liquids [24] . However, a direct comparison with Eq. (1) is in general precluded because the explicit calculation of the crystal growth rate requires thermodynamic data that are either difficult to obtain or unavailable, so that several approximations must be introduced [5] . Condensed argon and krypton and their mixtures represent a fortunate exception, as phase-equilibrium thermodynamic data are available for these systems (see Methods and Supplementary Fig. 1 ). We therefore carried out an exact analytic calculation of u(T ), the details of which are provided in Methods. Since the crystal growth rate is a function of the temperature, to allow for comparison with the experimental data we determined the jet temperature at the onset of crystallization on the basis of the lattice constants extracted from the diffraction profiles like those shown in Fig. 1b (see Methods and Supplementary Fig. 2 ). The resulting jet temperatures are plotted as colored circles in the inset of Fig. 1b . To a good approximation, their dependence on the krypton mole fraction can be treated as linear [24] , as shown by the fit T (x) = 74.7 + 28.7x of the experimental data. The discrepancy observed for the argon-rich mixtures, for which the experimental rates are systematically smaller than those predicted by Eq. (1), might arise from the slightly different physical meaning of k and u(T ), the former also implicitly including the contribution from the nucleation rate [5] . Therefore, the experimental and theoretical relative rates in Fig. 2b would be directly comparable only if the nucleation rate were independent on composition; our results indicate that for mixtures of argon and krypton this may in fact be not the case.
The comparison in Fig. 2b between the experimental data and theoretical calculations does not allow assessing which of the two crystal growth models effectively describes the kinetics of crystallization. This can be understood by the fact that at the temperatures at which crystallization occurred in the liquid jets the crystal growth rate is largely determined by the thermodynamic factor in the square brackets of Eq. (1), and only at lower temperatures does the kinetic contribution from the crystal addition rate become dominant. In order to discern between the two models, we performed MD simulations of a seeded fcc crystal growth [1, 14] in liquid mixtures of argon and krypton at much lower temperatures than those attained experimentally. The simulation details are provided in Methods and Supplementary Fig. 3 . Our systems crystallized via the stacking of one slab of atoms (a layer) on top of each other along either the (100) or (111) surface. We analyzed the atomic configurations by the averaged local bond order parameters to characterize the local order in the system and to evaluate the crystal growth rate (see Methods). The crystal growth rates of the (100) and (111) surfaces obtained from simulations carried out at the interpolated temperature T (x) are shown in Fig. 2b as ratios to the respective rates for pure argon of 13.3 m s −1 and 8.0 m s −1 , respectively. The simulation results agree reasonably well with the theoretical calculations, evidencing no significant differences between the crystal growth rates of the two surfaces.
Having established that at the experimental jet temperatures both theory and simulations do yield consistent results, we now turn to the analysis of the temperature dependence of the simulated crystal growth rates of the surface (100), plotted in Fig. 3 for five representative systems. We determined the free parameters f /c 2 and f /c of the WF and CL models, respectively, by fitting u[T (x)] in either case to the simulated crystal growth rates (see Supplementary Fig. 4 ), obtaining f /c 2 = 31.4 and f /c = 1.8. In Supplementary Fig. 5 we show that, as already established by Broughton et al. for a pure LJ liquid [14] , the strongly activated nature of the diffusive kinetics completely fails to describe the observed temperature dependence in all simulated systems, with the WF model deviating from the simulation results already at small supercooling. By contrast, the violet and red solid lines in Fig. 3 show that the CL model provides a good description of the simulated crystal growth rates of the pure systems in the full temperature range [14] . In these calculations we used the slightly different value f /c = 1.9, as obtained independently by a direct fit of the CL model to the temperature dependence of the simulated crystal growth rates of pure argon. The comparison in Fig. 3 , however, also shows that the CL model is unable to account for the peak growth rates in the supercooled mixtures. In particular, the maximum theoretical crystal growth rate predicted for the x = 0.4 mixture (cyan solid line) is roughly 80% larger than that found in the simulations. These results provide clear evidence that neither the WF nor the CL model can properly describe the crystal growth kinetics in the simplest supercooled atomic liquid mixtures of the present study.
In the task to account for this failure of the theory, we first recall that in the liquid mixture a force F α = −∇µ L α on an atom of species α ∈ {Ar, Kr} is generated by the gradient of its
is the potential of pure species α at the same thermodynamic conditions of the mixture, x α is the mole fraction, and γ L α is the activity coefficient [26] . An elementary calculation yields
is a thermodynamic factor independent on the choice of the species α [25] . This factor was shown to provide a correction term to the diffusion coefficient for a binary mixture [27] (see Methods), thereby accounting for effects of non-ideality of the mixture on the diffusive motion of the particles.
Since in a pure LJ liquid the crystal growth kinetics as described by the CL model is determined by the short-time thermal motion characteristic of an ideal gas [15] , the question arises how the particle's velocity is affected by F α in the mixture. An approximate analysis shows that the shorttime solution to the equation of motion is represented by the average thermal velocity scaled by Φ.
Hence, we can define the modified CL crystal addition rate
where the explicit expression of Φ is derived in Methods, see Eq. (12) . Note that ν CL (T ) = ν CL (T )
for the pure systems, by definition. The crystal growth rates calculated using ν CL (T ) are shown in We extended the comparison between theory and simulations also to the growth of the (111) surface. The results, presented in Supplementary Fig. 6 , clearly show that the dependence on temperature of the crystal growth rate of the (111) surface is also well described by the modified CL model. In these calculations we used f /c = 1.1, reflecting the smaller absolute crystal growth rates found in the simulations when compared to the (100) surface. It is significant that our results are in sharp contrast to those reported by Burke et al. [17] , who found that the crystal growth rate of the (111) surface in a pure supercooled LJ liquid was described by the WF model.
In conclusion, we have shown that the departure from ideality provides a simple, clear physical account of the crystal growth rates in supercooled mixtures of argon and krypton, thereby significantly improving the canonical view of crystallization. We anticipate that the crystal addition rate in Eq. (3) might be especially relevant to the description of crystal growth in regular solutions.
As a further important example of such a binary system, the explicit calculation of Φ for alloys of copper and nickel based on available assessed data [28] , extrapolated to supercooled temperatures, does indicate that the modified CL model can consistently explain experimental [29, 30] and simulation [10] results on crystal growth in these liquids. Having established the key role played by the thermodynamic complexity that distinguishes binary liquid mixtures in the kinetics of crystal growth, the opportunity now exists for a quantitative description of crystal growth in binary systems beyond the simplest atomic liquids discussed in the present paper, and particularly in strongly data [31] . We verified the validity of Eq. (4) by comparing it with lattice constants measured in solid mixtures of argon and krypton at 7 K [32] . The jet temperature was then obtained as graphical solution to a(x, T ) − a exp = 0 for each x, as shown in Supplementary Fig. 2 .
Theoretical crystal growth rate calculations. We calculated the explicit analytic dependence on x and T of each of the quantities appearing in Eq. (1) in the main text. The expression for the lattice constant was already derived above, Eq. (4). For the calculations with the CL model we used the weighted mass m(x) defined above. The diffusional behavior in binary mixtures was investigated experimentally by Vignes [33] , who proposed an empirical expression for the composition dependence of the diffusion coefficient that was later justified on a theoretical ground by Cullinan [34] . In this formulation, the binary diffusion coefficient used in the WF model reads
where Φ(x, T ) is defined by Eq. (2) in the main text. The diffusion coefficients of the pure substances were obtained as zero-pressure linear extrapolations of experimental diffusivity data at higher pressures [35] by assuming a temperature dependence of the usual Arrhenius form, The Gibbs free energies of the liquid and crystal are [26] ,
where g L,C Ar (T ) and g L,C Kr (T ) are the Gibbs free energies for pure argon and krypton, respectively,
RT is the ideal free energy of mixing, and
is the excess free energy expressed as a function of the activity coefficients of argon and krypton [26] .
The free energies of the pure substances in Eq. (6) were obtained from their respective heat capacities c L,C p (T ), since g L,C (T ) = h L,C (T ) − T s L,C (T ), with the enthalpies and entropies given by
and
respectively, being T m the melting temperature. The enthalpy of fusion
is ∆h m = 1180 J mol −1 for argon and ∆h m = 1640 J mol −1 for krypton. We assumed the heat capacities of the supercooled liquids as extrapolations for T < T m of experimental data at higher temperatures [36] [37] [38] , fitted by c L p (T ) = a 0 + a 1 T + a 2 T exp(a 3 T ) (see Supplementary  Fig. 1 ). The fit parameters are a 0 = 28.6384 J mol −1 K −1 , a 1 = 0.1744 J mol −1 K −2 , a 2 = 4.66 × 10 −8 J mol −1 K −2 , and a 3 = 0.111 K −1 for argon, and a 0 = 40.5517 J mol −1 K −1 , a 1 = 0.0349 J mol −1 K −2 , a 2 = 1.7169 × 10 −6 J mol −1 K −2 , and a 3 = 0.0599 K −1 for krypton.
The experimental heat capacities of the pure solids [36, 39] were fitted for T > 10 K by the fourth-order polynomial c C Supplementary Fig. 1) , For practical purposes, the excess term of Eq. (7) is written as a series expansion [26] ,
where ξ L,C 0 (T ), ξ L,C 1 (T ), ξ L,C 2 (T ), . . . , are empirical coefficients that depend on temperature. Davies et al. [40] measured the excess free energy for equimolar liquid mixtures of argon and krypton at two different temperatures, providing the first three coefficients in the expansion of g L E (x, T ). The experimental values indicate that such mixtures closely approach the limit of the so-called regular solutions [26] , for which ξ 
T ∂G L,C (x, T )/∂T evaluated at the liquidus temperature T m (x). We obtained an analytic expression for T m (x) by fitting a sixth-order polynomial to the experimental phase-equilibrium data [18] , as shown in the inset of Fig. 1b in the main text.
To evaluate the thermodynamic factor of Eq. (2) in the main text in terms of the experimental excess data for mixtures of argon and krypton, we first write the excess free energy for the liquid as
By comparing the last expression in the above equation with Eq. (7), we find for example ln γ L Kr = (1 − x) 2 ξ L 0 (T ), and thus
Simulation details. We performed the MD simulations using LAMMPS (http://lammps. sandia.gov) on CINECA high-performance computing facilities (https://www.cineca.it).
The simulation box, shown in Supplementary Fig. 3 The simulation box accommodated two independent crystal growths in opposite directions with respect to a central crystalline seed of either pure argon -for argon-rich systems -or pure krypton -for krypton-rich systems. The particles of the seed interacted via the standard LJ potential, but they were additionally confined to their equilibrium positions by a single-particle harmonic potential whose elastic constant was determined to reproduce the average atomic positions of a reference crystalline fcc phase at fixed temperature. The region that we used to perform the statistical analysis comprised eighteen atomic layers labeled by the index l = 1, . . . , 18 in each half of the simulation box. The analysis region was separated from the central seed by a buffer region consisting of four additional layers. The atoms in the analysis region were time-integrated at constant atom number, volume, and energy. Both the crystalline seed and the buffer were kept at constant temperature by a Bussi-Parrinello thermostat. As crystallization proceeded, the thermostat was progressively extended to the as-solidified layers at a pace slightly lower than the growth rate in order to dissipate the latent heat. A supercooled liquid region separated from the analysis region by additional buffer layers was used to keep the box at zero pressure via a Berendsen barostat and as a particle reservoir to maintain a constant chemical potential [1] , thereby guaranteeing a uniform crystal growth. The barostat acted only along the growth direction to leave the transverse crystal lattice constant unchanged. Each simulation started by equilibrating the whole system above the melting temperature for 8 × 10 3 fs, during which the central seed retained its crystal structure because of the harmonic confinement. The system was then cooled within 100 fs to the final temperature.
With the input parameters reported in Supplementary Table 2 , the time for crystallization of the supercooled liquid varied between ≈ 3.6 × 10 5 fs for pure argon and ≈ 2.2 × 10 6 fs for the x = 0.4 mixture.
The MD trajectories were analyzed by means of the structural order parameter S(i) = N (i) j=1 q 6 (i) · q * 6 (j) |q 6 (i)| |q 6 (j)| ,
where N (i) is the number of first neighbors of the ith particle and where the 13-dimensional vector q 6 (i) is one of the standard rotationally invariant Steinhardt parameters that allow distinguishing between different crystal symmetries [42] . Typically, S(i) ranges from ≈ 0.2 for a disordered liquid to ≈ 0.9 for a crystal. To determine the crystal growth rate, we labeled a layer with index l as the crystal front (CF) if the crystallinity condition S(i) ≥ 0.7 was satisfied by at least 50% of the atoms in the layers with indices l and l − 1. Indicating with τ CF l the time at which the layer of index l became the crystal front, we computed the crystal growth rate according to
with l = 1, . . . , 9, and where L is half the length of the analysis region (see Supplementary Fig. 3 ).
In this way, we obtained a total of eighteen independent estimations of the crystal growth rate for each simulation run.
Code availability. The codes used during the current study are available from the corresponding author upon reasonable request.
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