Radio observations of galaxy clusters show that the intracluster medium is permeated by μG magnetic fields. The origin and evolution of these cosmological magnetic fields is currently not well understood, and so their impact on the dynamics of structure formation is not known. Numerical simulations are required to gain a greater understanding and produce predictions for the next generation of radio telescopes. We present the galactic chemodynamics smoothed particle magnetohydrodynamics (SPMHD) code (GCMHD+), which is an MHD implementation for the cosmological smoothed particle hydrodynamics code GCD+. The results of 1D, 2D and 3D tests are presented and the performance of the code is shown relative to the ATHENA grid code. GCMHD+ shows good agreement with the reference solutions produced by ATHENA. The code is then used to simulate the formation of a galaxy cluster with a simple primordial magnetic field embedded in the gas. A homogeneous seed field of 3.5 × 10 −11 G is amplified by a factor of 10 3 during the formation of the cluster. The results show good agreement with the profiles found in other magnetic cluster simulations of similar resolution.
I N T RO D U C T I O N
Cosmological magnetic fields are thought to be ubiquitous throughout the Universe and have been detected by radio observations on scales as large as galaxy clusters. On the galactic cluster scale, magnetic fields have been detected via Faraday rotation measurements of distant quasars/active galactic nuclei (AGN), by the observation of radio galaxies within the cluster and by the detection of diffuse synchrotron emission from radio haloes (e.g. Kronberg 1994; Clarke, Kronberg & Böhringer 2001; Carilli & Taylor 2002; Govoni & Feretti 2004; Pizzo et al. 2011) . The current observations find magnetic fields of μG strength permeate the intracluster medium (ICM) of most galaxy clusters. Beyond the cluster scale, measurements of the magnetic field are far less certain. Cosmological fields can be generated via Weibel's instability (Schlickeiser & Shukla 2003; Medvedev, Silva & Kamionkowski 2006 ), Biermann's battery (Biermann 1950; Subramanian, Narasimha & Chitre 1994; Kulsrud et al. 1997; Gnedin, Ferrara & Zweibel 2000) , structure formation (Harrison 1970; Ichiki et al. 2006) , galactic winds (Beck et al. 1996; Bertone, Vogt & Enßlin 2006; Donnert et al. 2009 ), relativistic charged particles (Miniati & Bell 2011) and various processes in the early Universe (Widrow 2002) . Current observations of the structural detail of these fields is limited, but the next generation of radio telescopes, such as the Square Kilometre Array (e.g. Gaensler 2006; Johnston et al. 2008) , will produce a wealth of observational data on the strength and structure of cosmological magnetic fields. E-mail: djb2@mssl.ucl.ac.uk To compare these observations with our knowledge of cosmological magnetic fields, we require numerical simulations. The predictions made by simulations allow for a comparison of the theory with the observation. This will produce a more detailed understanding of cosmological magnetic fields.
The evolution of primordial magnetic fields in a cosmological setting has been studied using both smoothed particle magnetohydrodynamics (SPMHD; e.g. Dolag & Stasyszyn 2009; Bonafede et al. 2011) and adaptive mesh refinement codes (e.g. Dubois & Teyssier 2008; Miniati & Martin 2011) . The different techniques produce good agreement on the predicted strength and profile of a magnetic field in a galaxy cluster. They show that the initial structure of the field has little influence on the final field. The central cluster field strength predicted by these simulations agrees with the values inferred from observation. A few simulations have followed the creation of a cosmological magnetic field from either galactic wind pollution of the ICM (Donnert et al. 2009 ), AGN pollution of the cluster (Xu et al. 2010) or the Biermann battery mechanism during structure formation (Ryu, Kang & Biermann 1998) to generate a field from zero field initial conditions. The magnetic field strength can also be predicted a posteriori using the velocity fields from a purely hydrodynamical cosmological simulations (Ryu et al. 2008) . These simulations produce different field strengths than the values found from following the evolution of a primordial magnetic field, especially in filament structures. Further simulations are required to examine the different origins of a magnetic field in the ICM and to test the validity of the predictions made.
We present the implementation of magnetohydrodynamics (MHD) for the existing galactic chemodynamics code (GCD+) (Kawata & Gibson 2003; Kawata et al. 2009; Kawata et al., in preparation) . GCD+ is a 3D tree N-body/smoothed particle hydrodynamics (SPH) code which incorporates self-gravity, hydrodynamics, radiative cooling, star formation, supernova feedback and metal enrichment. The following MHD implementation is fully compatible with all of the original features of the code and allows for a complete cosmological simulation to be run. We discuss the choice of method to ensure tensile instability is avoided to an appropriate level. We also discuss the effect of an applied time-dependent dissipation scheme (Morris & Monaghan 1997) for the magnetic field and the effect of the Balsara switch (Balsara 1995) on the test simulations, including its need in a cosmological simulation. For the tests shown in this paper, we ignore the additional processes and concentrate on the effect of introducing MHD to the simulations and the accuracy of the non-radiative solutions produced. As such, radiative cooling, star formation, supernova feedback and metal enrichment are switched off in all results presented.
In Section 2, we present the numerical implementation of the MHD equations used in GCMHD+. Section 3 shows the performance of the code in various test simulations. Section 4 shows the results of a cosmological simulation for the formation of a galaxy cluster with a simple primordial magnetic field embedded in the gas. Our conclusions are then given in Section 5.
M H D I M P L E M E N TAT I O N
The hydrodynamics components in the code are adopted from Kawata et al. (in preparation) . In this section, we summarize the addition of the MHD implementation and the updated parameters for the artificial viscosity (AV) for MHD simulations. We note that while our scheme does not ensure the ∇ · B = 0 constraint, we present results in Sections 3.5 and 4 which show that it is well satisfied for all simulations.
Hydrodynamics parameters
AV is used in hydrodynamics codes to smooth discontinuities, such as shocks, in the velocity field of the simulation, thus allowing the code to capture the physics correctly. Applying a constant level of AV to the simulation causes smoothing when it is not required. Morris & Monaghan (1997) suggest an AV switch where the level of AV is allowed to vary in space and time for particles in the simulation. The minimum level of AV in a simulation is set by the parameter α AV min and for a purely hydrodynamics simulation this is set to α AV min = 0.1 (e.g. Rosswog & Price 2007) . While running our MHD test suite for the MHD implementation, we found some postshock oscillation in the density field; hence, for MHD simulations we increased the minimum AV to α AV min = 0.6. We also implement artificial thermal conductivity (AC) following Rosswog & Price (2007) . We allow the thermal conductivity parameter, α C , to vary with time for each particle. The parameter varies such that 0 ≤ α C ≤ 2 via
where
is the source term. Unless explicitly stated, AC is turned on in all simulations. The Balsara switch (Balsara 1995) reduces the AV when the code detects a shear flow. This prevents the AV from becoming the dominant force and generating spurious forces in a shear flow. While running the MHD test suite with the code, especially shock tube test 5A in Section 3.1, it was found that this switch was causing the velocity to being captured poorly. We then removed the switch from the code and found that it produced a significant improvement in the code's ability to produce the velocity solution, with minimal negative effects on other tests.
Induction equation
The magnetic field is evolved via the induction equation which, neglecting any form of dissipation and enforcing the ∇ · B = 0 constraint, takes the form
This is the standard form of the induction equation, and it is the correct choice as it is unaffected by magnetic monopoles. We then convert this to SPH components, and the equation takes the form
where B k are the components of the magnetic field and we sum over the l components, ρ i is the density at particle i, m j is the mass of particle j, v ij is the velocity between the two particles, r ij is the distance between the two particles and 1/ i is the factor correcting for the use of variable particle smoothing lengths (Price & Monaghan 2004b) . The discrete form of equation (2) no longer enforces the ∇ · B = 0 constraint. The magnetic field is allowed to act back on the fluid via a Lorentz force term in the momentum equation.
Lorentz force
The conservative form of the magnetic stress tensor, derived by Phillips & Monaghan (1985) , is given by
The form of the stress tensor ensures conservation of momentum at shocks. This generates a force that produces an additional term in the momentum equation, which in component form is
When the magnetic field dominates the gas pressure, this exactly momentum conserving form of the force becomes unstable. The magnetic stress can become negative, and this leads to the tensile instability. The negative stress, or an attractive force, between particles can cause them to clump together, and the simulation becomes highly unstable. This requires a stable MHD code to have an additional term in the momentum equation to suppress the possibility of clumping, which takes the form of an instability correction.
Tensile instability correction
The tensile instability is a well-known problem for SPMHD, and several methods have been proposed to suppress it. Monaghan (2000) suggested the addition of an anticlumping term to the momentum equation which prevents the occurrence of the tensile instability. At short distances, a steepened kernel ensures that this additional term becomes significant and the particles repel each other. This was found to be effective for 1D and 2D simulations. However, for 3D simulations with variable smoothing lengths, this method is no longer effective at preventing clumping. Børve, Omang & Trulsen (2001) suggested directly subtracting any non-vanishing monopole terms from the momentum equation. This can be implemented by an additional term in the momentum equation, which takes the form
where the parameterβ controls the level of non-vanishing divergence subtracted. In principle, the addition of this term to the momentum equation breaks the momentum conservation of the formulation, but it does not seem to cause any major effects in our test simulations. Børve et al. (2001) used a value ofβ = 1 and Dolag & Stasyszyn (2009) found from testing thatβ = 1 produced no harm to their results. Børve, Omang & Trulsen (2004) suggested that stability can be achieved withβ < 1 and thatβ = 0.5 should be used to minimize any non-conservative contribution. After testing, we find thatβ = 0.5 produces the optimal results for our code and that it removes the tensile instability effectively (see Section 3.5).
Artificial magnetic dissipation
When no magnetic field is present, a good estimate of the speed at which a signal can be sent from one particle to another is given by
where v sig ij is the signal velocity between the particles i and j, c i is the sound speed at particle i and v ij is the velocity between the particles. In the presence of a magnetic field, a variety of MHD waves can propagate. The simplest generalization of the signal velocity is to replace the sound speed with the fastest magnetic wave (Price & Monaghan 2004a ). The sound speed is then given by
In order to treat MHD shock fronts correctly, a dissipation term is required to resolve any steep gradients in the magnetic field. We implement an artificial magnetic dissipation analogous to an AV, based on the change of the total magnetic field, following Price & Monaghan (2004a) . This artificial dissipation is included via an additional term in the induction equation, which takes the form
The strength of the dissipation is controlled by the parameter α B . The dissipation will lead to a generation of entropy according to
where a = (P/ρ γ ) (Springel & Hernquist 2002) . It was found that the artificial dissipation significantly reduced the noise; however, with a constant value of α B , it also led to a smoothing out of acute features. Price & Monaghan (2005) proposed that this could be avoided by making α B independent and time varying for each particle. We allowed α B to vary by integrating an equation very similar to the one for time-dependent viscosity,
where α min B
is the minimum level of dissipation applied to each particle in the simulation and the source term, S, was chosen to be
The parameter τ controls how fast the dissipation decays. This combined with the signal velocity defines the distance from the shock for the artificial dissipation to return to the minimum value. It is defined by
where h i is the smoothing length for particle i and a value of 0.2 was chosen for the constant C, i.e. 5 smoothing lengths. In order to conserve momentum, the average valueᾱ
) is used in all simulations. Tests indicate that the use of a particle variable dissipation parameter greatly improves the code's shock-capturing capabilities without significant smoothing of sharp features.
T E S T S I M U L AT I O N S
Having outlined the additions made to produce the GCMHD+ code, we run a series of test simulations which have become the standard set to show the performance of a numerical MHD scheme. We ran a large number of series of test simulations with different parameters associated with the MHD implementation, such as α Due to the complex nature of MHD interactions, no analytical solution exists for many of the tests presented below and so the performance of the code is compared to a reference solution. This is provided by the publicly available ATHENA MHD mesh code (Stone et al. 2008 ).
Magnetic shock tubes
Magnetic shock tubes are the standard test of any numerical MHD scheme. The addition of MHD allows for more complex solutions Table 1 . Summary of the initial conditions for all 1D test simulations, where N is the number of particles, ρ is the density, V is the 3D velocity structure, B is the 3D magnetic field structure and P is the pressure. L and R denote the left and right halves of the simulation. to the Riemann problem due to the presence of slow and fast Alfvén waves. Sharp magnetic features present in the simulation will be smoothed by the artificial dissipation, and the full effects of any applied regularization scheme must be explored. This means that a full set of shock tube problems, as presented in Ryu & Jones (1995) , are required to rigorously test the effects of the applied artificial magnetic dissipation scheme and to establish the best parameters for 1D solutions produced by the code.
The set-up of all the 1D shock tube simulations can be found in Table 1 . While the particle position is only allowed to vary in the x direction, the particle velocity and the magnetic field are allowed to vary in three dimensions. As no analytic solution is known, the code is compared against a reference solution obtained using the ATHENA code. The resolution of the ATHENA simulation depended on the shock tube being run, but the parameters of each test were left unchanged from the originals provided.
Figs 1-11 show the density, pressure, V x and B y outputs for all the shock tube tests. The code captures the majority of the features precisely. For the tests, 1A and 1B, the code captures all three stages, including the intermediate phase, for both the strong and weak shock accurately. For the density, at x = 0.02, and magnetic field, at x = 0.00 and 0.02, of 1A and the velocity, at x = 0.39, and magnetic field, at x = −0.14, of 1B, there are small deviations from the reference solutions. The code's ability to capture the velocity in test 1B improves as the resolution increases.
The second set of tests, 2A and 2B, have a 3D velocity and magnetic field structure. All the features are well captured by the code, and only the transition in the magnetic field of test 2B, between the intermediate and lower state, at x = 0.05, shows any visible deviation from the reference. In both tests, there is also a small amount of oscillation visible in the magnetic field at the shock boundaries. Test 2A shows some oscillation in the density and pressure as well.
The third tests, 3A and 3B, show the code's ability to handle magnetosonic features. The pressure, velocity and magnetic field profiles produced by the code for test 3A agree well with the reference solution. The density profile in test 3A is poorly captured. There is a large dip in the density compared to the reference solution. This is due to the hard hydrodynamical conditions for the test, where some of the particles are colliding at high speed with stationary ones, producing a wall heating error. This is effectively a wall for the high-speed particles and due to the restriction of only being allowed to travel in one spatial dimension, they crash in to this wall and oscillate back and forth. This causes the resulting dip in the density at the wall. This problem is not experienced by the mesh code, and so it produces the correct solution. The velocity profile for test 3B agrees with the solution produced by ATHENA. For the density, pressure and magnetic field solutions are well captured with a small deviation at x = 0.0. This code shows smaller peaks compared to the ATHENA result. However, the result from Ryu & Jones (1995) for test 3B is more comparable to the solution produced by GCMHD+. We therefore believe the inconsistencies between the results could be due to an artefact in the ATHENA solution.
The fourth set of tests deal with features caused by the magnetic field turning on and off behind fast-and slow-moving rarefactions Due to the difficult hydrodynamics set-up, the density is not well captured for the transition. and shocks. The code produces density, pressure and velocity profiles which show good agreement with the reference solutions. The magnetic field is well captured, with a small amount of oscillation, in 4A, 4B and 4D. The magnetic field profile found in test 4C does agree with the reference solution, but there is a very large amount of oscillation present in this test at the shock front.
The final test, 5A, is the commonly used shock tube test of Brio & Wu (1988) . This test involves a shock and rarefaction moving together. The solution produced by the code captures all of the features very well for the density, pressure and magnetic field, with a small amount of oscillation visible in all of the profiles. The velocity is well captured in the high-density region, but it is poorly captured in the low-density region. Overall, the code captures all of the features present in the tests and produces very similar results to the reference solutions provided by ATHENA.
Rotor test
The fast rotor test has been used many times to check the validity of solutions produced by an MHD code (Tóth 2000) . The 2D test is set up with a dense rotating disc embedded in a low-density, static ambient medium. A uniform magnetic field is applied across the entire simulation. A constant field is set in the x direction with a strength of B x = 2.5/ √ π. The rotating disc has a radius of r 0 = 0.1, initial density of ρ = 10 and pressure of P = 1. The rotational velocity is given by v x = 2(y − 0.5)/r 0 , v y = 2(x − 0.5)/r 0 and v z = 0. The ambient medium has a density ρ = 1 and pressure P = 1. One way to produce the density contrast is to use particles of different mass for the disc and the background medium. However, this produces spurious unwanted effects. Instead we apply the same mass to all the particles and put 10 times more particles in the disc region. First, the ambient medium is laid down in a regular hexagonal lattice. Then a second lattice is placed with smaller particle spacing in a region 2r 0 × 2r 0 centred at (0, 0). The larger separation particles for which r < r 0 and smaller separation particles with r > r 0 are removed. This ensures that all particles in the simulation have the same mass. A hexagonal lattice is used instead of a standard square lattice to reduce any discontinuities between the The simulation is evolved until t = 0.1, and the result can be qualitatively seen in Fig. 12 . The material contained in the disc is thrown out into the surrounding medium, but is contained by the magnetic field. The quantitative comparison between the code and the ATHENA simulation can be seen in Fig. 13 peaks. The difference between the solutions is caused by the code smoothing out the density change across the edge of the shock front.
Orszag-Tang vortex
The compressible Orszag-Tang vortex was developed from a test problem in Orszag & Tang (1979) and is a common test of MHD implementations. It shows the code's ability to handle the interaction between different classes of shock waves and the transition to MHD turbulence. Using γ = 5/3, a magnetic-to-thermal pressure ratio of 10/3 and an average Mach number of unity, a uniform medium with periodic boundaries is set out in a hexagonal lattice with P = 5/3B The simulation was evolved until t = 0.5, and the results are shown in Fig. 14 . The results show good agreement with those published in the literature, such as Ryu & Jones (1995) . As the resolution increases, the complex interplay between the four shock fronts and the magnetic field becomes clearer, with more smallscale features easily visible in the 512 × 590 run compared to the 128 × 146 run.
For a quantitative comparison of the code's ability, we measure the variation of the pressure as a function of x at a fixed y and compare the results to the solution produced by ATHENA. The results are seen in Fig. 15 . There is good agreement between the two solutions. A small amount of smoothing can be seen in the upper plot at x = −0.45 where the ATHENA solution produces very sharp features.
MHD point-like explosion
The MHD blast wave test is identical to the Sedov test commonly used for testing pure-hydrodynamics codes but with a magnetic field Figure 13 . A cut through fast rotor along x = y at t = 0.1 showing how the density (blue points) compares to result found using ATHENA (red line). The code captures the majority of the density features very well. There is a small difference between the ATHENA solution and the code either side of the main density peaks due to smoothing.
added to the simulation. The uniform field is initially added in the x direction, such that B = [B 0 , 0, 0], where B 0 = 3. The medium is a constant density, ρ = 1, with a hot point source embedded in it. The simulation box runs from −0.5 to 0.5 in the x, y and z directions. The 100 3 particles are set out on a cubic grid ensuring that a particle occupies the position at (0, 0, 0). The central particle is then given an energy 100 times the energy of the ambient medium. We do not apply the smoothed central high-energy sphere used in some literature (e.g. Dolag & Stasyszyn 2009 ). Instead we let the energy spread from a single high-energy particle. This is a much harder initial condition than the smoothed case. Due to the strength of the field, the magnetic pressure plays an important role in the evolution of the shock.
As Fig. 16 shows, particles moving in a direction perpendicular to the orientation of the field are constrained by the magnetic tension force, which prevents the density at the shock front from increasing to the levels seen in the x direction. It is also noticeable that the field lines are not significantly bent by the shock front. The solution produced by the code agrees well with other 3D MHD blast wave results shown in the literature (e.g. Balsara 2001; Rosswog & Price 2007) .
Numerical parameters
The simulations shown in previous sections use our best compromised set of numerical parameters that can produce satisfactory results for all of the tests, including the cosmological simulation. The value of the magnetic dissipation is a compromise between minimizing the smoothing of sharp features and reducing oscillations in the magnetic field. This can be seen in the cosmological simulation, where the magnetic field is highly dependent on the applied dissipation, and other simulations which show the presence of oscillations in the solution, such as the magnetic field for test 4C in Section 3.1. In order to get more of a quantitative measure of the quality of the solution, the mean of all ∇ · B = 0 errors, B , in the simulation volume can be calculated using
The numerical parameters can then be varied and the error can be plotted as a function of the parameter. Fig. 17 shows the mean error of the simulation as a function of the minimum applied artificial dissipation, α B min , for all of the test simulations shown in Sections 3.1-3.4. Fig. 17 shows that applying a small amount of dissipation to the simulation improves the divergence error, or the noise, of the solution. However, it also shows that increasing α B min beyond α B min = 0.1 does not lead to a further reduction in the noise, even in multidimensional tests. Any small amount of applied dissipation will lead to some smoothing of features and so the best range for α B for the non-cosmological test simulations was to allow it to vary between 0.05 and 1.0 for each particle. However, due to the dependence of the cosmological magnetic field on the level of applied dissipation, the value of α B was allowed to vary between 0.0 and 1.0, and therefore we chose α B min = 0.0. Fig. 17 demonstrates that this choice of α B min provides a reasonably low level of error. The second important parameter for GCMHD+ isβ, which controls the level of ∇ · B force subtraction. In Børve et al. (2004) , it was suggested that the value ofβ could be less than 1 and stability still ensured. In Dolag & Stasyszyn (2009) , they argue that it is unclear as to whether the conclusions by Børve et al. hold in 3D. We ran all of our test simulations and measured the value of B as a function of β. Fig. 18 shows that increasingβ has a different effect depending on the dimensions of the simulation. Note that if we applyβ < 0.2, the code collapses and cannot solve the test problems. For 1D tests, an increase inβ generally leads to an increase in the average error. However, for higher dimension tests, an increase leads to a reduction in the error, but with a reduced return for a value of 0.5 or more.
From the result shown in Fig. 18 and to minimize the violation of momentum conservation, we chose a value ofβ = 0.5.
C O S M O L O G I C A L S I M U L AT I O N
The Santa Barbara cluster simulation was used as the base for the cosmological simulation. Since Frenk et al. (1999) , this has become a standard test for cosmological hydrodynamics codes. The initial conditions are set up to create a galaxy cluster. It was shown in Frenk et al. (1999) that different codes and numerical techniques produce generally consistent results.
The simulation assumes a classical, flat cold dark matter cosmology. The simulation allows a spherical region of 32h −1 to expand with the Hubble flow. The test uses open boundary conditions. The gas particles have a mass of 8.67 × 10 8 M and the dark matter particles have a mass of 7.80 × 10 9 M . (This corresponds to a slightly lower resolution than the 1 × simulation of Dolag & Stasyszyn 2009.) To this a homogeneous magnetic field of 3.5 × 10 −11 G is initially applied. The simulation is started at a redshift of z = 20 and evolved to the current epoch. This produces a final cluster of mass 1.16 × 10 15 M . The cluster simulation was run varying the value of α B min to test the effects of the dissipation scheme on the development of the magnetic field. The effect of AC on the magnetic field was also tested by running the simulation with and without it. The values for the different runs can be seen in Table 2 . Fig. 19 shows the hydrodynamics properties of the simulated clusters. The radial profiles of the density, temperature and velocity dispersion for the simulated clusters with artificial conductivity agree well with each other. The clusters without artificial conductivity show a higher core density, lower core temperature compared with the clusters that have artificial conductivity (Kawata et al., in preparation) , but their profiles agree between models with different values of α B min . This result is expected as the magnetic energy density is very much less than the kinetic energy, and so any magnetic field present should not influence the development of the cluster. The profiles of the clusters which use artificial conductivity agree well with the mesh code results presented in Frenk et al. (1999) , with a core density peaking at 10 14 M pc −3 and temperature of 10 8 K, which is discussed in Kawata et al. (in preparation) . The magnetic field of the simulated cluster can be seen in the upper plot of Fig. 20 . Clearly, the final profile and strength of the magnetic field depends on the minimum value of dissipation enforced on the simulation. Clusters with higher levels of minimum dissipation have a lower strength magnetic field through the entire volume, and the strength of the field in the core is reduced by four orders of magnitude compared to the case with α B min = 0.0 (simulation C1). This strong dependence on the level of dissipation was also seen in results presented in Dolag & Stasyszyn (2009) . The clusters simulated without artificial conductivity show a similar radial profile for their magnetic field when compared with the cluster Figure 16 . Plot of the density (top) and pressure (bottom) for the 3D magnetic blast wave test. The arrows indicate the strength and direction of the magnetic field in the x-y plane. The solution produced by the code agrees well with other solutions published.
simulated with AC and the same minimum dissipation, but the strength of the field is greater. We found that AC leads to simulations with a much smoother density and temperature distribution (see Kawata et al., in preparation) . Simulations without AC have more small-scale structures in their density field, which amplifies the magnetic field and keeps it at a higher level compared to the models with AC.
The middle plot of Fig. 20 shows the radial profile of |α B |, i.e. the average level of dissipation applied. It shows that enforcing even a very small level of minimum dissipation is too high for a cluster simulation. The radial profile for C1 shows that when α B min = 0.0 is applied, the code produces a dissipation of roughly 10 −4 . The Table 2 . Properties of the cluster simulations. All other parameters were kept constant to allow the effect of dissipation and thermal conductivity to be seen. average value is α B = 3.35 × 10 −4 . The cluster core has a lower level of dissipation compared to the edges of the cluster, where a small amount of material is still falling in. The effect of these minor mergers can be seen in the top panel of Fig. 20 at roughly 1 Mpc.
Recently, Bonafede et al. (2011) used a constant dissipation level of η m = 6 × 10 27 cm 2 s −1 to produce the observed magnetic field in their cosmological simulation. They also derived a value of η m = 2 × 10 27 cm 2 s −1 from turbulence arguments. Their η m simply corresponds to α B /2. We find an average value of α B = 3.35 × 10 −4 . Converting this to cgs units, we obtain η m = 1.07 × 10 27 cm 2 s −1
which is similar to their values. The lower plot of Fig. 20 shows the radial profile for the average ∇· B error calculated by equation (14). The error remains at the level of a few per cent throughout the cluster volume and is acceptable for all levels of applied magnetic dissipation.
The evolution of the magnetic field from z = 1.5 to the current epoch in simulation C1 is shown in Fig. 21 . At z = 1.5, there are Figure 20 . Radial profiles of the magnetic field, mean dissipation (|α B |) and mean ∇ · B error for all of the simulated clusters at z = 0.0. The magnetic field shows that enforcing a minimum limit threshold of dissipation causes the field to decay too quickly. The middle plot shows that the simulation will settle at a lower value of dissipation, and a higher level of magnetic field, when α B min = 0.0 is applied. The bottom plot shows that ∇ · B error is kept at a satisfactory level for all of the simulated clusters. two major protoclusters and these then merge before z = 1.2. The peak field in the cluster remains roughly constant from z = 1.5 to the final value found in the simulation. The effect of merging and infalling material can be seen as the radial field profile evolves, and the change in field profile at z = 1.2 is due to the major merger of the two large protoclusters. The field then relaxes back via dissipation to its final shape.
There is a very slight increase in the peak field at z = 0.6. This is when the last big infall of material occurs for the cluster. This shows that in the absence of any additional source terms, the magnetic field is amplified by the merging of protoclusters and by minor mergers at later epochs. Fig. 22 shows the evolution of the overall magnetic field strength over the redshift range z = 1.5-0.0. The overall magnetic field strength grows as the cluster assembles itself. This is due to the infall of material on to the cluster. This accretion causes amplification of the magnetic field, increasing its strength. The peak changes with redshift due to the increase in size of the cluster. As the cluster grows, the largest possible coherence length of the magnetic field will increase accordingly, and so the peak of the strength will tend to larger radii. In this simulation, the strength profile at z = 1.2 is very different to the others due to the effects of the major merger disturbing it.
The Fourier transform of the magnetic field was calculated over the same redshift range as Fig. 21 . The edge of the cluster was defined by its virial radius, and this set the box size for each transform. We adopt the comoving scale, allowing the different redshift profiles to be directly compared. The Fourier power spectra of the magnetic fields are shown in Fig. 23 . The general trend shows an increase in the power of the magnetic field as the cluster evolves. At high frequencies, the power increases very little as the cluster grows, but at lower frequencies the field increases between z = 1.5 and 0.0, implying that the field becomes more coherent as the cluster evolves. The major merger is clearly visible as the low-frequency power spectrum increases very rapidly as the two protoclusters merge between z = 1.5 and 1.2. (Note that any frequency lower than the dotted line is dominated by the window function and should be ignored.)
S U M M A RY
We have introduced the MHD component to the N-body/SPH code GCD+. We discussed the addition of the equations of ideal MHD, the choice of instability correction and the addition of dissipative terms to treat discontinuities in the magnetic field. We implement schemes to remove the tensile instability, suggested by Børve et al. (2001) , and for artificial magnetic dissipation, following Price & Monaghan (2004a) . The code's ability to vary this dissipation in the simulation and allow each particle to evolve its own dissipation constant is presented. We put the code through a set of standard 1D shock tube tests, the fast rotor test, the Orszag-Tang vortex test and the MHD point-like explosion test. The numerical parameters were varied for all tests, and the best compromise between noise reduction and minimized smoothing was found. The code with the best compromised parameter set performs very well in these tests and agrees with the reference solutions provided by the ATHENA mesh code, where they are available. The code shows no sign of tensile instability, and the magnetic dissipation scheme produces very little smoothing, while allowing the code to accurately capture the features. We then applied the code to a cosmological simulation for the formation of the Santa Barbara galaxy cluster. The code produces the expected hydrodynamics parameters of the cluster. The MHD parameters are also well captured and show a similar level of magnetic field to the literatures with similar resolution (Dolag & Stasyszyn 2009) . We demonstrate that no minimum limit for the parameter of the dissipation of magnetic field, α B min = 0.0, is necessary to minimize the artificial dissipation for the cluster scale magnetic field. This requirement is significantly lower than the previous SPMHD implementations, except for Bonafede et al. (2011) . Our extensive test simulations in Section 3 demonstrate that α B min = 0.0 still leads to satisfactory results. Encouraged by the success of our new MHD code, GCMHD+, we will apply it to higher resolution cosmological simulations, and study how magnetic fields developed in the evolving Universe.
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In GCMHD+, the Balsara switch has been removed from the implementation. When using the switch, we found that the velocity solutions produced for shock tube 5A were incorrect. Fig. A1 shows the v x solution produced by GCMHD+ with and without the Balsara switch. When the switch is included, the velocity in negative velocity region is incorrectly captured. When the switch is removed, the velocity solution produced by the code shows improved agreement with the reference solution provided by ATHENA. For this reason, the switch was removed.
In Section 3.1, we showed the results for the 1D shock tube test 3A. The density profile produced by the code shows evidence of a wall heating error at x = 0.25. A wall heating error can be reduced by applying AC at the point where it occurs. GCMHD+ uses the same time-varying AC as GCD+ (Kawata et al., in preparation) , which reduces to zero where it is not required. Applying a minimum value of AC will produce unnecessary smoothing in areas where it is not needed. Fig. A2 shows the density profile produced by the code without its scheme for AC. The wall heating error becomes significantly worse when the AC scheme is turned off. The wall heating problem shown in test 3A can only be solved by introducing a new switch Figure A2 . Plot of the density for shock tube 3A. The ATHENA solution is shown by the red solid line, while the code's solution without AC is shown by the blue points. This is significantly worse when compared to Fig. 5. for the AC which increases the strength of the dissipation when this type of shock front is detected.
In Section 3.5, we showed how the ∇ · B error varied as a function of the parameters α B min andβ and optimized the values of these parameters. The accuracy of the solution produced by the code changed when the parameters varied. This is easily seen in shock tube test 5A, as shown in Fig. 18 . The ∇ · B error reduces as the parameterβ is reduced. However, Figs A3-A5 show the effect of varying the parameterβ on the solution produced for v y . Withβ = 0.2, the tensile instability is clearly not suppressed in the low-resolution region, right of x = 0.15. The solution produced withβ = 1.0 shows a deviation from the ATHENA solution at x = 0.15, where the velocity overshoots the reference solution. In order to produce a v x profile which agrees with the reference solution and has the least error, a value ofβ = 0.5 was chosen.
A P P E N D I X B : L AT E T I M E O R S Z AG -TA N G VO RT E X
In Section 3.3, the results for the Orszag-Tang vortex at t = 0.5 were shown. At later times, the test develops turbulence which then decays away. This development and subsequent decay of turbulence is very challenging for SPMHD codes to capture. We ran the OrszagTang vortex test again with a resolution of 600 × 692 and 1800 × 2076 and compared the results with that produced by ATHENA with a resolution of 600 × 600 cells.
The result is shown in Fig. B1 . The code correctly captures the majority of the features present in the density field. However, the code fails to capture the density peak at the centre of the simulation. As a result, the central density features seen in the ATHENA simulations are not fully reproduced in the GCMHD+ simulations.
A P P E N D I X C : K E LV I N -H E L M H O LT Z I N S TA B I L I T Y
SPH codes in general struggle to resolve the Kelvin-Helmholtz instability (KHI). Kawata et al. (2009) demonstrated that the instability could be resolved when implemented with AC. We consider a periodic 2D box from x = −0.5 to 0.5 and from y = −0.5 to 0.5. Equal mass particles are set out on a square lattice with 724 particles along the x-axis in the high-density region, between y = −0.25 and 0.25, and 512 particles along the x-axis in the low-density region. The high-density region has a density of ρ h = 1.0 and a velocity of v x = −0.5. The low-density region has a density of ρ l = 0.5 and a velocity of v x = 0.5. The two regions are in pressure equilibrium with P h = P l = 2.5. The instability is seeded by adding random perturbations to the x and y components of the velocity with an amplitude of 0.01. Fig. C1 shows the result of the KHI test for the ATHENA reference code, GCMHD+ with α AV min = 0.1 and GCMHD+ with α AV min = 0.6. Two different GCMHD+ solutions are shown to show the effect of increasing the minimum applied AV. The instability develops more quickly in the grid method solution of ATHENA compared to the SPH solutions. This is clearly seen at both time-steps displayed. The increase in minimum AV of GCMHD+ reduces the development of the instability considerably when compared to the lower GCMHD+ implementation of α AV min = 0.1. We then performed an MHD KHI test. The same set-up as above was used with the addition of a magnetic field in the x direction. A uniform and homogeneous magnetic field of strength B x = 0.129 was applied to all particles in the simulation. Fig. C2 shows the results of this test for ATHENA, GCMHD+ (α AV min = 0.1) and GCMHD+ (α AV min = 0.6). The magnetic field stabilizes the instability and prevents it from fully developing. The ATHENA result again shows greater development of the instability when compared to the SPMHD solutions, but the effect of the magnetic field is clear when the results are compared to Fig. C1 . The solutions produced by the code show very minimal development of the instability. Further work is required to ensure that GCMHD+ is capable of resolving KHIs. This paper has been typeset from a T E X/L A T E X file prepared by the author.
