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1. Introduction
Option prices are contracts between a buyer and awriter (seller) giving the buyer the right to either buy or sell underlying
assets, such as stocks, bonds, commodities, interest, or exchange rates. This means that one can buy the right (it is not an
obligation) to purchase (call option) or sell (put option) a certain amount of an asset at an agreed upon price at a specified
time regardless of the asset’s actual price at that time.
The price of these contracts depends heavily on the volatility function and a measure of risk. Knowing the volatility
function allows for a better understanding of the underlying stochastic process of option prices. However, the volatility
function is not directly observable from option prices.
In 1973, Black and Scholes wrote a seminal paper [1], in which they modeled European option prices, u(t), through a
specific formula, dubbed the Black–Scholes formula (see (2)). This type of option allows the buyer to execute their contract
only on the expiration date of the contract. They also assumed that the stochastic behavior of an underlying asset X can be
modeled by a geometric Brownian motion
dX(τ ) = µXdτ + σXdW (τ ) (1)
with constant drift rate µ, volatility σ , andW (τ ) denoting the Brownian motion [1]. To better model the volatility function
of a real market, we now take the volatility to be a function dependent of time. That is, we consider σ(τ) instead of constant
σ [2–5]. It should be mentioned that there are extensive studies on volatility functions which are spatially dependent,
i.e., σ = σ(X) [6,7]. In this paper, we devote our attention to time dependent volatility functions only. We still assume
that the underlying stochastic process uses a generalized geometric Brownian motion [5]
dX(τ )
X(τ )
= µdτ + σ(τ)dW (τ ).
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Let X := X(0) > 0 be the current asset value, K > 0 be the fixed strike price or agreed upon price, r ≥ 0 be the
fixed risk-free interest rate, σ(τ) be the time dependent volatility, and τ be the current time that varies over some interval
I = [0, T ], where T is the maturity time. Then it follows from stochastic considerations [8] that the associated fair price
u(t)(0 ≤ t ≤ T ) satisfies u(t) = UBS(X, K , r, t, S(t)), where t is the time to maturity. The Black–Scholes function UBS is
defined as
UBS(X, K , r, t, S) =

XΦ(d1)− Ke−rtΦ(d2), S > 0
max(X − Ke−rt , 0), S = 0 (2)
with
d1 = ln
 X
K
+ rt + S2√
S
, d2 = d1 −
√
S, and Φ(z) = 1
2π
∫ z
−∞
e
−x2
2 dx.
We follow the notations used in [4], neglecting dividends and setting for simplicity,
S(t) =
∫ t
0
a(τ )dτ ,
where the volatility function, a(τ ) := σ 2(τ ) is not directly observable. Let a∗ be the exact volatility function and S∗ be the
corresponding auxiliary function. So the fair price u∗ satisfies u∗(t) = UBS(X, K , r, t, S∗(t)), for t ∈ I .
In the real market, we only have observed (noisy) option prices uδ(t) instead of fair option prices u∗(t). Our goal is to find
an appropriate approximation function aδ(t) of the volatility function a∗(t) corresponding to the noisy data uδ . Notice that
this problem corresponds with the solution of the nonlinear operator equation
F(a) = u (3)
under some appropriate space [4,5]. For the type of data we have, we take it to be in the continuous function space. This
problem can be decomposed into F = N ◦ J , where
[J(v)](t) =
∫ t
0
v(τ)dτ (0 ≤ t ≤ T ) (4)
is the inner linear Volterra operator and
[N(v)](t) = UBS(X, K , r, t, v(t)) (0 ≤ t ≤ T ) (5)
is the outer nonlinear Nemytskii operator. Therefore the problem of solving Eq. (3) can be decomposed into solving,
successively, a nonlinear outer equation
N(S) = u (6)
and a linear inner equation
J(a) = S. (7)
It has been shown that solving (3) is an ill-posed problem over the interval [0, T ] due to the ill-posedness of Eq. (7) [4].
2. Local regularization
In recent years, regularization methods such as Tikhonov [2] and maximum entropy [5] have been applied to this option
pricing problem by regularizing (7). However, these methods destroy the causal structure of the problem, e.g. after applying
Tikhonov regularization, the discretized equation becomes a full matrix equation instead of a lower triangular matrix, like
the original Volterra problem. This motivates us to search for regularization methods which preserve the causal structure.
We apply a local regularization method to our problem. Local regularization was developed by Lamm [9]. Let m be a
small number, ρ ∈ [0,m], and t ∈ [0, T ], extending the domain of option prices to [0, T +m]. Note that this can always be
accomplished by slightly decreasing the size of T . First we extend S(t) slightly into the future and then split the integral at
t. Do a change of variable for the second integral. Since ρ serves to advance the equation slightly into the future we need to
consolidate this future information by integrating both sides with respect to ρ over [0,m],∫ m
0
∫ t
0
a(τ )dτdρ +
∫ m
0
∫ ρ
0
a(τ + t)dτdρ =
∫ m
0
S(t + ρ)dρ. (8)
Note that the solution to this equation still solves Eq. (7) exactly.
Now we force a(τ + t) in the second integral of (8) to be a constant a(t) with respect to τ . This regularizes a(t) by
temporarily holding it constant on the small local interval [t, t +m]. Now the length of this interval m is our regularization
parameter. Our regularized equation becomes∫ m
0
∫ t
0
a(τ )dτdρ +
∫ m
0
∫ ρ
0
a(t)dτdρ =
∫ m
0
Sδ(t + ρ)dρ.
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Then the above equation can be simplified as
m
∫ t
0
a(τ )dτ + m
2
2
a(t) =
∫ m
0
Sδ(t + ρ)dρ, (9)
where (9) is the nearby well-posed equation that we use to solve the ill-posed Volterra equation (7).
3. Numerical results
To find aδ(t) from observed option prices uδ(t), we first use Newton’s Method to find Sδ(t). We then solve for Cj j =
1, 2, . . . ,N such that the step function
aδ(t) =
N−
j=1
Cjχj(t) with χj(t) =

1, tj−1 ≤ t < tj
0, otherwise,
satisfies Eq. (9) for N = 1, 2, 3, . . .. Let△t = T/N , ti = i△t , and i = 1, . . . ,N . We derive
Ci+1 = 2m2
∫ m
0
Sδ(ti + ρ)dρ − r△t
i−
j=1
Cj

and
C1 = 1
m△t + m22
∫ m
0
Sδ(ti + ρ)dρ.
Let our regularization parameterm := M △ t ,M ∈ {1, 2, . . . ,N}.
To test local regularization, we generate fair option prices u∗(t) by the Black–Scholes formula (2) and a known volatility
function a∗(t). Then we add error to u∗(t) and call it uδ(t). Next we calculate aδ(t) from uδ(t). Finally we compare aδ(t) to
a∗(t) through graphs and error measurements using a weighted l1-norm:
‖.‖ := ‖a
δ − a∗‖1
N
= 1
N
N−
i=1
|aδi − a∗i |. (10)
The error is added to option prices u∗(t) in the form:
δ
‖u∗‖2
‖η‖2 ηi, (11)
where i = 1, . . . ,N , δ is a constant, η is a random vector between−1 and 1, u∗ = [u∗(t1), u∗(t2), . . . , u∗(tN)], and ‖.‖2 is a
l2-norm. So
uδ(ti) := u∗(ti)+ δ ‖u
∗‖2
‖η‖2 ηi.
The motivation for error in the form (11) is that it allows us to compare local regularization to Tikhonov and maximum
entropy regularization, as used in [5]. It is important to note that [5] used a l1-norm to measure error instead of a weighted
l1-norm.
Let X = 0.6, K = 0.5, r = 0.05, T = 1 and δ = 0.001 for all examples and figures. The first volatility is a smooth
function where
a1(t) = ((t − 0.5)2 + 0.1)2 (12)
and the second volatility function has a sharp peak at t = 0.5
a2(t) = 0.1+ 0.91+ 100(2t − 1)2 . (13)
Fig. 1 is the unregularized volatility function computed using noisy option prices compared to the exact volatility function
a1(t) with N = 50. Fig. 2 uses local regularization with N = 200, m = 0.1, and the measured error computed with (11) is
0.002605. Fig. 3 is the unregularized volatility function compared to a2(t) with N = 50. Fig. 4 uses N = 1000, m = 0.018,
and the measured error computed with (11) is 0.010451 (see Table 1).
It should be remarked that the smooth portion of the function a2(t) away from the peak requires regularization, whereas
the peak of the function can be recovered without regularization. All of the best results obtained by Tikhonov regularization
and maximum entropy regularization require an appropriate reference function [5], whereas local regularization does not
require any reference function.
We average the error found in [5] and compare the results. All Tikhonov and maximum entropy results are the best
results from [5].
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Fig. 1. Unregularized a1(t).
Fig. 2. Regularized a1(t).
Fig. 3. Unregularized a2(t).
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Fig. 4. Regularized a2(t).
Table 1
Accuracy of best regularized solutions.
Regularization method Error on (12) Error on (13)
2nd order Tikhonov 0.0028 0.012858
Maximum entropy 0.00448 0.005388
Local regularization 0.002605 0.010451
4. Conclusion
Different from Tikhonov regularization and maximum entropy, our method does not require any reference function,
which gives itmore practical value. In addition, ourmethod retains the causal structure of the original optionpricing problem
and leads to faster numerical solution techniques. The regularization parameter m plays a major role in the numerical
solution. We will discuss the parameter selection strategy in [10].
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