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Ve sve´ pra´ci se zaby´va´m metodou zobrazova´n´ı pocˇ´ıtacˇove´ 3D grafiky, ktera´ se nazy´va´
sledova´n´ı paprsk˚u (anglicky ray tracing). Zameˇrˇuji se prˇedevsˇ´ım na zkouma´n´ı mozˇnost´ı
zobrazova´n´ı troju´heln´ık˚u touto metodou. C´ılem pra´ce je studium existuj´ıc´ıch algoritmu˚
pro vy´pocˇet pr˚usecˇ´ıku troju´heln´ıku a paprsku, jejich vza´jemne´ srovna´n´ı, jejich vy´pocˇetn´ı
na´rocˇnost a rychlost na r˚uzny´ch pocˇ´ıtacˇovy´ch architektura´ch. Tyto algoritmy take´ imple-
mentuji do existuj´ıc´ıho ray traceru pracuj´ıc´ıho v rea´lne´m cˇase.
Kl´ıcˇova´ slova
Sledova´n´ı paprsku, vy´pocˇet pr˚usecˇ´ıku paprsku a troju´heln´ıku, pocˇ´ıtacˇova´ grafika.
Abstract
My thesis deal with method of rendering computer graphics called ray tracing. I will aim on
possibility of rendering triangles using this method. Goal of my work is study of existing al-
gorithms to test ray-triangle intersection, their comparison, their computing demandingness
and speed on different pc architectures. I will also implement these algorithms to existing
ray tracer working in real-time.
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Tato pra´ce se zaby´va´ zobrazova´n´ım pocˇ´ıtacˇove´ 3D grafiky metodou sledova´n´ı paprsk˚u
(da´le ray tracing). Jedna´ se o metodu, ktera´ je velmi na´rocˇna´, ale dosahuje velmi dobry´ch
vizua´ln´ıch vy´sledk˚u, ktere´ jsou jiny´mi metodami tezˇko dosazˇitelne´. Velmi zjedodusˇene´mu
popisu te´to metody, jej´ımu u´skal´ı i hlavn´ım vy´hoda´m, veˇnuji druhou kapitolu sve´ pra´ce.
Steˇzˇejn´ı prˇedmeˇt te´to pra´ce je zkouma´n´ı zobrazova´n´ı troju´heln´ık˚u metodou ray tracingu.
V dnesˇn´ı pocˇ´ıtacˇove´ grafice je troju´heln´ık dominantn´ı zobrazovany´ prvek, prˇ´ıpadneˇ ob-
jekty, ktere´ jsou z troju´heln´ık˚u slozˇeny. Mozˇnost jejich zobrazen´ı je proto pro pouzˇitelnost
te´to metody velmi d˚ulezˇita´. Aby bylo mozˇne´ pomoc´ı ray tracingu troju´heln´ıky vykreslo-
vat, je trˇeba urcˇit, zda paprsek vyslany´ do sce´ny protne dany´ troju´heln´ık. Existuje neˇkolik
mozˇny´ch prˇ´ıstup˚u, r˚uzneˇ efektivn´ıch, jak tento pr˚usecˇ´ık urcˇit. Vybral jsem si dva existuj´ıc´ı
algoritmy: algoritmus popsany´ TomasemMo¨llerem a Benem Trumborem [6] a algoritmus Di-
diera Badouela [1], ktere´ pr˚usecˇ´ık paprsku s troju´heln´ıkem pocˇ´ıtaj´ı. Tyto algoritmy pop´ıˇsu
ve druhe´ kapitole.
Trˇet´ı kapitola je pak zameˇrˇena na srovna´n´ı teˇchto dvou metod a da´le s algoritmem
Nicka Chirkova [2]. Tuto kapitolu povazˇuji za nejd˚ulezˇiteˇjˇs´ı, protozˇe obsahuje nejr˚uzneˇjˇs´ı
testy a porovna´n´ı jednotlivy´ch algoritmu˚. Vy´sledkem pra´ce bude zhodnocen´ı algoritmu˚,
urcˇen´ı ktery´ je vy´konneˇjˇs´ı za jaky´ch podmı´nek. Ze z´ıskany´ch veˇdomost´ı p˚ujde rˇ´ıct, co by
jesˇteˇ v´ıce mohlo prˇibl´ızˇit metodu sledova´n´ı paprsk˚u beˇzˇne´mu pouzˇ´ıva´n´ı v real-timove´m
zobrazova´n´ı.
Za´veˇrecˇna´ kapitola bude veˇnova´na implementaci teˇchto algoritmu˚ do existuj´ıc´ıho ray




Jedna´ se o metodu zobrazova´n´ı 3D sce´n v pocˇ´ıtacˇove´ grafice. Tato metoda je zalozˇena na
principu sledova´n´ı sveˇtelne´ho paprsku, ktery´ procha´z´ı danou sce´nou. Dı´ky tomuto prˇ´ıstupu
je tak mozˇne´ zobrazit jevy, ktere´ jsou jiny´mi metodami velmi teˇzˇko zobrazitelne´, jako
naprˇ´ıklad odrazy objekt˚u nebo lom sveˇtla. Bohuzˇel velmi vysoka´ kvalita vy´sledku je u´meˇrna´
velke´ na´rocˇnosti te´to metody. Prˇesto d´ıky vysoke´ vy´konnosti dnesˇn´ıch pocˇ´ıtacˇ˚u je jizˇ mozˇne´
zobrazovat neˇktere´ sce´ny ray tracingem v rea´lne´m cˇase. Prˇ´ıpadneˇ je mozˇne´ sce´nu pocˇ´ıtat
soucˇasneˇ na neˇkolika pocˇ´ıtacˇ´ıch a zde je jizˇ dosazˇeno velmi kvalitn´ıch obrazovy´ch vy´sledk˚u
ze slozˇity´ch sce´n spocˇ´ıtany´ch v rea´lne´m cˇase. Touto problematikou se zaby´va´ cela´ rˇada
vy´vojovy´ch ty´mu˚ a na vy´zkumu se pod´ıl´ı mnoho vy´znamny´ch sveˇtovy´ch universit. Sce´nu
vykreslenou pomoc´ı ray tracingu si mu˚zˇeme prohle´dnout na obra´zku 2.1
2.1 Za´kladn´ı princip
Mysˇlenka te´to metody spocˇ´ıva´ ve sledova´n´ı sveˇtelny´ch paprsk˚u sce´nou. To obna´sˇ´ı z kazˇde´ho
sveˇtelne´ho zdroje vyslat paprsky do vsˇech smeˇr˚u a sledovat jejich let. Paprsky interaguj´ı
s objekty ve sce´neˇ, prˇi jejich zasazˇen´ı nab´ıraj´ı barevnou informaci a mohou se na jejich
povrchu odra´zˇet, la´mat nebo zcela zanikat. Vy´sledny´ obraz je pak z´ıska´n secˇten´ım paprsk˚u,
ktere´ vstupuj´ı do kamery. Toto rˇesˇen´ı je pro praxi ale velice na´rocˇne´, nebot’ nen´ı prˇedem
mozˇne´ urcˇit, ktere´ paprsky se dostanou do kamery a ovlivn´ı tak vy´sledny´ obraz. Vysla´n´ı
vsˇech paprsk˚u by bylo vy´pocˇetneˇ velice na´rocˇne´. Proto se v praxi pouzˇ´ıva´ takzvane´ zpeˇtne´
sledova´n´ı paprsk˚u, ktere´ bude v dalˇs´ım textu oznacˇova´no cˇisteˇ jako sledova´n´ı paprsk˚u nebo
ray tracing.
Za´kladn´ı princip te´to metody spocˇ´ıva´ v tom, zˇe se do sce´ny pro kazˇdy´ zobrazovany´
pixel vys´ıla´ paprsek a je sledova´na jeho dra´ha a interakce s objekty ve sce´neˇ. Tyto paprsky
se nazy´vaj´ı prima´rn´ı. Pro kazˇdy´ takto vyslany´ paprsek je trˇeba urcˇit, zda prot´ına´ neˇjaky´
objekt. Pokud do neˇjake´ho objektu naraz´ı, je z tohoto mı´sta vysla´n paprsek ke kazˇde´mu
sveˇtlu ve sce´neˇ, aby bylo mozˇne´ urcˇit, zda je objekt t´ımto sveˇtlem osveˇtlen nebo nikoliv.
Na za´kladeˇ tohoto zjiˇsteˇn´ı je pro dany´ bod zaznamena´na barevna´ hodnota, ktera´ je da´na
vlastnostmi povrchu objektu a prˇ´ıpadne´ho osveˇtlen´ı. Da´le se z tohoto bodu generuj´ı dva
nove´ paprsky, takzvaneˇ paprsky sekunda´rn´ı. Jsou to paprsky odrazu a lomu. Vznik teˇchto
paprsk˚u mu˚zˇe by´t povrchovy´mi vlastnostmi objektu potlacˇen. Tyto paprsky se da´le zpra-
cova´vaj´ı stejneˇ jako paprsek prima´rn´ı. Aby se takto paprsky negenerovaly donekonecˇna,
je trˇeba zvolit urcˇitou hloubku rekurze, po jej´ımzˇ dosazˇen´ı se jizˇ pro paprsek sekunda´rn´ı
paprsky nebudou generovat. Kazˇdy´ paprsek tak prˇinese cˇa´st barevne´ informace, ktera´ se
5
Obra´zek 2.1: Ray tracing, [7]
postupneˇ skla´da´ a nakonec urcˇ´ı jaka´ barva se ma´ pro dany´ pixel zobrazit. Za´kladn´ı princip
sledova´n´ı paprsk˚u je dobrˇe videˇt na obra´zku 2.2, ktery´ jsem prˇevzal z [3].
Obra´zek 2.2: Sledova´n´ı paprsk˚u
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2.2 Objekty ve sce´neˇ
Abychom mohli zobrazovat neˇjakou sce´nu, mus´ıme mı´t danou jej´ı reprezentaci. Protozˇe
metoda sledova´n´ı paprsk˚u sleduje dra´hu jednotlivy´ch paprsk˚u v prostoru, je nejvhodneˇjˇs´ı
mı´t objekty popsane´ matematicky. Tak je jednoduche´ pocˇ´ıtat pr˚usecˇ´ık tohoto objektu s pa-
prskem. Naprˇ´ıklad koule mu˚zˇe by´t popsa´na jednou rovnic´ı a vyrˇesˇen´ı pr˚usecˇ´ıku je vcelku
jednoduche´. Pokud vsˇak chceme zobrazovat slozˇiteˇjˇs´ı sce´ny a objekty r˚uzny´ch tvar˚u, je
nemozˇne´ tyto objekty neˇjak jednodusˇe popsat matematicky´mi rovnicemi. Je vsˇak mozˇne´
tyto objekty slozˇit z mnoha troju´heln´ık˚u, cozˇ je postup, ktery´ je v dnesˇn´ı grafice zcela
standardn´ı. Troju´heln´ık ale nema´ tak jednoduche´ matematicke´ vyja´drˇen´ı jako trˇeba koule,
proto je pocˇ´ıta´n´ı pr˚usecˇ´ıku paprsku a troju´heln´ıku o neˇco teˇzˇsˇ´ı. Existuje cela´ rˇada algo-
ritmu˚, ktere´ se touto problematikou zaby´vaj´ı, protozˇe sledova´n´ı paprsk˚u se veˇnuje cela´
rˇada sveˇtovy´ch universit a jiny´ch vy´zkumny´ch ty´mu˚. Za prˇedmeˇt svoj´ı pra´ce jsem si zvolil
vyzkousˇet neˇktere´ z teˇchto algoritmu˚ a prove´st jejich srovna´n´ı.
2.3 Vy´hody a nevy´hody
Jednoznacˇneˇ nejveˇtsˇ´ı vy´hodou te´to metody zobrazova´n´ı je jej´ı vysoka´ realisticˇnost. V pod-
stateˇ metoda simuluje, jak se sveˇtelne´ paprsky sˇ´ıˇr´ı sce´nou a mu˚zˇe tak zobrazovat opticke´
jevy jako naprˇ´ıklad lom sveˇtla nebo odrazy. Velmi dobrˇe take´ umozˇnˇuje vykreslovat st´ıny ob-
jekt˚u. Nevy´hodou je, zˇe je tato metoda velmi vy´pocˇetneˇ na´rocˇna´, protozˇe se mus´ı vytva´rˇet
velke´ mnozˇstv´ı paprsk˚u a pocˇ´ıta´n´ı jejich pr˚usecˇ´ık˚u se vsˇemi objekty ve sce´neˇ nen´ı take´
jednoduche´. Trˇeba se ale brzy docˇka´me graficky´ch karet, ktere´ budou hardwaroveˇ sledova´n´ı






Pokud chceme zobrazovat troju´heln´ıky metodou sledova´n´ı paprsk˚u, je nejd˚ulezˇiteˇjˇs´ı vypocˇ´ıtat
pr˚usecˇ´ık paprsku s troju´heln´ıkem a zjistit vzda´lenost tohoto pr˚usecˇ´ıku, prˇ´ıpadneˇ take´ urcˇit
bod na troju´heln´ıku, ve ktere´m k pr˚usecˇ´ıku dosˇlo. Tento vy´pocˇet nen´ı tak jednoduchy´ jako
vy´pocˇet pr˚usecˇ´ıku paprsku s koul´ı, protozˇe troju´heln´ık nema´ tak jednoduchou geometrickou
reprezentaci. Postup˚u rˇesˇ´ıc´ıch tuto problematiku je v´ıce a liˇs´ı se jak vy´konnost´ı (rychlost´ı
vy´pocˇtu), tak take´ pameˇt’ovy´mi na´roky. Ja´ jsem si pro svoje zkouma´n´ı vybral dva algo-
ritmy, o ktery´ch jsem cˇetl, zˇe by meˇly by´t oba velmi efektivn´ı. Dalˇs´ım d˚uvodem procˇ jsem
si vybral pra´veˇ tyto dva, byl jejich odliˇsny´ prˇ´ıstup k problematice.
3.1 Metoda Mo¨ller, Trumbore
Tato metoda byla popsa´na v [6]. Jedna´ se o metodu, ktera´ je ma´lo na´rocˇna´ na pameˇt’.
K urcˇen´ı pr˚usecˇ´ıku je trˇeba zna´t pouze polohu trˇ´ı vrchol˚u troju´heln´ıku a pocˇa´tecˇn´ı bod
a smeˇrovy´ vektor paprsku. Narozd´ıl od veˇtsˇiny ostatn´ıch metod nezkouma´ jako prvn´ı, zda
paprsek v˚ubec prot´ına´ rovinu, ve ktere´ troju´heln´ık lezˇ´ı.
3.1.1 Algoritmus
Necht’ je paprsek R(t) s pocˇa´tecˇn´ım bodem O a normalizovany´m smeˇrovy´m vektorem D
definova´n jako
R(t) = O + tD, (3.1)
t je parametr paprsku, ktery´ urcˇuje vzda´lenost pr˚usecˇ´ıku od pocˇa´tku paprsku. Troju´heln´ık
je urcˇen svy´mi trˇemi vrcholy V 0, V 1, V 2.
Bod T (u, v) na troju´heln´ıku je da´n jako
T (u, v) = (1− u − v)V0 + uV1 + vV2, (3.2)
kde (u, v) jsou barycentricke´ sourˇadnice, pro ktere´ mus´ı platit u ≥ 0, v ≥ 0 a u + v ≤ 1.
Sourˇadnice (u, v) mohou by´t pouzˇite´ naprˇ´ıklad pro mapova´n´ı textur nebo interpolaci barvy.
Spocˇ´ıta´n´ı pr˚usecˇ´ıku paprsku R(t) a troju´heln´ıku T (u, v) je ekvivalentn´ı R(t) = T (u, v), cozˇ
znemena´
O + tD = (1− u − v)V0 + uV1 + vV2, (3.3)
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po u´praveˇ rovnice 3.3 dosta´va´me
[−D,V1 − V0, V2 − V0]
 tu
v
 = 0− V0. (3.4)
Parametr t a barycentricke´ sourˇadnice (u, v) tedy mohou by´t nalezeny vyrˇesˇen´ım teˇchto
rovnic.
Geometricky to mu˚zˇeme cha´pat jako prˇesunut´ı troju´heln´ıku do pocˇa´tku sourˇadne´ho
syste´mu a jeho transformaci do jednotkove´ho troju´heln´ıku v osa´ch y a z, jak zna´zornˇuje
obra´zek 3.1 (kde M = [−D,V1 − V0, V2 − V0]).
Obra´zek 3.1: Prˇesunut´ı a transformace troju´heln´ıku
S nahrazen´ım E1 = V1 − V0, E2 = V2 − V0 a T = O − V0 v rovnici 3.4 z´ıska´me rˇesˇen´ı
pouzˇit´ım Cramerova pravidla tu
v
 = 1| −D,E1, E2|
 |T, E1, E2 || −D,T,E2|
| −D,E1, T |
 . (3.5)




(D × E2) · E1
 (T × E1) · E2(D × E2) · T
(T × E1) ·D
 = 1
P · E1
 Q · E2P · T
Q ·D
 , (3.6)
kde P = (D × E2) a Q = T × E1.
Existuj´ı r˚uzne´ modifikace tohoto za´kladn´ıho algoritmu, ktere´ mohou zvy´sˇit jeho vy´kon.
O varianteˇ a konkre´tn´ı implementaci, kterou jsem se rozhodl pouzˇ´ıt ja´, nap´ıˇsi v´ıc v kapitole
4.5.1, kde je mozˇne´ nale´zt ko´d zapsany´ v jazyce C.
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3.2 Metoda Badouel
Tento algoritmus D. Badouela byl prezentova´n v [1]. Narozd´ıl od prˇedchoz´ıho algoritmu
je tento na´rocˇneˇjˇs´ı na pameˇt’, mimo trˇ´ı vrchol˚u troju´heln´ıku pouzˇ´ıva´ take´ charakteristiky
roviny, ve ktere´ se troju´heln´ık nacha´z´ı.
3.2.1 Algoritmus
Stejneˇ jako u prˇedchoz´ı metody meˇjme paprsek R(t) s pocˇa´tkem v O a normalizovany´m
smeˇrovy´m vektorem D definovany´ jako
R(t) = O + tD. (3.7)
Troju´heln´ık je popsa´n svy´mi trˇemi vrcholy V0, V1, V2. Kazˇdy´ vrchol Vi je urcˇen sourˇadnicemi





a ulozˇena jako jedna z charakteristik troju´heln´ıku. Vektor
−−→
V0V1 reprezentuje hranu troju´heln´ıku
(obdobneˇ druhy´). Pro kazˇdy´ bod P roviny plat´ı, zˇe skala´rn´ı soucˇin P ·N je konstatn´ı. Tato
konstanta je spocˇ´ıta´na skala´rn´ım soucˇinem d = −V0 ·N . Implicitn´ı reprezentace roviny
N · P + d = 0, (3.9)
je spocˇ´ıta´na jednou a take´ ulozˇena jako jedna z charakteristik troju´heln´ıku.
Pokud je paprsek rovnobeˇzˇny´ s rovinou troju´heln´ıku, je skala´rn´ı soucˇin jeho norma´ly
a smeˇru paprsku roven nule
N ·D = 0, (3.10)
v takove´m prˇ´ıpadeˇ paprsek troju´heln´ık neprot´ına´ a vy´pocˇet koncˇ´ı.
Vyja´drˇen´ı parametru t pro pr˚usecˇ´ık z prˇedchoz´ıch rovnic dostaneme jako
t = −d+N ·O
N ·D . (3.11)
Nyn´ı, kdyzˇ v´ıme zda paprsek prot´ına´ rovinu, mu˚zˇeme urcˇit, zda je tento pr˚usecˇ´ık uvnitrˇ







Bod P bude lezˇet uvnitrˇ troju´heln´ıku, pokud
α ≥ 0, β ≥ 0 a α+ β ≤ 1. (3.13)
Rovnice 3.12 ma´ trˇi komponenty:
xP − x0 = α(x1 − x0) + β(x2 − x0)
yP − y0 = α(y1 − y0) + β(y2 − y0)
zP − z0 = α(z1 − z0) + β(z2 − z0)
. (3.14)
Tato soustava ma´ rˇesˇen´ı, ktere´ je jedinecˇne´. Abychom soustavu zjednodusˇili, zobraz´ıme
troju´heln´ık na jednu ze za´kladn´ıch rovin (bud’ xy, xz nebo yz). Pokud by troju´heln´ık byl
kolmy´ na jednu z teˇchto rovin a zobrazil by se na ni, zobrazil by se jako u´secˇka. Abychom
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Obra´zek 3.2: Parametricke´ vyja´drˇen´ı bodu P v troju´heln´ıku
se tomuto mozˇne´mu proble´mu vyhnuli, nalezneme dominantn´ı osu norma´love´ho vektoru
a pouzˇijeme rovinu kolmou k te´to ose.
i0 =

0 pokud |Nx| = max(|Nx|, |Ny|, |Nz|)
1 pokud |Ny| = max(|Nx|, |Ny|, |Nz|)
2 pokud |Nz| = max(|Nx|, |Ny|, |Nz|)
. (3.15)
Povazˇujme i1 a i2 (i1 a i2 ∈ {0, 1, 2}) za prˇ´ıznaky r˚uzne´ od i0. Prˇedstavuj´ı rovinu, na







V0V2 zobrazene´ na tuto rovinu budou
u0 = Pi1 − V0i1 u1 = V1i1 − V0i1 u2 = V2i1 − V0i1
v0 = Pi2 − V0i2 v1 = V1i2 − V0i2 v2 = V2i2 − V0i2
. (3.16)
Soustava 3.14 se tak zjednodusˇsˇ´ı na{
u0 = α · u1 + β · u2






















T´ım z´ıska´me barycentricke´ sourˇadnice α a β a mu˚zˇeme urcˇit 3.13, zda paprsek prot´ına´





V te´to kapitole se budu zaby´vat srovna´n´ım a testova´n´ım dvou prezentovany´ch algoritmu˚.
Prˇi zkouma´n´ı r˚uzny´ch zdroj˚u, jsem v testovac´ım programu [5] narazil na metodu, ktera´ byla
rychlejˇs´ı nezˇ jedna z metod (druha´ nebyla v tomto testu prezentova´na), ktery´mi jsem se
zaby´val. Je to algoritmus Nicka Chirkova [2]. Rozhodl jsem se, zˇe tento algoritmus do sve´ho
testovac´ıho programu implementuji take´, aby byly poznatky zaj´ımaveˇjˇs´ı. Pro zjednodusˇen´ı
budu v te´to kapitole jednotlive´ algoritmy pojmenova´vat Mo¨ller, Badouel a Chirkov.
Abych mohl algoritmy srovna´vat, napsal jsem si vlastn´ı testovac´ı program (je obsazˇen
na prˇilozˇene´m cd ve slozˇce ray test). Program je psa´n v jazyce C++ ve vy´vojove´m prostrˇed´ı
Microsoft Visual Studio 2005. Pro meˇrˇen´ı cˇasu jsem vyuzˇil knihovnu windows.h, konkre´tneˇ
funkci GetTickCount (), ktera´ funguje s prˇesnost´ı v rˇa´du milisekund. Prˇesto aby bylo
mozˇne´ takto funkce meˇrˇit, musej´ı by´t vola´ny v cyklu mnohokra´t za sebou. Vsˇechna meˇrˇen´ı
budou prova´deˇna v operacˇn´ım syste´muWindows XP. Aby bylo dosazˇeno co nejveˇtsˇ´ı prˇesnosti
a zabra´neˇno vlivu ostatn´ıch proces˚u, jsou vesˇkere´ testovac´ı procesy spousˇteˇny s prioritou
real-time. Pro generova´n´ı troju´heln´ık˚u a paprsk˚u, je vyuzˇita knihovna cstdlib. Vsˇechny
hodnoty jsou generova´ny pomoc´ı funkce rand () v rozsahu 〈0, 1〉. Prˇed kazˇdou skupinou
test˚u jsou vygenerovane´ troju´heln´ıky a paprsky ulozˇeny do pole a pro vsˇechny trˇi algoritmy
pouzˇity stejneˇ, takzˇe maj´ı stejne´ podmı´nky.
S prˇihle´dnut´ım k tomu, co budu potrˇebovat k implementaci do ray traceru, jsem zvo-
lil varianty algoritmu˚, ktere´ pocˇ´ıtaj´ı pouze parametr t. Trochu v nevy´hodeˇ se tak ocita´
algorimus Badouel, ktery´ pocˇ´ıta´ i sourˇadnice pr˚usecˇ´ıku.
Prˇi uva´deˇn´ı typu pc je uvedeno: oznacˇen´ı procesoru (takt ja´dra, oznacˇen´ı ja´dra, velikost
L1 cache (data / ko´d), velikost L2 cache), velikost operacˇn´ı pameˇti (typ, frekvence).
V popisu meˇrˇen´ı je uda´no, kolik je opakova´no vy´pocˇt˚u pro jeden test s kolika r˚uzny´mi
troju´heln´ıky. 25 000 troju´heln´ık˚u a 20 000 opakova´n´ı tedy znamena´ 500 000 000 vy´pocˇt˚u
pro jedno meˇrˇen´ı. Hustota zasazˇen´ı (v tabulka´ch pouze zasazˇen´ı) uda´va´, kolik procent
troju´heln´ık˚u z na´hodneˇ generovane´ skupiny bylo paprskem zasazˇeno (0,25 znamena´ zˇe bylo
paprskem zasazˇeno pra´veˇ 25% troju´heln´ık˚u), protozˇe to, jak uvid´ıme, ma´ vliv na vy´sledek
meˇrˇen´ı.
Sloupec tabulky Efektivneˇjˇs´ı uda´va´ (pokud je uveden), o kolik procent je u´daj v dane´m
rˇa´dku tabulky pomalejˇs´ı nezˇ nejlepsˇ´ı varianta. Rˇa´dek s 0% je v dane´m testu nejlepsˇ´ı.
Veˇtsˇina test˚u je doplneˇna zna´zornˇuj´ıc´ım grafem, neˇkdy je vsˇak kv˚uli sazbeˇ azˇ na dalˇs´ı
stra´nce.
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4.1 Vy´beˇr varianty algoritmu Mo¨ller
Motivace: Protozˇe variant algoritmu Mo¨ller jsem objevil neˇkolik, provedu jako prvn´ı test
jejich srovna´n´ı a do dalˇs´ıch test˚u zahrnu pouze variantu nejlepsˇ´ı. Varianty se liˇs´ı hlavneˇ
umı´steˇn´ım deˇlen´ı.
Pouzˇite´ pc: AMDAthlon 64 3000+ (1,8GHz, Winchester, L1 (64KB/ 64KB), L2 512KB),
1GB RAM (PC3200, 200MHz).
Meˇrˇen´ı: 25 000 troju´heln´ık˚u prˇi 20 000 opakova´n´ı. Sloupce tabulky uda´vaj´ı r˚uzne´ hustoty
zasazˇen´ı. Vy´sledne´ hodnoty jsou pocˇet sekund potrˇebny´ k dane´mu pocˇtu vy´pocˇt˚u.
Varianta 0,0 0,25 0,5 0,75 1,0 Efektivneˇjˇs´ı
Mo¨ller0 34,797 37,062 39,344 41,625 43,922 15,1%
Mo¨ller1 28,172 31,172 34,172 37,203 40,219 0%
Mo¨ller3 31,828 33,640 35,453 37,236 39,062 3,7%



















Obra´zek 4.1: Graf testu (4.1)
Vy´sledek
Jak vid´ıme, tak veˇtsˇinou nejlepsˇ´ı vy´sledky dosa´hla varianta 1, ktera´ prova´d´ı deˇlen´ı azˇ u´plneˇ
na konci algoritmu. Rozhodl jsem se proto do dalˇs´ıch test˚u imlementovat metodu tuto (v´ıce
o konkre´tn´ı implementaci v cˇa´sti 4.5.1). Zaj´ımave´ je, zˇe varianta 3 je v´ıce efektivn´ı s rostouc´ı
hustotou zasazˇen´ı. Rychlejˇs´ı nezˇ varianta 1 je ale azˇ v posledn´ım prˇ´ıpadeˇ. Pokud se chcete
na jednotlive´ varianty pod´ıvat, jsou k nalezen´ı v [5].
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4.2 Vliv hustoty zasazˇen´ı na vy´kon algoritmu
Motivace: Prˇiˇsel cˇas konecˇneˇ vyzkousˇet trˇi zvolene´ algoritmy mezi sebou. Jak jsme mohli
videˇt z prˇedchoz´ıho testu, je vy´kon algoritmu za´visly´ na procentu zasazˇeny´ch troju´heln´ık˚u.
V tomto testu tedy provedeme meˇrˇen´ı pro r˚uzne´ hustoty s krokem 0,1.
Prˇed testem jsem ocˇeka´val, zˇe algoritmus Badouel se uka´zˇe jako vy´konneˇjˇs´ı, protozˇe
pouzˇ´ıva´ neˇktere´ prˇedpocˇ´ıtane´ hodnoty, zat´ımco algoritmus Mo¨ller si vystacˇ´ı s mini-
mem zadany´ch hodnot.
Pouzˇite´ pc: AMDAthlon 64 3000+ (1,8GHz, Winchester, L1 (64KB/ 64KB), L2 512KB),
1GB RAM (PC3200, 200MHz).
Meˇrˇen´ı: 25 000 troju´heln´ık˚u prˇi 20 000 opakova´n´ı. Sloupce tabulky uda´vaj´ı r˚uzne´ hustoty
zasazˇen´ı. Vy´sledne´ hodnoty jsou pocˇet sekund potrˇebny´ch k dane´mu pocˇtu vy´pocˇt˚u.
Algorimus 0,0 0,1 0,2 0,3 0,4 0,5
Mo¨ller 28,297 29,453 30,625 31,828 33,078 34,234
Badouel 40,391 41,297 42,359 43,313 44,297 45,297
Chirkov 26,016 26,890 27,921 28,797 29,750 30,672
Algorimus 0,6 0,7 0,8 0,9 1,0 Efek.
Mo¨ller 35,375 36,562 37,796 38,969 40,172 11,4%
Badouel 46,500 47,516 48,563 49,265 50,172 47,7%
Chirkov 31,672 32,593 33,562 34,469 35,438 0%















Obra´zek 4.2: Graf testu (4.2)
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Vy´sledek
Vcelku znacˇny´ propad algoritmu Badouel byl pro meˇ prˇekvapen´ım. Algoritmus Chirkov se
uka´zal jako opravdu nejrychlejˇs´ı. Prˇicˇemzˇ s rostouc´ı hustotou zasazˇen´ı zvysˇoval sv˚uj na´skok
oproti metodeˇ Mo¨ller. Jinak je videˇt, zˇe rychlost algoritmu˚ klesa´ prˇiblizˇneˇ konstantneˇ.
4.3 Ru˚zne´ pocˇ´ıtacˇe
Motivace: Porovna´me opeˇt vsˇechny trˇi algoritmy, tentokra´t mi jde o zjiˇsteˇn´ı, zda se
vy´sledky prˇedchoz´ıho testu potvrd´ı i vy´pocˇtem na jiny´ch pocˇ´ıtacˇ´ıch.
Pouzˇite´ pc1: AMDAthlon 64 3000+ (1,8GHz, Winchester, L1 (64KB/ 64KB), L2 512KB),
1GB RAM (PC3200, 200MHz).
Pouzˇite´ pc2: AMD Athlon 64 3500+ (2,2GHz, Venice, L1 (64KB/ 64KB), L2 512KB),
512MB RAM.
Pouzˇite´ pc3: Intel Core 2 Duo E6300 (1,6GHz, Conroe, L1 (2 x 32KB/ 2 x 32KB), L2
2MB, 2GB RAM (PC5300, 333MHz).
Pouzˇite´ pc4: Intel Core 2 Duo E6600 (2,4GHz, Conroe, L1 (2 x 32KB/ 2 x 32KB), L2
4MB, 1GB RAM.
Meˇrˇen´ı: 25 000 troju´heln´ık˚u prˇi 20 000 opakova´n´ı na jedno meˇrˇen´ı. Testova´ny byly hustoty
zasazˇen´ı 0, 0,25, 0,5, 0,75 a 1. Tabulka ukazuje pr˚umeˇrnou hodnotu sekund potrˇebny´ch
dany´m pc k vy´pocˇtu teˇchto skupin troju´heln´ık˚u.
Pozna´mka: V grafu jsem prˇehodil sloupce tak, aby algoritmy Mo¨ller a Chirkov byly vedle
sebe, proto aby zjiˇsteˇna´ skutecˇnost byla le´pe patrna´.
Pc Mo¨ller Badouel Chirkov
Pc1 34,228 45,268 30,703
Pc2 27,694 36,628 24,856
Pc3 23,562 38,907 26,024
Pc4 18,409 30,422 20,319
Tabulka 4.3: Srovna´n´ı na r˚uzny´ch pc (4.3)
Vy´sledek
Tento vy´sledek pro meˇ byl jesˇteˇ veˇtsˇ´ım prˇekvapen´ım nezˇ vy´sledek prˇedchoz´ıho testu. Ocˇeka´val
jsem, zˇe na r˚uzny´ch pc budou vy´pocˇty r˚uzneˇ rychle´. Ale uka´zalo se, zˇe na pocˇ´ıtacˇ´ıch Intel
je nejrychlejˇs´ı jina´ metoda nezˇ na pocˇ´ıtacˇ´ıch AMD. Dokonce vid´ıme, zˇe na pc3 je metoda






















Obra´zek 4.3: Graf testu (4.3)
4.4 Prˇ´ıcˇina rozd´ılny´ch vy´sledk˚u z testu 4.3
Motivace: Z prˇedchoz´ıho testu se uka´zalo, zˇe na pocˇ´ıtacˇ´ıch Intel je nejrychlejˇs´ı metoda
Mo¨ller, kdezˇto na pocˇ´ıtacˇ´ıch AMD algoritmus Chirkov. Procˇ? Mozˇny´ch prˇ´ıcˇin meˇ na-
pada´ neˇkolik. Bud’ je to t´ım, zˇe procesory od Intelu jsou vybaveny veˇtsˇ´ı L2 cache
pameˇt´ı, rychlejˇs´ı operacˇn´ı pameˇt´ı, nebo je mozˇne´, zˇe zvla´daj´ı podstatneˇ rychleji
neˇjakou operaci.
Pouzˇite´ pc1: AMD Athlon 64 3500+ (2,2GHz, Venice, L1 (64KB/ 64KB), L2 512KB),
512MB RAM.
Pouzˇite´ pc2: Intel Core 2 Duo E6300 (1,6GHz, Conroe, L1 (2 x 32KB/ 2 x 32KB), L2
2MB, 2GB RAM (PC5300, 333MHz).
Meˇrˇen´ı: Zjist´ım, kolik procent cˇasu vy´pocˇtu zaberou jednotlivy´m procesor˚um operace
skala´rn´ıho a vektorove´ho soucˇinu, rozd´ılu vektor˚u, deˇlen´ı a rozhodova´n´ı podmı´nek.
Pokud budou tyto hodnoty na pc AMD i Intel prˇiblizˇneˇ stejne´, znamena´ to, zˇe mus´ıme
prˇ´ıcˇinu tohoto rozd´ılu hledat jinde.
Hodnoty z´ıskane´ meˇrˇen´ım jsou celkem nezaj´ımave´ pro tabulku, takzˇe pouze ty zaj´ımave´
skutecˇnosti pop´ıˇsi ve vy´sledku.
Vy´sledek
Z me´ho meˇrˇen´ı vysˇlo najevo, zˇe procesory Intel zvla´daj´ı rychleji rozhodova´n´ı podmı´nek. Prˇi
zkousˇen´ı na algoritmu Mo¨ller byl tento rozd´ıl u posledn´ı podmı´nky dokonce 6% z celkove´
doby vy´pocˇtu. Protozˇe metoda Chirkov ma´ podmı´nky pouze dveˇ, zat´ımco Mo¨ller azˇ cˇtyrˇi,
je tedy tato skutecˇnost patrnou prˇ´ıcˇinou tohoto rozd´ılu. V na´sleduj´ıc´ı cˇa´sti se na jednotlive´
algoritmy pod´ıva´me podrobneˇji a zjist´ıme, jestli je za t´ımto rozd´ılem i neˇco jine´ho, nebo
pouze schopnost rychleji rozhodovat podmı´nky.
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4.5 Analy´za ko´d˚u
V te´to sekci se pod´ıva´me na vsˇechny algoritmy jednotliveˇ a trochu je rozebereme. Ko´dy
jsou zapsa´ny v jazyce C.
Spolecˇne´ definice
Vsˇechny funkce maj´ı spolecˇne´ parametry tri, ray, t, ktere´ popisuj´ı troju´heln´ık, paprsek
a parametr paprsku urcˇuj´ıc´ı pr˚usecˇ´ık. Jednotlive´ typy jsou definova´ny takto:
TRIANGLE: struktura, obsahuje pole v0[3], v1[3], v2[3], ktera´ popisuj´ı jednotlive´ vr-
choly troju´heln´ıku (kazˇde´ je tvorˇeno sourˇadnic´ı x, y a z). Dalˇs´ı slozˇkou je pole
normal[3], ktere´ popisuje norma´lu. float d je vzda´lenost roviny troju´heln´ıku od
pocˇa´tku sourˇadne´ho syste´mu. Posledn´ı trˇi slozˇky int i0, i1, i2 vyjadrˇuj´ı, ktera´
za´kladn´ı rovina je pro troju´heln´ık dominantn´ı.
RAY: struktura, obsahuje trˇi pole, kazˇde´ popisuje sourˇadnici x, y a z. orig[3] je pocˇa´tek
paprsku, end[3] konec a dir[3] je normalizovany´ vektor urcˇuj´ıc´ı smeˇr paprsku.
float t: urcˇuje parametr paprsku pro pr˚usecˇ´ık (pokud k neˇmu dojde).
EPSILON: konstanta bl´ızka´ nule, v nasˇich algoritmech EPSILON = 0.000001.
Funkce vrac´ı hodnotu 0, pokud paprsek troju´heln´ık protne, pokud ne, vrac´ı se hodnota




int moller (TRIANGLE *tri, RAY *ray, float *t) {
float e1x = tri->v1[0] - tri->v0[0];
float e1y = tri->v1[1] - tri->v0[1];
float e1z = tri->v1[2] - tri->v0[2];
float e2x = tri->v2[0] - tri->v0[0];
float e2y = tri->v2[1] - tri->v0[1];
float e2z = tri->v2[2] - tri->v0[2];
float pvx = ray->dir[1] * e2z - ray->dir[2] * e2y;
float pvy = ray->dir[2] * e2x - ray->dir[0] * e2z;
float pvz = ray->dir[0] * e2y - ray->dir[1] * e2x;
float det = e1x * pvx + e1y * pvy + e1z * pvz;
float qvx, qvy, qvz;
if (det > EPSILON) {
float tvx = ray->orig[0] - tri->v0[0];
float tvy = ray->orig[1] - tri->v0[1];
float tvz = ray->orig[2] - tri->v0[2];
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float u = tvx * pvx + tvy * pvy + tvz * pvz;
if (u < 0.0 || u > det)
return 1;
qvx = tvy * e1z - tvz * e1y;
qvy = tvz * e1x - tvx * e1z;
qvz = tvx * e1y - tvy * e1x;
float v = ray->dir[0] * qvx + ray->dir[1] * qvy + ray->dir[2] * qvz;
if (v < 0.0 || u + v > det)
return 2;
} else if (det < -EPSILON) {
float tvx = ray->orig[0] - tri->v0[0];
float tvy = ray->orig[1] - tri->v0[1];
float tvz = ray->orig[2] - tri->v0[2];
float u = tvx * pvx + tvy * pvy + tvz * pvz;
if (u > 0.0 || u < det)
return 3;
qvx = tvy * e1z - tvz * e1y;
qvy = tvz * e1x - tvx * e1z;
qvz = tvx * e1y - tvy * e1x;
float v = ray->dir[0] * qvx + ray->dir[1] * qvy + ray->dir[2] * qvz;




float inv_det = 1.0f / det;




V tabulce je uveden maxima´ln´ı pocˇet kolikra´t mu˚zˇe by´t dana´ operace vola´na.
+ - * / Podmı´nka
9 16 25 1 4
Tabulka 4.4: Cˇetnost operac´ı metody Mo¨ller
Z teˇchto operac´ı jsou celkem 3 rozd´ıly vektor˚u, 2 vektorove´ a 4 skala´rn´ı soucˇiny vektor˚u.
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Dosazˇen´ı r˚uzny´ch na´vratovy´ch hodnot
Pro zaj´ımavost se pod´ıva´me, jak cˇasto se funkce vrac´ı z jednotlivy´ch mozˇnost´ı. Pro tento
test bylo vygenerova´no 1 000 000 troju´heln´ık˚u a byl proveden na pc AMD Athlon 64 3000+.
Tabulka ukazuje procentua´ln´ı zastoupen´ı dane´ na´vratove´ hodnoty (viz. ko´d na zacˇa´tku sekce
4.5.1) a take´ cˇas potrˇebny´ k dosazˇen´ı teˇchto hodnot (toto meˇrˇen´ı pocˇ´ıta´ 500 000 000 vy´pocˇt˚u
pro skupinu troju´heln´ık˚u, ktere´ s prˇ´ıslusˇny´mi paprsky vrac´ı danou hodnotu).
Na´vratova´ hodnota Cˇetnost / procent Doba pro vy´pocˇet (sec.)
0 120 720 / 12,07% 40,188
1 317 737 / 31,77% 24,375
2 121 256 / 12,13% 35,250
3 318 641 / 31,86% 26,422
4 121 632 / 12,16% 36,500
5 14 / 0,01% 19,625
Tabulka 4.5: Na´vratove´ hodnoty metody Mo¨ller
4.5.2 Badouel
Algoritmus
int badouel (TRIANGLE *tri, RAY *ray, float *t) {
float dot = ray->dir[0] * tri->normal[0] + ray->dir[1] * tri->normal[1]
+ ray->dir[2] * tri->normal[2];
if (dot > -EPSILON && dot < EPSILON)
return 1;
float dot2 = ray->orig[0] * tri->normal[0] + ray->orig[1]
* tri->normal[1] + ray->orig[2] * tri->normal[2];
*t = -(tri->d + dot2) / dot;
float pointa = ray->orig[tri->i1] + ray->dir[tri->i1] * *t;
float pointb = ray->orig[tri->i2] + ray->dir[tri->i2] * *t;
float uu0 = pointa - tri->v0[tri->i1];
float uu1 = tri->v1[tri->i1] - tri->v0[tri->i1];
float uu2 = tri->v2[tri->i1] - tri->v0[tri->i1];
float vv0 = pointb - tri->v0[tri->i2];
float vv1 = tri->v1[tri->i2] - tri->v0[tri->i2];
float vv2 = tri->v2[tri->i2] - tri->v0[tri->i2];
float alpha, beta;
if (uu1 == 0.0) {
beta = uu0 / uu2;
if (beta < 0.0 || beta > 1.0)
return 2;
alpha = (vv0 - beta * vv2) / vv1;
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} else {
beta = (vv0 * uu1 - uu0 * vv1) / (vv2 * uu1 - uu2 * vv1);
if (beta < 0.0 || beta > 1.0)
return 3;
alpha = (uu0 - beta * uu2) / uu1;
}





Tabulka uva´d´ı maxima´ln´ı pocˇet kolikra´t mu˚zˇe by´t dana´ operace vola´na.
+ - * / Podmı´nka
8 11 13 3 4
Tabulka 4.6: Cˇetnost operac´ı metody Badouel
Z teˇchto operac´ı jsou celkem 2 skala´rn´ı soucˇiny vektor˚u.
Dosazˇen´ı r˚uzny´ch na´vratovy´ch hodnot
Opeˇt pro zaj´ımavost uvedu, jak cˇasto se funkce vrac´ı z jednotlivy´ch mozˇnost´ı. Pro tento
test bylo vygenerova´no 1 000 000 troju´heln´ık˚u a byl proveden na pc AMD Athlon 64 3000+.
Tabulka ukazuje procentua´ln´ı zastoupen´ı dane´ na´vratove´ hodnoty (viz. ko´d na zacˇa´tku sekce
4.5.2) a take´ cˇas potrˇebny´ k dosazˇen´ı teˇchto hodnot (toto meˇrˇen´ı pocˇ´ıta´ 500 000 000 vy´pocˇt˚u
pro skupinu troju´heln´ık˚u, ktere´ s prˇ´ıslusˇny´mi paprsky vrac´ı danou hodnotu).
4.5.3 Chirkov
Algoritmus
int chirkov (TRIANGLE *tri, RAY *ray, float *t) {
float signSrc = tri->normal[0] * ray->orig[0] + tri->normal[1]
* ray->orig[1] + tri->normal[2] * ray->orig[2] + tri->d;
Na´vratova´ hodnota Cˇetnost / procent Doba pro vy´pocˇet (sec.)
0 121 034 / 12,10% 50,203
1 1 / 0,00% 5,516
2 18 / 0,01% 33,640
3 637 180 / 63,72% 37,000
4 241 767 / 24,17% 49,125
Tabulka 4.7: Na´vratove´ hodnoty metody Badouel
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float signDst = tri->normal[0] * ray->end[0] + tri->normal[1]
* ray->end[1] + tri->normal[2] * ray->end[2] + tri->d;
float dd = signSrc - signDst;
float ay = tri->v1[tri->i1] - tri->v0[tri->i1];
float az = tri->v1[tri->i2] - tri->v0[tri->i2];
float by = tri->v2[tri->i1] - tri->v0[tri->i1];
float bz = tri->v2[tri->i2] - tri->v0[tri->i2];
float dely = ray->end[tri->i1] - ray->orig[tri->i1];
float delz = ray->end[tri->i2] - ray->orig[tri->i2];
float basey = ray->orig[tri->i1] - tri->v0[tri->i1];
float basez = ray->orig[tri->i2] - tri->v0[tri->i2];
float adelxbase = signSrc * (ay * delz - az * dely)
+ dd * (ay * basez - az * basey);
if (adelxbase * (signSrc * (dely * bz - delz * by)
+ dd * (basey * bz - basez * by)) >= 0.0) {
float cy = tri->v2[tri->i1] - tri->v1[tri->i1];
float cz = tri->v2[tri->i2] - tri->v1[tri->i2];
basey = ray->orig[tri->i1] - tri->v1[tri->i1];
basez = ray->orig[tri->i2] - tri->v1[tri->i2];
if (adelxbase * (signSrc * (dely * cz - delz * cy)
+ dd * (basey * cz - basez * cy)) < 0.0) {
*t = - signSrc / (ray->dir[0] * tri->normal[0] + ray->dir[1]







Tabulka uva´d´ı maxima´ln´ı pocˇet kolikra´t mu˚zˇe by´t dana´ operace provedena.
+ - * / Podmı´nka
11 20 29 1 2
Tabulka 4.8: Cˇetnost operac´ı metody Chirkov
Z teˇchto operac´ı jsou celkem 3 skala´rn´ı soucˇiny vektor˚u.
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Dosazˇen´ı r˚uzny´ch na´vratovy´ch hodnot
Pro tento algoritmus je zbytecˇne´ tyto u´daje uva´deˇt, protozˇe algoritmus ma´ pouze dveˇ
mozˇnosti na´vratu. Doba jejich dosazˇen´ı se rovna´ dobeˇ vy´pocˇtu z testu 4.2 s hustotou
zasazˇen´ı 0 nebo 1 (podle toho, ktery´ na´vrat chceme).
4.5.4 Za´veˇr
Pro prˇehlednost uvedu tabulku obsahuj´ıc´ı informace z prˇedesˇle´ho zkouma´n´ı.
Algoritmus + - * / Podmı´nka
Mo¨ller 9 16 25 1 4
Badouel 8 11 13 3 4
Chirkov 11 20 29 1 2
Tabulka 4.9: Cˇetnost operac´ı
Z tabulky je videˇt, zˇe si celkoveˇ metoda Mo¨ller vystacˇ´ı s me´neˇ operacemi, nezˇ metoda
Chirkov. Potrˇebuje vsˇak v´ıce podmı´nek. Podmı´nky se uka´zaly jako nejna´rocˇneˇjˇs´ı cˇa´st cele´ho
vy´pocˇtu. Procesory Intel je zvla´daj´ı le´pe nezˇ AMD, a proto je na nich metoda Mo¨ller rych-
lejˇs´ı nezˇ Chirkov. Metoda Badouel ma´ proble´m, zˇe obsahuje take´ 4 podmı´nky, ale nav´ıc 3
deˇlen´ı, cozˇ je pro procesor take´ na´rocˇna´ operace, to metodu posouva´ azˇ na posledn´ı mı´sto.
Pokud bychom dostali procesor, ktery´ bude velmi rychle deˇlit, z´ıskala by tato metoda mno-
hem lepsˇ´ı vy´sledky. Celkove´ho zrychlen´ı vsˇech metod by se dalo dosa´hnout zefektivneˇn´ım
rozhodova´n´ı podmı´nek, cˇ´ımzˇ by jesˇteˇ v´ıce z´ıskala metoda Mo¨ller.
4.6 Pocˇ´ıta´n´ı barycentricky´ch sourˇadnic pr˚usecˇ´ıku
Motivace: Jak jsem na zacˇa´tku zminˇoval, algoritmus Badouel se mi zda´l v nevy´hodeˇ,
protozˇe jako jediny´ pocˇ´ıtal u´plneˇ sourˇadnice pr˚usecˇ´ıku. Proto v na´sleduj´ıc´ım testu
zmeˇrˇ´ım, jak si pocˇ´ınaj´ı i ostatn´ı algoritmy, kdyzˇ mus´ı dopocˇ´ıtat sourˇadnice u´plneˇ.
Pouzˇite´ pc: AMDAthlon 64 3000+ (1,8GHz, Winchester, L1 (64KB/ 64KB), L2 512KB),
1GB RAM (PC3200, 200MHz).
Meˇrˇen´ı: 25 000 troju´heln´ık˚u prˇi 20 000 opakova´n´ı. Sloupce tabulky uda´vaj´ı r˚uzne´ hustoty
zasazˇen´ı. Vy´sledne´ hodnoty jsou pocˇet sekund potrˇebny´ch k dane´mu pocˇtu vy´pocˇt˚u.
Algoritmus 0,0 0,25 0,5 0,75 1,0 Efek.
Mo¨ller 28,969 31,875 34,891 37,953 40,641 0%
Badouel 41,109 43,203 45,321 47,516 49,671 30,1%
Chirkov 30,703 35,406 40,109 44,859 49,594 15,1%















Obra´zek 4.4: Graf testu (4.6)
Vy´sledek
Mu˚zˇeme videˇt, zˇe se na´m efektivita algoritmu˚ zmeˇnila. Prˇesto, zˇe byl test prova´deˇn na
pocˇ´ıtacˇi AMD, nejrychlejˇs´ım algoritmem se stal Mo¨ller. Prˇestozˇe jizˇ nen´ı na´skok oproti




Jako dalˇs´ı cˇa´st sve´ pra´ce jsem se rozhodl implementovat tyto algoritmy do existuj´ıc´ıho ray
traceru. Jako vhodna´ platforma mi poslouzˇila diplomova´ pra´ce [4]. Je to funkcˇn´ı ray tracer
pracuj´ıc´ı v rea´lne´m cˇase, ktery´ zat´ım doka´zˇe zobrazovat kouli, va´lec a rovinu. Vyuzˇ´ıva´
urychluj´ıc´ı techniku adaptivn´ıho podvzorkova´n´ı. Ja´ k tomuto prˇida´m schopnost zobrazovat
troju´heln´ıky, cˇ´ımzˇ z´ıska´me ray tracer, ktery´ je schopny´ zobrazovat defakto vesˇkera´ d˚ulezˇita´
primitiva.
Jako prvn´ı jsem se s ray tracerem sezna´mil, zjistil jak je navrzˇen a co bude potrˇeba
udeˇlat. Program je dobrˇe navrzˇen a pro moje u´cˇely je dobrˇe modifikovatelny´. Schopnost
zobrazovat novy´ prvek je dosazˇena vytvorˇen´ım nove´ trˇ´ıdy, ktera´ je deˇdeˇna od trˇ´ıdy objekt˚u.
Rozhodl jsem se proto, zˇe do ray traceru implementuji vsˇechny trˇi algoritmy, ktere´ jsem
testoval. Vytvorˇil jsem tedy nove´ trˇi druhy objekt˚u, ktere´ mohou by´t zobrazeny (troju´heln´ık
pomoc´ı algoritmuMo¨llera, pomoc´ı algoritmu Badouela a algoritmu Chirkova). Nejd˚ulezˇiteˇjˇs´ı
u te´to nove´ trˇ´ıdy je metoda pocˇ´ıtaj´ıc´ı pr˚usecˇ´ık paprsku s dany´m objektem. Algoritmy jsem
musel trochu upravit, ale jejich implementace do ray traceru se mi povedla bez veˇtsˇ´ıch
pot´ızˇ´ı. Ma´me tak k dispozici ray tracer, ktery´ je schopny´ zobrazovat troju´heln´ıky.
Obra´zek 5.1: Uka´zka sce´ny z ray traceru
V praxi se uka´zalo, zˇe mezi jednotlivy´mi metodami nen´ı zas tak velky´ rozd´ıl a vsˇechny
metody jsou vykreslova´ny jen s maly´m rozd´ılem v rychlosti (ktery´ se samozrˇejmeˇ zveˇtsˇuje
spolu s pocˇtem troju´heln´ık˚u ve sce´neˇ). Prˇesto je sledova´n´ı paprsk˚u velmi na´rocˇne´. Ray tracer
zvla´da´ interaktivneˇ (prˇes 20 fps) lehcˇ´ı sce´ny, avsˇak na pouzˇit´ı naprˇ´ıklad v pocˇ´ıtacˇovy´ch




Ve sve´ pra´ci jsem zkoumal mozˇnosti zobrazova´n´ı troju´heln´ık˚u pomoc´ı metody sledova´n´ı pa-
prsk˚u. Zaby´val jsem se tedy prˇeva´zˇneˇ pocˇ´ıta´n´ım pr˚usecˇ´ıku troju´heln´ıku s paprskem. Testo-
val jsem trˇi r˚uzne´ algoritmy na r˚uzny´ch pocˇ´ıtacˇ´ıch a v r˚uzny´ch situac´ıch. Prˇi teˇchto testech
jsem zjistil neˇkolik zaj´ımavy´ch veˇc´ı, naprˇ´ıklad zˇe na r˚uzny´ch pocˇ´ıtacˇovy´ch architektura´ch
je nejrychlejˇs´ı jiny´ algoritmus.
Kdybych meˇl nyn´ı na za´kladeˇ z´ıskany´ch veˇdomost´ı implementovat vlastn´ı ray tracer,
jednoznacˇneˇ si k tomu vyberu metodu Tomase Mo¨llera a Bena Trumbore. Jednak je tato
metoda nejme´neˇ na´rocˇna´ na pameˇt’, jednak se uka´zala nejrychlejˇs´ı na pocˇ´ıtacˇ´ıch Intel, ktere´
z testovac´ı skupiny prˇedstavuj´ı moderneˇjˇs´ı cˇa´st. Jako nejrychlejˇs´ı se uka´zala i na pocˇ´ıtacˇi
AMD, kdyzˇ pocˇ´ıtala i barycentricke´ sourˇadnice, ktere´ bych v ray traceru vyuzˇil k mapova´n´ı
textur.
Za´veˇrem sve´ pra´ce jsem si vyzkousˇel i pra´ci s programem zobrazuj´ıc´ım sce´ny pomoc´ı
sledova´n´ı paprsk˚u a implementoval do neˇj algoritmy, ktere´ jsem zkousˇel. Program vsˇak
nedosahuje prˇ´ıliˇs dobry´ch vy´sledk˚u, co se rychlosti vy´pocˇtu sce´ny ty´cˇe. Aby bylo mozˇne´
v rea´lne´m cˇase zobrazovat slozˇiteˇjˇs´ı sce´ny, bylo by trˇeba implementovat neˇjake´ v´ıce urych-
luj´ıc´ı metody jako naprˇ´ıklad obalova´ teˇlesa, cozˇ by se mohlo sta´t prˇedmeˇtem moj´ı diplomove´
pra´ce.
Pra´ce se sledova´n´ım paprsk˚u meˇ velice zaujala a v neˇktery´ch smeˇrech i inspirovala.
Zacˇal jsem uvazˇovat o napsa´n´ı vlastn´ıho ray traceru, ktery´ by nepracoval v rea´lne´m cˇase,
ale slouzˇil by jako prostrˇedek pro tvorbu vizua´lneˇ velmi zaj´ımavy´ch videosekvenc´ı.
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A.1 Spusˇteˇn´ı ray test
Program ray test.exemu˚zˇe by´t spusˇteˇn azˇ se trˇemi volitelny´mi parametry. Prvn´ım je hus-
tota zasazˇen´ı troju´heln´ık˚u, druhy´ pocˇet troju´heln´ık˚u a posledn´ı je pocˇet opakova´n´ı jednoho
vy´pocˇtu.
ray test.exe 0.3 2000 10000
Spust´ı program pro zasazˇen´ı 30% troju´heln´ık˚u z pocˇtu 2 000 a kazˇdy´ vy´pocˇet zopakuje
10 000-kra´t.
Pokud nen´ı prvn´ı parametr zada´n, nebo je zada´n chybneˇ (i u´myslneˇ), pocˇ´ıta´ program
testy pro hustoty zasazˇen´ı 0, 0,25, 0,5, 0,75 a 1.
Vy´choz´ı nastaven´ı parametr˚u je 25 000 r˚uzny´ch troju´heln´ık˚u a 20 000 opakova´n´ı.
A.2 Ovla´da´n´ı raytracing
Ovla´da´n´ı kamery: prˇiblizˇova´n´ı, oddalova´n´ı kamery: prave´ tlacˇ´ıtko mysˇi + pohyb; rotace
kamery: prostrˇedn´ı tlacˇ´ıtko mysˇi + pohyb.
Prˇep´ına´n´ı sce´n: kla´vesy 0–9
Inkrementace a dekrementace: kla´vesy + -, je vsˇak nejprve nutne´ zadat, ktery´ parametr
se ma´ meˇnit.
Parametry: mrˇ´ızˇka adaptivn´ıho podvzorkova´n´ı: L
mrˇ´ızˇka adaptivn´ıho podvzorkova´n´ı v ose x nebo y: X nebo Y
tolerance adaptivn´ıho podvzorkova´n´ı: T
aproximacˇn´ı technika adaptivn´ıho podvzorkova´n´ı: I
cˇ´ıtacˇ objekt˚u neˇktery´ch sce´n: C
Ostatn´ı: zapnout / vypnout test vrha´n´ı paprsk˚u: R
zapnout / vypnout zobrazen´ı: D
zapnout / vypnout adaptivn´ı podvzorkova´n´ı: S
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