Abstract. It is shown that second-order results can be attained by the generalized hyperinterpolation operators on the sphere, which gives an affirmative answer to a question raised by Reimer in
Introduction

Let
2 , as defined in [Sz, p. 80] . Thus, by (1.1), we have, for f ∈ Π 
where Λ N is a finite subset of
A cubature formula like Q N is said to be of degree N + 1. It was shown by Reimer [Re1] that a positive cubature formula Q N of degree N + 1 on the sphere must satisfy the following regularity condition, introduced by Sloan and Womersley [SW] :
, introduced by Sloan [Sl] (see also [SW] ), are defined as
where the E N 's are defined by (1.3). The following remarkable result was proved by [SW] (d = 3, under the regularity assumption (1.4)), [LS] (d arbitrary, under the regularity assumption (1.4)), and by [Re1] (d arbitrary, no additional regularity assumption):
where the constant of equivalence depends only on d, and
We refer to [SW] , [LS] , [Re1] and [Re2] for the background information of hyperinterpolation on the sphere. In spite of the best-order result (1.5), pointwise convergence (for arbitrary f ∈ C(S d−1 )) cannot be attained by hyperinterpolation. For this reason, Reimer [Re2] introduced the concept of generalized hyperinterpolation, whose definition is as follows. Suppose that Then, the generalized hyperinterpolation operators associated to {D N 
Note that in the definition of GL N one assumes that the positive cubature formula involved is of degree N + 1 rather than 2N . The point of generalized hyperinterpolation is that it can achieve a uniform convergence result for arbitrary f ∈ C(S d−1 ) without increasing the cost of evaluation, as was shown by Reimer [Re2, Theorem 2] .
An important example arises in generalized hyperinterpolation when one considers the Newman-Shapiro operators on S d−1 , whose definition is given as follows. Let
where ξ N +1 is the largest root of G N +1 , and the constant γ N +1 is chosen so that
The Newman-Shapiro operators are then defined by
We denote by GL N,B N the generalized hyperinterpolation operators associated to the kernels B N . For the Newman-Shapiro operators T N , Reimer [Re2, Theorem 7] proved that
is the modulus of smoothness of second order, and
while for the discrete operators
where
is the first-order modulus of smoothness. It was asked by Reimer [Re2] whether second-order results can be attained by generalized hyperinterpolation operators. Our main result (Theorem 1.1 below) in this paper gives an affirmative answer to this question.
Theorem 1.1. Suppose that
is a sequence of polynomials on [−1, 1] satisfying (1.9)
and (1.10) sup
where C > 0 depends only on d, and ω 2 (f, t) is defined by (1.8).
Remark 1.1. It was shown in [Re2, that the kernels B N defined by (1.7) satisfy both of the conditions (1.9) and (1.10). Thus, by Theorem 1. 
6). Then in order that
, it is necessary and sufficient that a N,0 = 1 and
Corollary 1.2 can easily be deduced from Theorem 1.1 and the following two identities:
and
The paper is organized as follows. In Section 2, we give an equivalent characterization of the regularity condition (1.4), which is in terms of the MarcinkiewitczZygmund inequality. Based on this characterization, we prove the main result in Section 3.
The regularity condition
Our main purpose in this section is to give an equivalent characterization of the regularity condition of Sloan and Womersley [SW] . Our main result can be stated as follows.
Theorem 2.1. Suppose that Ω is a finite subset of S d−1 , {µ ω : ω ∈ Ω} is a set of positive numbers, and n is a positive integer. If for some 0 < p 0 < ∞ the inequality
with C 1 independent of f holds for all f ∈ Π d n , then the following regularity condition must be satisfied:
where C 2 = CC 1 and C > 0 depends only on d and p 0 . Conversely, if the regularity condition (2.2) is satisfied for some constant C 2 > 0, then for any 0 < p < ∞ and any f ∈ Π d m with m ≥ n,
where C > 0 depends only on d and p.
We point out that while the second assertion of Theorem 2.1 with p = 1 will be enough for the proof of our main result (Theorem 1.1) in this paper, we shall give the proof of the whole theorem in this section for the sake of completeness.
After this paper was completed, we learned that a result similar to Theorem 2.1 for 1 ≤ p < ∞ was obtained independently by H. N. Mhaskar in a recent paper [M2, Theorem 3.3] .
For the proof of Theorem 2.1, we need three previously known lemmas. To state our first lemma, we let η ∈ C ∞ [0, ∞) be such that η(t) = 1 for 0 ≤ t ≤ 1 and η(t) = 0 for t ≥ 2, and we define
By (1.1) and (1.2), it follows that for very
We will keep the function η and the notation K N for the rest of this section. Our first lemma, which was proved in [BD, Lemma 3.3] , can be stated as follows.
Lemma 2.2. For θ ∈ [0, π] and any positive integer , we have
where 
where C > 0 depends only on d.
Our final lemma, Lemma 2.4 below, is well known (see, for instance, [BDS] , [SW] or [MNW] 
Proof of Theorem 2.1. First, we assume (2.1) is true for some 0
n and for some finite set Ω ⊂ S d−1 , and we will prove the regularity condition (2.2). Let
where P (α,β) k denotes the Jacobi polynomial of degree k and with indices α, β, as defined in [Sz, p. 58] . Then by (4.1.1) and (8.21.18) of [Sz] , we have
Thus, using Bernstein's inequality for trigonometric polynomials, we have, for all θ ∈ [0, π],
Now, for any fixed x ∈ S d−1 , using (2.1) with f (y) = P [n/2] (y · x), we deduce
which, by (2.7) and a straightforward calculation, is controlled by
Next, we prove the second assertion of Theorem 2.1. Suppose that the regularity condition (2.2) is satisfied. We will prove that (2.3) holds for all
The following estimate will play a crucial role in our proof:
(2.9) max
where C > 0 depends only on d and p when p is small. For the moment, we take (2.9) for granted and proceed with the proof. We start with the equation 
Proof. By the definition (1.6), we have, for f ∈ C(S d−1 ) and .4) and Theorem 2.1)
This completes the proof.
Proof of Theorem
Then by Lemma 3.3, we have
It will be shown that
Once (3.2)) is proved, then by (3.1) and the Jackson-type estimate (see, for example, [Re2, Theorem 7] ), we obtain
which gives the desired inequality (1.11). Thus, the proof of Theorem 1.1 is reduced to the proof of (3.2)). To show (3.2), we claim that for x = (x 1 , . . . ,
For the proof of the claim (3.3), we assume that y = x cos θ + u sin θ, where
Then g x,u is a trigonometric polynomial of degree at most N , and moreover,
It follows that which proves the claim (3.3)). Now we are ready to prove (3.2). By (1.9) and the definition (1.6), we have
We note that for each 1 ≤ j ≤ d,
where the first equality follows by the assumption that the cubature formula Q N is of degree N + 1, while the second follows from the fact that h j (y) = y j − x j (x · y) is a spherical harmonic of degree 1. Therefore, using the claim (3.3), we conclude that for x ∈ S d−1 ,
(by (1.4) and Theorem 2.1)
≤ CKω 2 (g, N −1 ) (by (1.10)) which proves (3.2) and hence completes the proof of Theorem 1.1.
