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Nowadays, graph algorithms have been applied to many practical issues such as net-
working, very large-scale integration (VLSI), and transport systems, etc. Construct-
ing an algorithm to find a maximum independent set (MIS) is one of the first NP-Hard
problems which have been studied for a long time. Most scientists believe that there
is no polynomial-time algorithm for this problem in general graphs. However, many
efficient algorithms and approximation schemes to resolve the MIS problem are found
in some special graph classes. In this thesis, we are going to introduce a separator
construction for a diametral path graph. By using a property of the separator, we
then obtain a polynomial-time algorithm to find a MIS in diametral path graphs
with bounded degree. Additionally, in diametral path graphs, we reduce the approx-
imate MIS problem to finding the solution with the constraint of bounded diameter.
This reduction opens a promising approach to an approximate solution for the MIS
problem in the future.
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1.1 Graph Theory and Applications
A graph is a structure that represents objects and a relation among them. In math-
ematics, the object is called vertex and the relation between objects is presented by
edges. Formally, a graph G is a pair (V,E), where V is a set of vertices and E is
the set of edges. A graph can be visually drawn by using a set of dots or circles for
vertices and lines or curves between those dots for edges.
Figure 1.1: A visual diagram of a graph
The term graph was coined by James Joseph Sylvester - an English mathemati-
cian in 1878. The problem was considered as the first in graph theory is the Seven
Bridges of Königsberg (figure 1.2), which was published in 1736 by Leonhard Euler
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[7]. Euler’s formula about the relation between the number of edges, vertices, and
Figure 1.2: Seven Bridges of Königsberg (Source: Public domain)
faces of a planar graph was studied by other mathematicians. Euler’s finding is the
foundation of topology - a field that concerns properties of geometric objects that are
preserved under deformations.
Graphs can be used to model structures and relations in other subjects such as physic,
biology, and computer science. Recently, the considerable evolution of social networks
has opened many novel and unsolved problems related to graph theory and computer
science. In computer applications, graphs are used as abstract models for a network
of data transportation, internet communication, or distributed computing. For ex-
ample, in a social media system, each user can be represented by a vertex of a graph,
and relations between users, or ”friendship”, can be represented by edges. From the
graphic model of a social network, companies learned new knowledge about users’
activities and build a strategy to maximize their profit. Another important applica-
tion is the graph of infection during the COVID-19 pandemic. From the travel graph
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of patients, authorities can estimate and predict the number of positive cases, then
prepare for medical resources and sufficient restrictions. Besides solving recent prob-
lems, graph theory is well-known for its application in networks and the internet. A
web search tool, like Google, needs to construct link graph websites. Two web pages
have edges if there is a link, or reference, from one to another. The engines use this
data to rank the results of searching (Figure 1.3).
Figure 1.3: Google Search Engine
Graph theory is also used in theoretical physics. In 1948, an American Physicist
named Richard Feynman introduced a graphical representation of the behavior and
interaction of subatomic particles. His diagrams were a great breakthrough that
nearly changed everything in physics. Frank Wilczek, a Nobel laureate, wrote that
his calculation would have been unthinkable without Feynman diagrams. His graphs
and calculation rules have opened the quantum theory to applicable experiments.
4
Figure 1.4 is an example of Feynman diagrams.
Figure 1.4: Feynman Diagram [25]
In chemistry, there is a branch named chemical graph theory, which applies graph
theory and topology to model chemical phenomena. The atoms and bonds inside a
molecule are represented by vertices and edges. The physical properties of a molecule
can be described by or induced from mathematical graph properties. For example,
graph theory is used for isomer enumeration. In chemistry, some compounds have
the same atoms and bond sets but different structures. Those are called molecular
isomerism. Using graph theory, we have an excellent tool for enumerating isomers.
Figure 1.5 represents three isomers of dichlorobenzene.
Figure 1.5: Three isomers of dichlorobenzene [47]
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1.2 Structural Graph Theory
Structural graph theory deals with the characterization and decomposition of particu-
lar classes and uses these mathematical structures to find new properties or algorithms
to solve hard problems. The most popular recent topics include graph minors, graphs
with forbidden configuration, graphs with bounded treewidth, and modular decompo-
sition. A large number of results have been discovered in the process of studying the
structure of graphs. This research area keeps thriving and becomes a major concern
for some reasons.
Firstly, many graphs with some special properties occur in our real life. Take
social graphs for an example. The random network, a simple model representing social
network graphs, shows its diameter proportional to the logarithm of the number of
nodes [53]. Practically, the average distance between two users in Facebook in 2011
was 4.74 while the total number of users was 721 million. Even in 2016, Facebook has
1.59 billion users, the average distance was still 4.5 [30]. Moreover, it worths trying
hard problems on special graphs first because the idea to solve a problem might come
from a special class. For example, in bipartite graphs, the maximum matching can
be solved efficiently by using the augmenting technique in flow networks. The idea of
augmenting paths was later used for general graphs. In 1961, Jack Edmonds developed
the blossom algorithm which can find the maximum matching in time O(|E||V |1/2)
[29].
One of the most well-known theorems in this field is the four-color theorem. The
conjecture was first proposed by Francis Guthrie in 1852. He noticed that only four
different colors were necessary for the map of counties in England. Agustus De
Morgan - Francis’s advisor stated the conjecture that any map can be colored by at
most 4 colors in which any two regions sharing the same border have different colors.
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The four-color theorem was finally proved in 1976 by Kenneth Appel and Wolfgang
Haken after many failures in proving or finding counterexamples. The hardness of
the four-color theorem can be seen by the fact that the five-color theorem was proved
in the 1800s.
Figure 1.6: A four-coloring of state map of the United State [20]
Later, planar graphs have been proven to be K5, K3,3 - minor free. Minor free
graphs have many interesting properties. Many papers about this type of graph are
published each year in top theoretical computer science conferences. In 1979, Tarjan
proved that a planar graph has a separator of size 2
√
2n, therefore has treewidth at
most 2
√
2n [44]. Alon, Seymour, and Thomas generalized their theorem and proved
that any Kh - minor free graph has a separator of size h
3/2n1/2 which can be found in
time O(h1/2/n1/2m) with n and m are the number of vertices and edges of the graph
[2]. We will continue describing these algorithms in the algorithmic graph theory
part.
Bipartite graphs are also well-known in terms of their structure. Many textbooks
used bipartite graph as the first chapter in learning structural graph theory. A bipar-
tite graph is a graph that the vertex set can be partitioned into 2 parts and there is
no edge connecting two vertices inside the same part. Bipartite graphs can be used
for modelizing relations from one set to another, for example, married relation or job
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finding. Figure 1.7 is an example of bipartite graphs.
Figure 1.7: A bipartite graph
A bipartite graph has been proven to be Ck - free with odd k. Many hard problems
in general graphs could be solved efficiently on bipartite graphs. For instance, the
minimum vertex cover is a NP-Hard problem in general graphs. However, in bipartite
graphs, we have the Konig theorem: the cardinality of the minimum vertex cover is
equal to that of the maximum matching. Because the maximum matching in bipartite
graphs is solvable in polynomial time, the minimum vertex cover can also be solved in
polynomial time. Because of its special properties, the bipartite graph class is usually
the first one to be examined by a mathematician when dealing with a novel problem.
1.3 Algorithmic Graph Theory
Algorithmic graph theory is the study of graph algorithms and their complexity.
In other words, this study focuses on the algorithmic properties of graphs. The
computational problems in this field include finding a subgraph (independent set,
clique), Hamiltonian cycle, tree decomposition, etc. Because graphs can be used to
accurately model many real-world structures such as networks, social relations, it
is necessary to develop efficient algorithms to solve problems in graphs. In real-life
applications, a graph may have a large number of nodes. For example, Facebook has
2 billion users or Google is taking charge of billion websites. To make the application
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runs properly in a reasonable amount of time (a few seconds at most), we need to
optimize algorithms until they reach their lower bound.
Figure 1.8: Facebook graph [37]
Problems in graphs also have close relationships with other combinatorial problems.
Finding the maximum independent set, maximum clique or chromatic number have
been proven to be NP-Hard, which means we can study those problems to get a
better understanding of other NP-Hard problems. Maximum Independent Set (MIS)
problem is one of the first NP-Hard problems were found. Many scientists believe
that no algorithm can solve MIS in polynomial time. Using brute force, we could
Figure 1.9: An independent set
find an algorithm solving MIS in O(n22n). However, there is a much better algorithm
in terms of time complexity. MIS can be solved in time O(1.1996n) with polynomial
9
space [55]. This is also the best algorithm so far. When restricting to cubic graph (or
its subgraph), the time complexity was reduced to O(1.0836n) [54]. MIS can be solved
efficiently in particular graph classes such as P5-free graphs [45], claw-free graph [48]
or perfect graphs [36].
1.4 Contribution of the thesis
Diametral path graphs were introduced in 1995 by Deogun and Kratsch [21]. This
graph class was discovered while the authors were studying the dominating pair prop-
erty of Asteroidal Triple-Free graphs. The MIS problem in diametral path graphs with
a bounded maximum degree is still an open problem. Finding the treewidth is one
of the approaches for the MIS problem. If a graph has constant treewidth, one can
find efficient algorithms for many other NP-Hard problems such as MIS or Maximum
Dominating Set. In general graphs, finding treewidth is also a NP-Hard problem.
However, it can be solved in polynomial time in some special classes: triangulated
graphs, permutation graphs, k-outerplanar graph, etc. To obtain an upper bound for
treewidth of a subgraph-closed class, the approach is finding a sublinear separator of
a graph in that class. In 1979, Tarjan proved that a planar graph has a separator
of size 2
√
2n, therefore has treewidth at most O(
√
2n) [44]. If one can find a tree
decomposition of a graph with treewidth c, then there is a simple dynamic program-
ming algorithm that can found a MIS. This algorithm will be presented in chapter
3.
The treewidth decomposition of a diametral path graph with a bounded degree
has not been solved yet. In 1997, Bodlaender and Thilikos proved that one cannot ob-
tain an algorithm finding the treewidth if only using the small chordality property of
diametral path graphs with bounded degree [13]. In this thesis, we present a separator
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theorem for diametral path graphs. From that theorem, we obtain a tree decomposi-
tion of diametral path graphs, which gives us an upper bound of the treewidth. Since
this upper bound only depends on the maximum degree of a graph, the treewidth of
a diametral path graph with a bounded degree is also bounded. With the bounded
treewidth property, many NP-Hard problems like MIS, Maximum Dominating Set,
etc can be solved in linear time. In this thesis, we only present the algorithm finding
the MIS. However, other algorithms can be obtained by using the same method. We
also explore the MIS problem in an approximation view. In 1994, Baker developed a
polynomial-time approximation scheme (PTAS) for finding an approximated MIS in
planar graph [6]. Her technique was generalized to apply in other graph classes [28].
We use Baker’s technique here to obtain a method to solve the MIS approximately in
diametral path graphs. Then, we reduce the problem of finding the MIS in diametral
path graphs to graphs that have bounded diameters. This is a promising approach
to solve the MIS problem approximately in the future.
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Chapter 2
Problem definition and objectives of research.
2.1 Preliminaries
In this section, we give readers basic definitions and some notations we use in this
thesis. A graph G is a pair of sets (V,E). V is a set of vertices, and E is the set
of edges. Each edge is represented by a pair of vertices. If each pair is ordered, i.e.
two pairs (u, v) and (v, u) are different, we call G a directed graph. Otherwise, we
call G an undirected graph. Two vertices u and v are two end points or two ends of
the edge e = (u, v). For an edge e = (u, v), we call u is adjacent to v and u, v are
incident to e. A graph G′ = (V ′, E ′) is a subgraph of G if V ′ and E ′ are subsets of V
and E, respectively. An induced subgraph of G with vertex set V ′ ⊆ V , denoted by
G[V ′], has the edge set contains all edges of G connecting pair of adjacent vertices in
V ′. An edge has two identical end points is a loop. Multiple edges are two or more
edges which are exactly the same. In figure 2.1, we have V (G) = {A,B,C,D,E} and
E(G) = {(A,B), (A,B), (A,C), (B,C), (C,D), (B,D), (D,E), (C,D), (E,E)}. For
each edge, we can assign a value to it, call weight. A weighted graph G = (V,E,w)
has a weighted function w : E −→ R. A graph which has no weighted function is an
unweighted graph.
A simple graph is a graph without a loop and multiple edges. From now, if G is
12
Figure 2.1: A graph G
a graph and there is no more information, we assume that G is simple, undirected,
and unweighted. The complement of a graph G = (V,E) is a graph G with the same
vertex set and two vertices u and v in G are adjacent if and only there is no edge
(u, v) in G.
Figure 2.2: A graph and its complement
We consider two operations on a graph: deletion and contraction. In deletion, we
can delete a vertex or an edge. In contraction, we delete an edge and simultaneously
merging two ends of that edge. All edges from other vertices to one of the ends can
be re-routed to the new vertex after merging. A graph G′ is a minor of G if we can
get G′ from G after a finite number of deletions and contractions. A walk is a finite
sequence of edges {e1, e2, . . . ek} in which ei = (vi, vi+1). A trail is a walk in which all
edges are distinct. A path is a trail that never visits a vertex twice. A path can also
13
Figure 2.3: Edge Contraction
be represented by a list of vertices. A cycle is like a path, except the first and the
last vertices are the same.
A graph is connected if there exists a path connecting any two vertices. We can
verify a graph is connected or not by using Depth First Search (DFS) or Breadth-
First Search (BFS) algorithm. Both algorithms run in time O(|V |+|E|). A connected
component of a graph G is a maximal (in terms of vertices) subgraph of G which is
connected. We can also use BFS and DFS algorithms to find all connected components
of G in linear time. The length (or weight) of a path in a weighted graph is the total
Figure 2.4: A graph with 2 connected components
weight of edges along that path. In an unweighted graph, the length of a path is the
number of edges. In application, we can assume that all weights are 1. The shortest
path in G between 2 vertices u and v is the path with the smallest length. The length
of the shortest path between u and v is the distance between u and v, denoted by
dG(u, v). If there is no path between u and v, we usually assume that dG(u, v) =∞.
The distance between a vertex to all others in an unweighted graph can be calculated
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by BFS algorithm. To find the shortest path between all pairs in a weighted graph
without a negative cycle, one can use Floyd-Warshall algorithm, which runs in time
O(|V |3). If all weights are non-negative, Dijkstra algorithm can find the distance
from a vertex to others in time O(|E|+ |V | log |V |).
The diameter of a graph is the length of a shortest path from u to v which is not
shorter than any other shortest path in that graph. In other words, the diameter is
the largest distance between all pairs of vertices. In an unweighted and undirected
graph, the diameter can be found by iterating BFS algorithm over all vertices. The
time complexity of this algorithm is O(|V ||E|+ |V |2). The best-known algorithm for
this problem runs in time O(|V |2 log |V |) [42].
We give notations for special graphs. A graph in which every vertex is adjacent to
each other is a complete graph. A complete graph with n vertices is denoted by Kn.
The cycle of length n is denoted by Cn. We use the notation Pn for a path of length n.
A clique is a complete subgraph of a graph. Finding a clique with the maximum size
Figure 2.5: K3 and K4
of a graph is a NP-Hard problem. The clique number of G is the size of its maximum
clique and denoted by ω(G). A single edge can be considered as a clique. We can
partition a graph into a set of maximal cliques. Such partition is a clique cover. The
minimum clique cover is a clique cover with minimum number of cliques, and its size
is denoted by k(G). Finding a minimum clique cover is also an NP-Hard problem in
general graphs. However, it can be solved in linear time in triangulated graphs.
15
Figure 2.6: A clique cover
The complement of a clique is an independent set. An independent set, or stable
set, is a set of vertices that none of them are connected by an edge. The cardinality of a
maximum independent set of a graph G is called the stability of G, denoted by α(G).
As we mentioned before, finding the maximum independent set is also a NP-Hard
problem because otherwise, we can use any algorithm solving the MIS problem to
find the maximum clique of the complement graph. A more detailed reduction could
be found in [38]. A generalization of the MIS problem is the maximum weighted
independent set: finding a maximum independent set in which the sum of weights
of vertices is maximum. The maximum weighted independent set could be much
harder than the MIS. For example, in P5-free graph, MIS problem can be solved in
polynomial times [45]. However, for the weighted problem, the best result so far is a
quasi-polynomial times algorithm, i.e. an algorithm runs in time O(2poly(logn))) [33].
Figure 2.7: Another independent set example
Given a clique cover CC and an independent set S. We observe that each two
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vertices in S must be in different cliques in CC. Therefore, |CC| ≥ |S|, which implies
k(G) ≥ α(G).
Another well-known problem is the coloring problem. In this problem, we want to
find a way to assign each vertex to a label, usually called color,such that two adjacent
vertices have different colors. The minimum color that can be used for coloring graph
G is the chromatic number of G, denoted by χ(G). Finding χ(G) is also a NP-Hard
problem. However, this problem can be solved in some special graphs.
Figure 2.8: A 3-coloring
We go through some graph classes with bounded chromatic number. A graph
G = (V,E) is a bipartite graph if and only if we can partition V into 2 subsets X and
Y that there is no edge between vertices in the same subset. We can use the notation
G = (X, Y,E) in this case. Bipartite graphs have many interesting properties and are
considered as the first class to examine a new problem. A complete bipartite graph
is a graph in which every pair of vertices (u, v) with u ∈ X and v ∈ Y are adjacent.
Let Kn,m denote the complete bipartite graph with the size of subsets are n and m.
Obviously, we can color a bipartite graph G = (X, Y,E) by 2 colors, one for X and the
other for Y . Conversely, any graph that can be colored by 2 colors is also bipartite. So
we can check whether a graph is bipartite by a simple DFS algorithm finding whether
the graph is 2-colorable or not. The algorithm assigns colors to vertices until it has
done with the graph, or there is a contradiction. A planar graph is a graph that can
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be drawn on a plane that no edges cross each other. A planar graph has been proven
to be K3,3, K5 - minor free, and 4-colorable.
Given a clique C of a graph G. Any coloring of G must use different colors for
each vertex in C. So we have the inequality χ(G) ≥ ω(G).
A set of vertices D is called a dominating set of V if every vertex in V −D has
at least a neighbor in D. If D is connected, we call D a connected dominating set.
Finding a minimum connected dominating set (MCDS) is a NP-Hard problem. The
connected domination number of a graph G is the size of its MCDS, denoted by
γconn(G). A MCDS D of G is a Path-MCDS if G[D] is a path of G. We have a simple
lower bound of the connected domination number [21]: γconn(G) ≥ diam(G)− 1.
A set of vertices is a separator if its removal disconnects the graph. A separator
S is minimal if there is no subset of S that is also a separator. A separator S is called
x, y - separator if and only if its removal from the graph makes x and y be in different
connected components. We have a property about minimal separator:
Lemma 1. Let S be a minimal x, y - separator of the graph G. Let Cx and Cy be
two connected components of G[V \ S] containing x and y, respectively. Then every
vertex in S must be adjacent to Cx and Cy.
Proof. For the purpose of contradiction, assume that there is a vertex z that has no
neighbor in Cy. Then Cx∪{z} and Cy are two connected component of G[V \(S\{z})].
Therefore, S is not a minimal separator, a contradiction.
S is called an α - separator if the size of every connected component of G[V \ S]
does not exceed α|V |. For a constant 0 < α < 1, we call S a balance separator of G.
Usually, in many paper, α is set to default value 2/3.
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2.2 Introduction to Special classes
We know that many network structures or graphs in real-life applications have spe-
cial properties. A large number of computational problems in general graphs have
no fast enough algorithm to solve unless P = NP , which is not believed by many
researchers. Studying special graphs seems to be an effective and efficient method to
develop the graph theory area as well as connect graphs to applications. The rich-
ness of algorithmic properties of special graphs also gives scientists a hint for a new
method. For example, the tree decomposition method was developed from observing
trees’ properties. By using algorithms in triangulated graphs, we can obtain many
interesting results from this method.
In this section, we introduce four special graph classes: Triangulated, Diametral
Path, Dominating Pair, and Asteroidal Triple – Free. We discuss some results on
those graphs and their relations. After that, we state the objective of the thesis and
give readers enough materials to continue with the proof in the next chapter.
2.2.1 Triangulated Graphs and Tree Decomposition
2.2.1.1 Motivation
The motivation of tree decomposition is the fact that many problems in trees can
be solved efficiently while they are still NP-Hard in general graphs. The dynamic
programming algorithm on a tree can solve the MIS problem (even its weighted
version) in linear time. The idea of this algorithm is simple: traversing the tree
from leaves to root, saving previous results, and computing a node’s result based on
its children. So the idea of tree decomposition is to examine how tree-like a graph
is. The concept of treewidth was discovered independently by many researchers. The
term ”treewidth” was introduced by Robertson and Seymour [49]. The development
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of treewidth gives scientists a new approach for classical problems on graphs. Bounded
treewidth became an important property that scientists want to find in a new graph
class. Trees and forests have been proven to have treewidth 1. The treewidth of
a cycle or an outer planar graph is 2. Besides MIS problem, many other problems
can be solved in graphs with small treewidth [3, 12, 4, 5, 8, 11, 14, 19]. In practical
application, graphs representing some expert systems, or the dependency graph of
syntactic relation among words usually have small treewidth [51, 9].
There are different approaches for tree decomposition. Triangulated graphs can
be used to define tree decomposition, and to help readers understand the structure
of trees. We first give some basic information about this special graph class before
moving into tree decomposition.
2.2.1.2 Triangulated Graphs
Triangulated graphs were discovered as one of the first perfect graph classes. This
class has a close relationship with the definition of tree decomposition.
Definition 1. A graph G is triangulated if and only if G does not contain C4 as an
induced subgraph.
In other words, any cycle with a length of more than 4 of a triangulated graph
has a chord. In other documents, triangulated graphs have other names: chordal,
rigid-circuit, monotone transitive, and perfect elimination graphs. By the definition
of triangulated graphs, we can see that the subgraph of a triangulated graph is also
triangulated. A class C is called subgraph-close if for any G ∈ C, every subgraph of
G is also in C. Similarly, we have the definition for the minor-closed class. The graph
in figure 1.1 is a triangulated graph. We can add 1 more edge to get another example
of a triangulated graph (see figure 2.9).
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Figure 2.9: A triangulated graph
A triangulated graph G has ω(G) = χ(G) and k(G) = α(G). The graph which
has these properties is called a perfect graph.
Definition 2. A graph G is χ - perfect if for each induced subgraph H of G, ω(H) =
χ(H). Similarly, G is α - perfect if for each induced subgraph H of G, k(H) = α(H).
Obviously, a graph G is χ - perfect if and only if its complement is α - perfect. A
stronger result was proved by Lovász in 1972:
Theorem 1 ( [46]). A graph is χ - perfect if and only if it is α - perfect.
We use the notation perfect graph for a χ - perfect graph. The class of perfect
graph is a large and contains some other class like: interval, triangulated, compara-
bility, . . . .
Now we introduce the term simplicial vertex. A vertex is simplicial if its neighbor
forms a clique. Dirac has proved that a triangulated graph always has a simplicial
vertex.
Lemma 2 ( [24]). Every triangulated graph has a simplicial vertex. Moreover, if G
is not a clique, G has at least 2 non-adjacent simplicial vertices.
Given a triangulated graph G, we construct an scheme on G by iterating the
process: finding a simplicial vertex and deleting it. We call the list of deleted vertices
perfect elimination scheme. Let σ = [v1, v2, . . . vn] be a perfect elimination order
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of G. By the definition of a simplicial vertex, neighbors of each vi form a clique in
G[{vi, vi+1, . . . , vn}]. In figure 2.9, we have a perfect elimination order [A,C,D,B,E].
By the definition of a perfect elimination scheme, we see that G always has a
minimal separator that is a clique. That clique separates a simplicial vertex from the
rest of G. One can verify that every minimal separator of a triangulated graph is a
clique. In 1961, Dirac came up with a stronger result:
Theorem 2 (Theorem 1 [24], [32]). Let G be an undirected graph. Then the following
statements are equivalent:
1. G is triangulated.
2. G has a perfect elimination scheme.
3. Every minimal separator of G is a complete subgraph.
Moreover, we have an algorithm named lexicographic breadth first search (LexBFS)
to recognize a triangulated graph. This algorithm has the same time complexity with
BFS algorithm and produces a perfect elimination scheme.
Triangulated graph can be present as an intersection graph of subtrees of a tree.
First, we will define the term intersection graph.
Definition 3. A graph is a graph that presents the non-empty intersection relation
among a family of sets. Each vertex corresponds to a set and two vertices are adjacent
if and only if two sets have at least 1 mutual member.
Now, we can represent a triangulated graph into its intersection form:
Lemma 3 (Theorem 2 [52]). Let G be an undirected graph. Then the following
statements are equivalent:
1. G is triangulated.
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2. G is an intersection graph of subtrees of a tree.
3. There exists a tree T whose vertex set V (T ) is the set of maximal cliques of G
such that T [Kv] is connected (and is a subtree), where Kv consists of maximal
cliques which contain v.
We can construct the tree T for graph in figure 2.9. This graph has two maximal
cliques: {A,B,C} and {B,C,D,E}. Triangulated graphs also have many special
Figure 2.10: A tree of a maximal cliques
computational properties. The maximum independent set problem in this class can
be solved in polynomial time [34] and the chromatic number can also be found in
linear time [35, Algorithm 4.3].
2.2.1.3 Tree decomposition
From lemma 3, we have all materials needed for defining tree decomposition and
treewidth.
Definition 4. A tree decomposition (T,X) of a graph G = (V,E) consists of a tree
T = (I, F ) and a function X : I −→ 2V satisfying three constraints.
 Every vertex in G is associated with at least one node in T .
 For every edge uv in G, at least one node in T is associated with both u and v.
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 The nodes in T associated with any vertex of G form a subtree of T .
The width of a tree decompopsition is maxi{Xi − 1}. The treewidth of G is the
minimum width among all tree decomposition of G. If we only consider the width
among the all path T , then we call the minimum value pathwidth. We use the term
bag for each vertex of T .
Conversely, let S = {S1, S2, . . . Sn} be the set of subtree of a tree T . The intersec-
tion graph I(S) is a triangulated graph. The treewidth of graph G is the minimum
size of the maximum clique over all triangulated graphs containing G.
From lemma 3, we know that graph G must be subgraph of triangulated graph
I(S). And the maximum clique of I(S) has size at most tw(G) + 1. We obtain some
following properties:
Lemma 4. A graph G with treewidth k has a vertex with degree at most k.
Proof. Consider the intersection graph I(S) we mentioned before. Since G is a sub-
graph of I(S), the minimum degree of G cannot exceed the minimum degree of I(S).
By lemma 2, I(S) has a simplicial vertex u. Because u’s neighbors form a clique,
N [u] ≥ k + 1, or degree of u is at most k.
Lemma 5. A graph G = (V,E) with |V | = n has treewidth n− 1 if and only if G is
a clique.
Proof. For necessity, if G is not a clique, then there are two vertices u and v which are
not adjacent. We have a tree decomposition with two vertices. The first one contains
all vertices except u, the second one contains all but not v. The treewidth of G is at
most n − 2, a contradiction. If G is a clique then I(S) must contain a clique of size
n. Then there must be a bag in the tree decomposition containing n vertices. Hence,
the treewidth of G is n− 1.
24
Lemma 6. A graph that has treewidth equal to 1 is a forest.
Proof. Let G be a graph with treewidth equal to 1. Then G has a vertex with a
degree at most 1. Removing this vertex, we get a new graph with treewidth at most
1. Continuing this process, we construct a forest.
If G is a forest, we know that G is a triangulated graph with the maximum clique
of size 2. By lemma 3, we can construct a tree decomposition of G with bag size at
most 2. Therefore, G has treewidth at most 1.
Finding a tree decomposition is a NP-Hard problem on general graphs. However,
if we have already known that the treewidth is bounded by a constant number, there
are some efficient algorithms to find a tree decomposition.
Theorem 3 ([10]). Given a graph G with treewidth k. There is an algorithm that
runs in time O(ckn) and returns a tree decomposition of G with treewidth at most
5k + 4.
If the term ck is large in computing, we can remove the dependency of k in the
running time by another algorithm.
Theorem 4 ([31]). Given a graph G with treewidth k. There is an algorithm which




2.2.2 Diametral Path Graphs
2.2.2.1 Introduction
The practical motivation of diametral path graphs is the reliability of networks. The
model of the network we consider is a long path with each node is either on the path or
adjacent to it. This model significantly enhances the reliability of the network. When
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a link or a node false, there is only one node is affected or disconnected. This model
reduces the disruption of the network, while also maintains the low cost because the
size of the path is much less than the size of the whole graph.
Figure 2.11: Motivation example
We denote by G = (V,E) a finite, undirected and simple graph, |V | = n and
|E| = m. For any x ∈ Y letN(x) = y : x, y ∈ E andN [x] = N(x)∪{x}. Furthermore,
N [A] =
⋃
a∈AN [a] for any A ⊆ V .
A simple path P = {u = x0, x1, x2, . . . xk = v} of G is an induced path of G if P is
an induced subgraph of G.
Definition 5. A path P = {u = x0, x1, x2, . . . xk = v} of a graph G is a dominat-
ing diametral path (DDP) if P is a diametral path and the vertex set of V (P ) is a
dominating set of G. A graph G is called a diametral path graph if every connected
induced graph H of G has a dominating diametral path.
Obviously, every complete graph or path graph has a DDP. However, only cycles
with length at most 6 have a DDP. We use a term chordality in [13] for easier notation.
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Definition 6. A graph is k-chordal if it does not contain any induced cycle Ch with
h > k. The chordality of a graph G is the largest number k which G is k-chordal.
We observe that a diametral path graph does not contain any induced cycle of
length greater than 6. So the chordality of a diametral path graph is less than or
equal to 6. The chordality of a triangulated graph is at most 4.
We go over a basic property of a dominating diametral path, which we will need
in the next proof.
An induced path P of G is a dominating path if V (P ) is a dominating set of G.
Lemma 7 (Lemma 2.1 [21]). Let P = {u = x0, x1, x2, . . . xk = v}, k > 0, be a shortest
x, y - path in a graph G = (V,E). Let for any vertex z ∈ V − V (P ) the neighborhood
of z in the path P is the subset of a set {xi, xi+1, xi+2} for some i. In other words, z
cannot be adjacent to two vertices with distance more than 2 in P .
We also have a relation between dominating shortest path and DDP.
Lemma 8 (Proposition 2.2 [21]). A graph G has a DDP if it has a dominating
shortest path.
Given a diametral path graph G. we want to know whether a DDP of G is a
minimum dominating set of G, or at least a MCDS of G. We have the following
theorem:
Theorem 5 (Theorem 6.3 [21]). Any diametral path graph G with diameter larger
than 4 has a Path-MCDS.
2.2.2.2 Finding a dominating diametral path
In [21], Deogun proposed an algorithm finding a dominating diametral path of a
graph G. His idea is using a dynamic programming algorithm on a Breath First
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Search (BFS) tree of G. In the BFS tree, we partition the vertex set into layers:
H0 = {x}, H1 = N(x), Hi = {w ∈ V : dG(x,w) = i}. For each edge (u, v) of E,
we call it ’successful’ if there is a path P = (x, . . . , u, v) in G such that P contains
exactly one vertex from each layer H0, H1, . . . Hi and V (P ) dominates
⋃i−1
j=0Hj.
Lemma 9 (Theorem 4.1 [21]). Given a graph G. There is an algorithm that runs in
time O(mn3) and outputs a DDP of G if there exists and ’NO’ otherwise.
The pseudo-code can be written as in algorithm 1.
1 for each x ∈ V do
2 Let T (x) be the BFS tree with depth k of G with root x;
3 if k = diam(G) then
4 Initialize empty sets Ai for i from 1 to k;
5 A1 = {(x, z)|(x, z) ∈ E};
6 for i from 2 to k − 1 do
7 for (u, v) ∈ Ai−1 do
8 D(u,v) = Hi−1 \ (N [u] ∪N [v]);
9 Find the dominating set DS of D(u,v);
10 C(u,v) = Hi ∩DS;
11 end









Algorithm 1: Find a DDP
We note that, for each element (u, v) in Ai−1, D(u,v) is the set of vertices in Hi−1
that the path from x to v cannot cover. And C(u,v) would be a set of candidates in
Hi that can cover it. We finish building the path by finding all candidates that are
adjacent to v. The formal proof of this algorithm can be found in [21].
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2.2.2.3 Relation between diametral path graphs and other classes
We also examine the relation between diametral path graphs and other classes. The
first class we consider is tree. Intuitively, a tree having a diametral path if there is
no vertex connected to three paths with a length of at least 2. This constraint is also
sufficient.
Lemma 10 (Theorem 5.1 [21]). A tree is a diametral path graph if and only if it does
not contain the induced subgraph AT-1.
Figure 2.12: AT-1
In the next chapter, we also develop an interesting lemma about triangulated
diametral path graph. This class is the intersection between triangulated graph class
and diametral path graph class. Here, we introduce a lemma to recognize this class.
Lemma 11 (Theorem 5.2 [21]). A triangulated graph G is a diametral path graph if
and only if it does not contains graphs AT-1 and AT-2 as an induced subgraph.
The relation between diametral path graphs and other subclasses of perfect class
can be described in the Venn diagram in figure 2.14.
29
Figure 2.13: AT-2
Figure 2.14: Relation between Diametral Path Graphs and other perfect graphs
2.2.2.4 Objective of the research
Many problems in diametral path graphs are still unsolved. The tree decomposition
in diametral path graphs has been proven to be NP-Hard. If we only consider graphs
with small chordality - a larger class of diametral path, the problem is still NP-Hard
when restricted to graphs with bounded maximum degree [13]. In our research, we
want to examine the tree decomposition problem of diametral path graphs with a
bounded maximum degree by studying their separators. We also want to find a
bound for the separator of a diametral path graph. Since a complete graph is also in
this class, the separator cannot be bounded by a sublinear function of n. We bound
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it on a linear function of the maximum degree of G. From the tree decomposition, we
find an algorithm to solve the MIS problem in diametral path graphs with bounded
maximum degree. The other problem can also be solved by the same technique after
building a tree decomposition.
For the approximation part, there is an algorithm that can solve the clustering
problems approximately in diametral path graphs [23]. We also want to find an
approximate approach for the MIS problem in diametral path graphs. Therefore, we
study the Baker game - a technique similar to tree decomposition - to find a method
for solving the MIS on diametral path graphs approximately.
2.2.3 Asteroidal Triple-Free Graphs
2.2.3.1 Introduction
Asteroidal Triple-Free (AT-Free) graphs, which have been studied by Corneil, Olariu,
and Stewart [18]. The motivation of this finding is the linear structure of some
perfect graph classes such as interval graphs, permutation graphs, trapezoid graphs
and cocomparability graphs. Those graphs can be represented by intersection graphs
of some linear structures in 1 or 2 dimension Euclidean space. First, we remind the
definition of asteroidal triple.
Definition 7. A set of three independent vertices x, y and z of a graph G is called
asteroidal triple (AT) if for any two of these vertices there exists a path joining them
that avoids the closed neighborhood of the third. A graph G is called an asteroidal
triple-free (AT-free) graph if G does not contain an AT.
An asteroidal triple {a, b, c} is said to be k-distant with an integer k if the distance
between any two of them is at least k.
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There is a matrix multiplication that can find an AT of a graph in time O(n2.82)
[41]. So, AT-free graphs can be recognized in time O(n2.82) with n is the size of the
vertex set. AT-free graphs have drawn attention among researchers by their interest-
ing mathematical and algorithmic properties. Besides recognition, many problems in
AT-free graphs can be solved in polynomial time. In 2012, Stacho proposed an O(n4)
algorithm determining whether an AT-free graph is 3-colorable or not [50]. The min-
imum dominating set problem can be solved in time O(n6) [39], while the maximum
weighted independent set can be solved in time O(n4) [16]. The maximum induced
matching - a problem which is even NP-Hard in bipartite graphs - can also be solved
efficiently in AT-free graphs [17]. Another NP-Hard problem on general graphs, the
minimum feedback vertex set, is also solvable in AT-free graphs [40].
2.2.3.2 Relation between AT-free graphs and other classes
We also consider the relation between AT-free graphs and triangulated graph. Similar
to diametral path graphs, there are some forbidden structure that a triangulated At-
free graph cannot contains.
Theorem 6 (Theorem 4 [43]). A triangulated graph is AT-free if and only if it does
not contain the graph AT-1 (Figure 2.12), A2 (Figure 2.15), Bn (Figure 2.17) with
n ≥ 1 or En (Figure 2.16) with n ≥ 1 as induced subgraph.
Obviously, a subgraph of an AT-free graph is also AT-free. A major property of
AT-free graphs was showed in [18]:
Lemma 12 (Theorem 3.2 [21]). Any connected AT-free graph contains a dominating
pair, which is also a diametral pair.
From this lemma, we can prove that the class of AT-free graphs is a subgraph of




Lemma 13 (Corollary 3.3 [21]). Any AT-free graph is a diametral path graph.
We will use this lemma to apply our algorithm to find the maximum independent
set in diametral path graphs to AT-free graphs.
2.2.4 Dominating Pair Graphs
2.2.4.1 Introduction
The class of dominating pair graphs was first discovered by Deogun and Kratsch in
[22]. Dominating pair class is a subclass of diametral path graph. This class has
a number of algorithmic properties and was found when studying the structure of
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Asteroidal Tripple - Free graphs.
Definition 8. A pair (x, y) of vertices of a graph G is a dominating pair if for every
path P between x and y, V (P ) is a dominating set of G. If the shortest path between
x and y is a diametral path of G, we call (x, y) a diametral pair.
A graph G is a weak dominating pair graph if it contains a dominating pair. If
every connected induced subgraph of G has a dominating pair, we call G a dominating
pair graph.
One of the important theorem in dominating pair graph is the polar theorem,
which was generalized from the polar theorem in AT-free graph.
Theorem 7 (Theorem 5 [22]). Let G = (V,E) be a graph with diameter at least 5.
There exist disjoint subsets X and Y of V such that a pair (x, y) is a dominating pair
of G if and only if x ∈ X and y ∈ Y .
From the theorem 7, we can divide all dominating pairs of G into two disjoint
subsets that each contains one vertex in a pair. In other words, the three pairs
(a, b), (b, c) and (c, a) cannot be dominating pairs simultaneously in a graph.
We are also interested in the MCDS of a dominating pair graph. A dominating
pair graph G has a path dominating set. We would like to find in which condition a
dominating pair graph has a Path-MCDS.
Theorem 8 (Theorem 13 [22]). Every connected dominating pair graph of diameter
not equal to 3 has a Path-MCDS.
For the one with a diameter of 3, it is still an open problem.
Some problems can be computed in polynomial time in dominating pair graphs. In
[1], authors proposed polynomial-time algorithms for minimum connected dominating
set, Steiner set, and Steiner connected dominating set in dominating-pair graphs. The
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isometric dominating set problem, i.e. finding the minimum dominating set D that
there exists a shortest path which is completely in D between any two vertices u, v
in D, can be solved in polynomial time [15].
2.2.4.2 Relation between dominating pair graphs and other classes
First, similar to diametral path graphs, we find the connection between trees and
dominating pair graphs.
Lemma 14. A tree is a dominating pair graph if and only if it does not contain graph
AT-1 (Figure 2.12) as an induced subgraph.
Since we are interested in the tree decomposition problem, we consider the special
case when a dominating pair graph is triangulated. In that case, the tree decompo-
sition can be found in linear time.
Theorem 9 (Theorem 7 [22]). A triangulated graph is a dominating pair graph if
and only if it does not contain the graphs AT-1 (Figure 2.12) and Bn (Figure 2.17)
for positive integer n as induced subgraph.
Figure 2.17: Bn
We want to examine whether a dominating pair graph has an asteroidal triple.
For 3-distant AT, we have a lemma:
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Lemma 15 (Lemma 4 [22]). A weak dominating pair graph cannot have a 3-distant
AT.
The connection between dominating pair and diametral path is stated in the
following lemma:
Lemma 16 (Lemma 3.4 [18]). Any connected graph having a dominating pair also
has a DDP.
One can see that a weak dominating pair graph has a DDP. Each connected
induced subgraph of a dominating pair graph has a DDP. Now we obtain the relation
between dominating pair graphs and diametral path graphs:
Lemma 17 (Corollary 3.5 [18]). Any dominating pair graph is a diametral path graph.
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Chapter 3
Separator of diametral path graphs and applications
3.1 Separator of diametral path graphs
3.1.1 Why study separator?
Finding a separator is an approach to solve the maximum independent set problem
in graphs. Intuitively, from the tree decomposition view, each node in the tree cor-
responds to a separator. The balanced separator also has close relation with the
treewidth.
Lemma 18 (Theorem 1 [26]). If every subgraph of a graph G has a balanced separator
of size k, then G has treewidth at most 15k.
The size of a separator is also considered carefully for each graph class. The graph
classes having sub-linear separator has many interesting algorithmic properties. First,
we formally define sublinear separator. We use the notation sC(n) for the smallest
non-negative integer that every graph in class C with at most n vertices has a balance
separator of size sC(n).
Definition 9. A graph class C has a sublinear separator if limn→∞ sC(n)n = 0. C has a
strongly sublinear separator if there exist a constant 0 < δ < 1 that sC(n) = O(n
1−δ).
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Beside the treewidth property, which is used to find exact algorithms, sublinear
separator can also be used to solved problems approximately. Recently, there is
an interesting result from this approach when we restrict the graph with bounded
maximum degree constraint.
Theorem 10 (Theorem 3.2, Corollary 5.8 [27], adapted). Given a graph G with
a strongly sublinear separator and bounded maximum degree. One can construct a
polynomial-time approximation scheme solving one of the problems: maximum r-
independent set, s-clique cover, maximum F -matching, maximum c-colorable, and
the r-distance variant of the previous two problems in time O(n3).
From the aforementioned properties of separators, finding a separator is a promis-
ing method to solve the MIS problem. Bounding the separator size by a sublinear
function will help us figure out the algorithm solving the MIS problem in our studying
graph class.
3.1.2 Separator of graph having a DDP
Definition 10. A set S is a separator of a connected graph G if the removal of S
disconnects G.
A set S is a neighbor separator of G is N [S] is a separator of G. In this section,
we prove the following lemma:
Theorem 11. Let G = (V,E) be a graph that has a dominating diametral path
P = {u = x0, x1, x2, . . . xk = v}. For any set Si = {xi, xi+1, xi+2} with 1 < i < n− 2,
N [Si] is a separator of G.
Proof. Let G′ = G − N [Si]. We use contradiction to prove that G′ is disconnected.
Let A = {x1, x2, . . . xi−1} and B = {xi+3, xi+4, . . . xk}.
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Figure 3.1: Si
Because P is the shortest path from u to v, any path from A to B must have distance
at least 4. For the purpose of contradiction, assume that there is a path Q = {xr =
p1, p2, . . . xs = pt} from A to B with xr ∈ A and xs ∈ B. Since G is a diametral
Figure 3.2: Path from A to B
graph, each vertex in Q is adjacent to at least 1 vertex in P . And none of the vertices
in Q is adjacent to Si, so every pj is adjacent to A or B. Because the first vertex of
Q is in A and the last one is in B, there are two consecutive vertices pj and pj+1 such
that pj is adjacent to A and pj+1 is adjacent to B. Consider the path from A through
pj and pj+1 to B. We have a distance-3 path from A to B, a contradiction.
Because any vertex in a diametral path graph is adjacent to a vertex in the di-
ametral path, so all vertices with distance at most 3 of a vertex is the neighbor of
three consecutive vertices in the diametral path. We come up with another lemma
on neighbor separator:
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Lemma 19. Let G be a graph containing a DDP P = {u = x0, x1, x2, . . . xk = v}.
For any vertex w in G with distance at least 4 from u and v, N3[w] is a separator of
G.
Proof. If u is a vertex in the diametral path, N1[u] contains three consecutive vertices
in the diametral path and u neighbors. So N2[u] contains three consecutive vertices
in the diametral path and there neigbors. By theorem 11, N2[u] is a separator of G.
If u is not in the diametral path, N1[u] must contains a vertex v in the diametral
path. Hence, N2[v] is a separator of G. Therefore, N3[u] is a separator of G.
Since the weak dominating pair graphs, AT-free graphs also contain a DDP, lemma
19 still holds if G is a weak dominating pair graph or an AT-free graph.
3.1.3 Separator of a diametral path graph with small chordality
In this section, we strengthen our separator theorem for diametral path graphs. We
prove the following lemma:
Lemma 20. Let G = (V,E) be a diametral path graph that does not contain C6 as a
induced cycle and has a dominating diametral path P = {u = x0, x1, x2, . . . xk = v}.
For any set Si = {xi, xi+1} with 1 < i < n− 1, N [Si] is a separator of G.
Proof. Let A = {x1, x2, . . . xi−1} and B = {xi+2, xi+4, . . . xk}. Similar to the proof of
19, assume that there is a path from A to B. There must be two adjacent vertices
pj and pj+1 which belong to N [A] and N [B], respectively. Let xpj and xpj+1 be two
vertices in P adjacent to pj and pj+1. We can choose xpj and xpj+1 such that there
is no edge from pj or pj+1 to any vertex in the path from xpj to xpj+1 . Consider the
induced cycle c = pj −→ xpj
P−→ xpj+1 −→ pj+1 −→ pj, the length of c is at least 6, which
is a contradiction.
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Figure 3.3: Path from A to B
We can use the same technique to prove the following lemma:
Lemma 21. Let G = (V,E) be a chordal diametral path graph that has a dominating
diametral path P = {u = x0, x1, x2, . . . xk = v}. For any set Si = {xi} with 1 < i < n,
N [Si] is a separator of G.
3.2 A tree decomposition of a Diametral Path graph
By theorem 11, we can construct a tree decomposition (T,X) of a diametral path
graph as follow.
 T = (I, F ).
 I = {v1, v2, . . . vk−2}
 X(vi) = N [{xi, xi+1, xi+2}].
 F = {vivi+1|1 ≤ i ≤ k − 3}.
It is obvious that T is not only a tree but also a path. We now prove the following
lemma:
Lemma 22. (T,X) is a tree decomposition of G.
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Proof. First, we can see that the set of vertices in T corresponding to a vertex in G
form a path with length at most 3. To complete the proof of 22, we need to show
that for any edge ij in G, there exists a vertex u ∈ T that {i, j} ⊆ X(u). If i or j is
in the diametral, then we are done. Otherwise, i and j are adjacent to vertices in the
diametral. Let xi and xj be the neighbors of i and j in the diametral path with the
distance between them is minimum. If the distance from xi to xj is more than 2, we
got a C6 induced-subgraph, a contradiction. So xi and xj must be in the same bag,
and so do i and j.
The width of this decomposition is at most 3(∆(G)+1), so we get an upper bound
of the pathwidth (and the treewidth) of a diametral path graph:
Lemma 23. Given a diametral path graph G. The pathwidth of G is at most 3(∆(G)+
1).
One can see that we need to find a DDP before constructing a tree decomposition.
So the constructing process will need O(n3m) if we need to find the DDP.
3.3 Finding maximum independent set for diametral path
graph with bounded degree
Using lemma 23, one can easily obtain an dynamic programming algorithm for the
maximum independent set problem in a diametral path graph. The idea of the the
dynamic programming is, for each bag vi corresponding to a set Si of m vertices, we
fill out a table ti storing the cardinality of a maximum independent set of the graph⋃
1≤j≤i Sj. For each subset s of Si∩Si−1, ti[s] be the size of the maximum independent
set of
⋃
1≤j≤i vj which contains s. The table has at most 2
m entries. The pseudo-code
of the algorithm can be written as follow.
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Data: A diametral path graph G
Result: A maximum independent set of G
1 building a path decomposition (T, x) of G;
2 k := length of T ;
3 for i from 1 to k do
4 initialize table ti for vi;
5 read the table ti−1;
6 for each subset s of Si do
7 for each subset s′ of Si−1 do
8 if s ∩ Si−1 = s′ ∩ Si and s, s′ are independent sets then
9 ti[s] = max(ti[s], ti−1[s





14 Return the maximum value among all entries in tk;
Algorithm 2: MIS
Lemma 24. Algorithm 1 compute a correct MIS of G in times 2O(∆(G))n.
Proof. We need to prove the for loop in line 7 correctly calculate the maximum value of
an independent set of
⋃
1≤j≤i Sj which contains s. This is true because the maximum
independent set in a path of bags exhibit the optimal substructure properety, i.e.
the size of MIS of
⋃
1≤j≤i Sj depends on the size of MIS of
⋃
1≤j≤i−1 Sj. We use
contradiction to prove this. Let IS be a MIS of
⋃
1≤j≤i Sj. We remove all vertices in
IS that are in Si \ Si−1 to get a set IS1. Let s′ = IS1 ∩ Si−1. We prove that IS1 is
a minimum set among all independent set of
⋃
1≤j≤i−1 Sj that contains s
′. If not, let
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IS2 be that minimum set. |IS2 ∪ s| > |IS1 ∪ S| = |IS|, a contradiction.
Now we consider the time complexity of algorithm 1. For each table, we have at most
23∆(G)+3 entries. To compute each entry, we need to compare it with 23∆(G)+3 entries
of the previous table, and checking validity needs O(|V |) times in total. Finally, the
time complexity of this algorithm is O(26∆(G)n). If the maximum degree of G is
bounded, i.e. ∆(G) ≤ d, the time complexity is O(n).
3.4 Baker game and approximation scheme for the maximum
independent set problem on diametral path graphs
In [28], Dr. Drovak developed a technique to solve the maximum independent set
(and other problems mentioned in [6] in some minor - close class. We apply this
technique to get an approximation scheme in diametral path graphs.
3.4.1 Baker game
First, we need to define a layering of a graph:
Definition 11. A layering of a graph G is a function f : V (G) −→ Z such that for
each edge (u, v), u and v must be in two consecutive layers. The layer of vertex u is
f(u) and the set of vertices in layer i is f−1(i).
The Baker game is a game between two players: Destroyer and Preserver. The
state of the game is a pair of a graph G and an infinite sequence r. If G has no vertex
then Destroyer wins. Otherwise, Destroyer chooses one of the two actions:
 Delete: Destroyer deletes any vertex v from the graph, remove the first element
in r; Preserver takes no action.
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 Restrict: Destroyer selects a layering λ of G. Preserver selects an interval I
of at most head(r) consecutive integers and deletes all other layers in graph G.
Destroyer also deletes the first element of the sequence r and the game continue
with the new graph and sequence.
Destroyer tries to minimize the number of rounds of this game while Preserver wants
to prevent him as long as possible. We say that Destroyer wins in t rounds on the
state (G, r) if for all strategies of Preserver, the game stops after at most t rounds.
A class of graph C is a Baker’s class if for each sequence r, there is a constant t(r)
that Destroyer wins the game (G, r) in t(r) round for all G ∈ C.
3.4.2 Approximation Scheme
Given a graph G = (V,E) in a Baker’s class, we develop an algorithm finding an
approximation maximum independent set for G. A state of the game is a pair (G, r).
First, because G is in a Baker’s class, for each sequence r = r1, r2, . . ., there exists an
integer t(r) that Destroyer wins Baker’s game after at most t(r) steps. The algorithm
bases on Destroyer’s action. If Destroyer performs a Delete action, we also delete
that vertex and keep track of its neighbors. Otherwise, Destroyer performs a Restrict
action on step i. Let λ be the layering selected by the Destroyer. For each j =
0, 1, . . . ri, we remove the layers λ
−1
j+k(ri+1)
from the current graph. The remaining
graph could be partitioned into disconnected components, each of which contains
at most ri consecutive layers. We find the approximate MIS recursively on each
component and then choose the best result among all j. Note that after any step,
if the remaining graph has a constant number of nodes, we can use a brute force
algorithm to find a MIS.
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3.4.3 The choice of the sequence r
After the ith Restrict action, the size of the maximum independent set that could be
found by the algorithm reduces by a ratio ri
ri+1











. We contruct a sequence r satisfying that the
approximation ratio is 1+ε. Let τ be the approximation ratio of the algorithm. Then
τ ≤ A(t(n)). Our sequence r is constructed as follow:
 r1 = d1εe+ 1
 ri = d Ai−11+ε−Ai−1 e+ 1
Now we prove that An < 1 + ε for any n by induction. First, we have A1 =
1 + 1
r1
= 1 + 1d 1
ε
e+1 < 1 + ε.
Assume that An < 1 + ε for every n ≤ k− 1. Then rk = d Ak−11+ε−Ak−1 e+ 1 is an positive
integer. Therefore, rk >
Ak−1
1+ε−Ak−1
, which implies Ak = Ak−1 × rk+1rk < 1 + ε.
From the construction of the sequence, we have an approximation scheme for
finding an approximate MIS with a ratio 1 + ε.
3.4.4 Apply to diametral path graphs
One can see that, we can directly apply the approximation scheme to find an ap-
proximation MIS or dominating set in a diametral path graph with bounded degree.
However, we would like to open a new direction for solving those problems in diame-
tral path graphs. We obtain the following lemma:
Lemma 25. Given a diametral path graph G. If there is an approximation scheme for
the maximum independent set problem in diametral path graph with bounded diametral




Proof. To prove lemma 25, we need to construct a layering. Assume that the di-
ametral path of G is P = {u = x0, x1, x2, . . . xk = v}. Let Si = N [{xi, xi+1, xi+2}] \
{xi−1, xi+3}. Our layering can be defined by λ−1(i) = S3i−2. By theorem 11, there is
Figure 3.4: A layering of G
no edge from vertex in layer i to layer i+ 2. Therefore, λ is a layering of G. Assume
that there is an approximation scheme for the MIS problem in diametral path graph
which runs in time T (n) for bounded diametral with approximation ratio 1+δ, δ < ε.
Using Delete action for r1 =
1+ε
1+δ
− 1, we obtain a set of connected components, each
of which consist of r1 layers. Then after finding the MIS for each component in time
T (n), one can union all MIS to get a (1 + ε) - approximate solution for MIS problem
of G. If we choose δ = ε
2
, the time complexity of our scheme is 1
ε
T (n).
3.5 Conclusion and Future Research
We proved that any graph G, which has a DDP including diametral path graphs,
dominating pair graphs, and AT-free graphs, has a separator of size at most 3∆(G).
The constant could be reduced from 3 to 1 if G is also triangulated. From the
separator theorem, we constructed a path decomposition of graph G and obtained an
2O(∆(G))n algorithm solving the MIS problem in this graph. For future research, we
will use path decomposition to find a solution for other problems in diametral path
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graphs. In graphs with bounded maximum degree, we obtained a polynomial-time
algorithm for the MIS problem. In the future, we want to reduce the bound from
3∆(G) to 2∆(G), as well as study the neighbor of a vertex not in the diametral path.
For the Baker game, after using the first step, we reduced our problem into solving
the MIS in diametral path graphs with bounded diameter. In the future, we can study
more on this method. Two promising approaches could be: finding an approximated
algorithm for the MIS problem in diametral path graphs with bounded diameter and
continuing with Baker game to get a graph with more special algorithmic properties.
Due to the subgraph-closed property, the second approach may give us more insight
of diametral path graphs.
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