Mode locking in periodically forced gradient frequency neural networks.
We study mode locking in a canonical model of gradient frequency neural networks under periodic forcing. The canonical model is a generic mathematical model for a network of nonlinear oscillators tuned to a range of distinct frequencies. It is mathematically more tractable than biological neuron models and allows close analysis of mode-locking behaviors. Here we analyze individual modes of synchronization for a periodically forced canonical model and present a complete set of driven behaviors for all parameter regimes available in the model. Using a closed-form approximation, we show that the Arnold tongue (i.e., locking region) for k:m synchronization gets narrower as k and m increase. We find that numerical simulations of the canonical model closely follow the analysis of individual modes when forcing is weak, but they deviate at high forcing amplitudes for which oscillator dynamics are simultaneously influenced by multiple modes of synchronization.