], we developed the discrete first-order system least squares method for the second-order elliptic boundary value problem by directly approximating H(div) ∩ H(curl)-type space based on the Helmholtz decomposition. Under general assumptions, error estimates were established in the L 2 and H 1 norms for the vector and scalar variables, respectively. Such error estimates are optimal with respect to the required regularity of the solution. In this paper, we study solution methods for solving the system of linear equations arising from the discretization of variational formulation which possesses discrete biharmonic term and focus on numerical results including the performances of multigrid preconditioners and the finite element accuracy.
Introduction
In recent, there are substantial interest in the use of least-squares methods for numerical approximation of partial differential equations and system. In [5] , we recently developed a discrete first-order system least squares (FOSLS) for the following scalar second-order elliptic partial differential equations: 2 (Ω) is a given scalar function; ∂Ω = Γ D ∪ Γ N is the partition of the boundary of Ω; and n is the outward unit vector normal to the boundary. For simplicity, assume that both Γ D and Γ N are nonempty, with the obvious generalization to quotient spaces when one of them is empty.
The limitation of L 2 (Ω)-norm FOSLS given in [4] is the requirement of sufficient smoothness of the underlying problem. Such smoothness implies the equivalence between homogeneous FOSLS functional and product H 1 (Ω)-norm (See [4] for detail). But, when the domain Ω is not smooth or not convex or the coefficient A is not continuous, we can not guarantee such equivalence. The discrete first-order system least squares method for the second-order elliptic boundary value problem developed in [5] is using the direct approximating H(div) ∩ H(curl)-type space based on the Helmholtz decomposition. Under general assumptions, error estimates were established in the L 2 and H 1 norms for the vector and scalar variables, respectively. Such error estimates are optimal with respect to the required regularity of the solution. In this paper, we study solution methods for solving the system of linear equations arising from the discretization of variational formulation for the discrete least squares method given in [5] which possesses discrete biharmonic term. We also focus on the numerical results including the performances of multigrid preconditioners and the finite element accuracy.
The paper is organized as follows. The L 2 -norm version of the FOSLS approach are introduced in section 2, along with some notations. The discrete FOSLS approach is developed in section 3. In section 4, we discuss the implemention issues. Finally, we report numerical experiment results in section 5.
First-order system least squares (FOSLS)
We assume that A is uniformly symmetric positive definite and scaled appropriately, that is, there exist positive constants
for all ξ ∈ 2 and almost all x ∈Ω. We use standard notation and definitions for the Sobolev spaces H s (Ω) 2 , associated inner products (·, ·) s , and respective norms · s , s ≥ 0. (We suppress the designation Ω on the inner products and norms because dependence on region is clear by context.) H 0 (Ω) 2 coincides with L 2 (Ω) 2 , in which case the norm and inner product will be denoted by · and (·, ·), respectively. Define subspaces of H 1 (Ω) where τ represents the unit vector tangent to the boundary oriented counterclockwise.
Introducing an independent vector variable
by using the homogeneous Dirichlet boundary condition on Γ D we have that
Then an equivalent extended system for problem (1.1) is
Define the first-order system least-squares functional as follows:
Discrete FOSLS
In [5] , we proposed and analyzed the discrete first-order system least squares method for the second-order partial differential equations. We recall the formulation.
Let T h be a partition of the domain Ω into finite elements; i.e.,
Assume that the triangulation T h is quasi-uniform; i.e., it is regular and satisfies the inverse assumption. Let P h m−1 be a finite-dimensional space consisting of continuous piecewise polynomials of degree m−1 with respect to the triangulation T h . Denote standard finite element spaces by
and define the approximation space for the vector variable as
using the following Helmholtz decomposition, for any u ∈ U,
where s ∈ H 1 D (Ω) and t ∈ H 1 N (Ω). Define the discrete divergence operator and curl operator as follow.
Then we have the following error estimate.
. Then the following error estimate holds:
Instead of working with v h ∈ U h , we explicitly make use of its representation:
It is easy to see that
We can easily show that
where
Then the discrete least-squares functional can be restate in terms of functions (s, t, q) as
and the minimization problem is to find
where the bilinear and linear forms are given by
Theorem 3.3 indicates that the quadratic form b h (s, t, q; s, t, q) can be preconditioned well by the diagonal quadratic form |||(s, t, q)||| 2 because they are spectrally equivalent uniformly in the mesh size. We further replace these diagonal blocks of |||(s, t, q)||| 2 by some multigrid preconditioners (see [5] for details).
Implementation
From now on, we present three matrices corresponding to each term of the bilinear form b h (· ; ·) and the matrix associating with the linear form f h (·). First, let us denote A 1 by the matrix corresponding to the first term in the bilinear form b h (· ; ·). Let {ξ i } and {η i } be the nodal base for S h D and S h N , respectively. Then A 1 can be easily assembled as the usual cases. Let
Using the fact from the the orthogonality that
we have Let S 1 , S 2 and M c be the matrices defined by
Hence, the L 2 inner product of the second term in the bilinear form b h (· ; ·) can be represented by
The existence of the inverse of the mass matrix M is not a pleasant thing to compute. However, it is well known that M −1 is spectrally equivalent to h −2 I, i.e.,
Therefore, the last equation can be further switched by the discrete L 2 inner product (·; ·) h such that
The matrix corresponding to the right hand side of the last equation is
The computation of the third term ∆ h,A t, ∆ h,A ψ in the bilinear form b h (·; ·) similarly follows the case of the second term. Using the fact from (3.7) that B 2 is also given by
2t and the matrix corresponding to the third term of b h (· ; ·) is given by
2 . Consequently, the matrix form A corresponding to the bilinear form b h (·; ·) is given by
Finally, we compute the linear form
The matrix form corresponding to the linear form f h (·) is
Now, we are led to the matrix problem associating with (3.10):
where X = (ŝ,t,p) T .
Numerical experiments
In this section, we present the numerical experiments for the following ellpitic partial differential equation:
where Ω is the unit square and A = aI, where I is the 2 × 2 identity matrix and a is the function defined for a given constant σ on the unit square by
The finite element approximation in this paper is performed as follows. The domain Ω is first partitioned into 2 j ×2 j squares of size h j ×h j , with h j = 2 −j . Then, each small square is divided into pairs of triangles by connecting the bottom right and upper left corners. We use the continuous piecewise linear finte element space for the approximation of all unknowns s, t, and p to solve the problem (3.11). The iteration method we used is the preconditioning conjugate gradient method with diagonal preconditioner
where P 1 and P 2 are the standard multigrid V(η 1 , η 2 )-cycle preconditioners of the operators I − ∆ h,A and I − ∆ h,A , respectively. The coarsest grid size for multigrid V-cycle is h 1 = 2 −1 .
We first study the performances of the preconditioner B. To show the effectness of the preconditioner B, we report the condition numbers of the preconditioned linear system along with various coefficients b and c. For the convenience of the readers, we include a discussion about the relation between the iteration numbers and condition numbers which can be found in [2, 9] .
Let X be the solution of A X = F , X m be the m-th iterates and R m = F − A X m be the residual. Then there is a constant C 0 , C 1 , independent of h, such that
can be used to stop the iteration. In the preconditioning conjugate gradient method, B R m , R m is computed as part of the iteration, so the error estimator is free of cost. To reveal the real error reduction rate and condition number of the preconditioned system, we choose ε = 10 −8 . The condition number of BA can be estimated by
where m is the iteration number.
We present iteration numbers and condition numbers of BA for the problem (5.1) with the three values σ = 1, 10, 100. Tables 1 and 2 report the iteration numbers and condition numbers of BA under the preconditioning conjugate gradient iterations when we use one sweep multigrid V(2,2)-cycle in Table 1 and one sweep multigrid V(3,3)-cycle in Table 2 for the preconditioners P 1 and P 2 . As expected, the condition numbers depend on the size of σ, convection b and reaction c, but the degradation is fairly graceful. Comparing Table 1 with Table 2 , we can observe that the use of multigrid V(2,2)-cycle preconditioners is more effective than the use of multigrid V(3,3)-cycle preconditioners except the case of σ = 100 and b = (6, 9) t , in which multigrid V(3,3)-cycle preconditioners are good.
We also present the discretization errors and their convergence rates. Let p be the exact solution to the problem (5.1). Then u = A 1 2 ∇p is the exact solution to the first-order problem (2.2). Let p h , s h and t h be the approximation solutions to the problem (3.11). Then, the approximation solution u h is defined by
Denote by 
.
We tested the problem (5.1) with several kinds of coefficients σ, b and c; (4, 6) , (6, 9) and c = 0, −1, −10.
First, we chose A to be the identity matrix, i.e., σ = 1, and the smooth exact solution to be
The exact values of vector solution u and right hand side f are defined consistently. The theoretically predicted discretization errors of p in H 1 and of u in L 2 are O(h), but the resulting errors in Table 3 appear to be O(h 2 ). It is probably due to smooth exact solution and coefficients.
Finally, we present results for our method applied to a discontinuous coefficient problem. We again treat the problem (5.1) with the three values σ = 1, 10, 100, and constructed the exact solution p so that u is not a product H 1 function: Tables 4 shows the results for the case σ = 100. Also, the resulting errors of p in H 1 and u in L 2 are apparently O(h 2 ). We therefore appear to have obtained optimal convergence in the L 2 norm and superconvergence in the discrete H 1 norm. Our experimental results for the case σ = 1 and 10 also had the same fashions as the case σ = 100. Table 4 . Discretization errors and convergence rates for σ = 100.
