The purpose of this study is to examine whether there are some general trends across subject fields regarding the factors that affect the number of citations of articles, especially focusing on those factors that are not directly related to the quality or content of articles (extrinsic factors). For this purpose, from six selected subject fields (condensed matter physics, inorganic and nuclear chemistry, electric and electronic engineering, biochemistry and molecular biology, physiology, and gastroenterology), original articles published in the same year were sampled out (n = 230-240 for each field). Then, the citation counts received by the articles in a relatively long citation window (6 and 11 years after publication) were predicted by negative binomial multiple regression (NBMR) analysis for each field.
Introduction
The application of citation data to research evaluation has attracted a lot of attention in recent years (Moed, 2005) . The concept is to obtain a quantitative measure of the importance of an article using its citation rate. Expanding this approach by grouping articles according to researchers (i.e., the authors of the articles), research groups, research institutions, and countries would make it possible to conduct evaluations of individuals and groups as well as articles.
There are many criticisms regarding the use of citation data for research evaluation (Lindsey, 1989; MacRoberts & MacRoberts, 1987; 1996; . However, it is undeniable that citation rate gives the most appropriate statistical indicator measuring an aspect of importance of research (the degree of impact or utilization of articles) among those presently available. Hence, citation data can be used as important information for research evaluation provided that it is done carefully and its limitations are considered (van Raan, 1996; Moed, 2005) . It should be noted, of course, that research must be evaluated from various aspects, and citation rates provide valuable data as one of these aspects. The measures based on citations are not objective indicators of evaluation themselves but complementary information for subjective peer review.
Even if it is generally accepted that the citation count of an article is an effective measure of its importance, an individual article's count does not always agree with the assessment of the article. Many studies have demonstrated that the correlation between citation rate and score of peer evaluation is moderate; that is, the correlation coefficient is approximately 0.4-0.6 (Oppenheim, 1997; Rinia, van Leeuwen, van Vuren, & van Raan, 1998; Aksnes, 2006; Abramo, D'Angelo, & Di Costa, 2011; Mryglod, Kenna, Holovatch, & Berche, 2013) . The reasons for this correlation are as follows:
(a) The citation rate is a measure of only one aspect of research (impact or utility).
(b) Citations do not always positively refer to the cited articles.
(c) The citation count of an article is influenced by various "extrinsic" factors not directly related to the content or quality of the article.
Point (a) is an important matter that has to be kept in mind when using citation data for research evaluation, as mentioned above. Concerning point (b), the reported ratios of negative citations are generally low; Moravcsik and Murugesan (1975) , Chubin and Moitra (1975) , and Krampen, Becker, Wahner, and Montada (2007) reported rates of 13%, 3%-6%, and <1%, respectively. Therefore, this is not a serious problem from a statistical viewpoint.
The purpose of this study is related to point (c). It is well known that the citation rate of an article is influenced by the subject field, country where the journal is issued, type of article (original article, short report, review, etc.), and language. Therefore, it is almost meaningless to simply compare articles of different types that belong to different fields based on their raw (not normalized) citation counts. In addition, as discussed in the next section, many studies have been conducted about various factors that may influence the citation rate of an article. However, there is still no consensus about which factors significantly affect citation rate. This is in part because most existing studies focus on a single factor (or multiple factors as mutually independent); hence, they could not consider interactions among different factors. Another reason is that some studies considering integratedly multiple factors (using multiple regression models in general) restrict the subject or source of the sample articles to a specific area, hence, the generality of the conclusions might be limited.
In this study, we investigated the variation in citation rates among articles and their dependence on numerous factors for articles of the same type (original articles) published in the same year in several journals (English language only) for several different fields. Using negative binomial multiple regression analysis, we attempted to determine the contribution of each factor. If the analyses of several different fields result in some common tendencies, then it is expected that a reference citation rate would be given for an article with a set of factor values, and that the citation data could be more accurately applied to research evaluation.
Literature Review
As described above, it is well known that the citation rate of an article depends on the field, type, and language of the article. In this section, addressing other features of articles, we briefly review the results of studies that have investigated whether these features influence the citation rates of articles. This review first examines the studies investigating many potential influencing factors integratedly (most of these studies use multiple regression analysis), and then discusses the influence of individual factors. We restricted the range of the review to citation rates of individual articles rather than aggregates of articles on particular authors or research groups, which meets the objective of this research.
Citation analyses considering integratedly various potentially influencing factors
Although numerous features have been investigated as potential factors that influence the citation rate of articles, most of the studies conducted to date have focused on a single factor or have considered multiple factors as mutually independent. Therefore, even when a correlation does exist between a factor and citation rate, it is not possible to exclude the possibility that the correlation is due to confounding of other factor(s).
For example, the number of authors, the number of institutions, the article length, and the number of references have been reported in many studies as positively correlated to the citation rate of articles. However, it is worth noting that these factors may be positively correlated to each other, meaning that it is likely that only some of the factors have significant correlations with citation rate when each factor is assessed separately.
Multiple regression analysis is the most commonly used approach to separate the effects of individual factors (independent variables) and to identify the factors that are significant with respect to citation rate. In this subsection, we outline several studies using this method. Peters and van Raan (1994) noted that almost no studies have investigated a broad spectrum of factors to identify fewer factors that primarily determine citation rates, despite the many studies on factors influencing citation scores. From this viewpoint, they investigated the extent to which various factors influence the number of citations of articles in the field of chemical engineering. They selected eighteen internationally reputed scientists from the field and counted the number of citations received within five years after publication by each of the articles (n = 226) published by those scientists between 1980 and 1982. Multiple regression analysis using 14 factors as explanatory variables showed that the highly significant explanatory variables were as follows (in decreasing order of partial correlation coefficient): (a) the scientist's rank according to the number of articles published between 1980 and 1982, (b) number of references, (c) language, (d) reputation of the publishing journal, (e) influence weight (Narin's indicator of journal influence), and (f) Price index. The following four variables were also significant: (g) CA Section, (h) number of pages, (i) number of authors, and (j) nationality of the scientist. Interestingly, the scientist's rank, which had extremely high explanatory power, did not show a significant relation with the number of citations when the correlation between these two variables was simply calculated, which indicates the importance of integrated analysis considering various factors that may influence the citation rates of articles. Didegah and Thelwall (2013) investigated the determinants of citation rates in their study using over 50,000 articles published from 2007 to 2009 in the field of nanoscience and nanotechnology. They selected eight factors as the independent variables, two of which had not been considered until that timeinternationality of the publishing journal and internationality of references (both were measured by Gini coefficient for the geographic distribution of authors). Then, they carried out zero-inflated negative binomial regressions for four article sets (for each of publication years and for 3 years together). The journal impact factor (JIF) and impact of references (the mean citations of referenced publications) were the most strongly influencing factors, and number of references, internationality of references, and number of institutions of affiliation were also significant predictors for all article sets. On the other hand, number of authors was shown to have little influence. Number of countries of affiliation and journal's internationality tended to give a negative effect on citations, which might be related to dominance of the USA in the research in this field.
Studies on main determinants of citation rates of articles.
What is dominant among the features of author, journal, and article? There have been some studies that divide potential factors that influence the citation rates of articles into the factors of author, journal, and article itself, and examine which factor is the most dominant. The earliest study of this kind is by Stewart (1983) , wherein he tried to predict the citation count received by each of 139 articles published in 1968 in the field of geoscience using multiple regression models including many author and article variables. He concluded that the article features were more important than the author features from a comparison of the coefficient of determination (R 2 ) among the regression with author variables only, article variables only, and all variables. The article variables that contributed to high citations were number of references, article length, time from acceptance to publication, and (to a lesser extent) the recency of references. Moreover, several dummy variables on the subject or type of article (e.g., relevance to plate tectonics) had a significant influence on citations. On the other hand, significant author variables included average citations per article published in the past by the author(s) and the proportion of authors with a university affiliation. The number of authors was not a significant predictor. Walters (2006) used negative binomial regression analysis to predict the citation counts of 428 articles published in 12 prime-psychology journals in 2003, with nine explanatory variables including author, article, and journal characteristics. The results revealed significant positive effects of the average citations of the first author's past publications, the first author's nationality (whether the USA or not), and whether or not it was a review article. Multi-authorship and the journal impact were significant, while the first author's gender and occupational affiliation, article length, and the subject of the article (correctional/criminological) were not significant. From these results, Walters suggested that the author characteristics might be more powerful for citation prediction than the journal and article characteristics. Haslam et al. (2008) analyzed the citation counts of 308 articles published in three major journals of socialpersonality psychology in 1996. Thirty potential factors affecting citations were classified into four groups (characteristics of author, institution, article organization, and research approach). Multiple regression analyses were performed at two stages: first, using the characteristics within each of the four groups as the explanatory variables and second, using nine variables that were significant in the first four analyses. The main factors that increased citations were (a) high productivity (number of past publications) of the first author, (b) existence of a co-author with higher productivity than the first author, (c) high journal prestige, (d) more pages in the article, (e) more references, and (f) recency of references. Aggregate productivity of the authors other than the first author, competitive grant support, length of the article title, and whether it was a theoretical/review article were significant at the first stage, but not at the second stage.
Peng and Zhu (2012) used 18,580 social science articles about internet studies. They also carried out twostage multiple regression analyses, using article characteristics (including author characteristics) as explanatory variables at the initial stage and adding journal characteristics at the second stage. The results indicated a stronger effect of the journal characteristics, especially the JIF. Significant predictors, however, included some article characteristics such as article length, number of authors, topical popularity (measured as the number of internet-related words in the abstract), the proportion of highly-cited publications in references, and active years of the first author.
"Signals" bringing quick attention to an article. Van Dalen and Henkens (2001; 2005) examined which factors influence the citation impact of articles in the field of demography to determine whether the factors shown to influence the citation impact in natural sciences are also applicable to the social sciences field. They especially focused on the roles of author and journal reputation as "signals" that brought quick attention to an article. They counted citations received by each of 1,371 articles in this field with citation windows of 5 years (van Dalen & Henkens, 2001 ) and 10 years (van Dalen & Henkens, 2005) after publication and developed several negative binomial regression models using characteristics of authors, visibility, content, and publishing journal as the explanatory variables.
The variables regarding journal reputation, such as the JIF, journal circulation number, and reputation of the editorial board (measured by the average number of citations obtained by the editorial board members)
showed extensive influence on the citation rate of articles, while the influence of the variable regarding author reputation, which was measured by the accumulated number of citations obtained by the author (the author with the highest accumulated citations in case of co-authored articles), was significant but less influential.
Other variables that showed highly significant associations with the citation rate of articles were article type (notes or comments were less cited than normal articles), number of pages, regional focus of the article (articles focusing on the USA or Europe were highly cited), and the language of the journal. Additionally, the author's nationality, number of authors, and the position of the article in the journal issue showed moderately significant relations to the article's citation rate.
Other studies. In addition to those mentioned above, some studies investigate integratedly factors that potentially influence the citation rate of articles. These studies focused on the effect of a specific factor on citations, taking various controlling variables into account.
To investigate whether the peer review system of refereed journals fulfills its objective to select superior work, Bornmann and Daniel (2008) Among the control variables considered, the number of authors, inclusion of author(s) from the USA, the JIF, and number of references were significant, while article length was not significant.
Intending to argue against the accepted view that internationally co-authored articles have a higher citation rate compared to domestic ones, He (2009) The studies described in this subsection are summarized in Table 1 . (Chen (2012) in this table is introduced in "Quantitative relations between citation rates and measures of the quality or content of articles"
in the next subsection.) Although each of these studies yielded interesting results, the conclusions of these studies do not have generality because the sample articles used were restricted to a specific field (Stewart, 1983; Peters & van Raan, 1994; van Dalen & Henkens, 2001; van Dalen & Henkens, 2005; Walters, 2006; Haslam et al., 2008; Lokker et al., 2008; Fu & Aliferis, 2010; Peng & Zhu, 2012) , to one (or a few) specific journal(s) (Bornmann & Daniel, 2008; Davis et al., 2008) , or to articles by authors from a specific nation (He, 2009) .
In this research, using only "extrinsic" factors that do not directly associate to the quality or content of articles as explanatory variables, we aim to find the factors affecting citation rate of articles common to several different fields to examine whether there are general tendencies among fields.
Analyses of the individual factors potentially influencing citations
This subsection summarizes the findings that have been reported about the main factors that potentially influence citations, which include those from the integrated analyses mentioned in the preceding subsection and those from other studies that have investigated the relations between citation rates and specific factors. Persson, Glänzel, and Danell (2004) investigated the relationship between the number of authors of articles and the citation rate received by the articles in two publication years, 1980 and 2000, to test their hypothesis that the inflationary tendency of co-authorships in the last two decades is (at least) one cause of the increase in references (consequently, citations) per article. For both years, a clear relation was shown that adding one author to an article resulted in adding 0.6 citations on average in the 3-year citation window after publication.
They also found that the average number of citations for articles with the same number of authors increased by 8 from 1980 to 2000, which implies that the spread of research collaboration is not the only cause of growth of citations during this period.
In addition to these studies, many studies have reported a positive correlation between the number of authors and the citation rate of articles (Aksnes, 2003a; Leimu & Koricheva, 2005; Bornmann & Daniel, 2006; Davis et al., 2008; Lokker et al., 2008; Sin, 2011; Chen, 2012; Peng & Zhu, 2012; Fanelli, 2013; Rigby, 2013) . However, some studies using multiple regression analysis with numerous explanatory variables demonstrated that the ability of the number of authors to predict the citation impact of articles is weak (Peters & van Raan, 1994; van Dalen & Henkens, 2001; Walters, 2006; Bornmann & Daniel, 2008) or insignificant (Stewart, 1983; Fu & Aliferis, 2010) .
Analyzing eight journals that publish many articles and also have a high JIF, Hsu and Huang (2011) showed that the probability that an article with more authors gains more citations than an article with fewer authors is not as high as expected, i.e., 53-65% depending on the journal, although statistically the more authors an article has, the more citations it tends to receive. On the basis of their observation that there is no significant relation between the number of authors and the citation rate within article sets in which only the articles by highly-cited authors were extracted, Levitt and Thelwall (2009) suggested that the apparent positive correlation between them seen in a mixed article may reflect a positive correlation between the average number of co-authors and the average citation count of individual authors.
Articles with international collaboration, which have multiple author affiliation countries, have been suggested to be more highly cited than those with local or domestic collaboration (Katz & Hicks, 1997; van Raan, 1998; Persson et al., 2004; Sooryamoorthy, 2009; Sin, 2011; Peclin, Juznic, Blagus, Sajko, & Stare, 2012; Ibanez, Bielza, & Larranaga, 2013; Bordons, Aparicio, & Costas, 2013) . For example, Katz and Hicks (1997) reported that adding one foreign co-author increased citations by 1.6 per article on average, while adding one co-author from the same or different domestic institution resulted in an increase of only 0.75 citations. In contrast, He (2009) suggested that grouping articles into international, national, and local categories used in many of the previous studies may understate the contribution of local or national coauthorship to the citation impact compared with that of international co-authorship. This is because the average number of authors in the international group would be larger than that in the national or local group, and the number of authors would positively correlate with citation rate. He assigned the three collaboration variables (numbers of foreign, domestic, and local co-authors) to each article in his sample (1,860 articles published by 65 biomedical scientists at a university in New Zealand) and indicated through negative binomial regression analysis that the effect of adding one local co-author on the citation impact was comparable to that of adding one international co-author. (Domestic collaboration was not significantly associated with the citation impact.) Table 2 summarizes the studies mentioned here excluding those included in Table 1 . Table 2 Outline of studies investigating attributes on collaboration as citation-influencing factors. whether the quality or importance of an article determines the journal impact indicators such as JIF (Seglen, 1994) , or the reputation of a journal attracts citations to articles in that journal (van Dalen & Henkens, 2005) .
As mentioned in the preceeding subsection, Van Dalen and Henkens (2001; 2005) showed that the journal reputation measures such as the JIF, the average number of citations obtained by the editorial board members, and the circulation numbers had a strong positive influence on the citation impact. Some other studies described in the preceding subsection took the JIF (or other impact indicator) of the journal publishing an article as one of the most important factors to increase the citation rate of that article (Peters & van Raan, 1994; Davis et al., 2008; Fu & Aliferis, 2010; Peng & Zhu, 2012 Didegah & Thelwall, 2013 . However, the explanatory power of the JIF was not as strong by Walters (2006) . Callaham, Wears, and Weber (2002) , Aksnes (2003a) , Bornmann and Daniel (2006) , Slyder et al. (2011), and Yu (2011) also reported an association between the citation rate of articles and the JIF of the journals in which they were published. Moreover, Lariviere and Gingras (2010b) used a unique method of comparing 4,532 pairs of "duplicate" articles with the same title, the same first author, and the same number of references published in two different journals; they reported that the article published in a higherimpact journal obtained on average twice as many citations as its counterpart published in a lower-impact journal. The obvious difference in citation count between identical articles is strongly suggestive of the halo effect of journal prestige on the scientific impact of articles. Table 3 summarizes the studies mentioned here excluding those included in Table 1 . Table 3 Outline of studies investigating journal attributes as citation-influencing factors. Peters and van Raan (1994) and Haslam et al. (2008) determined past publications to be an effective predictor of citations, but Fu and Aliferis (2010) did not find it to be significant. As the indicators of the past citations, aggregated citations (Fu & Aliferis, 2010) , average citations per article (Stewart, 1983; Walters, 2006) , h-index (He, 2009; Wang et al., 2011; Wang, Yu, An, & Yu, 2012) , and the proportion of authors appearing in the ISI Highly Cited list (Bornmann & Daniel, 2008) were significant predictors in all cases. Some reports claimed that articles by senior authors tended to receive higher citations (Slyder et al., 2011; Peng & Zhu, 2012) , whereas others contradicted the claim (Stewart, 1983; He, 2009 ).
Danell (2011) investigated whether the citation rate of an article in the future can be predicted from the author's previous publication number and citation rate using two article sets of limited subject areas (episodic memory and Bose-Einstein condensation). Using quantile regression models, he found that the previous citation rate was a significant predictor at most quantiles of the dependent variables (future citation rate) and was more significant at higher quantile values, while the previous publication number was not significant at most quantiles except in some quantiles near the median.
As an indicator of the status of the institution with which the author is affiliated, Leimu and Koricheva (2005) and Fu and Aliferis (2010) used the rank given by the Academic Ranking of World Universities (ARWU), and Stewart (1983) used the past publications by the institution, but these indicators were found to provide no or very weak influence on citations.
Regarding bias toward particular countries in citation rates, it has been suggested that articles by authors in a few highly productive countries, such as the USA, tend to acquire higher numbers of citations because authors tend to favorably cite articles by other authors from their own country. Using several sets of hypothesis-testing articles in the field of ecology, Leimu and Koricheva (2005) indicated that the annual citation rate of articles was positively associated with authors from English-speaking nations compared with non-English-speaking nations and with US authors compared with European authors. Cronin and Shaw (1999) showed that in the field of library and information science, the proportion of uncited articles was lower in the case of a first author from the USA, UK, or Canada than from other countries. There have been other reports demonstrating an association of articles by authors from the USA or western/northern Europe with higher citation rates (van Dalen & Henkens, 2001; van Dalen & Henkens, 2005; Basu & Lewison, 2005; Walters, 2006; Davis et al., 2008; Sin, 2011; Peng & Zhu, 2012) . On the other hand, Peters and van Raan (1994) , Haslam et al. (2008) , and Lokker et al. (2008) reported that the affiliation country of authors was not an important factor for predicting the citation rate of articles. Pasterkamp, Rotmans, de Kleijn, and Borst (2007) examined the relationship of the affiliation countries of corresponding authors of articles published in 1996 in six cardiovascular journals to those of corresponding authors of references cited by those articles, and indicated that authors cited articles by authors from their own country as much as 32% more frequently than expected, even excluding author self-citations. The bias toward self-country citations was observed for all countries and in all journals that were investigated. Schubert and Glänzel (2006) also reported evidence of the tendency for self-country citations. However, some studies denied this tendency based on a modified method for calculating self-country (or self-language) citation rate (Bookstein & Yitzhaki, 1999; p.291-300 in Moed, 2005) . Table 4 summarizes the studies mentioned here excluding those included in Table 1 . Table 4 Outline of studies investigating attributes on author's status as citation-influencing factors. Quantitative relations between citation rates and measures of the quality or content of articles. Although quality and content are the most crucial factors determining the citation rate of an article, quantitative analysis of this is difficult. There have, however, been several studies examining the relation between the number of citations of articles and their quality ranking or subject classes. Although this study mainly focuses on the citation-influencing factors not directly related to the quality or content of articles, these studies are briefly discussed below.
Some studies have examined whether the citation impact of hypothesis-testing articles differs depending on the testing method or test results. These studies analyzed the correlation between the citation rate and the following attributes: sample size or the type of subjects (Callaham et al., 2002; Leimu & Koricheva, 2005; Lortie, Aarssen, Budden, & Leimu, 2013) ; presence/absence of a control group or randomization (Callaham et al., 2002) ; positiveness/negativeness of the results or support/rejection of the hypothesis (Callaham et al., 2002; Leimu & Koricheva, 2005; Fanelli, 2013) ; and strength of statistical significance (Leimu & Koricheva, 2005) . In many cases, however, the correlation was either not significant or, if present, weak.
Some of the studies mentioned in the preceding subsection involved features concerning article's content as the explanatory factor in their multiple regression models. These features include topic terms of medical articles (Fu & Aliferis, 2010) ; research design of clinical medicine research (Lokker et al., 2008) ; subfields and research methods of geoscience research (Stewart, 1983) ; and themes of demographic articles (van Dalen & Henkens, 2001; 2005) .
A considerable number of studies have assessed the connection between an article's citation rate and the peer evaluation it received. The indicators of peer evaluation examined in the studies were as follows: the results of peer reviews of manuscripts submitted to a journal (Bornmann & Daniel, 2008; Patterson & Harris, 2009; Bornmann, Schier, Marx, & Daniel, 2011) ; acquisition of competitive funding mentioned in the acknowledgments (Cronin & Shaw, 1999; Haslam et al., 2008; Rigby, 2013) ; and self-evaluation by the authors (Aksnes, 2006) . Some studies addressing articles of clinical medicine analyzed the dependence of citation rate on the score of clinical relevance and newsworthiness (Callaham et al., 2002; Lokker et al., 2008) , methodological rigor (Akcan, Axelsson, Bergh, Davidson, & Rosen, 2013) , and whether they were abstracted by EBM synoptic journals (Lokker et al., 2008) . However, these indicators mentioned here could not be obtained from the articles, except for funding information in the acknowledgments.
It is difficult to represent the quality of an article by a quantitative measure that does not rely on selfevaluation or peer review. A recent study by Chen (2012) is notable in this regard. Chen proposed to represent the potential (or value) of an article in terms of the degree to which it alters the intellectual structure of the state-of-the-art (an ability of "boundary-spanning") and to measure this ability by three metrics quantifying the change in the existing intellectual network structure: (a) modularity change rate, (b) cluster linkage, and (c) centrality divergence. Using these three "intrinsic" attributes and three traditional "extrinsic" attributes (number of authors, number of references, and number of pages) as the explanatory variables of negative binomial regression analysis, he predicted the citation rates of articles in several document sets in different fields. The results revealed that the cluster linkage was a much stronger predictor than the three extrinsic variables and that the centrality divergence might also have a boundary-spanning ability, although its predicting power was somewhat unstable. Table 5 summarizes the studies mentioned here excluding those included in Table 1 . Table 5 Outline of studies investigating attributes on research quality/content as citation-influencing factors. Other potential factors that might influence citation rate. As shown in the preceding subsection, several studies that used multiple regression analysis considering various citation-influencing factors included number of references as one of the explanatory variables and found it to be a significant predictor of citations (Stewart, 1983; Peters & van Raan, 1994; Davis et al., 2008; Haslam et al., 2008; Lokker et al., 2008; He, 2009; Didegah & Thelwall, 2013) . Many other studies have demonstrated that articles with a greater number of references tend to be cited more often (Chen, 2012; Rigby, 2013; Bordons et al., 2013) .
Although more specific characteristics of references, such as the ratio of self-citations and the age and subject distributions, also appear to be related to the number of article citations, they have rarely been considered in previous research, probably because of the difficulty in obtaining data. However, a few studies have included the recency of the references as one of the latent factors in the multiple regression model predicting citation rates. Stewart (1983) and Peters and van Raan (1994) took the proportion of references within 3 and 5 years (Price index), respectively, as the recency measure, and both found these variables to be a moderate predictor. Haslam et al. (2008) demonstrated that the newer the mean year of references, the more citations were obtained by the article.
Regarding the other characteristics of references, Peng and Zhu (2012) and Didegah and Thelwall (2013) showed that an article whose references have a higher impact (a greater ratio of highly-cited documents in, or higher mean citations of, the references) have a tendency to acquire higher citations. Lariviere and Gingras (2010a) analyzed the effects of interdisciplinarity on citation impact of articles indexed in Web of Science in 2000 in 14 subject areas, defining the indicator of interdisciplinarity of an article as the percentage of its cited references of subject areas other than that of the article. The pattern of dependence of the citation rate of articles on their degree of interdisciplinarity was different in each subject area, but in all subject areas the citation rate of articles became low at both extremes of high and low interdisciplinarity. Didegah and Thelwall (2013) showed internationality of references was one of the significant predictors in their analysis of determinants of citation rates in the field of nanoscience and nanotechnology.
Some studies indicated a positive association between the number of citations and article length (number of pages) (Stewart, 1983; Peters & van Raan, 1994; Leimu & Koricheva, 2005; van Dalen & Henkens, 2001; van Dalen & Henkens, 2005; Haslam et al., 2008; Peng & Zhu, 2012) , while others showed no significant correlation (Walters, 2006; Davis et al., 2008; Slyder et al., 2011; Rigby, 2013) . On the other hand, Lokker et al. (2008), He (2009), and Chen (2012) showed a negative correlation between article length and citations, but it could be due to influences of other explanatory variables used in their multiple regression models. Table 6 summarizes the studies mentioned here excluding those included in Table 1 . Table 6 Outline of studies investigating other attributes as citation-influencing factors. Furthermore, Glänzel & Thijs (2004) and Aksnes (2003b) also observed that the more authors of an article there are, the lower is the self-citation ratio. From these results, it appears that self-citations need not be excluded in analyses, at least in the case of statistical analyses from a macroscopic view.
Purpose of this Research
The purpose of this study is to examine whether there are general trends across subject fields regarding the factors that affect the number of citations of articles and the extent to which each factor influences citation rate. We focus on those factors that are not directly related to the quality or content of articles. For this purpose, a systematic analysis is done for several selected subject fields separately to examine whether some common features about principal influential factors across fields are noticeable. We limit the sample articles to original papers published in English journals because citation rate is known to be dependent on the type and language of articles.
On the basis of these considerations, the following strategy is adopted in this research:
(1) several journals (all using English language only) are selected in each of several different fields;
(2) from the selected journals, original articles published in the same year are sampled;
(3) for each of the selected subject fields, several negative binomial multiple regression models are examined alternatively;
(4) the number of citations received by the articles is set as the response variable;
(5) a wide range of factors that potentially influence citation rates are used as the explanatory variables;
and, (6) journals are included as dummy explanatory variables depending on the effect of the journals' citation impacts.
Using this method, it is possible to separate the effects of the potential factors on the number of citations and to evaluate the contribution of each factor.
Because the factors directly related to the quality or content of articles are not considered, the models obtained are not expected to predict citation rates with very high accuracy. This study aims not to obtain a model with high explanatory power, but rather to determine a baseline of the citation rate expected from bibliometric factors. If a common baseline can be found across different subject fields, the deviation of each article from this baseline would be regarded as a more adequate indicator of the impact of the article than those reported to date.
Our multiple regression models include the following factors as explanatory variables, considering the results of the studies described in the preceding section "Literature Review."
-Factors regarding collaboration: number of authors; number of institutions; number of affiliation countries.
-Factors regarding author's reputation: number of articles published by the first author before publication of the target article; number of citations that the articles had received by the time of publication of the target article; active years of the first author before publication of the target article.
-Factors regarding cited references: number of references; Price index (ratio of references within the last five years before the citation occurred).
-Factors regarding visibility of the articles: article length (normalized number of pages); number of figures; number of tables; number of mathematical equations; journal in which the article is published (dummy variable).
Details of these explanatory variables, and also of the response variable, are presented in the following section.
Data Sources and Methods
To achieve the purpose mentioned above, we tried to identify the primary factors affecting citation rates of research articles using the citation frequency data obtained from sample articles published in the same year. We analyzed the factors influencing citations for each of six subject fields to investigate whether a prediction model with some generality could be found across the fields.
Target fields and sampled articles
The following six subject fields were selected as targets. We will use the abbreviations shown in parentheses in the descriptions hereafter. -Journals to which only one subject category is assigned (that is, journals with more than one subject category were not selected) -Journals of English-language only -Journals with both top-ranked and moderately ranked impact factors in each field -Journals that are not concentrated in one or two publishing countries in each field Using Web of Science (WoS), we randomly sampled 50-60 research articles ("articles" as classified by WoS) published in 2000 from the individual journals selected. We excluded proceeding papers, short articles (2 pages or less), and articles in which the author (AU) or affiliation (C1) data were lacking. The 24 journals selected (4 per field) and the numbers of sample articles are shown in Table 7 .
The sampling method above should eliminate the influences on citation rates by publication year, article type, and language. Table 7 Selected subject fields and journals.
a) The journal titles at the time of 2000, although some were changed after that.
Obtaining citation frequency data
The citation frequencies received by the sample articles were measured in October 2006 and December 2011 using WoS, and therefore, the length of the citing window is 6-7 years and 11-12 years, respectively.
The citation frequencies corresponding to these two citing windows are hereafter called C6 and C11.
These citation frequencies include self-citations 1 . As described in the last part of the preceding section, the possibility that inclusion of self-citations biases the results of such a macroscopic analysis as this research is not high. However, it has been reported that self-citations tend to be concentrated in a short period after publication (Aksnes, 2003b) ; therefore, we use considerably long citing windows (more than five years after publication).
Obtaining data about factors potentially affecting citation rates
In this study, the following attributes were considered as the factors potentially affecting the citation frequency of the sample articles.
-Authors' collaborative degree The values of Publ, Cited, RatePubl, and MedCites were calculated using full counting and fractional counting (giving each author a credit equal to the inverse of the number of authors); however, only the results that used fractional counting will be shown hereafter because a significant difference was not found between the two counting methods (fitness to the negative binomial regression was somewhat better with fractional counting).
Negative binomial multiple regression analysis
We used negative binomial multiple regression (NBMR) analysis to investigate the extent to which the citation rates of articles are influenced by the individual potential factors introduced in the preceding subsection. The NBMR analysis has been demonstrated to successfully work for predicting citations in several studies (van Dalen & Henkens, 2001; van Dalen & Henkens, 2005; Walters, 2006; Bornmann & Daniel, 2008; Davis et al., 2008; He, 2009; Chen, 2012; Didegah & Thelwall, 2013) , because the citation frequency as a response variable is a non-negative integer, its distribution is remarkably skewed, and the variance is usually larger than the mean. A linear multiple regression (LMR) model with a logarithm of citation frequency (in many cases, log (C+1)) as the response variable has also been frequently utilized (Stewart, 1983; Basu & Lewison, 2005; Figg et al., 2006; Davis & Fromerth, 2007; Davis, 2009; Haslam et al., 2008) . However, we adopted the NBMR model because it provided us with results much better than those of the LMR model (see the subsection "Comparison of fitness of NBMR to LMR" in the "Discussion" section).
In the NBMR analysis, the value of the response variable yi for a case i is supposed to be subject to negative binomial distribution, as follows (here, Γ(·) is a gamma function):
The expected value (μi) of yi is estimated from the following regression equation:
Estimated values of the partial regression coefficients β0, β1,…, βp and parameter θ are given on the basis of the input data { Xi1, Xi2,…Xip; yi }. The value of θ is supposed to be independent of i.
In this study, the NBMR analysis was performed for each of the six subject fields, considering that not only the distribution of citation frequencies but also the distributions of the attributes' values used as the explanatory variables differed by field. However, we expect the results to have some generality across fields, as stated in the section "Purpose of this Research."
The response variable yi in Equation (2) is C6 or C11. The explanatory variables Xi1, Xi2,…Xip are the attributes (a)-(o), introduced in the preceding subsection. We set three regression models (Models A, B, and C) that were different from each other regarding selection of the explanatory variables about the authors' achievements, as follows: Insts, Countries, Refs, Price, Figures, Tables, Eqs, Length, Publ, MedCites, Insts, Countries, Refs, Price, Figures, Tables, Eqs, Length, Cited, RatePubl, Insts, Countries, Refs, Price, Figures, Tables, Eqs, Length, Age, RatePubl, MedCites, The reasons these three models were examined will be described later (see the subsection "Some preliminary analysis" in the "Results" section).
Considering that the degree of citedness differs by journal, we introduced dummy variables representing the journals in which the individual sample articles were published into the explanatory variables of the NBMR analysis. As described earlier, the sample articles were extracted from four journals in each subject field. Hence for articles from a "baseline" journal, all values of the three dummy variables-Jnl-1, Jnl-2, and Jnl-3-were set at 0, and for articles from the other three journals, a value of 1 was given to one of the three dummy variables (corresponding to the journal) and the value of 0 was given to the other two. The baseline journal was taken as the one having the lowest average citation frequency in each field.
The Advanced Regression Model of SPSS/PASW Version 18 was used to perform the NBMR analysis.
Variable selection was not chosen in regression, and variables showing a significant relation to C6 or C11
were identified from the regression results.
Results

Some preliminary analysis
Means and standard deviations of the variables. The means and standard deviations of the two response variables (C6 and C11) and 14 explanatory variables are shown in Table 8 . While the means of C6 differ by a maximum factor of 4.5 among the fields, the factor decreases to 2.6 for C11. This is because the ratio C11/C6 of the Elec field, the field with the lowest degree of citedness, is considerably higher (greater than
3) compared to those of the other five fields (less than 2). hence, a very strong correlation is not found between the response and explanatory variables.
Correlations between the explanatory variables. Table 10 demonstrates the extent to which a correlation exists within an individual pair of explanatory variables, showing the numbers of fields in which the Spearman's rank correlation coefficient is significant (p < 0.05). Table 10 Correlations between the explanatory variables. Figures mean the numbers of fields for which the Spearman's rank correlation coefficient is significant (p < 0.05), and figures in parentheses mean the number of fields for which the significant correlation coefficient is negative.
There is a definite positive correlation within the following three variable groups, each of which is enclosed with a bold line in Table 10 Although not a small number of explanatory variables are found to have a significant correlation with the response variable as shown in Table 9 , these explanatory variables are thought to be not always significant in the NBMR analysis because there exist associations among the explanatory variables in many cases as described here. Thus, either Refs or Length (or both) might not be selected as a predictor of the citation frequency in the NBMR analysis, even though both show a significant correlation with C6 and C11 in all fields, since there is also a considerably strong correlation between the two variables.
It should be avoided to use a regression model involving variables having a strong correlation with each other because of the possibility of the problem of multicollinearity. Accordingly, we decided not to simultaneously include explanatory variables whose ρ-values are greater than 0.7 in most fields in a -Publ and RatePubl are not included together in the model Subject to this decision, we designed the three regression models, Models A, B, and C (as mentioned in the subsection "Negative binomial multiple regression analysis" of the "Data and Methods" section).
MedCites was not included in Model B despite the above-mentioned conditions not prohibiting its inclusion, because Cited, similar to MedCites in nature, was one of the explanatory variables of Model B.
Variables within the groups (Authors, Insts, and Countries) and (Refs, Figures, and Length) were not separated, as the ρ-values of the variables within those groups are less than 0.7 in any case. Table 11 Spearman's rank correlation coefficients for the explanatory variable pairs which show significant correlations in many fields.
** 1% significant, * 5% significant a) In Gastro field, Eqs = 0 for all sample articles.
Results of NBMR
Goodness of fit of regression: comparison among the models. There are several measures of goodness of fit of the NBMR model (See Chap. 4 (p.85-113) of Long, 1997) . From those measures, the Akaike information criterion (AIC) and the adjusted pseudo coefficient of determination (pseudo Rc 2 ) are selected to compare among the three models (Table 12 ).
The smaller the AIC, or the larger (the nearer to 1) the pseudo Rc 2 , the better is the fit of the model.
Determining which model is better, as seen in Table 12 , is dependent on the field, but a large difference is not seen among the models in every field. Model C appears slightly better than the other two models because of the higher stability across the fields. Table 12 Goodness of fit measures for three regression models. Table 13 shows the number of fields in which each explanatory variable is significant in estimation of the response variable C6 or C11 for the three models, wherein these numbers were counted when the significant probability p for the regression coefficient of the explanatory variable is less than 0.1. Table 13 Significance of the explanatory variables for predicting the citation counts.
Figures mean the numbers of fields for which the regression coefficient is significant (p < 0.1), and figures in parentheses mean the number of fields for which the significant regression coefficient is negative.
Price is the explanatory variable showing the most obvious effect in all fields, predicting higher citations if it has a higher value. Refs, Authors, and Figures also have a positive influence on citation frequency in some fields. These features are not dependent on the models.
Of the authors' achievement measures, for which the selection of the explanatory variables was made Good predictors of citation rates: results of Model C. From the results mentioned above, Model C appears to be more appropriate compared to Models A and B in terms of both goodness of fit and selected explanatory variables. Accordingly, we will describe the results using Model C. In Table 15 , the citation predictabilities of the variables used in this research are compared with those demonstrated by the studies mentioned in Table 1 considering integratedly various variables. Figure 1 shows the relationship between the observed value of C6 of the i-th article (C6i) and its expected value (μi) predicted by the NBMR analysis for two subject fields using Model C. These fields, Physiol and CondMat, show the best and the worst pseudo Rc 2 , respectively (see Table 12b ). A tendency is seen that the greater μi is, the larger is the residual (C6i -μi). In the NBMR analysis, the residual is believed to become larger, roughly saying, in proportion to μi, since the predicted value is not μi but ln (μi) as shown in Equation (2). Therefore, the relationship between μi and (C6i -μi)/μi (we call this quantity "relative residual") is demonstrated in Figure   2 for the same two fields. From this figure it is understood that the relative residual is roughly independent of μ. Figure 2 shows that the observed citation frequency of a considerable number of the articles is more than double its expected value, that is, (C6i -μi)/μi > 1. Although accuracy of the prediction does not seem to be good from the figure, it should be noted that μi does not directly predict C6i, but does the expected value of the negative binomial distribution for C6i, as understood from Equations (1) and (2). 
Accuracies of prediction of the citation frequencies for individual articles.
Discussion
Important factors influencing the citations of articles
In the six fields, we were able to predict, with acceptable accuracy, the citation frequency of an article within the 6 years (C6) and 11 years (C11) after its publication, with 3-5 significant predictors. The pseudo Rc 2 in the NBMR analysis was 0.25-0.54 for C6 and 0.23-0.50 for C11, depending on the fields.
The significant predicting factors were common to some extent across the fields and almost the same between C6 and C11 in a field.
Price index (Price) was found to be the strongest influencing factor on citations. A few studies have taken notice of this kind of attribute (the recency measure of the references) as an influencing factor on citations (Stewart, 1983; Peters & van Raan, 1994; Haslam et al., 2008) . These studies found a moderate positive correlation between the recency of references and the citation count of articles, but any of their results were based on a relatively small sample (n <~ 300) taken from a single subject field. It is a noticeable finding in this study that the Price index is very important in every subject field when considering factors influencing citation rates.
The second important explanatory factor was the number of references (Refs), which has been reported to have a significant relation with citation rates by many existing studies (See the subsection "Other potential factors influencing citation rates" in the "Literature Review" section and Table 15 ).
Although there have been many studies reporting that articles with more co-authors tend to obtain higher citations, such claims have not been so strongly supported by several systematic multiple regression analyses (See the subsection "Does collaboration boost the citation rate of articles?" in the "Literature Review" section and Table 15 ). Also, in our NBMR analysis, the number of authors (Authors) was shown to be a (moderately) significant predictor in only two of the six fields, suggesting that the factor might not affect citation rates very strongly. Bornmann & Daniel (2008) reported that the correlation between the number of authors and that of citations diminished as the citing window became longer. This may apply to our case since the citing window we used was relatively long (6 or 11 years).
The influence of authors' achievement variables on citations is discussed in the subsequent subsection.
Is there a halo effect of authors?
Several studies have claimed that an article written by author(s) with a higher performance (more publications and/or higher citations) have the possibility of receiving higher citations after its publication (see the subsection "Is there a halo effect of authors, institutions, journals, or countries?" in the "Literature Review" section).
In this study, the effect of the five indicators concerning the authors' past achievement on citations was investigated (all the indicators apply to the first author of articles). As a result, the effect of the three cumulative achievement indicators (Publ, Cited, and Age) was hardly found. On the other hand, the two efficient achievement indicators (RatePubl and MedCites) showed significant, but not remarkable, influence in some fields.
Our result that the efficient achievement indicators are better predictors of citations than the cumulative ones agrees with those of Danell (2011) and Hönekopp and Khan (2012) . It may be because we used data only on first authors that the effect was not as apparent in our analysis as that shown by Danell (2011) , who used the data on the authors of the highest performance, or Hönekopp and Khan (2012) , who selected their sample from single-authored articles. The fact that our data were based on the first author only is thought to be a limitation of this study because it might weaken a halo effect of authors on citations. We attempted to perform the NBMR analysis for the sample articles of only one journal in each field using the achievement data of the most productive author in each article, but could not obtain a consistent result across fields. It may be due to the small size (n = 50-60) of the samples.
Interaction among the explanatory variables
By comparing Table 9 with Table 14 , it is understood that the explanatory variables having significant correlation with the response variable (citation frequency) do not always become significant predictors in the NBMR analysis. The typical example is Length, which is not a significant predictor for most fields in spite of its positive correlation with citation frequency in almost all fields. As shown in Tables 10 and 11 , Length has a positive correlation with several other explanatory variables (Refs, Figures, Tables, and Eqs) in many fields, which suggests that these explanatory variables are preferred to Length in the NBMR analysis.
Comparison of fitness of NBMR with that of LMR
The LMR analysis with log (C + 1) as the response variable is also frequently used for predicting citation rates, instead of the NBMR analysis used in this study. Comparison of fitness between these two analyses applied to the same sample is, however, not easy since there are few fitness measures commonly applicable to both. The variance ratio (F) usually applied to the LMR model is not available for NBMR.
There is some difference in meaning between the coefficient of determination (R 2 ) in the LMR model and pseudo R 2 in the NBMR model. AIC is usable for the LMR and NBMR models, but it is questionable to simply compare the values obtained from the two methods. Therefore, we compared the results of the NBMR model to those of the LMR model applied to the same data using the following two measures:
(a) Mean square of relative residuals
The relative residual for a member (an article in our case) was introduced in the subsection "Results of NBMR" of the "Results" section. The mean square of relative residuals (MSRR) is the squared mean of this quantity, as follows:
Here, yi and μi are observed and predicted (expected) values of the response variable for the i-th member.
The residual (yi -μi) becomes larger roughly in proportion to μi, as described in the subsection "Results of NBMR." In the LMR model with log (yi) as the response variable, the residual of yi is also supposed to proportionally increase with μi. Therefore, it is appropriate to compare the goodness of fit between the LMR and NBMR models by this measure.
(b) The chi-square statistic of fitness
The predicted frequency distribution of citations was obtained from the NBMR and LMR analyses. 
The MSRRs are compared in Table 16 between the NBMR and LMR analyses, both using the set of explanatory variables selected in Model C. The MSRR for the NBMR model is 1/5 to 1/2 of that for the corresponding LMR model. 
The issue of sampling
The samples used in this study consist of 50-60 research articles randomly drawn from each of four journals selected in the individual fields, as explained in the "Data Sources and Methods" section. Two issues should be mentioned concerning this point.
One of the issues is a relatively small sample size (n = 230-240 for each field). It was difficult to obtain a larger sample because we used, as the explanatory variables, attributes for which a considerable effort is needed to acquire the data. Although it was relatively easy to obtain data on Authors, Insts, Countries, and
Refs from the data source used (WoS), the publication year of each reference of the sample articles had to be examined to get the values of Price. The values of Figures, Tables, and Eqs were counted by looking them up in the original documents. Length was not simply the number of pages of articles, but normalized considering the number of characters per page in each journal. The greatest effort was gaining data on the five variables of authors' achievement, which involved the search and identification of articles published earlier by the authors of the sample articles and measurement of the citation frequencies that the retrieved articles had received until the publication year (2000) of the sample articles (Onodera et al., 2011) .
It is expected that more explanatory variables would be selected as a significant predictor of citations if we used larger samples. The authors' achievement indicators might become more definite predictors.
However, when using samples that are too large, some explanatory variables which are not so important may be regarded as significant. In this sense, it can be said that only the variables certainly affecting citation rates were chosen as significant in this study.
Another issue involves the possibility of bias due to random sampling of a nearly equal number of articles from four journals. This issue can be divided into the following two questions:
(a) Does the distribution of citation frequencies in a randomly-drawn sample differ significantly from that in the population, considering the high skewness in the citation distributions?
(b) Is it reasonable to draw samples equally from journals that differ in size (i.e., number of published articles)?
With regard to question (a), the distribution is not systematically biased by random sampling even if the distribution is highly skewed. However, it is more likely that such a sample distribution largely deviates by chance from that in the population depending on the extent to which a few "outliers" were drawn, compared with a normal case. For the 23 journals used in this study (excluding the one from which all articles were drawn), we compared the mean citation frequency (C11) of the sample with that of the population (all articles published in the journals in 2000). The number of journals with a higher and lower mean than that of the population were 13 and 10, respectively, indicating that the samples are unbiased.
However, one journal with the higher sample mean and two journals with lower sample means showed a significant difference (p < 0.05) from the population mean. The rate of journals with a significant difference (3/23) is somewhat high. As for the three journals, outliers might be either over-or under-drawn.
With regard to question (b), we designed our sampling considering the following factors. The articles should be uniformly selected not only from high-impact journals but also from relatively low-impact journals because the sample must represent the whole field. Hence we divided the journals from individual fields into four classes according to their JIF value so that the number of articles in each class might be roughly equal. We then selected one journal from each class taking into account the points mentioned in the "Data Sources and Methods" section. For example, in the Inorg field, the selection was made as follows: 45% and 44%, respectively) . In those two fields, underestimating the contribution of these journals (with high citation impact and a large publication share) might have biased the results. However, we assume that this problem is moderated by making journals dummy variables of our regression models.
The bias could be avoided if the random sampling was conducted from all journals in a field, but we limited our target to the journals that were accessible to us because the original articles were necessary for obtaining the values of some explanatory variables (Figures, Tables, Eqs, and Length) .
Setting the subject fields
The subject fields set in this study are based on the JCR Subject Categories commonly used in bibliometric research. However, our results may suggest the necessity for a more fine-grained analysis by dividing the fields into subfields. In every field studied, the Price index and the number of references were found to be significant predictors of the number of citations. As all of these three attributes are connected to citation behavior, such results are likely if it differs depending on subfields. In this regard, Moed (1989) showed some cases in which the mean values of Price index, number of references, and number of citations largely differ among subfields within the same field. Further investigations are needed to evaluate the difference in citation behavior among subfields that are narrower than the JCR Subject Categories.
Conclusion
We obtained the NBMR model explaining the citation frequencies of articles with a relatively long citing window (6 or 11 years after publication), for each of the six fields. The models for the six fields were to some extent similar regarding the selected predicting factors and the degree of significance of these predictors. Most existing studies that explain the factors influencing citation rates of articles have dealt with articles of either single subject field or mixed fields. Taking this into account, our study is original in that some generality across different fields is found regarding the important factors that influence citations.
Fitness of the NBMR model obtained in this study was not very high, but acceptable since the value of pseudo R c 2 was 0.25-0.5. This is an expected result when considering all the explanatory variables used here were "extrinsic" factors that have no direct relation to the quality or content of the articles. The purpose of our study was not to develop a model with high fitness, but to seek a model working as a baseline of the expected citation frequency for a given article based on such extrinsic factors. The finding of generality of the significant predictors of citations across different fields is promising to develop such a baseline.
One of the aims of advancement in the future is an analysis of deviations of the observed citations from this baseline (expected citation frequencies based on these extrinsic predictors) for individual articles. To what attributes of articles do the deviations relate? Are the attributes intrinsic ones connected with the quality or content of articles? It is difficult, however, to strictly distinguish intrinsic attributes from extrinsic ones. The number of institutions or countries, which is used as an extrinsic variable in this study, is thought to involve some intrinsic nature provided that interinstitutional or international collaboration is connected to research quality. In addition, many references or pages may imply the width and depth of research. We assumed here that the attributes whose values can be obtained from bibliographic data were extrinsic.
Another aim of advancement is to look for "intrinsic" factors (which are closely related to the quality or content of articles) that are associated with citations. Concerning this, Chen (2012) recently proposed the "structure variation" model, supposing that the potential value of an idea conveyed in an article is measured in terms of the degree of change in the existing intellectual structure introduced by the idea (See the subsection "Quantitative relations between citation rates and measures of the quality or content of articles"
in the "Literature Review" section). Based on this model, he defined some indicators on the degree of structural change using a network theory and discussed the relationship between these indicators and the citation frequency acquired by the article in the future.
It remains a difficult and complicated issue to determine the principal factors affecting citation rates of articles. A definite conclusion is not yet obtained despite much research having been dedicated to this problem. We hope this article will make some contribution to relevant literature.
