Abstract: Topographic factors such as slope and aspect are essential parameters in depicting the structure and morphology of a terrain surface. We study the effect of the number of points in the neighbourhood of a digital elevation model (DEM) interpolation method on mean slope, mean aspect, and RMSEs of slope and aspect from the interpolated DEM. As the moving least squares (MLS) method can maintain the inherent properties and other characteristics of a surface, this method is chosen for DEM interpolation. Three areas containing different types of topographic features are selected for study. Simulated data from a Gauss surface is also used for comparison. First, the impact of the number of points on the DEM root mean square error (RMSE) is analysed. The DEM RMSE in the three study areas decreases gradually with the number of points in the neighbourhood. In addition, the effect of the number of points in the neighbourhood on mean slope and mean aspect was studied across varying topographies through regression analysis. The two variables respond differently to changes in terrain. However, the RMSEs of the slope and aspect in all study areas are logarithmically related to the number of points in the neighbourhood and the values decrease uniformly as the number of points in the neighbourhood increases. With more points in the neighbourhood, the RMSEs of the slope and aspect are not sensitive to topography differences and the same trends are observed for the three studied quantities. Results for the Gauss surface are similar. Finally, this study analyses the spatial distribution of slope and aspect errors. The slope error is concentrated in ridges, valleys, steep-slope areas, and ditch edges while the aspect error is concentrated in ridges, valleys, and flat regions. With more points in the neighbourhood, the number of grid cells in which the slope error is greater than 15 • is gradually reduced. With similar terrain types and data sources, if the calculation efficiency is not a concern, sufficient points in the spatial autocorrelation range should be analysed in the neighbourhood to maximize the accuracy of the slope and aspect. However, selecting between 10 and 12 points in the neighbourhood is economical.
Introduction
A digital elevation model (DEM) represents basic data for spatial analysis of geographic information systems, which are widely applied in the fields of hydrology [1] , soil [2] , landform [3, 4] , geology [5] , agriculture [6] , and military applications [7, 8] . Topographic factors such as slope and aspect extracted based on DEM are not only important parameters for describing the structure and morphology of topographic surfaces but also basic variables of geo-analysis models, such as surface process simulation, hydrological, soil erosion, and land use classification models [9] [10] [11] [12] [13] . Slope is fundamental in estimating DEM construction are the same while the quantity of local sampling points selected for estimating point elevations is increased.
In this paper, the sampling points and contour line data from three areas of different geomorphic types, including a loess gully area, loess hilly area, and high mountain area, are adopted, and the moving least squares (MLS) method is used to construct DEMs in order to study differences in DEMs constructed and the extracted slope and aspect for different numbers of search points in the neighbourhood.
Materials and Methods

Study Area
This study includes three study sites of different terrain types (Figure 1 ). Study area 1 and study area 2 include a loess hill located in a loess plateau in north-central China. In this loess plateau region, the geomorphic types mainly include plains, basins, hilly areas, loess hills, plateau gullies, and alluvial plains and the geomorphic features mainly include loess tablelands, ridges, and hills. The region is characterised by many gullies, tattered landforms, and large topographic reliefs; the elevation range is 200-3000 m, and soil erosion and water and soil loss are severe. Furthermore, study area 1 is a loess gully in terms of landform; it is mostly flat with a small fraction of deep gullies and surface erosion is relatively light. Study area 2 is a loess hill/ridge in terms of landform; loess hilltops are relatively flat and small, there is an obvious arch, the slope length is smaller, and the slope changes visibly. Study area 3 is located in the south-east Lushan region of China. Lushan Mountain is a high mountain formed by tectonic uplift, where the peaks are mostly about 1300 m high, the highest peak is up to 1473 m high, and on its two sides are steep cliffs in a ladder pattern with large changes in elevation and slope.
Contour lines are acquired from digitized data of topographic maps ( Figure 2) ; the contour interval is 10 m and the elevation sampling points are collected from topographic maps. As the elevation sampling points are too sparse, the error of the DEM obtained via interpolation is relatively large; thus, we dispersed the contour lines into points to be combined with elevation sampling points used for DEM construction. A DEM of 5-m resolution produced by the State Bureau of Surveying and Mapping is taken as a reference. The DEM constructed by sampling point interpolation also has a resolution of 5 m. The DEM produced by the State Bureau of Surveying and Mapping is interpolated by a TIN constructed with contour lines of 5-m contour intervals. Owing to the limitations of measurement, there is always a certain degree of error in spatial data [31] . There are no so-called "true values" in data in geosciences and only data of high precision can be taken as reference data which are acceptable and reasonable [32] .
The sampling points in each study area were preprocessed to eliminate points with the same horizontal ordinate and vertical coordinate values. There are respectively 85,071, 29,988, and 47,989 sampling remaining points in study areas 1-3 after preprocessing. Contour lines are acquired from digitized data of topographic maps ( Figure 2) ; the contour interval is 10 m and the elevation sampling points are collected from topographic maps. As the elevation sampling points are too sparse, the error of the DEM obtained via interpolation is relatively large; thus, we dispersed the contour lines into points to be combined with elevation sampling points used for DEM construction. A DEM of 5-m resolution produced by the State Bureau of Surveying and Mapping is taken as a reference. The DEM constructed by sampling point interpolation also has a resolution of 5 m. The DEM produced by the State Bureau of Surveying and Mapping is interpolated by a TIN constructed with contour lines of 5-m contour intervals. Owing to the limitations of measurement, there is always a certain degree of error in spatial data [31] . There are no so-called "true values" in data in geosciences and only data of high precision can be taken as reference data which are acceptable and reasonable [32] . The sampling points in each study area were preprocessed to eliminate points with the same horizontal ordinate and vertical coordinate values. There are respectively 85,071, 29,988, and 47,989 sampling remaining points in study areas 1-3 after preprocessing.
Simulated Data
Because the "true" slope and aspect values of real terrain surface cannot be acquired, a numerical experiment is used. We used simulated data to compare the results from the study areas. The simulated data include sampling points and a reference DEM extracted from a Gauss surface. The formula is as follows: 
Because the "true" slope and aspect values of real terrain surface cannot be acquired, a numerical experiment is used. We used simulated data to compare the results from the study areas. The simulated data include sampling points and a reference DEM extracted from a Gauss surface. The formula is as follows:
A, B, C, m, and n are parameters which can change the shape of a surface: A = 60, B = 200, C = 6, m = 200, and n = 200. The range of x and y is [-500, 500]. The surfaces are as shown in Figure 3a . The grid cell size is 5. The sampling points are randomly scattered from the Gauss surfaces (Figure 3b ). The number of scattered points is 10,000. The sampling points in each study area were preprocessed to eliminate points with the same horizontal ordinate and vertical coordinate values. There are respectively 85,071, 29,988, and 47,989 sampling remaining points in study areas 1-3 after preprocessing.
A, B, C, m, and n are parameters which can change the shape of a surface: A = 60, B = 200, C = 6, m = 200, and n = 200. The range of x and y is [-500, 500]. The surfaces are as shown in Figure 3a . The grid cell size is 5. The sampling points are randomly scattered from the Gauss surfaces (Figure 3b ). The number of scattered points is 10,000. 
Methods
The influence of points in the neighbourhood on slope and aspect extracted from the DEM is our focus, including the influence on DEM RMSE, mean slope, mean aspect, and RMSEs of the slope and aspect. The correlation between the points in the neighbourhood and the RMSEs of the slope and aspect is established. The data processing includes: (1) the collection of sampling points; (2) construction of a 5-m-resolution DEM; (3) extraction of the slope and aspect based on ArcGIS [28] ; (3) calculation of the mean slope and mean aspect; (4) calculation of the RMSEs of the slope and aspect; and (5) calculation of absolute error and relative error of the slope as well as aspect error.
Through four experiments, the sensitivity of slope and aspect errors to points in the neighbourhood is analysed:
• The MLS method is a local surface-fitting method and a statistical approach used for surface reconstruction. It can maintain the inherent nature of a surface, accurately calculate the approximate value of a surface, and is not sensitive to outliers with discrete points [33] . MLS with linear basis functions and Gaussian functions as weight functions is realized based on MATLAB. The weight function formula is:
d mI is the radius of the support domain of node x I ; β is a constant and its value is 3.0. The parameter values in the MLS approach are kept constant and the influence of differences in basis functions and parameters on DEM is beyond the scope of this study. The resolution of the DEM constructed is uniform throughout the experiments. Although, as for LIDAR data, the parameter values of the interpolation method and the number of points in the neighbourhood are not of interest [34] , their influence on the digitized data of topographic maps cannot be ignored. Digitized data for topographic maps are inferior to LIDAR data in accuracy and sampling density. Therefore, it is recommended to consider seeking a method of improving accuracy in DEM construction.
Since linear basis functions are adopted in the MLS method, the number of points in the neighbourhood should be greater than or equal to three. In order to improve the accuracy of interpolation, more sampling points are generally chosen for estimation, so the number of search points starts at five. When the radius of the neighbourhood is greater than the spatial autocorrelation distance, the DEM error increases. Thus, the range of the number of points in the neighbourhood is 5-20. , and examine the relationship between the number of points in the neighbourhood and the DEM RMSE. The formula for DEM RMSE [20, 35] is shown as below:
n is quantity of observed values, Z k is true value of the observed point, and z k is the observed value. In this paper, n is the product of the DEM row number and column number, Z k is the elevation of a grid cell in DEM 0 , and z k is the elevation of the corresponding cell in DEM i . The slope and aspect grids extracted from DEM 0 are respectively Slope 0 and Aspect 0 as references, the RMSEs of the slope and aspect as ESlope i and EAspect i are further calculated, and the relationship between the RMSEs of the slope and aspect and the number of points in the neighbourhood is established. The aspect error for each grid cell is calculated according to the following formula: , (5) EA is the aspect error, r is row number of the grid, and c is the column number of the grid. As the aspect is a cycle value, if the true value is 1 • and the calculated value is 359 • , then the aspect error should be 2 • rather than 358 • . Thus, the aspect error cannot be acquired by direct subtraction. With a scope of 180 • , the aspect error calculated according to formula (5) can avoid the problem above.
Experiment 4: Spatial Distribution of Slope and Aspect Errors
According to Slope i and Aspect i (i = 5, 6, 7, . . . , 20) for each study area and Slope 0 and Aspect 0 , the absolute error and relative error grids of the slope calculated by ArcGIS are respectively AESlope i and RESlope i and the aspect error grid is EA i . The error distribution maps for the slope are made through statistics on all grid cells greater than 15 in AESlope i and greater than 100% in RESlope i .
Hypotheses
The change of DEM resolution is expected to lead to changes in terrain factors such as slope and aspect [10, 12, 24] . Deng (2007) held that, with the reduction of DEM resolution, the mean slope value reduces correspondingly [36] . Chow (2009) discovered that the DEM resolution and mean slope have a logarithmic relationship and that, with reduced resolution, the mean slope declines [12] . Ziadat (2007) found that, with increasing DEM grid size, the RMSE of the slope declines gradually [10] . Therefore, it can be reasonably assumed that more points in the neighbourhood of interpolation causes changes in terrain factors such as slope and aspect. More points in the neighbourhood may cause increased neighbourhood radius; thus, more sampling points take part in the estimate for the elevation of grid cell of the DEM. However, it is unclear whether and how more points in the neighbourhood affects the slope and aspect values extracted from the DEM. Therefore, a null hypothesis may be set:
( 
Results
Terrain Morphology of the Study Areas
For each study area and simulated data, minimum, maximum, average, median, standard deviation and coefficient of variation (CV) of elevations are computed from the sampling points (Table 1 ). The spatial structure of elevations is evaluated by means of semivariograms for directions of 0 • , 45 • , 90 • and 135 • established by GS+ (Figure 4 ). The nugget sill ratio (N/S) is used to quantify the strength of the spatial structure of elevations. Strengths vary from weak (N/S > 0.6), medium (0.3 < N/S < 0.6) to strong (N/S < 0.3) [37] . The N/S values of the three study areas and simulated data are all less than 0.3. The spatial correlation of the study areas and simulated data is strong.
Therefore, a null hypothesis may be set:
(1) With more points in the neighbourhood, the mean slope and mean aspect values do not change, i.e.,: MeanSlope5 = MeanSlope6 = … = MeanSlope20 MeanAspect5 = MeanAspect6 = … = MeanAspect20 (2) With more points in the neighbourhood, the RMSEs of the slope and aspect do not change, i.e.,: ESlope5 = ESlope6 = … = ESlope20 EAspect5 = EAspect6 = … = EAspect20
Results
Terrain Morphology of the Study Areas
For each study area and simulated data, minimum, maximum, average, median, standard deviation and coefficient of variation (CV) of elevations are computed from the sampling points (Table 1 ). The spatial structure of elevations is evaluated by means of semivariograms for directions of 0°, 45°, 90° and 135° established by GS+ (Figure 4) . The nugget sill ratio (N/S) is used to quantify the strength of the spatial structure of elevations. Strengths vary from weak (N/S > 0.6), medium (0.3 < N/S < 0.6) to strong (N/S < 0.3) [37] . The N/S values of the three study areas and simulated data are all less than 0.3. The spatial correlation of the study areas and simulated data is strong. (c) Figure 4 . Directional semivariograms of elevations; isotropic semivariograms of (a) study area 1, (b) study area 2, (c) study area 3, and (d) simulated data; anisotropic semivariogram (0°) of (a1) study area 1, (b1) study area 2, (c1) study area 3, and (d1) simulated data; anisotropic semivariogram (45°) of (a2) study area 1, (b2) study area 2, (c2) study area 3, and (d2) simulated data; anisotropic semivariogram (90°) of (a3) study area 1, (b3) study area 2, (c3) study area 3, and (d3) simulated data; anisotropic semivariogram (135°) of (a4) study area 1, (b4) study area 2, (c4) study area 3, and (d4) simulated data. The nugget indicates that the elevation variability consists of unexplainable or random variations. Except for the factor of data errors, the nuggets represent the terrain complexity of the three study areas and simulated data at finer scales. The nugget values from small to large respectively correspond to simulated data, study area 2, study area 1 and study area 3. The surface of simulated data is the smoothest, and the terrain surface of study area 3 is the most complex. Figure 4 . Directional semivariograms of elevations; isotropic semivariograms of (a) study area 1, (b) study area 2, (c) study area 3, and (d) simulated data; anisotropic semivariogram (0 • ) of (a1) study area 1, (b1) study area 2, (c1) study area 3, and (d1) simulated data; anisotropic semivariogram (45 • ) of (a2) study area 1, (b2) study area 2, (c2) study area 3, and (d2) simulated data; anisotropic semivariogram (90 • ) of (a3) study area 1, (b3) study area 2, (c3) study area 3, and (d3) simulated data; anisotropic semivariogram (135 • ) of (a4) study area 1, (b4) study area 2, (c4) study area 3, and (d4) simulated data. The nugget indicates that the elevation variability consists of unexplainable or random variations. Except for the factor of data errors, the nuggets represent the terrain complexity of the three study areas and simulated data at finer scales. The nugget values from small to large respectively correspond to simulated data, study area 2, study area 1 and study area 3. The surface of simulated data is the smoothest, and the terrain surface of study area 3 is the most complex.
Based on the directional semivariograms, the variation and range in the north direction (0 • ) and the north-east direction (45 • ) are larger than those in other directions in study area 1. The orientations of the gullies in study area 1 are consistent with the two directions (0 • , 45 • ). In study area 2, the variations and ranges in the north-east direction (45 • ) and east-west direction (90 • ) are larger. In study area 3, the variation and range in the east-west direction (90 • ) are larger. The variation and range in the north direction (0 • ) are larger than those in other directions of simulated data. Additionally, the variation in the north-west direction (135 • ) represents some periodicities. The direction of maximum and minimum autocorrelation is determined by the orientation of terrain features, and the autocorrelation range can be approximately determined by the shape and wavelength of terrain features [38] .
The ranges of semivariograms of study areas 1-3 and simulated data are respectively 448 m, 2347 m, 985 m and 676 m ( Table 2 ). The maximum radiuses of the neighbourhoods with 20 points of study areas 1-3 and simulated data are respectively 258 m, 150 m, 114 m and 58.32 m. Thus, the maximum radius of the neighbourhood with 20 points of each study area and simulated data does not exceed the range of corresponding semivariograms. 
Relationship between the Number of Points in the Neighbourhood and DEM RMSE
The sampling style of points in this research is irregular sampling. It is needed to check about the spatial distribution pattern of sampling points. The Average Nearest Neighbour tool under Spatial Statistics Tools of ArcGIS is used for calculating the Nearest Neighbour Indicator (NNI) and average nearest neighbour distance value of each study area and simulated data (Table 3) . When NNI value is smaller than 1, it indicates aggregated distribution, when NNI value is equal to 1, it indicates random distribution, and when NNI is greater than 1, it indicates dispersed distribution. DEM RMSEs of each study area and simulated data are shown in Table 4 . DEM RMSE of study area 1 declined to 2.72 m from 3.14 m, and then rose to 2.75 m gradually; DEM RMSE of study area 2 decreased to 1.44 m from 1.64 m and tended to maintain stable; DEM RMSE of study area 3 dropped to 4.9 m from 11.72 m, with the largest range. With the increase of points in the neighbourhood, DEM RMSEs of three study areas all tend to decline, and when number of points in the neighbourhood is 5~10, DEM RMSEs reduce more dramatically. Study area 2 has the smallest value of average nearest neighbour distance and the surface is smooth in three study areas, its DEM RMSE is the smallest. The value of interpolated point is more accurate to select near sampling points than far sampling points. The average nearest neighbour distance of Study area 3 is smaller than that of study area 1, but its CV is larger than study area 1, its DEM RMSE is greater than that of study area 1. One apparent reason is that, the sampling points are missing near the north boundary of study area 3, and the other reason is that, in terrain complexity study area 3 is superior to study area 1. Denser sampling points are needed in steep and rough terrain to get higher accurate DEM. There are large differences of DEM RMSE ranges in three study areas. To compare the changes of DEM RMSEs under different terrain types clearly, all RMSE values are normalized ( Figure 5 ). When points in the neighbourhood increase, study area 2 and study area 3 are relatively similar in DEM RMSE change rule, while study area 1 is different from the other two study areas. Additionally, when points in the neighbourhood increase to 11 from 5, DEM RMSEs decline quickly; when points in the neighbourhood are greater than 11, DEM RMSEs tend to be stable gradually. When points in the neighbourhood are 11~13, there is a turning points of the change rate of DEM RMSEs, and the range contains the common value of point number in the neighbourhood as 12 [12] . Again, the default value of point number in ArcGIS interpolation methods such as IDW, kriging and spline is also 12. Number of neighbours 12 taken as an empirical value has a certain rationality, and it is applicable to the three study areas hereof. There are large differences of DEM RMSE ranges in three study areas. To compare the changes of DEM RMSEs under different terrain types clearly, all RMSE values are normalized ( Figure 5 ). When points in the neighbourhood increase, study area 2 and study area 3 are relatively similar in DEM RMSE change rule, while study area 1 is different from the other two study areas. Additionally, when points in the neighbourhood increase to 11 from 5, DEM RMSEs decline quickly; when points in the neighbourhood are greater than 11, DEM RMSEs tend to be stable gradually. When points in the neighbourhood are 11~13, there is a turning points of the change rate of DEM RMSEs, and the range contains the common value of point number in the neighbourhood as 12 [12] . Again, the default value of point number in ArcGIS interpolation methods such as IDW, kriging and spline is also 12. Number of neighbours 12 taken as an empirical value has a certain rationality, and it is applicable to the three study areas hereof. The DEM RMSE of simulated data is quite different from that of the study areas ( Figure 5 ). The DEM RMSE decreases first and then increases. The turning point is 7 points in the neighbourhood.
Relationship between Number of Points in the Neighbourhood and Mean Slope and Mean Aspect
DEM accuracy influences the quality of extracted terrain factors and further influences the quality of terrain analysis results relaying on these terrain factors [39] [40] [41] [42] . For a different number of points in the neighbourhood, a different accuracy of DEMi (i = 5, 6, 7, …, 20) is obtained via interpolation, and the extracted mean slope and mean aspect values are also different (Tables 5 and  6 , Figures 6 and 7) . The variation ranges of the three study areas and the simulated data are all smaller than 1. The mean slopes of simulated data linearly decrease with increasing number of points in the neighbourhood. Based on the standard deviation of the mean slope, the mean slope value has very small changes with increasing point number in the neighbourhood. In particular, the standard deviation of study area 1 is larger than that of study area 2 or study area 3; this indicates that the mean slope value of study area 1 is sensitive to the change of neighbourhood. The coefficients of the regression equation (Table 7) for study area 1 and study area 2 are respectively The DEM RMSE of simulated data is quite different from that of the study areas ( Figure 5 ). The DEM RMSE decreases first and then increases. The turning point is 7 points in the neighbourhood.
DEM accuracy influences the quality of extracted terrain factors and further influences the quality of terrain analysis results relaying on these terrain factors [39] [40] [41] [42] . For a different number of points in the neighbourhood, a different accuracy of DEM i (i = 5, 6, 7, . . . , 20) is obtained via interpolation, and the extracted mean slope and mean aspect values are also different (Tables 5 and 6 , Figures 6 and 7) . The variation ranges of the three study areas and the simulated data are all smaller than 1. The mean slopes of simulated data linearly decrease with increasing number of points in the neighbourhood. Based on the standard deviation of the mean slope, the mean slope value has very small changes with increasing point number in the neighbourhood. In particular, the standard deviation of study area 1 is larger than that of study area 2 or study area 3; this indicates that the mean slope value of study area 1 is sensitive to the change of neighbourhood. The coefficients of the regression equation (Table 7) for study area 1 and study area 2 are respectively −0.0538 and −0.0079, which also indicates that study area 1 has a larger change in mean slope value. The mean slope values of study area 1 and study area 2 reduce with increasing number of points in the neighbourhood while the mean slope value of study area 3 increases. Table 7 . Functional relationship between mean slope (y) and number of points in the neighbourhood (x) in study areas 1-3 and simulated data. According to Slopei (i = 5, 6, 7,…, 20) for each study area (Figure 8) , with increasing point number in the neighbourhood, the maximum value of the slope grid reduces in the three study areas; the minimum slope values between 0 and 5° for study area 2 and study area 3 decrease in their proportion; the proportion of slope values greater than 40° is reduced in the three study areas; the proportion of slope values between 5 and 10 ° is increased in study area 1; the proportion of According to Slope i (i = 5, 6, 7, . . . , 20) for each study area (Figure 8) , with increasing point number in the neighbourhood, the maximum value of the slope grid reduces in the three study areas; the minimum slope values between 0 and 5 • for study area 2 and study area 3 decrease in their proportion; the proportion of slope values greater than 40 • is reduced in the three study areas; the proportion of slope values between 5 and 10 • is increased in study area 1; the proportion of slope values between 5 and 20 • is increased in study area 2; and the proportion of slope values between 15 and 40 • is increased in study area 3. These results are similar to the findings from research on the influence of sampling intervals on slopes as performed by Gao (1998) . According to Gao, with increasing sampling interval, the median slope increases while the maximum and minimum slope values and the range of slope values are reduced. When the sampling interval value is very large, smaller slope values of the valleys increase in prevalence while larger slope values of ridges become more frequent. Larger sampling intervals have stronger generalization roles on landforms: many minor topographic features disappear and major features are retained [11] .
Study Area Regression Formula
Study area 1 is flat for the most part but includes some deep gullies; the combination of these two different topographic types causes the mean slope value to change greatly in study area 1. Study area 2 and study area 3 are relatively homogenous topographically, with a small change in mean slope value.
Simulated data has the smallest change in mean aspect, followed by study area 2 and then study area 3, and study area 1 has the largest change in mean aspect; the standard deviations of mean aspect follow the same order. According to the regression equation (Table 8) , the mean aspect and the points in the neighbourhood have a quadratic polynomial relationship. The mean aspects of study area 1 and study area 2 are reduced with increasing number of points in the neighbourhood, but the mean aspect of study area 3 increases gradually, and the mean aspect of simulated data increases on the whole. The increase in aspect indicates that the facing direction shifts clockwise, whereas the decrease in aspect indicates that the facing direction shifts anticlockwise. According to Slopei (i = 5, 6, 7,…, 20) for each study area (Figure 8) , with increasing point number in the neighbourhood, the maximum value of the slope grid reduces in the three study areas; the minimum slope values between 0 and 5° for study area 2 and study area 3 decrease in their proportion; the proportion of slope values greater than 40° is reduced in the three study areas; the proportion of slope values between 5 and 10 ° is increased in study area 1; the proportion of slope values between 5 and 20° is increased in study area 2; and the proportion of slope values between 15 and 40° is increased in study area 3. These results are similar to the findings from research on the influence of sampling intervals on slopes as performed by Gao (1998) . According to Gao, with increasing sampling interval, the median slope increases while the maximum and minimum slope values and the range of slope values are reduced. When the sampling interval value is very large, smaller slope values of the valleys increase in prevalence while larger slope values of ridges become more frequent. Larger sampling intervals have stronger generalization roles on landforms: many minor topographic features disappear and major features are retained [11] .
Simulated data has the smallest change in mean aspect, followed by study area 2 and then study area 3, and study area 1 has the largest change in mean aspect; the standard deviations of mean aspect follow the same order. According to the regression equation (Table 8) , the mean aspect and the points in the neighbourhood have a quadratic polynomial relationship. The mean aspects of study area 1 and study area 2 are reduced with increasing number of points in the neighbourhood, but the mean aspect of study area 3 increases gradually, and the mean aspect of simulated data increases on the whole. The increase in aspect indicates that the facing direction shifts clockwise, whereas the decrease in aspect indicates that the facing direction shifts anticlockwise.
(a) . Histograms of (a) study area 1, (b) study area 2, and (c) study area 3. Table 8 . Functional relationship between mean aspect (y) and number of points in the neighbourhood (x) in study areas 1-3 and simulated data. 
Relationship between the Number of Points in the Neighbourhood and RMSEs of the Slope and Aspect
With more points in the neighbourhood, RMSEs of the slope and aspect of the three study areas and simulated data are all reduced and their relationship with the number of points in the neighbourhood is logarithmic (Tables 9 and 10, Figures 9 and 10) . Therefore, the null hypothesis is rejected. According to the value of ESlopei (i = 5, 6, 7,…, 20) (Table 11) , simulated data has the smallest RMSE of the slope, followed by study area 2 and then study area 1, and study area 3 has the largest RMSE of the slope. Simulated data has only rounding errors and discretization errors; hence, the slope RMSE and aspect RMSE are very small. Although study area 1 is mostly flat, steep slopes are included inside the gullies and the terrain is tattered, causing a larger RMSE in the slope. Although study area 2 also includes hills, it is relatively smooth on the surface with fewer detailed features, and this is also one reason for its smaller RMSE of the slope. Study area 3 is steep with more detailed terrain features; its RMSE of the slope is largest. When the number of points in the neighbourhood is smaller (larger) than 12, the three study areas have a larger (smaller) gradient of the slope RMSE. Even so, the RMSE of the slope still decreases. This trend is similar to that of the change of DEM RMSE, which reduces more quickly when the number of points in the neighbourhood is smaller than 12 and tends to be nearly stable when it is greater than 12. Thus, in this case, 12 can be taken as the number of points in the neighbourhood, considering efficiency and accuracy. Table 9 . Functional relationship between the slope RMSE (y) and the number of points in the neighbourhood (x) in study areas 1-3 and simulated data. 
With more points in the neighbourhood, RMSEs of the slope and aspect of the three study areas and simulated data are all reduced and their relationship with the number of points in the neighbourhood is logarithmic (Tables 9 and 10, Figures 9 and 10) . Therefore, the null hypothesis is rejected. According to the value of ESlope i (i = 5, 6, 7, . . . , 20) (Table 11) , simulated data has the smallest RMSE of the slope, followed by study area 2 and then study area 1, and study area 3 has the largest RMSE of the slope. Simulated data has only rounding errors and discretization errors; hence, the slope RMSE and aspect RMSE are very small. Although study area 1 is mostly flat, steep slopes are included inside the gullies and the terrain is tattered, causing a larger RMSE in the slope. Although study area 2 also includes hills, it is relatively smooth on the surface with fewer detailed features, and this is also one reason for its smaller RMSE of the slope. Study area 3 is steep with more detailed terrain features; its RMSE of the slope is largest. When the number of points in the neighbourhood is smaller (larger) than 12, the three study areas have a larger (smaller) gradient of the slope RMSE. Even so, the RMSE of the slope still decreases. This trend is similar to that of the change of DEM RMSE, which reduces more quickly when the number of points in the neighbourhood is smaller than 12 and tends to be nearly stable when it is greater than 12. Thus, in this case, 12 can be taken as the number of points in the neighbourhood, considering efficiency and accuracy. According to EAspecti (i = 5, 6, 7, …, 20) (Table 12 ), in terms of RMSE of the aspect for the study areas and simulated data, ordered from smallest to largest are simulated data, study area 3, study area 2, and study area 1. This is completely different from their ranking in terms of the slope error. Study area 3 is a high mountainous area with more steep slopes and its aspect error is the smallest; study area 1 is mostly composed of flat land and its aspect error is the largest. According to the regression equation (Tables 9 and 10 ), the errors in the slope and aspect for analogous terrain and data sources can be estimated in order to determine the appropriate number of points in the neighbourhood. 
Spatial Distribution of Slope and Aspect Errors
In the previous section, statistical analysis of the RMSEs of the slope and aspect in each study area was conducted while the number of points in the neighbourhood increased, but this was limited to only numerical statistics. In this section, the spatial distributions of slope and aspect errors are mapped (Figures 11 and 12 ). Chang and Tsai (1991) discovered that slope error is mainly concentrated in the steep slope areas, while aspect error is mainly concentrated in the flat areas [25] . The research result here is nearly consistent with this conclusion. Owing to limited space, only error maps where the number of points in the neighbourhood is ten are listed here (Figure 11 ). 726 3.554 3.398 3.351 3.335 3.313 3.162 3.146 3.115 3.092 3.066 3.038 3.013 3 .001 2.987 2.962
According to EAspecti (i = 5, 6, 7, …, 20) (Table 12 ), in terms of RMSE of the aspect for the study areas and simulated data, ordered from smallest to largest are simulated data, study area 3, study area 2, and study area 1. This is completely different from their ranking in terms of the slope error. Study area 3 is a high mountainous area with more steep slopes and its aspect error is the smallest; study area 1 is mostly composed of flat land and its aspect error is the largest. According to the regression equation (Tables 9 and 10 ), the errors in the slope and aspect for analogous terrain and data sources can be estimated in order to determine the appropriate number of points in the neighbourhood. 
In the previous section, statistical analysis of the RMSEs of the slope and aspect in each study area was conducted while the number of points in the neighbourhood increased, but this was limited to only numerical statistics. In this section, the spatial distributions of slope and aspect errors are mapped (Figures 11 and 12 ). Chang and Tsai (1991) discovered that slope error is mainly concentrated in the steep slope areas, while aspect error is mainly concentrated in the flat areas [25] . The research result here is nearly consistent with this conclusion. Owing to limited space, only error maps where the number of points in the neighbourhood is ten are listed here (Figure 11 ). Existing studies mostly focus on the effect of DEM resolution on accuracy of the slope and aspect; for example, Chang and Tsai (1991) and Hodgson (1998) held that, when grid cell size increases, the errors of the slope and aspect increase [25, 43] ; Warren (2004) discovered that the slopes extracted from a 1-m-resolution DEM were slightly better than those from DEMs of 2-5-m resolution and were significantly superior to that from a 12.5-m-resolution DEM [44] . The influence of the point number in the neighbourhood on the accuracy of the slope and aspect follows an opposite tendency. It is not always true that, the smaller the neighbourhood, the better the result. Ziadat (2007) discovered that, as for contour data, when the slope was extracted using a 5 × 5 window through a DEM with larger grid cells, the extracted slope had a higher accuracy. The slope accuracy increased but the DEM's accuracy decreased with increasing grid cell size [10] . The viewpoint in his study was that, the larger the grid cells, the higher the slope accuracy, similar to the conclusion here using the same data type contours. However, the influence of resolution on DEM accuracy is contrary to that of the neighbourhood here. The influence of resolution on terrain is far greater than that of point number in the neighbourhood on terrain. Terrain smoothing and generalization caused by changing resolution are very apparent. According to the Gaussian weight function formula, when the sampling point in the neighbourhood is closer to the point to be interpolated, its weight value is larger and its contribution to the final result is greater. Although the number of points in the neighbourhood increases, the influence this exerts is limited by the weight function; therefore, more points in the neighbourhood does not cause distinct terrain smoothing but only increases the accuracy of the slope and aspect.
According to EAspect i (i = 5, 6, 7, . . . , 20) (Table 12 ), in terms of RMSE of the aspect for the study areas and simulated data, ordered from smallest to largest are simulated data, study area 3, study area 2, and study area 1. This is completely different from their ranking in terms of the slope error. Study area 3 is a high mountainous area with more steep slopes and its aspect error is the smallest; study area 1 is mostly composed of flat land and its aspect error is the largest. According to the regression equation (Tables 9 and 10 ), the errors in the slope and aspect for analogous terrain and data sources can be estimated in order to determine the appropriate number of points in the neighbourhood. Table 12 . RMSE of the aspect (degrees) extracted from the interpolated DEM of study areas 1-3 and simulated data. 
Number of Points in the Neighbourhood
Spatial Distribution of Slope and Aspect Errors
In the previous section, statistical analysis of the RMSEs of the slope and aspect in each study area was conducted while the number of points in the neighbourhood increased, but this was limited to only numerical statistics. In this section, the spatial distributions of slope and aspect errors are mapped (Figures 11 and 12 ). Chang and Tsai (1991) discovered that slope error is mainly concentrated in the steep slope areas, while aspect error is mainly concentrated in the flat areas [25] . The research result here is nearly consistent with this conclusion. Owing to limited space, only error maps where the number of points in the neighbourhood is ten are listed here (Figure 11 ).
The flat area and valley bottom of study area 1 have larger relative slope error but the original slope value of the flat region is very small. Therefore, the absolute error remains very small and the influence of this part can be ignored completely. The edge and interior of the gully in study area 1 with tremendous topographic changes both have larger absolute slope errors. In study area 2, the tableland/ridge-shaped mountain top and flat region have larger relative slope error and the peak and valley have larger absolute slope error. In study area 3, relative slope error is concentrated in the flat part, and absolute error is concentrated in ridges, valleys, and the sides of steep slopes. In short, slope error is concentrated in ridges, valleys, steep slopes, and ditch edge areas. The flat area and valley bottom of study area 1 have larger relative slope error but the original slope value of the flat region is very small. Therefore, the absolute error remains very small and the influence of this part can be ignored completely. The edge and interior of the gully in study area 1 with tremendous topographic changes both have larger absolute slope errors. In study area 2, the tableland/ridge-shaped mountain top and flat region have larger relative slope error and the peak and valley have larger absolute slope error. In study area 3, relative slope error is concentrated in the flat part, and absolute error is concentrated in ridges, valleys, and the sides of steep slopes. In short, slope error is concentrated in ridges, valleys, steep slopes, and ditch edge areas.
The aspect error of study area 1 is concentrated in the flat region. Apart from flat regions, the aspect error in study area 2 is also concentrated in ridges and valleys. The aspect error in study area 3 is concentrated near the watershed and catchment line, that is, ridges and valleys, as well as gentle floors of valleys. In brief, aspect error is concentrated in ridges, valleys, and flat areas. Aspect values are sensitive to positive and negative signs of derivative values in direction x or y of one point on the surface.
With more points in the neighbourhood, regions with larger slope error diminish gradually. When the number of search points in the neighbourhood increase to 20 from 5, the proportion of grid cells with absolute slope errors above 15° in study area 1 reduces to 4.73% from 8.53%, the proportion of grid cells with absolute slope errors above 15° in study area 2 reduces to 1.58% from The flat area and valley bottom of study area 1 have larger relative slope error but the original slope value of the flat region is very small. Therefore, the absolute error remains very small and the influence of this part can be ignored completely. The edge and interior of the gully in study area 1 with tremendous topographic changes both have larger absolute slope errors. In study area 2, the tableland/ridge-shaped mountain top and flat region have larger relative slope error and the peak and valley have larger absolute slope error. In study area 3, relative slope error is concentrated in the flat part, and absolute error is concentrated in ridges, valleys, and the sides of steep slopes. In short, slope error is concentrated in ridges, valleys, steep slopes, and ditch edge areas.
With more points in the neighbourhood, regions with larger slope error diminish gradually. When the number of search points in the neighbourhood increase to 20 from 5, the proportion of grid cells with absolute slope errors above 15° in study area 1 reduces to 4.73% from 8.53%, the proportion of grid cells with absolute slope errors above 15° in study area 2 reduces to 1.58% from The aspect error of study area 1 is concentrated in the flat region. Apart from flat regions, the aspect error in study area 2 is also concentrated in ridges and valleys. The aspect error in study area 3 is concentrated near the watershed and catchment line, that is, ridges and valleys, as well as gentle floors of valleys. In brief, aspect error is concentrated in ridges, valleys, and flat areas. Aspect values are sensitive to positive and negative signs of derivative values in direction x or y of one point on the surface.
With more points in the neighbourhood, regions with larger slope error diminish gradually. When the number of search points in the neighbourhood increase to 20 from 5, the proportion of grid cells with absolute slope errors above 15 • in study area 1 reduces to 4.73% from 8.53%, the proportion of grid cells with absolute slope errors above 15 • in study area 2 reduces to 1.58% from 4.48%, and proportion of grid cells with absolute slope errors above 15 • in study area 3 reduces to 6.24% from 21.91%. Overall, with more points in the neighbourhood, slope and aspect errors reduce gradually.
According to the hill-shading maps of DEM i (i = 5, 6, . . . , 20) (Figure 13 ), the DEMs constructed by contour data show different degrees of stair shapes. There are flat areas between two adjacent contour lines at the ridges. With the increase in the number of points in the neighbourhood, the stairs on the terrain surface gradually reduce. The stairs are the main reason that slope and aspect errors concentrate in ridges, valleys and ditch edge areas. In addition, it results in peak underestimation and pit overrating.
4.48%, and proportion of grid cells with absolute slope errors above 15° in study area 3 reduces to 6.24% from 21.91%. Overall, with more points in the neighbourhood, slope and aspect errors reduce gradually.
According to the hill-shading maps of DEMi (i = 5, 6, …, 20) (Figure 13 ), the DEMs constructed by contour data show different degrees of stair shapes. There are flat areas between two adjacent contour lines at the ridges. With the increase in the number of points in the neighbourhood, the stairs on the terrain surface gradually reduce. The stairs are the main reason that slope and aspect errors concentrate in ridges, valleys and ditch edge areas. In addition, it results in peak underestimation and pit overrating. Figure 13 . Hill-shading maps generated from DEMs for (a) DEM5 of study area 1, (b) DEM5 of study area 2, (c) DEM5 of study area 3, (d) DEM20 of study area 1, (e) DEM20 of study area 2, and (f) DEM20 of study area 3.
Discussion and Conclusions
This study examined the effect of the number of points in the neighbourhood, as an interpolation method parameter, on mean slope, mean aspect, and RMSEs of the slope and aspect. As a local surface-fitting method, the MLS has important properties, such as maintaining the inherent properties of the surface, accurately simulating the surface, and being insensitive to outliers with discrete points. This study used the MLS method to construct DEMs for three selected study areas of different terrain types. The simulated data from Gauss surfaces were compared with the results from the study areas. The data sources of the three study areas are contours. This limits interpretation of the findings to that of similar data sources, spatial scales, and computational models.
From the results of all experiments, the effect of the number of points in the neighbourhood on the slope and aspect was evident. With more points in the neighbourhood, (1) the DEM RMSEs of the three study areas declined gradually, but the DEM RMSE of simulated data first declined and then increased; (2) the mean slope and mean aspect of study area 1 and study area 2 decreased gradually; the mean slope and mean aspect of study area 3 increased; the mean slope of simulated data linearly decreased; and the mean aspect of simulated data increased in a wavelike manner; (3) the slope RMSEs and aspect RMSEs of the three study areas and simulated data logarithmically decreased; (4) the grid cells with absolute slope errors greater than 15° decreased. 
From the results of all experiments, the effect of the number of points in the neighbourhood on the slope and aspect was evident. With more points in the neighbourhood, (1) the DEM RMSEs of the three study areas declined gradually, but the DEM RMSE of simulated data first declined and then increased; (2) the mean slope and mean aspect of study area 1 and study area 2 decreased gradually; the mean slope and mean aspect of study area 3 increased; the mean slope of simulated data linearly decreased; and the mean aspect of simulated data increased in a wavelike manner; (3) the slope RMSEs and aspect RMSEs of the three study areas and simulated data logarithmically decreased; (4) the grid cells with absolute slope errors greater than 15 • decreased.
Irrespective of the terrain type, the trends of slope and aspect RMSE changes with change in the number of points in the neighbourhood are almost the same. The more involved the neighbourhood points are in the DEM grid cell elevation estimations, the more accurate the extracted slope and aspect are. Thus, for similar data sources, scales, and the sampling point densities, the presence of sufficient neighbourhood points to interpolate DEMs can lead to obtaining more accurate slopes and aspects. However, more neighbourhood points to interpolate DEMs will result in a reduction in the computation efficiency. The RMSEs of slope and aspect decreased rapidly when the number of points in the neighbourhood was less than 10, whereas the RMSEs decreased slowly when the number of points in the neighbourhood was greater than 12, both in the results from the three study areas and in the simulated data. Hence, maintaining between 10 and 12 points in the neighbourhood is an economical choice.
The interpolation method should be considered when the sampling density is low. When the sampling density is high, few differences exist between different interpolation methods, irrespective of landform morphology [37] . The sampling densities for the study areas and for the simulated data are all low. The results may vary with the use of different interpolation methods.
It is important to acquire knowledge of landforms before interpolation. Semivariograms were used to describe and model the spatial structures of the three study areas and the simulated data. The strength of the spatial structures of the elevations can affect the accuracy of the interpolated DEMs. Kravchenko held that if the spatial structure is weak, accurate interpolation results can be obtained only via very intensive sampling [45] . In this study, the sampling density was low for the study areas and simulated data, and the spatial structures were all strong. The extracted slopes and aspects of the DEMs of the study areas and those of the simulated data can be compared. Further, the neighbours involved in the elevation estimations of the interpolated points should be within the spatial autocorrelation ranges if accurate estimation is to be achieved. The maximum spatial autocorrelation directions describe the orientations of the terrain features.
Discrete points from contours can produce DEMs with stair shapes upon interpolation. With increase in the neighbourhood points, the stairs reduce gradually. This is the main reason behind the RMSEs of the slopes extracted from the interpolated DEMs being larger when the number of neighbourhood points was less in the interpolation method. Flat areas were observed between two adjacent contour lines in gentle slope areas of interpolated DEMs when the number of neighbourhood points were less. This caused inaccurate estimations of water flow directions in the hydrological analyses. Thus, we do not recommend using DEMs interpolated from contour data sources in water flow simulations. In scales such as those in this study, if contour data are the only available data source, sufficient number of neighbourhood points, for instance, 20 or greater, should be involved in interpolating DEMs to decrease the errors of extracted slopes and flat areas from the DEMs. Then, DEMs interpolated by a larger number of neighbourhood points from contour data may be practically used in hydrological analyses. Obviously contour data is not an ideal data source for constructing DEMs.
The spatial distributions of slope and aspect errors were analysed. Slope error was found to be concentrated in ridges, valleys, steep slopes, and ditch edge areas and aspect error was found to be concentrated in ridges, valleys, and flat areas. This problem could be resolved by adding feature data such as those of ridge lines, valley lines, and shoulder lines of valleys and selecting sufficient points in the neighbourhood in DEM construction interpolation.
This paper provides a reference for the selection of points in the neighbourhood using the interpolation method, in DEM construction. If the landform and data source are similar to those in the study areas examined here, then the slope and aspect errors can be estimated according to regression equations in order to select the optimal number of points in the neighbourhood. All parameters in the interpolation method, except the number of points in the neighbourhood, are constants. In a DEM, there are many data sources, different construction methods, and various landforms and the effects of multiple parameters of the interpolation method on the DEM and the accuracy of the slope and aspect are very complex. This study is preliminary. Only three study areas of different terrain types were selected; the change in slope and aspect errors with increasing points in the neighbourhood of interpolation in other terrain type areas need to be further researched. Another future research focus is the effect of the number of points in the neighbourhood on the slope and aspect when sampling points with different distributions, densities, and scales are used, and different resolutions of DEM are constructed.
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