Using machine learning has proven effective at choosing the right set of optimizations for a particular program. For machine learning techniques to be most effective, compiler writers have to develop expressive means of characterizing the program being optimized. The current state-of-the-art techniques for characterizing programs include using a fixed-length feature vector of either source code features extracted during compile time or performance counters collected when running the program. For the problem of identifying optimizations to apply, models constructed using performance counter characterizations of a program have been shown to outperform models constructed using source code features. However, collecting performance counters requires running the program multiple times, and this "dynamic" method of characterizing programs can be specific to inputs of the program. It would be preferable to have a method of characterizing programs that is as expressive as performance counter features, but that is "static" like source code features and therefore does not require running the program.
Introduction
Using a well-constructed machine learning model to choose optimizations for a specific program has repeatedly been shown to outperform the most aggressive optimization levels in open-source and commercial compilers [6, 10, 13, 15, 16, 19, 20, 22, 25, 30] . However, to use machine learning effectively, it is critical to use expressive features that characterize programs well and that strongly correlate to beneficial optimization sequences for the target program. Previous work has introduced a variety of different ways to characterize programs based on either static or dynamic program characteristics. Static characterizations of a program includes collecting features from a program's source code or intermediate representation [16, 19] . Methods to dynamically characterize a program have consisted of either using performance counters or a technique known as "reactions." Performance counters can be used to collect information, such as cache behavior, functional unit usage, and dynamic instruction mix from the running program [10, 15, 22] . Reactions is a technique to dynamically characterize a program by selecting specific program transformations to apply to a program and using the resulting speedups to characterize a program's behavior [9, 27] .
In previous work, static or dynamic features have been represented as structured data, usually as fixed-length feature vectors. Also, previous work has shown that models using dynamic characterizations out-perform models using static characterizations [10] . However, dynamic characterizations have disadvantages over static characterizations. To collect this dynamic information from a program, the application must be run at least once, which increases training time to construct prediction models and adds an additional cumbersome profiling step to the compilation process. Moreover, dynamic characterizations are sensitive to a program's input because the information was collected during a program run.
In this paper, we introduce a novel method of using the program's graph-based intermediate representation (IR) and an adapted machine learning algorithm to predict optimization sequences that will benefit a program. A program's graph-based IR is a static characterization technique because it is collected during the compilation of the program. Also, our learning technique uses the topology of the IR, and we therefore represent the IR in an unstructured manner, i.e., not using a fixed-length feature vector. We compared the method introduced in this paper to three state-of-the-art characterization methods from the literature. Our graph-based characterization methods gives significantly better average performance over the other three characterization methods we evaluated.
This paper is organized as follows. In Section 2, we describe the different program characterization techniques, including our proposed graph-based characterization method with a motivating example of using our proposed technique. In Section 3, we give an Optimization Sequences Normalized Speedup to Baseline Figure 1 . This graph shows actual speedups (solid line) for 600 sequences applied to the program 2MM. We also show predicted speedups (dotted line) for those same sequences obtained from a prediction model that is not trained with 2MM and that uses our graph-based characterization. The x-axis shows optimization sequences sorted by increasing order of actual speedup, and the y-axis shows speedup obtained after applying a sequence over some baseline (ICC -fast). Triangles correspond to the top 5 predicted sequences, and circles correspond to next best 5 predicted sequences.
overview of our solution giving more details of how we construct and use the prediction models. We explain our experiment setup in Section 4 and demonstrate results and present analysis in Section 5. In Section 6, we explain and compare it to related work. Section 7 presents our conclusions and future work.
Characterizing the Program
Compiler researchers have proposed to use machine learning models to focus search on beneficial areas of the optimization search space [6, 10, 11, 14, 20, 25] . An important step in using these models is to characterize (or construct features for) the programs being optimized. Finding the "right" set of features and a good representation for this information is one of the most challenging, and probably the least automatable, part of the process.
Compiler researchers have used fixed-length representations of the program's source code features and intermediate representation [6, 20, 25] . These representations are straight-forward to extract from a program and can be collected during compilation time. However, these representations are less expressive and are often out-performed by more expensive dynamic techniques. Other researchers have proposed using dynamic characterizations of programs; however, techniques (e.g., performance counters [10] and reactions [15, 27] ) are expensive and require running the program, which limits their practical use.
In this section, we motivate the applicability of using the program's intermediate representation as unstructured data as input for machine learning for finding good optimization sequences.
Different Ways to Characterize the Program
Program characterization techniques can be grouped into two categories: static or dynamic methods. The benefit of using a static characterization is that we do not need to run a program. We can capture these features during the compilation process or by parsing the source code itself. Previous work on static features has focused mainly on collecting source code features, such as instruction mix, loop nest depth, etc [6] . Additionally, there has been work on collecting simple summary statistics derived from a program's intermediate representation, e.g., number of nodes and edges, number of phi nodes, etc. [16] . Previous work has put this static information into fixed-length vectors, which is essential for traditional supervised learning techniques. However, summarizing this data into fixed-length vectors causes vital information to be lost, such as the control flow through the program.
More recently, researchers have looked into characterizing programs using dynamic information, e.g., using performance counters or optimization reactions. Using performance counters, we can collect multiple characteristics of the running program, such as the behavior of the cache at each level, number of stall cycles, or the mix of different instructions executing, etc. Another method of dynamically characterizing a program is through reactions. Here, we record the performance impact from a fixed set of different optimization sequences [9, 15] . Thus, we run a program K number of times by optimizing it with K different optimization sequences, and then obtain different speedups for each sequence. These reactions are used to characterize the program. These dynamic techniques have been shown to empirically out-perform static features. However, collecting dynamic information requires running the program at least once and in many cases multiple times to collect these features.
In this paper, we propose a novel technique to characterize a program using its graph-based intermediate representation (IR) . In particular, we use the program's control flow graph (CFG) as the basis for our graph-based characterization. We also include in this characterization information about each instruction at each CFG node. We convert this characterization into a format that can be fed into an adapted machine learning algorithm. This is a static characterization and therefore does not require running the program. The main difference between our technique and previous static techniques is that we encode the topology of the program's IR into our characterization. Given this novel characterization, we can produce models that predict optimization sequences that out-perform sequences predicted by models using other characterization techniques. We also experimented with other graph-based IRs for program characterization, and we present these results in Section 5.3. Figure 1 shows the predictions for one program from a model that uses our graph-based characterization technique. The solid line shows actual speedup (sorted) optimizing 2MM from the PolyBench suite [3] with random optimization sequences. We randomly generated 600 different optimization sequences consisting of different loop/parallelization transformations from the PoCC sourceto-source compiler [2] , and we used the ICC compiler with option -fast as the backend compiler to produce an executable from the optimized output source code of PoCC. To obtain predictions for a model that uses our graph-based characterization, we performed leave-one-out cross-validation to construct a model. We constructed the model by training it with the PolyBench programs and by leaving out the benchmark 2MM. Our training data consisted of each program's graph-based CFG characterization, the above mentioned 600 optimization sequences, and the speedups obtained from these sequences. We constructed our models using support vector machines (SVM). We discuss training of our models more thoroughly in Section 3.
We observe in Figure 1 that the predicted speedup follows the trend of the actual speedup similarly although not perfectly. This means there is a high probability that we will get a performance improvement by using a sequence (x-value) with a high predicted speedup (y-value). If we look closer at the top 10 predicted sequences and their predicted y-values (marked by blue triangles and purple circles in the figure), these sequences are among the best sequences in terms of their actual speedup. In particular, the best predicted sequence from CFG model is the actual best sequence, which means we achieve a speedup of around 19×. In contrast, when we train a model for the same machine, but use performance counters instead of our CFG characterization, we only achieved around 4× if we use the best predicted optimization sequence. This preliminary experiment shows the potential of using a graph-based representations to characterize programs for predictive modeling. 
Automatically constructing a model
This section describes our prediction model and a detailed description of the different characterization methods we evaluated. We also give an explanation of the machine learning algorithm used for our graph-based characterization techniques.
Speedup Prediction Model
The prediction model used in this paper is shown in Figure 2 . This model has been used in recent work [9, 13, 22] to predict good optimization sequences for various different compilers. We refer to this model as the speedup predictor because it takes as input a program's characterization (P) and an optimization sequence (O), and it outputs the predicted speedup over some baseline for that optimization sequence. In this paper, we use the baseline of PoCC with no optimization and the backend compiler with its most aggressive setting -fast for ICC and -O3 for GCC). We evaluate our different characterization methods using the same set of optimization sequences O and build a different speedup prediction model for each different characterization method. We evaluate our different models (characterization methods) by using them in two different scenarios. First, we evaluate them in a non-iterative scenario, where we use only the best predicted optimization sequence from each model. This is the typical scenario, in which a developer uses a compiler. Second, we evaluate the different models in an iterative scenario, where we optimize our programs with the N-best predicted optimization sequences, and we report the speedup obtained by the sequence giving us the best speedup. For this paper, we used N = 5 since we observed only a gradual performance improvement after 5 sequences.
Program characteristics
We collect four different kinds of program features (shown in Figure 4. ) to evaluate our different program characterization techniques.
Performance Counters (PC) We collect all PC events available on our target architectures including data/instruction cache behavior, TLB, instruction types, etc. The full list of PCs used in this paper are shown in Table 1 , and all values are normalized by total number of instruction in a given architecture. To collect the PC information, we run the program 56 times collecting one counter during each run of the program. Note that we can collect counters using multiplexing, but this may introduce noise. The full list of counter events used are shown in Table 1 , and we show the process of collecting PC information on the top-left of Figure 4 . Reactions We randomly selected a small set K of different optimizations sequences and collect the performance impact for each of these sequences on each program. The performance impact (speedup or degradation) of these sequences serves as a signature for a specific program and are used as input to a prediction model. We used K=5 for this paper. We show the process of collecting these reactions on the top-right of function as well as different summary statistics pertaining to basic blocks and edges. We used 34 features from Milepost GCC, which were all the relevant features for our programs, i.e., we removed features that were always zero for all our programs.
Graph-based characterization (CFG)
We show the process of extracting our graph-based characterization on the bottom-right of Figure 4 . We use MinIR [1] to extract control flow graphs from each of our programs. Before generating our CFGs, we run SSA on the programs to give us the property of having one definition for each variable. From the CFG, we generate graph-based characterization, which includes 1) a feature vector for each basic block in the CFG as shown in Table 2 and 2) a list of directed edges in the graph. MinIR can also be used to extract other graph-based IRs, including the dominator tree, def-use-chain, etc. We describe a preliminary investigation using other graph-based IRs in Section 5.3. Figure 3 shows an example of the CFG of the 2MM program and the extracted graph-based characterization from the graph. Note that an important difference between this characterization and previous static characterizations is the presence of topological information of the graph, which is used by an adapted machine learning algorithm. Also, we collect information per basic blocks, not just a summarization across the entire function, thus providing more fined-grained information to the learning algorithm.
Optimization
Value Used Unrolling Factor 0 (no unrolling), 2, 4, 8 Loop Fusion nofuse, maxfuse, smartfuse Loop Tiling 1 (no tiling), 32 Parallelization on, off Vectorization on, off Table 3 . List of optimization used in this paper. For loop fusion and tiling, our optimization sequences directed which loops to fuse and/or tile. If parallelization is turned on, we parallelize the outer loop. If vectorization is turned on, we vectorize the inner loop.
Building and Using a Prediction Model
Collecting Speedup over Baseline Table 3 gives a list of the optimizations used to create our optimization search space. We focus on optimizing loops, thus our search space consists of different loop transformations and different level of parallelism, including threadlevel and instruction-level parallelism. We exhaustively generated all optimization sequences from this optimization space giving a maximum of 600 optimization sequences, and we evaluate each sequence on our benchmark suite. We collected the speedup obtained for each optimization sequence over the baseline of applying no PoCC optimizations. The process of collecting speedups for each sequence on each program is shown in Figure 5 (a). The characterization of each program along with the optimization sequences and their corresponding speedups on each program are used to construct the training data.
Constructing the Model
Once the training data is constructed, it can be fed to a learning algorithm that will automatically induce a prediction model as shown in Figure 5 (b). We used support vector machines (SVMs) [23] to construct our predictive models. SVMs are a class of machine learning algorithms that can be used for both classification and regression. SVMs use kernel functions to transform the training data into a different, linearly-separable feature space, and then a linear classifier is constructed that separates the points into multiple classes. Figure 5 (c) depicts how the model is used on an unseen program to get predictions of the optimizations that will work best for that program. We order the predicted speedups to determine which sequence is predicted best, and apply it to the unseen program. We train our models using leave-one-out cross-validation, i.e., given N programs, and we train a model on N-1 programs and test the model on the Nth program left out.
Using the Model for Unseen Program

Graph-based SVM Kernels
The use of kernel functions is very attractive because the input data does not always need to be expressed as feature vectors. In our control flow graphs, we would like SVMs to perform structural comparisons between different graphs. Note that we cannot simply flatten this information into feature vectors, because this would remove important information about the structure of the graphs. Such information is useful because it allows the learning algorithm to effectively capture the similarities between two different programs. Figure 5 . This figure depicts how we construct and use our prediction models. This process uses leave-one-out cross validation with N programs. We collect speedup over baseline for N-1 programs from each sequence in optimization search space as shown in (a). Then, we construct the model from the program's characterization, the optimization sequences, and their corresponding speedups (b). We use the model on an unseen program by collecting the program's characterization. We then feed this characterization along with the optimization sequences, and the model gives us predicted speedups for those sequences (c).
Thus, we are interested in kernel functions that can take discrete structures data as inputs, e.g., control flow graphs. Along these lines, a family of convolution kernels [18] has been introduced as a general framework for building kernels over discrete structures. This general framework is based on the idea of the decomposition of objects into sub-parts in such a way that a kernel function for a pair of objects can be defined as a convolution of kernel functions defined over their sub-parts. Simple closure properties of valid kernel functions (positive semi-definite) allow the definition of kernels in this way. This finding has made great impact, and defining kernels for discrete structures has become an important topic in machine learning [8, 17, 24, 28] . By changing the decomposition, several types of kernels for graphs have been proposed so far, including shortest paths, walks, sub-trees, and cyclic patterns.
Among all recent developments, graph kernels based on shortest paths [7] are a remarkable class of kernel functions. They retain expressivity while comparing graphs at acceptable polynomial time. This class of kernels is also attractive because of their wide applicability. Contrary to other graph kernels, shortest path graph kernels can deal with labeled graphs, where the nodes and edges can be labeled by real values.
Shortest Path Graph Kernel Roughly speaking, the basic idea of a shortest path graph kernel [7] is to quantify the number of common shortest paths in two input graphs. To this end, prior to the kernel computation, the original graphs must be transformed into shortest path graphs. Given a graph G = V, E , its shortest path graph is denoted by G sp = V , E , where V = V and nodes in V are connected by edges e = (u , v ) if there is a path between nodes u and v in the original graph. Edges are labeled with the length of the shortest distance between u and v in the original graph. This transformation can be performed using any all-pairs shortest path algorithm. In particular, we use the Floyd-Warshall algorithm because it is straightforward and has time complexity of O(n 3 ). An example of an original CFG and its corresponding shortest-path graph is shown in Figure 6 .
Once the original graphs G1 and G2 are transformed into shortest path graphs, the shortest path graph kernel function for a pair of graphs Gsp1 = V1, E1 and Gsp2 = V2, E2 is defined as follows:
where k walk is a kernel function for comparing two walks. A walk includes an edge and its two end nodes. Let e1 be the edge connecting nodes v1 and w1, and e2 be the edge connecting nodes v2 and w2, then k walk is defined as:
where k node is a kernel function for comparing two nodes. Once our control flow graphs have feature vectors at every node, we use the well-known Gaussian kernel [23] 
Experimental Setup
This section describes our experimental setup, including the machine configurations and compilers we used. We evaluated each characterization technique on two different machines: a Nehalem 2-socket 4-cores Intel Xeon 5620 (16 H/W threads) with 12MB L3 cache and a Q9650 4-cores Intel Core 2 Quad Q9650 4 H/W threads) with 12MB L2 cache. Our optimization search space came from the PoCC source-to-source polyhedral compiler [2] ; therefore, we needed a backend compiler to produce executable code from our optimized codes. We experimented with two back-end compilers for each machine: GCC and ICC. We used GCC V4.5 and ICC V11.0 for the Nehalem and GCC V4.4 and ICC V10.1 for the Q9650. We show performance improvements compared to the following baselines: -fast for ICC and -O3 for GCC. In summary, we provide experiment results for four different machine/compiler configurations: (a) Nehalem-GCC, (b) Nehalem-ICC, (c) Q9650-GCC, and (d) Q9650-ICC. We used PolyBench V2.1 [3] benchmark suite to evaluate our characterization techniques. Polybench consists of 30 scientific kernels and applications. We flushed the cache before every run to reduce the amount of variability, and we took the average of multiple runs (e.g., 5 runs) of the same code.
To build our models, we used SVMs in Weka [5] (for performance counters, reactions, and source code features) and Shogun [4] with Gaussian kernel (for graph-based characterization). To evaluate our different program characterization techniques, we used leave-one-out-cross validation over our set of kernel benchmarks.
Experimental Results
The experimental results for our four different machine/compiler pairs are given in Tables 4 through 7 . PC refers to a performance counters characterization, 5R refers to using reactions of five optimization sequences, SRC refers to using Milepost source code features, and CFG refers to our graph-based characterization using the program's control flow graph. Note that for the reactions characterizations, more than five reactions did not significantly improve the results of that model. The first five columns show the results for an non-iterative scenario, where we use only the best predicted sequence from our different models. We term this scenario 1-shot. The next five columns correspond to using our models 1 In this paper, we chose c = 2 after 10-fold cross-validation in an iterative fashion by using the top ten best predicted sequences and reporting the results of the sequences that gave the best actual speedup. We term this scenario 5-shot. The last column, referred to as OPT, gives the maximum performance achievable by exhaustively evaluating all optimizations in our search space. We also include Random, which gives results for randomly choosing 1 and 5 optimization sequences to evaluate for each program, averaged over 30 random trials. These tables provide speedups over their baseline followed by a percentage between parantheses indicating the percent of OPT achieved.
Graph-based Characterization and other Static Characterizations
This section compares our graph-based characterization (CFG) to Milepost features (SRC). Milepost contains static source code and intermediate representation characteristics represented in a fixedlength feature vector. For the four machine/compiler configurations, CFG significantly outperforms SRC both in a non-iterative (1-shot) and an iterative (5-shot) scenario. Some programs like 2mm, 3mm, and and jacobi-2d almost always achieved better performance given CFG versus SRC, regardless of the machine or backend compiler used. We observed that some programs with similar CFGs often have the same best optimization sequence. For example, atax and bicg have similar CFG structures (as shown in Figure 7 ) and their best sequences are the same for both machinecompiler configurations using ICC and very similar for the other the machine-compiler configurations using GCC. This can explain the good performance obtained when using the best predicted sequence for atax and bicg in Nehalem-ICC. Figure 7 . Control Flow Graph of atax and bicg. We observe that these two programs have very similar structure in their CFGs. We highlight the similarity between the two CFGs.
Non-Iterative Scenario (1-shot) For the non-iterative scenario, we observed that CFG outperformed SRC in more than half of the programs and in the average performance improvements for all machine-compiler configurations. For 1-shot results for the Nehalem-GCC configuration (Table 4) , CFG achieved 5.7× Table 4 . Nehalem with GCC V4.5 Backend Compiler speedup (63% of OPT) on average using CFG versus 5.2× speedup (56% of OPT) using SRC features. CFG fares equally well against SRC on other machine/compiler configurations for the 1-shot scenario. On the Nehalem-ICC configuration (Table 5) , average performance for CFG and SRC are 3.0× and 2.7×, respectively. The average performance on the Q9650-GCC configuration (Table 6) for CFG is 2.7× speedup versus 2.2× speedup for SRC. And finally, on the Q9650-ICC configuration (Table 6) , CFG gives the best improvement over SRC, achieving on average 2.8× speedup versus 1.8× speedup for SRC. We also observed CFG often gives the best speedups across all characterizations for all machinecompiler configurations. For example, CFG give the best speedups versus all other characterizations for 13 programs for both the Nehalem-GCC and Nehalem-ICC configurations, while SRC gives the best results for only 5 programs for both those configurations. For Q9650-GCC and Q9650-ICC configurations, CFG gives the best speedups for 10 and 9 programs, respectively. The SRC characterization gives the best speedups across the other characterizations for only 4 and 5 programs, respectively.
Iterative Scenario (5-shot): CFG also does well in an iterative scenario by allowing a model to get closer than SRC to the maximum available speedup with the top 5 predicted sequences. For example, Nehalem-GCC achieved 79% of OPT using CFG compared to 63% of OPT using SRC. We emphasize that we already achieved 63% of OPT using CFG in a non-iterative scenario (1-shot model), while SRC achieves the same result after 5 iterations. For the other machine-compiler configurations, CFG outperforms SRC by a significant amount. We also achieved better speedups over all characterizations for a larger number of programs using CFG over SRC. For example, for both Nehalem configurations, CFG gives the best results for 13 and 14 programs, while SRC gives the best results for only 3 and 4 programs.
Summary Note that Milepost features (SRC) include information about basic blocks and edges; however, this information is summarized over the entire function and put into a fixed-length vector representation. In contrast, CFG provides topological information about the program's intermediate representation. The improved performance of using a graph-based representation over a fixed-length feature vector representation points to the additional benefit of including topology and a specialized learning algorithm that can use this topological information. There were some programs (e.g., gemver) that achieved better performance using the SRC characterization versus CFG for some of our machine-compiler configurations. SRC has additional static features, which we did not implement in our CFG characterization that may be helpful for this particular program. As future work, we will investigate adding additional features to improve our graphbased characterization techniques.
Graph-based Characterization and Dynamic Characterizations
We now compare CFG to two state-of-the art dynamic characterization techniques: performance counters (PC) and reactions (5R). For our different machine-compiler combinations, CFG significantly outperforms these two dynamic characterizations in both non-iterative and iterative scenarios.
Non-Iterative Scenario (1-shot) For the Nehalem-GCC configuration (Table 4 ) and 1-shot, CFG achieved 63% of OPT on average, whereas PC and 5R achieved 50% and 57% of OPT, respectively. Not only did CFG perform well on average, models using this characterization give us good predictions on many programs that were poorly optimized with models using the dynamic characterizations. For this configuration, jacobi-2d and fdtd-2d achieved less than 20% of OPT for PC and 5R; however, we achieved much better performance using CFG for those programs by achieving 50% 
2.9×(52%) 3.3×(59%) 3.1×(56%) 2.8×(50%) 3.9×(69%) 5.5× Table 5 . Nehalem with ICC v11.0 Backend Compiler for jacobi-2d and 100% for fdtd-2d. For the Nehalem-ICC configuration (Table 5) , CFG achieved much better performance improvement than both PC and 5R on average. CFG achieved 53% of the maximum available performance, with PC and 5R achieving 45% and 48%, respectively. For the Q9650-GCC configuration (Table 6) , CFG also performed better than the two dynamic characterization techniques by achieving 74% of OPT, while PC and 5R only achieved 59%. Finally, for the Nehalem-ICC configuration (Table 5) , we again achieved better performance improvement for 1-shot using CFG. CFG achieves 60% of the available performance while PC and 5R achieve 46% and 40%, respectively.
Iterative Scenario (5-shot) For the iterative scenario, CFG achieves at least 73% of OPT on average on the Nehalem-ICC configuration and up to 88% of OPT on the Nehalem-GCC configuration. Both 5R and PC perform well; 5R slightly outperforms PC for both Nehalem configurations, and it performs as well as PC for both Q9650 configurations. However, CFG significantly outperformed the two dynamic characterizations for all machinecompiler configurations. In summary, CFG achieves results closer to the space-optimal performance than both dynamic characterization techniques for our iterative approach.
Summary We noticed that CFG outperforms PC and 5R in the average performance improvement for all machine-compiler configurations. Moreover, CFG is a static technique and unlike the dynamic characterization techniques does not require running the compiled program at all. Thus, our experimental results indicate a potential in using graph-based characterzations such as CFG in predictive modeling.
Evaluation of Different IRs
We performed additional experiments with a different type of IR to statically characterize our programs. We used the program's dominator tree (DOM), often used for static analysis in compilers, e.g., DOM is the prediction model based on dominator tree of the program.
in building SSA form. We used the same prediction model and simply the program characterization that the model was using to the program's DOM. Table 8 shows the results when using DOM compared to using CFG. DOM is competitive with CFG, even outperforming CFG on the Nehalem-ICC configuration. Still, CFG significantly out-performs DOM on the Nehalem-GCC configuration and remains competitive on all other configurations. Therefore, we favor the CFG over DOM. We tried to create graphs that combined CFG and DOM, but the results were sometimes worse than just using CFG and DOM alone. We believe combining other types of graph-based IRs that give additional (not redundant) information will help improve our results. For example, we plan to look at a combination of CFG with the data flow graph (DFG) in future work.
Using Models in Iterative Compilation
We also evaluated how our different characterization techniques would perform for larger iterative compilation evaluations. We evaluated the top 100 predicted optimization sequences for each characterization method and measured the performance improvement for each pair of machine/compiler configuration. We produced line graphs showing best actual performance (y-axis) achieved as compared to the number of predicted sequences evaluated Table 6 . Q9650 with GCC V4.4 Backend Compiler (graphs not shown due to space constraints). The CFG line always had a steeper curve compared to the other three characterization techniques. Also, the CFG line was typically always above the lines of the other characterization methods. For the Q9650 configurations, PC only slightly out-performed CFG after many iterations (>40).
Related Work
There has also been some research on improving the program characterization to be used with machine learning for selecting good optimizations. In particular, Leather et al. [19] used compiler's IR and genetic programming to construct automatically new features from the GCC RTL representation of loops to improve a machine learning algorithm's performance on loop unrolling. However, the static features discovered are those that can be summarized into a fixed-length feature vector. Also, their technique only outperforms static source code features (such as, SRC) by only a couple of percent on average. Fursin et al. [16] also use the program's intermediate representation along with source code information in the Milepost GCC project [16] . These features are used to construct models that predict good optimization strategies according to metrics desired by the user (e.g., performance or code size). The authors collect summary statistics about the different instructions and from the control flow graph for each function, but again, these features are summarized into a fixed-length feature vector.
Wang et al. [29] also used an intermediate representation called the streaming graph to extract static program features. In this work, they focus on streaming programs, and they constructed a model that automatically predicts the ideal partitioning structure of each streaming program. Their program feature includes two sets of feature, one is the summary characteristics of streaming program, e.g., instruction mix, and other characteristics of critical path extracted from stream IR. Again, these features are summarized in a fixedlength feature vector. They developed a tool that automatically generates small training examples for this predictive model.
In contrast to these previous works, we extract topological information from the program's control flow graph, and we provide finegrained statistics in our graph-based characterization corresponding to each node in the CFG.
Demme et al. [12] propose to cluster similar functions in a program based on various program characterizations including static instruction mix, different graph-based intermediate representations, and functions' reactions to a set of optimizations. To determine the similarity of two graphs, the authors use a technique called "flooding-based graph distance" to score the similarity of two graphs. They show the potential of using graph-based representations to characterize input programs by demonstrating that clustering functions based on their graphical representations is more effective in classifying their behavior/reaction on very small set of optimization combinations (15) out of four optimizations. In our work, we demonstrate the potential of using graph-based characterization on a much larger set of optimization combinations (hundreds of optimization combinations) by building a prediction model using machine learning algorithm, specifically SVM.
Recent research has focused on using dynamic program features to improve the performance of models used to predict good optimization sequences. For example, performance counters have been used by Cavazos et al. [10] for PathScale EkoPath compiler to predict good sequences to use for that compiler. Parello et al. [21] also used performance counters to identify "anomalies" and iteratively apply optimizations to a program. These techniques have been shown to out-perform static characterization methods that use fixed-length feature vectors. Unfortunately, these dynamic techniques require running the program to collect these features. These features may also be specific to program inputs, since they were collected from one or more runs of the program. There has been an attempt to use a hybrid of dynamic and static features together for predictive modeling. Tournavitis et al. [26] used both static and dynamic features to control an autoparallelizing compiler. They first used a profiling-based approach to reveal application parallelism, and then they used a machine learning-based model to decide whether to parallelize a given loop or not. Their prediction model was constructed using an SVM classifier based on both the dynamic and static program features, including instruction count, memory access count, and loop iteration count of loop body.
Our optimization search space also includes auto-parallelism, however, our model predicts the speedup for auto-parallelism being used along with other important loop transformations. The idea of using a hybrid characterization of both static and dynamic features is interesting, and one we will explore in future work.
Conclusion
In this paper, we address the problem of developing an expressive program characterization technique for predicting compiler optimizations by using the program's control flow graph. Moreover, we evaluate this technique along with three state-of-the-art techniques, which are source code features, performance counters, and reactions. Prediction models were constructed using support vector machines, and these models were used predict auto-parallelization and loop transformations in the polyhedral compiler PoCC. We evaluated our characterization techniques on a large set of scientific kernels that came from the PolyBench suite using leave-one-out crossvalidation. From our experiment results, our graph-based characterization approach performed significantly better than other characterization approaches. Specifically, our approach achieved up to 74% of the maximum speedup available in our search space for a non-iterative scenario. When used in an iterative scenario, models that use our graph-based characterization obtained up to 88% on average of the maximum available speedup in our search space in just 5 iterations.
For future work, we expect to evaluate our graph-based characterization technique using other machine learning algorithms to build our prediction models. In addition, we also plan to investigate additional graph-based IRs, in particular, the PDG, which includes both control and data dependencies in one graph. Further, we plan to extend our testbed to different domains of applications, different compilers, and larger optimization spaces.
