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BROWNIAN MOTIONS ON METRIC GRAPHS WITH
NON-LOCAL BOUNDARY CONDITIONS I:
CHARACTERIZATION
FLORIAN WERNER
Abstract. A classification for Brownian motions on metric graphs, that is,
right continuous strong Markov processes which behave like a one-dimensional
Brownian motion on the edges and feature effects like Walsh skewness, stick-
iness and jumps at the vertices, is obtained. The Feller property of these
processes is proved, and the boundary conditions of their generators are iden-
tified as non-local Feller–Wentzell boundary conditions. By using a technique
of successive revivals, a complete description of the generator is achieved for
Brownian motions on star graphs.
1. Introduction and Main Results
This article is the second part in a series of works in which we achieve a clas-
sification and pathwise construction of Brownian motions on metric graphs. The
interested reader may find a short survey covering the developments and applica-
tions of this class of stochastic processes at the beginning of the first part [20].
In that article, we obtained a complete pathwise construction of every possible
Brownian motion on special graphs having only one vertex and a finite set of edges
without loops, so called star graphs. In the present article and its continuation, we
extend our findings to general metric graphs with finite sets of vertices and edges
(a concise overview of metric graphs can be found in Appendix A).
Following Itoˆ–McKean [8], we understand a Brownian motion on a metric graph G
as a right continuous, strong Markov process on G which behaves on every edge like
the standard one-dimensional Brownian motion (see section 2 for a rigorous defi-
nition). Thus, we will extend the results of Kostrykin, Potthoff and Schrader [11]
to Brownian motions admitting discontinuities at the vertex points. This will gen-
eralize the classical local boundary condition at any vertex, as given in their work,
to non-local Feller–Wentzell boundary conditions, as given in equation (1.2).
The admittance of non-local effects introduces several difficulties: As the process
may jump from any vertex to any point of the graph, an analysis of the complete
form of the semigroup or resolvent becomes unfeasible. We will solve this by uti-
lizing localization techniques like Dynkin’s formulas (cf. Appendix B) and local
constructions (in part II), which however, due to the possibility of jumps to dis-
tant points, are only practicable to certain extends. Furthermore, we will only
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achieve an incomplete description of the generator in the case of a general metric
graph. Thus, we need to carefully trace characteristic components of the processes
(cf. Theorem 1.2) and examine the effects of path transformations on these compo-
nents (see., e.g., Lemma 4.3, and part II).
In the present article, we will give a characterization of Brownian motions on
metric graphs by identifying the boundary conditions of their generators. Our main
result (as shown in sections 2 and 3), which we will call “Feller’s theorem”, is as
follows:
Theorem 1.1. Let X be a Brownian motion on G. Then X is a Feller process,
uniquely determined by its C0-generator A = 12∆, with D(A) ⊆ C20(G). For every
vertex v ∈ V there exist constants pv1 ≥ 0, pv,l2 ≥ 0 for each l ∈ L(v), pv3 ≥ 0 and a
measure pv4 on G\{v} satisfying
pv1 +
∑
l∈L(v)
pv,l2 + p
v
3 +
∫ (
1− e−d(v,g)) pv4(dg) = 1,
and
pv4
(G\{v}) = +∞, if ∑
l∈L(v)
pv,l2 + p
v
3 = 0,(1.1)
such that the domain of A reads
D(A) ⊆
{
f ∈ C20(G) : ∀v ∈ V :
pv1f(v)−
∑
l∈L(v)
pv,l2 f
′
l (v) +
pv3
2
f ′′(v)−
∫ (
f(g)− f(v)) pv4(dg) = 0}.(1.2)
In part II, we will give a pathwise construction for every possible set of boundary
conditions on a given metric graph: Having already achieved the pathwise construc-
tion of Brownian motions on metric graphs with only one vertex in [20], we will use
these local solutions and piece them together to a global solution on the complete
metric graph. The construction will involve several non-trivial process transforma-
tions, such as killing, revival and state space mappings. In order to be able to verify
the correctness of the resulting boundary conditions, we need to have access to the
boundary values of the (partial) processes via their local behavior. We will mainly
work with the following representation, which we obtain in section 3:
Theorem 1.2. Let X be a Brownian motion on G with generator A. Then, for
every v ∈ V, there exist constants cv1 ≥ 0, cv,l2 ≥ 0 for each l ∈ L(v), cv3 ≥ 0 and a
measure cv4 on G\{v}, satisfying
cv1 +
∑
l∈L(v)
cv,l2 + c
v
3 +
∫
G\{v}
(
1− e−d(v,g)) cv4(dg) = 1,
such that for every f ∈ D(A), the following relation holds:
cv1 f(v)−
∑
l∈L(v)
cv,l2 f
′
l (v) + c
v
3 Af(v)−
∫
G\{v}
(
f(g)− f(v)) cv4(dg) = 0.
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The constants and the measure only depend on the process’ exit behavior from any
arbitrarily small neighborhood of v. They are given by
cv1 = c
v,∆
1 + c
v,∞
1 ,
with cv,∆1 = lim
n→∞
Pv(Xτεn = ∆)
Ev(τεn)K
v
εn
, cv,∞1 =
∑
e∈E
µv
({(e,+∞)}),
cv,l2 =

µv
({(l, 0+)}), l ∈ E(v),
µv
({(l, 0+)}), l ∈ I(v), v = ∂−(l),
µv
({(l, ρl−)}), l ∈ I(v), v = ∂+(l),
cv3 = lim
n→∞
1
Kvεn
,
cv4(dg) =
1
1− e−d(v,g) µ
v(dg),
where for every ε > 0, τε = inf
{
t ≥ 0 : Xt ∈ ∁Bε(v)
}
,
Kvε = 1 +
Pv(Xτε = ∆)
Ev(τε)
+
∫
G\{v}
(
1− e−d(v,g)) νvε (dg),
νvε and µ
v
ε are measures on G\{v} defined by
νvε (dg) =
Pv(Xτε ∈ dg)
Ev(τε)
,
µvε(dg) =
(
1− e−d(v,g)) νvε (dg)
Kvε
,
as well as µvε , µ
v are measures on G\{v} with
µvε(dg) = µ
v
ε
(
dg ∩ (G\{v})),
µv = lim
n→∞
µvεn (as weak limit),
and (εn, n ∈ N) is a sequence of positive numbers converging to zero such that all
of the above limits exist.
Theorem 1.2 gives explicit (albeit rather unwieldy) expressions for the boundary
conditions of a Brownian motion. As we will utilize them quite frequently, we assign
the following, supposably appropriate name:
Definition 1.3. For any Brownian motion X on a metric graph G, the collection(
cv,∆1 , c
v,∞
1 , (c
v,l
2 )l∈L(v), c
v
3, c
v
4
)
v∈V
as defined in Theorem 1.2 is called Feller–Wentzell data of X . If no distinction is
necessary, cv,∆1 and c
v,∞
1 are combined, denoted by c
v
1 = c
v,∆
1 + c
v,∞
1 .
The effects of the parameters (cv,∆1 , c
v,∞
1 , (c
v,l
2 )l∈L(v), c
v
3 , c
v
4
)
v∈V on the paths of
the Brownian motions are well-understood and have already been explained in
the introduction of [20]. Namely, they govern the ratio (and direction) of killing,
reflection, stickiness and jumps at each vertex v ∈ V .
It will turn out that the killing ratio cv,∞1 (which is caused by infinitely large
jumps from v in an arbitrarily small time interval) is rather “artificial” in the
context of Brownian motions, and will become a source of problems in our upcoming
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constructions of part II. Therefore, we will show that cv,∞1 indeed vanishes for
Brownian motions on star graphs (and thus, in all of our constructions of part II):
Theorem 1.4. Let X be a Brownian motion on a star graph G with star vertex v.
Then cv,∞1 = 0 holds true in Theorem 1.2.
In general, we are not able to determine a complete description of the gener-
ator domain, that is, it does not appear to be easy to show that the boundary
conditions, as given in Theorem 1.1, are also sufficient for the generator domain.
If the Brownian motion is assumed to be continuous up to its lifetime, Kostrykin,
Potthoff and Schrader showed in [11, Section 3] that equality in (1.2) is attained.
In [20, Lemma 2.6], we were able to prove sufficiency in the discontinuous setting
for metric graphs with only one vertex:
Theorem 1.5. Let X be a Brownian motion on star graph G with star point v.
Then X is a Feller process with generator A = 12∆, and there exist constants p1 ≥ 0,
pe2 ≥ 0 for each e ∈ E, p3 ≥ 0 and a measure p4 on G\{v} with
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{v}
(
1− e−d(v,g)) pv4(dg) = 1,
and
p4
(G\{v}) = +∞, if ∑
e∈E
pe2 + p3 = 0,
such that the domain of A reads
D(A) =
{
f ∈ C20(G) :
p1f(v)−
∑
e∈E
pe2f
′
e(v) +
p3
2
f ′′(v) −
∫
G\{v}
(
f(g)− f(v)) p4(dg) = 0}.
Furthermore, X is uniquely characterized by this set of normalized constants.
For the interval case, the corresponding result is shown in [19, Section 17], demon-
strating the technical difficulties that already arise for metric graphs with only two
vertex points. We cite it here for completeness:
Theorem 1.6. Let X be a Brownian motion on [a, b]. Then X is a Feller process
with generator A = 12∆. There exist constants p
a
1 ≥ 0, pa2 ≥ 0, pa3 ≥ 0 and a
measure pa4 on (a, b] as well as p
b
1 ≥ 0, pb2 ≥ 0, pb3 ≥ 0 and a measure pb4 on [a, b),
satisfying
pa1 + p
a
2 + p
a
3 +
∫
(a,b]
(
1 ∧ x) pa4(dx) = 1,
pb1 + p
b
2 + p
b
3 +
∫
[a,b)
(
1 ∧ x) pb4(dx) = 1,
and
pa4
(
(a, b]
)
= +∞, if pa2 = pa3 = 0,
pb4
(
[a, b)
)
= +∞, if pb2 = pb3 = 0,
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such that the domain of the generator of X reads
D(A) =
{
f ∈ C20(R+) :
pa1 f(a)− pa2 f ′(a+) +
pa3
2
f ′′(a+)−
∫
(a,b]
(
f(x)− f(a)) pa4(dx) = 0,
pb1 f(b) + p
b
2 f
′(b−) + p
b
3
2
f ′′(b−)−
∫
[a,b)
(
f(x)− f(b)) pb4(dx) = 0 }.
For Brownian motions on general metric graphs, the complete description of the
generator domain remains unsolved.
2. Definition and Fundamental Properties
As already explained in the introduction, it is suitable to characterize Brownian
motions on metric graphs by their generators, which is the objective of this section.
After giving the rigorous definition of a “Brownian motion on a metric graph”,
we collect some basic properties of such a process by utilizing its locally “one-
dimensional Brownian behavior” on the edges and applying some classical results for
the half-line and interval cases. We are then able to analyze the resolvents—yielding
their Feller property—and the generators of Brownian motions on metric graphs,
giving explicit formulas for the computation of their “Feller–Wentzell” boundary
conditions. For a short summary of results on Markov and Feller processes, which
are used throughout this section, the reader may refer to Appendix B.
As announced in the introduction, a Brownian motion on a metric graph G
is a right continuous, strong Markov process on G with a local one-dimensional
Brownian behavior. More precisely, the local coordinate of such a process, if stopped
once the process leaves its starting edge, needs to be equivalent to the Brownian
motion on R, stopped when leaving the corresponding interval of the process’ initial
edge. Extending the definition of [11] and [10, Chapter 6] to the discontinuous
setting of [8], we set:
Definition 2.1. Let X =
(
Ω,G , (Gt)t≥0, (Xt)t≥0, (Θt)t≥0, (Px)x∈E
)
be a right con-
tinuous, strong Markov process on a metric graph G. X is a Brownian motion on G,
if for all g = (l, x) ∈ G, the random time
HX := inf
{
t ≥ 0 : Xt /∈ l0
}
, with l0 = {l} × (0, ρl),
is a stopping time over (Gt, t ≥ 0), and
E(l,x)
(
f1(Xt1∧HX ) · · · fn(Xtn∧HX )
)
= EBx
(
f1(l, Bt1∧HB ) · · · fn(l, Btn∧HB )
)
holds for all n ∈ N, f1, . . . , fn ∈ bB(G), t1, . . . , tn ∈ R+, with B being the Brownian
motion on R and HB := inf
{
t ≥ 0 : Bt /∈ (0, ρl)
}
.
As we are dealing with potentially discontinuous processes, we needed to pay spe-
cial attention to the measurability of the debut HX of the closed set ∁l
0 in the above
definition. This technical requirement on HX is always fulfilled in the following two
common cases: If the Brownian motion on G is known to be constructed with the
help of continuous excursions of a “standard” one-dimensional Brownian motion
and thus features continuity while running inside any edge (cf. [20] and part II),
that is, continuity until HX , [1, Theorem 49.5] ensures the stopping time property
of HX . Otherwise, the measurability of HX can always achieved by working in the
context of usual hypotheses (cf. [18, Sections 10, A.5]).
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We first need to collect some basic properties of Brownian motions on metric
graphs. Most of them are implicitly used without proof in earlier works, such as
in [8], [10], or [11], and may be attained quite easily in the continuous setting.
However, a little bit more care is needed for discontinuous Brownian motions.
For all that follows, let X be a Brownian motion on a metric graph G, HX be
the first exit time from l0 = {l} × (0, ρl) for a given initial point g = (l, x) ∈ G,
as well as B be the one-dimensional Brownian motion with the first exit time HB
from the corresponding edge interval (0, ρl), as specified in Definition 2.1. As usual,
we identify any edge l ∈ L with its geometric representation {l} × [0, ρl], where we
set [0, ρl] := [0,+∞) if ρl = +∞.
We start with some basic results on HX . The first property follows directly from
the right-continuity of X (and of B):
Lemma 2.2. For all t ≥ 0,
{HX ≤ t} = {Xt∧HX ∈ ∁l0} and {HB ≤ t} = {Bt∧HB ∈ ∁(0, ρl)}.
Corollary 2.3. For all g = (l, x) ∈ G,
P(l,x) ◦H−1X = PBx ◦H−1B ,
in particular, we have
P(l,x)(HX < +∞) = PBx (HB < +∞) = 1.
These results will be considerately improved in Theorem 2.8 below. For the
time being, they are sufficient to deduce a slightly more general property of the
distributions of the stopped Brownian motion:
Lemma 2.4. For g = (l, x) ∈ G, n ∈ N, f1, . . . , fn, h ∈ bB(G), 0 ≤ t1 ≤ · · · ≤ tn,
E(l,x)
(
f1(Xt1) · · · fn(Xtn)h(XHX ); tn < HX
)
= EBx
(
f1(l, Bt1) · · · fn(l, Btn)h(l, BHB ); tn < HB
)
.
Proof. Observe that, because HX < +∞ a.s. (by Corollary 2.3) and Xs∧HX = XHX
holds for all s ≥ HX , we have
lim
s→∞
h(Xs∧HX ) = h(XHX ) a.s.,
and analogously,
lim
s→∞ h(l, Bs∧HB ) = h(l, BHB ) a.s. .
Thus, by using Lebesgue’s dominated convergence theorem and the defining prop-
erties of a Brownian motion on a metric graph, we conclude that
E(l,x)
(
f1(Xt1) · · · fn(Xtn)h(XHX ); tn < HX
)
= lim
s→∞
E(l,x)
(
f1(Xt1∧HX ) · · · fn(Xtn∧HX )h(Xs∧HX )1l0(Xt∧HX )
)
= lim
s→∞
EBx
(
f1(l, Bt1∧HB ) · · · fn(Btn∧HB )h(l, Bs∧HB )1l0(l, Bt∧HB )
)
= EBx
(
f1(l, Bt1) · · · fn(l, Btn)h(l, BHB ); tn < HB
)
. 
The above lemma allows us to achieve an equivalent set of defining properties
for Brownian motions on metric graphs. They will turn out to be more suitable for
our work, as they are based on the (local) resolvent and the exit behavior of the
process rather than on its stopped distributions:
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Theorem 2.5. Let X be a right continuous, strong Markov process on G. X is a
Brownian motion on G, if and only if for all g = (l, x) ∈ G, the following assertions
hold:
(i) for all α > 0, f ∈ bB(G),
E(l,x)
( ∫ HX
0
e−αt f(Xt) dt
)
= EBx
(∫ HB
0
e−αt f(l, Bt) dt
)
,
(ii) P(l,x) ◦
(
HX , XHX
)−1
= PBx ◦
(
HB , (l, BHB )
)−1
.
Proof. Necessity follows directly from Lemma 2.4.
Now let (i) and (ii) hold true. As X and B are right continuous, strong Markov
processes and HX , HB are debuts of closed sets, the stopped processes X · ∧HX ,
B · ∧HB are indeed right continuous, strong Markov processes (cf. [7, Theorem 10.2]).
Let (T˜t, t ≥ 0) and (T˜Bt , t ≥ 0) be their respective semigroups, that is, consider for
f ∈ bB(G) and fl := f(l, ·) ∈ bB([0, ρl]):
T˜tf(l, x) = E(l,x)
(
f(Xt∧HX )
)
, T˜Bt fl(x) = E
B
x
(
fl(Bt∧HX )
)
.
As the stopped process X · ∧HX is strongly Markovian, Dynkin’s formula (B.1) for
the decomposition of the resolvent at HX gives for all α > 0:∫ ∞
0
e−αt T˜tf(l, x) dt = E(l,x)
( ∫ HX
0
e−αt f(Xt) dt
)
+ E(l,x)
(
e−αHX EXHX
(∫ ∞
0
e−αt f(Xt∧HX ) dt
))
.
With XHX ∈ ∁l0, we have HX = 0 PXHX -a.s., thus the above decomposition
becomes∫ ∞
0
e−αt T˜tf(l, x) dt = E(l,x)
( ∫ HX
0
e−αt f(Xt) dt
)
+
1
α
E(l,x)
(
e−αHX f(XHX )
)
.
Analogously, we get by decomposing the resolvent of B · ∧HB at HB:∫ ∞
0
e−αt T˜Bt fl(x) dt = E
B
x
(∫ HB
0
e−αt f(l, Bt) dt
)
+
1
α
EBx
(
e−αHB f(l, BHB )
)
.
Using (i) and (ii) immediately yields∫ ∞
0
e−αt T˜tf(l, x) dt =
∫ ∞
0
e−αt T˜Bt fl(x) dt,
holding true for all α > 0 and all f ∈ bC(G), (l, x) ∈ G. The maps t 7→ T˜tf(l, x) and
t 7→ T˜Bt fl(x) are right continuous, so the uniqueness theorem for Laplace transforms
(cf. [7, Lemma 1.1]) asserts that
∀t ≥ 0 : T˜tf(l, x) = T˜Bt fl(x).
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As X · ∧HX , B · ∧HB are Markov processes with the “same” semigroup, we are able
to show inductively that for all (l, x) ∈ G, f1, . . . , fn ∈ bC(G), 0 ≤ t1 ≤ · · · ≤ tn,
E(l,x)
(
f1(Xt1∧HX ) · · · fn(Xtn∧HX )
)
= E(l,x)
(
f1(Xt1∧HX ) · · · fn−1(Xtn−1∧HX )EXtn−1∧HX
(
fn(X(tn−tn−1)∧HX )
))
= E(l,x)
(
f1(Xt1∧HX ) · · · fn−1(Xtn−1∧HX ) T˜tn−tn−1fn(Xtn−1∧HX )
)
= EBx
(
f1(l, Bt1∧HB ) · · · fn−1(l, Btn−1∧HB ) T˜Btn−tn−1
(
fn(l, · )
)
(Btn−1∧HB )
)
= EBx
(
f1(l, Bt1∧HB ) · · · fn(l, Btn∧HB )
)
,
which is easily extended to f1, . . . , fn ∈ bB(G) by using the monotone class theorem.

With the help of the above theorem, we can further refine the properties of the
first exit time HX . Indeed, despite of its potential discontinuities, the Brownian
motion can only exit its initial edge by hitting vertices incident with it:
Corollary 2.6. For all g = (l, x) ∈ G,
HX = H∂(l) P(l,x)-a.s. .
Proof. As ∂(l) ⊆ ∁l0, we always have HX = H∁l0 ≤ H∂(l). Theorem 2.5 (ii) gives
P(l,x)
(
XHX ∈ l
)
= PBx
(
BHB ∈ [0, ρl]
)
= 1.
On the other hand, XHX ∈ ∁l0 holds, as ∁l0 is closed and X is right continuous. So
we conclude that XHX ∈ l ∩ ∁l0 = ∂(l) a.s., which results in H∂(l) ≤ HX a.s. . 
It immediately follows that
∀t ≥ 0 : Xt∧HX ∈ l P(l,x)-a.s.,
because if we assume the contrary, that is Xt∧HX ∈ ∁l ⊆ ∁l0, then HX ≤ t ∧ HX
and so XHX = Xt∧HX /∈ l, contradicting to XHX = XH∂(l) ∈ ∂(l) ⊆ l.
This seemingly small result implies that any Brownian motion, stopped on leav-
ing the open interior of its starting edge, remains on this edge (especially at the
exit time):
Theorem 2.7. For all g = (l, x) ∈ G,
P(l,x)
(∀t ≥ 0 : Xt∧HX ∈ l) = 1.
Proof. Assume the contrary, that is,
P(l,x)
(∃t ≥ 0 : Xt∧HX /∈ l) > 0.
Consider the optional set
A :=
{
(t, x) ∈ R+ × Ω : Xt∧HX (ω) /∈ l
}
,
and the projection pi : R+ × Ω → Ω onto the second coordinate. Then, by the
assumption, there exists ε > 0 such that
P
(
pi(A)
)
> ε.
The section theorem (cf. [6, IV-83, p. 137f]) asserts that there exists a stopping
time R with
(i) for all ω ∈ Ω with R(ω) < +∞: (R(ω), ω) ∈ A, that is, XR∧HX (ω) /∈ l,
(ii) P(l,x)(R < +∞) ≥ P
(
pi(A)
)− ε > 0.
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In particular, we have P(l,x)(XR∧HX /∈ l) ≥ P(l,x)(R < +∞) > 0.
However, we are going to show that for every stopping time R, we have
P(l,x)
(
XR∧HX /∈ l
)
= 0,
which yields a contradiction to the above: We start by observing that
P(l,x)
(
XR∧HX /∈ l;R ≥ HX
)
= P(l,x)
(
XHX /∈ l;R ≥ HX
)
= 0,
because XHX = XH∂(l) ∈ ∂(l) ⊆ l. Thus, we have
P(l,x)
(
XR∧HX /∈ l
)
= P(l,x)
(
XR /∈ l, R < HX
)
≤ P(l,x)
(
XR ∈ ∁l0, R < HX
)
= E(l,x)
(
PXR(HX = 0);R < HX
)
,
where in the last step we used the fact that for all g ∈ G,
Pg(HX = 0) =
{
1, g ∈ ∁l0
0, g ∈ l0
}
= 1∁l0(g),
which is an immediate consequence of HX being the debut of the closed set ∁l
0 for
the right continuous, normal process X . Next, the strong Markov property of X
implies PXR(HX = 0) = P(l,x)(HX ◦ R = 0 |FR+), so by using this together with
the terminal time property of HX and {R < HX} ∈ FR (see, e.g., [4, Proposi-
tion I.6.8]), we get
P(l,x)
(
XR∧HX /∈ l
)
= P(l,x)
(
HX = R,R < HX
)
= 0. 
We are now able to restrict our attention to the initial edge (and, thus, to its
local coordinate) of the Brownian motion when considering the process stopped on
leaving this edge. This allows us to gain full insight into its exit distributions.
In the following results, we set [0, ρl] := [0,+∞) if ρl = +∞.
Theorem 2.8. Let X be a Brownian motion on G, B be the one-dimensional
Brownian motion, as well as pi2 : G → R+ be the projection onto the local coordinate.
Then for every g = (l, x) ∈ G, and for A ∈ B(G) with A′ := pi2(A ∩ l) ⊆ [0, ρl]
being open (in the topology of [0, ρl]), the following holds true:
P(l,x) ◦
(
HX
′
A , X
′
HX
′
A
)−1
= PBx ◦
(
HB
′
A′ , (l, B
′
HB
′
A′
)
)−1
,
where X ′ := X · ∧HX , B
′ := B · ∧HB , and H
X′
A , H
B′
A′ are the debuts of A, A
′ for X ′,
B′ respectively.
Proof. It follows from Theorem 2.7 that X˜ ′ := pi2(X · ∧HX ) is a right continuous
process with values in [0, ρl], having the same finite dimensional distributions as
the stopped Brownian motion B′ = B · ∧HB .
Let Y be the canonical right continuous coordinate process on the space Ω of
all right continuous maps R+ → [0, ρl]. Define the path mappings ΦX˜′ and ΦB′
from X˜ ′ and B′ to Ω by
ΦX˜
′
: ΩX → Ω, ωX 7→ X˜ ′· (ωX),
ΦB
′
: ΩB → Ω, ωB 7→ B′· (ωB),
that is, we have
∀t ≥ 0 : Yt ◦ ΦX˜
′
= X˜ ′t and Yt ◦ ΦB
′
= B′t.
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Consider the debut of A′ ∈ B([0, ρl]) for Y :
HYA′ := inf{t ≥ 0 : Yt ∈ A′}.(2.1)
HYA′ and YHY
A′
are FY∞-measurable (as the hitting time of any open set is a stopping
time over (FYt+, t ≥ 0)). If A ∈ B(G) with pi2(A ∩ l) = A′, then we have
HYA′ ◦ ΦX˜
′
= inf{t ≥ 0 : Yt ◦ΦX˜
′ ∈ A′}
= inf{t ≥ 0 : pi2(Xt∧HX ) ∈ pi2(A ∩ l)}
= HX
′
A ,
where we used Theorem 2.7 for the last identity. This gives for any ωX ∈ ΩX :
YHY
A′
◦ ΦX˜′(ωX) = Y
HY
A′
(ΦX˜′ (ωX))
(
ΦX˜
′
(ωX)
)
= X˜ ′
HX
′
A
(ωX)
= pi2(X ′
HX
′
A
)(ωX).
Analogously, we get
HYA′ ◦ΦB
′
= HB
′
A′ and YHY
A′
◦ ΦB′ = B′
HB
′
A′
.
Thus, for any f ∈ B([0,+∞])⊗B([0, ρl]), setting G := f(HYA′ , YHY
A′
) ∈ FY∞ gives
E(l,x)
(
f
(
HX
′
A , pi
2(X ′
HX
′
A
)
))
= E(l,x)
(
G ◦ ΦX′)
= EBx
(
G ◦ ΦB′)
= EBx
(
f
(
HB
′
A′ , B
′
HB
′
A′
))
,
which together with Theorem 2.7 concludes the proof. 
Remark 2.9. As easily observed in the above proof, Theorem 2.8 can also be stated
for any A ∈ B(G) with A′ := pi2(A∩ l) ∈ B([0, ρl]), as long as the debut HYA′ of A′,
as defined in (2.1), attains FY∞-measurability, with F
Y
∞ = σ(Yt, t ≥ 0) being the
σ-algebra generated by a suitable coordinate process Y on [0, ρl].
For instance, this is the case if A is a closed set and the Brownian motion X is
known to be continuous up to the hit of A, cf. [1, Theorem 49.5], as we can then
consider the continuous canonical coordinate process Y in the proof instead.
We are usually interested in the exit distributions of the “original” Brownian
motion X on a metric graph instead of the stopped process X ′, so we lift the
results of Theorem 2.8 from X ′ to X (the same remark on the limitation to open
subsets A′ also applies here):
Corollary 2.10. Let g = (l, x) ∈ G, A ∈ B(G).
(i) If A ⊆ l and A′ := pi2(A) ⊆ [0, ρl] is open, then Theorem 2.8 holds true.
(ii) If A ⊆ l0 and A′ := pi2(A∁ ∩ l) ⊆ [0, ρl] is open, then
P(l,x) ◦
(
HX∁A, XHX∁A
)−1
= PBx ◦
(
HBA′ , (l, BHB
A′
)
)−1
.
Proof. In the context of (i), the requirements of Theorem 2.8 are fulfilled, as
A′ = pi2(A) = pi2(A ∩ l).
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Now, let A, A′ satisfy the assumptions of (ii). Then Theorem 2.8 gives
P(l,x) ◦
(
HX
′
∁A , X
′
HX
′
∁A
)−1
= PBx ◦
(
HB
′
A′ , (l, B
′
HB
′
A′
)
)−1
.
We will consider both distributions separately:
As ∁A ⊇ ∁l0, it is HX
∁A
≤ HX and therefore
X ′
HX
∁A
= XHX
∁A
∧HX = XHX∁A .
Furthermore, we observe that
HX
′
∁A = inf{t ≥ 0 : Xt∧HX ∈ ∁A}
= inf{t ∈ [0, HX ] : Xt ∈ ∁A}
= HX∁A,
where the last identity follows again from HX
∁A
≤ HX : If HX∁A < HX , the identity
is clear. If HX
∁A
= HX , then as ∁l
0 is closed, we have XHX ∈ ∁l0 ⊆ ∁A, so HX lies
in both sets, thus concluding that both infima are equal. In summary, this gives
P(l,x) ◦
(
HX
′
∁A , X
′
HX
′
∁A
)−1
= P(l,x) ◦
(
H∁A, XHX∁A
)−1
.
Turning to the part for the Brownian motion B, observe that A ⊆ {l} × (0, ρl).
This means that A′ = pi2(∁A ∩ l) contains the points 0 and (if l is an internal
edge) ρl. Thus, we have
HB
′
A′ = H
B
A′ ≤ HB,
which shows
B′
HB
′
A′
= BHB
A′
∧HB = BHBA′ ,
resulting in
PBx ◦
(
HB
′
A′ , (l, B
′
HB
′
A′
)
)−1
= PBx ◦
(
HBA′ , (l, BHB
A′
)
)−1
. 
We are ready to turn to the fundamental properties of Brownian motions on
metric graphs:
Theorem 2.11. Let X be a Brownian motion on G. Then, for every f ∈ bB(G),
α > 0 and g = (l, x) ∈ G, the resolvent of X reads, if l = e ∈ E,
Uαf(g) = U
D,e
α f(g) + e
−√2α d(∂(e),g) Uαf
(
∂(e)
)
,
and if l = i ∈ I,
Uαf(g) = U
D,i
α f(g) +
sinh
(√
2αd(∂+(i), g)
)
sinh(
√
2αρi)
Uαf
(
∂−(i)
)
+
sinh
(√
2αd(∂−(i), g)
)
sinh(
√
2αρi)
Uαf
(
∂+(i)
)
,
with
(2.2)
UD,eα f(g) := U
[0,∞)
α fl
(
d(∂(e), g)
)
, g ∈ e,
UD,iα f(g) := U
[0,ρi]
α fl
(
d(∂−(i), g)
)
, g ∈ i,
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where
(
U
[0,∞)
α , α > 0
)
and
(
U
[0,ρi]
α , α > 0
)
are the resolvents of the one-dimensional
Brownian motion killed on leaving [0,∞), [0, ρi] respectively, which are given in Ex-
amples C.1 and C.2.
Proof. The decomposition of the resolvent at the stopping time HX with the help
of Dynkin’s formula (B.1) yields for g = (l, x) ∈ G, f ∈ bB(G):
Uαf(g) = Eg
( ∫ HX
0
e−αt f(Xt) dt
)
+ Eg
(
e−αHX Uαf(XHX )
)
.
Thus, by Theorem 2.5, we have
Uαf(g) = E
B
x
( ∫ HB
0
e−αt f(l, Bt) dt
)
+ EBx
(
e−αHB Uαf(l, BHB )
)
.
With HB = inf{t ≥ 0 : Bt = 0} or HB = inf
{
t ≥ 0 : Bt ∈ {0, ρl}
}
depending on
whether l ∈ E or l ∈ I, the passage time formulas of the one-dimensional Brownian
motion (cf. [9, Section 1.7]) conclude the proof: We only need to note that for any
g = (l, x) ∈ G, we have ∂−(l) = (l, 0), x = d
(
∂−(l), g
)
and ∂+(l) = (l, ρl), ρl − x =
d
(
∂+(l), g
)
in case l ∈ I, whereas ∂(l) = (l, 0), x = d(∂(l), g) in case l ∈ E . 
As seen in the examinations for the resolvents
(
U
[0,∞)
α , α > 0
)
and
(
U
[a,b]
α , α > 0
)
of the “Dirichlet” Brownian motions on [0,∞) and [a, b] (cf. Examples C.1 and C.2),
• (U [0,∞)α , α > 0) maps bB([0,∞)) on bC([0,∞)) and C0([0,∞)) on C20([0,∞)),
and assumes the boundary values U [0,∞)f(0) = 0, U [0,∞)f ′′(0) = −2f(0),
• (U [0,ρi]α , α > 0) maps bB([0, ρi]) on bC([0, ρi]) and C([0, ρi]) on C2([0, ρi]),
and assumes the boundary values U [0,ρi]f(x) = 0, U [0,ρi]f ′′(x) = −2f(x),
for x ∈ {0, ρi}.
Thus, the resolvents defined in equation (2.2) are continuous functions, twice con-
tinuously differentiable inside their respective edge for any f ∈ C0(G), and assume
for e ∈ E , i ∈ I the values
UD,eα f
(
∂(e)
)
= 0, UD,eα f
′′(∂(e)) = −2f(∂(e)),
UD,iα f
(
∂−(i)
)
= 0, UD,iα f
′′(∂−(i)) = −2f(∂−(i)),
UD,iα f
(
∂+(i)
)
= 0, UD,iα f
′′(∂+(i)) = −2f(∂+(i)).
Therefore, these boundary values for resolvents UD,e, UD,i of various edges e, i,
incident with the same vertex, coincide on their common vertex. Then, by the
decompositions given in Theorem 2.11 for the resolvent (Uα, α > 0) of a Brown-
ian motion on a metric graph, Uαf extends to a twice continuously differentiable
function on G, yielding:
Corollary 2.12. The resolvent (Uα, α > 0) of a Brownian motion on a metric
graph maps bB(G) on bC(G), and C0(G) on C20(G).
We are now able to prove the first part of our main characterization result:
Proof of Theorem 1.1, first part. The right continuity of X together with Corol-
lary 2.12 show the Feller property of X (cf. Appendix B, especially equation (B.3)),
thus X is uniquely determined by its C0-generator.
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Let f ∈ D(A). Then there exist h ∈ C0(G) and α > 0 with f = Uαh, and
Uαh ∈ C20(G) holds by Corollary 2.12. By differentiating twice the decomposition
given in Theorem 2.11, we get for g = (l, x) ∈ G, in case l = i ∈ I:
1
2
f ′′(g) =
1
2
UD,iα h
′′(g) + α
sinh
(√
2αd(∂−(i), g)
)
sinh(
√
2α)
Uαh
(
∂−(i)
)
+ α
sinh
(√
2αd(∂+(i), g)
)
sinh(
√
2α)
Uαh
(
∂+(i)
)
,
= αUD,iα h(g)− h(g) + α
sinh
(√
2αd(∂−(i), g)
)
sinh(
√
2α)
Uαh
(
∂−(i)
)
+ α
sinh
(√
2αd(∂+(i), g)
)
sinh(
√
2α)
Uαh
(
∂+(i)
)
,
= αUαh(g)− h(g),
and in case l = e ∈ E :
1
2
f ′′(g) =
1
2
UD,eα h
′′(g) + α e−
√
2αd(∂−(e),g) Uαh
(
∂−(e)
)
= αUD,eα h(g)− h(g) + α e−
√
2αd(∂−(e),g) Uαh
(
∂−(e)
)
= αUαh(g)− h(g).
Thus, for any f ∈ D(A), we have f ∈ C20(G) and Af = 12∆f on G. 
3. Computing the Generator: Feller’s Theorem
As seen above, every Brownian motion on a metric graph is a Feller process
with generator A = 12∆. Therefore (cf. Appendix B), it is uniquely characterized
by its generator domain, more accurately: by the generator’s boundary conditions.
We are going to extend the classical results of the half-line and interval cases by
generalizing the approach of [10, Lemma 6.2] and [8, Section 8], and will prove our
main results Theorem 1.2 and Theorem 1.1:
Proof of Theorem 1.2. Let v ∈ V . For all ε > 0, consider
τε := inf
{
t ≥ 0 : Xt ∈ ∁Bε(v)
}
.
In case v is a trap, we can compute the generator directly: Then
Af(v) = lim
t↓0
Ev
(
f(Xt)
)− f(v)
t
= 0
holds true, thus choosing cv3 = 1 and c
v
1 = c
v,l
2 = c
v
4 = 0 for all l ∈ L(v) gives
cv1f(v)−
∑
l∈L(v)
cv,l2 f
′
l (v) + c
v
3Af(v)−
∫ (
f(g)− f(v)) cv4(dg) = 0.
This choice coincides with the definition of the parameters in the theorem, because
in the case of a trap v, we have Ev(τε) = +∞ for all ε > 0, all (scaled) exit
distributions read Pv(Xτε = ∆) = ν
v
ε = µ
v
ε = 0, and thus K
v
ε = 1 holds for
all ε > 0 as well as µv = 0.
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If v is not a trap, then due to the Feller property of X , Lemma B.1 ensures
that Ev(τε) < +∞ holds true for all ε > 0 sufficiently small. Thus, Dynkin’s
formula (B.5) is applicable. It yields
(3.1)
Af(v) = lim
ε↓0
Ev
(
f(Xτε)
)− f(v)
Ev(τε)
= lim
ε↓0
(
− f(v) Pv(Xτε = ∆)
Ev(τε)
+
∫
G\{v}
(
f(g)− f(v)) νvε (dg)),
with the scaled exit measures νvε being defined by
νvε (dg) :=
Pv(Xτε ∈ dg)
Ev(τε)
, ε > 0.
They are measures on G\{v}, as the support of Xτε is the completion of ∁Bε(v)
in G and therefore is a subset of G\{v}. Introducing the normalizing constants
Kvε := 1 +
Pv(Xτε = ∆)
Ev(τε)
+
∫
G\{v}
(
1− e−d(v,g)) νvε (dg), ε > 0,
equation (3.1) implies (as 1
Kvε
∈ [0, 1] for all ε > 0) that
0 = lim
ε↓0
(
f(v)
Pv(Xτε = ∆)
Ev(τε)Kvε
+Af(v)
1
Kvε
−
∫
G\{v}
(
f(g)− f(v)) νvε (dg)
Kvε
)
.(3.2)
We rescale the measures νvε by introducing the measures
µvε(dg) :=
(
1− e−d(v,g)) νvε (dg)
Kvε
, ε > 0,
on G\{v}. It is immediate that equation (3.2) then is equivalent to
0 = lim
ε↓0
(
f(v)
Pv(Xτε = ∆)
Ev(τε)Kvε
+Af(v)
1
Kvε
−
∫
G\{v}
f(g)− f(v)
1− e−d(v,g) µ
v
ε(dg)
)
.(3.3)
Let µvε be the extensions of the measures µ
v
ε to the compactification G\{v}
of G\{v} (see subsection A.4 for details on the compactification of a subspace of a
metric graph), that is, we define the measures µvε on G\{v} by
µvε(dg) := µ
v
ε
(
dg ∩ (G\{v})), ε > 0.
Then the above identity (3.3) remains valid for µvε instead of µ
v
ε , where
g 7→ f(g)− f(v)
1− e−d(v,g)
is continuously extended from G\{v} to G\{v} by
∀l ∈ L(v) : lim
g→v,g∈l0
f(g)− f(v)
1− e−d(v,g) = f
′
l (v),
∀e ∈ E : lim
g→∞,g∈e0
f(g)− f(v)
1− e−d(v,g) = −f(v),
because f ∈ D(A) ⊆ C20(G) ⊆ C0,20 (G) and f ∈ D(A) ⊆ C20(G) ⊆ C0(G).
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As C(G\{v}) is separable (see Theorem A.14) and all measures µvε , ε > 0, are
bounded by 1, there exists a sequence (εn, n ∈ N) of strictly positive numbers, con-
verging to zero, such that (µvεn , n ∈ N) converges weakly to a measure µv on G\{v}.1
The sequences
(
1
Kvε
, ε > 0
)
and
(
Pv(Xτε=∆)
Ev(τε)Kvε
, ε > 0
)
are bounded by 1 as well, thus
by choosing appropriate subsequences of (εn, n ∈ N) and naming them (εn, n ∈ N)
again if necessary, we also obtain the existence of
cv,∆1 := lim
n→∞
Pv(Xτεn = ∆)
Ev(τεn)K
v
εn
,
cv3 := lim
n→∞
1
Kvεn
.
Inserting everything in equation (3.3) shows that
0 = cv,∆1 f(v) + c
v
3 Af(v)−
∫
G\{v}
f(g)− f(v)
1− e−d(v,g) µ
v(dg),
or equivalently that
0 =
(
cv,∆1 +
∑
e∈E
µv
({(e,+∞)})) f(v)− ∑
l∈L(v),
v=∂−(l)
µv
({(l, 0+)})f ′l (v)
−
∑
l∈I(v),
v=∂+(l)
µv
({(l, ρl−)}) f ′l (v) + cv3 Af(v)− ∫
G\{v}
f(g)− f(v)
1− e−d(v,g) µ
v(dg).
Setting cv1 := c
v,∆
1 +
∑
e∈E µ
v
({(e,+∞)}), and for each l ∈ L(v) either cv,l2 :=
µv
({(l, 0+)}) or cv,l2 := µv({(l, ρl−)}) depending on whether v ∈ ∂−(l) or v ∈ ∂+(l),
as well as defining the measure cv4 on G\{v} by cv4(dg) := 11−e−d(v,g) µv(dg), yields
0 = cv1 f(v)−
∑
l∈L(v)
cv,l2 f
′
l (v) + c
v
3 Af(v)−
∫
G\{v}
(
f(g)− f(v)) cv4(dg).
This completes the proof, as insertion of the definitions offers the normalization
cv1 +
∑
l∈L(v)
cv,l2 + c
v
3 +
∫
G\{v}
(
1− e−d(v,g)) cv4(dg)
= cv,∆1 + c
v
3 +
∫
G\{v}
µv(dg)
= lim
n→∞
1
Kvεn
(Pv(Xτεn = ∆)
Ev(τεn)
+ 1 +
∫
G\{v}
(
1− e−d(v,g)) νvεn(dg))
= 1. 
1This can be shown by employing the standard argument used in Helly’s selection theorem:
Let S := {hm,m ∈ N} be a countable, dense subset of C(G\{v}), and (ε˜n, n ∈ N) a sequence
of strictly positive numbers, converging to zero. As all measures are bounded by 1, the “array”( ∫
hm
‖hm‖
dµv
ε˜n
,m, n ∈ N
)
is bounded by 1. By the diagonal method (see, e.g., [3, Theorem 25.13]),
it is possible to choose a subsequence (εn, n ∈ N) of (ε˜n, n ∈ N) such that limn
∫
hm dµ
v
εn
exists
for all m ∈ N, that is for all functions in a dense subset of C(G\{v}). Thus, limn
∫
f dµvεn
exists for all f ∈ C(G\{v}) and defines a positive linear functional on C(G\{v}). Therefore, by
the Riesz–Markov–Kakutani representation theorem, there exists a measure µv on G\{v} which
satisfies limn
∫
f dµvεn =
∫
f dµv.
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By examining the proof, the reader may observe that the “Brownian” property
of X was not used anywhere. Indeed, the above result holds true for any Feller
process on G (we will not need this fact).
Proof of Theorem 1.1, second part. It only remains to show condition (1.1): As-
sume that there is a v ∈ V such that pv,l2 = 0 for all l ∈ L(v), pv3 = 0 and pv4 is
a finite measure on G\{v}. For any f ∈ C0(G), α > 0, u = αUαf is an element
of D(A), so by (1.2) it fulfills
αUαf(v)
(
pv1 + p
v
4(G\{v})
)− ∫ αUαf(g) pv4(dg) = 0.
Letting α→ +∞ yields with equation (B.2) and Lebesgue’s dominated convergence
theorem (as ‖αUαf‖ ≤ ‖f‖) that for all f ∈ C0(G),
f(v)
(
pv1 + p
v
4(G\{v})
)
=
∫
f(g) pv4(dg).
But then pv4 must the Dirac measure in v, scaled by p
v
1 + p
v
4(G\{v}) > 0, which is
impossible. 
Remark 3.1. On every non-vertex point g = (l, x) ∈ G0 of the graph G, the gener-
ator A of any Brownian motion X on G reads
Af(g) =
1
2
∂2
∂x2
f(l, x), f ∈ D(A),
being the usual differentiation of a function defined on some open subset of R. It
is therefore necessary for the first derivate f ′ of f to exist and be continuous at g,
that is,
lim
ξ↓x
f ′l (ξ) = lim
ξ↑x
f ′l (ξ).
Therefore, if we introduce a new vertex v′ at g = (l, x) ∈ G0, splitting the original
edge l into two new edges l′1, l
′
2 (as done in subsection A.2 in order to eliminate
loops), the original Brownian motion X will satisfy the boundary condition
1
2
f ′l′1(v
′) +
1
2
f ′l′2(v
′) = 0, f ∈ D(A),
at the new vertex v′. Thus, we can always assume that we are able to introduce
“trivial” vertices inside of existing edges which do not change the generator or the
Feller–Wentzell data of the underlying Brownian motion, in case the “non-skew”
boundary condition above is chosen at the new vertices.
4. Further Results on the Generator of a Star Graph
We are going to gain further insight into the star-graph case and derive results
which will be necessary for our upcoming developments on the general case.
We first turn to the question on whether the generator of a Brownian motion on a
star graph is uniquely characterized by the Feller–Wentzell data arising from Feller’s
theorem 1.2. In the context of star graphs, we know (see [20, Lemma 2.6]) that the
boundary conditions are also sufficient for a function to lie inside D(A), that is,
equality holds in equation (1.2). Of course, the generator domain D(A) determines
any Brownian motion. Therefore, we need to ensure that no two different sets of
boundary data give rise to the same set D(A), which does not seem obvious in the
presence of non-local boundary conditions.
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Lemma 4.1. For a star graph G with star point v, let c1 ≥ 0, ce2 ≥ 0 for each e ∈ E,
c3 ≥ 0, c4 a measure on G\{v} as well as p1 ≥ 0, pe2 ≥ 0 for each e ∈ E, p3 ≥ 0,
and p4 a measure on G\{v} be given, which satisfy
c1 +
∑
e∈E
ce2 + c3 +
∫
G\{v}
(
1− e−d(v,g)) cv4(dg) = 1,
p1 +
∑
e∈E
pe2 + p3 +
∫
G\{v}
(
1− e−d(v,g)) pv4(dg) = 1.
If {
f ∈ C20(G) : c1f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0}
=
{
f ∈ C20(G) : p1f(v)−
∑
e∈E
pe2f
′
e(v) +
p3
2
f ′′(v) −
∫
G\{v}
(
f(g)− f(v)) p4(dg) = 0},
then
c1 = p1, ∀e ∈ E : ce2 = pe2, c3 = p3, c4 = p4.
Proof. Let Xp and Xc be Brownian motions on the star graph G, constructed with
the techniques of [20], which implement the boundary condition at v given by the
sets
(
p1, (p
e
2)e∈E , p3, p4
)
and
(
c1, (c
e
2)e∈E , c3, c4
)
. With Ap, Up and Ac, U c being the
generators and resolvents of Xp, Xc respectively, [20, Theorem 4.33] asserts that
D(Ac) =
{
f ∈ C20(G) :
c1f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0},
D(Ap) =
{
f ∈ C20(G) :
p1f(v)−
∑
e∈E
pe2f
′
e(v) +
p3
2
f ′′(v) −
∫
G\{v}
(
f(g)− f(v)) p4(dg) = 0}.
By assumption, the generators and thus the resolvents of Xp and Xc coincide, in
particular we have Upαf(v) = U
c
αf(v) for all α > 0, f ∈ bC(G). [20, Theorem 4.31]
then yields for all α > 0, f ∈ bC(G):
(4.1)
∑
e∈E p
e
2 2
∫∞
0
e−
√
2αxf(e, x) dx+ p3f(0) +
∫
UW,Dα f(g) p4(dg)
p1 +
√
2αp2 + αp3 +
∫∞
0 (1− e−
√
2αl) pΣ4 (dl)
=
∑
e∈E c
e
2 2
∫∞
0
e−
√
2αxf(e, x) dx+ c3f(0) +
∫
UW,Dα f(g) c4(dg)
c1 +
√
2αc2 + αc3 +
∫∞
0 (1− e−
√
2αl) cΣ4 (dl)
,
with pΣ4 (A) =
∑
e∈E p
e
4(A) =
∑
e∈E p4
({e} × A), A ∈ B((0,+∞)), and cΣ4 analo-
gously. By inserting f = 1, we get
1
α
√
2αp2 + αp3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
p1 +
√
2αp2 + αp3 +
∫∞
0
(1− e−
√
2αl) pΣ4 (dl)
=
1
α
√
2αc2 + αc3 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx)
c1 +
√
2αc2 + αc3 +
∫∞
0
(1− e−
√
2αl) cΣ4 (dl)
,
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so when introducing
p˜α :=
√
2αp2 + αp3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx),
c˜α :=
√
2αc2 + αc3 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx),
it follows that
p˜α
p1 + p˜α
=
c˜α
c1 + c˜α
.(4.2)
If p1 6= 0, consider D := c1p1 . Then c1 = Dp1 holds, and the above equation
implies c˜α = D p˜α, that is
√
2αc2 + αc3 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx)
= D
(√
2αp2 + αp3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
)
.
Dividing both sides by α and letting α→∞ yields c3 = Dp3, so
√
2αc2 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx) = D
(√
2αp2 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
)
.(4.3)
Now dividing by
√
2α and letting α→∞ again yields c2 = Dp2, thus∫ (
1− e−
√
2αx
)
cΣ4 (dx) = D
∫ (
1− e−
√
2αx
)
pΣ4 (dx).
But then
c1 + c2 + c3 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx)
= D
(
p1 + p2 + p3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
)
,
and by inserting α = 12 , the normalizations of the c’s and p’s imply D = 1.
Thus, we have c1 = p1 and c3 = p3. Coming back to equation (4.1), we obtain∑
e∈E
pe2 2
∫ ∞
0
e−
√
2αxf(e, x) dx+
∫
UW,Dα f(g) p4(dg)
=
∑
e∈E
ce2 2
∫ ∞
0
e−
√
2αxf(e, x) dx+
∫
UW,Dα f(g) c4(dg)
for all α > 0, f ∈ bC(G). Fix e ∈ E . By approximation with the help of Lebesgue’s
dominated convergence theorem, we can insert for e0 = {e} × (0,∞) the function
f = 1e0 in the above equation, yielding
1√
2α
pe2 +
1
α
∫ (
1− e−
√
2αx
)
pe4(dx) =
1√
2α
ce2 +
1
α
∫ (
1− e−
√
2αx
)
ce4(dx).
Multiplying by
√
2α and letting α→∞ gives pe2 = ce2. Therefore,
∀α > 0 :
∫ (
1− e−
√
2αx
)
pe4(dx) =
∫ (
1− e−
√
2αx
)
ce4(dx),
which by the uniqueness of Laplace transforms is only possible if pe4 = c
e
4. This
completes the proof for p1 6= 0.
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If p1 = 0, equation (4.2) implies that c1 = 0 or p˜α = 0 for all α > 0. The latter
is impossible, so c1 = p1 = 0. Now using equation (4.1) with α =
1
2 and f = 1{v}
(again approximating f with C0(G)-functions), and utilizing the normalizations of
the c’s and p’s, we get
p3
1− p32
=
c3
1− c32
,
so c3 = p3.
First assume p3 6= 0. Inserting c3 = p3 in equation (4.1) with f = 1{v} gives
p3√
2αp2 + αp3 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx)
=
p3√
2αc2 + αp3 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx)
,
which is equivalent to
√
2αp2 +
∫ (
1− e−
√
2αx
)
pΣ4 (dx) =
√
2αc2 +
∫ (
1− e−
√
2αx
)
cΣ4 (dx),
yielding equation (4.3) for D = 1. Thus, the rest of the proof then proceeds exactly
as in the case p1 6= 0.
If p1 = 0 and p3 = 0, we have already seen that c1 = 0 and c3 = 0 as well. Using
equation (4.1) with α = 12 and f(e, x) = e
−βx for any β > 0, it follows, as the the
c’s and p’s are normalized, that
2
1 + β
p2 +
2
1− β2
∫ ∞
0
(
e−βx − e−x) pΣ4 (dx)
=
2
1 + β
c2 +
2
1− β2
∫ ∞
0
(
e−βx − e−x) cΣ4 (dx),
with the integrals being finite, because e−βx− e−x = −e−x(1− e−(β−1)x) for β > 1
and 0 ≤ e−βx − e−x ≤ 1 − e−x for 0 < β ≤ 1. Multiplying both sides by β and
letting β → +∞ yields p2 = c2, because
∫∞
0
e−βx−e−x
β−1 p
Σ
4 (dx) → 0 for β → +∞.
But then ∫ (
e−βx − e−x) pΣ4 (dx) = ∫ (e−βx − e−x) cΣ4 (dx)
holds for all β > 0, and by adding
∫ (
1 − e−x)pΣ4 (dx) = 1 − p2 = 1 − c2 =∫ (
1− e−x)cΣ4 (dx) to both sides and setting β := √2α, we get for all α > 0∫ (
1− e−
√
2αx
)
pΣ4 (dx) =
∫ (
1− e−
√
2αx
)
cΣ4 (dx).
The rest of the proof then proceeds as above. 
We are going to employ the above result in order to show that the rather artificial
part c∞1 of the killing weight c1 = c
∆
1 + c
∞
1 in Feller’s theorem 1.2 indeed vanishes
in the star-graph case (here, the star vertex v is left out in the notation of the
Feller–Wentzell data).
We achieve this as follows: Starting with the Brownian motion X which im-
plements the killing parameter c1 = c
∆
1 + c
∞
1 , we revive this process at its killing
times via some revival distribution k with the identical copies method established
in [21] ([20, Section 3] contains a short summary with applications in the Brownian
context). As killing can be interpreted as a jump to ∆, which is now transformed
to a jump to a revival point chosen by k, we expect the killing weight c1 to be
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transformed into a jump part c1k, which is then added to the original jump distri-
bution c4. However, an analysis of the boundary conditions for the revived process
via two different methods shows a discrepancy: The resolvent of the revived process
can be decomposed with Dynkin’s formula at the revival time, and shows that the
“full” killing parameter c1 = c
∆
1 + c
∞
1 is shifted to the jump measure. But when
tracing back the explicit formulas of Feller’s theorem for the Feller–Wentzell data
of the revived process to the original process X , it is seen that only the “natural”
killing weight c∆1 is transformed, while leaving the “artificial” killing portion c
∞
1
unaltered. As the Feller–Wentzell data uniquely characterizes the process, this is
only possible if c∞1 already vanishes for the original process X .
We are carrying out this program, starting with the analysis of the resolvent of
the revived Brownian motion:
Lemma 4.2. Let X be a Brownian motion on the star graph G with generator
D(A) =
{
f ∈ C20(G) :
c1f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v) −
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0}.
Let q be a probability measure on G, and Xq be the identical copies process, resulting
from successive revivals of X0 := X with the revival kernel K0 which is defined by
the transfer measure
k0
(
g, · ) := q, g ∈ G.
Then Xq is a Brownian motion on G with generator
D(Aq) =
{
f ∈ C20(G) :
−
∑
e∈E
pe2f
′
e(v) +
p3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) (p4 + p1 q)(dg) = 0}.
Proof. This result has already been proved in [20, Lemma 3.2], under the condition
that the function ϕα := E ·
(
e−αζ
)
satisfies
ϕα ∈ C0(G), 1− ϕα ∈ D(A),
with ζ being the lifetime of X . Thus, it remains to check the above condition:
[20, Theorem 4.31] together with [20, Example A.10] show that the function
ϕα = 1−αUα1G is in C0(G). Furthermore, as ∆ /∈ G is isolated, we have 1G ∈ bC(G),
so 1 − ψα = αUα1G fulfills the boundary conditions for X (cf. the proof of [20,
Theorem 4.33]). 
Next, we deduce the Feller–Wentzell data of the revived process from the re-
spective Feller–Wentzell data of the original process by explicitly computing the
formulas given in Feller’s theorem 1.2:
Lemma 4.3. Let X be a Brownian motion on the star graph G with generator
D(AX) =
{
f ∈ C20(G) :
(c∆1 + c
∞
1 ) f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0}
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with the Feller–Wentzell data
(
c∆1 , c
∞
1 , (c
e
2)e∈E , c3, c4
)
satisfying
c∆1 + c
∞
1 +
∑
e∈E
ce2 + c3 +
∫
G\{v}
(
1− e−d(v,g)) cv4(dg) = 1.
If c1 = c
∆
1 + c
∞
1 > 0, construct Y as the instant return process of X, that is, as the
identical copies process of X with the revival kernel K0 being defined by the transfer
measure
k0
(
g, · ) = εv.
Then Y is a Brownian motion on G with generator
D(AY ) =
{
f ∈ C20(G) :
c∞1 f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0}.
Proof. By Lemma 4.2, the revived process Y is a Brownian motion on G. As we will
need to compare the formulas given in Feller’s theorem 1.2 for the Feller–Wentzell
data of the processes X and Y , we indicate the defining entities for X , Y by the
corresponding superscript, that is, for instance
τXε = inf
{
t ≥ 0 : Xt ∈ ∁Be(v)
}
, τYε = inf
{
t ≥ 0 : Yt ∈ ∁Be(v)
}
, ε > 0.
If Pv(τ
X
ε < ζ
X) = 0 for all ε > 0, that is, if Pv(τ
X
ε = ζ
X) = 1 holds for all ε > 0,
then (depending on whether Ev(τ
X
ε ) is infinite or finite) v is an absorbing point or
a holding point for X , and in the latter case X must jump directly from v to ∆
after an exponential holding time. The generators for these two cases read
D(AX) =
{
f ∈ C20(G) :
1
2
f ′′(v) = 0
}
,
and
D(AX) =
{
f ∈ C20(G) : c1f(v) +
c3
2
f ′′(v) = 0
}
with c∞1 = 0, as ν
X
ε = 0 holds for all ε > 0 in Feller’s theorem 1.2 by definition. But
in both cases, the revived process Y is just the Brownian motion absorbed in v, so
D(AY ) =
{
f ∈ C20(G) :
1
2
f ′′(v) = 0
}
,
conforming to the claim of the lemma.
Otherwise, there is some ε > 0 with Pv(τ
X
ε < ζ
X) > 0. As τXε′ ≤ τXε holds for
all ε′ < ε, we then have for all ε > 0 sufficiently small
Pv(τ
X
ε < ζ
X) > 0.
We need to compare τYε with τ
X
ε : While τ
X
ε can be realized by X jumping to ∆
or entering G\Bε(v), τYε is only realized if X enters G\Bε(v). If τXε is realized by
X jumping to ∆, then Y restarts at v and τYε = R
1 + τYε ◦ ΘR1 holds true, with
the first revival time R1 being equal to the death time ζX of X . Due to the strong
Markov property, the number of revivals of Y before leaving Bε(v) is geometrically
distributed, so
(4.4)
Ev(τ
Y
ε ) =
∑
n∈N0
(
nEv(τ
X
ε | τXε = ζX) + Ev(τXε | τXε < ζX)
)
· Pv(τXε = ζX)n Pv(τXε < ζX),
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which gives
(4.5)
Ev(τ
Y
ε ) =
1− Pv(τXε < ζX)
Pv(τXε < ζ
X)
Ev(τ
X
ε | τXε = ζX) + Ev(τXε | τXε < ζX)
=
1
Pv(τXε < ζ
X)
Ev(τ
X
ε ).
Before continuing, we prove equation (4.4) rigorously: By decomposing τYε with
respect to the revival times (Rn, n ∈ N) of the concatenated process Y , we get
Ev(τ
Y
ε ) =
∑
n∈N0
Ev(τ
Y
ε ; R
n ≤ τYε < Rn+1).
Before the first revival time, Y behaves just like X , so
(4.6)
Ev(τ
Y
ε ; R
0 ≤ τYε < R1) = Ev(τXε ; τXε < ζX)
= Ev(τ
X
ε | τXε < ζX)Pv(τXε < ζX).
After the n-th revival, we are using the strong Markov property of Y together with
Ex
(
f(YRn)
∣∣FRn−) = ∫ f dεv = f(v) on {Rn <∞}
(by the revival formula, cf. [21, Theorem 1.4]) and the definition of the revival
kernel in order to compute
Ev
(
τYε ; R
n ≤ τYε < Rn+1
)
= Ev
(
τYε ◦ΘRn +Rn ; Rn ≤ τYε , τYε ◦ΘRn < Rn+1 ◦ΘRn
)
= Ev
(
EYRn (τ
Y
ε ; τ
Y
ε < R
n+1) +Rn PYRn (τ
Y
ε < R
n+1) ; Rn ≤ τYε
)
= Ev
(
Ev(τ
Y
ε ; τ
Y
ε < R
1) +Rn Pv(τ
Y
ε < R
1) ; Rn ≤ τYε
)
= Ev(τ
X
ε | τXε < ζX)Pv(τXε < ζX)Pv(Rn ≤ τYε )
+ Ev(R
n ; Rn ≤ τYε )Pv(τXε < ζX),
where we used equation (4.6) as well as the relation Pv(τ
Y
ε < R
1) = Pv(τ
X
ε < ζ
X)
for the last identity. It remains to show that
Pv(R
n ≤ τYε ) = Pv(τXε = ζX)n(4.7)
and
Ev(R
n ; Rn ≤ τYε ) = nEv(τXε | τXε = ζX)Pv(τXε = ζX)n(4.8)
for all n ∈ N0, which will be done inductively: For equation (4.7), the cases n = 0
and n = 1 are clear, and employing the same techniques as above, we conclude that
Pv
(
Rn+1 ≤ τYε
)
= Pv
(
Rn+1 ◦ΘRn ≤ τYε ◦ΘRn , Rn ≤ τYε
)
= Ev
(
Pv(R
1 ≤ τYε ) ; Rn ≤ τYε
)
= Pv(R
1 ≤ τYε )Pv(Rn ≤ τYε )
= Pv(τ
X
ε = ζ
X)n+1.
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For equation (4.8), the case n = 0 is again clear, and n = 1 is straightforward, as
Ev(R
1 ; R1 ≤ τYε ) = Ev(ζX ; ζX ≤ τXε )
= Ev(τ
X
ε ; τ
X
ε = ζ
X)
= Ev(τ
X
ε | τXε = ζX)Pv(τXε = ζX).
The general case requires the same course of actions: It is
Ev
(
Rn+1 ; Rn+1 ≤ τYε
)
= Ev
(
Rn+1 ◦ΘRn +Rn ; Rn+1 ◦ΘRn ≤ τYε ◦ΘRn , Rn ≤ τYε
)
= Ev
(
Ev(R
1 ; R1 ≤ τYε ) +Rn Pv(R1 ≤ τYε ) ; Rn ≤ τYε
)
,
and using the inductive assumption for Ev(R
n ; Rn ≤ τYε ) as well as the closed
form (4.7) for Pv(R
n ≤ τYε ) yields
Ev(R
n+1 ; Rn+1 ≤ τYε ) = Ev(τXε | τXε = ζX)Pv(τXε = ζX)Pv(τXε = ζX)n
+ Pv(τ
X
ε = ζ
X)nEv(τ
X
ε | τXε = ζX)Pv(τXε = ζX)n.
This finishes the proof of equations (4.4) and (4.5).
Next, we need to compare the exit distributions from Bε(v) of Y with the ones
of X : If X does not exit by jumping to ∆, then Y exits exactly like X :
Pv(YτYε ∈ B) = Pv(XτXε ∈ B | τXε < ζX), B ∈ B(G).(4.9)
The rigorous proof of this claim is not very complicated: Decomposing the proba-
bility on the left-hand side via the revival times gives
Pv(YτYε ∈ B ; τYε < R1) = Pv(XτXε ∈ B ; τXε < ζX).
As τYε ◦Rn = τYε −Rn on {τYε > Rn}, it follows that
Pv
(
YτYε ∈ B ; Rn < τYε < Rn+1
)
= Pv
(
YτYε ◦ΘRn ∈ B ; Rn < τYε , τYε ◦ΘRn < Rn+1 ◦ΘRn
)
= Ev
(
Pv(YτYε ∈ B ; τYε < R1) ; Rn < τYε
)
= Pv
(
XτXε ∈ B ; τXε < ζX
)
Pv(τ
X
ε = ζ
X)n,
where we used Yt = Xt for all t < R
1 as well as equation (4.7) for the last identity.
As τYε 6= Rn for all n ∈ N0, this proves equation (4.9), because
Pv(YτYε ∈ B) = Pv(XτXε ∈ B ; τXε < ζX)
∑
n∈N0
Pv(τ
X
ε = ζ
X)n
= Pv(XτXε ∈ B ; τXε < ζX)
1
Pv(τXε < ζ
X)
.
In order to calculate the domain of the generator AY of Y , we need to reiterate
the proof of Feller’s theorem 1.2: Because v is not a trap, Lemma B.1 asserts
that Ev(τ
X
ε ) < +∞ for all sufficiently small ε > 0, and therefore, Ev(τYε ) < +∞
by equation (4.5). Furthermore, as seen in Lemma 4.2, Y is Feller, so Dynkin’s
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formula is applicable for any f ∈ D(AY ). Then, as Y cannot jump to ∆ at all,
AY f(v) = lim
ε↓0
Ev
(
f(YτYε )
)− f(v)
Ev(τYε )
= lim
ε↓0
∫
G\{v}
(
f(g)− f(v))Pv(YτYε ∈ dg)
Ev(τYε )
,
and inserting equations (4.9), (4.5) and the measure νXε = ν
v
ε , as defined in Feller’s
theorem 1.2 for the process X , yields
AY f(v) = lim
ε↓0
∫
G\{v}
(
f(g)− f(v))Pv(XτXε ∈ dg)/Pv(τXε < ζX)
Ev(τXε )/Pv(τ
X
ε < ζ
X)
= lim
ε↓0
∫
G\{v}
(
f(g)− f(v)) νXε (dg).
By now exactly following the proof of Feller’s theorem for the process Y , but using
KXε = 1 +
Pv(XτXε = ∆)
Ev(τXε )
+
∫
G\{v}
(
1− e−d(v,g)) νXε (dg)
instead of the normalization KYε (where the second summand would be missing),
we get
c∞1 f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0.
In comparison to the boundary condition of AX , the only term missing is c∆1 , which
is due to Pv(YτYε = ∆) = 0. 
We quickly remark that the boundary conditions in Lemmas 4.2 and 4.3 are not
normalized anymore if c∆1 6= 0, but can always be renormalized if needed.
We have thus shown that, when reviving a Brownian motion, the killing param-
eter c1 or c
∆
1 transforms into a jump part: The resolvent calculation (Lemma 4.2)
proves that c1 is completely transformed, while the approach via Feller’s theorem
(Lemma 4.3) only transforms c∆1 and leaves c
∞
1 as “killing portion” intact. We are
utilizing this discrepancy order to prove Theorem 1.4:
Proof of Theorem 1.4. LetX be a Brownian motion on a star graph G with vertex v,
and let the boundary condition ofX at v be described by
(
c∆1 , c
∞
1 , (c
e
2, e ∈ E), c3, c4
)
as given in Feller’s theorem 1.2. By [20, Lemma 2.6], the generator of X reads
D(AX) =
{
f ∈ C20(G) :
c1f(v)−
∑
e∈E
ce2f
′
e(v) +
c3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c4(dg) = 0}.
Define
s˜ :=
∑
e∈E
ce2 +
c3
2
+
∫
G\{v}
(
1− e−d(v,g)) c4(dg).
By recalling equation (1.1), we see that s˜ > 0.
BROWNIAN MOTIONS ON METRIC GRAPHS I: CHARACTERIZATION 25
Assume c∞1 6= 0. Consider the instant return process Y of X , that is the iden-
tical copies process resulting from successive revivals of X at the killing point v.
Lemma 4.2 applied with the revival distribution q = εv gives
D(AY ) =
{
f ∈ C20(G) :
−
∑
e∈E
c˜e2f
′
e(v) +
c˜3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c˜4(dg) = 0},
with renormalized boundary weights
∀e ∈ E : c˜e2 := s˜−1 ce2, c˜3 := s˜−1 c3, c˜4 := s˜−1 c4.
On the other hand, it is c1 ≥ c∞1 > 0. Lemma 4.3 is applicable and shows that
D(AY ) =
{
f ∈ C20(G) :
c˜∞1 f(v)−
∑
e∈E
c˜e2f
′
e(v) +
c˜3
2
f ′′(v)−
∫
G\{v}
(
f(g)− f(v)) c˜4(dg) = 0},
with renormalized boundary weights
c˜∞1 := s˜
−1 c∞1 , ∀e ∈ E : c˜e2 := s˜−1 ce2, c˜3 := s˜−1 c3, c˜4 := s˜−1 c4,
for s˜ := c∞1 + s˜.
As both of the above sets of D(AY ) are equal, Lemma 4.1 yields c˜∞1 = 0, which
contradicts the assumption, as s˜ c˜∞1 = c
∞
1 > 0. 
Appendix A. Metric Graphs
In this appendix, we give a full, rigorous definition of metric graphs and functions
thereon, followed by the discussion of loops and a method of compactification, which
will be needed for Theorem 1.2 on the characterization of Brownian motions.
Following the common notion, a graph is a collection of two (disjoint) entities,
called the set of vertices V and the set of edges L, whereby one vertex ∂(l) or two
vertices
(
∂−(l), ∂+(l)
)
are assigned to each edge l ∈ L as its “endpoint(s)”, building
up the graph’s combinatorial structure. When also assigning to each edge l ∈ L
a positive length ρ(l) (being +∞ in case of l having only one “endpoint”) and
thus identifying l with some interval [0, ρ(l)] ([0,+∞) in the case ρ(l) = +∞),
it is possible to examine the resulting metric graph as a locally one-dimensional
structure of subintervals of R+, which are “glued together” at their respective
endpoints. This introduces the metric of “shortest paths” on this graph: Inside
an edge, the metric will conform locally to the Euclidean distance on R, while the
distance between points on different edges will be measured by the shortest path
along the edges of the graph leading from one point to the other.
By the identification of edges with intervals, the order of R+ introduces a “ori-
entation” on the graph, which we will implement in the following way: For an
“internal” edge l ∈ L with two endpoints (∂−(l), ∂+(l)), the “initial point” 0 of
the respective edge interval [0, ρ(l)] will be identified with ∂−(l), and the “final
point” ρ(l) with ∂+(l). For an “external” edge l ∈ L with only one endpoint ∂(l),
the “initial point” 0 of its edge interval [0,+∞) will be equal to ∂(l). Despite of this
“orientation” of the underlying intervals, we will only consider “undirected graphs”
in the classical sense of this term, that is, paths along the edges are always allowed
in both directions.
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Figure 1. A metric graph with 6 vertices, 11 internal edges, 8
external edges. Here the curved lines are only used for illustra-
tive reasons, they should still be considered as “straight lines”
[0, ρ(i)], i ∈ I. The “orientation” of the edges is not depicted
here: e.g., if ∂(i1) =
(
∂−(i1), ∂+(i1)
)
= (v1, v2), then
(
i1, 0
) ≡ v1
and
(
i1, ρ(i1)
) ≡ v2, or else (i1, 0) ≡ v2 and (i1, ρ(i1)) ≡ v1.
A.1. Basic Definitions. An unified definition or notation for metric graphs does
not appear to exist. Classically, they originate in the context of “quantum graphs”,
see, e.g., [2]. We follow the similar notational basis of [14], which Kostrykin, Pott-
hoff and Schrader also use in their works [12], [13], [11] on (continuous) Brownian
motions on metric graphs. Observe that we will only consider finite graphs, in the
sense that the sets of vertices and edges will always be finite sets:
Definition A.1. A tuple G = (V , I, E , ∂) is a graph, if V 6= ∅, I and E are finite,
pairwise disjoint sets, and ∂ is a map from the set L := I ∪ E into (V × V) ∪ V ,
such that ∂(e) ∈ V for all e ∈ E and ∂(i) = (∂−(i), ∂+(i)) ∈ V × V for all i ∈ I.
V is called the set of vertices, elements of I and E are called internal edges and
external edges, L is the set of all edges. For an internal edge i, ∂−(i) and ∂+(i) are
called the initial vertex and final vertex of i, while for an external edge e, ∂(e) is
the initial vertex of e. An internal edge i is called loop, if ∂−(i) = ∂+(i).
For a vertex v ∈ V , we define the sets
I−(v) :=
{
i ∈ I : ∂−(i) = v
}
, I+(v) :=
{
i ∈ I : ∂+(i) = v
}
,
I(v) := I−(v) ∪ I+(v),
E(v) := {e ∈ E : ∂(e) = v},
L(v) := I(v) ∪ E(v)
of (initial, final) internal edges, external edges, all edges respectively, incident
with v.
Whenever it is notationally convenient, we will also write ∂(l) for the set con-
taining the vertex/vertices incident with the edge l ∈ L, that is, v ∈ ∂(l) means
v ∈ {∂−(l), ∂+(l)} for an internal edge l, and v ∈ {∂(l)} for an external edge l.
Definition A.2. Let G = (V , I, E , ∂) be a graph and ρ : L → (0,+∞] be a map,
such that ρ(i) < +∞ for all i ∈ I, and ρ(e) = +∞ for all e ∈ E . Then (G, ρ) is
called metric graph. For every edge l ∈ L, ρl := ρ(l) is called length of l.
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The lengths of the edges and the graph’s combinatorial structure induce the
metric of the shortest paths on a metric graph (V , I, E , ∂, ρ), which we will introduce
rigorously next. To this end, consider
G˜ = V ∪
⋃
i∈I
({i} × [0, ρi]) ∪ ⋃
e∈E
({e} × [0,+∞)).
We extend the mapping ∂ to G˜ by setting ∂(v) := v for all v ∈ V and ∂((l, x)) := ∂(l)
for all (l, x) ∈ G˜\V .
The distance between two points inside the same edge can be measured by the
Euclidean distance on R, while the distance of vertices can be measured by the
length of the shortest possible path along the edges of the graph. In order to
distinguish both modes, we first define an auxiliary metric which only measures the
direct distance inside the same edge:
Definition A.3. The internal length dint : G˜ → [0,+∞] is defined by
∀e ∈ E , x, y ∈ [0,+∞) : dint((e, x), (e, y)) := |x− y| ,
∀i ∈ I, x, y ∈ [0, ρi] : dint
(
(i, x), (i, y)
)
:= |x− y| ,
∀e ∈ E , x ∈ [0,+∞) : dint((e, x), ∂(e)) := dint(∂(e), (e, x)) := x,
∀i ∈ I, x ∈ [0, ρi] : dint
(
(i, x), ∂−(i)
)
:= dint
(
∂−(i), (i, x)
)
:= x,
dint
(
(i, x), ∂+(i)
)
:= dint
(
∂+(i), (i, x)
)
:= ρi − x,
∀v ∈ V : dint(v, v) := 0,
and dint(g1, g2) := +∞ for all other g1, g2 ∈ G˜.
The following metric properties of dint are immediate from its definition:
Lemma A.4. The following assertions hold true:
(i) dint(g, g) = 0 for all g ∈ G˜.
(ii) dint(g1, g2) = d
int(g2, g1) for all g1, g2 ∈ G˜.
(iii) dint(g1, g3) ≤ dint(g1, g2) + dint(g2, g3) for all g1, g2, g3 ∈ G˜.
In order to measure the distance between points on different edges, we need to
consider the possible paths along the edges of the graph, leading from the initial or
final vertices of their respective edges:
Definition A.5. For n ∈ N0, v0, . . . , vn ∈ V , i1, . . . , in ∈ I, the ordered set
(v0, i1, v1, . . . , vn−1, in, vn) is called path from v0 to vn of length n across (v0, . . . , vn)
via (i1, . . . , in), if
∀k ∈ {1, . . . , n} : vk−1 ∈ ∂(ik), vk ∈ ∂(ik).
For v, w ∈ V , P(v, w) is the set of all paths from v to w, and P = ⋃v,w∈V P(v, w)
is the set of all possible paths.
Notice that there is always a path from a vertex v0 to itself, namely the path (v0),
and every path can be reversed: If (v0, i1, v1, . . . , vn−1, in, vn) is a path from v0 to vn,
then (vn, in, vn−1, . . . , v1, i1, v0) is a path from vn to v0. In particular, P(v, v) is
not empty and P(v, w) = P(w, v) holds for any vertices v, w ∈ V . It also follows
directly from the definition that paths can be concatenated: If
(v, i1, v1, . . . , vn−1, in, w) and (w, j1, w1, . . . , wn−1, jn, u)
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Figure 2. Shortest distance and neighborhoods in a metric graph:
Assume the edge lengths ρ(i1) = 10, ρ(i2) = 5 and the points
g1 = (i1, 1), g2 = (i2, 9). Then the internal distance inside the
edge i1 is given by d
int(g1, g2) = 8, while the path across (v1, v2)
via i2 realizes the shortest distance d(g1, g2) = 7. On the right-
hand graph, two neighborhoods of g1 and g2 are illustrated.
are paths from v to w, from w to u respectively, then
(v, i1, v1, . . . , vn−1, in, w, j1, w1, . . . , wn−1, jn, u)
is a path from v to u. Thus, the relation of being connected by a path is an
equivalence relation on V .
Definition A.6. The length of a path dP,ρ : P → [0,+∞] is defined by
dP,ρ
(
(v0, i1, v1, . . . , vn−1, in, vn)
)
:= ρi1 + · · ·+ ρin .
We are now able to define a metric on the metric graph, induced by its combi-
natorial structure and its edge lengths:
Definition A.7. The metric of the shortest paths d : G˜ × G˜ → [0,+∞] on a metric
graph (V , I, E , ∂, ρ) is defined for v, w ∈ V by
d(v, w) := inf
(v,...,w)∈P(v,w)
dP,ρ
(
(v, . . . , w)
)
,
as well as for (g1, g2) ∈ (G˜ × G˜)\(V × V) by
d
(
g1, g2
)
:= inf
{
dint(g1, g2),
inf
v1∈∂(g1),
v2∈∂(g2)
{dint(g1, v1) + d(v1, v2) + dint(v2, g2)}
}
.
Here, as usual, we set inf ∅ := +∞. Therefore, d(g1, g2) = +∞ holds if and only
if there is no path from g1 to g2 along the edges of G.
The reader should observe that the “shortest path” (and thus the distance) of
two points inside the same edge must not equal the Euclidean distance of their local
coordinates, cf. figure 2 for an example. However, this will not cause any problems,
because the neighborhoods of points of the interior of an edge can always be chosen
small enough in order to completely lie inside the corresponding edge.
We omit the easy but tedious proof of the metric properties for d:
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Lemma A.8. The following assertions hold true:
(i) d(g, g) = 0 for all g ∈ G˜.
(ii) d(g1, g2) = d(g2, g1) for all g1, g2 ∈ G˜.
(iii) d(g1, g3) ≤ d(g1, g2) + d(g2, g3) for all g1, g2, g3 ∈ G˜.
We introduce the geometric representation of the metric graph (V , I, E , ∂, ρ) by
identifying the points which have zero distance:
G := G˜/{(g1, g2) ∈ G˜ : d(g1, g2) = 0}.(A.1)
The equivalence sets of G are very simple here, as only the vertices are identified
with the endpoints of their respective edges, that is, we have the following classes
of points:
• vertex points: {v} ∪ {(e, 0) : e ∈ E , v = ∂(e)} ∪ {(i, 0) : i ∈ I, v = ∂−(i)}
∪{(i, ρi) : i ∈ I, v = ∂+(i)} for v ∈ V ;
• inner points: {(l, x)} for l ∈ L, x ∈ (0, ρl).
Thus, G can be seen as a collection of closed intervals and half lines of R of lengths
given by ρ, with some of their endpoints being “glued together” by the graph’s
combinatorial structure ∂. We will call the “position” on these intervals {l}× [0, ρl]
(with [0, ρl] := [0,+∞) if ρl = +∞) local coordinate, that is, a point g = (l, x)
has the local coordinate x. Of course, this coordinate is only meaningful in the
context of its relative edge l, as the identification may “glue together” an “initial”
coordinate 0 of some edge with a “final” coordinate ρi of some other edge i at their
shared vertex.
We will identify any edge l ∈ L with the set of its corresponding points {l}×[0, ρl].
For later use, we define the open interior of an edge l ∈ L to be
l0 := {l} × (0, ρl),
as well as the set G0 of all inner points of G by
G0 :=
⋃
l∈L
({l} × (0, ρl)) = G\V .
Owing to the triangle inequality of d on G˜, d assumes the same value on all
representants of an equivalence class. Thus, it can be extended to a mapping
d : G × G → [0,+∞] on the equivalence classes. It follows from Lemma A.8 that
d is a metric on G. Here we allow a metric to take values in [0,+∞]. This is a
slight extension of the standard definition of a “metric”, which does not impact any
topological results that will be needed later (see [5, Chapter 1]).
The topology on G induced by d is structured as follows: Inside G0, it lo-
cally “looks” like the topology of some interval of R+, as for all (l, x) ∈ G0,
ε ∈ (0,min{x, ρl − x}),
Bε
(
(l, x)
)
=
{
g ∈ G : d((l, x), g) < ε} = {l} × (x− ε, x+ ε),
which is “glued together” at the vertices by ∂, as for all v ∈ V , the ball around v
with radius ε ∈ (0,min{ρl, l ∈ L(v)}) is
Bε(v) =
{
g ∈ G : d(v, g) < ε} = ⋃
l∈L(v)
∂−(l)=v
({l} × [0, ε)) ∪ ⋃
l∈I(v)
∂+(l)=v
({l} × (ρl − ε, ρl]).
Theorem A.9. d defines a complete, separable metric on G.
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Proof. As every sequence in G can be identified with a sequence in⋃
i∈I
({i} × [0, ρi]) ∪ ⋃
e∈E
({e} × [0,+∞)),
and each of the intervals [0, ρi], [0,+∞) is complete, every Cauchy sequence in G
converges. Furthermore, every edge is homeomorphic to an interval, which contains
a countable, dense subset (take, e.g., the rational points), and the topology of G
inside G0 locally coincides with the internal topology induced on the edges, so using
the (finite) union of these countable separability sets for all edges l ∈ L together
with the (finite) set of vertices gives a separability set for G. 
A.2. Discussion of Loops. Loops, that is internal edges i ∈ I with the same
initial and final vertex ∂−(i) = ∂+(i), will provide a nuisance in our constructions.
The following technique, as described in [11, Section VI], will allow us to elimi-
nate the loops while maintaining the graph’s topological structure (and thus, when
applied in the context of Brownian motions, will not alter the description of the
processes on the graph, see Remark 3.1).
Assume we are given a metric graph G = (V , I, E , ∂, ρ) with a non-empty set
of loops It = {i ∈ I : ∂−(i) = ∂+(i)}. We split every loop into two “regular”
internal edges by introducing, for each i ∈ It, a new vertex vit and two new internal
edges i+ and i−, each with edge length ρ(i)/2, thus defining a new metric graph
G˜ = (V˜ , I˜, E˜ , ∂˜, ρ˜) with V˜ := V ∪ {vit : i ∈ It}, I˜ := (I\It) ∪ {i+, i− : i ∈ It},
and E˜ := E . The edge lengths ρ˜ and the new graph’s combinatorial structure ∂˜
are chosen to be equal to the old ones ρ, ∂ respectively, on the remaining original
set (I\It) ∪ E , and are extended to the new edges by ρ˜(i−) := ρ˜(i+) := ρ(i)/2
and ∂˜(i−) :=
(
∂−(i), vit
)
, ∂˜(i+) :=
(
vit, ∂+(i)
)
, for i ∈ It, see figure 3.
Due to the identification of the new edges’ endpoints with the adjoined vertices,
and to the graph’s metric being only dependent on the length of paths, the induced
topology on the new metric graph G˜ equals the topology on G. G˜ does not possess
any loops. Therefore, we will always be able to restrict our attention to metric
graphs without loops in the sequel, as all our examinations will solely be based on
the topological structure of the underlying graph, but not on its representation.
A.3. Functions on a Metric Graph. Any real valued function f on a metric
graph G can be represented by collections of real values (fv, v ∈ V) at the ver-
tices V and of functions (fl, l ∈ L) on the edges L, with fl : [0, ρl] → R satisfying
fl(x) = f
(
(l, x)
)
, x ∈ [0, ρl] (where in the following we set for notationally conve-
nience [0, ρl] := [0,+∞) for l ∈ E), and fv = f(v), v ∈ V . As the endpoints of the
edges are identified by the graph’s combinatorial structure, the values
fe(0) = f
(
(e, 0)
)
, fv = f(v), fi−(0) = f
(
(i−, 0)
)
, fi+(ρi+) = f
(
(i+, ρi+)
)
must coincide in case e ∈ E , v = ∂(e), and i− ∈ I, v = ∂−(i−), and i+ ∈ I,
v = ∂+(i+).
In every small neighborhood of a non-vertex point g ∈ G0, a real valued func-
tion f on G can locally be interpreted as a function on some one-dimensional inter-
val. Thus, the differentiability of fl at x induces the notion of differentiability of f
at g = (l, x) ∈ G0. In order to define differentiability at the vertices, we must take
care of the edges’ “orientation”:
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Figure 3. Extension of a metric graph for elimination of loops:
Pictured is a metric graph G with two loops i1, i2 at v1, v6. By
splitting each loop i up into two new internal edges i−, i+, con-
nected via the original vertex and a newly adjoined vertex vit, we
obtain the resulting graph G˜ which does not possess any loops.
Definition A.10. Let f : G → R be a function on G, v ∈ V and l ∈ L(v). Then
the directional derivative of f at v along l is defined by
f ′l (v) :=
{
limξ→v,ξ∈l0 f ′(ξ), v = ∂−(l),
− limξ→v,ξ∈l0 f ′(ξ), v = ∂+(l),
whenever the right-hand side exists.
Definition A.11. Let C0,20 (G) be the subspace of all functions f in C0(G), which
are twice continuously differentiable on G0, such that for every v ∈ V , l ∈ L(v),
f ′′l (v) := lim
ξ→v,ξ∈l0
f ′′(ξ)
exists, and for every e ∈ E , f ′′e vanishes at infinity. Let C20(G) be the subset of those
functions f in C0,20 (G) for which f ′′ extends from G0 to a function in C0(G).
By definition, a function f ∈ C0,20 (G) lies in C20(G), if and only if for every v ∈ V ,
the second derivatives at v coincide, that is, if f ′′k (v) = f
′′
l (v) holds for all k, l ∈ L(v),
and in this case, we will just write f ′′(v) for this value. If f ∈ C20(G), then, for any
edge l ∈ L, the limits of the first derivatives at its endpoint(s) limx0 f ′l (x) (and
limx⇈ρl f
′
l (x), if l ∈ I) must exist, which can easily be seen by the fundamental
theorem of calculus. However, these limits on various edges do not need to coincide
at their common vertex: In general, the first derivate f ′ of f ∈ C20(G) does not
extend from C0(G0) to a function in C0(G).
We will mainly be concerned with the following operator on C20(G):
Definition A.12. The Laplacian ∆ on G is defined by
∆: C20(G)→ C0(G), f 7→ ∆(f) := f ′′.
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A.4. Compactification of a Metric Graph. We introduce the following method
of “cutting out” vertex points from an existing graph and compactifying the result-
ing set. This technique is used in the proof of Theorem 1.2.
Let (V , I, E , ∂, ρ) be a metric graph with geometric representation
G˜ = V ∪
⋃
i∈I
({i} × [0, ρi]) ∪ ⋃
e∈E
({e} × [0,+∞)),
and G be the set G˜ with vertex points and endpoints of edges identified by its
canonical metric d, as introduced in subsection A.1. Let V0 ( V , and G˜1 be the
subset of G which results from removing the vertices V0 together with their identified
edge points from G, that is, consider
G˜1 := G˜\
(
V0 ∪
⋃
i−∈I−(V0)
{(i−, 0)} ∪
⋃
i+∈I+(V0)
{(i+, ρi)} ∪
⋃
e∈E(V0)
{(e, 0)}
)
=
(V\V0) ∪⋃
i∈I
({i} × Ii) ∪ ⋃
e∈E
({e} × Ee)
with
Ii :=

[0, ρi], i ∈ I\I(V0),
(0, ρi], i ∈ I−(V0)\I+(V0),
[0, ρi), i ∈ I+(V0)\I−(V0),
(0, ρi), i ∈ I−(V0) ∩ I+(V0),
Ee :=
{
[0,+∞), e ∈ E\E(V0),
(0,+∞), e ∈ E(V0).
We compactify G˜1 by adjoining the missing interval endpoints 0, ρi, +∞, where
needed. For convenience (and for staying in the context of a metric graph as much as
possible), we also add new vertices for newly adjoined finite endpoints. Altogether,
we set
G˜1 := V1 ∪
⋃
i∈I
({i} × [0, ρi]) ∪ ⋃
e∈E
({e} × [0,+∞]),
with
V1 :=
(V\V0) ∪ {vi−, i ∈ I−(V0)} ∪ {vi+, i ∈ I+(V0)} ∪ {ve, e ∈ E(V0)},
where all new vertices vi−, v
i
+, v
e are distinct points which are not in G. We adapt
the combinatorial structure of the original graph to G˜1 by adjusting the mapping ∂
to ∂1 : L → (V1 × V1) ∪ V1, defined by
∂1(i) =

(
∂−(i), ∂+(i)
)
, i ∈ I\I(V0),(
vi−, ∂+(i)
)
, i ∈ I−(V0)\I+(V0),(
∂−(i), vi+
)
, i ∈ I+(V0)\I−(V0),(
vi−, v
i
+
)
, i ∈ I−(V0) ∩ I+(V0),
∂1(e) =
{
∂(e), e ∈ E\E(V0),
ve, e ∈ E(V0).
Thus, by removing vertices from the original graph G, we disconnected some
edges which needed new initial or final vertices. We added these, and addition-
ally compactified the non-compact external edges {e} × [0,+∞) to {e} × [0,+∞].
Observe that the latter results in the “compactified graph” G˜1 not being a metric
graph in the sense of our definition anymore.
Let d1 be the metric of shortest paths, as defined in subsection A.1, for the
just constructed metric graph
(
(V1, I, E , ∂1), ρ
)
. We extend the metric d1 to G˜1 by
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Figure 4. Illustration of a metric graph G and its resulting com-
pactification G1 when the vertex set V0 := {v3} is removed from G.
Here, I−(v3) = {i2, i3, i7}, I+(v3) = {i6}, E(v3) = ∅. The new
points introduced by the compactification are depicted in red.
defining the distance of a point “at infinity” (e,+∞), e ∈ E , to any other point to
be +∞. Then, as usual, we identify the points g1, g2 ∈ G˜1 for which d1(g1, g2) = 0
holds true, naming the resulting set of equivalence sets G1.
In order to be able to distinguish between the original vertex points of G and
the newly introduced ones of G1 in the local representation, we set
• if i ∈ I−(V0): (i, 0+) for (i, 0) = vi−,
• if i ∈ I+(V0): (i, ρi−) for (i, ρi) = vi+,
• if e ∈ E(V0): (e, 0+) for (e, 0) = ve.
Let the topology inside G1\{(e,+∞), e ∈ E} be induced by d1, while for each
e ∈ E , the point (e,+∞) is a distinct point in the topology, topological inserted
as the point at infinity of {e} × [0,+∞) by the same technique the “point at
infinity” +∞ is embedded in [0,+∞) by the Alexandroff one-point compactification,
that is, as a point outside every compact set.
Observe that by removing a vertex point v and compactifying the resulting graph,
the “connection” of all edges incident with v is removed and a new endpoint is
adjoint for each disconnected edge. Furthermore, every external edge {e}× [0,+∞)
is compactified to {e} × [0,+∞], thus adding points (e,+∞) for all external edges
e ∈ E , see figure 4.
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Definition A.13. C(G1) is the set of all continuous functions on G1, that is, the
set of all functions f : G1 → R which are continuous on G1\{(e,+∞), e ∈ E} with
respect to d1 and for which
f
(
(e,+∞)) = lim
x→+∞ f
(
(e, x)
)
exists for all e ∈ E . C(G1) is endowed with its natural norm
‖f‖∞ := sup
x∈G1
∣∣f(x)∣∣, f ∈ C(G1).
The separability of C(G1) will be essential in Theorem 1.2:
Theorem A.14.
(C(G1), ‖ · ‖∞ ) is separable.
Proof. As
(C([a, b]), ‖ · ‖∞ ), for a, b ∈ R, a < b, and (C([0,∞]), ‖ · ‖∞ ) are sep-
arable, we are able to approximate every continuous function on each separate
edge l ∈ L of G1 by functions in a respective separability set of C([0, ρl]). By also
approximating the values on the vertices v ∈ V by values in Q, and continuously
connecting the approximations, e.g. by linear interpolation, we obtain a countable,
dense subset of C(G1). 
Appendix B. Strong Markov Processes & Feller Processes
In the present article, a (strong) Markov process
X =
(
Ω,G , (Gt, t ≥ 0), (Xt, t ≥ 0), (Θt, t ≥ 0), (Px, x ∈ E)
)
on a measurable space (E, E ) is understood in the canonical sense of Dynkin [7],
Blumenthal–Getoor [4] and Sharpe [18]. The reader may consult [20, Section 2.1] for
a short summary. In particular, we always assume right-continuity and normality.
As usual, the associated semigroup (Tt, t ≥ 0) and resolvent (Uα, α > 0) are defined
for all non-negative or bounded, E -measurable functions f ∈ pE ∪ bE by
Ttf(x) := Ex
(
f(Xt)
)
, Uαf(x) := Ex
( ∫ ∞
0
e−αt f(Xt) dt
)
, x ∈ E.
We will mainly be using following well-known localization techniques for both the
resolvent and the generator:
Given a strong Markov process X , its resolvent can be decomposed at any stop-
ping time τ with the help of Dynkin’s formula [7, Section 5.1]
Uαf(x) = Ex
(∫ τ
0
e−αt f(Xt) dt
)
+ Ex
(
e−ατ Uαf(Xτ )1{τ<∞}
)
.(B.1)
We call a Markov process Feller process, if its semigroup is C0-Feller,2 that is, if
(i) TtC0(E) ⊆ C0(E) for all t ≥ 0, and
(ii) limt↓0 Ttf(x) = f(x) for all f ∈ C0(E), x ∈ E.
Here, (ii) is already implied by the assumed right continuity and normality of any
Markov process, and yields
lim
α→∞
αUαf(x) = f(x) for all f ∈ C0(E), x ∈ E.(B.2)
2For a locally compact space E with countable base, C0(E) is the set of all continuous functions
which vanish at infinity. The space of all continuous and bounded functions on E is denoted
by bC(E).
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Furthermore, condition (i) can be equivalently replaced (cf. [11, Appendix B]) by
the corresponding condition of the resolvent, that is,
UαC0(E) ⊆ C0(E) for all α > 0.(B.3)
Every Feller process is a strong Markov process (cf. [17, Sections III.8–III.9]),
and, under the usual hypotheses, a right process (cf. [15, Corollary 4.1.4]). It
is uniquely determined by its semigroup restricted to C0(E) (see [16, Proposi-
tion III.2.2]), and thus (cf. [7, Theorems 1.1, 1.2, 1.7]) by its resolvent on C0 or
equivalently by its weak C0-generator
A : D(A)→ C0, Af(x) := lim
t↓0
Ttf(x)− f(x)
t
,(B.4)
with its domain D(A) being the set of all f ∈ C0 for which the right-hand limit
exists and constitutes a function in C0.
Dynkin’s formula [7, Theorem 5.2] gives the means to localize the generator:
Given a sequence (εn, n ∈ N) of positive numbers converging to 0, let τεn be the
first exit time of X from the closed ball Bx(εn). If 0 < Ex(τεn) < +∞ for all n ∈ N,
then the generator of a Feller process can be computed by
Af(x) = lim
n→∞
Ev
(
f
(
X(τεn)
))− f(x)
Ex(τεn)
, f ∈ D(A), x ∈ E,(B.5)
Dynkin’s formula for the generator is not applicable for traps, that is, for points
x ∈ E satisfying
Px
(∀t ≥ 0 : Xt = x) = 1.
For all other points, there exists a sequence (εn, n ∈ N) which satisfies the require-
ments of the above formula (we follow [10, p. 53]):
Lemma B.1. Let X be a Feller process on a metric space (E, d), x ∈ E, and
consider the first exit times
τε := inf
{
t ≥ 0 : d(Xt, X0) > ε
}
, ε > 0.
If x is not a trap for X, then there exists δ > 0 such that
∀ε ∈ (0, δ) : Ex(τε) < +∞.
Proof. As x is not a trap, there exists f˜ ∈ D(A) with Af˜(x) 6= 0 (see [7, pp. 135ff]).
The domain D(A) is a linear subset of C0(E), thus we can rescale f˜ to f ∈ D(A)
such that
∃δ > 0 : ∀y ∈ Bδ(x) : Af(y) ≥ 1.
Let ε ∈ (0, δ). For any t ≥ 0 consider the stopping time τε∧t. Then Ex(τε∧t) < +∞,
and another one of Dynkin’s formulas [7, Corollary to Theorem 5.1] yields
Ex
(
f(Xτε∧t)− f(X0)
)
= Ex
( ∫ τε∧t
0
Af(Xs) dt
)
≥ Ex(τε ∧ t),
as Px-a.s., Xs ∈ Bε(x) ⊆ Bδ(x) holds for all s < τε. Then, by Lebesgue’s dominated
convergence theorem,
Ex(τε) ≤ lim sup
t→∞
Ex(τε ∧ t) ≤ 2 ‖f‖∞ <∞. 
36 FLORIAN WERNER
Appendix C. Dirichlet Brownian Motions on Intervals
In contrast to star graphs, general metric graphs typically possess internal edges.
Therefore, we need to extend our findings of [20, Appendix A.1] on Brownian
motions stopped or killed when leaving half-lines to the case of finite intervals. As
usual, a standard Brownian motion B on R is understood to be a continuous, strong
Markov process on R with transition semigroup
TBt f(x) =
∫
R
f(y)
1√
2pit
e−
(y−x)2
2t dt, x ∈ R, t ≥ 0, f ∈ bB(R).
Its resolvent
UBα f(x) =
∫
R
1√
2α
e−
√
2α |y−x| f(y) dy, α > 0,
maps bB(R) to bC(R) and C0(R) to C20(R).
In the following, let Hx := inf{t ≥ 0 : Bt = x} be the first time B hits x.
Example C.1. Let (|Bt| , t ≥ 0) be the reflecting Brownian motion on R+ with its
first hitting time H0 of the origin, and consider the killed Brownian motion B
[0,∞)
on R+ resulting from killing |B| at H0:
B
[0,∞)
t :=
{
|Bt| , t < H0,
∆, t ≥ H0.
The resolvent U [0,∞) of the killed process B[0,∞) can directly be computed with
the help of Dynkin’s formula (B.1) for the resolvent:
U [0,∞)α f(x) = U
B
α f(x)− e−
√
2αx UBα f(0),(C.1)
where the function f in UBα f is an arbitrary continuation of f ∈ bB([0,∞))
to bB(R). Thus, the stability properties of the Brownian resolvent UB give
U [0,∞)bB(R+) ⊆ bC(R+) and U [0,∞)C0(R+) ⊆ C20(R+).
Example C.2. Like in Example C.1 for the half line, we consider the Brownian
motion on [a, b] killed when it reaches the boundary, that is, the process B[a,b]
defined by
B
[a,b]
t :=
{
Bt, t < Ha ∧Hb,
∆, t ≥ Ha ∧Hb.
We compute its resolvent by using the decomposition of the standard Brownian
motion B at Ha∧Hb with the help of Dynkin’s formula (B.1). For all f ∈ bB([a, b]),
x ∈ [a, b], this gives (cf. [9, Section 1.7] for the passage time formulas)
U [a,b]α f(x)
= Ex
( ∫ Ha∧Hb
0
e−αt f(Bt) dt
)
= UBα f(x)− Ex
(
e−αHa ; Ha < Hb
)
UBα f(a)− Ex
(
e−αHb ; Hb < Ha
)
UBα f(b)
= UBα f(x)−
sinh
(√
2α (b − x))
sinh
(√
2α (b− a)) UBα f(a)− sinh
(√
2α (x − a))
sinh
(√
2α (b − a)) UBα f(b),
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with the boundary values
U [a,b]α f(a) = 0, U
[a,b]
α f(b) = 0.
As UB maps C0(R) to C20(R), U [a,b] maps C([a, b]) to C2([a, b]). Differentiation of
the above formula then yields, for all x ∈ [a, b],
U [a,b]α f
′′(x) = 2
(
αU [a,b]α f(x)− f(x)
)
.
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