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We define strongly continuous max-additive and max-plus linear
operator semigroups and study their main properties. We present
some important examples of such semigroups coming from non-linear
evolution equations.
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1 Introduction
The algebraic system of a max-plus algebra and its isomorphic versions
(tropical algebra, max algebra) provide an attractive way of describing non-
linear problems appearing, e.g., in combinatorial optimisation, mathemati-
cal physics, manufacturing and transportation scheduling, information tech-
nology, discrete event-dynamic systems, DNA analysis, stochastic analysis,
etc. (see [3, 7, 14, 17, 20, 23, 25] and the references therein). Its usefulness
arises from the fact that these non-linear problems become linear when de-
scribed in the max-plus algebra language. Although the theory was initially
developed by algebraists and discrete mathematicians it soon caused interest
also in analysis (see e.g. [2, 20, 23, 24, 25]).
Having these facts in mind we introduce the structure of strongly con-
tinuous semigroups of max-plus linear operators. For strongly continuous
semigroups of linear operators on Banach spaces, the theory and its appli-
cations are already well established and we refer to the classical textbooks
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[12, 15, 30]. Considerable work has also been done in the non-linear part
of the theory, which is much more complicated and branched out then the
linear case, see e.g. [4, 5, 10, 27, 29] and the survey paper [16]. Often
different approaches are used for different nonlinear problems arising from
applications.
In this paper we single out the properties that are shared by various non-
linear problems and study them systematically. The property we investigate
here is the linearity of the operators in the max-plus setting. Let us note that
examples of semigroups of max-plus linear operators have already appeared
in the literature (see e.g. [1, 13, 20, 21, 25, 26]). However, there seems to
be no systematic treatment of this class of evolution semigroups. The aim
of this paper is therefore twofold. First, we give a proper definition of the
max-plus linear semigroups of operators and present some general properties.
Next, we show the usefulness of our object by pointing out some important
examples of such semigroups. We believe this can be a beginning of a fruitful
theory.
The paper is organized as follows. In Section 2 we define the max-plus
vector spaces, max-additive and max-plus linear operators on them, as well as
max-additive and max-plus linear semigroups. In Section 3 we collect some
general properties of such semigroups, such as contractivity in the Lipschitz
norm. These properties are obtained by interlacing the max-plus and usual
operations on function (max-plus) vector spaces and/or Banach lattices in
an appropriate way. In Section 4 we consider three important examples
of nonlinear partial differential equations leading to max-additive and max-
plus linear semigroups: the conservation law, Hamilton-Jacobi equation, and
Hamilton-Jacobi-Bellman equation.
2 Definitions
2.1 The max-plus vector space
First let us denote by Rmax the set R ∪ {−∞} equipped with the following
two operations:
a⊕ b = max{a, b} and a⊗ b = a+ b. (1)
In particular we take
a⊕−∞ = a and a⊗−∞ = −∞
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for all a ∈ Rmax. The commutative idempotent semifield Rmax is usually
called the max-plus algebra.
In consistency with [25], we call (X ,⊕X ,⊗X ) a max-plus vector space over
Rmax with zero element 0X if for all x, y, z ∈ X and a, b ∈ Rmax it holds:
x⊕X y = y ⊕X x ∈ X , a⊗X x ∈ X ,
x⊕X 0X = x, a⊗X 0X = 0X , −∞⊗X x = 0X , 0⊗X x = x,
(x⊕X y)⊕X z = x⊕X (y ⊕X z), a⊗X (b⊗X x) = (a⊗ b)⊗X x,
a⊗X (x⊕X y) = (a⊗X x)⊕X (a⊗X y),
(a⊕ b)⊗X x = (a⊗X x)⊕X (b⊗X x).
Note that the last line implies x ⊕X x = x for all x ∈ X . Max-plus vector
spaces are in the literature also known as moduloids, idempotent spaces or
idempotent semimodules (see e.g. [24, 20, 23]), where Rmax can be replaced
by a more general idempotent semifield or semiring.
A subset Y ⊆ X is called a max-plus subspace of max-plus vector space
X , if Y is invariant for the operations ⊕X and ⊗X .
On every max-plus vector space X we define the standard order as the
partial order  induced by ⊕X :
x  y ⇐⇒ x⊕X y = y. (2)
Typical examples of max-plus vector spaces are max-plus subspaces of a
max-plus vector space of functions
X = {f | f : X → Rmax},
where X is a Haussdorff space or a σ-finite measure space, ⊕X a pointwise
maximum, and ⊗X a pointwise addition, i.e.,
(f ⊕X g) (x) := max {f(x), g(x)} , f, g ∈ X ,
(a⊗X f) (x) := a + f(x), f ∈ X , a ∈ Rmax.
In this case we define
0X (x) := −∞ and Θ(x) := 0, x ∈ X. (3)
From now on we will consider X to be such a function max-plus vector space
and C ⊆ X a max-plus subspace or a subset invariant under ⊕X . We will
denote
Cfin = {f ∈ C | f(x) > −∞ for (almost) all x ∈ X}.
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Observe that if C ⊆ X is a max-plus subspace, so is Cfin ∪ {0X}.
We will further assume that there exists a Banach space E of functions
from X → R such that Cfin ⊆ E . The natural pointwise order in E coincides
on Cfin with the standard order and therefore defines ⊕X on Cfin. For the sake
of simplicity, we will omit the index X in operations ⊕ and ⊗ whenever no
confusion arises.
We will interchangeably use the pointwise operations +,−, · from function
space E and ⊕,⊗ defined in X . Defining
f+ := f ⊕Θ, f− := −f ⊕Θ and |f | := f+ + f−
we obtain positive part, negative part, and absolute value of every f ∈ Cfin (the
zero function Θ is defined in (3)). Note that when applying these operations
we “move” to the appropriate space where they are defined, hence f+, f−,
|f |, or Θ are not necessarily contained in Cfin or X . We have the following
relations
f = f+ − f−, (4)
f ⊕ g = g + (f − g)+ = f + (g − f)+, (5)
|f − g| = 2 · (f ⊕ g)− f − g. (6)
2.2 Max-plus linear operators
Let the subset C ⊆ X be invariant under ⊕. Then an operator T : C → C is
called
(i) max additive, if T (f ⊕ g) = Tf ⊕ Tg for all f, g ∈ C.
If, in addition, C ⊆ X is also invariant under ⊗, then an operator T : C → C
is called
(ii) plus homogeneous, if T (a ⊗ f) = a ⊗ Tf for all f ∈ C and a ∈ Rmax,
and
(iii) max-plus linear, if it is max additive and plus homogeneous.
For nonlinear operators the operator norm is not very convenient. There-
fore we define the Lipschitz seminorm of an operator T : Cfin → Cfin by
‖T‖Lip := sup
{
‖Tf − Tg‖
‖f − g‖
∣∣∣∣f, g ∈ Cfin, f 6= g} , (7)
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where ‖ ·‖ denotes the norm on Cfin inherited from the Banach space E . Note
that in case the operator T is linear, ‖T‖Lip equals to the usual operator
norm of T .
If the Lipschitz seminorms of the operators T1 and T2 exist, then it holds
‖T1T2‖Lip ≤ ‖T1‖Lip‖T2‖Lip and ‖T
n
1 ‖Lip ≤ ‖T1‖
n
Lip for n ∈ N. (8)
2.3 Max-plus linear semigroup
Let the subset C ⊆ X be a max-plus vector subspace (or a subset invariant
under ⊕). We call a family (T (t))t≥0 of max-plus linear (or max additive)
operators on C ⊆ X a one-parameter max-plus linear (or max additive) semi-
group if T (t)Cfin ⊆ Cfin and
T (t+ s) = T (t)T (s) for all t, s ≥ 0,
T (0) = IdC.
(9)
Remark 2.1. It is easy to see that a max additive semigroup (T (t))t≥0 is
always monotone, i.e., for every f, g ∈ C the following implication holds:
f  g =⇒ T (t)f  T (t)g,
where  is the standard order on X , induced by the pointwise maximum.
Let (T (t))t≥0 be a semigroup of operators on C such that T (t)Cfin ⊆ Cfin
for all t ≥ 0. Then a semigroup (T (t))t≥0 is called strongly continuous on C,
if the orbit mappings
t 7→ T (t)f : R+ → Cfin (10)
are continuous for every f ∈ Cfin.
The infinitesimal generator A of a strongly continuous semigroup (T (t))t≥0
is defined as
Af := lim
t↓0
T (t)f − f
t
, (11)
where the domain D(A) is the set of all f ∈ Cfin for which the above limit
exists. Note that in the theory of nonlinear semigroups one can in general
consider also multivalued operators (see [10, 16]). However, because of the
definition (11), we treat only single valued operators.
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3 Properties of max-plus linear semigroups
3.1 Standard constructions
There are several ways to construct new strongly continuous semigroups from
a given one. Let us check which constructions preserve max-plus linearity.
In all following lemmata we assume that (T (t))t≥0 is a max-plus linear
strongly continuous semigroup on a max-plus subspace C ⊆ X . The proofs
are all straightforward and therefore omitted (see also [12, Sec. I.5.b]).
Lemma 3.1 (Similarity). Let Y be a max-plus vector space and V : Y → X
a max-plus linear isomorphism such that V −1(Cfin) = V
−1(C)fin. Then
S(t) := V −1T (t)V, t ≥ 0,
form a max-plus linear strongly continuous semigroup on V −1(C) ⊆ Y.
Lemma 3.2 (Restriction). Let D ⊆ C be a max-plus subspace such that Dfin
is closed in E , T (t)D ⊆ D and T (t)Dfin ⊆ Dfin for all t ≥ 0. Then the
restrictions
S(t) := T (t)|D, t ≥ 0,
form a max-plus linear strongly continuous semigroup on D.
For a max-linear subspace D ⊂ C we define an equivalence relation on C
(see e.g. [19, 20]) by
f1 ∼ f2 ⇐⇒ there are g1, g2 ∈ D such that f1 ⊕ g1 = f2 ⊕ g2.
We denote the appropriate equivalence classes by [f ]D, f ∈ C, and the set of
this classes by
C/D := {[f ]D | f ∈ C}.
The operations ⊕ and ⊗ on C/D are defined naturally by
[f ]D ⊕ [g]D := [f ⊕ g]D, f, g ∈ C,
a⊗ [f ]D := [a⊗ f ]D, f ∈ D, a ∈ Rmax.
It is not difficult to verify that these two operations make C/D a max-linear
vector space over Rmax (with zero element D), which we call the max-plus
quotient space.
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Lemma 3.3 (Quotient). Let D ⊂ C be a max-linear subspace that is invariant
for (T (t))t≥0 and C/D a max-plus quotient space. Then
S(t)[f ]D := [T (t)f ]D , f ∈ C, t ≥ 0,
defines a max-plus linear semigroup on C/D.
Lemma 3.4 (Product). Let (U(t))t≥0 be a max-plus linear strongly contin-
uous semigroup on C such that T (t)U(t) = U(t)T (t) for all t ≥ 0. Then the
products
S(t) := T (t)U(t), t ≥ 0,
form a max-plus linear strongly continuous semigroup on C.
Lemma 3.5 (Rescaling). Let α > 0, β ∈ R. Then
S(t) := eβtT (αt), t ≥ 0,
form max-plus linear strongly continuous semigroup on C, the so-called rescaled
semigroup.
3.2 Contraction property
Let (T (t))t≥0 be a strongly continuous semigroup of operators on a subset
C ⊆ X such that Cfin is closed in E . In the literature treating the nonlinear
operator semigroups (see e.g. [10, 16]) it is usually assumed in advance that
for some ω ∈ R,
‖T (t)f − T (t)g‖ ≤ eωt‖f − g‖ for all t ≥ 0 and f, g ∈ C,
that is,
‖T (t)‖Lip ≤ e
ωt for all t ≥ 0. (12)
If ω = 0, (T (t))t≥0 is called a contraction semigroup. We will see that this
condition is always satisfied for a max-plus linear semigroup on certain func-
tion spaces.
Let Ω be some measure space with a σ-finite measure µ. The spaces
Lp(Ω, µ) ∪ {−∞}, 1 ≤ p < ∞, are invariant for the max operation ⊕, and
L∞(Ω, µ)∪ {−∞} is a max-plus vector space. Here −∞ denotes the equiva-
lence class of functions almost everywhere equal to −∞. Inspired by [11] we
observe the following.
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Proposition 3.6. Let (T (t))t≥0 be a max additive semigroup on C ⊆ L
1(Ω, µ)∪
{−∞}, where the set C is invariant for the max operation. Assume moreover,
that ∫
Ω
T (t)fdµ =
∫
Ω
fdµ for all t ≥ 0 and f ∈ Cfin.
Then every T (t) is an isometry and thus
‖T (t)‖Lip = 1 for all t ≥ 0.
Proof. Using relation (6) and max additivity of the semigroup we obtain
|T (t)f − T (t)g| = 2 · T (t)(f ⊕ g)− T (t)g − T (t)f
for f, g ∈ Cfin. Since by assumption T (t) preserves the integral it follows by
(6)
‖T (t)f − T (t)g‖1 =
∫
Ω
|T (t)f − T (t)g| dµ
= 2
∫
Ω
T (t)(f ⊕ g)dµ−
∫
Ω
T (t)gdµ−
∫
Ω
T (t)fdµ
=
∫
Ω
(2(f ⊕ g)− g − f) dµ
=
∫
Ω
|f − g| dµ = ‖f − g‖1
for all f, g ∈ Cfin.
In case of L∞(Ω, µ) max-plus linearity of the semigroup yields similar
conclusion.
Proposition 3.7. Let (T (t))t≥0 be a max-plus linear semigroup on a max-
plus subspace C ⊆ L∞(Ω, µ) ∪ {−∞}. Then
‖T (t)‖Lip ≤ 1 for all t ≥ 0.
Proof. First observe that by (5)
f ⊕ g  g + ‖(f − g)+‖∞ as well as f ⊕ g  f + ‖(g − f)
+‖∞
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for f, g ∈ Cfin. Plugging this into (6) and using monotonicity (see Remark
2.1) and plus homogeneity of the semigroup yields
|T (t)f − T (t)g| = 2 · T (t) (f ⊕ g)− T (t)g − T (t)f
 T (t)
(
g + ‖(f − g)+‖∞
)
− T (t)g
+ T (t)
(
f + ‖(g − f)+‖∞
)
− T (t)f
= ‖(f − g)+‖∞ + ‖(g − f)
+‖∞ = ‖f − g‖∞
for all f, g ∈ Cfin.
Let Cb(X) be a Banach space of all bounded continuous functions (on a
Haussdorff space X) equipped with the supremum norm. A similar proof as
above proves the following result.
Proposition 3.8. Let (T (t))t≥0 be a max-plus linear semigroup on a max
plus subspace C ⊆ Cb(X) ∪ {−∞}. Then
‖T (t)‖Lip ≤ 1 for all t ≥ 0.
3.3 The generator
The infinitesimal generator of a strongly continuous semigroup of linear op-
erators is always linear. The generator of a max-plus linear semigroup is
however never max-plus linear. Observe that from the definition (11) of the
generator it follows that it is always translation invariant, i.e.,
A(a⊗ f) = Af for all f ∈ Cfin, a ∈ Rmax,
so A is never plus homogeneous. It is also not always max additive, as the
following example shows.
Example 3.9. Let C = BUC(R)∪{−∞} be the space of bounded uniformly
continuous functions on R with the function −∞ appended. Note that it is
a function max-plus vector space for the pointwise operations. Take the left
translation semigroup on C defined as
T (t)f(s) := f(s+ t), f ∈ C.
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It is well-known that (T (t))t≥0 is a strongly continuous semigroup of linear
operators (cf. [12, Sec. I.4.c]). The operators T (t) : C → Rmax are also max-
linear:
(T (t)f ⊕ T (t)g)) (s) = max{T (t)f(s), T (t)g(s)} = max{f(s+ t), g(s+ t)}
= (f ⊕ g)(s+ t) = (T (t)(f ⊕ g)) (s)
and
T (t)(a⊗ f)(s) = (a⊗ f)(s+ t) = a+ f(s+ t)
= a+ T (t)f(s) = (a⊗ T (t)f) (s).
The infinitesimal generator of (T (t))t≥0 is the operator (see [12, Sec. II.2.b])
Af := f ′, D(A) = BUC(R) ∩ C1(R).
Operator A is linear, but not max-additive. E.g., taking f(x) = e−2x
2
and
g(x) = e−x
2
we have f ⊕ g = g and thus A(f ⊕ g) = Ag while it is easy to
see that Af ⊕Ag 6= Ag.
In generation theorems for nonlinear semigroups (e.g., Crandall-Ligget
Theorem [10]) a necessary condition for the generator A is dissipativity, i.e.,
for each α > 0 the inverse operator (I−αA)−1 exists and ‖(I−αA)−1‖Lip ≤ 1.
By [4, Theorem III.1.1], Proposition 3.7 and Proposition 3.8 the following
holds in our case.
Corollary 3.10. Let E be L∞(Ω, µ) or Cb(X). Let (T (t))t≥0 be a strongly
continuous max-plus linear semigroup on a max-plus linear subspace C ⊆
E ∪ {−∞} such that Cfin is closed in E . Then its infinitesimal generator is
dissipative.
4 Examples of max additive and max-plus
linear semigroups1
Here we consider some important examples of nonlinear semigroups and show
that they are max-additive or max-plus linear.
1After this paper has already been published online it has been noticed by B. Adreianov
that the conditions of Propositions 4.1 and 4.2 are not stated accurately enough and the
statements do not hold in the present form. This has been corrected in the enclosed
Erratum.
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4.1 Scalar Conservation Law
We are interested in the solutions to the following Cauchy problem{
ut + f(u)x = 0, t > 0, x ∈ R,
u(x, 0) = h(x), x ∈ R.
(CL)
The quasilinear equation in the first line of (CL) is known as the (scalar)
conservation law. Even for smooth initial conditions, the classical (continu-
ously differentiable) solutions to this problem do not always exist therefore
we need to generalize the concept of solution. A L1-function u on R× [0,∞)
is called a weak solution to (CL) if∫ ∞
0
dt
∫ ∞
−∞
(u · ψt + f(u) · ψx) dx+
∫ ∞
−∞
h(x) · ψ(x, 0) dx = 0 (13)
holds for every C1-function ψ on R× [0,∞) with compact support. Weak so-
lutions are not unique and, in order to obtain the physically correct solution,
one has to impose the right entropy condition. There is a rich mathematical
theory on this topic, see for example [6, 8] or [16, Sec.4].
We will use the compact description of the right solutions due to Kruzˇkov.
Assume that f : R → R is locally Lipschitz continuous and that h ∈ L1(R).
The entropy solution to (CL) is a continuous map v : [0,∞)→ L1(R) which
satisfies v(0) = h together with∫ ∞
0
dt
∫ ∞
−∞
(
|v − k| · ψt + (f(v)− f(k)) sgn(v − k) · ψx
)
dx ≥ 0 (14)
for every k ∈ R and every non-negative function ψ ∈ C1c(R
2), whose compact
support is contained in the half plane where t > 0. Then the unique bounded
entropy solution to (CL) are given as trajectories t 7→ T (t)h where (T (t))t≥0
is a strongly continuous semigroup (see [6, Theorem 6.3]). The operators in
this semigroup are known to be nonlinear. However, it is not difficult to see
that they are max-additive.
Proposition 4.1. The semigroup T CL := (T (t))t≥0, where u(t, x) = T (t)h(x)
is the unique entropy solution to (CL) and where T (t)(−∞) := −∞, is a max
additive strongly continuous semigroup on L1(R) ∪ {−∞}.
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Proof. Our aim is to show that
T (t)h1 ⊕ T (t)h2 = T (t)(h1 ⊕ h2) for any h1, h2 ∈ L
1(R).
Let ψ ∈ C1c(R
2) be any appropriate test function and denote by ψ1 the
smooth cutoff function that coincides with ψ on the compact set
{(t, x) | T (t)h1(x) ≥ T (t)h2(x)} ∩ suppψ
and equals 0 outside of a neighbourhood of this set. Analogously define the
smooth cutoff function ψ2 that coincides with ψ on the complementary set
and so suppψ1 ∪ suppψ2 = suppψ. Then we can write∫ ∞
0
dt
∫ ∞
−∞
(∣∣T (t)h1 ⊕ T (t)h2 − k∣∣ · ψt
+
(
f
(
T (t)h1 ⊕ T (t)h2
)
− f(k)
)
sgn
(
T (t)h1 ⊕ T (t)h2 − k
)
· ψx
)
dx
=
∫ ∞
0
dt
∫ ∞
−∞
(
|T (t)h1 − k| · ψ
1
t + (f(T (t)h1)− f(k)) sgn(T (t)h1 − k) · ψ
1
x
)
dx
+
∫ ∞
0
dt
∫ ∞
−∞
(
|T (t)h2 − k| · ψ
2
t + (f(T (t)h2)− f(k)) sgn(T (t)h2 − k) · ψ
2
x
)
dx
Since T (t)h1 and T (t)h2 are the entropy solutions to (CL) with initial con-
ditions h = h1 and h = h2, respectively, both integrals above are greater or
equal than 0 for every k ∈ R. Moreover, T (t)h1 ⊕ T (t)h2|t=0 = h1 ⊕ h2,
hence T (t)h1 ⊕ T (t)h2 is the entropy solution to (CL) with initial con-
dition h = h1 ⊕ h2. By uniqueness of the entropy solutions we obtain
T (t)h1 ⊕ T (t)h2 = T (t)(h1 ⊕ h2).
Max-additivity directly leads to monotonicity of the semigroup T CL de-
fined in Proposition 4.1. Furthermore, the solutions u(t, x) = T (t)h(x) to
(CL) preserve the integral, i.e.,∫ ∞
−∞
T (t)h(x) dx =
∫ ∞
−∞
h(x) dx, t ≥ 0.
Hence, by Proposition 3.6, T CL consists of isometries and ‖T CL‖Lip = 1
(compare with [6, Theorem 6.3.(ii)]). Moreover, by [4, Theorem III 1.1] the
infinitesimal generator of T CL is dissipative.
Note that the semigroup T CL is in general not plus homogeneous. This
happens only if the function f appearing in (CL) is nice enough.
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4.2 Hamilton-Jacobi Equation
Let us now consider a similar initial value problem{
ut + f(∇u) = 0, t > 0, x ∈ R
n,
u(x, 0) = h(x), x ∈ Rn.
(HJ)
Here ∇u denotes the gradient with respect to x ∈ Rn and f, h : Rn → R are
given functions. Writing f(∇u) = H(x,∇u), we call H : Rn × Rn → R the
Hamiltonian function and (HJ) the Hamilton-Jacobi equation, which often
appears in optimization problems.
As before, the classical solution to (HJ) does not always exist and one
again has to consider some generalized solutions that correspond to previ-
ously defined Kruzˇkov entropy solutions. They are called viscosity solutions
and are defined in [9] where also the existence and uniqueness result is proved
assuming that H ∈ C (Rn) and h ∈ BUC (Rn).
Proposition 4.2. The semigroup T HJ := (T (t))t≥0, where u(t, x) = T (t)h(x)
is the unique viscosity solution to (HJ) and where T (t)(−∞) := −∞, is a
strongly continuous max-plus linear semigroup on BUC (Rn) ∪ {−∞}.
Proof. For max additivity of the semigroup we refer to [9, Prop. 1.3.(a)].
Now let u(t, x) = T (t)h(x) be the unique viscosity solution to (HJ), a ∈
Rmax, and
u˜(t, x) := (a⊗ T (t)h) (x) = a+ T (t)h(x) = a+ u(t, x).
Then u˜t = ut and ∇u˜ = ∇u, therefore u˜ solves (HJ) with the initial function
u˜(0, x) = (a⊗ h) (x). By the uniqueness of the viscosity solutions we have
u˜(t, x) = (a⊗ T (t)h) (x) = T (t) (a⊗ h) (x) for all x ∈ Rn,
hence (T (t))t≥0 is also plus homogeneous.
By Proposition 3.8, the max-plus linear semigroup T HJ consists of con-
tractive operators and by Corollary 3.10 its generator is dissipative (compare
with [9, Remark 2.1, Proposition 5.1]).
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4.3 Hamilton-Jacobi-Bellman Semigroup
Consider the following deterministic finite time-horizon optimal control prob-
lem (see [1, 18], or in a more general setting [22]):
maximize
∫ T
0
ℓ(x(s), u(s)) ds+ φ(x(T )) (15a)
such that
x˙(s) =f(x(s), u(s)), x(0) = x (15b)
with x(s) ∈ X, u(s) ∈ U, 0 ≤ s ≤ T. Here the state space X is a subset
of Rn, the set of control values U is a subset of Rm, the time-horizon is
T > 0. The initial condition x ∈ X is given, the control function u(·) is
bounded and Lebesgue-measurable, the map x(·) is absolutely continuous.
We assume that the instantaneous reward ℓ : X × U → R and the dynamics
f : X × U → Rn are sufficiently regular maps, and the terminal reward is a
map φ : X → R ∪ {−∞}.
The so-called value function v associates to any (x, t) ∈ X × [0, T ] the
following supremum
v(x, t) := sup
∫ t
0
ℓ(x(s), u(s)) ds+ φ(x(t)), (16)
where the supremum is taken under the constraint (15b).
According to [18, Theorem I.5.1], the value function v is the solution of the
Hamilton-Jacobi-Bellman partial differential equation:{
−vt +H(x,∇v) = 0, (x, t) ∈ X × (0, T ];
v(x, 0) = φ(x), x ∈ X,
(HJB)
where
H(x, p) = sup
u∈U
(ℓ(x, u) + p · f(x, u)) , (x, p) ∈ X × Rn (17)
for given U ⊂ Rm is the Hamiltonian of the problem. This system is clearly
a special case of the Hamilton-Jacobi equation (HJ).
For a fixed φ ∈ BUC(X), denote the maps
S(T )φ := v(·, T ), (18)
14
that associate to any φ – the terminal reward of (15) – the value function
(16) on horizon T. Since φ is the initial condition and v the solution of
(HJB), T HJB := (S(t))t≥0 is the evolution semigroup of (HJB) (the so-called
Lax-Oleinik semigroup).
Due to [18, Example II.3.1] and [22], the family of maps T HJB forms
a one-parameter strongly continuous semigroup on BUC(X), consisting of
nonlinear and monotone operators. By Proposition 4.2 it is also a max-plus
linear semigroup on BUC(X)∪ {−∞}. This property for the semigroup was
already observed by Maslov [28].
As semigroup T HJ, also T HJB is a contraction semigroup whose generator
is dissipative (see Proposition 3.8 and Corollary 3.10).
Remark 4.3. To the contrary of the general Hamilton-Jacobi equation (HJ),
here the semigroup T HJB = (S(t))t≥0 has an “explicit form”
(S(t)φ) (x) = v(x, t) = sup
∫ t
0
ℓ(x(s), u(s)) ds+ φ(x(t)), (19)
where the supremum is taken under the constraint (15b). If f is locally
Lipschitz in x (i.e., in the first variable), then (15b) has a unique solu-
tion x(·) for each initial data x ∈ X and u(·) ∈ L∞ ([0, T ], U). Hence, the
supremum in (16) or in (19) can be actually taken (for a fixed x ∈ X) in
u(·) ∈ L∞ ([0, T ], U).
Remark 4.4. The generator (A,D(A)) of the semigroup T HJB is actually the
Hamilton-Jacobi-Bellman operator H(x,∇φ), that is
(Aφ)(x) = lim
t→0
1
t
(S(t)φ− φ)(x) = H(x,∇φ) = sup
u∈U
(ℓ(x, u) +∇φ · f(x, u))
D(A) = {φ ∈ BUC(X) : ∇φ ∈ BUC(X)} ,
see [18, II. (3.13)] or [22].
Acknowledgments. The authors thank J.A. Goldstein, R. Nagel and M.
Kandic´ for useful comments. The first and the second author were supported
in part by the Slovenian Research Agency.
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Erratum to: Semigroups of max-plus
linear operators
Boris Andreianov, Marjeta Kramar Fijavzˇ, Aljosˇa Peperko,
Eszter Sikolya
The examples of max-additive and max-plus linear semigroups in the last
section of the paper [6] are given inaccurately. [6, Proposition 4.1] is not
true as stated and [6, Proposition 4.2] does not hold without some additional
assumptions.
In the case of conservation law (CL) studied in [6, Subsec. 4.1], a smaller
set of weak solution should be considered. A function v : [0,∞) → L1(R)
is called an isentropic solution to (CL), if it satisfies the initial condition
v(0) = h and the Kruzˇkov condition (14) from [6] with the equality sign.
We now give the proper formulation of [6, Proposition 4.1] and its proof.
Let
C :={h ∈ L1(R) | (CL) admits an isentropic solution v with v(0) = h}
∪ {−∞}.
Proposition ([6, Proposition 4.1]). The semigroup T CL := (T (t))t≥0, where
u(t, x) = T (t)h(x) is the unique isentropic solution to (CL) and where
T (t)(−∞) := −∞, is a max additive strongly continuous semigroup on C.
Proof. By [5, Theorem 1], T (t)h1⊕T (t)h2 is an isentropic solution to (CL) for
any h1, h2 ∈ C. Moreover, T (t)h1⊕T (t)h2|t=0 = h1⊕h2, hence T (t)h1⊕T (t)h2
is the isentropic solution to (CL) with initial condition h = h1 ⊕ h2 ∈ C. By
uniqueness of the isentropic solutions we obtain T (t)h1⊕T (t)h2 = T (t)(h1⊕
h2).
Remark 1. The isentropic solutions to (CL) often exist only on some limited
time interval. However, our results also hold in this case considering the local
time flows (T (t))t∈[0,T ] defined on
CT := {h ∈ L
1(R) | (CL) admits an isentropic solution v on [0, T ]
with v(0) = h} ∪ {−∞}.
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In the case of Hamilton-Jacobi equation (HJ) considered in [6, Sub-
sec. 4.2] we should specify the choice of the generalized solutions and regu-
larity assumptions. We assume the following for the function f appearing in
the problem (HJ).
1. For every x ∈ Rn, ‖x‖ = 1, there exist the limit limr↓0 rf(x/r).
2. For any (x, r), (x′, r′) ∈ Rn×R+ with ‖x‖
2+r2 ≤ 1 and ‖x′‖2+r′2 ≤ 1,
|rf(x/r)− r′f(x′/r′)| ≤ K
(
‖x− x′‖2 + (r − r′)2
)1/2
,
where K > 0 is some constant.
3. The function f is convex.
In the literature there are many notions for generalized weak solutions to
(HJ): Crandall-Lions’ viscosity solutions, minimax solutions by Subbotin,
Maslov idempotent weak solutions, Kruzˇkov generalized solutions. However,
under our assumptions they all agree, see [7, Sec. 5], and [6, Proposition 4.2]
holds as stated in the paper. For the proof we refer directly to [7, Theorem
3.2] (note that there the min-plus terminology is used, therefore the concavity
instead of convexity of f is assumed).
Remark 2. Stability of solutions of (HJ) (understood in the viscosity sense
of Crandall-Lions) under the ⊕-operation is closely related to the properties
of liminf of a sequence of viscosity solutions of first order Hamilton-Jacobi
equations with convex Hamiltonians, see [2] and [1, Th. 2.1 and 2.3]. The
fact that the maximum of two viscosity solutions is a viscosity sub-solution
is classical, see [3]. Heuristically, the fact that the maximum of two viscosity
solutions is also a viscosity super-solution stems from the semi-concavity
property of viscosity solutions, see [1, p.1125].
Remark 3. We add a reference for yet another proof of the max-linearity of
Hamilton-Jacobi-Bellman semigroup presented in Subsection 4.3. In [4] this
fact is proved using a probabilistic approach.
Acknowledgments. The first author thanks Guy Barles for fruitful discusions.
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