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RESUMEN. Se estudia eI problema de la existencia de soluciones peri6dicas positivas
para sistemas parabolicos generales mediante los teoremas del tipo Kolesov y el es-
quernamonotono. Se considera el caso especial de un modelo de epidemias que incluye
difusion y un modelo de competencia de especies predador-presa.
1. Introducci6n
Un modelo que describe el fen6meno de las epidemias bajo el efecto de la
difusion es el sistema parab6lico de reacci6n-difusi6n dado par
(A)
{
~~ - 'V.(D1(x).'Vu) = -au - c1G(v)u + ql(X)
en
avat - 'V(D2(x).'Vv) = -bv + C2G(V)U + q2(X)
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donde n ~ ~N es un dominio acotado con frontera suave, U , v representan re-
spectivamente la poblaci6n susceptible y la poblaci6n infectada, las constantes
de reacci6n a, b, C1, C2 Y los coeficientes de difusi6n D1, D2 son positivos, los
factores externos ql Y q2 son no-negatives (i = 1,2), y G(v) es la funcional
definida par
G(v)(x, t) = l g(x, s)v(s, t) ds
don de 9 es una funci6n positiva y continua sobre IT x IT [vease [Or], [Pa], [Pi],
[Qd, [Q2]).
Por otra parte, el fen6meno de competencia de especies del tipo Lotka-
Volterra se describe mediante el sistema parab6lico
{ ~; - au = u(a- aIu- a2v) en nx~
(B)
ov v(b- bi v + b2u) nx~--~v= enot
donde ai, bi, a y b son constantes positivas, u, v representan las concentraciones
de la presa y del depredador respectivamente, a es la rata de crecimiento de la
pres a y b la del depredador, y ai, b, (i = 1, 2) son los coeficientes de interacci6n
entre dichas especies (vease [Le], [Ar]).
Los sistemas (A) y (B) se enmarcan dentro de una clase general de sistemas
parab6licos de la forma
(C)
= h(-, -, u, v) en n x ~
, = II(-,-,u, v) en n X ~
donde los operadores diferenciales LI Y L2 son operadores uniformemente para-
b6licos y las funciones (operadores) t. (i = 1,2) tienen propiedades adecuadas
de monotonia.
Los objetivos de este articulo son tres:
(1) Extender el teorema de comparaci6n de Kolesov (vease [Ko]) al caso de
un sistema de dosecuaciones diferenciales parab6licas para demostrar
la existencia de super y subsoluciones peri6dicas no triviales del prob-
lema bajo las condiciones de frontera
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a partir de funciones no necesariamente periodicas.
(2) Demostrar la existencia de soluciones periodicas del problema (D), via
el esquema monotone (supersoluciones y subsoluciones).
(3) Construir super y subsoluciones del problema (D) para garantizar la
existencia de soluciones periodicas del problema, via los teoremas de
extension del tipo de Kolesov (vease [Ko]).
2. Notaciones
En adelante, n sera. un dominio acotado con frontera suave en lRN, a, b ser an
mimeros reales con a < b, y D ::::IT x [a, b]. Para toda funcion u con dominio
D y 0 < a < 1, definimos
Ilull£':::: sup ju( x, t)"
(x,t)ED
H;;(u) ::::
IIull~ ::::IIull£' + H;;(u).
Si H[j(u) < +00, diremos que u E Ccr(D). El conjunto Ccr(D) con la norma
II·II~ es un espacio de Banach. Denotaremos con Cl+cr (D) el conjunto de fun-
ciones u tales que u E Ccr(D) Y UXi E Ccr(D) (1:::; i :::;N). Denotaremos con
C2+cr(D) al conjunto defunciones u tales que u, Ut, UXi' UXiXj E Ccr(D) para 1 :::;
i.i :::;N. Los conjuntos C1+cr(D) y C2+cr(D) son espacios de Banach con las
normas
lIuIW+. = lIuIlP+. + ,~,IIa:,;x;II:- u E C'+·(D).
Diremos que u E C<>(IT x lR)(u E C1+cr(IT x lR), u E C2+<>(IT x lR», si u E
C<>(IT x 1) (u E Cl+<> (IT x 1), u E C2+<>(n x 1) para todo intervalo compacta
I ~ JR(.
Denotaremos con IF al espacio de las funciones f E ccr(IT x lR) tales que
f(x, t + T) :::: f(x, t) (T es un numero positivo fijo). IF es un espacio de
Banach con la norma,
IIflb!' :::: IIfllc<>(!1x[O,T])
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Denotaremos con IE al conjunto de las funciones u E C2+a(O x ~) tales que
u(x, t + T) = u(x, t) Y u(x, t) = 0 para to do (x, t) E on x R IEes un espacio
de Banach con la norma
Con L, L, y L2 denotaremos los operadores uniformemente parabolicos
i = 1,2, y
[
N 02u N OU ]
j~l ajk(x, t) OXjOXk +~ bj(x,t) OXj + c(x, t)u
ennx~,dondec,c(i)~OenOx~ (i=1,2)yajk, aj~, b, bji), c, C(i) Elf
para 1 ~ i. k ~ N e i = 1, 2.




donde c(i) ~ 0 (i = 1, 2) en n y aj~, bji),/c(i) E C(n) para 1 ~ i, k ~ N e l =
1, 2.
3. Teoremas de extension del tipo de Kolesov
Definicion 3.1 (Supersoluciones y subsoluciones). Sean Ui, Ui E CHa(n x
~), T-peri6dicas (i = 1, 2). Diremos que las parejas (Ul, U2) Y (Ul' U2)
son supersoluciones y subsoluciones de (D), respectivamente, si satisfacen las
siguientes desigualdades
L!fUl] - !I(-,-,U,1,U2) ~O en nx~
Ll[ud - !I(-,-,Ul,U2) <0 en nx~
L2[U2] - h( -, -, Ul, U2) >0 en nx~
L2[U2] - h(-,-,ul,u2) ~O en nx~
Ui ~ 'l.ti ~ 0 en nx~
it > 0> u· sobre on xR2 __ I
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Los resultados que vamos a presentar en esta secci6n permiten demostrar la
existencia de supersoluciones y de subsoluciones periodicas del problema (D),
a partir de funciones no necesariamente peri6dicas. Estos resultados son con-
secuencia del siguiente teorema de comparaci6n de Kolesov (vease [Ko]).
Teorema de Kolesov. Sea F : 0 X ~ X ~ ----> ~ una iuncioti suave tal
que F(-,t + T,-) = F(-,t,-) para todo t E ~ y que F(-,-,T) E
CO'(O x R) para T E C2+0'(O x ~). Si existen funciones v, wE C2(O X [0, TIl)
can TI > T tales que
L[v] ~ F( --, -, v) en 0 x [0, TIl,
L[w] :s; F( -, -, w) en 0 X [0, Ttl,
v(x, 0) ~ v(x, T), w(x, 0) :s; w(x, T) sobre 0,
v(x, t) ~ 0 ~ w(x, t) sobre 8n x [0, Ttl,
w(x, 0) :s; v(x, 0) en 0,




en n x ~
tiene par 10 menos una solucion. Mas atin, w :s; u :s; v en 0 x R
En 10 que sigue, Ii :0 x ~ x ~ x ~ ----> ~ (i = 1, 2) seran funciones suaves
tales que:
(1) li(-,t+T,-,-)=Ji(-,t,-,-)(i=1,2) para to do tER
(2) Si T, sElf, entonces Ji( -, -, T, s) Elf (i = 1, 2).
Teorema 3.1. Sean TI > T Y MI Y M2 constantes no-negativas tales que
It(-, -, T, S)+M1T es monotone no-crecienie Y 12(-, -, T,s)+M2s, monotona
no-decreciente, en T y s . Si existen funciones U,U, V en C2+O'(O x [O,Td) y
una constante positive R tales que
LdU] > 11(-' -, U, V) en n x [0, TIl,
LI[U] < It (-, - I U, R) en n x [O,Td,
L2[R] > h(-,-,U,R) en n x [0, TIl,
L2[ V] < h(-,-,fLV) en n x [O,Td,
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u(z , 0) 2: u(x , T) ,
U(x, 0) :::;U(x, 0),
U (x, 0) :::;U (x, T), V (x, 0) :::;V (x, T) con x EO,
V(x, t) :::;R can x E 0, t E [0, TIl,
U(x, t) 2: 02: U(x, t), 02: V(x, t) con (x, t) E 80. x [0,Tl].
entonces existen funciones Ui, ui E JE, i = 1, 2, tales que las parejas (Ul' U2) Y
(U1' U2) son respectivamente supersoluciones y subsoluciones T-peri6dicas del
problema (D).
Demostraci6n. Consideremos las funciones
9l(x,t,r,s) = ft(x,t,r,s)+Mlr
92(X, t, r, s) = h(x, t, r, s) + M2s.
Entonces 91 es monotona no-creciente Y 92, monotona no-decreciente, en r y s.
Sea hI (x, t, r) = 91 (x, t, r, R)-Mlr = II(x, t, r, R). Un calculo sencillo mues-
tra que
En virtud del teorema de cornparacion de Kolesov antes mencionado, existe
U 1 E JE tal que !l :::;U 1 :::;U, y que
Si ahora tomamos h2(x, t, s) = 92(X, t, Ul, s) - M2s, se demuestra de manera
completarnente analoga que existe U2 E JE tal que V :::;U2 :::;R y que
Sea h3(x, t, r) = 9l(X, t, r, u2)-Mlr. De nuevo, el teorema de Kolesov garantiza
que existe Ul E JE tal que U :::;Ul :::; U Y que
Ahora,
LtlUl - ud(x, t) 91 (x, t, Ul, U2) - 91 (x, t, Ul, R) - Ml(Ul - ut}(x, t)
> 9l(X,t'Ul,R) - 9l(X,t'Ul,R) - Ml(Ul - ut}(x,t),
y por el teorema del Valor Medio, exist ira TJentre Ul y Ul tal que
{Ll + [- ;: (-,-,TJ,R) +-ll (Ul -- ud 2: 0 en 0. x (O,Tl).
(91) -Dado que 7)";(-' -, r, - - Ml ::; 0 y Ul - Ul == 0
principio del maximo garantiza entonces que Ul 2: Ul en
pag. 173]).
sobre 80. x R, el
o x ~ (vease [Pw,
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Sea, finalmente, h4(x, t, s) = g2(X, t, Ul, R) - M2s. Entonces
y por 10 tanto, existe U2 E JE tal que V :::;U2 :::; R, que
y adernas, que
Del hecho de que g2( -, -, r, -) es monotona no-decreciente se deduce entonces
que
{L2 + M2}(U2 - U2) 2: 0 en n x (0, Td,
y, puesto que ii2 - U2 == 0 en an x ~, el principio del maximo ga.rantiza que
ii2 2: U2 en n x R
Las parejas (iil, ii2) Y (Ul, U2) son entonces respectivamente super y subsolu-
ciones T-peri6dicas del problema D. 0
Observaci6n. La tecnica utilizada en la anterior dernostr acion se puede adap-
tar al caso en que los Ii (i = 1, 2) sean operadares sobre el espacio IF. En efecto,
sean F; : IF ---+ IF (i = 1,2) operadores continuos y Hi : JR ---+ ~ (i = 1,2)
funciones suaves con las siguientes propiedades:
(i) Si v > 0, entonces Fl(v) < 0, F2(v) > 0
(ii) Si v 2: 1L , entonces Fl(v) :::;Fl(1L), F2(v) 2: F2(1L)
(iii) Si r E JR, entonces Fi(r) : 0 ---+ ~ (i =1,2) y Fl(O) < 0 en O.
(iv) Las funciones Hl yH2 son monotones no-decrecientes y Hi(O) = 0
(i= 1,2).
Se tiene entonces el siguiente teorema para un modele descrito por ecuaciones
parabolicas que generaliza el sistema (A).
Teorema 3.2. Sean Ts > T Y qi E Ca(O) (i = 1,2). Si existen funciones
U,U, V en C2+a(O x [O,Td) y una constante positiva R tales que
t., [U] > Fl(V)Hl(U) + ql en n x [O,Td,
t., [U] < Fl(R)Hl(U) + ql en n x [O,Td,
L2[R] > -bR + F2(R)H2(U) + q2 en n x [O,Td,
L2[V] < -bV + F2(V)H2([l..} + qz en n x [O,Td,
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U(x, 0) < U(x, 0),
JOSE RAUL QUINTERO
U (x, 0) :s U (x, T), V (x, 0) :s V (x, T) con x E IT,
Vex, t) :s R con x E IT, t E [0, TIl,
U(x,t) ~ 0 ~ U(x,t), 0 ~ V(x,t), con (x,t) E 80. x [0, TIl,
entonces existen funciones Ui, u; E IE tales que las parejas (Ul,U2) Y (Ul,U2)
son super y subsoluciones T-peri6dicas del problema D con
!I(-, -, r, s) = Fl(s)Hl(r) + ql( -)
h( -, -, r, s) = -bs + F2(s)H2(r) + q2(-), r, s E CHa(IT x JR.).
La demostr acion se basa en argumentos similares a los usados en la de-







-bs + F2(R)(x)H2(Ul)(X, t) + q2(X),
Fl(U2)(X, t)Hl(r) + ql(X),
-bs + F2(R)(x)H2(Ul)(X, t) + q2(X),






-bU2 + F2(R)H2(ud + q2,
Fl(U2)Hl(ud + ql,
-bU2 + F2(R)H2(ud + qz
Mas aiin, los mismos argumentos anteriores demuestran facilmente que
Nuestro siguiente result ado esta relacionado con el modelo de competencia de
especies del tipo Lotka-Volterra.
Teorema 3.3. Sean Tl > T Y Ml y M2 constantes no-negatives tales que
!I(-,-, r, s)-Ml r es mon6tona no-creciente Yh( -, -, r, s)+M2s2, mon6tona
no-decreciente, en r Y s. Si existen funciones U, U, V en CHa(IT x [0, TIl) Y
una constante positive R que satisfagan las desigualdades del Teorema 3.1,
entonces existen funciones Ui, Ui E IE tales que las parejas (Ul, U2) Y (Ul, U2)
son respectivamente supe Y subsoluciones T-peri6dicas del problema (D).
Demostraci6n. Consideremos las funciones
9l(x,t,r,s) = fl(x,t,r,s) - Mlr
92(X, t, r, s) = hex, t, r, s) + M2s2.
Entonces 91 es monotona no-creciente Y 92 es monotona no-decreciente en r
Y s.
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Como en el Teorema 3.1, existen funciones Ui E IE (i = 1,2) tales que
Il :::;UI :::; U , V :::;U2 :s R y que
En virtud del teorema de existencia de soluciones para el casu lineal (vease
[Sm]), existe UI E IE tal que LIlud = h( -, -, UI, U2). Ahora,
LIluI - ud h(-, -,UI,U2) - fl(-,-,UI,R)
91( -, -, UI, U2) - 91( -, -, UI, R)
> 0,
y ademas, UI - UI == 0 sobre 80. x R Del principia del maximo se deduce
entances que UI 2: UI en IT x lR. (vease [Pw, pag. 173]).
Sea h(x, t, s) = 92(X, t, UI, R) - M2s2 Entonces,
L2 [R](x, t) 2: hex, t, R) y Ld V] (x, t) :s hex, t, V).
Por 10 tanto, existe U2 E IEtal que V :::;U2 :::;R y que
Del hecho de que 92(-, -, 1', -) es mon6tona no-decreciente podemos con-
cluir entonces que
L2[U2 - U2](X, t) 92(X, t, UI, R) - 92(X, t, uI, U2) - M2(U~ - uD(x, t)
> -M2(U2 + U2)(U2 - U2)(X, t).
de donde
y puesto que U2 - U2 == 0 en 80. x lR, el principio del maximo garantiza que
Por 10 tanto, las parejas (UI, U2) Y (UI, U2) son super y subsoluciones T-peri6dicas
del problema (D). 0
Observacion, Un aspecto interesante de los anteriores resultados es que nos
permiten obtener soluciones periodicas a partir de funciones no necesariamente
periodicas. En consecuencia, para este tipo de problemas podemos adoptar
definiciones de supersoluci6n y subsoluci6n menos restrictivas. Por ejemplo, es
suficiente tomar como definicion funciones que satisfagan las hip6tesis de los
teoremas anteriormente demostrados.
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4. Lema preliminar
En el siguiente lema vamos a suponer que las funciones (u operadores) !I y h
satisfacen las condiciones de monotonia de los Teoremas 3.1, 3.2, 3.3.
Lema 4.1 Si Ui , Ui E IE (i = 1,2) con Ui ~ Ui ~ a en n x ~ (i : 1,2) son tales
que:
LI[ud > !I(-, -UI, U2),
LI[UI] < !I(-,-,UI,U2),
L2[U2] > h( -, -, UI, U2),
L2[U2] < h( -, -, UI, U2),
entonces existe una soluci6n (U, v) de (D) con u, v E IE. Ademes a ~ UI ~ U ~
UI Y a ~ U2 ~ V ~ U2 en n x R
Demostraci6n. Supongamos que las Ii satisfacen las hipotesis del Teorema 3.1.
Consideremos el problema adicional
1
Ldu] = gl(-,-'P(U),U(V»
en n x ~
L2[v] = g2(-'-'P(U),U(V»
u, v E IE
donde
u(v) = {
v, U2 ~ V ~ U2
U2, v> U2
U2, v < U2
p(u) = {
U, UI ~ U ~ UI
UI, U > UI
UI, U < UI
Y i; = L, + M, (i = 1,2).
Sea A = {h E IF: h == a sobre on x R] y A = A x A. Si (u, v) E A, definimos
lI(u, v)IIA = max{lIulhl', Ilvlhd· Entonces, (A, II·IIA) es un espacio de Banach.
Por otro lado, los operadores i; :IE ----+ IF son invertibles con inversa continua
Lil : A ----+ IE (i = 1,2). Sea X : A ----+:If dado por
donde i :E' ----+ A es el operador de inclusion (el cual es camp acto ). Ahara,
las condiciones de monotonia de las funciones gi (i = 1,2) y las definiciones de
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p( _) y u( -) garantizan que para todo (u, v) E A,
91(-,-,UI,-):S gl(-,-'P(u),-):s 91(-,-,UI,-)'
92( -, -, -, U2) :s 92( -, -, -, u(v)) :s 92( -, -, -, U2).
En consecuencia, existe RI > 0 tal que
para to do (u, v) EA.
Por otra parte, de [Or, Teorema 0.03], existe una constante k > 0 tal que
para i= 1,2 y to do (u,v) E A,
IIL;1 [g;( -, -, p(u), u(v))] 111+<> :s k119i( -, -, p(u), u(v))IIcXl :S kRI = R.
Entonces
IIL;I(gi(-,-,p(u),u(v))IIJr:s R, (u,v) E A, i = 1,2.
Por 10 tanto, IIX(u, v)ll:A :S R para to do (u, v) EA. Entonces X(BR(O)) ~
BR(O), (BR(O) = {(u, v) E A : II(u, v)ll:A :S R}), dado que el operador X es
compacto, concluimos, via el teorema de punta fijo de Schauder, que existe
(u,v) E A tal que
X(u,v) = (u,v).
Esto es,
Ldu] = 91(-, -, p(u), u(v)),
L2[u] = g2( -, -, p(u), u(v)).
A continuaci6n demostraremos que UI :S u :S UI y que U2 :S v :S U2· Para ello,
observemos en primer lugar que la monotonia de las funci6n 92 garantiza que
L2[u2 - v] 2: g2( -, -, UI, U2) - 92( -, -, p(u), u(v)) 2: 0 en n x R
y que
Ademas, U2 - v := v - u2 := 0 sobre 8n x ~. Del principio del maximo y de los
hechos anteriores se deduce entonces que
U2 2: v 2: U2 en n x R
Para demostrar que u :S iiI en n x ~ razonaremos por reducci6n al absurdo.
Supongamos que existe un punta (xo,to) E n x (-T,T) tal que u(xo,to) >
iiI (xo, to), Y sea no el conjunto definido por
no = {(x, t) En x (-T, T) : u(x, t) - UI(X, t) > O} :F 0.
De la continuidad de la funci6n u - iiI se deduce que no es un abierto y que
u - iiI := 0 sobre 8no. Sea C una componente conexa de no que contiene a
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(xo, to). Entonces ae ~ ano. Mas aun, U - Ul == 0 sobre ae. De la definicion
de e y del hecho de que la fun cion gl es rnonotona no-creciente se obtiene que
Ldul - u] = gl(-,-,Ul,U2) - gl(-,-'P(u),O"(v))
= gl( -, -, Ul, U2) - gl( -, -, Ul, O"(v))
(p(u) = Ul, pues U > Ul en e)
2:0
y del principio del Maximo, que Ul 2: U en e ~no' Esta contradiccion demues-
tra que Ul 2: U en 0. x lR. Utilizando un argumento similar se demuestra que
Ul ~ U en 0. x JR. Por 10 tanto,
Ul ~ U ~ Ul en IT x JR.
En conclusion, p( u) = U Y 0"( v) = v, asi que la pareja (u, v) con u, v E IE es
una solucion T-periodica del problema (D) tal que
Ul ~ U ~ Ul Y U2 < V ~ U2 en 0. x JR.
Si It y h satisfacen las condiciones de monotonia del Teorema 3.3, utilizando




en 0. x JR
L2[V] - h(-,-,p(u),O"(v)).
Un nuevo argumento por contradiccion permite entonces concluir que p( u) = u
Y O"(v) = v. En consecuencia, la pareja (u,v) es una solucion T-periodica del
problema (D) tal que
Ul ~ U ~ Ul Y U2 ~ V ~ U2 en 0. x JR.
Cuando
It(-, -, r, s) = Fl(s)Hl(r) + ql(-) Y
h( -, -, r, s) = -bs + F2(s)H2(r) + q2( -), r, s E e2+Q(IT x R),
el result ado se obtiene directamente de los argument os anteriores. En este caso
gl == It Y M2 = b. 0
Observaci6n. El anterior lema sigue siendo valido si suponemos que
It(-, -, r, s) = Fl(s)Hl(r) + ql( -) y
h( -, -, r, s) = -bs + F2(s)H2(r) + q2( -), r, s E e2+Q(IT x JR)
donde Hi (i = 1,2) son operadores de IF en si mismo con las siguientes
propiedades:
(i) Si v 2: 0, entonces Hi(v) 2: 0 (i = 1,2).
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(ii) Si V ~ 11., entonces Hi(V) ~ Hi(yJ (i = 1,2).
Mas aiin, el resultado tambien vale si H1 Y H2 son combinaciones de ambos.
Es decir, H1 podria ser una funci6n Y H2 podria ser un operador, 0 viceversa.
En cualquiera de estos casos la demostraci6n es la misma.
5. Teoremas de Existencia
Los resultados anteriores muestran la conveniencia de construir super y sub-
soluciones T-peri6dicas para establecer la existencia de soluciones del problema
(D).
5.1. Modelo de Epidemias. Sean
11(-, -, r, s) = F1(s)H1(r) + ql( -),
h( -, -, r, s) = -bs + F2(s)H2(r) + q2( -), r, s E C2+Ct(O x JR),
donde b > 0 Y qi E CCt(O). Supongamos que existe un mimero real positvo
M tal que SUPtElil H~ ~ M.
(a) Caso ql > 0 y q2 > O.
Sean a> 0, k > 0 Y qz E CCt(O) con q2 > 0 en 0, dados. Esc6janse b > 0
Y ql E CCt(O) con ql > 0 en 0 (i = 1,2) tales que
-F1(0)H1(a) - ql
kb - F2(k)H2(a) - q2
> 0,
> o.
Sean Ai Y <I>i (i = 1,2) los primeros valores propios positivos y las primeras
funciones propias positivas de los problemas
{ Ld<I»- F1(k)<I> = A<I> en 0 x R(V.P.l) <I> >0 enO x R.<I> E IE,
y
{ L2[<I» + b<I> = A<I> en 0 x R(V.P.2) <I> >0 en 0 x JR.<I> E JE.
(vease [La, Teorema 1)).
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Elijanse mirneros positives Ql Y Q2 tales que
Y definanse las funciones
Ul == a, U2 == k , Ui = Qi<I>i (i = 1,2).
Bajo las anteriores condiciones se puede verificar que las parejas (Ul, U2) Y
(Ul,U2) son respectivamente super y subsoluciones de (D). Mas aiin,
Ul 2: Ul 2: 0, U2 2: U2 2: ° en n x JR,
Ui 2: 0, Uj == ° sobre an x R
En realidad hemos demostrado el siguiente resultado,
Teorema 5.1. Sean a > 0, k > ° y qz E CO(n) con q2 > ° en n. Si
b> ° Y ql E CO(n) con ql > ° en n (i = 1,2) son tales que
-Fl(O)HlCa) - ql 2: 0,
kb - F2(k)H2(a) - q2 2: 0,
entonces el problema
1
Ldu] = Fl(v)Hl(u) + ql(X)
L2[v] = -bv + F2(v)H2(u) + q2(X)
u> 0, v> °
en n x JR
en n x JR
tiene al menos una solucioti (u, v) con u, v E IE tales que Ql <}'II ::; U ::; ii y
Q
2
<I>2 ::; V ::; k en n x JR, donde <I>j (i = 1,2) denota la primera funci6n
propia del problema (VP.i).
Dado que las super y subsoluciones pertenecen al espacio IE, no es necesario
en este caso utilizar el Teorema 3.2. La demostraci6n se obtiene directamente
a partir del Lema 4.1.
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(b) Caso ql > 0 y q2 == O.
En este caso consideraremos el problema (D) para la clase de operadores
uniformemente parabolicos dados par
a -
L, = at - Li (i = 1,2),
donde Ii es un operadar uniformemente eliptico en r2 (Secci6n 2).
Sea k > 0 una constante fija. Sean>. y <I>, respectivamente, el primer valor
propio positivo y la primera funci6n propia positiva del problema elfptico
{
-Id<I>] - Fl(k)<I> = >.<I> en Q.,
(V.P.E) <I> > 0 en Q,
<I> == 0 en Q.
Sean ql > 0 en r2 y a> 1, y esc6jase un mirnero real p> 0 tal que
aql ~ 2peaTI (>.+ Fl(k))II<I>lloo
ql ~ 2peaT11lcfilioo
ql ~ peaTI (>.+ a - Fl(k)M)II<I>lIoo.
Sea Ui E lE la solucion del problema lineal parab6lico
{ {%t - t;} [U] = aql, en Q x ~,U > 0, en Q x~.
[vease [Sm]), y sea b > 0 tal que kb - F2(k)H2(IIUllloo) ~ O.
Sean ahara Ul == Ui , Ul == peat<I>, U2 == 0, U2 == k. Como en el caso anterior,
se puede verificar que las parejas (Ul, U2) y (Ul, U2) son super y subsoluciones
respectivas de (D). Por 10 tanto,
Teorema 5.2. Si k > 0 Y ql E Ca(r2) con ql > 0 en n ,y si b > 0 es tal qUE
entonces el problema
{:t - £1 }[U] = F1(v)Hl(u) + ql(X)
{:t - £2 }[v] = -bv + F2(v)H2(u)
en Q x ~
U> 0, v>o en Q x ~
tiene al menos una soluci6n (u, v) con u, v E lE tales que peat <I>~ U ~ U 1 Y
o ~ v ~ k en Q x ~, donde <I>denota la primera funci6n propia del problema
(V.P.E).
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Demostracion. Consecuencia inmediata del Teorema 3.2 y del Lema 4.1.
Observaciones.
(1) El anterior teorema de existencia tiene aplicaciones inmediatas a la
teoria de las epidemias. En efecto, el modelo matematico que describe
el fenomeno de epidemias bajo condiciones especiales viene dado por
el sistema de dos ecuaciones de Reaccion-Difusion,
en n x ~
L2[v] = -bv + C2G(V)U + Q2(X)
~ 8
donde L, 8t - \7 . (Di(x)\7) (i = 1,2), u(x, t) = u, vex, t) = v
represent an respectivamente la poblacion susceptible y la poblacion
infect ada, D, (x) == D, (i = 1,2) son los coeficientes de difusion, a, b, c, d
son las constantes de reaccion y qj (i = 1,2) son posibles factores
externos. La funcional G( v) est a definida por
G(v)(x, t) = in g(x, s)v(s, t)ds




Por 10 tanto, el caso a) anterior es una generalizacion del estudiado por
el autor en [Q1]. El caso b), sin embargo, no fue considerado en [Q1].
El Teorema de Existencia 5.1 sigue siendo valido si suponemos que Hi
es una funcion que satisface las condiciones de monotonia del Teorema
3.2 y H 2 (i = 1,2) es un operador de IF en si mismo que satisface las
propiedades de monotonia consideradas en la observacion siguiente al
Lema 4.1.
En este caso la demostracion es consecuencia del principio de induccion
y del Lema 4.1. En este sentido, el resultado que se obtiene generaliza
los resultados obtenidos por el autor en [Q1] y [Q2].
5.2. Modelo de competencia de especies. Supongamos que
h(-,-,r,s) = r{a-air-a2s} y
f2(-,-,r,s) = s{b-bis+b2r},
donde a,b,al,a2,bi,b2 son mimeros reales positivos. Sean A, y <I>j (i = 1,2)
los primeros valores propios positivos y las primeras funciones propias positivas
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en 0 x R
en 0 x JR.
[vease [La, Teorema 1]).
Sean b2, R Y R mimeros reaIes positivos dados y supongamos que a> Al
y b > A2' Escojamos mirneros positivos aI, a2, Y bl tales que
alR > a,
a - Al > a2R,
bdl > b+ b2R.
Sea a> 0 talquea-AI>a2R+ayseankl y k2 numeros reales tales que
aleOlT1kl "<I>III~d < a - Al - a - a2R,
klll<I>lll~d < R,
k211<I>2,,~d < R,
bl k211<I>211~d < b - A2.
Sean finaImente
Es facil verificar que bajo las condiciones dadas, las parejas (Ul, U2) Y (Ul' U2)
son super y subsoluciones respectivas de (D). Mas aiin,
Ul ~ Ul ~ 0, U2 ~ U2 ~ 0 en 0 x JR
u; ~ 0, U; == 0 sobre 80 x JR.
En consecuencia,
Teorema 5.3. Si a > Al y b > A2 , donde A; (i = 1,2) es el primer valor I?ropio
positivo del problema parab6lico periodico (V.P.P.i) ,si b2 > 0, R > 0 y R > 0
son mirneros reales dados, y si al, a2, Y bl son mimeros reales tales que
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entonces el problema
en n x lR
en n x lR
tiene al menos una soluci6n T-peri6dica (u, v), can u, v E lE, tales que k1 e-al<I>l
~ U ~ R y k2<I>2 ~ V ~ R en n x lR, donde e, (i = 1,2) denota la primera
funci6n propia del problema (V.P.P.i).
Demostraci6n. Se sigue del Teorema 3.3 y del Lema 4.1.
Observaci6n. En este caso es posible escoger las funciones Uj,Uj (i = 1,2)
en el espacio E.
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