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Abstract: For the ANOVA model, we propose a new g-prior based Bayes
factor without integral representation, with reasonable model selection con-
sistency for any asymptotic situations (either number of levels of the factor
and/or number of replication in each level goes to infinity). Exact ana-
lytic calculation of the marginal density under a special choice of the priors
enables such a Bayes factor.
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1. Introduction
In this paper, we consider Bayesian model selection for ANOVA model. We
start with one-way ANOVA with two possible models. In one model, all random
variables have the same mean. In the other model, there are some levels and
random variables in each level have different means. Formally, the independent
observations yij (i = 1, . . . , p, j = 1, . . . , ri, n =
∑p
i=1 ri) are assumed to arise
from the linear model:
yij = µ+ αi + ǫij , ǫij ∼ N(0, σ2) (1.1)
where µ, αi (i = 1, . . . , p) and σ
2 are unknown. Clearly two models described
above are written as follows:
M1 : αi = 0 for all 1 ≤ i ≤ p, vs MA+1 : αi 6= 0 for some i. (1.2)
Model selection, which refers to using the data in order to decide on the plau-
sibility of two or more competing models, is a common problem in modern
statistical science. A natural Bayesian approach is by Bayes factor (ratio of
marginal densities of two models), which is a function of the posterior model
probabilities (Kass and Raftery (1995)).
From a theoretical viewpoint, one of the most important topic on Bayesian
model selection is consistency. Consistency means that the true model will be
chosen if enough data are observed, assuming that one of the competing models
is true. It is well-known that BIC by Schwarz (1978) is consistent under fixed
number of parameters. In our situation, when p is fixed and
r¯ =
n
p
=
∑p
i=1 ri
p
→∞, (1.3)
1
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the BIC is consistent.
As a high-dimensional problem of statistical inference, the consistency in
the case where p → ∞ in one-way ANOVA setup, has been addressed by
Stone (1979) and Berger, Ghosh and Mukhopadhyay (2003). In the following,
let “CASE I” and “CASE II” denote the cases where
I. n→∞, p→∞ and r¯ is bounded,
II. n→∞, p→∞ and r¯ →∞,
respectively. When σ2 is known and CASE I is assumed, Stone (1979) showed
that BIC chooses the null model M1 with probability 1 (that is, BIC is not
consistent under MA+1). This is reasonable because BIC is originally derived
by the Laplace approximation under fixed number of parameters. In the same
situation as Stone (1979), Berger, Ghosh and Mukhopadhyay (2003) proposed a
Bayesian criterion called GBIC, which is derived by the Laplace approximation
under CASE I. Then they showed that GBIC has model selection consistency
under CASE I.
Recently Moreno, Giro´n and Casella (2010) showed that under CASE II with
p = O(nb) for 0 < b < 1 or equivalently p = O({r¯}b/(1−b)), BIC is consistent. By
considering b very close to 1, BIC seems to have consistency under CASE II even
if r¯ approaches infinity much slower than p. As in Theorem 3.1, however, we
show that this is not so but the consistency of BIC under CASE II depends on
how quick r¯ goes to infinity compared to p. As far as we know, this inconsistency
of BIC has not yet been reported in the literature.
As an alternative to BIC, following Zellner (1986); Liang et al. (2008); Maruyama and George
(2011), we will propose a new g-prior based Bayes factor with consistency under
CASE II, which is given by
BFF(A+1):1 =
Γ(p/2)Γ({n− p}/2)
Γ(1/2)Γ({n− 1}/2)
(
1 +
WH
WE
)(n−p−1)/2
, (1.4)
where
WH =
∑
i
ri(y¯i· − y¯··)2, WE =
∑
ij
(yij − y¯i·)2,
y¯i· =
∑
j yij
ri
, y¯·· =
∑
ij yij∑
i ri
.
As shown in Theorem 3.1, BFF(A+1):1 is consistent under CASE II even if r¯
approaches infinity much slower than p.
Under CASE I where BIC is not consistent, the consistency of BFF(A+1):1 is
shown to depend on a kind of distance between MA+1 and M1, which is
cA =
∑
ij(E[yij ]− E[y¯··])2
nσ2
. (1.5)
Naturally cA = 0 under M1 and cA > 0 under MA+1. In Theorem 3.1, under
CASE I with a positive small cA, we show that BF
F
(A+1):1 chooses M1 with
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probability 1. Actually such an inconsistency result has been already reported
by Moreno, Giro´n and Casella (2010). In Remark 3.1, we demonstrate that the
existence of inconsistency region for small cA and large p is reasonable from the
prediction point of view.
The rest of the paper is organized as follows. In Section 2, we re-parameterize
the ANOVA model given by (1.1) as a linear regression model and give priors for
the regression model. Then we derive marginal densities under M1 and MA+1
and eventually the Bayes factor given by (1.4), as the ratio of the marginal
densities. In Section 3, we show that the Bayes factor has a reasonable model
selection consistency for any asymptotic situation. In Section 4, the results de-
rived in Sections 2 and 3 are extended to two-way ANOVA model. The Appendix
presents some of the more technical proofs.
2. A Bayes factor for one-way ANOVA
2.1. re-parameterized ANOVA
Let α = (α1, . . . , αp)
′,
y = (y11, . . . , y1r1 , y21, . . . , y2r2 , . . . , yp1, . . . , yprp)
′,
ǫ = (ǫ11, . . . , ǫ1r1 , ǫ21, . . . , ǫ2r2 , . . . , ǫp1, . . . , ǫprp)
′.
Further let an n× p matrix XA = (xij) satisfy
xij =
{
1 if
∑j−1
k=1 rk + 1 ≤ i ≤
∑j
k=1 rk,
0 otherwise.
(2.1)
Then the linear model given by (1.1) is written as
y = µ1n +XAα+ ǫ = θ11n + X˜Aα+ ǫ
where θ1 = µ+ r
′α/n with r = (r1, . . . , rp)
′ and
X˜A =XA − 1nr
′
n
which is the centered matrix of XA. The matrix X˜A is written as
(
r1︷ ︸︸ ︷
ν1, . . . ,ν1,
r2︷ ︸︸ ︷
ν2, . . . ,ν2, . . . . . .
rp︷ ︸︸ ︷
νp, . . . ,νp)
′ (2.2)
where νi = ei − n−1r with ei = (0, . . . , 0, 1, 0, . . . , 0)′. The n× p matrix X˜A is
not full rank but rank X˜A = p− 1 since {ν1, . . . ,νp−1} is linearly independent
and
∑p
i=1 riνi = 0. For identifiability of α, the linear restriction
ν ′0α = 0 (2.3)
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is assumed such that {ν0,ν1, . . . ,νp−1} is linearly independent. Typically 1p or
r are chosen as ν0. We will see that any linear restriction does not affect our
result.
Let the singular value decomposition of X˜A with rank p− 1 be
X˜A = UADAW
′
A,
whereUA andWA are n×(p−1) and p×(p−1) orthogonal matrices, respectively.
Then the one-way ANOVA is re-parameterized as the linear regression model
y = θ11n +UAθA + ǫ (2.4)
where
θA =DAW
′
Aα ∈ Rp−1. (2.5)
Under the restriction ν ′0α = 0, θA = 0p−1 is equivalent to α = 0p because the
p× p matrix (WADA,ν0)′ is non-singular and(
DAW
′
A
ν ′0
)
α =
(
θA
0
)
. (2.6)
Hence, under (2.4), two models described in (1.2) are written asM1: θA = 0p−1
and MA+1: θA 6= 0p−1.
2.2. Priors and the Bayes factor
In Bayesian model selection, the specification of priors are needed on the models
and parameters in each model. For the former, let Pr(M1) = Pr(MA+1) = 1/2
as usual. For the latter, at moment, we write joint prior densities as p(θ1, σ
2)
for M1 and p(θ1, θA, σ2) for MA+1. From the Bayes theorem, MA+1 is chosen
when Pr(MA+1|y) > 1/2 where
Pr(MA+1|y) =
BF(A+1):1
1 + BF(A+1):1
and BF(A+1):1 is the Bayes factor given by
BF(A+1):1 = mA+1(y)/m1(y). (2.7)
In other words,MA+1 is chosen if and only if BF(A+1):1 > 1. In (2.7), mγ(y) is
the marginal density under Mγ for γ = 1, A+ 1 as follows:
m1(y) =
∫∫
p(y|θ1, σ2)p(θ1, σ2)dθ1dσ2
mA+1(y) =
∫∫∫
p(y|θ1, θA, σ2)p(θ1, θA, σ2)dθ1dθAdσ2,
where p(y|θ1, σ2) and p(y|θ1, θA, σ2) are sampling densities of y underM1 and
MA+1, respectively.
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In this paper, we use the following joint prior density
p(θ1, σ
2) = p(θ1)p(σ
2) = 1× σ−2 (2.8)
for M1 and
p(θ1, θA, σ
2) = p(θ1)p(σ
2)p(θA|σ2) = 1
σ2
∫ ∞
0
p(θA|g, σ2)p(g)dg (2.9)
for MA+1. Note that p(θ1)p(σ2) = σ−2 in both (2.8) and (2.9) is a popular
non-informative prior. It is clear that θ1 and σ
2 are location-scale parameters,
and the improper prior for them is the right-Haar prior from the location-
scale invariance group. These are reasons why the use of these improper priors
for θ1 and σ
2 is formally justified. See Berger, Pericchi and Varshavsky (1998);
Berger, Bernardo and Sun (2009) for details.
As p(θA|g, σ2), we use so-called Zellner’s (1986) g-prior
p(θA|σ2, g) = Np−1(0, gσ2(U ′AUA)−1) = Np−1(0, gσ2Ip−1). (2.10)
As the prior of g, following Maruyama and George (2011), we use Pearson Type
VI distribution with the density
p(g) =
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
=
g(n−p)/2−a−2(1 + g)−(n−p)/2
B(a+ 1, (n− p)/2− a− 1) (2.11)
where −1 < a < (n− p)/2− 1 and
b = (n− p)/2− a− 2. (2.12)
Remark 2.1. For the choice of a, my recommendation is a = −1/2. We will
describe it briefly. The asymptotic behavior of p(g) given by (2.11), for suffi-
ciently large g, is proportional to g−a−2. From the Tauberian Theorem, which
is well-known for describing the asymptotic behavior of the Laplace transform,
we have
p(θA|σ2) =
∫ ∞
0
p(θA|σ2, g)p(g)dg ≈ (σ2)a+1‖θA‖−(p+2a+1), (2.13)
for sufficiently large θA ∈ Rp−1, a > −1 and b > −1. Hence the asymptotic tail
behavior of p(θA|σ2) for a = −1/2 is multivariate Cauchy, ‖θA‖−(p−1)−1, which
has been recommended by Zellner and Siow (1980) and others in objective Bayes
context.
Before we proceed to give the Bayes factor with respect to priors described
above, we review statistical inference in ANOVA from frequentist point of view.
The key decomposition is given by
WT = ‖y − y¯··1n‖2 =
∑
ij(yij − y¯··)2
= ‖UAU ′A{y − y¯··1n}‖2 + ‖(I −UAU ′A){y − y¯··1n}‖2
=
∑
iri(y¯i· − y¯··)2 +
∑
ij(yij − y¯i·)2
=WH +WE ,
(2.14)
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where WH and WE are independent and
WH
σ2
∼ χ2p−1
[‖θA‖2/σ2] , WE
σ2
∼ χ2n−p.
In (2.14), WT , WH and WE are called “total sum of squares”, “between group
sum of squares” and “within group sum of squares”, respectively. The hypothesis
H0 : α = 0p (or θA = 0p−1) is rejected if WH/WE is relatively larger.
In the theorem below, the Bayes factor under our priors is an increasing
function of WH/WE , which is reasonable from frequentist point of view, too.
Theorem 2.1. Under priors given by (2.8) under M1 and by (2.9) with (2.10)
and (2.11) under MA+1, the Bayes factor is given by
mA+1(y)
m1(y)
=
Γ(p/2 + a+ 1/2)Γ((n− p)/2)
Γ(a+ 1)Γ({n− 1}/2)
(
1 +
WH
WE
)(n−p−2)/2−a
.
Proof. See Appendix.
By Remark 2.1 and Theorem 2.1, the Bayes factor which we recommend is
written as
BFF(A+1):1 =
mA+1(y)
m1(y)
=
Γ(p/2)Γ({n− p}/2)
Γ(1/2)Γ({n− 1}/2)
(
1 +
WH
WE
)(n−p−1)/2
, (2.15)
where the subscript F means “Fully Bayes”.
3. Model selection consistency
In this section, we consider the model selection consistency as n =
∑
i ri →∞.
Generally, the posterior consistency for model choice is defined as
plim
n→∞
Pr(Mγ |y) = 1 or plim
n→∞
BFγ′:γ = 0 (3.1)
when Mγ is the true model and Mγ′ is not. Here plim denotes convergence in
probability and the probability distribution in (3.1) is the sampling distribution
under the true model Mγ . We will show that BFF(A+1):1 given by (2.15) has a
reasonable model selection consistency. As a natural competitor of BFF(A+1):1,
the BIC based Bayes factor,
BFBIC(A+1):1 =
(
1 +
WH
WE
)n/2
n−(p−1)/2,
is considered.
As remarked in Section 1, the consistency depends on cA given by (1.5) or
equivalently ‖θA‖2/(nσ2). Let
c˜A = lim
n→∞
cA = lim
n→∞
‖θA‖2
nσ2
. (3.2)
Then we have a following result.
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Theorem 3.1. I. Assume r¯ →∞ and p is fixed.
(a) BFF(A+1):1 and BF
BIC
(A+1):1 are consistent whichever the true model is.
II. Assume p→∞.
(a) BFF(A+1):1 and BF
BIC
(A+1):1 are consistent under M1.
(b) Assume r¯ is fixed under MA+1.
i. BFF(A+1):1 is consistent (inconsistent) if c˜A > (<)h(r¯) where
h(r) = r1/(r−1) − 1. (3.3)
ii. BFBIC(A+1):1 is inconsistent.
(c) Assume r¯ →∞ under MA+1.
i. BFF(A+1):1 is consistent.
ii. BFBIC(A+1):1 is consistent (inconsistent) if p → ∞ slower (faster)
than (e{1 + c˜A}r¯)/r¯.
Note: h(r) is a convex decreasing function in r which satisfies h(2) = 1,
h(5)
.
= 0.5, h(10)
.
= 0.29, and h(∞) = 0.
Proof. See Appendix.
Note: After Maruyama (2009), the first version of this paper, where the bal-
anced ANOVA was treated only (that is, ri ≡ r is assumed), Wang and Sun
(2012) extended consistency results of Maruyama (2009) to unbalanced case
while the proof itself essentially follows from Maruyama (2009).
Remark 3.1. We give some remarks on inconsistency shown in Theorem 3.1.
I. As shown in II(b)ii of Theorem 3.1, BIC always choosesM1 when p→∞
and r¯ is fixed, even if c˜A is very large. This is interpreted as unknown
variance version of Stone’s (1979).
II. As seen in II(b)i of Theorem 3.1, BFF(A+1):1 has an inconsistency region.
Actually existing such an inconsistency region has been also reported by
Moreno, Giro´n and Casella (2010). They proposed intrinsic Bayes factor
for normal regression model and their upper-bound of inconsistency region
for one-way balanced ANOVA is given by
r − 1
(r + 1)(r−1)/r − 1 − 1
which is slightly smaller than h(r) given by (3.3).
III. The existence of inconsistency region for small cA and large p is quite rea-
sonable from the following reason. Assume new independent observations
zij (i = 1, . . . , p, j = 1, . . . , ri) from the same model as yij . Then the
difference of scaled mean squared prediction errors of y¯i· and y¯·· is given
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by
∆[y¯··; y¯i·] =
Ey,z
[∑
i,j(zij − y¯··)2
]
nσ2
−
Ey,z
[∑
i,j(zij − y¯i·)2
]
nσ2
= cA − p− 1
n
for any p and r. First assume that M1 is true. We see that
∆[y¯··; y¯i·] = −(p− 1)/n < 0,
which is reasonable. Then assume that MA+1 is true. When r¯ → ∞ and
p is fixed,
lim
r¯→∞
∆[y¯··; y¯i·] = c˜A > 0,
which is reasonable. On the other hand, if p→∞ and r¯ is fixed,
lim
p→∞
∆[y¯··; y¯i·] = c˜A − 1/r¯.
Hence when c˜A < 1/r¯, ∆[y¯··; y¯i·] is negative even if MA+1 is true. There-
fore, from the prediction point of view, the existence of inconsistency re-
gion for small cA and large p is reasonable.
Table 1 shows frequency of choice of the true model in some cases in numerical
experiment where he balanced case r1 = · · · = rp is considered. We see that it
clearly guarantees the validity of Theorem 3.1.
4. two-way ANOVA
4.1. re-parameterized two-way ANOVA
In this section, we extend the results in Sections 2 and 3 to two-way ANOVA
model. We have n independent normal random variables yijk (i = 1, . . . , p, j =
1, . . . , q, k = 1, . . . , rij , n =
∑
i,j rij) where
yijk = µ+ αi + βj + γij + ǫijk, ǫijk ∼ N(0, σ2). (4.1)
In the following, for simplicity as in Christensen (2011), we assume that rij is
given by
rij =
n
pq
νiξj (4.2)
where νi for i = 1, . . . , p and ξj for j = 1, . . . , q satisfy
p∑
i=1
νi = p,
q∑
j=1
ξj = q
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Table 1
Frequency of choice of the true model
p\r 2 5 10 50 100 2 5 10 50 100
under M1 c = 0.1 under MA+1
FB 2 0.77 0.89 0.94 0.98 0.98 0.28 0.26 0.30 0.80 0.97
5 0.93 0.99 1.00 1.00 1.00 0.19 0.09 0.15 0.78 1.00
10 0.93 0.99 1.00 1.00 1.00 0.08 0.03 0.04 0.79 1.00
50 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.91 1.00
100 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.97 1.00
BIC 2 0.53 0.79 0.91 0.97 0.97 0.52 0.37 0.39 0.83 0.98
5 0.75 0.97 0.99 1.00 1.00 0.33 0.10 0.12 0.71 0.99
10 0.94 1.00 1.00 1.00 1.00 0.07 0.01 0.01 0.50 0.99
50 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.99
100 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00 0.99
c = 0.5 under MA+1 c = 1 under MA+1
FB 2 0.48 0.66 0.86 1.00 1.00 0.68 0.88 1.00 1.00 1.00
5 0.39 0.59 0.90 1.00 1.00 0.59 0.93 1.00 1.00 1.00
10 0.29 0.56 0.95 1.00 1.00 0.59 0.97 1.00 1.00 1.00
50 0.07 0.55 1.00 1.00 1.00 0.52 1.00 1.00 1.00 1.00
100 0.03 0.55 1.00 1.00 1.00 0.54 1.00 1.00 1.00 1.00
BIC 2 0.74 0.79 0.92 1.00 1.00 0.87 0.95 1.00 1.00 1.00
5 0.57 0.61 0.88 1.00 1.00 0.79 0.94 1.00 1.00 1.00
10 0.26 0.29 0.78 1.00 1.00 0.56 0.87 1.00 1.00 1.00
50 0.00 0.00 0.03 1.00 1.00 0.00 0.03 1.00 1.00 1.00
100 0.00 0.00 0.00 1.00 1.00 0.00 0.00 1.00 1.00 1.00
c = 2 under MA+1 c = 5 under MA+1
FB 2 0.85 0.99 1.00 1.00 1.00 0.98 1.00 1.00 1.00 1.00
5 0.87 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
BIC 2 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
5 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
50 0.02 1.00 1.00 1.00 1.00 0.89 1.00 1.00 1.00 1.00
100 0.00 0.92 1.00 1.00 1.00 0.18 1.00 1.00 1.00 1.00
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and that {n/(pq)}νiξj for any (i, j) is a positive integer. Therefore we allow
some kinds of unbalanced design as well as balanced design, rij ≡ n/(pq) for
any (i, j).
Let
y = ({y111, . . . , y11r11}, {y121, . . . , y12r12}, . . . , {ypq1, . . . , ypqrpq})′,
ǫ = ({ǫ111, . . . , ǫ11r11}, {ǫ121, . . . , ǫ12r12}, . . . , {ǫpq1, . . . , ǫpqrpq})′,
α = (α1, . . . , αp)
′, β = (β1, . . . , βq)
′ and
γ = ({γ11, . . . , γ1q}, {γ21, . . . , γ2q}, . . . , {γp1, . . . , γpq})′.
The n× (p+ q + pq) design matrix is given by
(XA,XB,XAB) ,
where the n × p matrix XA = (xAti), the n × q matrix XB = (X ′B1, . . . ,X ′Bp)′
with an (
∑q
j=1 rij) × q matrix XBi = (xBitj ), the n × pq matrix XAB = (xABtm )
satisfy
xAti =
{
1 if
∑i−1
m=1
∑q
l=1 rml + 1 ≤ t ≤
∑i
m=1
∑q
l=1 rml,
0 otherwise,
xBitj =
{
1 if
∑j−1
m=1 rim + 1 ≤ t ≤
∑j
m=1 rim,
0 otherwise,
and
xABtm =
{
1 if
∑
s<m ri(s)j(s) + 1 ≤ t ≤
∑
s≤m ri(s)j(s) ,
0 otherwise,
where i(s) and j(s) are the unique integer solution of s = (i − 1)q + j where
i = 1, . . . , p and j = 1, . . . , q, respectively. Then the linear model of (4.1) is
written as
y = µ1n +XAα+XBβ +XABγ + ǫ, ǫ ∼ Nn(0n, σ2In). (4.3)
Note that {µ,α,β,γ} do not have identifiability since
1n =XA1p =XB1q =XAB1pq,
XAei =XAB(0q, . . . ,0q,1q,0q, . . . ,0q), for i = 1, . . . , p,
XBej =XAB(e
′
j , . . . , e
′
j)
′, for j = 1, . . . , q.
(4.4)
So we will re-parameterize the model (4.3) as a linear regression model with
non-constrained parameters.
The expectation E[y] is re-written as
µ1n +XAα+XBβ +XABγ
= θ1(µ,α,β,γ)1n + X˜Aα+ X˜Bβ + X˜ABγ
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where
θ1(µ,α,β,γ) = µ+
ν ′α
p
+
ξ′β
q
+
(r11, . . . , rpq)
′γ
n
and X˜A, X˜B, X˜AB are the centered matrices. As explained in Christensen
(2011), under the condition (4.2) on rij including the balanced design, X˜A and
X˜B are orthogonal, that is, X˜
′
AX˜B is the zero matrix.
Let the singular value decomposition of X˜A, X˜B and (In − UAU ′A)(In −
UBU
′
B)X˜AB be
X˜A = UADAW
′
A, X˜B = UBDBW
′
B,
(In −UAU ′A)(In −UBU ′B)X˜AB
= UAB\(A+B)DAB\(A+B)W
′
AB\(A+B),
(4.5)
where the rank of X˜A, X˜B and (In−UAU ′A)(In−UBU ′B)X˜AB are p− 1, q− 1
and (p− 1)(q − 1), respectively. Then
E[y] = θ1(µ,α,β,γ)1n + X˜Aα+UAU
′
AXABγ
+ X˜Bβ +UBU
′
BXABγ + (In −UAU ′A −UBU ′B)X˜ABγ
= θ1(µ,α,β,γ)1n +UA {DAW ′Aα+U ′AXABγ}
+UB {DBW ′Bβ +U ′BXABγ}+ (In −UAU ′A −UBU ′B)X˜ABγ
= θ1(µ,α,β,γ)1n +UAθA(α,γ)
+UBθB(β,γ) +UAB\(A+B)θAB\(A+B)(γ)
where
θA(α,γ) = DAW
′
Aα+U
′
AXABγ ∈ Rp−1,
θB(β,γ) = DBW
′
Bβ +U
′
BXABγ ∈ Rq−1,
θAB\(A+B)(γ) =DAB\(A+B)W
′
AB\(A+B)γ ∈ R(p−1)(q−1).
(4.6)
Therefore the linear model with non-constrained parameters
{θ1, θA, θB, θAB\(A+B)}
is given by
y = θ11n +UAθA +UBθB +UAB\(A+B)θAB\(A+B) + ǫ. (4.7)
In the two-way ANOVA model given by (4.3), the following five submodels
are important.
M1 : E[y] = µ1n, (α = 0p,β = 0q,γ = 0pq)
MA+1 : E[y] = µ1n +XAα, (β = 0q,γ = 0pq)
MB+1 : E[y] = µ1n +XBβ, (α = 0p,γ = 0pq)
MA+B+1 : E[y] = µ1n +XAα+XBβ, (γ = 0pq)
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M(A+1)(B+1) : E[y] = µ1n +XAα+XBβ +XABγ.
Under suitable constraints on α, β and γ, for example,
ν ′α = 0, ξ′β = 0,

r11, . . . , rpqU ′AXAB
U ′BXAB

γ = 0p+q−1, (4.8)
{µ,α,β,γ} are identifiable, and further between (4.3) and (4.7), there are the
following equivalences:
M1 : (α = 0p,β = 0q,γ = 0pq)
⇔ (θA = 0p−1, θB = 0q−1, θAB\(A+B) = 0(p−1)(q−1)),
MA+1 : (β = 0q,γ = 0pq)⇔ (θB = 0q−1, θAB\(A+B) = 0(p−1)(q−1)),
MB+1 : (α = 0p,γ = 0pq)⇔ (θA = 0p−1, θAB\(A+B) = 0(p−1)(q−1)),
MA+B+1 : γ = 0pq ⇔ θAB\(A+B) = 0(p−1)(q−1).
Note that the constraints for {α,β,γ} as (4.8) do not affect our results.
4.2. priors and the Bayes factor
Following Section 2.2, we assume that π(θ1, σ
2) = 1/σ2 for every model and
θA|{g, σ2} ∼ Np−1(0p−1, gσ2Ip−1)
for MA+1,MA+B+1,M(A+1)(B+1),
θB|{g, σ2} ∼ Nq−1(0q−1, gσ2Iq−1)
for MB+1,MA+B+1,M(A+1)(B+1), and
θAB\(A+B)|{g, σ2} ∼ N(p−1)(q−1)(0(p−1)(q−1), gσ2I(p−1)(q−1))
for M(A+1)(B+1). Further we assume
p(g) =
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
(4.9)
where a = −1/2 and
b(s) = (n− s− 1)/2− a− 2 (4.10)
for
s =


p− 1 under MA+1
q − 1 under MB+1
p+ q − 2 under MA+B+1
pq − 1 under M(A+1)(B+1).
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Before we proceed to give the Bayes factor with respect to priors described
above, we review the decomposition of squares for two-way ANOVA. As similar
in one-way ANOVA, the total sum of squares
WT =
∑
ijk
(yijk − y¯···)2 = ‖y − y¯···1n‖2
can be decomposed as
WT =WA +WB +WAB\(A+B) +WE (4.11)
where each sums of squares are given by
WA =
∑
ijk
(y¯i·· − y¯···)2 = ‖UAU ′A{y − y¯···1n}‖2 = ‖U ′A{y − y¯···1n}‖2,
WB =
∑
ijk
(y¯·j· − y¯···)2 = ‖UBU ′B{y − y¯···1n}‖2 = ‖U ′B{y − y¯···1n}‖2,
WAB\(A+B) =
∑
ijk
(y¯ij· − y¯i·· − y¯·j· + y¯···)2
= ‖UAB\(A+B)U ′AB\(A+B){y − y¯···1n}‖2 = ‖U ′AB\(A+B){y − y¯···1n}‖2,
WE =
∑
ijk
(yijk − y¯ij·)2
= ‖(In −UAU ′A)(In −UBU ′B)(In −UAB\(A+B)U ′AB\(A+B)){y − y¯···1n}‖2
and
y¯··· =
1
n
∑
ijk
yijk, y¯i·· =
1∑
j rij
∑
jk
yijk,
y¯·j· =
1∑
i rij
∑
ik
yijk, y¯ij· =
1
rij
∑
k
yijk .
In (4.11), WA,WB,WAB\(A+B) and WE are independently distributed as
WA
σ2
∼ χ2p−1(‖θA‖2/σ2),
WB
σ2
∼ χ2q−1(‖θB‖2/σ2),
WE
σ2
∼ χ2n−pq,
WAB\(A+B)
σ2
∼ χ2(p−1)(q−1)(‖θAB\(A+B)‖2/σ2).
(4.12)
Note that ‖θA‖2, ‖θB‖2 and ‖θAB\(A+B)‖2 do not depend on parameterization
since these are given by
‖θA‖2 = ‖U ′A{E[y]− E[y¯···]1n}‖2,
‖θB‖2 = ‖U ′B{E[y]− E[y¯···]1n}‖2,
‖θAB\(A+B)‖2 = ‖U ′AB\(A+B){E[y]− E[y¯···]1n}‖2.
Based on the decomposition, Bayes factors for two-way ANOVA are given as
follows.
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Theorem 4.1. When Mγ for γ = A+1, B+1, A+B+1, and (A+1)(B+1)
andM1 are pairwisely compared, the corresponding Bayes factors can be derived
as follows:
BFF(A+1):1 =
Γ(p/2)Γ((n− p)/2)
Γ(1/2)Γ({n− 1}/2)
(
1 +
WA
WT −WA
)(n−p)/2−1/2
BFF(B+1):1 =
Γ(q/2)Γ((n− q)/2)
Γ(1/2)Γ({n− 1}/2)
(
1 +
WB
WT −WB
)(n−q)/2−1/2
BFF(A+B+1):1 =
Γ(p+q−12 )Γ(
n−p−q+1
2 )
Γ(1/2)Γ({n− 1}/2)
(
1 +
WA +WB
WT −WA −WB
)(n−p−q)/2
BFF(A+1)(B+1):1 =
Γ(pq/2)Γ((n− pq)/2)
Γ(1/2)Γ({n− 1}/2)
(
1 +
WT −WE
WE
)(n−pq)/2−1/2
.
4.3. Consistency
In this subsection, we consider model selection consistency of Bayes factors
proposed in Theorem 4.1. We call {BFF }, the set of Bayes factors given in
Theorem 4.1, consistent under Mγ if and only if
plim
n→∞
BFFγ′:1
BFFγ:1
= 0
for any γ′ 6= γ (Let BFF1:1 = 1).
As the competitor, the corresponding Bayes factors based on BIC are given
as follows.
BFBIC(A+1):1 = n
−(p−1)/2
(
1 +
WA
WT −WA
)n/2
BFBIC(B+1):1 = n
−(q−1)/2
(
1 +
WB
WT −WB
)n/2
BFBIC(A+B+1):1 = n
−(p+q−2)/2
(
1 +
WA +WB
WT −WA −WB
)n/2
BFBIC(A+1)(B+1):1 = n
−(pq−1)/2
(
1 +
WT −WE
WE
)n/2
.
Let
c˜A = lim
n→∞
‖θA‖2
nσ2
, c˜B = lim
n→∞
‖θB‖2
nσ2
, c˜AB\(A+B) = lim
n→∞
‖θAB\(A+B)‖2
nσ2
.
Then we have a following result on consistency.
Theorem 4.2. I. Assume r¯ →∞ and p and q are fixed.
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(a) Both {BFF } and {BFBIC} are consistent whichever the true model
is.
II. Assume p→∞ and q →∞.
(a) Both {BFF } and {BFBIC} are consistent except under M(A+1)(B+1).
(b) Assume r¯ is fixed.
i. {BFF } is consistent (inconsistent) under M(A+1)(B+1) when
c˜AB\(A+B) > (<)H(r¯, c˜A + c˜B), (4.13)
where H(r, c) with positive c is the (unique) positive solution of
(x+ 1)r/r − (x+ 1)− c = 0. (4.14)
ii. {BFBIC} is inconsistent under M(A+1)(B+1).
(c) Assume r¯ →∞.
i. {BFF } is consistent under M(A+1)(B+1).
ii. {BFBIC} is consistent (inconsistent) under M(A+1)(B+1) when
pq →∞ slower (faster) than (e{1 + c˜AB\(A+B)}r¯)/r¯.
Proof. See Appendix.
The function H(r, c) satisfies
• H(r, c) with fixed r is increasing in c and
H(r, 0) = h(r)
where h(r) is given by (3.3).
• H(r, c) with fixed c is decreasing in r and
lim
r→∞
H(r, c) = 0.
Remark 4.1. We have results under fixed q (and fixed r¯ or r¯ → ∞), too. We
omit the detail since they are somewhat complicated.
Appendix A: Proof of Theorem 2.1
First we derive the marginal density underM1. Using the Pythagorean relation
‖y − θ11n‖2 = n(y¯·· − θ1)2 +WT ,
where y¯·· = n
−1
∑
i,j yij and WT = ‖y − y¯··1n‖2 =
∑
ij(yij − y¯··)2, we have
m1(y) =
∫ ∞
−∞
∫ ∞
0
1
(2π)n/2σn+2
exp
(
−‖y − θ11n‖
2
2σ2
)
dθ1dσ
2
=
n1/2
(2π)n/2−1/2
∫ ∞
0
1
σn+1
exp
(
−WT
2σ2
)
dσ2
=
n1/2Γ({n− 1}/2)
π(n−1)/2
{WT }−(n−1)/2.
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Then we derive the marginal density under MA+1. Using the relationship
‖y − θ11n −UAθA‖2 + g−1‖θA‖2
= n(y¯·· − θ1)2 + ‖y − y¯··1n −UAθA‖2 + g−1‖θA‖2
= n(y¯·· − θ1)2 + g + 1
g
∥∥∥∥θA − gU ′A(y − y¯··1n)g + 1
∥∥∥∥2
− g
g + 1
‖U ′A(y − y¯··1n)‖2 + ‖y − y¯··1n‖2
= n(y¯·· − θ1)2 + g + 1
g
∥∥∥∥θA − gU ′A(y − y¯··1n)g + 1
∥∥∥∥2 + WT + gWEg + 1 ,
whereWE is given in (2.14), we have the conditional marginal density of y given
g under MA+1,
mA+1(y|g) =
∫ ∞
−∞
∫
Rp−1
∫ ∞
0
p(y|θ1, θA, σ2)p(θA|σ2, g)p(σ2)dθ1dθAdσ2
=
∫ ∞
−∞
∫
Rp−1
∫ ∞
0
1
(2πσ2)n/2
1
(2πgσ2)(p−1)/2
× exp
(
−‖y − θ11n −UAθA‖
2
2σ2
− ‖θA‖
2
2gσ2
)
p(σ2)dθ1dθAdσ
2
=
∫ ∞
0
n1/2(1 + g)−(p−1)/2
(2πσ2)(n−1)/2
exp
(
−WT + gWE
2σ2(g + 1)
)
1
σ2
dσ2
= m1(y)
(1 + g)(n−p)/2
(g{WE/WT }+ 1)(n−1)/2
.
(A.1)
The fully marginal density
mA+1(y) =
∫ ∞
0
mA+1(y|g)p(g)dg
under the prior of g given by (2.11), has a closed simple form as follows;
mA+1(y) = m1(y)
∫ ∞
0
(1 + g)(n−p)/2
(g{WE/WT }+ 1)(n−1)/2
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
dg
= m1(y)
1
B(a+ 1, b+ 1)
∫ ∞
0
gb
(g{WE/WT }+ 1)(n−1)/2
dg
= m1(y)
Γ(p/2 + a+ 1/2)Γ((n− p)/2)
Γ(a+ 1)Γ({n− 1}/2)
(
WT
WE
)(n−p−2)/2−a
,
which completes the proof.
Appendix B: Proof of Theorem 3.1
preparation: random part
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Recall that, for any n and p, WH and WE are independent and
WH
σ2
∼ χ2p−1
[‖θA‖2/σ2] , WE
σ2
∼ χ2n−p.
In the following,
P→n denotes convergence in probability as n grows.
When p is fixed and r¯(= n/p) goes to ∞, we have
WE
pr¯σ2
P→r 1, WH
σ2
∼ χ2p under M1,
WH
pr¯σ2
P→r c˜A under MA+1.
Hence, for any ǫ > 0 and any positive number r¯, there exists an l(ǫ) such that
Pr
(
1/l(ǫ) < {1 +WH/WE}pr¯ < l(ǫ)
)
> 1− ǫ (B.1)
under M1. Under MA+1, we have
1 +
WH
WE
P→r 1 + c˜A. (B.2)
When p goes to infinity, we have
1
r¯ − 1
WE
pσ2
P→p 1, WH
pσ2
P→p 1 under M1,
WH
pσ2
P→p 1 + r¯c˜A under MA+1.
Hence we have
1 +
WH
WE
P→p r¯
r¯ − 1 under M1,
1 +
WH
WE
P→p r¯ {1 + c˜A}
r¯ − 1 under MA+1.
(B.3)
preparation: non-random part
For the asymptotic behavior of the gamma function, Stiring’s formula,
Γ(ax+ b) ≈
√
2πe−ax(ax)ax+b−1/2 (B.4)
for sufficiently large x is useful. Here f ≈ g means lim f/g = 1. Using (B.4), we
get
Γ(p/2)Γ({pr¯ − p}/2)
Γ(1/2)Γ({pr¯ − 1}/2) ≈
Γ(p/2)
Γ(1/2)(p/2)(p−1)/2
1
r¯(p−1)/2
, (B.5)
when r¯→∞ and p is fixed, and
Γ(p/2)Γ({pr¯ − p}/2)
Γ({pr¯ − 1}/2)Γ(1/2) ≈
√
2
(r¯ − 1)p(r¯−1)/2−1/2
r¯pr¯/2−1
=
√
2r¯
(r¯ − 1)1/2
{
r¯ − 1
r¯r¯/(r¯−1)
}p(r¯−1)/2 (B.6)
when p→∞.
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main part
First, we consider the consistency in the case where r →∞ and p is fixed. Using
(B.1), (B.2) and (B.5), we have
BFF(A+1):1
P→r¯ 0 under M1, 1/BFF(A+1):1 P→r¯ 0 under MA+1,
which means BFF(A+1):1 is consistent under both M1 and MA+1. Similarly we
see that BFBIC(A+1):1 is consistent under bothM1 andMA+1 when r¯ →∞ and p
is fixed.
Then we consider the consistency in the case where p → ∞. Using (B.3)
under M1 and (B.6), we have
BFF(A+1):1
P→p 0, BFBIC(A+1):1 P→p 0
which means BFF(A+1):1 and BF
BIC
(A+1):1 are consistent under M1 when p→∞.
Using (B.3) under MA+1 and (B.6), we have
1
BFF(A+1):1
√
2r¯
(r¯ − 1)1/2
{
1 + c˜A
r¯1/(r¯−1)
}p(r¯−1)/2
P→p 1.
Hence when c˜A > h(r¯) = r¯
1/(r¯−1) − 1, we have
1/BFF(A+1):1
P→p 0,
which means consistency of BFF(A+1):1 under MA+1. Since h(r¯)→ 0 as r¯ →∞,
BFF(A+1):1 has consistency when both p and r¯ go to infinity.
On the other hand, when c˜A < h(r¯), we have
BFF(A+1):1
P→p 0,
which means inconsistency of BFF(A+1):1 under MA+1.
Using (B.3) under MA+1 and (B.6), we have
BFBIC(A+1):1
(
pr¯
{
r¯ − 1
r¯(1 + c˜A)
}r¯)p/2
(pr¯)−1/2
P→p 1.
We see that for any fixed r¯,
BFBIC(A+1):1
P→p 0
which means inconsistency of BIC under MA+1. When r¯ as well as p goes to
∞,
BFBIC(A+1):1
(
pr¯
e(1 + c˜A)r¯
)p/2
(pr¯)−1/2
P→p 1.
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Hence if p approaches infinity faster than (e{1 + c˜A}r¯)/r¯, we have
BFBIC(A+1):1
P→p,r¯ 0,
which means inconsistency of BIC even if r¯ → ∞. On the other hand, if p
approaches infinity slower than (e{1 + c˜A}r¯)/r¯, we have
1/BFBIC(A+1):1
P→p,r¯ 0.
which means consistency of BIC.
Appendix C: Proof of Theorem 4.2
By following the proof of Theorem 3.1 in Appendix B, all of the proof are
straightforward. Here we give the sketch of the proof for part II(b)i only.
When p, q →∞ and r¯ is fixed,
WA
nσ2
P→p,q c˜A, WB
nσ2
P→p,q c˜B, WE
nσ2
P→p,q 1− 1/r¯,
WAB\(A+B)
nσ2
P→p,q c˜AB\(A+B) + 1/r¯.
(C.1)
Using (C.1), Stiring’s formula given in (B.4) and limp→∞ p
1/p = 1, we have
{
BFF(A+1):1
}2/(pq) P→p,q (1 + c˜A + c˜B + c˜AB\(A+B)
1 + c˜B + c˜AB\(A+B)
)r¯
,
{
BFF(B+1):1
}2/(pq) P→p,q (1 + c˜A + c˜B + c˜AB\(A+B)
1 + c˜A + c˜AB\(A+B)
)r¯
,
{
BFF(A+B+1):1
}2/(pq) P→p,q (1 + c˜A + c˜B + c˜AB\(A+B)
1 + c˜AB\(A+B)
)r¯
,
{
BFF(A+1)(B+1):1
}2/(pq) P→p,q (1 + c˜A + c˜B + c˜AB\(A+B))r¯−1
r¯
.
Therefore if
(1 + c˜AB\(A+B))
r¯
r¯
> 1 + c˜A + c˜B + c˜AB\(A+B), (C.2)
the ratio {
BFFγ:1
BFF(A+1)(B+1):1
}2/(pq)
, (C.3)
for γ = A+1, B+1, A+B+1, approaches a positive constant strictly less than
1, which guarantees the consistency of BFF(A+1)(B+1):1 under (C.2).
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