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 A técnica de Tomografia por Coerência Ótica (OCT) é reconhecida como uma 
ferramenta indispensável nos campos da oftalmologia dada a sua capacidade em 
apresentar com elevada resolução, imagens de corte transversal de estruturas oculares 
não homogéneas tais como a da retina. Uma vez que os ratinhos são amplamente 
utilizados para desenvolver e testar novas técnicas de diagnóstico e terapias, está a ser 
desenvolvido um OCT no sentido de poder obter imagens da retina dos mesmos. Este 
sistema é constituído por uma fonte de varrimento com 1060 nm de comprimento de 
onda central e 110 nm de largura de banda, um foto detetor balanceado e uma placa de 
aquisição com uma taxa de 400 MSPS.  
Os principais objetivos deste trabalho centram-se em melhorar o estado atual do 
sistema, quer na performance ótica, quer na forma como a interface gráfica controla e 
organiza todas as tarefas de aquisição, sincronização e processamento. Em termos 
óticos, a integração de novos componentes e a reformulação do modo de determinação 
dos parâmetros óticos, permitiu melhorar a caracterização do sistema.  
A implementação de uma abordagem em paralelo na interface, quer pelo 
algoritmo de múltiplas threads, quer pela integração de processamento em GPU, 
permitiu aperfeiçoar de forma geral o fluxo e rapidez com que as tarefas são executadas. 
Finalmente, a sincronização do movimento dos espelhos do galvanómetro com 
a aquisição levou a que um circuito fosse desenvolvido com o objetivo de poder adquirir 











































Optical Coherence Tomography (OCT) is recognized as a helpful tool in the field 
of ophthalmology due to its ability to produce high-resolution cross-sectional images of 
non-homogenous ocular structures such as the retina. Small animals are often used to 
develop and test new medical diagnostic techniques and therapies. Therefore, an optical 
coherence tomography system to image small animals retina has been developed, based 
on a 1060 nm swept source laser with 110nm bandwidth, an InGaAs balanced detector 
and a 400 MSPS analog-to-digital acquisition board.  
The main objectives of this work are the improvement of the current system as 
in its optical performance as in the way that the interface works and handles the 
acquired data. Regarding the optical system, the focus is in improving the optical 
parameters that characterize the performance of the system, where the integration of 
new optical components and a reformulation in performance testing methods were 
fundamental to achieve it.  
The interface workflow benefited from the implementation of a multithreading 
approach and the integration of the GPU’s parallel environment, which increased the 
processing performance in 90 %. The synchronization between the galvanometer’s 
movement that handles 2D and 3D scanning and the acquisition is improved and 
speeded up by implementing a new acquisition model. In order to achieve this task, a 
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Optical imaging technologies offer a number of advantages over other imaging 
techniques, as reducing the patient exposure to harmful radiation due to a significantly 
faster process and by using non-ionizing radiation[1]. Numerous technologies can be 
mentioned, namely microscopy, spectroscopy and tomography[1]. The latter include the 
main topic of this essay: the coherence-gated imaging technique called Optical 
Coherence Tomography (OCT).  
OCT was first demonstrated as an optical imaging technique in 1991 by a MIT 
group led by James G. Fujimoto[2]. Since, many improvements have been made and OCT 
is nowadays a well-established optical imaging modality in biomedical optics and 
medicine fields[3]. This technique is known to perform non-invasive, cross-sectional and 
volumetric imaging of internal microstructures in biological tissues with micro-scale 
resolution and millimetre scale imaging depth[3], [4]. 
This interferometric technique is commonly compared to ultrasound imaging 
since it similarly measures echoes. In this case, OCT measures the magnitude and echo 
time delay of backscattered light. Performing multiple axial measurements of echo time 
delays, generally called axial scans or “A-Scans”, and scanning transversally the incident 
optical beam through a sample, it is possible to build a two-dimensional data set which 
represents a cross-sectional plane of the scanned sample, traditionally called “B-Scan”. 
Three-dimensional data-sets can be achieved acquiring multiple cross-sectional images 
over a vast raster of positions[3].  Valuable structural information can be inferred from 
those 2-D and 3-D data sets.  
The major revolution in OCT was handled by moving from Time to Fourier 
domain techniques. Improvements have been made in image resolution and acquisition 
speed that enabled the possibility to fulfil the medical application’s requirements for 
real time imaging. Nowadays, research in OCT fields are mainly focused on Frequency 
domain OCT (FD-OCT). 
The present work concerns mainly the optical optimization of a recently 
assembled Swept Source OCT and the improvements of its main interface for suitably 
perform and synchronize all the required tasks of scanning, acquisition and processing. 
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The interface optimization regards the inclusion of a multi-scan modality, which enables 
the user to perform acquisitions in a step or fast scan mode. The latter will lead to the 
development of a circuit board and the inclusion of a GPU environment to speed up the 
processing tasks. 
Firstly, this work will describe the OCT technique, referencing the historical 
background that led to it and the state of the art. In order to improve the understanding 
of the technique, a few theoretical references to coherence and interference will be 
made and the main OCT approaches will be explained. Furtherly, the mounted setup 
and all its components will be illustrated and deeply described. 
After the theoretical explanation, a complete description of the device that turns 
possible the synchronization between the galvanometer movement and the acquisition 
will be made, enlightening the way that the fast scan mode works.  
The interface and the overall workflow will be discussed in the following chapter, 
as well as the integration of the GPU for parallel processing.  
Finally, the optical performance and results of the new implemented features of 

















 Though great part of this work focuses in scanning control, synchronization with 
data acquisition and interface improvements for data processing and representation, 
this project is centred on OCT. Therefore, it is fundamental to properly understand the 
fundamentals of this technique.  
 In this chapter, we will start by describing the developments that led to OCT and 
the way that they are related with it. Further, the theoretical background will be 
thoroughly addressed, which includes especially the concepts of interferometry, 
coherence, a mathematical description of OCT and a reference to the way that light 
interacts with biological tissues. The following part focuses in explaining the OCT 
principles and comparing different OCT approaches. OCT parameters, such as axial 
resolution, sensitivity, sensitivity roll-off and signal to noise ratio will be discussed as 















Though OCT is nowadays one of the most important and applied optical imaging 
technique, it was not the first one to be able to measure magnitude and echo time 
delays of backscattered light. The roots that led to its discovery were, in a matter of fact, 
crucial and must be pointed in this essay. In this section it is presented, non-
exhaustively, how the idea of “picturing optical echoes” was born and how it ascended 
to OCT. 
The first attempt to measure optical echoes was handled by Michael Duguay et 
al.[5], when in 1971 they tried to photograph green light pulses “in flight” through a 
scattering medium with a picosecond framing time camera. The process is accomplished 
by an ultrafast optical shutter based in the optical (or AC) Kerr effect. The picosecond 
“Kerr” shutter is composed by a rectangular quartz cell containing carbon disulphide 
(CS2) placed between two crossed polarizers (Polarizer 1 and Polarizer 2). The gate is 
open when birefringence is induced (kerr effect) directly by the ultrashort infrared 
pulses. Those experiments led Duguay to conclude that an ultrahigh speed shutter could 
remove unwanted scattered light and then, noninvasively see through tissue with 
centimetres resolution. According to references from Michel Duguay, “if sub picosecond 
pulses become readily available, the possibility to picture echoes with submillimetre 
resolution would arise”[5].  





In 1978, quite similarly to the aforementioned technique presented by Duguay, 
A.P Bruckner made reference to the use of the picosecond range-gated light scattering 
technique to measure the microstructure of cataracts in the albino rabbits’ eyes with an 
axial resolution in the order of 1 mm[6].  The experimental apparatus and results of 
imaging the rabbit’s eyes are shown in Figure 1.2. The depth in the eye from which 
scattering is observed is selected by adjusting the movable prism PR3 to vary the delay 
of the IR pulse. 
 
Alternatively to “in flight” light pulses photography, non-linear optical processes 
can be used for optical echoes detection. In this approach, issued and described by 
Fujimoto et al. in 1985, a backscattered and a reference pulsed light are cross-correlated 
in a non-linear material[7]. The non-linear mixing process creates an ultrahigh speed 
optical gate and generates a second harmonic pulse from which it is possible to measure 
the intensity and time delay of the desired optical signal. The second harmonic signal 
generation requires that both signals are matched in time. The experimental scheme 









The measurement had 15 µm axial resolution and sensitivities of - 70 dB. This 
experiment was performed using 65 fs pulses from a femtosecond dye laser[7].  
Until now, the key factors are clear and it can be perceived that the possibility to 
image, non-invasively “inside a tissue”, can be accomplished by measuring 
simultaneously the magnitude of backscattered light and the echo time delay. The idea 
of mixing a reference signal with the backscattered signal approaches the principles of 
interferometry, which is precisely the breakthrough to OCT. 
 
Interferometry techniques perform correlation or interference between light that is 
reflected from a sample object ( 𝐸𝑠(𝑡) ) and light that has travelled a known distance or 
time delay through a reference path ( 𝐸𝑟(𝑡) )[3]. The resulting interference signal is the 
sum of each electric field component. The echo magnitude, echo delay and axial 
information are then achieved by demodulate the interference signal.  
The first attempt to identify biological structures with interferometric techniques, 
more specifically low coherence interferometry, return from 1988 by Fercher et al. In 
their work entitled “Eye-length measurement by interferometry with partially coherent 
light”, they manage to measure the axial eye length with a Fabry-Pérot interferometer 
by using the cross-correlation of the field amplitudes of the measurement beam and the 




eye length within a precision of 0.03 mm[8]. An interesting point that can be withheld 
from those experiments is the fact that “if the delay path-length equals the 
measurement path-length, interference will be seen and can be used as an indicator for 
the path-length matching. An estimate of the resolution can be obtained by the 
coherence length of the radiation”[8]. This fact is rather important in imaging. Since 
interference is only observed when the path-lengths are matched to within a coherence 
length[4], the shorter the coherence length, the better the signal resolution will be, but 
this topic will be thoroughly addressed later in the next section of this chapter. In Figure 
1.4, is shown the experimental apparatus[8]. 
 
Three years later, in August 1991, Clivaz et al[9] applied a technique called optical 
low coherence reflectometry to diffuse biological tissues, which is based on a Michelson 
interferometer. In their work, “High Resolution Reflectometry in Biological Tissues”, they 
manage to measure the thickness of an arterial wall. The experimental apparatus and 






Finally, a few months later, in November 1991, David Huang et al developed a 
technique for non-invasive cross-sectional imaging in biological systems called Optical 
Coherence Tomography (OCT)[2]. The technique extends from optical low coherence 
reflectometry by building a two-dimensional map of reflection sites in the sample with 
multiple longitudinal scans at a series of lateral locations. 
In Figure 1.6, the schematic of the OCT scanner is represented as well as their 
results. 
It was clear that from this day on that OCT would play a much relevant role in 









1.3.1 – The Michelson Interferometer 
 
 
As aforementioned, the OCT setup is based in the well-known Michelson 
interferometer. The technique apparatus developed by Albert. A. Michelson with the 
collaboration of Edward W. Morley, and with the primary purpose of finding the earth’s 
translational speed, is presented above in Figure 1.7[10]. 
As illustrated, light from a coherent source is split into two different paths (𝑍𝑀1 
and 𝑍𝑀2), where each electrical field component (𝐸𝑀1and 𝐸𝑀2) is reflected from mirrors 
1 and 2, respectively, and later re-combined creating an interference pattern.  
As pointed in the last section, interference between the optical fields is only 
observed when each optical path-lengths are matched to within the coherence length 
of the light[4]. This is particularly important to describe the overall performance of OCT 
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systems since the axial resolution is fundamentally determined by the coherence length 
of the source[4]. The next section makes a deeper approach to this topic. 
1.3.2 – Coherence of Light  
Although Mark E. Brezinski cited in his book[11] that “coherence is a complex 
topic without a clear-cut definition”, this section will try to give a mental picture of this 
phenomenon. Coherence will be introduced with the concept of light generation and 
further information will be addressed to understand the concepts of coherence time 
and coherence length. Those will be merged with the notions of interferometry for 
further comprehension of OCT technique. 
Generically, the transition of atoms or molecules from a higher to a lower energy 
state release particles called photons that carry all the electromagnetic energy of this 
transition and are essentially the constituents of light. The emission of those particles is 
not continuous but occurs over a period in the order of nano/picoseconds, which 
produce oscillatory pulses referenced as wave trains[11]. The extension of those wave 
trains are directly related to the carried frequency. But how? Theoretically, the carried 
frequency is proportional to the transitional energy: 
 𝐸𝑛𝑒𝑟𝑔𝑦 = ℎ𝑓   (1) 
Waves with one single frequency are called monochromatic waves. 
Unfortunately, this perfect assumption cannot be handled that easily, and therefore 
monochromatic waves are considered fictional entities, at least physically.  
As a matter of fact, the spectrum of a light source is typically represented by a 
set of frequencies rather than by one fundamental and single frequency[11].  
This can be explained by the way that light is generated, namely the fact that 
excited electrons in a higher energy state are continuously in random movements, 
necessarily resulting in random collisions between them. The price of a collision is loss 
of energy, which results, remembering equation 1, in a frequency shift, which tends to 
broaden the frequency distribution of the wave trains[11]. 
To mentally picture those insights, Figure 1.8 and 1.9 explicitly show how the 




distributions are illustrated: a dirac function (blue) and two Gaussian shaped broadened 
distributions (black and orange). In Figure 1.9, the spatial domain of the broadened 
frequency distributions of the wave trains are shown and compared. 
 
The dirac function represents the frequency of a monochromatic wave, which 
can be used to corroborate the fact that monochromatic waves are fictional: since the 
Fourier transform of a dirac function in frequency domain is spatially infinite in extent 
(spatially domain)[11] and light cannot be spatially infinite in its extent, light can never 
be truly monochromatic.  
From Figures 1.8 and 1.9 it also became clear that if the wave packet has a 
narrower bandwidth (black spectrum), it will extend over a wider region of space and 
time (L2 < L). Then it is quite logical to assume that the frequency bandwidth (∆𝜈) has 












The time that satisfies this equation is referred to as the coherence time (Δ𝑡𝑐) of 
the wave train and the corresponding length (Δ𝑙𝑐 = 𝑐 × ∆𝑡) is reciprocally the 
coherence length. Basically, those concepts reveal that the time and space lengths over 
which the wave is a perfect sinusoid so that its relative phase difference is constant are 
the coherence time and length, respectively[11]. Further in this work will be explicitly 
stated how the coherence length and the axial resolution are related with the source’s 
spectrum in OCT.  








Merging the above principles of coherence with the concept of interference, the 
first assumption can be validated. By looking at Figure 1.10, if the distance 
∆𝐿𝑑 = 𝑍𝑀1 − 𝑍𝑀2 was larger than the coherence length of the source (Lc) no 
interference would be observed and in this case it would be necessary to rematch the 
mirror’s path-lengths to actually see an interference pattern again.  
1.3.4 – OCT Overview and Theoretical Formulation 
Now that the concept of coherence and interferometry are clearer, the 
governing mechanism of a typical OCT system based upon a Michelson interferometer 










As aforementioned, a low-coherence source launches a light signal that is split 
upon a variable reference path and a multi-layered sample path. The signal is then 
reflected from the movable mirror, re-combined with the multipleback reflections of the 
signal from the sample path and finally, interference is observed. The interference 
pattern is modulated by variations of the refractive index between layers, which can 
manifest themselves as corresponding intensity peaks[4].   
To mathematically describe the above succession of events, we will express the 
electric field originated from the source at a given position 𝑧 in function of time 𝑡 as a 
superposition of monochromatic plane waves[11]:  
 𝐸(𝑡) =  ∑ 𝐸(𝑤, 𝑘, 𝑡)
𝑤,𝑘
 (3) 
The monochromatic wave can be written in its complex exponential, for simplification 
purposes, as[4]: 
  𝐸(𝑤, 𝑘, 𝑡) = 𝑠(𝑤, 𝑘)𝑒−i(ωt−𝑘𝑧+ 𝜑) (4) 
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This equation is a plane polarized solution to the wave-equation, where 𝑠(𝑤, 𝑘) 
is the source field amplitude spectrum, the angular frequency 𝑤 =  2𝜋𝜈 and the 
wavenumber 𝑘 =  
2𝜋
𝜆
  are respectively the temporal and spatial frequencies of the electric 
field with wavelength λ, and 𝑡 is the time variation. Both the wavelength 𝜆 and frequency 
𝜈 are coupled by the index of refraction 𝑛(𝜆) (which is wavelength dependent in 
dispersive media) and vacuum speed of light 𝑐 according to  
𝑐
𝑛(𝜆)
= 𝜆𝜈, which lead to the 







In Figure 1.11, the electric field in the input, the output, reference and sample 
arms after travelling through the beam splitter, correspond respectively to the following 
subscripts: 𝐸𝑖𝑛, 𝐸𝑜𝑢𝑡, 𝐸𝑟 and 𝐸𝑠. For all purposes and further equations, the beam splitter 
is assumed to be lossless and have an achromatic power splitting ratio such that the 
intensity transmission coefficient’s relationship between the reference and sample arms 
𝑇𝑟 and 𝑇𝑠, respectively, is 𝑇𝑟 + 𝑇𝑠 = 1.  
Specifically in the reference arm, the reflector is assumed to be ideal and have 
an electric field reflectivity 𝑟𝑅 and power reflectivity 𝑅𝑟 = |𝑟𝑅|
2. The distance from the 
beemsplitter to the reference arm is 𝑍𝑟.  
The mathematical description of the sample arm appears to be more complex 
since the sample under interrogation is characterized by its depth-dependent electric 
field reflectivity profile along the sample beam axis 𝑟𝑠(𝑍𝑠)[3], where 𝑍𝑠 is the variable 
distance from the beam splitter to the successive sample’s interfaces determined by the 
continuously variation of the refractive index. The resulting reflection is then a series of 
N discrete, real delta-function reflections of the form[3]: 
 





accounting for each electric field reflectivity 𝑟𝑆1, 𝑟𝑆2, … and corresponding path-length 




The electric field reflectivity of each layer can be calculated applying the Fresnel’s 
equations[4]: 




where 𝑛𝑛 is the refractive index of layer 𝑛[4], [12]. As in the reference arm, the power 




The equation that describes the overall reflections from all structures distributed 
in the axial direction within the sample and account for phase accumulation therein is 
given by [4]:  
 𝐻(𝑤, 𝑧) = ∑ 𝑟𝑆𝑛 𝑒
2𝑖𝑛(𝑤,𝑧)
𝑤𝑧
𝑐𝑁𝑛=1   
(8) 
This equation tells us that the sample’s depth profile is nothing but the discrete 
sum of the back reflections from each sample’s internal structure, accounting for an 
accumulated phase, which depends on the structure depth[3]. The variable 𝑟𝑠𝑛 is the 
electric field reflection from each n sample’s internal structure, the exponential term 
accounts for the phase accumulated, the factor of 2 in the exponential term accounts 
for the roundtrip of light for each sample reflection and 𝑛(𝑤, 𝑧) is the depth varying 
group refractive index, which is frequency dependent[4].  
Based on those insights, the resulting optical fields in terms of the input electric 
field are given by[4]:  
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 𝐸𝑖𝑛 = 𝑠(𝑤, 𝑘)𝑒
−𝑖(𝑤𝑡−𝑘𝑧),  (9) 
 
𝐸𝑟(𝑤, 𝑘, 𝑡, 𝑧𝑟) = (𝑇𝑟𝑇𝑠)
1
2𝐸𝑖𝑛(𝑤, 𝑘, 𝑡)𝑟𝑅𝑒
𝑖2𝑘𝑧𝑅 ,  
(10) 
  
𝐸𝑠(𝑤, 𝑘, 𝑡) = (𝑇𝑟𝑇𝑠)
1
2𝐸𝑖𝑛(𝑤, 𝑘, 𝑡)𝐻(𝑘), 
(11) 
  𝐸𝑜𝑢𝑡(𝑤, 𝑘, 𝑡, 𝑧𝑟) =  𝐸𝑟(𝑤, 𝑘, 𝑡, 𝑧𝑟) + 𝐸𝑠(𝑤, 𝑘, 𝑡), (12) 
where 𝑧𝑟 is the distance travelled by light in the reference path. 
Every OCT output signal is detected by optical detectors, which are square law 
intensity detection devices that measure the intensity of light, proportional to the 
square of the incident electric field over the integration time of the detector (T) [3], [4]: 
 








∗ (𝑤, 𝑘, 𝑡, 𝑧𝑟)𝑑𝑡  
(13) 
To simplify equation 13 the time integration will be represented by brackets [3], [4]: 
 𝐼(𝑤, 𝑘) =  𝜌〈𝐸𝑜𝑢𝑡(𝑤, 𝑘, 𝑡, 𝑧𝑟)𝐸𝑜𝑢𝑡
∗ (𝑤, 𝑘, 𝑡, 𝑧𝑟)〉 
≡ 𝐼(𝑤, 𝑘) =  𝜌〈(𝐸𝑟 + 𝐸𝑠)(𝐸𝑟 + 𝐸𝑠)
∗〉 





where ρ is the responsivity factor of the detector.  
Substituting equation 10 and 11 into equation 14, the resulting intensity can be 
described as [3]: 
 













Expanding the magnitude square function in 15 leaves the following equation:[3] 
 
𝐼(𝑘) =  𝜌(𝑇𝑟𝑇𝑠)𝑆(𝑘) {[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]
+ [∑√𝑅𝑟𝑅𝑠(𝑒




+ [ ∑ √𝑅𝑠𝑛𝑅𝑠𝑚(𝑒





   
In equation 16, 𝑆(𝑘) (=  〈|𝑠(𝑘, 𝑤)|2〉) is the spectral intensity of the light source. 




angular frequency (𝑤 =  2𝜋𝜈)  is lost, which makes sense since 𝜈 oscillates much faster 
than the response time of any detector[3]. 
 Applying Euler’s rule to simplify equation 16 results in the real intensity profile 
for the interference signal, commonly known as the spectral interferogram, which is 
represented as the sum of three main terms:[3] 
 
𝐼(𝑘) =  𝜌(𝑇𝑟𝑇𝑠)𝑆(𝑘) {[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]










 The first term inside the key brackets of the equation is commonly referred as 
the “DC” component of the interference signal, which is characterized as having  an 
amplitude proportional to the power reflectivity of the reference mirror plus the sum of 
the sample reflectivity and as being independent of the path-length difference, whereas 
the second and third terms of the equation are the “interference” terms, which 
represent the “cross-interference” and “self-interference” components of the signal, 
respectively[3].  
The “cross-interference” component is the desired signal to measure in OCT 
since it corresponds to the cross-correlation between both returning reference and 
sample optical signals. This component depends upon both light source wavenumber 
and the path-length difference between the reference and sample reflectors, whereas 
the third component appears as an artefact that symbolises the auto-correlation of 
successive reflections from the sample’s interfaces, thus largely dependent upon the 
power reflectivity of the sample reflections[3].  
The detected depth profile, which arises from equation 17, can be resolved both 
in time and frequency domains. In TD-OCT, the depth profile can be obtained by moving 






sample[3], [4], [13]. Contrarily, in FD-OCT, the depth profile does not need moving parts 
since depth information is given by Fourier transforming the spectrum of the OCT 
output[3], [4], [13]. The possibility in operating OCT in both approaches may become 
clearer when introducing the Wiener Khinchin theorem[14]. Nevertheless, both 
approaches will be deeply discussed in the following section of this chapter.  
 
1.4.1 – The Wiener Theorem  
The Wiener Khinchin theorem states that a Fourier relationship exists between 
the autocorrelation function of a stationary process and the power spectrum of the 
same process[14]. Assuming that the statistical properties of the electric field (𝐸(𝑤)) 
are time independent or stationary, one can solve the following equation[14], [15]: 
 





This is recognized as a Fourier integral with 𝑃(𝑤) and Γ(𝑡) being the Fourier pair, 
concluding that the power spectrum (𝑃(𝑤)) is a Fourier transform pair with the 
autocorrelation function of the electric field (Γ(𝑡)[14]. 
In the aforementioned equations, the power spectrum of a typical OCT source is 
theoretically given as Gaussian shaped and is denoted by 𝑆(𝑘). Applying the Wiener 
theorem enables the representation of the “coherence function” as the inverse Fourier 













Here 𝑘0 is the central wavenumber and Δ𝑘 is the bandwidth of the light source 
spectrum. This product shows the beneficial Fourier transform properties of a Gaussian 
shaped source and the subsequent advantages for OCT characterization, namely the fact 
that the axial resolution of the system can be determined from the full width at half 
maximum (FWHM) value[3], [14]. Later in this chapter it will be explained how FD-OCT 






1.4.2 – Time Domain OCT 
The system presented in Figure 1.11 is the typical schematic of a TD-OCT. In this, 
the reference mirror is scanned in order to match the sample’s interfaces to provide the 
approximate reconstruction of the sample’s depth profile[3], [4]. The resulting 
interference pattern can mathematically be described writing equation 17 as a function 
of the reference path length displacement by integrating it over the source spectrum 

















The first component of equation 20 is nothing but the sum of each reference and 
sample reflectivities, thus the second component, composed by two oscillatory terms, 
is the one that describes the depth profile of the sample. An illustration of those 
mathematical insights can be seen in Figure 1.14. 
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First of all, this Figure describes the depth profile that would be acquired by a 
TD-OCT of the structure in Figure 1.14, which is represented in the upper right corner. 
The structure is arbitrarily composed by four interfaces, each representing a variation of 
the refractive index between layers. The depth profile of this structure is given with a 
DC-offset proportional to the first component of equation 11. Additionally, this depth 
profile is modulated by a sinusoidal carrier wave at a frequency proportional to the 
source centre wavenumber (k0) and the difference between the reference and sample’s 
optical paths (zr - zSn), which represents the rapid oscillatory term of the second 
component of this equation and carries phase information. The envelope of the carrier 
wave is the autocorrelation function defined by the exponential factor that gives a 
Gaussian shape to the interference signal and represents the slower oscillatory term of 
the second component. This autocorrelation function is the inverse Fourier transform of 
the source power spectrum which has a coherence length equal to the full width at half 
maximum (FWHM), and again, gives the axial resolution of the system. This “wrapper” 
function can be isolated with filtering and demodulation of the detected signal and is 






1.4.3 – Fourier Domain OCT 
As aforementioned, in FD-OCT, no movable parts are required since the 
wavenumber-dependent detector current, 𝐼(𝑘), is captured and directly processed with 
Fourier analysis enabling an approximate reconstruction of the sample’s depth 
profile[3]. 
Essentially, the process of capturing the detected current with FD-OCT can be 
achieved by two main approaches: Spectral Domain OCT (SD-OCT) and Swept Source 




In SD-OCT, a broadband light source is used and the detection system is replaced 
by a detector array located at the output of a spectrometer, which captures all the 
spectral components of the interference signal as a function of wavelength space. The 
A-Scan is the result of evenly rescaling and resampling the spectral components in 
frequency space (k-space) before they are inversely Fourier transformed into time 
domain[3], [4], [16]. The detected interference signal at the spectrometer corresponds 
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to equation 10, which is illustrated in Figure 1.16, in the presence of single and multiple 
reflectors at the sample’s arm[3]:  
 
 
In Figure 1.16, one can correlate the shape of the interference spectrum with the 
variables that modulate it. If a single reflector is present in the sample’s arm, the shape 
will be modulated by a single cosinusoidal wave with a period inversely proportional to 
the difference between the reference and sample’s path lengths. The DC term is, as 
usual, proportional to the sum of the reference and sample’s reflectivities. In the other 
hand, if the sample’s arm is constituted by multiple reflectors, the shape of the 
interference spectrum is a sum of sinusoidal waves, modulated by each reflective 
spectrum from each sample’s surfaces. Additionally, the spectrum will carry some 
artefacts that constitute the presence of self-interference from multiple sample’s 
reflectors. All these components can easily be identified by inversely Fourier 
transforming equation 10, taking advantage of the Weiner theorem and are presented 
as follows[3]: 
 
𝑖(𝑧) =  𝜌(𝑇𝑟𝑇𝑠) {𝛾(𝑧)[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]












Which finally turns into: 
 
𝑖(𝑧) =  𝜌(𝑇𝑟𝑇𝑠) { 𝛾(𝑧)[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]









The following Figure illustrates how an A-scan can be assessed by SD-OCT based 
on this mathematical approach:  
 
 
From Figure 1.17, one can easily identify each layer of the sample and the 
presence of artefacts from successive reflections inside it. As can be seen, since the 
spectral interferogram can only be recorded as a real signal, its Fourier transform is 
necessarily symmetric about the zero pathlength position. Consequently, positive and 
negative displacements cannot be unambiguously resolved and the conjugate image 








Swept Source Domain 
Alternatively to SD-OCT, SS-OCT takes the advantage of using a frequency-swept 
or tunable laser source and a single balanced photodetector for spectrum interference 
detection, instead of a spectrometer, which turns simpler the instrumentation[4]. This 
system requires rapid tunable, narrow line-width lasers, which use high-speed analog-
to-digital converters (A/D) and single-point detectors rather than bulky 
spectrometers[17].   
 From Figure 1.18, one can see that the sample is probed with chirp like signal 
source and the detected signal is a beating of reflections from the reference and from 
the sample. Although all the processing steps and the information carried by the 
interference signal are the same as in SD-OCT, the detected signal at the photodetector 
is slightly different from the one acquired by this approach. Since the laser output is 
swept through a wide range of wavelengths, the wavenumber will vary with time. This 
variation depends on the frequency and bandwidth of the laser sweep[18]: 
 
𝑘(𝑡) =  
𝑑𝑘
𝑑𝑡
=  ∆𝑘 × 𝑓𝑠𝑤𝑒𝑒𝑝  
(23) 
Substituting the wavenumber term in equation 17 by this time dependent one, results 







𝐼(𝑘) =  𝜌(𝑇𝑟𝑇𝑠)𝑆(𝑘) {[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]








≡   𝜌(𝑇𝑟𝑇𝑠)𝑆(𝑘) {[(𝑅𝑟 + 𝑅𝑠1 + 𝑅𝑠2 +⋯)]









As aforementioned, equation 23 carries the same information as equation 21. 
Actually, the only difference accounts in the interference signal spectrum’s 
representation because the frequency of the interference spectrum depends on the 




In Figure 1.19, it is shown that the interference’s spectrum is wrapped by an 
envelope that is defined in length by the gating pulse of the source, which is the length 
of the wavenumber sweep, and in amplitude by the power reflectivities from both 
reference and sample’s objects. The signal inside the wrapper is the cross-interference 
component and, for a single reflector is characterized by having a frequency 
proportional to the wavenumber swept interval (∆𝑘), the swept frequency (𝑓𝑠𝑤𝑒𝑒𝑝) and 
the path-length difference between the reference and sample arms  (𝐿 = (𝑧𝑠𝑛 − 𝑧𝑠𝑚)). 
The maximum frequency of the interference signal needs to be calculated in order to 
select the correct photodetector, based on this equation: 
 



















The DC component can be minimized if a balanced detector with high common 
mode rejection ration (CMRR) is used. This topic will be discussed in chapter 2 [3], [18]. 
Exactly like in SD-OCT, acquired data will be linear in wavelength but not in 
frequency space, which underlies the need of data resampling. After that, an inverse 
Fourier transform is applied and a similar result to SD-OCT is achieved (see equation 21) 
as can be observed in Figure 1.18. Although the DC component is attenuated, it is 
assessed the same information about the depth profile of the sample. 
 
This section of the chapter examines the interaction of light within tissues, lightly 
describing the processes of absorption and scattering, which are wavelength 
dependent. Finally, this section will try to determinate the best wavelength choice for a 




1.5.1 - Absorption  
Generally, when a molecule is irradiated by a light beam, it absorbs the energy of 
a photon of specific frequency. An electron from a given atom or molecule cannot 
receive photons of any energy but only from a specific frequency or energy[19]. The 
absorption coefficient value describes the fraction of incident light of a given wavelength 









where T is the transmitted or surviving fraction of the incident light after an incremental 
path length 𝜕𝐿. This fractional change per incremental path length yields an exponential 
decrease in the intensity of light as a function of increasing path length[20]: 
 𝑇 = 𝑒𝜇𝑎𝐿 . (28) 
For a generic tissue, the main absorbers are melanin and hemoglobin, which 
have relevant absorption at visible and near infrared wavelengths[20].  
 
 
Regarding OCT applications, we are more interested in understanding the 
behaviour of light when it reaches the eye. In this case, water is the primary absorber. 
The absorption spectrum of water is described by having higher absorption coefficients 
for higher wavelengths, as can be seen in Figure 1.21. 
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In Figure 1.21, the bandwidth spectrum of three sources, typically used in OCT 
applications is presented. 
 
1.5.2 – Scattering 
Since OCT is based in the interference of the backscattered light from the sample 
with the light reflected from the reference, scattering is the phenomenon that turns the 
OCT technique possible. This effect is related with the oscillating dipole of particles that 
are radiated with light[19]. Without getting in too much detail, when light interacts with 
a particle, the electrons of that particle oscillate, creating an oscillating dipole, which 
generates a propagating electromagnetic wave. There are two models that describe 
scattering: firstly, the Rayleigh scattering, which implies that the arriving waves are 
scattered in all directions without any scattering pattern[19], [20]. This model is 
applicable to particles that are quite smaller relatively to the wavelength of the incident 
wave. On the other hand, Mie’s scattering is a broader model that is applicable to 
particles of all sizes and integrates the differences of refractive index between particles 
and the interference of light scattered between different sections of the irradiated 
volume, and therefore is more suitable for the description of scattering in OCT[19], [20]. 
What needs to be withheld in this section is that OCT imaging measures the 




available for the application and some deleterious signal will be measured due to 
interference of light that is not backscattered with other oscillating dipoles[11].  
 
 
From Figure 1.23, one can understand that the signal attenuation due to 
scattering is lower for higher wavelengths, therefore OCT would take the advantage 




Now that an overview of the OCT theoretical behaviour has been introduced, 
there is the need to understand how an OCT performance can be categorised and 
characterized. Therefore, this section is focused in presenting the parameters that are 
responsible for it and how they can be reached. Since this work has been done with the 




1.6.1 – Point Spread function, the Source Spectrum and The Wiener Theorem 
The source is unquestionably responsible for the general performance of an OCT 
system, defining the axial and lateral resolution and the penetration depth[4]. One of 
the key methods of describing the resolution of an optical system is the point spread 
function (PSF), as the image formed by an instrument is the convolution of the PSF with 
the true dimensions of a structure[22]. The PSF is defined as the impulse response of a 
focused optical system. It can be obtained when a mirror is placed in the sample’s arm 
contributing with a single reflection from a certain depth where 𝑅𝑠(∆𝑧) = 1. 
1.6.2 – The Axial Resolution and the PSF  
In this work, it has been constantly mentioned that the axial resolution depends, 
above all, on the coherence length of the source. In fact, the axial resolution is 
considered to be half of this parameter and is generally defined as the distance by which 
one can distinguish two points in depth. As already referred, if one can assume the 
Gaussian source approximation, the coherence length of the source can be defined as 
the FWHM of the “coherence function”. The convenience of this assumption is quite 
clear if one can see the Gaussian equation and the way to get the FWHM value: 
 








 𝐹𝑊𝐻𝑀(𝐺(𝑥)) = 2√2ln (2) × 𝑐 (30) 
Adapting those equations in OCT, the resulting equations are driven after 











↔   𝛾(𝑧) = 𝑒−𝑧
2Δ𝑘2  
(31) 











𝑙𝑐 is the coherence length of the source. The axial resolution (δ𝑧), as aforementioned, is 














1.6.3 – The Lateral Resolution 
 
 
The lateral resolution (Δ𝑥)  is defined as the ability of the system to distinguish 
two points in the direction perpendicular to the direction of the laser beam and is given 







Since the lateral resolution only varies with the numerical aperture of the 
microscope objective (𝑁𝐴𝑜𝑏𝑗), OCT takes the advantage that this parameter is 
completely independent from the axial resolution, turning possible to optimize the 
system for lateral scanning. The only drawback is that increasing lateral resolution 
sacrifices the maximum depth penetration[4]:  
 





in which 𝑛 is the sample’s refractive index, and 𝑧 is the depth penetration. 
1.6.4 – Noise Contributions  
 In OCT, noise contribution mainly arises from pure statistics, the optical 
detection device and the optical source. All photo-detection systems are limited, at 
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least, by the major noise contributions: “shot”, “Johnson” and “dark current” noise. 
Other noisy presence can be detected as “excess photon” noise, which arises from 
fluctuations in light intensity[23], [24].  
Shot Noise 
 Shot noise was discovered by Walter Schottky[24] and appears has a fluctuation 
in the quantization of charge carried by electrons in a circuit, which, in optical devices, 
means that there is an uncertainty in the discreteness of photons.  Therefore, the 
analysis of shot noise can be handled by the “photon statistics”, more precisely, by the 
“Poisson” distribution[23]. The resultant photocurrent variance (𝑖𝑛
2) is given by the 
mean detector photocurrent (𝐼?̅?), for which contribute by any given electron charge (e) 












), the resulting shot noise is:  
 
𝑖𝑠ℎ = 𝑖𝑛 = √2𝑞𝐼?̅?𝐵𝑊 
(37) 
Thermal and Dark noise 
Besides the shot noise contribution, there is noise that is independent from the 
light source and appears solely during the detection process. Thermal noise (𝑖𝑡ℎ), also 
called “Johnson” noise, and “dark current” noise (𝑖𝑑𝑘) are the fundamental noise 
contributors in this category.  
“Dark current” noise, as indicated by the name, is the current that appears even 
when the photodetector is not illuminated (dark conditions). This is due to thermally 
generated charge carriers, which also follow a Poisson’s statistics.  
Thermal noise was discovered by Johnson and Nyquist[24]. Its presence is 
noticed in any resistor component that is above absolute zero temperature and simply 













where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature (in Kelvin), B is the detector 
bandwidth and R is the resistor. As in the shot noise definition, the thermal noise is 
directly proportional to the detector bandwidth[23], [24] 
Excess photon noise 
The detection process is not the only responsible for generating current noise. In 
fact, in systems that have high received optical power, the optical source itself exhibits 
excess photon noise. Usually, it refers to the fluctuations in source light output intensity 
due to the beating of various spectral components having random phases, which occur 








where 𝛼 is the degree of polarization, 𝐼?̅? is the average current (or mean current), 𝐵𝑊 is 
the detector bandwidth and Δ𝜈 is the effective linewidth of the source.  
 In SS-OCT, this noise contribution can be importantly attenuated if a correct 
balance detection is achieved[26]. 
Flicker noise 
 Another important noise source is Flicker or 1/f noise. However, due to 
heterodyne signal detection with frequencies usually well above 10 kHz, in this case, 
well above 10 MHz, this noise can be neglected[25]. 
1.6.5 – SNR Analysis  
The SNR is a typical parameter for system’s characterization in science and 
engineering. It represents the contrast between the levels of a signal to the level of 
background noise[27], therefore it is usually given by the ratio between the maximum 









On the other hand, the signal power can be expressed as the mean square peak signal 
power and the background noise power can be expressed as the noise process variance, 
which gives rise to[28], [29]: 
 






In order to apply this global definition to FD-OCT, equation 23 will be simplified removing 
the auto-correlation terms and assuming the presence of a single sample reflector[3]: 
 𝐼(𝑘) =  𝜌(𝑇𝑟𝑇𝑠)𝑆(𝑘) {[(𝑅𝑟 + 𝑅𝑠)] + [√𝑅𝑟𝑅𝑠(cos [2𝑘(𝑡)(𝑧𝑟 − 𝑧𝑠)])]} (42) 
Since this work is based in SS-OCT, there is the need of discretize the sweeping process, 
which results in redefining equation 42 with the instantaneous power spectrum over the 
N points that correspond to the sweeping range. Therefore, it is necessary to divide the 
power spectrum by the number of steps of the sweeping process. Additionally, equation 
42 needs to be inversely Fourier transformed: 
 






We assumed a single reflector located at 𝑧𝑠 = 𝑧𝑟: 
 


















Now that the signal power has been determined, we will focus in assessing a formula for 
the noise power. Assuming that all noise contributions have a white noise characteristic, 














Based in equation 41, the resulting SNR is given as: 
 









In picture 1.25, we have the noise contribution in function of the reference arm 
reflectivity intensity. One can see that the excess photon noise decreases with the 
increasing reflectivity intensity, while the thermal noise increases linearly. The shot 
noise appears to be relatively constant with the reflectivity[30].    
1.6.6 – Sensitivity 
Although the literature is not consensual in specifying a clear-cut definition for 
the sensitivity parameter, a most commonly accepted definition in OCT community has 
been formulated. This definition states that sensitivity is a measure of the smallest 
sample reflectivity 𝑅𝑠,𝑚𝑖𝑛. It is determined by the signal level at which the SNR equals 
one, which means that the minimum sample reflection intensity will produce an output 
signal at the noise threshold[31]. The sensitivity is given by a logarithmic representation 
[31]: 
 





The procedure to measure the sensitivity is based on the method used by 
Masreshaw Bayleyegn et al. in[31] and R. Leitgeb et al. in [25], and consists, essentially, 
in using a gold coated mirror as a sample (𝑅𝑠 = 1) and placing a neutral density (ND) 
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filter with a density value of D = AD in front of the mirror. Light suffers an attenuation of 
10*AD dB each time it passes through the filter. Considering a double pass through it, 
the combination of the mirror plus the filter corresponds to a total attenuation of 20*AD 
dB. The sensitivity value is measured with the presence of the filter, to which 20*AD dB 
are added: 
 
𝑆𝑑𝐵 = 10𝑙𝑜𝑔10 (
1
𝑅𝑠,𝑚𝑖𝑛
) + (20 ∗ A𝐷) dB 
(49) 
In OCT, the reflectivity is proportional to the current generated by the detector 
(𝑖𝐷(∆𝑧)), which is the mean square peak signal power and is represented by the PSF, 
i.e., 𝑃𝑆𝐹~𝑖𝐷(∆𝑧)~√𝑃𝑠~√𝑅𝑠. Based on those insights, equation 53 is equivalent to[28]: 
  
𝑆𝑑𝐵 = 20𝑙𝑜𝑔10 (
𝑃𝑆𝐹𝑅𝑠=1
𝜎(∆𝑧)
) + (20 ∗ A𝐷) dB 
(50) 
The 𝑃𝑆𝐹𝑅𝑠=1value represents the PSF peak value when the mirror is positioned 
such that the maximum reflectivity intensity is attained, and 𝜎(∆𝑧) is the standard 
deviation of the noise floor, which is a good representation of the minimum reflectivity. 
The factor of two in equation 54 appears due to the square relationship between the 
PSF and the reflectivity values. It is important to state, that for measuring the sensitivity, 






1.6.7 - Sensitivity Roll-Off  
 The sensitivity roll-off measures the drop in sensitivity over a wide range of 
reference mirror positions. It is an intrinsic and much relevant characteristic of FD-OCT 
in order to determine the measurement capacity in depth of the system. This parameter 
is essentially dependent on the spectral resolution, which in SS-OCT is given by the 
instantaneous linewidth of the swept laser source[28]: 
 





The axial resolution, given by equation 23, can be multiplied by the number of points, 
Npoints, to give us the theoretical depth range[28][32]: 
 ∆𝑧𝑚𝑎𝑥 = 𝑁𝑝𝑜𝑖𝑛𝑡𝑠 × 𝛿𝑧 (52) 
 The procedure to measure the sensitivity roll-off is quite intuitive. Basically, it is 
accomplished by measuring the fringe signal for successive reference mirror positions, 
resampling it and applying an inverse Fourier transform to it.  The shape of the acquired 
sensitivities are presented in the following Figure in dB scale: 
 
For larger imaging range, the sensitivity roll-off is measured by the slope of a 
linear fit to the maximum PSF’s values in each mirror positions (in dB’s). The value is 
given in dB/µm. 
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1.6.8 – Dynamic Range 
 Another parameter that is rather important for OCT characterization, is the 
dynamic range. This parameter is the maximum signal over the noise floor that a 
particular system can measure without saturating any component of the system. The 
procedure to measure the dynamic range is quite similar to the procedure to measure 
the sensitivity, except the fact that, in this case, no attenuation filters are used. In fact, 
it is the logarithmic ratio of the measurement of the maximum value of the PSF function 
and the standard deviation of the noise floor, although this time, the noise floor is 
measured in the same window of the acquired PSF and not separately. The formula for 
















Typically, this value is several orders of magnitude smaller than the sensitivity and is 
a good representation of the capability of measuring the simultaneous detection of the 
weakest and the strongest reflections.  
 
The fundamental purpose of an OCT is to be capable of rendering 2 and 3D images 
with relevant information for diagnosis. The possibility to render 2 and 3D images can 




orthogonal directions, one transversally and the other longitudinally. In this work, a 
galvanometer with two mirrors is used for scanning purposes. The system will be 
thoroughly described in a future chapter.  
As this work is centred in FD-OCT, more specifically, SS-OCT, the need for axial 
scanning does not exist since it is performed by the sweeping process of the light source. 
In this section, it will be discussed the fundamental scanning procedures that can be 
implemented in OCT for 2 and 3D imaging as well as the distinction between the 
meaning of an A-scan, T-scan and the resulting 2D plans B-scan and C-scan. 
 
1.7.1 – A-scan 
The A-scan is a one-dimensional sample reflectivity profile acquired along a 
depth direction (along z axis). To obtain an A-scan in TD-OCT, there is the need for a 
movable reference arm to scan all the depth positions, contrarily to FD-OCT where the 
depth profile is present in the spectral components, or by sweeping the laser source 
through a wide range of wavelengths or by acquiring the spectral components with a 
detector array[3], [13]. 
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1.7.2 – T-scan 
A T-scan is the same as an A-scan but instead of giving information in the axial 
direction, it is given in the transverse one, as can be noticed in Figure 1.29[3], [13]. 
1.7.3 - B scan 
The B-scan image corresponds to the longitudinal section of the sample, which is 
generated from acquiring multiple axial scans (A-scan) at adjacent transverse (X axis) 
positions as shown in Figure 1.29. Usually, the faster scanning direction is given in the 
axial scan and the slower one in the transverse direction[3], [13].  
1.7.4 – C scan / En-face scan 
 A C-scan or en-face image is a transversal section of the sample. The easiest way 
of generating such an image would be to acquire multiple transversal scans (T-scan) at 
adjacent transverse (Y axis) positions, as shown in the last picture. However, in SS-OCT, 
the scanning process cannot be performed transversally, therefore the en face image 
needs to be generated by data from the entire acquired volume, constituted by multiple 
B-scans[13]. There are two possibilities, either the C-scan is selected inside the volume 
data, or it can be generated by the inner sum of each A-scan array.  
 
1.7.5 – Volume 
 Since the depth dimension is directly given by the A-scan, a volume can be 
acquired by scanning the sample in two transversal dimensions, namely by 
synchronously moving the X-mirror and Y-mirror in the corresponding directions. For 
instance, every time the X-mirror completely scans the sample, the Y-mirror will change 




Y-mirror position, a B-scan is acquired, thus moving it in multiple steps, enable the 
acquisition of an entire volume, constituted by multiple B-scans. This subsection 
contributes to understand how data is acquired while the scanning system is running. In 
chapter 3 will be addressed how the galvanometers move while the system acquires 
data to build these scans.  
 
 
1.8.1 – OCT – Then and Now 
 OCT is probably one of the most innovative and rapidly emerging optical imaging 
technique in the last decades[34]. The reasons behind are related to its capability of 
imaging non-invasively the first few millimetres of organs and tissues, building cross-
sectional and volumetric images of these internal microstructures with micro-scale 
resolution[3], [4], [34]. As already discussed in the “Introduction” section, the first OCT 
was built in the late 80’s and beginning of the 90’s[2], [8]. Since then, more than 50 OCT 
companies have been created, more than a hundred research groups work with this 
technology, and more than ten thousand research articles  have been published 




 OCT is claimed to be the fastest adopted imaging technology in the history of 
ophthalmology[34]. Undeniably, OCT became a trend after the discovery of FD modality, 
which is orders of magnitude faster and has a better image quality than the originals TD 
OCT systems (Figure 1.32). This new technology was completely supported by the 
technological evolution of optical sources, acquisition systems, field-programmable gate 
arrays (FPGAs) and graphical processing units (GPUs).  
 
In FD-OCT, broadband light sources (SD-OCT) and swept sources (SS-OCT) are the 
options. Regarding what has been said about FD-OCT technology, SS-OCT tend to have 
several fundamental advantages over SD-OCT for demonstrating ultrahigh imaging 
speeds, deep tissue penetration and long imaging range[35]. Nowadays, with the new 
designed sources, OCT devices have an improved performance[35], being capable of 
generating millions A-scans per second (Figure 1.32).  
 A system that is capable of generating such quantity of A-scans needs, in turn, to 
acquire them and process them at the same rate. New acquisition boards and processing 
units, and the combination of multiple boards guarantees that. A good example of this 
is a project reported in the National Instruments online page, of an OCT system with 60 





The system uses optical demultiplexers to separate 256 narrow spectral bands 
from a broadband incident light source, to allow simultaneous and parallel detection of 
an interference fringe signal. Multiple digitizer boards and FPGAs are used to acquire 
and process the A-scans. Multiple GPUs are also used to process and render those 
images and volumes[36].  Using GPUs in image processing is becoming a trend, and more 
articles can be found in the literature describing the benefits of using GPUs to process 
data. Even in the NVidia online page it is stated that “medical imaging is one of the 




1.8.2 – OCT Application Fields 
 
These new features of SS-OCT systems turns to be attractive for medical imaging. 
As aforementioned, ophthalmology and cardiovascular[39][40][41] fields are the most 
attracted to it, nonetheless, many medical fields are getting fond of OCT, namely 
dentistry[42][43], pulmonology[44] and oncology[40]. Even in museum paintings OCT 
has been used with the purpose of analysing the preservation state of art objects[45].  
 In those reports, it can be found as well that, recently, the combination of OCT 






In ophthalmology fields, OCT is proving to be a helpful tool in substantiating early 
diagnosis in diseases like glaucoma, age-related macular degeneration, multiple 
sclerosis and drug induced retinopathies by detecting early changes in morphology of 
the retinal nerve fiber layer[46], [48]. Commercial OCT’s as the Cirrus HD-OCT and the 
Spectralis OCT are built for this purpose[49], [50].  
 
Cardiovascular applications are related to angiography, namely for diagnosis of 
pulmonary hypertension[51], intracoronary imaging[39] and retinal angiography. More 
recently, articles have been published about an OCT modality that would be capable of 
measuring blood flow rates, the “Phase-Sensitive OCT”[52].  
1.8.3 – OCT for Small Animals and Mouse Retinal Imaging 
 Another important application is focused in vision research, namely in imaging 
small animals. A commercial device from Phoenix Research Labs provide some setups 




In this context, it is usual to use adaptive optics systems for correcting residual 
wavefront aberrations in the mice eyes[54]. 
   
1.8.4 – OCT and Multimodality 
 If a biomedical engineer was asked to build an exoskeleton for paraplegic 
subjects, he would probably be incapable of doing it by himself. He would require the 
help of a mechanical engineer, an electrical engineer and so on. This multidisciplinarity 
that is required to solve this problem, is quite allusive to solve imaging problems. 
Sometimes, one technique is not enough, and here comes multimodality.  
 Multimodal implementations can synergistically compensate for the 





multimodal techniques are reviewed and hybrid OCT with fluorescence and other 
microscopy techniques, OCT and Raman spectroscopy and OCT with photo acoustic 
techniques are presented.  
 Conclusions from this article, states that OCT is limited in certain respects, 
namely what regards imaging tissues with high absorptions coefficients. Thus 
incorporating OCT with other imaging modalities into a hybrid platform has become 
quite appellative. However, these approaches need to be deeply investigated for 







 This system is a typical SS-OCT built as an upgraded version of the previous 
system developed by José Agnelo[28], which is based in the system built by Fujimoto et. 
al. in[33]. It is primarily composed by a SS from Axsun Technologies, which generates a 
clock signal synchronized with a trigger signal[55], and outputs a light beam that is split 
by a 90:10 coupler upon a reference and sample arm, with 10 % and 90 % of the incident 
light, respectively. In the reference arm, light passes by a collimator before entering the 
objective lens and is reflected by a gold coated mirror. In the sample arm, light passes 
by a 2D galvanometer scanning system (GVS), enters the objective lens and then, is 
reflected by the sample object. In both arms, the polarization is corrected before 
incoming into the interference coupler. Finally, the interference signal is detected by a 
balanced detector.  
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 Regarding the previous optical system[28], the balanced detector was replaced 
by another one with larger bandwidth and the polarization controllers were added. The 
reasons behind those are related to the optimization of the optical system and will be 
clarified throughout this work. 
The work-station/personal computer (PC) is composed by an acquisition board 
from Innovative[56], a DAC board from NI[57] and a GPU board from NVIDIA[58]. The 
first one is responsible to acquire the interference signal, triggered and synchronized by 
the trigger and clock signals that are generated from the light source[28]. The NI board 
drives the galvanometer[59] and generates a digital signal that selects the trigger signal 
that is output by the trigger circuitry.  
The trigger circuitry has been added to the older system in order to provide the 
possibility of acquiring the interference signal in multiple modalities, namely in a step or 
in a continuous approach. Further ahead in this work, we will describe how the circuit 
board is capable of handling these processes.  
The need for faster scanning modalities calls for the need of faster processing. In 
the older system, processing was mainly performed in the main CPU[28]. In order to 
profit of the well-known speed capabilities of the GPU boards, this new configuration 
will deliver the majority of the processing tasks to the GPU. Some algorithms have been 
performed and will be described in a future chapter of this work. 
 This chapter is focused in describing each component and device that is included 
in the above system. The entire assembly and interconnection between those 







The light source is probably the most important component of an OCT system. 
The criteria that are relevant for the appropriate selection of a light source depend on 
its suitability for the desired application. In OCT, and specifically in this project, the 
source needs to be suitable for biological tissue imaging, namely retina imaging. 
Therefore, the optical beam needs to penetrate biological tissues, and overcome 
scattering and absorption, which are the major sources of attenuation, consequently 
restraining the OCT depth penetration. (For a better understanding in this topics, review 
Section 1.1.6 – “Interaction of light with matter”. 
There are four primary considerations for evaluating optical sources for OCT 
imaging, namely, the wavelength, the bandwidth, the output power and stability. 
Regarding the wavelength range, there are three fundamental wavelengths used in 
sources for OCT applications: 800, 1060 and 1310 nm. Contrarily to light sources with 
1310 nm, light sources with 800 nm take the advantages of being less affected by the 
absorption of biological tissues during penetration. In the other hand, the scattering 
effect is more significant in sources with lower wavelengths. For example, if the OCT 
would be used for retinal imaging, sources with 800 nm would be more appropriate, 
since with 1310, the laser beam would be much more absorbed during penetration. 
However, if the application would require imaging of tissues where absorption plays a 
considerably small role, a source with 1310 nm would be more suitable since it has the 
scattering advantage. The 1060 nm light source has interesting properties, since its 
wavelength coincides with a minimum in water absorption and is less affected by 
scattering than a source with 800 nm.  
In this work, we use a Swept-Source from AXSUN Technologies Inc., model SS-
OCT 1060, with 1060 nm of centre wavelength[55]. The next section will thoroughly 
describe the source properties.  
2.1.1 – Specifications 
Based on the source’s “User Manual”[55], the general system specifications are 





Wavelength Range 985.0 – 1095.0 nm 
Center Wavelength 1040 – 1060 nm  
Scan Range in Air 3.7 mm 
Sweep Frequency 100 KHz 
Maximum Samples 1510 
Selected Number of Samples 1376 
Perecent Bandwidth used 91 % 
Duty Cycle 44.5 % 
Estimated Clock Frequency 310 MHz* 
*- +/- 20 % Typical Variation 




The Axsun OCT swept source (Figure 2.2) is a typical swept laser, which consists 
of a semiconductor gain element (SOA) and a Fabry-Perot tunable filter (FFP-TF) within 
a short cavity length (Figure 2.3)[60]. The frequency variation with time is achieved by 
sweeping the tunable filter. Although not specified, this particular source belongs to the 
Fourier domain mode-locking lasers category, which uses a cavity with a long fibre delay 
line and a FFP-TF whose sweep rate is synchronized with the round-trip time of light 
inside the cavity[60]. This synchronization is supported by the long fibre, which is 
responsible to store the entire range of frequencies inside the cavity, enabling that 
certain frequencies return to the FFP-TP precisely when the filter is tuned to transmit 












The Axsun swept source typical operating and scan parameters are presented in 
Table 2.1. The time average spectrum power output has a tuning range of 110 nm, with 
a centre wavelength of 1040-1060 nm, as can be seen in Figure 2.4. 
 
 The entire set of frequencies is swept during the tuning process of the source, 
which is characterized by having an ascending and descending phase. The ascending 
phase corresponds to the duty cycle (44.5 %) of the entire sweeping process, during 
which the laser is turned on and sweeps the relevant set of frequencies. Contrarily, 
through the descending phase, the laser is turned off and the filter returns to its original 
position. This process has a frequency of 100 kHz, which means that, as each swept 
generates one A-scan, this source is capable of generating 100 000 A-scans per seconds. 
The synchronization and acquisition of each A-scan is accomplished by a TTL Trigger and 




2.1.3 – Trigger and Clock Signal 
 
 
Figure 2.5 shows the typical signals that are generated by the optical source, 
namely the trigger and the clock signals and the output power.  
The TTL trigger signal is in “high” state during 10 μs and is valuable for starting 
and synchronize the acquisition of an A-scan. In this work, in order to follow the 
specifications of the acquisition board, the trigger signal will be transformed by a pulse 
generator[28], [55], [56].  
In Figure 2.6 is shown how the acquisition of an A-scan is coordinated by a clock 
signal that is divided by the two phases of the sweeping process. During the first phase, 




in order to linearize the acquired data in the optical frequency domain (k-space), as will 
be discussed ahead. This clock controls the acquisition of an A-scan over the 110 nm 
with 1376 points. In the other hand, during the other phase, the clock signal appears as 
a “Dummy” clock that only exists to fill the gap that lasts until the end of the sweeping 
process[33]. 
 
2.1.4 – K Linearization 
The FFP-TP is normally tuned by a sinusoidal waveform, turning the response of 
the FFP-TF nonlinear and hysteretic[61]. Therefore, the signal that is typically acquired 
and digitized with uniform spaced time intervals, will be non-linearly distributed in the 
k-space. Since there is the need of further processing and rendering of the acquired data, 
it is necessary to convert the time-uniform OCT fringe set of data into a uniformly 
distributed k-space set prior to Fourier transform[61].  
The linearization process could be performed computationally, however, it 
would be quite time expensive. Luckily, as can be seen in Figure 2.7, this source is 
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embedded with a Mach-Zehnder interferometer and the necessary electronics to 
provide a frequency clock that enables a linear k-space acquisition[55], [62].  
 
The “Digital Conversion” block is where the MZI signal is converted into an 
external clock. The inner process is described by Figures 2.8 and 2.9. 
 
The MZI signal is separated into two channels: in the first it is kept as original; in 
the other, it is quadrant shifted. Each signal is then sent to a zero-crossing detection 
device, that outputs a square wave with the positive portions of the original and 
quadrant signals, respectively (C). These outputs are then combined into a XOR gate, 
which generates an external clock pulse when both signals overlap (D). Because of the 
combination of the quadrant shifter and the XOR gate, an approximate 50 % duty cycle 




driving waveform cycle. The other 50 % are filled with the “Dummy” clock, usually linear 
in time[55].  
 
2.1.5 – Performance Limits Imposed by the Light Source 
 The performance limits imposed by the light source, namely the axial resolution 
limit and the maximum depth range, can be determined based on source’s specification 
values (Table 2.1).  
The axial resolution limit imposed by the Axsun optical source can be calculated 














≈ 4.51 𝜇𝑚 
(54) 
 The corresponding maximum depth range is calculated by multiplying the 
number of points that represents the A-scan/sweeping process with the axial resolution 
(equation 52): 





From the result in equation 55, the coherence length (roundtrip) is calculated as 
(equation 33): 
 𝑙𝑐,𝑚𝑎𝑥 = ∆𝑧𝑚𝑎𝑥 × 2 = 12.4 𝑚𝑚 (56) 
2.2.1 – Balanced Detector 
 
In the experimental apparatus of this work, it is demonstrated that the 
generation of the interference signal occurs into a 2x2 (50:50) coupler that merges the 
back reflected signal from the sample with the back reflected signal from the reference. 
Both outputs of the coupler are then directed into the inputs of a fibre coupled balanced 
amplified photodetector (Figure 2.10). 
The used balanced detector is a Thorlabs PDB471C[63], optimized at 1060 nm 
(Figure 2.11), that consist of two well matched, fibre coupled InGaAs photodiodes with 
a transimpedance amplifier that generates an output voltage (𝑈𝑅𝐹,𝑂𝑈𝑇) proportional to 
the difference of the photocurrent of the two photodiodes[63]:  
 𝑈𝑅𝐹,𝑂𝑈𝑇 = (𝑃𝑜𝑝𝑡,1 − 𝑃𝑜𝑝𝑡,2) × ℜ(𝜆) × 𝐺, (57) 
where 𝑃𝑜𝑝𝑡,1 and 𝑃𝑜𝑝𝑡,2 are the optical input power, ℜ(𝜆) is the responsivity of the 




The selection of this photodetector has been made upon his suitability for this 
work. The central parameters, listed in Table 2.2, are its wavelength range sensitivity 
and resulting responsivity at 1060 nm, its bandwidth (which dictates the maximum 
detectable depth), its sensitivity and its transimpedance gain. The advantages in noise 
reduction by using a balanced photodetector over other detection devices are clearly 
exposed in section 1.6 of chapter 1.  
 
Parameters Value 
Wavelength Range 900 – 1400 nm 
Responsivity (at 1060 nm) 0.72 A/W 
Bandwidth DC – 400 MHZ 
RF Output Transimpedance Gain 10 x 103 V/A 
Maximum RF Output Voltage ± 3.6 V 
Responsivity   
 As seen in Figure 2.11, the detector is sensible to light with wavelengths between 
900 and 1400 nm, being adequate for applications with light sources with 1060 nm. The 




Bandwidth and Common Mode Rejection Ratio 
Figure 2.12 shows the typical frequency response of the detector. As mentioned 
in chapter 1 during the explanation of the SS-OCT mechanism, the frequency of the 
interference signal is proportional to the sweep frequency, the path length difference 
and the wavenumber swept interval. Based on those equations (equations 25 and 26), 
one can resolved the ideal frequency response for this system. The wavenumber swept 
interval (∆𝑘) is given by: 
 










) = 6.18 × 10−4 𝑟𝑎𝑑/𝑛𝑚 
(58) 
Considering a maximum depth range of 6.09 x 106 nm and a swept frequency of 200 kHz, 
the maximum frequency turns into: 
 




= 6.18 × 10−4 × 200 × 103 ×
6.09 × 106
𝜋
= 238.6 𝑀𝐻𝑧 
(59) 
This result shows that the photodetector will not limit the maximum depth 
sensitivity of the system, since the bandwidth is much larger than the maximum 
detectable frequency of the interference signal. Additionally, the frequency response at 
high common mode rejection ratio (CMRR = 30 dB) is approximately the same for the 






The CMRR of the balanced detector measures the rejection of unwanted input 
signals common to both inputs. Usually, this approach is ideal for DC component and 
photon excess noise removal, as mentioned in the first chapter. However, the ideal 
configuration for maximum CMRR implies equal power levels on each photodetector. 
Otherwise any power imbalance will be amplified and hence both DC component and 
noise will not be entirely removed. The datasheet of the detector refers as well that 
equal path lengths are indispensable for maximum CMRR, since any path length 
difference will introduce a phase difference between the two signals. Any OCT system 
performs imaging with path length differences, which means that the path length 
difference could interfere in the noise reduction. However, as can be seen in Figure 2.13, 
the CMRR is still high enough for the range of detectable frequencies, namely, for 238.6 
MHz, a CMRR of 30 dB can be achieved with a path length difference of 4.5 mm.  
2.2.2 – Malibu Board 
General Properties 
In this OCT system, the component that generates samples is the optical source, 
thus being the one that defines the required acquisition rate. Theoretically, the source 




number of 137 mega samples is generated per second (MSPS). The suitable acquisition 
rate, following the Nyquist criterion, needs to be at least twice the sample’s generation 
rate, which in this case is 2 × 137 = 274 𝑀𝐻𝑧. 
The chosen board to deal with this requirements is a Peripheral Component 
Interconnect (PCI) Express XMC Module X5-400 (Figure 2.14 - left). The board two 14-bit 
(extended) 400 MHz delta-sigma A/D (analogue to digital) converter channels and two 
16-bit D/A (digital to analogue) converter channels at rates up to 500 MSPS. The 
computing core for signal processing, data buffering and system IO is built around a 
Virtex-5 FPGA (field programmable gate array) with 512 MB DDR2 DRAM (Dynamic 
random access memory) and a 4 MB QDR-II SRAM (quad rate static random access 
memory)[56].  
The board is coupled with an 8-lane PCI Express interface that provides over 1 




In Figure 2.15 is shown that the XMC module has two input channels for external 
clock and triggering, which are connected to the source clock and source trigger, 
respectively[56].  
The A/D channels are DC-coupled with 50 ohm terminated SMA connector-based 
front end with an input range of +1 V to -1 V. The digitized data is in two’s complement 
format. Two data modes are supported: right justified 14-bit data with sign extension 
and left justified 16-bit data. The conversion coding is presented in the board manual 





Clock and Trigger 
 Both A/D’s and D/A’s share the clock and trigger controls. During an acquisition 
process, the sample clock specifies the instant in time when data is sampled, whereas 
triggering specifies when data is kept[56]. 
The conversion clock source of the device include an external clock input and 
provision for an on-board oscillator. As aforementioned, the clock source is the clock 
signal from the swept source[56].  
 The trigger control component is located in the FPGA, which controls the 
acquisition process, provides data buffering and host communication. The trigger 
control allows data to be acquired continuously (unframed mode) or during a specific 
time (framed mode), as triggered by either a software or external trigger.  
Figure 2.16 shows that in continuous mode, data is acquired whenever both 
trigger and clock are true. In framed mode, the rising edge of the trigger starts the 
acquisition, which lasts until a specified number of samples is acquired. For this 
application, the trigger channel is connected to the trigger output channel from the 




Framework Logic Functionality 
 
As illustrated by Figure 2.17, the analogue data that comes from the 
photodetector flows from the A/D channels into the A/D interface component in the 
FPGA. Data is then queued (FIFO – First in First Out) by the data buffer (memory pool 
DRAM) into the computation memory (SRAM) where they can be pulled to form data 
packets of a programmed size and sent to the PCI interface. From here, packets are sent 








Since one of the purposes of this work is accelerating the acquisition, processing 
and rendering procedures, some new features needed to be implemented in the system. 
First, in order to speed up the acquisition process, a new electronic board is added to 
the “trigger circuitry”, as aforementioned in the upper section of this work. Once data 
is acquired faster than the usual approaches, the main processor unit (CPU) is no longer 
capable of handling the quantity of tasks that are needed for processing and rendering 
data in high real-time quality. This is because CPUs handle data in a serial way, which 
means that tasks are performed one by one in a succession of events with no 
concurrency. Although a “multi-threading” approach can be implemented in CPUs to 
parallelize some major tasks, the optimal way to handle those tasks is to massively 
parallelize them so that the majority can be handled simultaneously. Nowadays, imaging 
techniques essentially perform the data processing and rendering with GPUs. Actually, 
many reports can be found in the literature about applying massive parallel processing 
in GPUs for OCT systems: “Real-time massively parallel processing of SD-OCT data on 
GPU”[64], “High-speed OCT signal processing with GPU”[65], etc… 
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NVIDIA GTX 660 Ti Architecture 
 The GTX 660 Ti GPU from NVIDIA was the introduction of the Kepler architecture 
(successor of the Fermi architecture), which is dedicated in increasing and optimizing 
the parallel workload execution in the GPU[66], [67]. 
 
 
The ability to perform such optimizations has been essentially granted by the 
new generation streaming multiprocessors (SM) SMX[67]. The global architecture of the 
GPU, in Figure 1.19 left, shows that it is composed by a global memory (GM), an L2 cache 
memory and multiple SMX’s. Looking by the zoomed SMX architecture (Figure 1.19 
right), one can identify the presence of an instruction cache, a warp scheduler, a 
dispatch unit, a local register file, a shared memory (SHM) and multiple cores (192 cores 
per SMX in the GTX 660 Ti). 
Threads, Blocks and Grids  
A thread is defined as the smallest sequence of programmed instructions that 
can be managed independently by a scheduler, therefore a thread is a unit of scheduling 




can be organized in blocks and multiple blocks in grids. Each thread block can store a 
maximum of 1024 threads and each SMX can have 2048 threads simultaneously active, 
or 64 warps. Therefore, these can come from 2 blocks of 1024 threads, or 4 blocks of 
512 threads, and so on[69], [71]. 
 
The SMX Scheduler and Coalesced Memory 
The SMX schedules threads in groups of 32 threads called warps. Each SMX 
features four warp schedulers and eight instruction dispatch units, which enables the 
execution of four concurrent warps (128 threads). The four warp schedulers selects then 
four warps and two independent instructions per warp can be dispatched (by the 
dispatch unit) in each clock cycle[66]. Understanding the way that threads are 
dispatched and processed is rather important for code implementation in order to profit 
the maximum bandwidth capacity of the GPU.  
Coalesced access into global memory are an important requirement to maximize 






The GM is accessible by both CPU and SMX’s through the L2 cache memory, 
turning it into a slow access. The L1 cache memory and the SHM belongs to the SMXs 
and can be read by threads. The access to the SHM is much faster than the access to the 
GM, therefore, data from GM that is accessed several times by threads is generally 





2.3.1 – Galvanometer System 
Dual axis galvo scanners are widely used in laser imaging for transverse scanning, 
enabling the imaging system to acquire 2/3 D data sets from the targeted sample. 
Typically, this scanners are mirror positioning systems designed for laser beam steering 
applications[59]. In this work, this functionality is assured by a dual-axis galvo system, 
model GVS002 from Thorlabs.  
 
The dual axis galvo system of Figure 2.23 consists of two galvanometer-based 
scanning motors. The galvo scanner comprises two motor shafts, each connected to a 
driver card and assembled with a protected silver mirror and an individual 
photodetector that feeds back the mirror position information. The driver cards feature 
a small footprint, fixings for easy mounting to a heatsink and a simple analogue 
command signal interface, as pictured in Figure 2.26 [59].  





Server Driver Board Circuitry 
 Typically, the precision motor moves with a linearity of 99.9% (range of ±20º) 
and an acceleration that is proportional to the current applied to the motor coils[59]. In 
this particular device, the movement of the motor is driven by the servo driver board in 
a “closed-loop” operation. The power supply of the driver board is the one 
recommended by Thorlabs, named GPS011, which maximize the capabilities of the 
scanning system, providing a maximum resolution of 0.0008 o. 
 
As the DAC board that generates the analogue voltage signal to select the motor 
position has an output range of ± 5 V and the maximum range of input voltage of the 




adjustable gain up to 10 times and an input impedance of 50 ohms, a value that complies 
with the specification of the servo driver board.  The amplifier output is fed into the 
“Difference Amplifier” block together with the voltage signal from the optical position 
detector inside the corresponding motor. That way, the motor is driven by a signal that 
corresponds to the difference between the actual position, and the desired position of 
the mirror. The “jumper” provides the volts per degree scaling factor, shaping the step 
reaction of the motor in response to the input voltage.  There are three possible scale 
factors: 1.0 V/o (A), 0.8 V/o (B) and 0.5 V/o (C). The maximum is adapted for each of this 
scaling factor. As the maximum input voltage range is ± 10 V, the maximum scan angle 
for A is ± 10 o (
10
1
) and for B is ± 12.5 o (
10
0.8
). Factor C is provided to allow the full scan 
angle to be achieved using small input signals, which means that the input voltage 
should be limited to ± 6.25 V (
6.25
0.5
= 12.5𝑜)[59].  
 
Driving Specifications 
The movement of the galvanometer follows the response function of an 
oscillatory system that may or not be critically damped, and can be driven by a “step” or 
by a “continuous” function. The step function simply drives the mirror to move from one 
position to another in one step. In case of a small angle step (±0.2 o) not critically 
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damped, the response time is 300 µs, as it is pictured in Figure 2.27. In the other hand, 
for a larger scan angle, the step response will be slower.  
 
Although, generalizing the concept, it can be considered a “step” function 
because it simply moves the mirror from one position to another in “one step”, the 
continuous function drives the mirror to move in successive positions until it reaches 
the desired one, mimicking a continuous movement without discrete positions. For 
small angles (±0.2o) the bandwidth is 1 kHz and for full scale scan (12.5 o) the bandwidth 
of the continuous function can be 100 Hz for square/triangular wave and 250 Hz for sine 
wave[59].  
2.3.2 – NI DAQ Board 
The wave functions that drive the galvanometer’s mirrors are handled by a low-
cost National Instruments (NI) PCI-6010 board[57].  Although the X5-400M Malibu board 
is equipped with D/A channels, they could not be used for this purpose due to the fact 
that the external clock given by the source, which is shared by both A/D and D/A 







The NI PCI-6010 supports analogue/digital output (AO/DO), analogue/digital 
input (AI/DI) and counter (CNTR) channels. For this application, we use the two existing 
AO channels and one DO channel. The AO channels are responsible for driving the 
movement of the X- and Y- mirrors of the galvanometer, whereas the DO channel will 
be used for trigger mode selection in the new electronic board added to the system.  
Each AO channel supports a range of ± 5 V DC, with a 16-bit resolution, settling 
time (full scale step to 100 ppm) of 1.2 ms and 135 μV noise with 50 kHz bandwidth[57]. 
The DO channel outputs a 5 V TTL/CMOS signal. 
The access to the board pins is facilitate by the National Instruments CB-37F-LP 
terminal block. This block and the board are connected through a cable National 
Instruments SH37F-37M (Figure 2.28). 
AO tasks 
The device’s tasks are controlled by software. Although the NI platform is 
preferably monitored by LabView, a software platform developed by NI, visual studio 
applications are supported with the help of the “NIDAQmx” library.  
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In the particular case of generating analogue signals, there are two modes of 
operation: one writes one scalar sample, the other writes an array of samples[73].  The 
process of generating an array of samples is described by NI as a software-timed 
generation process, which means that the selection of the sample generation rate is not 
supported[57]. Therefore, samples are generated as quickly as possible by a “software 
clock”. This is rather important in this application because the period of a wave function 
will only depend in the number of samples that have to be generated. The strong 
dependency in the number of samples can restrict the signal quality of the desired wave 
function for this applications. In this case, to fulfil the maximum rate of the 
galvanometer, a sawthooth function with a minimum period of 10 ms needs to be 
generated. 
In order to comply with the acquisition board specifications in framed mode, the 
trigger that comes from the swept source needs to be transformed. The device that is 
used to perform this transformation is the Digital Delay and Pulse generator DG535 from 
Stanford Research Systems. 
The device has many functionalities in digital delays and pulse generation. In this 




subtraction of the value of channel A with the value of channel B (delay = A – B), every 
time it detects a “rising edge” in the input trigger signal. 
 
 
 In this section, we describe the optical components included in the OCT system. 
2.5.1 – Objective Lens  
 The scan lenses that are used in this work are the Thorlabs LSM03-BB in the 
sample arm and the Thorlabs LSM02-BB in the reference arm. These scan lenses are 
telecentric objectives, specially designed for SS-OCT and SD-OCT systems. The 
telecentric objectives are known to offer a flat imaging plane as a laser beam is scanned 
across the sample. The flat imaging plane minimizes image distortion and maximizes the 
coupling of the light scattered or emitted from the sample into de detector. Additionally, 
telecentric lenses guarantee a constant spot size in the imaging plane over the entire 






From Figure 2.31 (right) one can define the main parameters of the objectives, 
which are presented in Table 2.4:  
 The scanning distance is the distance between the galvo mirror pivot point 
and the back mounting plate of the objective. 
 The working distance defined as the distance between the tip of the scan lens 
housing and the front focal plane of the scan lens. 
 The depth of view corresponds to the distance between the parallel planes 
on either side of the front focal plane where the beam spot diameter is 
√2 greater than at the front local plane. 
 The field of view is the maximum size of the area on the sample that can be 
imagined with a resolution equal or better than the stated resolution. 
 The parfocal distance is the distance from the scan lens mouting plane to the 
front focal plane of the lens.  
 The scan angle is the maximum allowed angle (in both X and Y direction) 
between the beam and the optical axis of the scan lens after being reflected 





Parameter LMS03-BB LMS02-BB 
Magnification (M) 5 times 10 times 
Design Wavelengths (DW) 850 nm 1050 nm 850 nm 1050 nm 
Wavelength range (W) ± 40 nm ± 50 nm ± 40 nm ± 50 nm 
Effective Focal Length (EFL) 36 mm 18 mm 
Lens Working Distance (LWD) 25.1 mm 7.5 mm 
Scanning Distance (SD) 18.9 mm 16.1 mm 
Pupil Size (PS) 4 mm 
Depth of View (DOV) 0.18 mm 0.22 mm 0.04 0.05 
Field of View (FOV) 9.4 X 9.4 mm 4.7 X 4.7 mm 
Parfocal Distance (PD) 50.5 mm 30.7 mm 
Mean Spot Size (MSS) 17 µm 21 µm 9 µm 11 µm 
Scan Angle (SA) 7.5 o 
Besides complying with all these distances, it is important that the galvo mirror 
pivot point is located at the back focal plane of the objective and that the entrance pupil 
is located between the two galvo mirrors, as shown in Figure 2.31 (right).  
 
Figure 2.32 shows the reflectance of the objective lenses, which for 1060 nm is 




2.5.2 – Collimator  
Before getting out of the fibre coupler, light needs to be collimated or it would 
disperse before getting into the objective lens. The selected collimators are both the 




These collimators are mounted with an aspheric lens that is factory aligned and 
have an antireflection coating for 1064 nm, which reduces the surface reflections (Figure 
2.34), and transmits the majority of the signal of interest, being ideal for this application. 
 
 






Beam Diameter (D) 2.4 mm 
Numerical Aperture (NA) 0.25 
Focal Length (F) 11.17 mm 
Divergence Angle () 0.032º 
 
2.5.3 – Couplers 
 In this setup, three 2x2 single mode fused fibre coupler are used. Two have a 
50:50 split ratio (FC 1064-50B-APC), whereas the other has a 90:10 split ratio (FC 1064-
90B-APC).  Figure 2.35 shows a picture of the couplers. 
 
The optical couplers can split or mix light between two optical fibres with 
minimal loss and at a specified coupling ratio. Besides that, these couplers are 
bidirectional. Therefore, all ports can be used as inputs[76]. 
In the next Figure are illustrated specific coupling examples that occur when the 
system is active, namely, splitting light from one input (A), mixing two signals for 
interference (B) and coupling a return signal with a reflector (C) (those examples are 




 The terms “Signal Output” and “Tap Output” refer to the higher and lower power 
outputs, respectively. Some important parameters that characterize the fibre couplers 
are the directivity, that refers to the fraction of input light that exits the coupler through 
an input port instead of the intended output port, and the insertion loss, which is 
defined as the ratio of the input power to the output power at one of the output legs of 
the coupler, in decibels[76]. 
 In Table 2.6 are listed the properties of the couplers. 
 
Parameter FC 1064-50B-APC FC 1064-90B-APC 
Centre Wavelength 1064 nm 
Bandwidth ±15 nm 
Insertion Loss 3.5 dB / 3.5 dB (Typ.) 0.7 dB/10.5 dB (Typ.) 
Directivity >55 dB 
 
 
2.5.4 – Filter for Sensitivity 
 In order to properly calculate a value for the sensitivity parameter, a filter needs 





has a 2.14 optical density and 0.73 % of transmission at 1064 nm.  Figure 2.37 shows a 
picture of the filter. 
 
2.5.5 – Gold Mirror 
 The current experiments have been made with a protected gold mirror in both 
reference and sample arms. The mirror is rather important to measure some parameters 
that characterize the performance of the system, namely the sensitivity, the sensitivity 
roll-off and the axial resolution.  
 
 In Figure 2.38 is illustrated that the reflectance percentage is higher than 95 % 
for our wavelength range, a value that is suitable for this application. 
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2.5.6 – Scanning System (Galvanometer) 
The scanning system has protected silver coated mirrors with a reflectance 
higher than 95 % for our wavelength range, as can be seen in Figure 2.39. 
 
2.5.7 – Fibre Polarization Controller 
 
 A polarization match between the sample and reference signals before the 
interference occurrence is rather important in order to improve the sensitivity of the 
system[28]. For this purpose, we use in-line optical fibre polarization controllers from 
Thorlabs 2.40. The principle behind it is that it induces a linear birefringence in a short 
section of the fibre by applying simultaneously pressure and rotation onto the fibre. The 




it with the squeezing rotation, causes the birefringent portion of the fibre to rotate as 






















In the older setup, only one scan modality was present: the stepwise 
approach[28]. With this setup, a volume of 512*128 A-scans was acquired in slightly less 
than a minute, which is quite a long time if we compare this result with the one achieved 
by commercially available OCTs. For instance, the Cirrus HD OCT acquires and displays a 
volume with the same size in 2.4 s[80], so our objective was to reach those values.  
 The first approach was handled by software with a multithreading algorithm, 
which was the basis for the actual workflow of the interface. This algorithm would 
enable to run the acquisition and the processing tasks concurrently, and give the 
instruction of moving the galvanometer mirror in a stepwise fashion after each packet 
acquisition. This way, we performed the acquisition of a volume in less than 25 seconds, 
which is an improvement, but still quite disappointing regarding commercial system’s 
capabilities. 
  The next approach was planned looking at the limiting speed factor in our setup, 
which is the galvanometer movement. The next step was then to build a new scan 
modality that would exploit the maximum capabilities of the galvanometer to improve 
the scanning speed. The need for speed led to the development of a dedicated electric 
circuit board. 
 This chapter is focused in presenting all the scan modalities that the new system 
is capable of handling. Furthermore, the electric circuit will be described and the results 






3.1.1 – Framed Acquisition 
 The acquisition is performed in framed mode. Although this topic has already 
been discussed in the last Chapter (section 2.2.2), what needs to be withheld is that each 
frame acquired corresponds to one A-scan. Therefore, the packet that is acquired in 
each acquisition step is an aggregate of A-scans. The number of frames acquired in each 
acquisition step is defined by the user in the interface (as will be explained in the Chapter 
4) and can dictate the time spent in the acquisition of a B-scan and volume.  
The number of samples per frame must be a power of two and a value between 
256 and 16777216[56]. 
3.1.2 - Driving Modalities  
 In Chapter 1, more specifically in the section named “Scanning Modalities”, it is 
stated how the mirror should move to enable the acquisition of 2D and 3D images.  
Recapitulating, the B-scan is acquired by moving the X-mirror horizontally, acquiring 
multiple adjacent A-scans and the volume, by moving the Y-mirror vertically when the 
duty cycle of the X-mirror is finished. The C-scan or en-face scan would be selected or 
built from the volume data set.   
 The first approach provides a better imaging quality instead of speed, as the 
mirror is driven by a “step” function, whereas the second aims for the maximum speed 
capacity of the galvanometer, with the mirror being driven by a “continuous” function 
with a frequency of 100 Hz (10 ms period)[59]. 
X-Mirror –Step-Wise Approach with a Multithreading Algorithm 
 The movement of the X-mirror is monitored by a sawtooth function, whether in 
the “stepwise” or the “continuous” approach. In the stepwise approach, the sawtooth 
function is composed by multiple steps, whose the number is previously defined by the 





The function that would drive the X-galvanometer in the multithreading 
approach is represented in the following Figure (3.1): 
 
 
Depending on the processing algorithm, a pixel line can correspond to one A-
scan or an average of A-scans. The number of A-scans per step is, as aforementioned, 
defined by the user and is represented by the number of frames acquired in each data 
packet. The minimum number of frames per packet/step is defined by the response time 
of the galvanometer mirror, which is 300 μs (Chapter 2). This value defines the time that 
is necessary to wait so that the mirror can move to the next step. Therefore, 32 A-scans 
is the minimum selectable number. 
In Figure 3.1, 32 frames (A-scans) are acquired in each packet. The total amount 
of time spent in acquiring 32 A-scans is 0.32 ms (32 * 10 μs), which multiplied by 512 
will give us the approximate time spent for acquiring this B-scan: 160 ms (512 * 0.32). 
The remaining milliseconds are spent in software tasks, but this topic will be addressed 
in the next chapter (Chapter 4). 
X-Mirror – Continuous Approach 
In the “continuous” approach, the sawtooth function doesn’t have any steps and 
is a triangular wave with a constant period that is defined by the specifications of the 
galvanometer and exploits its maximum capabilities (section 2.3.2 of Chapter 2). The 
wave function comprises two phases: an ascending phase that corresponds to 
approximately 88-90 % of the function’s time, and a descending one, that corresponds 
to the full-scale settling time of the NI DAC board (1.2 ms) and enable the galvanometer 




Y – Mirror 
 The Y-mirror is responsible for enabling the acquisition of volumes. As the X-
mirror, it will be monitored by a sawtooth function with a stepwise approach. However, 
in this case, the step is increased every time the X-galvo finishes the horizontal scanning. 
The number of steps will define the number of B-scans acquired, which can be selected 
by the user.  
 
3.2.1 – Scanning Approaches Schedule 
The galvanometer mirror can then be driven by the stepwise approach or the 
continuous approach. The sequence of tasks for acquisition and processing needs to be 




Regarding the stepwise approach, the acquisition and the movement of the 
galvanometer are performed sequentially, while the processing tasks are performed 
concurrently in a background thread, as illustrated in Figure 3.4. 
 
In the other hand, the continuous approach increases, as illustrated in Figure 3.5, 
the speed of the overall process because the full scale movement of the galvanometer 




However, in order to turn this approach functional, two important requirements 
are needed. The first involves the synchronization of the acquisition and movement of 
the galvanometer mirror, which led to the development of the electronic board and will 
be discussed below. While the second is related to the necessity of reducing the 
processing time so that it can be performed during one forward scan, and will be 
discussed in chapter 5 when introducing the GPU computing.  
3.2.2 – Fast Scan Board Reasoning 
The idea of developing the new electronic board came after an exhaustive 
process of research that led to understand the two main requirements that needed to 
be considered in order to synchronize the movement of the galvanometer and the 
acquisition process in a fast scan modality:  
- First, as the acquisition board is acquiring data in framed mode, the trigger and 
clock signals needed to be present in order to synchronize the acquisition of A-
scans.  
- Secondly, the acquisition and the request for driving the galvanometer should 
start exactly at the same time. 
As the trigger and clock signals are continuously generated, the acquisition board 
is continuously acquiring and the galvanometer mirror is unceasingly moving, the 
synchronization process needed to be well thought. Our conclusion was that the 
function that drives the galvanometer mirror should govern the control of the overall 
acquisition system.  
In Figure 3.6, the desired trigger signal to control the acquisition process takes 
shape. Our solution was to develop a circuit which could differentiate the waveform into 
a square wave with an “high” state during the ascending phase and a “low” state during 
the descending phase, and combine the resulting signal into an “AND gate” with the 
source’s original trigger. This way, the acquisition would start exactly when the mirror 
would move forward, whilst it would stop while the mirror would return to its initial 








Based on the above reasoning, the board should essentially be composed by a 




Besides, in order to maintain the possibility of acquiring data with the original 
trigger, the device should have a “switch” enabling the selection of which signal would 
be used for controlling the acquisition. This idea led to the development of the fast scan 
board.  
3.3.1 – Fast Scan and Gating 
 The schematic from Figure 3.9 is the template for the circuit board that needs to 
be developed. The resulting circuit after some lab experiments is represented in Figure 
3.15.  
The circuit is divided in several blocks, namely an input low-pass filter, a buffer, 
a differentiator, an inverter, a comparator and finally, logic gates that provide the final 






Block Electronic Components 
Low-Pass Filter 
Resistor:        2k 
Capacitor:     10 nF 
Buffer TL084CN AMPOP #1 
Differentiator 
TL084CN AMPOP #2 
Resistor:        10, 4k 
Capacitor:      100nF 
Inverter Amplifier + Adder 1 
TL084CN AMPOP #3 
Resistor: 1k, 33 k, 10 k 
Variable Resistor: 500 k 
Comparator + Adder 2 
CA311E Comparator 
Resistor: 
Inverter 74LS00 Gate #1 
NAND gate 74LS00 Gate #2 e #3 
Multiplexer MM74HC257N Multiplexer 
3.3.2 – Fast Scan Board Blocks 
Low Pass Filter and Buffer 
 The presence of the low-pass filter is rather important to remove the sinusoidal 





 As the differentiator block is sensitive to rising or falling edges, the sinusoidal 
component is differentiated as well. In Figure 3.11 is shown a picture of the 
differentiated signal with and without the presence of the filter. 
 







2 × 103 × 10 × 10−9
= 50 𝑘𝐻𝑧 
(60) 
This value was chosen after trials and corresponds to the lower frequency capable of 
removing the noise without distorting the original waveform. 
 The buffer block ensures that the current that flows through the capacitor is the 
same as the one that flows through the resistor and provides low output impedance 




Differentiator and Inverter Amplifier 
 The differentiator circuit block measures the change in voltage over time by 
measuring the current through a capacitor and outputting a voltage proportional to that 
current[81]. 
 The right hand side of the capacitor is held to a “virtual ground” state, which 
enables it to sense the voltage change. The current produced due to this voltage change 
is proportional to the capacitance of the capacitor (C): 
  





 In this case, the current flows through the closed loop gain of the amplifier, 










 The differentiator output signal for the sawtooth wave is a square wave with a 
high level during the descending phase and a low level during the ascending phase of 
the sawtooth signal (Figure 3.12). 
From Figure 3.12, one can see that the descending phase of the input is much 
more amplified than the ascending one. This can be interpreted by equation 60 and 61. 
In order to improve this unbalanced amplification, an adder circuit has been located at 
the output of the differentiator and before the inverter amplifier. The voltage added is 






 The inverter amplifier will then invert and amplify the differentiated signal based 








 The comparator is here to adjust the signal that outputs the inverter amplifier 







 In this work a DM74LS00 with 4 NAND gates has been integrated into the 
circuit[82]. One of the NAND gates is used for inverting the trigger signal that comes 
directly from the source and two combined NAND gates are used as the AND that gives 
the final trigger signal. 
Multiplexer 
 Since we want the system to accept several scan modalities, the circuit has to be 
able to output the trigger that works for the chosen modality. In this case, two optional 
triggers can be selected, one for the fast scan modality, which is the one that comes 
from the fast scan board, and one for the step wise approach, which requires the original 
trigger that comes from the optical source.  
 The approach for enabling a trigger selection from the user interface requires the 
use of a multiplexer. The multiplexer receives a digital signal from the NI DAC board that 
is automatically set after the selection of the scan mode by the user, and determines 
which of the signals is routed to the output by the device. 
The multiplexer is programmed to output the signal “A” if a “low-level” is present 
at the “Select” input, or the signal “B” if the “Select” input is at high-level. 
In this case, the “Select” input is connected to the digital output of the NI DAC 
board, the signal “A” is the trigger that comes from the fast scan board, and “B” the 
trigger that comes from the optical source.  
3.3.3 – Board Device: Lab Tests and Final Device 
 The development of the board started by testing the circuit mounted in a 
breadboard (see Figure 3.18in order to find the proper components that would perform 





The final circuit that has been built with the courtesy of Prof. José Paulo 
Domingues and GEI (Electronic and Instrumentation Group of the Physics Department) 
is the one represented in Figure 3.15. 
 
   
 Regarding the circuit and its functionality, we verified that it perform accordingly 
to its purpose. The circuit is capable of differentiating the waveform that drives the 
galvanometer mirror and generates a trigger signal that only appears during its 





The fast scan board was developed with the final purpose of synchronizing the 
movement of the galvanometer mirror with the acquisition such that each acquired 
packet would represent one full scale scan, i.e., one waveform period. Although it is 
capable of generating the trigger signal that states when the board should acquire one 
A-scan, it seems that there is some imprecision in the number of trigger pulses that are 
generated during the ascending phase of the waveform. In order to better understand 
this question, Figure 3.17 shows the results of acquiring a B-scan with the trigger 
generated by the fast scan board. 
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It was expected that the acquired image would represent the full-scale of the 
movement of the galvanometer mirror, i.e., a slight curve that shapes the mirror (Figure 
3.21 up). However, the results show that although the acquisition is performed during 
the ascending movement of the galvanometer mirror, it is not completely synchronized 
with it. Thus the image appears successively shifted from the previous one. 
The only possible reason is the fact that the number of trigger pulses during the 
ascending phase of the galvanometer is not the same as the number of frames per 
packet that were selected to be acquired. In other words, if the number of trigger pulses 
is not the same as the number of frames to be acquired, the image will always be shifted, 







In Figure 3.18 is illustrated the problem of having less trigger pulses during the 
ascending phase of the waveform than frames that are needed to be acquired. In this, 
the board was set to acquire packets with 1024 frames each, which means that for every 
1024 trigger pulses the board will release a packet and the B-scan image is updated. 
 
 The first acquisition starts when it should, but finishes a bit after the start of the 
second waveform instead of finishing at the same time of the first waveform. This results 
in displaying an image with the presence of both periods. The following will have both 
periods as well but shifted, and this goes on for the subsequent B-scans.  
 The logical approach to solve this condition would be to try to synchronize both 
by experimenting different shapes of waveforms and adjusting the number of frames to 
that waveform period. Although after experimenting we managed to reduce the 
amplitude of the shift, a correct representation of the B-scan was never successfully 
obtained.  
 Although the final purpose is not fully achieved, a great step forward was made 
in order to perform faster acquisitions. The issue of synchronizing the end of the 
acquisition with the end of the waveform period remains to be solved. This topic is 






 This Chapter is focused in presenting the work spent in improving the main 
interface and its functionalities, namely the control and synchronization of all the 
system’s components and processing tasks.  
 The chapter will start by giving a brief review of the previous work made by José 
Agnelo[28], which concerns the development of the main interface, its features and the 
linking made between the “Main” function (that controls and synchronizes the overall 
tasks of the interface) and the “Innovative Integration” library (that controls the tasks 
handled by the acquisition board). An extensive study of the developed software has 
been made in order to enable the possibility of changing whatever was necessary to 
improve the overall performance of the work flow inside the application. This 
improvement was handled by sharing all the work between the forms of the application 
with independent threads.  
 Although the circuitry is not finished yet, the interface is capable of handling the 
acquisition and rendering of B-scans and volumes with the multithreading algorithm. 
This algorithm is an updated version of the one made for volume acquisition and that 
led to the idea of developing a new trigger signal.  
 The new features added to the system will be explained, namely the new system 
control, the integration of the new scanning modalities and the new Preview modality. 
The way that the acquired data is handled, processed and rendered will be discussed as 
well, emphasising the new possibility of processing data with the GPU in a parallel 





4.1.1 – Software Development Tools 
 The software that runs the OCT application is the Microsoft Visual Studio 2008 
Edition (Visual C++/CLI) for 64-bits over a Microsoft Windows 7 64-bit operative system. 
The choice is stated to be due to the software pack for host development in C++ 
provided by the manufacturers of the integrated boards, which include the necessary 
libraries for the board’s management. The C++ language takes the best advantage of the 
hardware increasing the efficiency of the program[28]. 
4.1.2 – Application User Interface Classes 
 The application has been built based in oriented object programming, which 
means that it comprises multiple classes that interact with each other by object pointers. 
The class that controls and coordinates the overall interface and all the processes 
between them is the Main “form” class. The “form” attribute means that it represents 
a window or dialog box that makes up an application’s user interface[86]. Other form 
object classes were created to enable the display and rendering of the signal detected 
by the photodetector (frmGraph), its iFFT (frmFFT), the B-scan (frmImage) and the en-
face image (frmPreview).  
 Another class that is included in the application, is the Processing class, which is 
composed by two methods: The doBackgroundImageProcessing() and the   
doBackgroundVolumeProcessing(). These methods are used to perform the major 
processing tasks when a B-scan or a volume is acquired, respectively. 
 The NI DAC board is also accessed by a class, the Galvo class, which contains the 
methods that govern the galvanometer actions delivered by the NIDAQmx library. The 
library of the acquisition board is accessed by a class named ApplicationIO.  
 The access to these classes was handled by creating an object of each one in the 
Main class. In the case of the ApplicationIO class, a reciprocal interaction is needed so 
that the packets that arrive from the acquisition board can be sent to the Main form. 
This interaction was made by creating a virtual/abstract class of the user interface that 




4.1.3 – Main interface 
Figure 4.1 illustrates the main interface created for the OCT System, which has 
been upgraded from the previous work. The main components are the four flow control 
buttons on the left bottom area (Open, Close, Start and Stop), the common area in 
which messages are displayed and feedback throughout the operation of the program,  
the buttons for signal and image display and the three setup tabs, for acquisition, 
scanning and calibration setup. Originally, the scanning setup was included in the data 
acquisition tab, however, since the application needed to integrate multiple scan 
modalities, it has been created an independent tab.  
 
4.1.4 – Opening the Board 
 The code for board initialization, opening and closing was developed in the 
previous work and is based in the sample code from the innovative user manual[56]. 
Firstly, the application checks if the boards are properly installed. If so, the user is 
informed in the common area, the settings file is loaded and standard values are passed 
into the tab control boxes, of which some may be changed by the user[28], as illustrated 




After pressing the Open button, some of these setting values are sent to the 
boards for configuration purposes, while the rest of them are sent when the Start button 
is pressed. In the first case, when the Open button is pressed, the Target and the 
Busmaster Size boxes are disabled and the corresponding standard values are set into 
the board. The Target combo box allows the selection of the device from those present 
in the system, while the Busmaster Size (BMS) combo box sets the value of the memory 
that is saved for bus transfers. In this case, at full speed, the transfer rates might be 
slightly superior to 200 MB/s, so it is recommended to save at least 256 MB when 
working at full speed[28], [56]. The value is calculated based in the number of A-scans 
that are acquired, the size of each A-scan array and its corresponding size in samples: 
 𝐵𝑀𝑆 = 𝑁𝑟𝐴−𝑠𝑐𝑎𝑛𝑠 × 𝑁𝑟𝑠𝑎𝑚𝑝𝑙𝑒𝑠 × 16 𝑏𝑖𝑡𝑠 
≡ 100000 × 1024 × 2 = 204.8 𝑀𝐵/𝑠 
(64) 






After pressing the Open button, the Malibu software events are linked to callback 
functions in the application by setting the handler functions. The Malibu system is 
equipped with methods where functions from the library can be called at certain times 
(Timer Handlers) or in response to certain events (Event Handlers). In this interface, one 
timer handler from the SoftwareTimer class has been added to the ApplicationIO class 
to provide periodic status updates to the user interface[28].  
The event handlers can be categorized in Alert handlers and Stream handlers. 
The alert handlers are packets that the module sends to the host containing out-of-band 
information concerning its state[28]. In the other hand, the stream handlers are 
designed to perform multiple tasks that manage communication between the 
application and a piece of hardware. One of these events comes from the PacketStream 
class and is used to alert the application that a data packet was acquired and can be 
accessed by the host. The method that is called by this event is 
HandleDataAvailable[56], which will be described further ahead in this chapter.  
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Next, the parameters Target and Busmaster Size are defined and the Open () 
method of the baseboard tries to activate the board and allocates internal resources for 
use. If everything is right, the Reset () and ConnectTo () methods are called, performing 
a board reset and connecting the stream to the corresponding physical device, 
respectively[28], [56].   
Similarly, the Close () method is called from the Close button to close the 
hardware by detaching its module and releasing its resources[28], [56].  
Once the Close button is called, the initialized variables are deleted and the 
Target and Busmaster Size combo boxes are enabled again. 
 After a successful recognition of the board, all settings related to data acquisition 
should be configured before pressing the Start button. 
4.2.1 – Acquisition Configuration Tab 
 
Figure 4.4 shows the acquisition setup tab, which is used to configure how the 
acquisition board will perform. The clock, which can either come from an internal crystal 
or from an external signal, can be selected at the Clock Source control. If Internal clock 
is selected, the frequency can be defined at the Frequency control in MHz (minimum 20 




and can be selected in the Trigger Source control. It is either an external signal or 
software. Since the optical source provides integrated and synchronized clock and 
trigger signals, both values are standardly set as External by default. The channel (A or 
B) used for data acquisition can be selected in the Channel control.  
Since the board has been pre-configured to work in framed mode acquisition, 
the user has to set the number of samples that are acquired in each frame. Due to board 
requirements, the number of samples per frame must be a power of two and a value 
between 256 and 16777216. Typically, an A-scan has 1376 valid points. So, by default, 
2048 samples are acquired in each frame.  Each frame is stored in the data acquisition 
board memory (Figure 2.17). The total number of points cannot exceed 16777216. The 
number of frames is set in the Scanning Setup tab. 
4.2.2 – Scanning Configuration Tab 
 
The Scanning Setup tab, as illustrated in Figure 4.5, was built to ease the 
implementation of multiple scan modalities. The scan mode can be selected in the Scan 
Mode combo box, enabling the choice of Line Mode, Step Mode and Fast Scan Mode.  
In the Line Mode both galvanometers are stationary. This mode is ideal to align 
the optical system, since it simply enables the representation of the signal detected by 
the photodetector and its FFT.  
The Step Mode gives the ability of acquiring B-scans for image rendering. In this, 
the number of A-scans on a single B-scan is set by the user, while the number of B-scans 
is disabled and set to 1. Besides, the number of packets acquired is set by default to 32, 
which means that, at least, each step will take 0.32 ms (32 X 10 µs = 0.32 ms).  
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The Fast Scan Mode has not been fully tested yet since the circuit board that 
generates the trigger is not completely functional. However, it intends to make the 
system capable of acquiring volumes as fast as commercial systems (1.5 seconds per 
volume of 512 x 128 A-scans). The idea is to define a packet size that would take the 
same time to acquire as the period of the waveform that drives the X - mirror. 
4.2.3 – Setting the Driving Specifications 
 The galvanometers are only necessary if the Step Mode or Fast Scan Mode are 
selected. When the Line Mode is chosen, the Galvo Configuration tab is disabled. 
When the user wants to acquire a B-scan, the Step Mode is selected, and the 
Galvo Configuration tab is enabled. The user can then choose the number of pixels of 
the B-scan by setting the number of A-scans to acquire in the A-scans box.  The number 
of A-scans will define the number of steps of the sawtooth waveform that will drive the 
X–mirror (Figure 3.1). Finally, the user has to define the amplitude of the waveform by 
setting the Angle Min and Angle Max values. The unit set in the text boxes is volts, which 
can be converted to degrees by the Volts per degree scaling factor of the board (1 V/º 
in this case). As the analog signal input range of the galvanometer is ±10 V, the 
corresponding maximum scan range is ± 10 º and the maximum value that can be set in 
these boxes is ± 1 V.  
Although the system is capable of acquiring volumes using the Step Mode, those 
would take almost a minute to render. Therefore, the final objective is to use the Fast 
Scan Mode. Currently, the waveform parameters are freely set by the user in the 
enabled Fast Scan Configuration tab. The user can set the number of samples that are 
generated in the ascending and descending phases of the waveform and the 
corresponding symmetry.  Besides, the Angle Max and Angle Min values can be set to 
give the amplitude of the waveform (Figure 3.2).  
In Figure 4.6 are listed all the actions that are handled by the interface in 





 In Table 4.1 are listed the maximum and minimum values set for certain 
parameters. 
 
4.2.4 – Starting the Acquisition 
After setting all the parameters, the start button can be pressed and data flow 
will begin. The acquisition board will store the samples into the onboard FIFO until an 
entire packet is acquired. This event signals the Stream.OnDataAvailable event handler, 
which launch the method HandleDataAvailable that gives access to the acquired packet 
for post processing.  
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Firstly, the packet is copied into the application buffer, which has no assumed 
data type and have no functions to access the data. Thus a second class called a 
datagram wraps the buffer, providing typed or specialized access to the data in the 
buffer[56]. Finally, the type casted packet is copied into a packet that can be accessed 
by the main class[28]. All this events are illustrated in Figure 4.7.   
 
The way that these packets are handled by the application will be described in a 
further section. By now, we will just explain the processing tasks to turn the acquired 
raw data into a signal and finally, into an image. 
 The acquired data can be displayed as a signal or FFT signal, and rendered as a B-
scan or an en-face image. The selection can be done by pressing the buttons in the left 
top of the main window. However, to make possible signal and FFT display, data needs 
to be pre-processed and inverse Fourier transformed, respectively.  
4.3.1 – Pre-Processing and Zero Padding 
 The acquired data packet has a specific format that depends on the number of 
channels used. Each sample unit in this packet stream consists of 32-bit words. If the 
two A/D channels are used, the 16 most significant bits and the 16 less significant bits 
contains the data acquired by channels 1 and 0, respectively. However, in our setup, 
data is acquired by one channel. Thus each sample unit can hold two 16-bit of data. As 
two data points are kept in one sample unit, one frame size of N data points consists of 





As mentioned in chapter 2, samples are 14-bits signed extended into a 16-bit 
field and saved in two’s complement format, which means that the first bit of each 14-
bit word is used to define data sign. The pre-processing task intends to split the 32-bit 
word into two 14-bit words and zero pad the A-scan array. The zero padding procedure 
is important to increase the frequency resolution when applying the FFT and simply 
consists in extending the signal with zeros. In this case, as the A-scan is constituted by 
1376 data points, the array will be extended to 2048 and filled with zeros from index 
1376. Each A-scan array will be processed as presented in Figure 4.9.  
 
 The process starts by checking if the sample belongs to the 1376 points or not. If 
not, the A-scan array (DataOutput) will be filled with a zero. Otherwise it will be split in 
two 14-bits numbers. To decompose the sample, both 14 less and most significant bits 
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(LSB and MSB) will be checked if positive (14th bit = 0) or negative (14th bit = 1). The 
words in the 16 MSB are shifted 16-bits to the right, to turn it into a 14-bits word.   
The processed data can then be displayed by the frmGraph class. In this window, 
the signal is displayed in volts and both axis values can be changed in order to select the 
desired section of the signal. The form is illustrated in Figure 4.10. 
4.3.2 – Fourier Transform 
In order to display the FFT signal, the pre-processed data needs to be inversely 
Fourier transformed. Performing an iFFT requires another procedure in the pre-
processing algorithm, the inclusion of the real and imaginary components.   
 
The algorithm represented by the flow chart in Figure 4.9 will slightly be altered. 
The size of the DataOutput array will be four times the size of the DataInput array, thus 





assigned to zero in order to represent the imaginary component. In the other hand, 
indexes 4*i and 4*i + 2 will be assigned to the real component of the packet.  
Until now the FFT algorithm has been handled with a function provided by 
Innovative Integration’s development tool. This function have multiple windowing types 
available and is capable of removing the DC component in frequency[28]. Nonetheless, 
it can only transform one frame at a time, which is a limitation for our application.  
 
When the form object in the main interface is called, the Fourier object is 
initialized in the constructor of the form class. The parameters of the Fourier object need 
to be defined, namely the size of the packet to transform, the windowing type and the 
veracity of the option of removing the DC component. After all specifications, the data 
packet with the pre-processed frame array is copied into the Fourier time domain array 
(Fft->Time()). When requesting for the Fourier transform (Fft->Transform()), the time 
domain array is transformed into the spectrum domain array (Fft->Spectrum()). Data 
from this array is then copied back to the FFT array. The resulting FFT array after 




The FFT signal can then be displayed when the user press the frmFFT button. The 
axis values can be changed in order to select the desired section of the signal. The 
amplitude has arbitrary units and can be defined as normal amplitude or power 
amplitude. Figure 4.14 illustrates the form that displays the FFT. 
 
The current workflow in the interface is based in a multithreading approach. As 
the name says, it tries to parallelize all the tasks handled by the CPU to concurrently 
perform the acquisition, set the event to move the galvanometer and finally process the 
acquired packet with individual threads. This is possible by using the Thread Class of the 
“.NET Framework” library.  
The Thread Class has methods that create background threads, which run a 
specific method. The object thread can be a simple Thread or a ParametrizedThread, 




In this algorithm, a thread will be associated to each class method of rendering 
(frmImage() and frmPreview()) and processing (doBackgroundImageProcessing() and 
(doBackgroundVolumeProcessing()). Note that, since the Line Mode only enables the 
display of one A-scan as a signal and FFT, this method of handling data is only applied 
for the Step Mode and Fast Scan Mode, in which multiple A-scans are acquired and 
processed to render a B-scan and en-face images. Additionally, in the Fast Scan Mode 
one thread will be associated to the method FastMoveGalvo(), which is used to 
continuously generate the waveform that drives the galvanometer mirrors.  
The Thread Class have two valuable methods: the Thread::Start() that starts the 
thread, and the Thread::Join(), that waits for all the threads associated to the same 
method to die. The start method for image rendering will be launched when the buttons 
frmImage or frmPreview are pressed. A Boolean flag is linked to each one of these 
forms: isImageAlive and isPreviewAlive flags. These are flow controllers that dictate the 
state of the thread, namely whether if it continues to run the method or just run until it 
finishes its tasks and dies. The threads that are called and started depend in the Scan 
Mode selected. 
4.4.1 – Step Mode Multithreading and Image Rendering 
 Once the Step Mode is selected, variables are initialized, the imageThread object 
is associated to the method doBackgroundImageProcessing(), and the step of the 
galvanometer mirror between the minimum and maximum voltage is defined. The work 




When a packet is acquired, the callback stream method HandleDataAvailable() 
is called and launches the Main method StepMethod(). This method increases the 
position of the galvanometer and starts an image processing thread for each packet 
acquired until the galvanometer reaches the maximum position. Then, the method 
ThreadJoin() is called in order to wait for all the processing threads to die, the 
galvanometer is set to the minimum position and finally, the main method tells the 
frmImage flag that an image is ready to be rendered.  
 The method doBackgroundImageProcessing() processes an A-scan and allocates 
it into the DataImage array, which will be send to the frmImage class to allocate into 





The advantage of using the multithreading approach is that multiple processing 
tasks can be performed while the system is acquiring the B-scan. Thus when the B-scan 





Creating a Pixel Array for Image Rendering 
 In the frmImage and frmPreview classes the acquired data is copied into a pixel 
array for image rendering. Each sample of the pixel array is characterized by an RGB 
code. So, each data point from the FFT array will have to be decomposed in three values, 
one per color component (see Figure 4.18).  
 The DataImage array is one dimensional and comprises each A-scan acquired in 
each step of the galvanometer movement. The width and the length of the image 
corresponds to the number of steps and the A-scan depth, respectively. 
 
The DataImage array is then cast into a Bitmap array, which can be rendered by 
the application (Figure 4.19): 
 
The application can handle both grey scale and false color imaging. If the grey 
scale is chosen, then each color component is assigned to the same value. When the 
false color is chosen, a color mapping algorithm processes the intensity of the FFT value 





The B-scan image is rendered when the user press the frmImage button. This 
way, the image thread starts, turning the flag isimageAlive true. Figure 4.20 shows the   
design for image rendering: 
 
The display mode can be used for amplitude or power representation. 
Additionally, the user can choose between grey scale and false color. The B-scan image 
can be saved by pressing the “Save B-scan” button. 
The B-scan image of a broken lamella and of a target with a stair shape surface 
is shown in Figure 4.21 and 4.22, respectively. In Figure 4.22, the B-scan acquired by our 









4.4.2 – Fast Scan Mode Multithreading and Preview Rendering 
The Fast Scan Mode is the successor of a multithreading algorithm that was used 
to increase the speed of volume acquisition and rendering. In this algorithm, we 
achieved the maximum step performance of the galvanometer (300 μs/step). However, 
the time spent in acquiring a volume with 512 A-scans and 128 B-scans was about 20 
seconds, prompting the development of the Fast Scan Mode. In this case, one thread is 
associated with the movement of the galvanometer. A frame correspond to one B-scan 
and not one A-scan.  
The multiprocessing approach is quite similar to the previous one. The only 
things that change are that the input trigger is synchronized with the waveform that 
drives the X-galvanometer and runs continuously, the method 
doBackgroundVolumeProcessing() is called, and the Y-galvanometer is moved by a step 
wise approach.  
In Figure 4.23 is shown the method that drives the movement of the 
galvanometers, which is called by a thread that runs while the flag “ismoveAlive” is true. 




specified by the user. The Y-galvanometer is then moved by one step after a being 
generated a period of the waveform. 
 
 When a B-scan is acquired during the ascending phase of the galvanometer 
movement, the FastMethod() method is called to process the entire packet with the 
thread doBackgroundPreviewProcessing(). A variable called BscanStep defines the 




Creating a Pixel Array for en-face rendering 
The en-face image can be built by averaging each A-scan of the entire B-scan 
array, converging the 1024 points into one value that represents the pixel of the 
DataPreview array.  
 
After acquiring and processing all the B-scan packets, the flag isVolumeReady is 
set and the preview rendering is launched by a thread associated with the frmPreview 










 The preview rendering form is quite similar to the previous one for image 
rendering, except that the possibility of imaging in false color was not set yet. The form 
enables amplitude VS logarithmic scale representation.  
 The en-face image is rendered when the user presses the “frmPreview” button. 





 The algorithm for false color imaging is based in using the HSV (Hue-Saturation-
Value) color map, which is a cylindrical-coordinate representation of points in an RGB 
color model[87].  
 In order to represent the pixel intensity in grey scale, the spectrum array is 
normalized from 0 to 255, which is the range of intensity values set for the RGB color 
map. For false color imaging, the spectrum array will be normalized into the hue-
saturation-value (HSV) color map and converted into the RGB color map for image 
rendering. 
4.5.1 – HSV color map 
Figure 4.29 shows the HSV color map and the meaning of each component. 
 
Hue 
The hue component is a color spectrum that varies from 0 to 360 degrees. A color 






 The saturation component is the colourfulness of the color defined by the hue 
component. It varies from 0 to 1, assigning completely white to 0 and fully colored to 1 
(Figure 4.29). In this case, 1 is the default value. 
Value 
 The value component defines the lightness of the color, which links 0 as the 
absence of light and 1 as the full presence of light (Figure 4.29). In this case it will be 
assigned to 0.5.  
4.5.2 – Conversion Algorithm 
 The idea behind false color imaging is to link a specific color to an intensity value. 
Thus, in order to convert the spectrum array in a color array, the values are assigned to 
a degree of the hue component being linked to the corresponding color “degree”.  
However, the spectrum of the hue component needs to be well evaluated before 
converting the intensity value.  
 First, as the color spectrum is circular, the red color appears at the 0 and 360 
degrees. Second, the entire spectrum comprises colors that can turn the pixel coloring 
too reductant. For both reasons, only the first half of the spectrum will be used. Finally, 
the red color is generally associated with the highest intensity, the selected spectrum 
will be inverted.   
Considering all the aforementioned statements, the spectrum will be selected 
from 0 (the sea blue color) to 180 (the red color) degrees.  
Finally, a typical algorithm in c++ will be adapted to convert the HSV color map 
into RGB [89].  
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 The algorithm of Figure 4.31 shows that the Hue component corresponds to the 
normalized spectrum data, which is then subtracted to 180 and normalized by a factor 
of 60 in order to invert the color spectrum. The Ind value is the floor of the Hue 
component, which can only be 0, 1 and 2. These values are important to define which 
part of the color spectrum will be given to the Hue component. 
The Val_1, Val_2 and Val_3 variables are conversion factors defined by the 
algorithm.  
In Figure 4.31 is shown a B-scan of the target in false color. The background is in 
sea blue color, which corresponds to inferiors intensities, while the target’s surface 






 After all the desired measurements have been made or if the user needs to 
perform another mode of acquisition, it can be stopped by pressing the Stop button. 
This action triggers the dead of all running threads and the movement of the 
galvanometer mirrors to its original position. After selecting a new acquisition mode, all 
the configurations are restarted following the necessary requirements.  
The Close button can be used whenever the user wants to stop the application. 
In this case, all the required actions to disconnect the board and erase objects and 
variables are handled.  
The modification of the workflow from a sequence of blocking operations into a 
multithreading approach is an important achievement and is the core of this work. It 
gives the interface the maximum performance in handling the acquisition, processing 
and rendering tasks. The inclusion of multiple scan modalities, eases the user options in 
selecting the scanning mode. 
Regarding the rendering possibilities, the attention goes to the en-face image 
and the false color imaging. The en-face image can be very useful in future applications. 





 The GPU has emerged as a competitive platform for computing massive parallel 
problems[90]. The idea behind parallelism can be extrapolated from “unity is strength”, 
i.e., although less powerful, more threads will work concurrently to solve the problem. 
Nowadays, typical CPUs consist of a few cores (usually 4 cores) optimized for sequential 
executions at 3.0 – 4.4 GHz[91] and typically, 25.6 GB/s of maximum memory 
bandwidth. GPUs, in the other hand, have thousands of cores (1377 in this case) at 1.0-
1.75 GHz and a maximum memory bandwidth of hundreds of GB/s (144 in this case)[71].  
 The processing tasks performed in this platform are the pre-processing of raw-
data, followed by an iFFT and finally, data normalization for allocation and post 
rendering (Chapter 4). These tasks were serialized by the CPU, which turned inadequate 
to process massive amounts of data. Therefore, in order to improve these processing 
tasks, parallel algorithms have been developed in CUDA for GPU computing.  
 Firstly, this chapter will briefly explain how the CUDA integration into the 
application was handled. Then, a complete description of the performed algorithms will 
be made, namely how the pre-processing of raw-data was improved and how can the 
iFFT of cuFFT be more valuable for this project than the iFFT performed by the Malibu 
library. Besides that, we eill discuss some specific algorithms from [70], [92] that have 
been used for code optimization, namely the reduction algorithm[92].  









 Until now, the CPU has been handling the majority of processing tasks, namely 
the pre-processing of the raw-data that comes directly from the acquisition board, and 
the allocation into an RGB vector for rendering. The iFFT is performed in the FPGA board, 
assisted by the Malibu library. Figure 5.1 shows that sequence of task-events.  
 
This method works perfectly for small amounts of data. Therefore the 
representation of one A-scan or an average of a relatively small packet of A-scans can 
be processed in real-time.  However, when the acquisition speed is increased, or the 
packet acquired is larger, this mechanism is no longer suitable.  The limitations are, 
regardless the serialization process, in the FFT method, because, as aforementioned in 
chapter 5, the Malibu library can only process one A-scan (one frame) at a time. The 
solution would pass to parallelize those tasks, which led to use GPU computing for this 





 As described by José Agnelo[28], this code is common to different programming 
environments, which involves different compilation needs[28]. Regarding the CUDA 
programming language, which is coded in C, it integrates perfectly in the typical C++ 
compiler. However, since this application is created from C++/CLI which is managed 
code, typically used in C#, the integration of CUDA into the application was a bit more 
difficult. After researching, we conclude that the integration could be possible, whether 
by using a managed code linker that would wrap the CUDA class into the main 
application and turn possible the accesses of its functions[93], [94], or by exporting the 
CUDA class as a library of functions that could be accessed by an object into the OCT 
application[95], [96]. The latter option was chosen and a library of functions has been 
created.  
 Typically, the sequence of events that regards a program in CUDA is started by 
the pre-allocation of the memory size of the host and device pointers inside the GPU’s 
global memory, followed by the copy of the data from the host to the device and the 
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launch of the kernel that will execute the processing tasks. After the end of the 
processing tasks, data is copied back to the host pointer and both device and host 
pointers memory size will be released from the GPU’s global memory[97].  
 
 Each of these tasks consume time, especially the memory allocation and de-
allocation, and the transfers between the device and the host. Therefore, minimizing 
those memory allocations and transfers is more than necessary to profit the maximum 
capability of the GPU.  
 The CUDA functions will be accessed from its library by an object that is created 
in the constructor of the ApplicationIO.cpp file. In order to avoid the repetition of the 
highlighted blocks from Figure 5.3 (1 and 5), the allocation is made in the constructor of 
the CUDA class and the de-allocation in the destructor, thus being called only once, 
when the CUDA object is created in the application without interfering with the 
processing tasks. Regarding memory transfers from host to device and vice-versa the 
process is more complicate, since it is imperative to transfer the incoming data into GPU 
for processing, and copy it back to the CPU for rendering. In a future section of this 





5.3.1 – A Kernel 
 The kernel is the function that is called from the host/device to be executed in 
the device. Generally it has a function type qualifier “__global__” to be called from the 
host, and “__device__” to be called from the device. The typical structure of a kernel 
instruction is represented in Figure 5.3 and Figure 5.6.  
 Remembering Chapter 2, in section 2.2.3, threads are organized in blocks and 
blocks in grids. Before launching the kernel, it is necessary to specify the number of 
threads per block (“BlockSize”) and blocks per grids (“GridSize”), defining the total 
number of threads that will run in the kernel.  
5.3.2 – Warps and Shared Memory 
 Inside the kernel, threads are organized in warps, which, recalling Chapter 2, are 
groups of 32 threads that executes the processing tasks simultaneously. Each block 
comprises a shared memory that can be accessed by each thread, and can be called by 
the variable type qualifier “__shared__”, inside the kernel[92](Chapter 4). In this work, 
shared memory have been used multiple times, because, as mentioned in Chapter 2, the 
access to shared memory is much faster than the access to global memory: an access to 
shared memory takes 2 clock cycles, while the access to global memory takes between 
100-300 clock cycles. However, the use of shared memory is only advantageous when 
multiple accesses to the same address are required.  
5.3.3 – Control Flow Instructions 
 In a GPU environment, any flow control instruction as “if”, “switch”, “do”, “for” 
and “while” statements can significantly impact the effective performance of the device 
by causing threads of the same warp to diverge and follow different execution paths[92]. 
This is rather important. For instance, the performance of the first kernel was increased 
when those statements were removed and changed into arithmetic operations, so that 
every thread would have the same path. An example of turning an “if” statement into 




 The processing tasks that are performed in the GPU are the ones mentioned in 
the introduction of the chapter. The succession of events are illustrated in Figure 5.5.  
In order to reduce the time spent in allocation, variables will be created once in 
the constructor of the CUDA class (for instance, six variables for read and write 
operations will be instantiated and allocated into the GPU’s global memory: host_input, 
dev_input, dev_fft, dev_ouput, NormFactor_input and NormFactor_output). The 
allocated size memory of some variables will depend upon the number of frames (A-
scans) acquired.  
Besides those variables, a “Handle” from the cuFFT library will create a plan for 





5.4.1 – Pre Processing Kernel  
 The first kernel has the same objective of the process explained in the last 
chapter, which is organize the 16 bit data that come directly from the acquisition board 
and is spread upon the 32 bits of the packet that represents both available channels[28] 
and zero pad the dataset. The kernel structure will depend, once again, upon the number 
of frames acquired. In this case, the BlockSize is the size of the A-scan (1024 samples) 
and the GridSize is the number of acquired frames.  
Inside the kernel, the structure of the code is nothing similar with the one 
performed in the CPU. The method from the Malibu library could only process each A-
scan at a time, while the one performed in the GPU can process all of them concurrently. 
The improvement in the execution performance, besides concurrency, is the removal of 
all the “if” statements, changing them by arithmetic functions. Contrarily to what it was 
138 
 




5.4.2 – cuFFT and Post-Processing 
 The inverse Fast Fourier Transform (iFFT) needed to determine the depth profile 
of the sample is performed by the cuFFT library, which has a wide set of options for FFT 
algorithms. The advantages in using this library for performing this algorithm are 
essentially its optimization for input sizes that are a power of (which is the case), 
enabling “Complex” to “Complex” transforms, the possibility of performing streamed 
transforms, and finally the capability of executing the transform of multiple individual 
data-sets inside the same kernel[98].  
 In order to perform the FFT using the cuFFT library, it is necessary first to create 
a plan, which is stated by NVIDIA as a “configuration mechanism that uses internal 
building blocks to optimize the transform”[98]. In Figure 5.5 the function that creates 
the plan is shown as:  
“cufftPlan1D (&plan, int nx, cufftType type, int batch)”. 
Kernel Modification Execution Time (µs) Improvement (%) 
Global Memory Access and 
Divergence 
613 N/A 
Global Memory Access and NO 
Divergence 
491 20 







This function creates a plan for a one dimensional transform with batch numbers 
of arrays, each with nx transform size. In this case, the size of the transform will be the 
size of the zero padded array with the interference signal, which is 2 times 1024. The 
batch value is, once again, the number of acquired frames[98]. Once the plan is created, 
the execution of the selected transform can be performed with the function: 
“cufftExecC2C (plan, dev_fft, dev_fft, CUFFT_INVERSE)”, 
This function executes a complex to complex in-place iFFT based in the created plan[98].  
 The input array of this function needs to be of float2 type, which is an array that 
distinguish the real from the imaginary part.   
 In the following Figures are shown the results of applying the algorithm to an 
array with 1024 A-scans, i.e., with 1024 times 1024 data points. 
 In Figure 5.7 is shown the interference signal of the reflection of a mirror as a 
sample, pre-processed by the algorithm of the first kernel. The signal’s data points are 
aligned from the 16 more and less significant bits, and the array is zero padded to 
increase the resolution in frequency. 
 
 After applying the iFFT algorithm, data needs to be processed, as can be 




After applying the modulus to the raw data and removing the symmetry, the 















5.5.1 – Reduction to find maximum and minimum value 
 The typical way to determine the maximum and minimum values of an array in 
CUDA is using the “Reduction Algorithm”. This algorithm is a tree-based approach used 
within each thread block, i.e., threads are compared inside the same block. Finally, the 
maximum value of each block is compared with each another. 
 Data that inputs the kernel is firstly copied into shared memory in blocks of 
threads to reduce the time spent in read/write transitions. Each element of the shared 
memory array is compared to one another by a loop that starts with an iterative index 
that is half the size of the block. The index is reduced by half in each iteration until it is 





 5.5.2 – Normalization 
 The normalization process is the same as the mentioned in the last Chapter. 
Basically, it divides all the data points by the normalization factor value and casts the 




points with the same value (one per each pixel code) in order to be ready to allocate in 





 In the section “Memory Transfers”, it was mentioned that the time spent in 
copying data from the CPU to the GPU and vice-versa could be spared by using multiple 
concurrent/interleaved streams.  
 The idea is to share the workload of each kernel and memory transfers 
executions by multiple streams. The implementation of streams requires some 
modifications in the code.  
5.6.1 – Pinned Memory and Pageable Memory 
Firstly, data that was allocated in pageable host memory using the command 
“malloc”, has to be allocated in pinned memory with the command “cudaMallocHost”. 
The difference is in the way that data is accessed by the GPU. In the first case, data 
cannot be accessed directly by the GPU. So, when a data transfer from pageable host 
memory to device memory is invoked, the CUDA driver must first allocate a temporary 
pinned host array, copy the host data to the pinned array, and then transfer the data 
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from the pinned array to the device memory. Using the “cudaMallocHost” instruction 
enables to directly use pinned memory, which results in higher transfer rates[100].  
5.6.2 – “Asynch” Copy Memory 
 The typical way of copying data from host to device and vice-versa, is to use the 
instruction “cudaMemCpy”, which is a blocking instruction, i.e., until all the previous 
tasks are not accomplished it does not start[70], [101]. This is a way of synchronizing all 
the tasks in CUDA (besides the typical “cudaDeviceSynchronize” instruction).  
 In order to use streams, this blocking operation has to be change by a “non-
blocking” or asynchronous operation, which is the “cudaMemCpyAsynch” instruction. 
This way, multiple kernels and multiple copies can be executed concurrently[101].  
5.6.3 – Stream Algorithm 
 The streaming method has been implemented based in the example shared by 
NVIDIA in [102]. The example has two different algorithms implementations: the 
sequential streaming and the batch streaming. Both algorithms have been tested.  
Sequential Streaming 
The first algorithm consists in looping sequentially all the copies and kernel 






In the other hand, the second approach is to batch similar operations together, 
issuing all the host-to-device transfers first, followed by all kernel launches, and then all 
device-to-host transfers[102]. Figure 5.15 shows the workflow of this approach. 
 
 In the following section, the results of the algorithms implemented in CUDA are 
presented. Namely the algorithm in a sequential method, with stream methods and with 
the combination of both stream methods. 
 The results have been determined using the very useful tool from NVIDIA: the 
Visual Profiler.  
5.7.1 – Sequential Algorithm (Without Streams) 
 In Figure 5.16 is shown the profile of the CUDA algorithm developed for 
performing the necessary processes in the OCT system. The profile shows that the 
overall time spent in copies and kernel executions is about 6.7 ms. The “post-processing” 
kernel is the most “computationally expensive” taking about 2.168 ms, while the FFT 





The maximum throughput of this GPU is 144 GB/s. The final objective is to reach 
this value, although sometimes this is not possible. The results from Table 5.2 show that 
the “Pre-Processing kernel”, the “Post-Processing kernel” and the “Normalization 
kernel” can be improved, since there is an “uncoalescence” ratio of 16, 8 and 3 
respectively. This “uncoalescence” ratio defines the ratio between the total number of 
global memory transactions performed with the number of theoretical warps 
executions. In the first kernel, occur 16 times more accesses to the global memory than 
it should theoretically be necessary, while in the second, 8 times more are made. In the 














MemCpy (H-to-D) 436.81 N/A N/A N/A 8.94  
Pre-Processing 
Kernel 
490.54 16 85.56 6.36 91.92 
iFFT Kernel 305.35 0 49.8 50.62 100.42 
Post-Processing 
Kernel 
2168.00 8 11.88 4.65 16.53 
Find_Max_Min 
Kernel 
840.95 0 0.112 4.9 5.01 
Normalization 1267 3 5.84 3.22 6.06 




 In addition to the uncoalescence identified in those kernels, the “Find_Max_Min 
kernel” seems to have a low performance as well. However no indications were stated 
by the profiler. Besides, it is an optimized algorithm based in the one developed by Mark 
Harris (NVIDIA developer)[99], which means that it is trustable in what concerns the 
code elegancy and performance. 
 The throughput of the transfer processes (“MemCpy”) is slow compared to the 
processes. This is because the copy depends in the mother board and the PCI bus. 
5.7.2 – Sequential Stream Algorithm 
 In this case, three tests were performed, namely one with 2, 4 and finally, one 
with 8 streams. In Table 5.3 can be seen the execution times from these processes.  
 
 
Algorithm with: Execution time (ms) Execution time without latencies 
(ms) 
Overlap Percentage (%) 
2 Streams 6.469 5.955 0 
4 Streams 6.788 6.114 0  





5.7.3 – Batch Streaming Algorithm 
 We performed multiple tests with different number of streams (2, 4, 8 and 16 
streams). In Figure 5.18 is represented the profile of the best result between these tests.  
One interesting point that can be withheld by looking in Figure 5.18 is that this 
algorithm is more propitious in overlapping kernel’s executions. In this case, the 
overlaps between the kernels and the data transfers is enough to completely remove 
the data transfers from the execution time of the process. In the latter algorithm, no 
overlap was found, though the total process execution had improved. In Table 5.4 are 
listed these values. 
 
 
Algorithm with: Execution time (ms) Execution time without latencies (ms) Overlap Percentage (%) 
2 Streams 5.926 5.411 4.4  
4 Streams 6.318 5.258 8.1 
8 Streams 6.533 5.182 10.3 
16 Streams 73181 5.281 11 
 It was expected that the execution time of the overall process would be smaller 





streams. This fact is due to the latency between the launch instruction and the exact 
launch, and by the synchronization process that waits for all the streams to finish. With 
the increasing number of streams, the latency time increase as well. Besides that, 
dividing the algorithm in more streams than necessary reduces the overall performance 
of each kernel execution. Thus a correct number of streams need to be evaluated in 
order to have the best performance. 
 The relevant questions that this section needs to answer are if there is any 
possibility of performing all the processing tasks quicker than the CPU does and, more 
importantly, quicker than the period of the acquisition of one B-scan (10 ms).  
 In Table 5.5 are compared the results of the processing times of the CPU and 
GPU. The CPU performance has been measured with the “Stopwatch class” of the “.NET 
Framework Class Library”[103]. This class provides a set of methods that can be used to 
accurately measure elapsed times with microsecond resolution.  
 
Process CPU Execution (ms) GPU Execution (ms) Improvement (%) 
Pre-Processing 6.21 0.49 92.1 
Pre-Processing + FFT 34.33 2.963 91.3 
Pre-Processing + FFT + 
Find_Norm 
38.53 4.2 89.1 
Pre-Processing + FFT + 
Find_Norm + 
Normalization  
67.05 5.93 91.1 
Pre-Processing + FFT + 
Find_Norm + 
Normalization + Allocation 
67.05 6.66 90.0 
 In the CPU, the normalization runs simultaneously with the allocation in an 
iterative loop, which costs a lot of time to process (around 28 ms). In order to avoid “for” 
loops to allocate the packet that results from the GPU processing into the pixel array, a 
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method from the “Marshal” class is used instead to copy this packet into the pixel array. 
This takes around 0.72 ms to execute.   
Based in the values of Table 5.5, one can conclude that the overall GPU 
performance is 90 % better than the CPU one. Besides, the values show that the 
processing time in the GPU is smaller than the time that is required for acquiring a B-



























 This chapter is focused in analysing the optical performance of the system. This 
performance is characterized by the values of the optical parameters described in 
Chapter 1, section 1.7, namely the sensitivity, the sensitivity roll-off, the axial resolution 
and the dynamic range. All of these parameters will be calculated and compared to the 
standard ones in order to give a correct analysis.  
 The typical values that define an OCT system with a good performance are listed 
in Table 6.1. 
 
 The measurements of these parameters were obtained together with my 
colleague André Pedrosa. A deeper discussion of these results is made in his thesis, 
entitled “Swetp Source Optical Coherence Tomography for Small Animals – Performance 











Sensitivity >95 dB 
Axial Resolution 4.51 μm 
Sensitivity Roll-off 10 dB/mm 




 In chapter 1, it was told that the sensitivity is the minimum detectable sample 
reflectivity. The procedure to measure it is explained in section 7 of Chapter 1. In this 
case, a mirror with high reflectivity is used in both arms of the system and a non-density 
filter with index 2 is located at the sample arm. 
 
Variable Value 
PSF maximum 735.86 (a.u.) 
Noise standard deviation 0.2590 (a.u.) 
Firstly, the maximum value of the PSF is determined. Figure 6.1 shows the PSF 
and the corresponding maximum value. 
 
 The noise that is detected without an interference signal is presented as a thin 
red line below the signal (blue). In order to find the sensitivity, the standard deviation 
of noise needs to be calculated. In this specific case, as the decaying DC component is 
not completely removed by the balanced amplification, a power fit to the noise dataset 




 Figure 6.2 shows the fit made to the dataset and the corresponding residuals. 
After applying the standard deviation to the residuals, the sensitivity could finally be 
calculated. 
 
Based on formula 50, the sensitivity is: 
𝑆𝑑𝐵 = 20𝑙𝑜𝑔10 (
𝑃𝑆𝐹𝑅𝑠=1
𝜎(∆𝑧)
) + (20 ∗ A𝐷) = 20𝑙𝑜𝑔10 (
735.86
0.259
) + (20 ∗ 2) = 109.07 dB 
 The sensitivity value appears to be good enough for imaging since it is higher 
than the minimum standard value (95 dB). 
 The sensitivity roll-off measures the drop in sensitivity over a wide range of 
reference mirror positions. The procedure was to move the mirror by 20 μm from each 






In order to determinate the sensitivity roll-off in dB/mm it is necessary to make 
a linear regression to the maximum values of the intensity signals in log scale. The result 
is presented in Figure 6.4. 
 
 In the first 1.5 millimetres, the first decay group can be identified. In this, the 
drop in sensitivity is very low, with a decay of 0.46 𝑑𝐵/𝑚𝑚. In the other hand, the 
second group has a decay of 3.02 𝑑𝐵/𝑚𝑚. Both values are good considering the 




 The axial resolution of the system is practically dependent of the optical source 
parameters. Nonetheless, to determinate it in practice it is necessary to measure the full 
width at half maximum value of the Lorentzian function fitted from the PSF[4]. 
 
 In Figure 6.5 it is shown the fitted PSF into a Lorentzian function. The axial 
resolution is 8.8306 μm. This value should be improved since it is quite higher than the 
theoretical value for this optical source. 
 The dynamic range is measured simultaneously with one A-scan. The calculation 
is similar with the one made for the sensitivity, however since it is the ratio between the 
strongest and the weakest reflection, both PSF and noise are measured in the same A-
scan window. In Table 6.3 are listed the values for the dynamic range determination, 







Maximum PSF 735.86 (a.u.) 
Noise standard deviation 2.0822 (a.u.) 
 
 
Based in equation 53, the dynamic range is: 
𝐷𝑑𝐵 = 20𝑙𝑜𝑔10 (
𝑃𝑆𝐹𝑚𝑎𝑥
𝜎(∆𝑧)
) = 20𝑙𝑜𝑔10 (
735.86
2.0822
) = 50.97 𝑑𝐵 
This value is, as expected, quite smaller than the sensitivity one and defines a good 
performance for imaging in what concerns a signal to noise ratio.  
 After measuring all the parameters, an analysis to the OCT system performance 
can be made. The sensitivity and the dynamic range values are above the minimum 
values for good imaging. Comparing with the older results, this features have been 
improved, which can be explained by the addition of a polarization controller in the 
setup. This can match the polarization of both sample and reference arms, which 




In the other hand, the measure of the axial resolution shows that something in 
the system needs to be improved. The theoretical value for the axial resolution is quite 
smaller than the one determined in practice. Although the practical value may never be 
as good as the theoretical, for good image quality in biomedical applications, the 
resolution needs to be less than 10 μm, which is achieved.  
One reason for that is possibly the fact that the dispersion is not compensated in 
the two arms, which is reported has a factor for increasing the axial resolution of the 
system. This could be made by using the same quantity of glass in both arms, namely, 
using the same optical components. In the actual configuration, two different objectives 
are used, which means that the dispersion is not compensated, however this 
combination of objectives is the only one that can give us a correct result.  
Regarding the sensitivity roll-off, it shows that the amplitude is practically the 
same in the first 1.5 millimetres, which further decreases with depth. It is not obvious 
why there seems to have two decays, however both values are extremely good in what 
concerns depth imaging. This achievement was succeeded by changing the 
photodetector device. The older detector had 15 MHz of cut-off frequency, which is too 
low for the detection of interference signals with this optical source. Based on 
calculations in chapter 2 (section 2), the frequency of the interference signal for a depth 
of 6 mm is 238.6 MHz. The new detector has 400 MHz of cut-off frequency, which is 













































 In the previous work made by José Agnelo [28], there were some statements and 
tips in how to improve some issues. Concerning optical parameters, the sensitivity, the 
dynamic range and the sensitivity roll-off had to be improved.  
One recommendation was to add “a component to control the polarization”[28], 
which turned out to improve the sensitivity and the dynamic range. Besides, the new 
procedure[52]  to calculate the sensitivity gives a value that is above standard values for 
SS-OCT systems. Regarding the sensitivity roll-off, it has been improved substituting the 
photodetector by one with a higher bandwidth.  
Finally, the axial resolution of the system is worse than the theoretical value, 
which can partly be explained by the need for dispersion compensation between the 
two arms. This compensation can be made by using the same components in both arms 
or by applying numerical algorithms before Fourier transforming the acquired data[33]. 
Nevertheless, the axial resolution is enough for good imaging quality (<10 μm). 
In what concerns the overall interface’s workflow, J. Agnelo states that “the 
processing and displaying of signals by the developed program is also subject to several 
object improvements. One of the most important is to optimize the image speed 
reconstruction algorithm as well as a better method for the synchronization between the 
position of the galvo and the data acquisition”[28]. By implementing the multithreading 
approach, which enables task concurrency, the workflow of the interface turned to be 
more structured, improving its performance. Additionally, the combination of this 
approach with the GPU’s parallel environment, increased the execution speed of 
processing tasks by 90 % and, therefore, the overall image speed reconstruction for 
display.  
Regarding the improvement in the synchronization between the position of the 
galvo and the data acquisition, this was handled by building a new triggering mechanism 
that would be monitored by the galvanometer movement (the speed limiting factor). In 
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this, the acquisition is only performed during the ascending phase of the mirror’s 
movement, while during the descending phase, no A-scans are acquired. 
Although the built circuit board worked properly in generating the trigger signal, 
the final purpose was not fully attained. It is believed that the problem results from the 
uncertainty in the number of trigger pulses under the ascending phase, which do not 
match the number of frames/A-scans set to be acquired. The solution regards the need 
to stop the acquisition when a packet is acquired, and restart it again in when the next 
period would begin. 
Additionally, false color imaging was a recommendation made by José Agnelo 
[28] and can be used to increase the image contrast. This feature should be optimized 
and spread to the en-face imaging mode as well. Besides, it should be performed inside 
the GPU in order to increase the processing speed.  
Finally, although the primary objective has not been fully fulfilled, some major 
improvements have been made in the overall system, both in optical performance and 
in the overall workflow of the designed interface. These improvements are vital to 
prepare the interface for future works and to integrate the fast scan modality that needs 
to be concluded.  
7.2.1 – Imaging the Retina of Small Animals 
 The final purpose of this project is to be capable of imaging the retina of small 
animals. In order to achieve it, some major improvements need to be made both in the 
optical system and software.  
 As argued in Chapter 1, the majority of works that discuss imaging the retina of 
small animals demonstrate a complex optical system with adaptive optics. The 
integration of adaptive optics is demonstrated to correct the wavefront aberrations in 




In our system, this situation could be handled by using spherical objectives, but 
this question needs to be deeply investigated. Nevertheless, with the actual optical 
configuration, the possibility of imaging the retina of small animals is remote.  
7.2.2 – Fast Scan Mode 
 As aforementioned, the circuit board is not working as expected. Some details 
need to be evaluated in order to tune it. The solution is to find a way of stopping the 
acquisition when the specified number of frames are acquired. One solution would be 
to integrate a counter in the circuit board. Another way of dealing with it would be using 
the stream handler HandleDataAvailable() to trigger a “Low Level” digital signal that 
would “AND” with the trigger signal that outputs the circuit board. This way, every time 
a packet is acquired, the acquisition would be stopped and wait until the galvanometer 
mirror returns to its initial position. This option can have an issue, which regards the fact 
that this handler is a background thread, thus the acquisition can be performed while 
this handler is executed.  
 These ideas have not been tested yet, and may not be the perfect solution, 
however they are worth the try.  
7.2.3 – Pre-Processing Techniques 
 In order to improve the signal quality, some pre-processing techniques can be 
implemented, namely a background subtraction algorithm and dispersion 
compensation. The background subtraction is commonly used to reduce the presence 
of coherence noise terms associated with light reflections from optical components of 
the system[OCT-chapter 6.3.2][17]. The procedure simply consists in registering the 
signal with the absence of the sample (background) and subtract it to the signal with the 
sample is present.  
 The dispersion compensation is considered one of the most important feature 
required in optical fibre communication systems as its absence can lead to unacceptable 
pulse spreading [106]. A research on methods to perform these compensation (based 
on optical instrumentation or by software) is mandatory to improve the performance of 
the system, namely the axial resolution. 
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7.2.4 – Averaging A-scans 
 Only one A-scan per packet acquired is used for processing tasks in the Step 
Mode, therefore 31 A-scans are discarded when a packet with 32 A-scans is acquired, 
which is a waste. Since all of these A-scans are pointing at the same mirror position, 
averaging them would be the correct approach and will increase the image contrast.  
 Implementing the averaging of A-scans in real time with the CPU can be quite 
expensive computationally. Averaging in CUDA is the appropriate way to proceed. 
 An interesting operation that is enabled in most commercial systems is the 
“Average” button, which stops the real-time rendering and saves an image with the 
average of a specified set of images. This is a rather interesting option to develop in this 
interface. 
7.2.5 – GPU Processing Algorithms  
 The integration of algorithms in a parallel environment is a great achievement 
since it boosts the processing tasks needed for imaging with OCT. Nonetheless, these 
are not the only perks of using GPU computing. In fact, the NVIDIA platform comprises 
useful libraries that can improve the processing tasks already performed and add new 
functionalities to the interface. For instance, the OpenCV library has many features 
namely in image filtering, segmentation and rendering that can be used for image 
processing in real-time operations.  
Besides the OpenCV library, the ArrayFire and the Thrust libraries are excellent 
platforms that ease the GPU computation with template functions, thus they can be 
used to improve the algorithms already developed.  
7.2.6 – Improving the False Color Algorithm 
 The developed false color algorithm is not perfect yet. By now, it works with a 
blue background, but the correct approach would be an image with a black background.  
We developed a version of this algorithm, which simply gives a “value” 




level is removed and the image appears with a black background, though some 
information is removed from the image.  
In Figure 7.1 is shown the rendering of a B-scan in false color, which has been 




















































[1] C. a Fee and R. I. Pettigrew, “National Institute of Biomedical Imaging and Bioengineering: 
poised for the future.,” Radiology, vol. 229, no. 3, pp. 636–637, 2003. 
[2] D. Huang, E. Swanson, C. Lin, J. Schuman, W. Stinson, W. Chang, M. Hee, T. Flotte, K. 
Gregory, C. Puliafito, and A. Et, “Optical coherence tomography,” Science. 1991. 
[3] W. Drexler, J. G. Fugimoto, J. A. Izatt, and M. A. Coma, “Theory of Optical Coherence 
Tomography,” in Optical Coherence Tomography Technology and Applications, Springer, 
2008, pp. 47–63. 
[4] P. H. Tomlins and R. K. Wang, “Theory, developments and applications of optical 
coherence tomography,” J. Phys. D. Appl. Phys., vol. 38, no. 15, pp. 2519–2535, 2005. 
[5] M. a Duguay and a T. Mattick, “Ultrahigh speed photography of picosecond light pulses 
and echoes.,” Appl. Opt., vol. 10, no. 9, pp. 2162–2170, 1971. 
[6] a P. Bruckner, “Picosecond light scattering measurements of cataract microstructure.,” 
Appl. Opt., vol. 17, no. 19, pp. 3177–3183, 1978. 
[7] J. G. Fujimoto, S. De Silvestri, E. P. Ippen, C. a Puliafito, R. Margolis, and a Oseroff, 
“Femtosecond optical ranging in biological systems.,” Opt. Lett., vol. 11, no. 3, p. 150, 
1986. 
[8] a F. Fercher, K. Mengedoht, and W. Werner, “Eye-length measurement by interferometry 
with partially coherent light.,” Opt. Lett., vol. 13, no. 3, pp. 186–188, 1988. 
[9] X. Clivaz, F. Marquis-Weible, R. P. Salathé, R. P. Novàk, and H. H. Gilgen, “High-resolution 
reflectometry in biological tissues.,” Opt. Lett., vol. 17, no. 1, pp. 4–6, 1992. 
[10] A. A. Michelson and E. W. Morley, “On the Relative Motion of the Earth and the 
Luminiferous Ether,” The American Journal of Science, vol. XXXIV., pp. 1–14, 1887. 
[11] M. Bresinsky, “4.1. Coherence and Interference,” in Optical Coherence Tomography - 
Principles and Applications, First., Massachusetts Institute of Technology,Cambridge, 
MA, USA: ACADEMIC PRESS, 2006, pp. 71–80. 
[12] P. Yeh, Optical waves in layered media. (reprint, 1998). Portland, 2005. 
[13] a G. Podoleanu, “Optical coherence tomography.,” Br. J. Radiol., vol. 78, no. 935, pp. 976–
988, 2005. 
[14] M. E. Bresinsky, “Appendix 4-1. The Wiener Khinchin Theorem,” in Optical Coherence 
Tomography - Principles and Applications, Massachusetts Institute of 
Technology,Cambridge, MA, USA: ACADEMIC PRESS, 2006, p. 93. 
166 
 
[15] E. W. Leonard Mandel, Optical Coherence and Quantum Optics. Cambridge University 
Press, 1995. 
[16] A.-H. Dhalla and J. a. Izatt, “Complete complex conjugate resolved heterodyne swept 
source optical coherence tomography using a dispersive optical delay line: erratum,” 
Biomed. Opt. Express, vol. 3, no. 3, p. 630, 2012. 
[17] M. Ali and R. Parlapalli, “Signal processing overview of optical coherence tomography 
systems for medical imaging,” Texas Instruments, June, no. June, pp. 1–22, 2010. 
[18] B. Bouma and G. Tearney, Handbook of optical coherence tomography. 2002. 
[19] M. E. Bresinsky, “3. Light in Matter,” in Optical Coherence Tomography - Principles and 
Applications, Massachusetts Institute of Technology,Cambridge, MA, USA: ACADEMIC 
PRESS, 2006, pp. 56–71. 
[20] S. L. Jacques, “Optical Properties of Biological Tissues: A Review,” Phys. Med. Biol., vol. 
58, no. 11, pp. R37–61, 2013. 
[21] G. M. Hale and M. R. Querry, “Optical Constants of Water in the 200-nm to 200-microm 
Wavelength Region.,” Appl. Opt., vol. 12, no. 3, pp. 555–563, 1973. 
[22] M. Connors, A. Agrawal, C.-P. Liang, Y. Chen, R. Drezek, and J. Pfefer, “Characterizing the 
point spread function of retinal OCT devices with a model eye-based phantom,” CLEO 
2011 - Laser Sci. to Photonic Appl., vol. 3, no. 5, pp. 1–2, 2011. 
[23] M. Johnson, “Photodetection and Measurement: Maximizing Performance In Optical 
Systems,” McGraw Hill, New York, NY, 2003. 
[24] D. V Perepelitsa, “Johnson Noise and Shot Noise,” Analysis, no. 2, pp. 2–5, 2006. 
[25] R. Leitgeb, C. Hitzenberger, and A. Fercher, “Performance of fourier domain vs. time 
domain optical coherence tomography.,” Opt. Express, vol. 11, no. 8, pp. 889–894, 2003. 
[26] S. Shin, “Characterization and Comparison of Optical Source Relative Intensity,” Graduate 
College of the University of Illinois at Urbana-Champaign, 2010. 
[27] J. Cardoso, “Instrumentacao e Sistemas de Aquisicao de Dados Interfaces e Sistemas de 
Aquisicao de Dados,” Dperatment of Physics of the University of Coimbra, 2014, p. 113. 
[28] J. Agnelo, “Swept Source Optical Coherence Tomography for Small Animals : System 
Control and Data Acquisition,” Faculty of Coimbra, IBILI, 2013. 
[29] A. Manuscript, “NIH Public Access,” Changes, vol. 29, no. 6, pp. 997–1003, 2012. 
[30] a M. Rollins and J. a Izatt, “Optimal interferometer designs for optical coherence 
tomography.,” Opt. Lett., vol. 24, no. 21, pp. 1484–1486, 1999. 
[31] M. D. Bayleyegn, H. Makhlouf, C. Crotti, K. Plamann, and A. Dubois, “Ultrahigh resolution 




superluminescent diode light source,” Opt. Commun., vol. 285, no. 24, pp. 5564–5569, 
2012. 
[32] “Axsun Technologies Inc. Photonics West 2012,” 2013, no. February. 
[33] B. Potsaid, B. Baumann, D. Huang, S. Barry, A. E. Cable, J. S. Schuman, J. S. Duker, and J. 
G. Fujimoto, “Ultrahigh speed 1050nm swept source/Fourier domain OCT retinal and 
anterior segment imaging at 100,000 to 400,000 axial scans per second.,” Opt. Express, 
vol. 18, no. 19, pp. 20029–20048, 2010. 
[34] W. Drexler, M. Liu, A. Kumar, T. Kamali, A. Unterhuber, and R. a Leitgeb, “Optical 
coherence tomography today: speed, contrast, and multimodality.,” J. Biomed. Opt., vol. 
19, no. 7, p. 71412, 2014. 
[35] B. Potsaid, V. Jayaraman, J. Y. Jiang, A. E. Cable, P. J. S. Heim, I. Grulkowski, and J. G. 
Fujimoto, “1065nm and 1310nm MEMS tunable VCSEL light source technology for OCT 
imaging,” SPIE Newsroom, pp. 8–10, 2012. 
[36] K. Ohbayashi, D. Choi, H. Hiro-Oka, A. Kubota, T. Ohno, R. Ikeda, and K. Shimizu, 
“Developing the World ’ s First Real-Time 3D OCT Medical Imaging System With LabVIEW 
and NI FlexRIO,” pp. 1–7. 
[37] NVIDIA, “Medical Image,” 2015. [Online]. Available: 
http://www.nvidia.com/object/medical_imaging.html. 
[38] S. Yamashita, Background of research : Optical coherence tomography ( OCT ) Research 
objectives. . 
[39] H. G. Bezerra, M. a. Costa, G. Guagliumi, A. M. Rollins, and D. I. Simon, “Intracoronary 
Optical Coherence Tomography: A Comprehensive Review. Clinical and Research 
Applications,” JACC Cardiovasc. Interv., vol. 2, no. 11, pp. 1035–1046, 2009. 
[40] A. M. Zysk, F. T. Nguyen, A. L. Oldenburg, D. L. Marks, and S. a Boppart, “Optical 
coherence tomography: a review of clinical development from bench to bedside.,” J. 
Biomed. Opt., vol. 12, no. 5, p. 051403, 2007. 
[41] W. Wadsworth, R. Windeler, L. Technologies, R. Salathe, A. D. Aguirre, P. R. Herz, P. 
Hsiung, T. H. Ko, A. M. Kowalevicz, P. Rohit, A. Tucay, C. Y. Kopf, M. C. Aldridge, and D. L. 
Gale, “Optical Coherence Tomography Technology,” vol. 93, no. 1, pp. 1221–1223, 2000. 
[42] Y.-S. Hsieh, Y.-C. Ho, S.-Y. Lee, C.-C. Chuang, J. Tsai, K.-F. Lin, and C.-W. Sun, “Dental 
optical coherence tomography.,” Sensors (Basel)., vol. 13, no. 7, pp. 8928–49, 2013. 
[43] Y. Shimada, A. Sadr, M. F. Burrow, J. Tagami, N. Ozawa, and Y. Sumi, “Validation of swept-
source optical coherence tomography (SS-OCT) for the diagnosis of occlusal caries,” J. 
Dent., vol. 38, no. 8, pp. 655–665, 2010. 
[44] J. Su, J. Zhang, L. Yu, H. G Colt, M. Brenner, and Z. Chen, “Real-time swept source optical 
coherence tomography imaging of the human airway using a microelectromechanical 




[45] H. Liang, M. Cid, R. Cucu, G. Dobre, a Podoleanu, J. Pedro, and D. Saunders, “En-face 
optical coherence tomography - a novel application of non-invasive imaging to art 
conservation.,” Opt. Express, vol. 13, no. 16, pp. 6133–6144, 2005. 
[46] A. Al-Mujaini, U. K. Wali, and S. Azeem, “Optical coherence tomography: Clinical 
applications in medical practice,” Oman Med. J., vol. 28, no. 2, pp. 86–91, 2013. 
[47] G. J. Tearney, M. E. Brezinski, B. E. Bouma, S. a Boppart, C. Pitris, J. F. Southern, and J. G. 
Fujimoto, “In vivo endoscopic optical biopsy with optical coherence tomography.,” 
Science, vol. 276, no. 5321, pp. 2037–2039, 1997. 
[48] R. Insider, “Speed and Resolution Improve in Newest OCT,” Rev. Lit. Arts Am., 2007. 
[49] C. Hd-oct and A. S. Oct, “CIRRUS HD-OCT 5000 Advancing Smart OCT.” 
[50] H. E. Gmbh, “Spectralis Spectralis HRA + OCT Spectralis HRA Spectralis OCT Hardware 
Operating Instructions,” no. 19963, pp. 1–27, 2007. 
[51] Z. Dai, Y. Fukumoto, S. Tatebe, K. Sugimura, Y. Miura, K. Nochioka, T. Aoki, S. Miyamichi-
Yamamoto, N. Yaoita, K. Satoh, and H. Shimokawa, “OCT Imaging for the Management 
of Pulmonary Hypertension,” JACC Cardiovasc. Imaging, vol. 7, no. 8, pp. 843–845, 2014. 
[52] R. a Leitgeb, R. M. Werkmeister, C. Blatter, and L. Schmetterer, “Doppler optical 
coherence tomography.,” Prog. Retin. Eye Res., vol. 41, pp. 26–43, 2014. 
[53] T. Oct, M. Iv, M. Iv, and T. P. Oct, “Real-time image-guided OCT Longitudinal studies for 
better research Specifications :,” pp. 2–3. 
[54] Y. Jian, R. J. Zawadzki, and M. V Sarunic, “Adaptive optics optical coherence tomography 
for in vivo mouse retinal imaging.,” J. Biomed. Opt., vol. 18, no. 5, p. 56007, 2013. 
[55] Axsun Oct Swept Source Engine - Operator Manual, no. 978. Massachussets, USA, 2010. 
[56] I. I. Staff, “X5-400M User’s Manual,” Simi Valley, California, USA, 2011, p. 146. 
[57] N. Instruments, NI User’s Manual. Austin, USA, 2010. 
[58] NVIDIA, NVIDIA GTX660 Ti User’s Manual. . 
[59] ThorLabs, “ThorLabs GVS Scanning Galvo Systems User Guide,” pp. 1–32. 
[60] T.-H. Tsai, C. Zhou, D. Adler, and J. G. Fujimoto, “Frequency Comb Swept Lasers for Optical 
Coherence Tomography,” Ooher, p. 75541E–75541E–10, 2010. 
[61] J. Xi, L. Huo, J. Li, and X. Li, “Generic real-time uniform K-space sampling method for high-
speed swept-source optical coherence tomography.,” Opt. Express, vol. 18, no. 9, pp. 
9511–9517, 2010. 
[62] S. Woo, A. Engineer, K. Scammell, G. Sales, and B. Ahern, “Axsun OCT Swept Laser and 




[63] ThorLabs, “Balanced Amplified Photodetectors - PDB47xC Operation Manual,” pp. 1–30, 
2011. 
[64] M. Sylwestrzak, D. Szlag, M. Szkulmowski, and P. Targowski, “Real-time massively parallel 
processing of Spectral Optical Coherence Tomography data on Graphics Processing 
Units,” Opt. Coherence Tomogr. Coherence Tech. V, vol. 8091, p. 80910V, 2011. 
[65] X. Li, G. Shi, and Y. Zhang, “High-speed optical coherence tomography signal processing 
on GPU,” J. Phys. Conf. Ser., vol. 277, p. 012019, 2011. 
[66] Nvidia, “Kepler GK110,” NVIDIA’s Next Gener. CUDA Comput. Archit. Kepler GK110, 2012. 
[67] T. Lanfear, “Inside Kepler,” 2012. 
[68] W. K. S. Walker, R. W. Lucky, J. Salz, E. J. Weldon, E. Codes, M. Y. Hsiao, G. Longo, E. R. 
Berlekamp, R. P. Capece, R. D. Stinaff, W. C. Carter, and C. E. Mccarthy, “Multiprocessor 
Computer,” Computing, vol. C, no. 9, pp. 690–691, 1979. 
[69] Nvidia, “Advanced CUDA Webinar Memory Optimizations,” 2009. 
[70] C. Nvidia, “Compute Unified Device Architecture Programming Guide,” NVIDIA St. Clara, 
CA, vol. 83, no. June, p. 129, 2007. 
[71] C. Graca, G. Falcao, I. N. Figueiredo, and S. Kumar, “Hybrid multi-GPU computing: 
accelerated kernels for segmentation and object detection with medical image 
processing applications,” J. Real-Time Image Process., 2015. 
[72] G. Falcão, V. Silva, L. Sousa, and J. Andrade, “Portable LDPC Decoding on Multicores Using 
OpenCL,” IEEE Signal Process. Mag., pp. 81–109, 2012. 
[73] N. Instruments, “National Instruments User C Guide,” 2010. 
[74] Thorlabs, “Scan Lenses for Laser Scanning Microscopy.” [Online]. Available: 
https://www.thorlabs.de/newgrouppage9.cfm?objectgroup_id=2910&pn=LSM02-BB. 
[75] Thorlabs, “Fixed Focus Collimation Packages: FC/APC Connectors.” [Online]. Available: 
https://www.thorlabs.de/newgrouppage9.cfm?objectgroup_id=1696&pn=F230APC-
1064. 
[76] Thorlabs, “1064 nm, Single Mode Fused Fiber Optic Couplers / Taps.” [Online]. Available: 
https://www.thorlabs.de/newgrouppage9.cfm?objectgroup_id=8465&pn=FC1064-50B-
APC. 
[77] Thorlabs, “Protected Gold Mirrors.” [Online]. Available: 
https://www.thorlabs.de/NewGroupPage9.cfm?ObjectGroup_ID=744. 
[78] Thorlabs, “Small Beam Diameter Scanning Galvo Mirror Systems.” [Online]. Available: 
https://www.thorlabs.de/newgrouppage9.cfm?objectgroup_id=3770. 




[80] “Cirrus HD-OCT Certainty in seconds . Certainty for years . // CERTAINTY,” Image 
(Rochester, N.Y.). 
[81] A. A. C. A, “Chapter 8 - Operational Amplifiers. Differentiator and Integrator Circuits.” 
[Online]. Available: http://www.allaboutcircuits.com/textbook/semiconductors/chpt-
8/differentiator-integrator-circuits/. 
[82] Y. Ab, “DM74LS00 Quad 2-Input NAND Gate Ordering Code : DM74LS00,” no. March, 
2000. 
[83] CA311E Comparator Datasheet. . 
[84] G. P. J-fet and Q. O. Amplifiers, “GENERAL PURPOSE J-FET s WIDE COMMON-MODE ( UP 
TO V CC + ) AND s HIGH INPUT IMPEDANCE J – FET INPUT,” no. March, pp. 1–13, 2001. 
[85] R. Electronics, “MM54HC257/MM74HC257 Quad 2-Channel TRI-STATE Multiplexer 
Datasheet.” pp. 1–5, 2013. 
[86] Windows, “Form Class,” 2009. [Online]. Available: https://msdn.microsoft.com/en-
us/library/system.windows.forms.form(v=vs.90).aspx. 
[87] MATLAB, “Convert from HSV to RGB Color Space,” 2015. [Online]. Available: 
http://www.mathworks.com/help/images/convert-from-hsv-to-rgb-color-space.html. 
[88] Wikipedia, “HSL and HSV.” [Online]. Available: 
https://en.wikipedia.org/wiki/HSL_and_HSV#/media/File:HSV_color_solid_cylinder_alp
ha_lowgamma.png. 
[89] “Color Conversion Algorithms.” [Online]. Available: 
http://www.cs.rit.edu/~ncs/color/t_convert.html. 
[90] G. Pratx and L. Xing, “GPU computing in medical physics: a review.,” Med. Phys., vol. 38, 
no. 5, pp. 2685–2697, 2011. 
[91] Intel, “4th Generation Intel® CoreTM i7 Processors.” [Online]. Available: 
http://ark.intel.com/products/family/75023/4th-Generation-Intel-Core-i7-
Processors#@All. 
[92] W.-M. Hwu, “NVIDIA CUDA Compute Unified Device Architecture,” Comput. Sci. Eng., vol. 
11, no. 3, pp. 16–26, 2009. 
[93] “How to Mix C and C++.” [Online]. Available: https://isocpp.org/wiki/faq/mixing-c-and-
cpp. 
[94] “Use C++ codes in a C# project — solution of wrapping native C++ with a managed CLR 
wrapper,” Watashi no Blog~Programming and Developing Memo. [Online]. Available: 
https://drthitirat.wordpress.com/2013/06/03/use-c-codes-in-a-c-project-wrapping-
native-c-with-a-managed-clr-wrapper/. 





[96] “Use C++ codes in a C# project — unmanaged C++ solution.” [Online]. Available: 
https://drthitirat.wordpress.com/2013/05/30/combine-gui-of-c-with-c-codes/. 
[97] S. Tariq and N. Corporation, “An Introduction to GPU Computing and CUDA Architecture 
GPU Computing,” 2011. 
[98] Nvidia, “Cufft Library User ’ S Guide,” no. July, 2013. 
[99] M. Harris, “Optimizing Parallel Reduction in CUDA,” NVIDIA. [Online]. Available: 
http://developer.download.nvidia.com/compute/cuda/1.1-
Beta/x86_website/projects/reduction/doc/reduction.pdf. 
[100] M. Harris, “How to Optimize Data Transfers in CUDA C/C++.” [Online]. Available: 
http://devblogs.nvidia.com/parallelforall/how-optimize-data-transfers-cuda-cc/. 
[101] S. Rennich, “Streams and Concurrency.” [Online]. Available: http://on-
demand.gputechconf.com/gtc-
express/2011/presentations/StreamsAndConcurrencyWebinar.pdf. 
[102] M. Harris, “How to Overlap Data Transfers in CUDA C/C++,” NVIDIA. [Online]. Available: 
http://devblogs.nvidia.com/parallelforall/how-overlap-data-transfers-cuda-cc/. 
[103] Microsoft, “NET Framework Class Library - Stopwatch Class,” Microsoft. [Online]. 
Available: https://msdn.microsoft.com/en-us/library/gg145045(v=vs.110).aspx. 
[104] W. Wieser, B. R. Biedermann, T. Klein, C. M. Eigenwillig, and R. Huber, “Multi-megahertz 
OCT: High quality 3D imaging at 20 million A-scans and 4.5 GVoxels per second.,” Opt. 
Express, vol. 18, no. 14, pp. 14685–14704, 2010. 
[105] A. Pedrosa, “Swetp Source Optical Coherence Tomography for Small Animals – 
Performance Parameters and Optic Modulation,” Physics Department of the University 
of Coimbra, 2015. 
[106] N. K. Kahlon and G. Kaur, “Various Dispersion Compensation Techniques for Optical 
System : A Survey,” vol. 1, no. 1, 2014.  
 
 
 
 
 
