Abstract. The interaction between dynamical systems and crossed products provides a mechanism for studying group actions using tools from C * -algebras. There are important generalizations of these ideas in the context of groupoids. A main result in this setting is an extension of a fundamental theorem of Green, which presents a Morita equivalence between a crossed product involving the action of a group and the C * -algebra of the corresponding quotient space. Another crucial property is the Renault's equivalence theorem, which also provides a Morita equivalence between crossed products of dynamical systems defined as the action of groupoids on C * -bundles. These results highlight a deep interaction between groupoids C * -algebras and dynamical systems. In this paper, we provide a short expository overview listing the main definitions and properties required to understand these results.
Introduction
Our objective in this paper is to present a condensed overview of basic concepts and properties required to understand recent developments in groupoid crossed products and dynamical systems. We focus on basic requirements to understand an extension of the Green's theorem to groupoids [Bro12, Bro09] and the Renault's equivalence theorem [MRW87, MW08] . These results offer potentially useful techniques for applications, and our aim is to provide a survey that could help spread these ideas to other fields.
A particular topic that considers the concept of groupoids and crossed products is noncommutative geometry. In this setting, the fundamental interplay between locally compact Hausdorff topological spaces and (commutative) C * -algebras as explained in the Gelfand-Naimark theory [Fol95, Vár06] is extended to an important framework using noncommutative C * -algebras [Lan97, GBVF01, Con94] . A basic example of a noncommutative space is the noncommutative torus [Con94, CM08] , which can be defined as a crossed product C * -algebra A θ = C 1 (S 1 ) R θ Z, for a rotation R θ (x) = (x + θ) mod1, x ∈ T. This fundamental object arises, for instance, when one considers the space of solutions of a differential equation dy = θdx for x, y ∈ R/Z. Each solution, seen as a leaf in the torus R 2 /Z 2 , can be considered as an element of the quotient space S 1 /θZ. In this construction, the algebra C 1 (S 1 ) can be replaced with other algebras depending on the type of analysis and resolution required: for geometrical, topological and measure theoretical properties, the spaces that can be used are C ∞ (S 1 ) ⊂ C 1 (S 1 ) ⊂ L 1 (S 1 ), respectively. The noncommutative torus is just one particular example in the world of noncommutative geometry, and it belongs to the general theory of spaces of leaves of foliations. But an even more general setting can be described with the powerful theory of groupoids. The important application of groupoids to noncommutative geometry is given by the concept of noncommutative quotients, and a particular example is the analysis of quotient spaces X = Y / ∼ of an equivalence relation ∼ in Y . We remark that there is an important family of C * -algebras (the AF-algebras) particularly useful for studying finite structures, as required in application domains (e.g. signal processing, data analysis, etc).
We now shortly describe our plan and the basic concepts we need for understanding these interactions between groupoid crossed products and dynamical systems. In Section 2, we begin by introducing basic ideas on groupoids G and groupoid C * -algebras. The general concept of a groupoid allows different important concepts (groups, equivalence relations, groups actions, etc) to be simultaneously treated in a single structure with an important categorical interpretation. A groupoid G can be seen as a category where the objects G (0) are denominated units (generalizing the case of a group where only a single unit is present), and where the morphisms, denoted by G
(1) = G, have the property that each one of them has an inverse, but only particular combinations of them can be composed in pairs denoted as G (2) . The corresponding concept for a groupoid C * -algebra has a similar purpose as the concept of a group algebra, but additional technical details need to be introduced. In particular it will be important to explain the idea of Haar Systems, Hilbert Bundles, the isomorphism groupoid for a Borel Hilbert bundle, and its consider its usage to define groupoid representations and the corresponding groupoid C * -algebras. In Section 3, we describe the concept of a groupoid G acting on a set X, where the dynamics is encoded in a map from G * X to X, and the pullback G * X is constructed from a surjection r X : X → G (0) . This construction generalizes the case of a natural scenario where a groupoid G acts on its units G (0) . Some important technical requirements (free and proper groupoid actions) are additionally introduced.
In Section 4, the concept of a groupoid dynamical system is introduced. This plays a similar role to the crucial concept of a C * -algebra and its relation to group actions. The fundamental tool here is the reduced crossed product and the way it encodes a groupoid dynamical system. At this point, we describe the concept of Morita equivalence, which allows to relate different C * -algebras, which are however intimately related by considering homeomorphisms between their corresponding spectrums.
In Section 5, a main Theorem is described, which illustrates a crucial Morita equivalence between groupoid crossed products and a C * -algebra. Finally, in Section 6, we mention a major and deep result providing conditions to obtain a Morita equivalence between groupoid crossed products arising from different groupoid dynamical systems.
Basics on Groupoids and Groupoid C * -Algebras
A groupoid G can be defined as a small category where each morphism has an inverse [Con94, CdSW99] . More explicitly, we say that a groupoid over a set X is a set G together with two maps r, s : G → X, called the range and source maps, and a composition law (or product)
and r(γη) = r(γ), s(γη) = s(η), γ(ηξ) = (γη)ξ. We additionally have an embedding e : X → G and an inversion map i : G → G with e(r(γ)) = γ = γe(s(γ)), and i(γ)γ = e(s(γ)), γi(γ) = e(r(γ)). A hierarchy of sets is then defined as G (0) = e(X) X (the unit space), G
(1) = G, and the composable pairs
we define G u = s −1 (u) and G u = r −1 (u). An alternative way to introduce a groupoid is to start with a subset G (2) of G × G as the set of composable pairs, an inverse operation G → G, γ → γ −1 for each γ ∈ G, and define the maps r and s with r(γ) = γγ −1 , s(γ) = γ −1 γ. From the axioms, the maps r, s have a common image G (0) as the unit space, meaning that γs(γ) = r(γ)γ = γ, for each γ ∈ G [Bun06, Section 2.1].
The isotropy group for a unit u ∈ X is defined as
and, in general, we define G
The isotropy group bundle is defined as G = {γ ∈ G, s(γ) = r(γ)}. When the groupoid is seen as a category, the set of objects is Ob(G) = G (0) , and the morphisms are identified with G itself [Kha09, Definition 2.1].
A homomorphism of groupoids G and Γ is a map φ :
, and φ(xy) = φ(x)φ(y). We have, in particular,
]. We will consider groupoids where both G (0) and G (1) have topologies such that the maps (γ, η) → γη from G (2) → G, and γ → γ −1 from G to G are continuous [Goe09, Definition 1.8]. In the following, we denote by G a second countable locally compact Hausdorff groupoid.
Important examples of groupoids are equivalence relations, groups, and group actions. For instance, with an equivalence relation R ⊂ X ×X, we define a groupoid
For a group Γ, we can define the groupoid G = Γ, G (0) = {e} (the unit of Γ), and the groupoid composition is the group product. For a group Γ acting on a set X, we can define G = X × Γ,
) ∈ X × Γ, and the product is defined as (x, g)(xg, h) = (x, gh). Another important example of a groupoid is a group bundle, defined as a disjoint union of groups {Γ i } i∈U indexed by a set U . The composition between two elements is defined by the corresponding group composition if the elements are in the same group. A groupoid is a group bundle if s(x) = r(x) for all x ∈ G, and for this case, the groupoid G equals its isotropy group bundle G (see [Bun06, 2. 3 p76]).
Definition 2.1 (Haar Systems for Groupoids [Bun06, Section 2.4]). The concept of a Haar system generalizes, to groupoids, the notion of a Haar measure for locally compact groups. A Haar system is a family {λ u } u∈G (0) of Radon Measures on G with supp(λ u ) = G u , and u → f (γ)dλ u (γ) is a continuous function from 
for all f ∈ C c (G), and all γ ∈ G.
Remark 2.1 (Hilbert bundles and direct integrals). In groupoid theory and groupoid representations, the concept of Hilbert bundles has the same fundamental role as the concept of a Hilbert space in group representations [Bun06, Section 2.6]. A Hilbert bundle is constructed with a family of Hilbert spaces H = {H(x)} x∈X indexed by X, which can be more precisely denoted as a disjoint family X * H := {(x, χ), χ ∈ H(x)} (see [Pau97, Chapter 3] ). In general, for X 1 , X 2 , two spaces with maps τ i : X i → T, i = 1, 2, one defines (a pullback in categorical language)
If X is an analytic Borel space, then X * H is denominated an analytic Borel Hilbert bundle with the natural projection π : X * H → X, and the corresponding set of Borel sections is denoted as B(X * H) [Bro12, Definition 3.61].
The concept of a direct integral of the spaces {H(x)} x∈X is defined for an analytic Borel Hilbert bundle X * H, and µ a measure in X, as (see [Bro12,  
The space L 2 (X * H, µ), denoted also as
, is a Hilbert space with the
is just x∈X H(x), and in the general case, if the H(x)'s are the fibers of the vector bundle H, the direct integral
is the space of sections that are square integrable with respect to µ [Fol95, p223] .
Given a Borel bundle X * H we can construct a Borel field of operators defined with a family of bounded linear maps T (x) : H(x) → H(x), which can be used to specify the operator
, and denominated the direct integral of T (x) (see [Bro12, Definition 3.88 p120, Proposition 3.91]). Recall that in harmonic analysis, the direct integral is a basic concept in the decomposition of representations of groups. For instance, in the case of locally compact Abelian groups, a unitary representation is equivalent to a direct integral of irreducible representations, and in more general situations, as locally compact groups, a similar mechanism (the Plancherel theorem) is implemented for the regular representation [Fol95, Theorem 7.36, Section 7.5].
Remark 2.2 (Isomorphism groupoid for a Borel Hilbert bundle and groupoid representations). Given a Borel Hilbert bundle, its fibred structure gives rise to an isomorphism groupoid that will be used to define unitary groupoid representations. The isomorphism groupoid for an analytic Hilbert bundle X * H is Iso(X * H) with composable pairs Iso(X * H) (2) :
and the composition and inversion are defined as (x, V, y)(y, U, z) = (x, V U, z), and (x, V, y)
Definition 2.2 (Groupoid representation). A groupoid representation of a locally compact Hausdorff groupoid G is a triple (µ,
Hilbert bundle, and L a Borel groupoid homomorphism with
Definition 2.3 (Groupoid C * -algebra). Given a Haar system {λ u } u∈G (0) of a locally compact Hausdorff groupoid G, we define, for f, g ∈ C c (G), the convolution as
and the involution by f * (x) = f (x −1 ). With these operations, C c (G) is a topological * -algebra (see [Bun06, Section 3 .1] and [Ren80] ). In order to define a C * -algebra with C c (G), we can select several norms giving rise to the full and reduced C * -algebras for the groupoid G. The basic step for constructing these norms, is to consider a representation of C c (G), defined as a * -homomorphism from C c (G) into B(H) (recall that B(H) are the bounded operators for some Hilbert space H).
The analogue in groupoid theory of the regular representation of a group is a representation of C c (G) given by an operator Indµ in L 2 (G) with Indµ(f )ξ(x) = (f * ξ)(x). The reduced norm is constructed as f red = Indµ(f ) , making C c (G) into a C * -algebra (see [Bun06, p87] ).
Groupoids actions and orbit spaces
The concept of an action of a groupoid G on X generalizes the concept of a group action by considering partially defined maps on pairs (γ, x) ∈ G × X. This is a natural consequence of the partially defined multiplication in a groupoid [Goe09, Section 1.2].
Definition 3.1 (Groupoid action). A (left) action of a groupoid G in a set X is a surjection r X : X → G (0) , together with a map from the pullback G * X to X:
with the following three properties (see [Pau97,  Chapter 2] and [Goe09, Definition
With these conditions, we say that X is a (left) G-space. We can define in a similar way right actions and right G-spaces by denoting with s X the map from X to G (0) , and using
The action of a groupoid in a set defines an equivalence relation that can be used to construct the orbit space, which represents a main object to study.
Definition 3.2 (Orbit space for groupoid actions). Given a left G-space X, we define the orbit equivalence relation on X defined by G with x ∼ y if and only if there exist a γ ∈ G, with γ · x = y. The corresponding quotient space is the orbit space, and denoted by X/G with elements G · x or [x] . The same notation is used for right G-spaces, but in situations where X is both a left G-space and right H-space, the orbit space with respect to the G-action is denoted G\X and the orbit space with respect to the H-action is denoted by X/H [Goe09, Definition 1.67].
In the particular case where X = G (0) , the equivalence relation can be defined
are the corresponding equivalence classes and the orbit space is denoted by G (0) /G. The graph of the equivalence relation can be described as R = {(r(γ), s(γ)), γ ∈ G}. We say that the subset A ⊂ G (0) is saturated if it contains the orbits of its elements, and we say that the groupoid G is transitive or connected if it has a single orbit. Alternatively, we say that G is transitive or connected if there is a morphism between any pair of elements in
An important property is that each groupoid is a disjoint union of its transitive components [Bun06, p73] . In a similar vein, we remark that, seen as a category, each groupoid is equivalent (but not isomorphic) to a category of disjoint union of groups. Notice that the concept of a groupoid encodes much more structure that is not captured in a category of disjoint union of groups. Indeed, one can encode a complex interaction between the units of a groupoid G (0) that is not captured when one considers just a disjoint union of groups.
We can now state some basic results on the characterization of a C * -algebra of a transitive groupoid:
Theorem 3.1 (Transitive Groupoids and their C * -algebras [MRW87, Bun06] ). Let G be a transitive, locally compact, second countable and Hausdorff groupoid, then the (full) C * -algebra of G is isomorphic to
, where H is the isotropy group G u u at any unit u ∈ G (0) , and µ a measure on G (0) , C * (H) denotes the group C * -algebra of H, and K(L 2 (µ)) denotes the compact operators on L 2 (µ). Remark 3.4 (Group Actions and C * -dynamical systems). There is a very important and close interaction between group actions (G, X) defined as continuous group homomorphisms G → Aut(X), for a topological space X (our G-spaces) and C * -dynamical systems (A, G, α), defined as continuous group homomorphism α : G → Aut(A), for a C * -algebra A. Indeed, one can rephrase and "linearize" group actions (G, X) by considering a C * -dynamical system (C 0 (X), G, α), for
where s −1 · x denotes the action of s −1 ∈ G on x ∈ X given by (G, X) and f ∈ C 0 (X). Inversely, every C * -dynamical system, for A commutative, arises as a group action where X =Â is the spectrum of A (see [Wil07, Section 2.1]). These mechanisms are the motivation to define groupoid dynamical systems as we will see in the next section.
Remark 3.5 ((G, H)-equivalence between locally compact Hausdorff groupoids G, H). Given two locally compact Hausdorff groupoids G, H, we notion of a (G, H)-equivalence X provides a useful way to describe an interaction between G and H, by requiring that X is a free and proper left G-space and right H-space, while the actions of G and H commute, as well as requiring the existence of homeomorphisms between X/H and G (0) and G\X and H (0) (see [Bro09, Definition 2.42]). We will use this concept when considering the equivalences between dynamical systems in the Renault's equivalence theorem of groupoid crossed products (see Remark 6.2).
Groupoid dynamical systems and groupoid crossed products
A natural consequence of the fibred properties of a groupoid is the usage of fibred C * -algebras when generalizing the concept of dynamical systems to the groupoid language.
Definition 4.1 (C 0 (X)-algebras and C * -bundles). A C 0 (X)-algebra is a C * -algebra with a nondegenerate homomorphism Φ A from C 0 (X) (the space of continuous functions vanishing at infinity on X) into Z(M (A)), where M (A) denotes the multiplier algebra of A, and Z(A) denotes the center of A. Here, Φ A is nondegenerate when Φ A (C 0 (X)) · A = span{Φ A (f )a, f ∈ C 0 (X), a ∈ A} is dense in A [Wil07] .
Remember that the multiplier algebra M (A) of A is the maximal C * -algebra containing A as an essential ideal (see [Bla98, Chapter 4] ). For instance, if A is unital, M (A) = A. If A = C 0 (X), the continuous functions with compact support in a locally compact Hausdorff space, then M (A) = C b (X), the continuous functions bounded on X. If A is the space of compact operators on a separable Hilbert space H, M (A) = B(H), the C * -algebra of all bounded operators on H. Recall also that the center of an algebra A is the commutative algebra Z(A) = {x ∈ A, xa = ax ∀a ∈ A}. This concept plays a crucial role as, for instance, in the theory of Von Neumann algebras (algebras of bounded operators on a Hilbert space). Von Neumann algebras with a trivial center are called factors, and these are basic building blocks for general Von Neumann algebras via direct integral decompositions.
An upper semicontinuous C * -bundle over a locally compact Hausdorff space X, is a topological space A with a continuous open surjection p A = p : A → X such that the fiber A(x) = p −1 (x) is a C * -algebra with the following conditions. First, the map a → a is upper-continuous from A to R + (i.e. for all > 0, the set {a ∈ A , a < } is open). The operations sum, multiplication, scalar multiplication, and involution in the algebra A are continuous. Additionally, if {a i } is a net in A with p(a i ) → x, and a i → 0, then a i → 0 x , with 0 x the zero element of A(x).
Two fundamental properties of C 0 (X)-algebras are the fact that there is a one to one correspondence between C 0 (X)-algebras and upper-semicontinuous bundles C * -bundles [Bro12, Definition 3.12 p91], and that the primitive ideal space of a C 0 (X)-algebra is fibred over X [Bro12, p93] . The interaction between C 0 (X)-algebras and upper-semicontinuous bundles C * -bundles is illustrated by the fundamental example of a C 0 (X)-algebra as A = Γ 0 (X, A ), the continuous sections of A vanishing at infinity, for a A upper-semicontinuous C * -bundle, with
Example 4.1 (C 0 (X)-algebras). A basic example of a C 0 (X)-algebra is given by A = C 0 (X, D), where D is any C * -algebra, X is a locally compact Hausdorff space, and Φ A (f )(a)(x) = f (x)a(x), for f ∈ C 0 (X), a ∈ A. For this example, each fiber A(x) is identified with D. [Goe09, Example 3.16, p91] Definition 4.2 ((A , G, α) Groupoid dynamical system). Let G be a groupoid with Haar system {µ u } u∈G (0) , and A is an upper-semicontinuous C * -bundle over
, and the map G * A → A , (γ, a) → α γ (a) is continuous. With these conditions, the triple (A , G, α) is a groupoid dynamical system (see [Bro12,  
Definition 2.2]).
Example 4.2 ((C X , G, lt) Groupoid dynamical system). A basic example of a groupoid dynamical system is (C X , G, lt), where G is a groupoid acting on a second countable locally compact Hausdorff space X, and the upper semi-continuous
is associated with the C 0 (G (0) )-algebra C 0 (X). The action of G on X induces an action of G on C X by left translation [Bro09, Example 3.30, Proposition 3.31, p25],
Remark 4.1 (Reduced crossed product of a groupoid dynamical system). With a groupoid dynamical system (A , G, α), we can construct a convolution algebra that can be completed to the reduced crossed product, which is one possible generalization of the concept of a crossed product. An important tool for this task is the pullback bundle r * A of a bundle A over X, with bundle map p A : A → X. The pullback bundle is defined as
for r : G → X. The corresponding bundle map for r * A is q : r * A → G, with q(γ, a) = γ [Goe09, Definition 3.33 p97].
The first step for constructing the groupoid crossed product is a property [Bro12, Proposition 2.4] ensuring that, given a groupoid G with Haar system {λ u } u∈G (0) , the set of continuous compactly supported sections of r * A , denoted by Γ c (G, r * A ), is a * -algebra with respect to the operations
We complete now Γ c (G, r * A ) with the reduced norm f r = sup π { Indπ(f ) with π is a C 0 (G (0) ) linear representation of A (see [Bro12, p4] ). We define the completion of Γ c (G, r * A ) with the norm r as the reduced crossed product of the dynamical system (A , G, α), and we denoted it with A α,r G. This procedure is an important and classical strategy using representations of an algebra in order to construct a meaningful norm that leads to a C * -algebra denominated enveloping C * -algebra (see [GBVF01, Definition 12.2, p523]).
Remark 4.2 (Morita equivalence). Representation theory plays a crucial role in the interplay between topological spaces and algebraic structures. The GelfandNaimark theorem identifies a locally compact Hausdorff space X with a commutative C * -algebra A = C 0 (X) (continuous functions vanishing at infinity) by considering an homeomorphism between X and the set of charactersÂ identified with the set of unitary equivalence classes of irreducible * -representations [Lan97, Vár06] . The setÂ is also known as the structure space and, for commutative C * -algebras, it coincides with the primitive spectrum Prim(A), defined as the space of kernels of irreducible * -representations of A [Lan97, Section 2.3]. The set of characters of a Banach algebra A is also known as the Gelfand spectrum, also denoted by sp(A) (see [GBVF01, Definition 1.3, p5]).
This conceptual interaction between representation theory, topological spaces and commutative C * -algebras, has its origins in the Morita theory, as described in the context of representation theory of rings [AF92, Chapter 6] [RW98] . Recall that modules are intimately related to representations of rings, and this fact motivates the concept of Morita equivalence relation between two rings R and S, defined as an equivalence of categories between R M and S M , (the categories of modules over R and S, respectively).
These ideas can be extended to the context of C * -algebras, but for this task, we require more subtle procedures, and a crucial role is played by the landmark ideas of M. Rieffel who introduced the concept of strong Morita equivalence. Given two C * -algebras, A and B, the basic concept behind a Morita equivalence is the notion of a A − B equivalence bimodule M (also known as imprimitivity bimodule), defined as a A − B bimodule such that M is a full left Hilbert A-module and full right Hilbert B-module, and we have an associativity formula A x, y z = x y, z B , for x, y, z ∈ M (see [Kha09,  With these notions, we say that two C * -algebras A and B, are (strongly) Morita equivalent (A m ∼ B) if there exist an equivalence A−B bimodule (see also [GBVF01, Definition 4.9, p162]). We follow the explanations of [RW98, Remark 3.15], and we will usually omit the word strongly for this Morita equivalence concept. Many important properties are conserved under this equivalence relation. In particular, a crucial fact is that the structure spaceÂ is homeomorphic to the structure spacê B when A and B are (strong) Morita equivalent (see [GBVF01, p167] ). 3, p81] ). Here, a Morita equivalence relation is established between the (noncommutative) C * -algebra C * (R) and the (commutative) C * -algebra C 0 (M), for a locally compact manifold M, where the equivalence relation R is defined in the set V = U i for a finite covering U i = M, with z R ∼ z iff p(z) = p(z ), using the canonical projection p : V → M.
Extending the Green's theorem to groupoids
A fundamental result used in noncommutative geometry is a property proposed by Green [Gre77] , which constructs a Morita equivalence relation between the C * -algebra C 0 (H\X) on the quotient space H\X of a group H acting on X, and the corresponding crossed product C 0 (X) lt H. If H is a locally compact Hausdorff group acting freely and properly on a locally compact Hausdorff space X, then C 0 (X) lt H is Morita equivalent to C 0 (H\X).
An important generalization of this property has been described by Rieffel [Rie90] who considers the action of a group G in a (noncommutative) C * -algebra. We describe now a new landmark that has been recently achieved in [Bro12, Bro09] with a generalization of this machinery in the setting of groupoid actions.
5.1. Proper groupoid dynamical systems. An adequate generalization of the concept of a proper group action is first prepared for the setting of groupoids. 
We say that (A , G, α) a proper dynamical system if there exist a dense * -subalgebra A 0 ⊂ A with the following two conditions. 1-We construct functions E a, b that will generate a dense subspace E of A α,r G (see Theorem 5.2). For this step, we require that, for each a, b ∈ A 0 , the function E a, b : γ → a(r(γ))α γ (b(s(γ)) * ), γ ∈ G, is integrable (see also [Bro09, Section 4.1.1, p62]). Notice that with this requirement we use the sections a, b (in Γ 0 (G (0) , A )) to construct sections E a, b defined in the groupoid G and considered in Γ c (G, r * A ). 2-We set a requirement for constructing the fixed point algebra A α (see Theorem 5.2) by defining
An important result is now that with a proper dynamical system we obtain a Morita equivalence, in a similar spirit as indicated by Green and Rieffel.
Theorem 5.2 (Morita equivalence in proper dynamical systems [Bro12, Theorem 3.9]). Let (A , G, α) be a proper dynamical system with respect to A 0 , and let D 0 = span{ a, b D , a, b ∈ A 0 } be a dense subalgebra of A α = D 0 , the fixed point algebra which is the completion of D 0 in M (A). Let also E 0 = span{ E a, b , a, b ∈ A 0 } be a dense subalgebra of E = E 0 , the completion of E 0 in A α,r G.
With these conditions, A 0 is a E 0 − D 0 pre-imprimitivity bimodule, which can be completed to a E − A α imprimitivity bimodule. As a consequence, the generalized fixed point algebra A α is Morita equivalent to a subalgebra E of the reduced crossed product A α,r G.
Saturated groupoid dynamical systems.
A second core concept is the notion of saturated groupoid dynamical systems (Definition 5.2), whose requirements can be ensured when considering principal and proper groupoids (Definition . If the groupoid G is principal and proper, then, the dynamical system (C 0 (G (0) ), G, lt) is saturated with respect to the dense subalgebra C c (G (0) ). As a consequence, we have the following Morita equivalence:
We remark that the property C * r (G) = C 0 (G (0) ) lt,r G illustrates a particular close interaction between groupoid crossed products and groupoid C * -algebras (see [MW08, Example 4 .7]).
Renault's equivalence for groupoid crossed products
The Renault's equivalence for groupoid crossed products is another crucial result that provides conditions on the existence of a Morita equivalence between groupoid crossed products arising from Morita equivalent groupoid dynamical systems. Two dynamical systems (A , G, α), (B, G, β) are said to be Morita equivalent if there is a A − B imprimitivity bimodule H over G (0) and a G action on H with adequate compatibility conditions (see [MW08, Definition 9 .1]). This concept has a generalization by considering an equivalence (see [MW08, Definition 5 .1]) between dynamical systems (A , G, α) and (B, H, β) defined as an uppersemicontinuous-Banach bundle p E : E → X over an (H, G)-equivalence X (see Remark 3.5) with B(r(x)) − A(s(x))-imprimitivity bimodules structures on each fibre E x and adequate compatibility, continuity, and equivariance conditions (see [MW08, Definition 5 .1], and Definition 4.2).
Remark 6.1 (Renault's equivalence of groupoid crossed products). [MW08, Theorem 5.5] We finally describe the crucial result known as the Renault's equivalence theorem, that specifies that given G and H, two second countable locally Hausdorff, locally compact groupoids, with two dynamical systems (A , G, α) and (B, H, β), and an equivalence p E : E → X between them, then the sections G (X, E ) can be seen as a B α,r H-A α,r G pre-imprimitivity bimodule. In particular, we have a Morita equivalence A α,r G m ∼ B β,r H.
Remark 6.2 (An application of the Renault's equivalence theorem). An important consequence of the Renault's equivalence for groupoid crossed products is the fact that a Morita equivalence between dynamical systems (A , G, α), and (B, G, β) implies that the corresponding crossed products are Morita equivalent (see [MW08, Section 9 .1], [Ren87] ):
