Abstract-Moving toward the implementation of the intelligent building idea in the framework of ambient intelligence, a video security application for people detection, tracking, and counting in indoor environments is presented in this paper. In addition to security purposes, the system may be employed to estimate the number of accesses in public buildings, as well as the preferred followed routes. Computer vision techniques are used to analyze and process video streams acquired from multiple video cameras. Image segmentation is performed to detect moving regions and to calculate the number of people in the scene. Testing was performed on indoor video sequences with different illumination conditions.
of resources, as so to maximize the return of investment and to fulfill the objectives of the organization who owns it [3] , [4] . This is the stated and achieved goal of nowadays second generation of IBs, where a central computer is able to control the subsystems of the building such as the heating ventilation and air conditioning (HVAC) systems, lighting, fire and security systems, etc. The level of integration of the service subsystems is also considered a meter for evaluating the intelligence of the building [5] .
The ability of the central system to continuously monitor and adapt the settings of the controlled subsystem in response to external changes makes the idea of IB extendable to the new concepts of AmI. In particular, the ideas that inspired the designs and schemes of IBs can now be conveyed through three recent key technologies that form the notion of AmI: Ubiquitous Computing [6] , Ubiquitous Communication, and Intelligent User Interfaces. To this end, IBs, as they are now conceived, can be a bridge to the visions of AmI for what concerns domotics, progressively embedding new technology to the extent of a complete disappearing.
Security is another primary concern for IBs [3] , [4] and spaces, as stated by the fifth requirement Dependability and security in the ISTAG report [1] . This requirement encourages the development of technologies for secure ID authentication to prevent deliberate misuse of AmI systems. This requirement, of course, does not apply to public buildings where an interaction with unknown individuals should be the norm [7] , while an identification of every individual would certainly arise privacy issues [8] .
The safety of the individuals in an IB can be augmented by an automatic video security subsystem to prevent, for example, access to dangerous or nonauthorized areas [9] [10] [11] [12] . This system would be able to track the movements of people inside and outside the building and detect anomalous events (i.e., a person walking on a ramp or lane dedicated to vehicles), without directly checking their identity.
Another functionality that can be provided by this video-based security system is counting the number of accesses to the edifice. A building that is able to control and adapt its functionalities according to the number of people in its rooms (i.e., adjusting air conditioning and ventilation) is certainly an example of AmI and intelligent user interface, as the regulation of the settings of the building subsystems is performed in a way transparent to the users of the structure. Counting the number of people entering the edifice can also be useful for commercial purposes. This feature can be exploited, for example, by shops or malls to crosscheck the number of entering customers against the number of paying ones as a means to estimate the level of interest generated by the current goods or display. This is of course in the spirit of using technology to maximize revenues and to facilitate the fulfillment of financial objectives [3] , [4] .
While infrared sensors and photocells can be used to detect someone entering a room (i.e., to switch on the lights), they don't provide the accuracy to distinguish the number of people. A more informative type of sensor is needed, and a camera is certainly a choice [13] [14] [15] .
The problem of detecting and counting the number of people, previously addressed only for statistical purposes, is therefore of sensible importance for developing systems that have to be aware of the presence of people in order to respond and interact according to the AmI paradigm.
In this paper, a video security application for people detection, tracking, and counting in indoor environments is presented. It is based on computer vision techniques to analyze and process video streams acquired from multiple video cameras placed at different entrances of the building or for monitoring interesting areas. Image segmentation is performed to detect the people in the scene. Their movement is tracked and counted as entering or exiting the building. Testing was performed on indoor video sequences with different illumination conditions. Previous works on the subject can be found in [13] [14] [15] . In [13] , the authors used an approach based on edge detection and optical flow to estimate the number of people getting in and out of a bus. Neural networks were employed in [14] to model the background scene and to identify objects in foreground. In these works no real tracking of people is performed. An application for people counting for tourist-flow estimation in a constrained environment is presented in [15] . This last work uses an approach based on change detection similar to the one adopted in this paper.
The system presented here improves these works in a number of ways. A robust change-detection algorithm with automatic thresholding [16] has been used, the hue saturation value (HSV) color scheme has been exploited to perform shadow and reflection removal, and partial occlusions among different objects have been explicitly addressed through the employment of merge/split procedures. The system exploits these processing steps along with Kalman filter and meanshift [17] predictions to achieve better tracking performance.
The paper is organized as follows. Section II describes the general architecture of the proposed system and the main intermediate processing steps. Section III describes the method for detecting and counting people entering a building at a given entrance. Section IV presents the results achieved by the developed system, and Section V draws the conclusions and summarizes the outcomes of this paper.
II. SYSTEM ARCHITECTURE AND PROCESSING STEPS
The proposed system is based on a network of smart sensors that cooperatively aim to understand the movements and activities inside a monitored building. Here, smart sensors are represented by subsystems able to detect and to track people, to extract important features for event detection purposes, and to send information for distributed data association. High level nodes get information generated by the sensors and, on the basis of rules in a knowledge base, associate different simple events to build more complex ones. In our case, simple events are represented by states of a finite automata, see Fig. 1 , corresponding to simple actions as walking, taking the stairs, etc. Complex events, on the other hand, do not represent only a sequence of events performed by a single person, but also have important semantic value. In particular from a subsequence, opportunely selected, of simple events the system could be able to recognize a particular action of interest for the customization of the environment.
Employed smart sensors can be divided into two types: 1) sensors for cooperative multisensor multitarget tracking purposes and 2) sensors used to count people inside the building. The former are able to perform change detection techniques, to segment moving objects inside the scene, and to recognize people from other types of objects. Targets are localized on a top-view map of the scene computed through a perspective transformation matrix obtained during the initial calibration of each sensor. The matrix transforms image plane points into positions on the map. A tracker based on a Kalman Filter is applied on each sensor to compute the trajectories of each person.
The latter are represented by cameras mounted at each gate of the building and each of the floors in order to detect and count people entering and exiting the floors. People are first detected and then tracked by a Kalman filter in order to have information about the direction of the people moving inside the field of view. Hence, the sensor is able to increment or decrement a shared variable representing the number of people inside the floor to which the sensor belongs.
Information about movements are associated in a centralized manner to an ID related to the person performing the movements in consideration. Such information is fed to an event detection and association module in order to associate a state of a finite automata to the ID. Finally, semantic information on the movements of each person is derived from a sequence of states associated to a single ID.
The devised system is, therefore, based on video sensors to achieve people counting in a transparent way, so that the people be neither constrained to walk through gateways with photocells nor be even aware of the counting being performed. An up-to-date desktop computer can be used to achieve real-time processing of the images acquired from the sensors. The steps involved are shown in Fig. 2 and described hereafter.
A. Image Acquisition
To better cope with the problems given by occlusions in crowded rooms or corridors, a view from the top was chosen for the cameras. As can be seen in Fig. 3 , a frontal placement of the camera generates partial and total occlusions. These occlusions in crowded indoor environments are so severe that no tracking algorithm can handle them effectively even with a multicamera approach. Fig. 4 shows three frames taken vertically at different heights from the floor and with different camera lenses (focal length indicated).
This view solves most of the problems given by occlusions normally generated in classical horizontal views by perspective projection. The top view obviously eliminates completely total occlusions and allows only partial occlusions given by people walking side-by-side or crossing their paths (Fig. 12 ). This yields a better detection of the separate moving regions in the image (blobs), simplifies the tracking algorithms, and accounts for a more precise counting of the people in the scene. In addition, for the simple purpose of people counting, no explicit cooperation of multiple cameras is required since every single camera covers a different location (gates, stairs, elevators, etc.). This limits the number of sensors to be deployed, reduces the overall complexity of the system, thus reducing its cost and making it affordable even for small commercial activities and buildings.
As can be seen in Fig. 4 , the camera was positioned at different heights and different camera lenses were experimented. The height (and the focal length) influenced the performance of the system, as will be discussed in Section IV.
B. Change Detection
Change detection is performed to distinguish moving regions (blobs) against a static background. The current image is subtracted to the background and the resulting difference image is thresholded to obtain a binary image containing the detected moving regions [16] , [18] [19] [20] [21] .
In this paper, the classical change-detection scheme has been modified a bit, performing the processing separately on the three channels. This choice gives the user more control and allows for a more detailed fine tuning of the system. Fig. 5 illustrates the steps involved.
The three channels of the source color image are split, individually thresholded, and the resulting binary images combined through a per pixel voting policy (OR, 2 out of 3, AND). This approach was chosen to give the user the possibility of regulating the sensibility of the system through the voting policy also. The OR policy is of course the most sensible to variations between current image and background, while the AND policy is the most selective. The choice depends on test conditions. Since the system is meant for indoor operation, the threshold could be chosen in the initial setup phase of the system. Nonetheless, to obtain optimal image segmentation even in presence of illumination variations, an adaptive algorithm for automatic threshold computation was used [16] . The background is updated using a Kalman filter [22] to compensate for slow changes in the scene. Indoor environments can be subject to illumination variations given by natural light, shadows, reflections, and artificial light. Change detection algorithms were tested using different color schemes: red-green-blue (RGB), HSV, and normalized RGB (nRGB). The three color models perform differently, in terms of noise response, according to illumination variations and conditions. Fig. 6 shows the binary images obtained using RGB, HSV, and nRGB as color model respectively in the processing of the source frame on the left.
The experiments showed that HSV was on the average the most effective. HSV explicitly separates crominance and luminance information, thus, binary images resulting from change detection, although requiring more filtering, are less affected by shadows and reflections in comparison with the other color schemes. This is important in the counting procedure as will be shown in Section III.
A filtering step, which applies a morphological opening process and a median filter to remove the noise given by the acquisition process [23] , is then performed.
C. People Detection and Tracking
From the binary image , the system looks for objects in the scene. A search for connected components is then performed by discarding the ones with area below a given threshold. The great advantage of the top view is the nearly constant size of the objects, and this can be exploited for tracking and counting purposes. In fact, knowing the average area in pixels of a person from a given top view, it can be easily determined how many people form a given connected component. Fig. 7 shows a plot of the values assumed by the area of the blobs in a sequence involving partial occlusion (two frames are shown).
This average area can be evaluated and chosen as threshold in the initial setup phase before putting the system into operation.
The people walking in the scene are tracked through the image to maintain a unique ID for each one [24] [25] [26] . Despite the advantages given by the overhead placement of the camera, tracking is nontrivial, due to the small field of view and possible crowded conditions. The following features are extracted for each blob and used by the tracking procedure: • area; • density; • bounding box coordinates; • centroid coordinates; • centroid deviation from the center of the bounding box; • mean color values; • histograms of the H and S planes. These features are used along with the Kalman filter [27] and Meanshift [17] predictions in the assignment phase. The Kalman filter was used to predict the following quantities:
• centroid position of each blob;
• height and width of each bounding box;
• displacement between the centroid of the blob and the center of the bounding box. The system model used for the centroid coordinates is the following:
(1) (2) where each of the state vectors and are composed by the position and velocity components and the state transition matrix is given by:
The process noise vectors and are white and normally distributed. The measurement model used is simply the following:
The measurement noise vectors and are white and normally distributed. The process error covariance matrix and the measurement error covariance matrix have been experimentally chosen as follows:
The measured and estimated trajectory of a person, shown in Fig. 8 , entering the scene, turning, and exiting is shown in Fig. 9 . The graph plots the position of the centroid of the bounding box in the image plane versus the frame number.
The remaining features are supposed to be constant in time and affected by Gaussian noise. The model used for each of these features of the bounding box is, therefore, even simpler (5) (6) where the random variables and are white and normally distributed with variance and for both the width and height of the bounding box, while the values and were used for the displacement of the centroid.
Figs. 10 and 11 show the measured and estimated values of the height and width of the bounding box for the first half of the trajectory of the object in Fig. 8 . As can be seen, while the width of the bounding box is almost constant, the height is varying substantially due to movement of the legs and arms. However, since the object is coming closer to the vertical of the camera, the area is decreasing and the trend is taken into account by the filter (Fig. 10) . Fig. 12 shows how the system is able to maintain individual IDs during a partial occlusion. The algorithm detects a bonding box for the object labeled C45 but is still able to predict the locations of the two bounding boxes (people) labeled S44 and 45. A robust tracking algorithm compensates for segmentation errors and, therefore, guarantees a high performance of the counting process.
D. Merge and Split
The tracking algorithm explicitly takes into account merge and split situations generating for example when two or more people are walking side by side: at some point single blobs can be detected (merge) as one big blob and then split again.
If a merge occurs, the tracking algorithm fails to associate the previous known single objects while a new big blob is detected. In this case, the merge rule comes in and tries to see if the Kalman estimates for the bounding boxes of the previous objects overlap the new big box beyond a given threshold (Fig. 13) .
In the experiments, this threshold was chosen as the 75% of the original area. To confirm the presence of a merge situation, it is necessary that two or more objects be associated to the same big blob, its area being approximately the sum as the composing objects. If these tests are passed, the detected blob is associated with a new "compound object" and the information of the previous objects is linked to it. The position and features of the single objects are kept updated by the Kalman predictions. A split is defined as the partitioning of an object in two or more parts. An object with area has split at time if the following conditions are met:
• it has not been associated to a blob;
• it is not involved in a merge;
• two or more blobs have been newly discovered and their areas overlap the area of above a given threshold (again 75% chosen in the experiments) and their sum is approximately . If a compound object splits, the tracking algorithm tries to associate the fragments with the predicted information of the single objects that formed the compound object during a merge. In the case of a split of a single object into fragments, new objects are initiated with a parent link to the split one. The split and merge rules increase greatly the robustness of the tracking algorithm, compensating for segmentation errors and therefore allowing for a reliable counting process.
III. PEOPLE COUNTING
Fig. 14 describes the general architecture of the people counting module. Input data are represented by a list of objects correctly detected by the tracking module and a geometric model of the monitored scene describing the position on the top-view map of the areas, where the counting operation is performed. Fig. 13 . Scheme of the merge of two objects into a compound object. The user can visually set on the image sensible regions to identify where the counting of the blobs should occur [i.e., the horizontal bar in Fig. 12(a) ]. Every time a person crosses both the entrance end exit regions, the counter associated with the area touched last is incremented by one unit.
If a group of people is moving in the scene, a specific procedure for estimating the number of people inside the related blob is applied. This procedure measures the area of the blob and matches it with a predefined parameter measuring the maximum area occupied by a single blob.
The software allows the user to select the region of interest (ROI) in the image [28] . The ROI can be seen in Fig. 12 as the big outer rectangle. Objects outside the ROI are not considered in the processing and this can be useful in the setup phase of the system to discard undesired image regions, fine tuning the performance of the system.
Since the application could be used in areas like shopping malls, where people may pass under the camera with a cart or trolley, additional processing is performed in image regions where blobs have been detected. In particular, Canny's edge-detection algorithm [29] and the Hough transform [30] , [31] are applied to look for rigid bodies. The approach is similar to the one used in [15] . As can be seen in Fig. 15 , the Hough transform is applied on extracted edges. Straight lines are very likely to be found on rigid bodies, as can be seen in the first row of the picture where several of them are found on the cart. The second row shows a relatively complex scene where only people are present and just one straight edge has been extracted. The system was, therefore, instructed to detect the presence of carts if a certain number of straight lines (in the experiment at least three) are present in the blob. Running these algorithms only on image regions where blobs have been detected significantly reduces the computational effort thus allowing for real-time performance.
IV. RESULTS
The proposed system has been tested on different real scenarios, characterized by different camera positions (3 and 6 m from the ground) and by a different number of moving people. In Fig. 16 , the first scenario is shown. The camera, with 2.8-mm focal length lenses, is placed at 6 m from the ground and the scene contains a group of people. The figure illustrates an excerpt of the sequence showing the correct behavior of the proposed system while handling the case of a person (labeled with ID ) crossing his path with two other people. In the third frame shown, a compound object is detected and information about and are maintained during the occlusion by the tracking algorithm. Note that the person in the middle has not been labeled since they not been detected as a single object for a sufficient number of frames before the occlusion. In the fifth frame, the occlusion is no more and objects' IDs have been correctly maintained, the last frame shows the counter (bottom of the image) correctly updated. This sequence is constituted by 6650 frames of 384 288 pixels each and lasts 266 s. The number of people, equally subdivided in both directions, was 100 in total. The experiment accounted for a maximum of six people walking simultaneously in the scene in different directions. The system reported a performance of 98% in these conditions and configuration which can be considered optimal.
In Fig. 17 , the camera is placed at 3 m from the floor and wideangle (2-mm focal length) lenses are used. It can be seen how the system correctly counts the person labeled moving down, and detects and resolves successfully the merge and subsequent split of and . This sequence is composed of 6488 frames (348 288 pixels each) and lasts 260 s. The system detected 54 out of 62 people, thus scoring a 90% performance. The maximum number of people simultaneously in the scene was 4.
Reducing the height of the camera placement forces the use of wide-angle lenses ( 2.5-mm focal length): if the area of a single blob occupies more than a given portion of the whole image (approximately 1/5, experimentally observed), there is not enough room to initialize the tracking algorithm and to perform the tracking if other people enter in the scene. For similar reasons, the maximum number of people that can be simultaneously present in the scene (generating a big compound blob) is limited by the sum of their areas that cannot exceed 1/2 of the whole image. Using wide-angle lenses the dimension of the blobs is, of course, reduced. These lenses, on the other hand, introduce some undesirable drawbacks given by perspective distortion: the assumption of constant area of the blobs holds no more, and, what is worse, total occlusions may again be possible.
The configuration of the second experiment can be considered limiting for the system: reducing the height from the floor of the camera placement below 3 m, or using lenses with a focal length less than 2 mm, seriously hampers the performance. A number of tests have been run with configurations ranging between the two examples above and yielding performances falling between 90% and 98%. There is no direct relation between height (or focal length, or both) and the overall performance though, since illumination conditions are also relevant and dependent on the test site.
In Table I , the average performance of the system against the maximum number of people observed in the experiments is reported. All of the experiments involved people and objects. 
V. CONCLUSION
This paper presents an application for indoor person detection and counting in an AmI framework. The system processes color images acquired by several cameras placed at different entrances of public buildings in order to estimate the number of accesses. The system works in real-time and it is able to detect moving people in the scene and calculate their number. Experimental results have been performed on indoor video-sequences with different illumination conditions and with different number of moving people. The system reaches a percentage of correct people detection ranging from 90% to 98% depending on test conditions.
