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ABSTRACT 
Cl& determine the rn~n~rnurn permanent on generalized Hessenberg faces of the 
p01ytop~e of doubly stochastic mattirrPq and investigate the subpol~~p~ of matrices 
achieving the minimum. 
Let Q, be the polytope of doubly stoc astic! mat~ces of 
affirmative resohltion of the van der Waerden con..ecture [2,33, the 
etermining the minimum 
ere is a one-to-one corres 
*Xesearch partially supported by NSF grant 
aut 
of 
er was writte 
@ Elsevier Science, Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 
104 RICHARD A. BRI_JALC?II AND BBYAN L. SHADER 
A of order n of total support and the nonempty faces 3 of SE, given by 
A c, %(A) = {X f S&, : X ( A}. 
The dimension of the face 9(A) is 
dim SF(A) = ii(A) - 2n + k, 
where #(A) denotes the number of l’s of A and k the number of fully in- 
decomposable components of A. The face 9(A) is buqcentric provided the 
minimum permanent on 9(A) is achieved at its barycenter, that is, at the 
matrix 
where the summation extends over all permutation matrices P with P 5 A. 
In [l] the minimum permanent was computed to be (1/2)+l for the 
Hessenberg faces SF(PH,Q), w h ere P and Q are permutation matrices and H, 
is the lower Hessenberg matrix of order n given by 
L 1 0 *** 0 o- 
1 1 1 *** 0 0 
. . . . . . . . . . . . 
; ; ; . . . ; 0 
1 1 1 **. 1 1 
1 1 1 **. 1 1 
The set SFmin(H,) of matrices in S(H,) with minimum permanent was shown 
to be a subpolytope, and its extreme points and dimension were determined. 
In [5] the minimum permanent was determined for more general staircase 
matrices, and the matrices achieving the minimum permanent were charac- 
terized. All of these faces are barycentric. 
In this note we investigate faces of 52, which generalize the Hessenberg 
faces in a different way. Let A be a (0,l) matrix of order n and let k be an 
integer with I 5 k 5 n. Let B be the (0,l) matrix of order n + 1 obtained 
from A by appending on the right a new collumn equal to column k of A and 
and 
ing on the bottom a new row whose only l’s are in positions k 
n + 1. The matrix is said to be obtained from 
k. The matrix obtained 
by copying column 
m A by copying row k is de ed in a sim&r way. 
re is a sequence of matrices A = Al, AZ, . . . ,4 = C such that Ai 
, . . ~, p), then 
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the last row. A matrix which can be obtained from II by copying rows and 
columns is called a gener&zeeE Hessenberg n2atri~. It is easy to ‘verify that 
each generalized Hessenberg matrix is fully indecomposable. 
Hessenberg matrix of order n ~6th the largest number of 
generalized Hessenberg matrices with the smallest number 
matrices G, and Gi obtained from 11 by alternately copying t 
last column. For example, 
Gg = 
110000 
111100 
111100 
001111 
001111 
000011 j 
and G7 = 
1100000 
1111000 
1111000 
0011110 
0011110 
0000111 
00001111 
The generalized Hessenberg faces of !& are the faces S(PAQ) where P and 
Q are permutations matrices and A is a generalized Hessenberg matrix of 
order n. For each generalized Hessenberg face a(A) of C?,, we show that the 
minimum permanent equals (1/2)n-1 and that Smin(A) is a subpolytope of 
dimension dim 9(A) - n + 1 = #(A) - 3n + 2. We identify the extreme points 
of Smin(A) and characterize Smin (A) by a system of linear constraints. 
2. RESULTS 
If X is a matrix, then X@, 4) denotes the matrix obtained from X by deleting 
row p and column 9. If A is a (0,l) matrix of order n with total support, then 
p(A) denotes the minimum permanen”: of the matrices in 9(A). We shall 
make use of the following well-known fkts: 
(I) If A = [aq] is a fully indecomposable (0,l) matrix of order n and X = [3sy] 
is a matrix in 8(A) such that 
perX = min{perY : Y E %(A)}, 
then perX@, 4) z perX if q,,, = B, with equ ity if 3iaps > 0 141. 
(II) Alexandrofi inequalities [3]. If = [~,j] is a norm matrix of or 
n, and p and 9 are integers llpcqcn, 
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LEMMA 2.1. Let A = as] be a fully indecomposable (0,1) matrix oforder 
n, and let B = [bq] be th e matrix obtained by copying the last cokmn of A. 
Then 
(a> 
04 
p(B) = :p(A); 
a matrix 2 = [zq] in S(B) belcngs to 9”‘“(B) if and only if ;z~+I,~ = 
G2+1.n+1 = I/2 and the matrix obtained from Z by adding column n -I- 1 
to column n and then deleting row n + 1 and column n + I belongs to 
Smti(A); 
(4 S(B) is baycentric if and only if %(A) is barycentric. 
Proof. Let U be a matrix in 5Frnin (A), Let column n of U be the vector 
u, and let u = u1 + u2, where u1 and u2 are nonnegative vectzrs such that 
the sum of the entries of ul, and hence of u2, eqials I/2. Let U be a matrix 
obtained from U by replacing column n by ul, appending on the right a new 
column equal to u2, and appending on the bottom a ney row whose only 
nonzero entries are P/2’s in cobmns n and 1~ + I. Then U belongs to 9(B), 
and it is easy to check that per U = l/2 per U. In particular, p(B) 5 l/2 p(A). 
Now let 2 = [zg] be a matrix in Z!Fmin(Z3). Then applying (I) and (II) we 
get 
(perZ12 L zi,n perZ(i, n + 1) G,n+l per W, n) 
It follows from (2.1) and (I) t+t Xi,n + ~i,~+r > 0 implies that perZ(i, n) = 
perZ(i, n + I) = per 2. Let Z = [$I be the matrix obtained from 2 by 
replacing each of columns n and n + 1 by their average. Then per? = per2 
and %+I.~ = G+r,rr+l = I/2. The matrix Y obtained from 2 by deleting row 
n + 1 and column n + 1 and multiplying column n by 2 is in. a(A) and satisfies 
perY = 2perZ. Thus p(B) 1 1/2p(A), and therefore (a) holds, 
The fact that (a) holds now implies that each of the matrices U constructed 
albove belongs to $Fmi” (B). We now show that ;z,+I,~ = ~~+l,~+r = I/2. Since 
Z E 9mi”(B), (I) and Laplatce expansion of the permanent of Z by row n + 1 
imply thaL 
perz = htl,n per2 + &+l,n+l 
= C=n+l.n(~ - h+h+d + h+h+d - h+l,,>l per2 
= 2(I - 2.2,+1 sh+l,n+l)per2. 
appending on the bottom a row whose only nonzero entries are l’s in e 
n and n + 1, and then multiplying columns n and la + 1 by l/2, (c:) 
from (b). 
In the next theorem we refer to fully indecomposable (&I) mattices 
with exactly two l’s in each row and column. Such matrices are cha 
by the property that there exist permutation matrices P and 8 such 
has the form 
(2.2) 
THEOREM 2.1. Let B be a generalized Hessenberg matrix of order n 1 2. 
Then p(B) = (1/2)‘+r. Moreover, S”‘“(B) is a convex polytope of dimension 
#I(B) - 3n + 2 whose extreme points are the 2”-2 matrices of the form l/2 R, 
where R 5 B is a fully indecomposable (0,l) matrix with exactly two l’s in 
each row and column. 
Proof. The assertion that p(B) = (l/2)n-1 follows from Lemma 2.1 by 
induction. Without loss of generality we assume that B is obtained from the 
gener:&ed Hessenberg matrix A = B(n, n) by copying coiumn n - 1. it 
follows from Lemma 2.1 that Smin(B) is the set of all matrices of the form 
W 22 YL2 M--l I 3 .- 0 0;; . . . 
where u1 and u2 are nonnegative column \ ectors such that the sum of the 
entries of each vector equals l/2, and the matrix 
a convex polytope. The 
= dim kFml’(A) + t - 
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is an extreme point of 9”jn (A). Arguing inductively, we may assume without 
loss of generality that 
0 
0 
0 
Each matrix of this form has permanent equal to (I/2)n-1. Since Y is an 
extreme point, it follows that a = 0 or a = l/2, and hence Y = 1/2R with 
R as specified in the theorem. Conversely, each matrix of the form 1/2R has 
permanent ;q:~l to (l/2)n-’ and cannot be written as a nontrivial convex 
combination of two matrices in gmin (I?). There is a l-to-2 correspondence 
between the extreme points of b ~~~~ (A) and those of smin(B). This follows 
from the fact that if S is a fully indecomposable (0,l) matrix of order ,n - 1 
with exactly two l’s in each row and column, then there are exactly two fully 
indecomposable (0,l) matrices R with exactly two l’s in each row and column 
such that R 5 S’, where S is the matrix obtained from S by copying the last 
column. 
In [l] it was shown that %m’n(If,) consists of all doubly stochastic matrices 
of the form 
h-2,1 Xn-2,2 G-2,3 ‘.’ 
1 
P 0 - 
Xn-1.1 G-l,2 &-1.3 * ” -%-l,n-l ij 
Xfll x,2 x,3 
1 
’ * * *W-1 z ~ 
k-r particular this implies a description of smi”(Hn) as a solution set of a finite 
system of linear constraints. For each generalized Hessenberg matrix A we 
now obtain a description of srnin (A) as the solution set of a finite system of 
linear constraints. 
Let A be a fully indeeomposable (0,l) matrix of order n. A (0,l) matrix S 
is A-crl:itca! provided S ( A and A - S is plot fully indecomposable. A matrix S 
is ~~n~~Z~~ A-critical provided S is A-critical and each (0,l) matrix S’ with 
S’ 5 S, S’ # S is not A-critical. The minimal W,-critical matrices are 
e ~2 + I (0, Ii) matrices wit exactly one 1, w ich is in one of the 
ositions (I, l)s (1, ), (2,3), . . . 9 (n - 1, n), (n, FEj, 
(ii) the n - 2 (0, 1) matrices with l’s in the positions (i, l), (i, 2), . . . , (i, i) 
(i = 2, . . . , n - l), and in addition the (0, I) matrix with I’S in t 
positions (n, l), (n, 2), . . . , (n, n - l), and 
(iii) the (0,l) matrix with l’s in the positions (2, I), (3, l), . . . , (n, 1, and 
in addition the n - 2 (0,l) matrices with l’s in the 
(j + I& - - - , (n,j) (j = 2, . . . , n - 1). 
LEMMA 2.2. .bt A = [q] be a fully indecomposable (0, I) mattix of order 
n 1 2, and let B = [by] be the matrix obtained by copying the last column 
of A. Then a (0. 1) matrix T is a minimal B-critical matrix if and only if T 
satisfies one of the following: 
(a) the only 1 of T is in position (n + 1, n) or (n + 1, n + 1); 
(b) the l’s of T are in positions ((i, n) : 1 5 i 5 n, ai, = 1) or in positions 
{(i, n + 1) : 1 5 i 5 n, ain = 1); 
!c> TOW n -I- 1 of T is a zero row, columns n and n -I- 1 qf T are equal, and 
T(n f 1, n i- I) is a minimal A-critical ,m&rix. 
Proof. It is easy to verify that if T satisfies one of (a), (b), and (c), then 
T is a minimal B-critical matrix. Now suppose that T = [tq] is a minimal 
B-critical matrix. If tn+l,n = 1 or tn+l,n+l = 1, then (a) holds. If tin = 1 
for all i such that ai, = 1 or ti,n+l = 1 for all i such that ai, = I, then 
(b) holds. If 1 co umns n and n + 1 of T are zero columns, then it follows 
easily that (c) holds. Now assume that tn+l,n = tn+l,n+l = 0, columns n and 
n -I 1 of T are not both zero columns, and there exist integers p and q such 
that ap,n = a4,n = 1 and tp,n = tq,n+l = 0. If column n + 1 of T is a zero 
column, then since a,+l,l = - - - = an+l,n-l = 0, the matrix obtained from T 
by replacing the l’s in column n with O’s is a B-critical matrix contradicting 
the minimality of T. IIence column n + 1 of T, and similarly column n of T, 
is not a zero column. Suppose that there exists an integer k such that tkn = 1 
and h+l = 0. Since T is a minimal B-critical matrix, there exists an r-by-s 
zero submatrix of A - T with r + s = n + 1 which intersects column n but 
does not intersect column n + 1. It follows that the matrix obtained from T by 
replacing the l’s in column n + 1 with O’s is a R-critical matrix contradicting 
the minimality of T. Hence tin = 1 implies ti,n+l = 1, and similarly ti,n+-l = L 
implies tin = 1, and therefore columns n and n -I- 1 of T are identical. 
follows that T(n + 1, n + 1) is a minimal A-critical matrix, and hence (c) 
If X = [xij] and Y = [yg] are two matrices of e same size, then X 0 Y = 
Cij “ijyy* 
THEOREM 2.2. Let B = 
n 1 2. Then the rank of each 
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2.2 by an easy induction 
0 with equality if 
from Y by adding 
n and row YL Let A = 
0 Y = l/2 for each minimal 
P/2 for each minimal A-critical matrix 
= l/2. The assertion is 
now follows from Lemma 2.1 by induction on n. 
Applying Theorem 2.2 to the generalized Hessenberg matrix G6 matrix, 
we see that amin consists of all nonnegative matrices of the form 
i -- 2a 1 a 0 31 -- 21 a 8 31 a i-b  0C i-b 1  0 0 8 0 
1 
--C 
2 d 
i-d * 
0 0 i-c 0 c 0 i-d 1 d 1 
3 3 I 
Let A be the matrix obtained from the Hessenberg matrix H* by copying 
row 2. Applying Theorem 2.2 again, we see that gmm(A) consists of all doubly 
stochastic matrices of the form 
such that 
1 
c+m=-. 
2 
We conclude this note with a conjecture. A fully indecomposable (0,l) 
each matrix obtained from A by 
is a nearly decompos 
equality if and only if there exist 
Q has the form given i::l (2.2). 
We corpjet;lw~ t 
then 
is a nearly decomposable @,I) matrix of order 
(n - 2)‘-’ 
p(A) ’ (n _ l)n - 1’ 
with eaualitv if and onlv if there exist permutation matrice 
that * ’ 
/ 
. 
0 1 1 l =* 1 
1 1 0 l ** 0 
1 0 1 “** 0 . . 
l 
. . ; .:: ; ;, ; . 1 . PAQ = 
That equality holds for such A has been verified in [ 11. 
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