Introduction
Suppose that X I ,X 2 ,... is a sequence of non-negative, independent, identically distributed (Li.d.) random variables with common distribution function (dJ.) F, and denote F = 1 -F. Put Sn = If{ =1 Xi and Mn = v~ =1 Xi' n = 1,2,3, ....
(1.1)
F is said to be regularly varying at infinity with index -a (a ~ 0) iff lim !(xt) = t-O' , for every t > O.
X-+oo F(x)
If 0'=0 in (1.1), F is called slowly varying. In the sequel, we will denote (1.1) as
If F E se with a =F 0, it is well known that there exist linear normalizations -a such that Sn and Mn converge weakly to (different) non-degenerate limit laws.
Moreover, the concept of regular variation is widely accepted to be the natural way of characterizing domains of attraction in these limit relations, see e.g. Doeblin Another interpretation of this result is given in Resnick [10, section 5] where it is shown that where nF(a n ) = 1 (n = 1,2, ... ) and e is such that p(e = 0) = e-1 = 1 -p(e = (0) .
. Thus F E st o implies that p(Sn,M n ) -t 0 as n -t 00 and in this paper we are interested in the rate of convergence to zero of p(Sn,M n ). In order to obtain a precise rate, it is natural to specify the manner in which F is slowly varying. This is done in the next section where we discuss II-varying tails. Section 3 contains the results on the rate of decay of p(Sn,M n ) under various conditions on F.
Preliminaries
We can specify the way in which F is slowly varying by being more precise about the o-term in this relation. Therefore, suppose that (2.1)
where V is a non-negative measurable function such that xV(x) -I O. More precise conditions on V will be given later.
In section 3 we show that (2.1) is a natural condition for obtaining a rate of convergence to zero of p(Sn,M n ). Here our first concern is to interpret the condition in A.
If U E r with a.f. f(t) E se l n SN then log U E IT with a.f. a( t) = t / f( t ) .
(ii)
If HE IT with a.f. H(t)L(t)flog t where t/L(e t ) E SN, then H(e t ) E r with a.f. tfL( e t ).
B. (i)
If U E r with a.f. f E .9l l -a , a> 0 then log U(x) '" a-lx/f(x) E sea'
If HE II witha.f. H(t)/alogt for some a> 0 then H(e x ) E se l / a .
C. (i)
If U(x) -t 00 and U E r with a.f. f where t 2 ff(t) E r with a.f. h, then log U E r with a.f. h.
(ii) 
where c(x) -t C > 0 and fl '" f, so that fl E .9l 1 n SN. Hence
Now f~ (l/fl (u))du E II with a.f. t/fl (t) -t 00 because it is the integral of a -I-varying function. Since
it follows that log U E TI.
Since we can always represent the a.f. of H as x-I J~ udH(u) =
and integrating from 1 to x produces Since we get and thus
Now observe that since the auxiliary function of H is H(x)L(x)/log x we have
[4], [11)) and thus r* (x) -+ 00 whence (ii) From (2.5) it follows that 
Now J~ a l (eY)dy, being the integral of a -I-varying function~ is in IT with a.f.
H( et)L( e t ) and the same is true of H( eX). 0
We are now ready to formulate our theorem which interprets (2.1).
Theorem 2.1. Define g = Ij(l-F) and consider the following relations:
For some non-negative, measurable function V satisfying 1 i m xV(x) = 0
For some function L(x) l 0, g e IT with aJ. g(x)L(x)jlog x.
Equivalently we have for some L l 0 as x ~ 00 (2.6) 
and furthermore L and V determine each other asymptotically through the relation
Proof. Suppose (2.1) holds for some function V(x) satisfying xV(x) -t O. Since from (2.1)
we get upon integrating with respect to dg(x) that for T ~ 1 Thus if we set (2.8)
and g is the inverse of H.
To prove (A), suppose that both (2.1) holds and Y Est_I' Since Y E st_ 1 and xV(x) -+ 0 it follows that f(x):= x 2 V(x) E SN since f(x)jx = xY(x) -+ 0 and thus as
Hence HEr with a.f. f(x) whence g E n with a.f. f 0 g(x) = g2(x)Y(g(x)). This proves (ii) and it remains to show However since HEr with a.f. f E SN n st 1 it follows from Lemma 2.1.A.(i) that log H E II with a.f. a(t) = tjf(t) = l/tV(t) and therefore (log Ht E r with a.f.
a«log H()(t) = l/(log Ht-(t))V(log Ht-(t)) E SN and the desired result follows since g(x) N Ht-(x).
Suppose now that (ii) holds and x/L(e x ) E SN. We show (0 holds with V E .9t_ 1 . We assume g E II with a.f. g(t)L(t)/log t which implies FE II with a.f.
F(t)L(t)/log t whence
o From Lemma 2.1.A.
(ii) we have g(e x ) E r with a.f. x/L(e x ) whence by inversion log gt-(y) E II with a.f. log gt-(y)/L(gt-(y)) E seo and thus we conclude So we have as desired.
V(t):=L(gt-(t))
Ese . t log gt-(t)
The derivation of (iii) is carried out as in Lemma 2.l.A.(ii).
B. Gwen (2.1) with V E .9t-1 -a we get from (2.6) that H(x) E r with a.f.
f(t) = t 2 V(t) so Ht-(x) N g(x) E II with a.f. g2(t)V(g(t)). From Lemma l.B.(i} we
have log H(x) N a-1x/f(x) E sea so log H(g(x)) N log x N (ag(x)V{g(x)))-l and so the a.f. of g is g2(t)V(g(t)) N g(t)( a log t)-l as desired.
Conversely assume gEII witha.f. g(t)/cdogt. Then FEll witha.f. F(t)/ a log t and so t t-1 j udF(u) N F(t)/ a log t. 
Y(g(t)) N F(t)1 a log t
and from (2.8)
so that since h(g( eX)) E seQ we get and since g( eX) E II c seQ we also get Furthermore since h(t)/t -I Q as a consequence of h being an auxiliary function, we have whence L(x) ~ Q.
Conversely, suppose g E II with a.f. g(x)L(x)jlog x where L(x) -; 0, L(e x ) E seQ' As in A and B we have so it remains to check that Theorem 2.1 informs us that condition (2.1) means F is II-varying with a special form for the auxiliary function. In the next section we will show that (2.1) is a natural condition to obtain a rate of convergence for p(Sn,M n ).
Rates of convergence
Darling [3] showed that if F E seQ'
] -1, we thus have that (n -; 0 as n -; 00. The first simple step expresses p(Sn,M n ) in terms of (n'
n n n x~O Proof. We have for any x ~ 0,
Since M~I. Sn -1 ~ 0, we can apply Markov's inequality giving that
n n n-f n n n n Using this upper bound, we get that whence Taking suprema over x gives the result. 0
It is clear from Lemma 3.1 that in order to bound p{Sn,M n ) we need to examine the two terms in the right hand side of (3.1). We first show that the conditions on F assumed in the previous section allow us to establish the precise asymptotic behaviour of tn as n -I 00. This is done in the next lemma.
Lemma 3.2. Suppose (2.1) is satisfied.
(ii) Set w(x) = x-1 (-log vt(x-1 ). If -log V E se p , P> 0 then -log {n .... ~ (1 + p-l)fl/(l+{3) /wt-(n) (n -+ (0) and c n = exp{-\V(n)} where
Proof. We have from Darling [3] or from Maller and Resnick [9, Lemma 1.1] that {2 = n(n-l} j Fn-2(y) (y-l 7 udF(u»dF(y), n 0 0 and using (2.1) this becomes 
This proves (i).
As for (ii), we use an Abel-Tauber theorem for Kohlbecker transforms [2, Theorem 4.12.11.9iii)] which immediately implies the result. 0
Remarks. 1. It would be worthwhile to establish a general Abel-Tauber theorem for
Laplace transforms of functions in the class r. Since this is not known, we concentrated in Lemma 3.2(ii) on the special case that -log V E !1l p , P > 0, which covers most cases.
2. We can get the converse assertions in Lemma 3.2(i) (or (ii)) by imposing a Tauberian condition on V (or -log V), see Bingham et aL [2] .
It is clear from Lemmas 3.1 and 3.2 that we can estimate p(Sn,M n ) if we bound the . ,second term in the right hand side of (3.1).
Lemma 3.3. If (2.1) holds and either
From 
Since Xo is a fixed number and F(x O ) < 1, it follows from Lemma 3.2 that n-1 nF
We now consider the second term in the right hand side of (3.3). To prove that this is o( cn) obviously requires us to show that sup nF n -1 (y)V(g(x(1+f )-1» -+ 0 (n -+ (0). (x ) ) .... 0 (n -; 00). . n n n 00 00
If x = 00, we use F = 1 -g -1 and 00 which tends to zero since xe-x is bounded on [0,(0) and xV(x) .... CI) (x -; 00). This proves the lemma.
Combining Theorem 2.1 and Lemmas 3.1-3.3,' we have proved the following theorem which gives a rate of convergence for p(Sn,M n ).
Theorem 3.1. Suppose that x-I J~ udF(u) = V{I/(1 -F(x))) where xV(x) .... o .
.
"(i)
If V E ~-I-a' 0 S a, then lim sup p(Sn,M n )/(nV(n))1/2 S (r(a+2))1/2 n-+oo n-+oo Remarks. 1. The o-term in Theorem 3.1(ii) stems from the fact that we only have an asymptotic expression for -log fn in Lemma 3.2(ii). If we want to specify this term we need more information on V which enables us to use an Abel-Tauber theorem with remainder for Kohlbecker transform in Lemma 3.2(ii).
2. We assumed in Theorem 2.1 that V is regularly varying or that l/V is f-varying. n-IOO
