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Abstract—This paper discusses the design of the MIMO signal 
demodulation algorithm built according to the V-BLAST scheme. 
Several algorithms such as the maximum likelihood algorithm and 
QR-M algorithm, Minimum of Mean Square Error (MMSE), 
Successive Interference Cancellation (SIC) with MMSE (SIC-
MMSE), Parallel Interference Cancellation (PIC) with MMSE 
(PIC-MMSE), Lattice Reduction MMSE (LR-MMSE), as well as 
modifications of SIC-LR-MMSE, PIC-LR-MMSE are considered. 
It is shown that the SIC-LR-MMSE and PIC-LR-MMSE 
algorithms, presented in this paper, having a linear computational 
complexity depending on the number of antennas and modulation 
order, provides good performance close to potentially achievable 
(MLA), which makes its practical use possible. The presented 
algorithm can be used to improve performance of CDN (Content 
Delivery Networks) or CMS (Content Management Systems) to 
transmit content in different distributed content delivery systems. 
Keywords— MIMO, V-BLAST, MLA, QRM, MMSE, Lattice 
Reduction, SIC, PIC, CMS, CDN. 
I.  INTRODUCTION 
This document is related to the demodulation of the user 
MIMO (Multiple Input – Multiple Output) signal in mobile 
networks using Vertical Bell Laboratories Layered Space-Time 
(V-BLAST) [1] and Orthogonal Frequency Division 
Multiplexing (OFDM) subscriber multiplexing [2]. A great 
number of various demodulation and accompanying algorithms 
relating to such signal are known from the literature [3-7]. 
One of the major algorithms is the Maximum Likelihood 
Method (MLA). This algorithm determines the potentially 
achievable characteristics. However, it cannot be implemented 
in practice due to its high computational complexity, which 
grows exponentially depending on the number of the degrees of 
freedom (number of antennas and modulation order). 
Therefore, an abundance of other, simpler algorithms are 
proposed in the literature. The most well-known is the Minimum 
of Mean Square Error (MMSE) algorithm [2], which has linear 
complexity but, according to the analysis provided in this paper, 
is sufficiently inferior to the MLA algorithm in terms of the error 
rate 2 ∙ 10ିଶ (see simulation results). 
To solve the above problem, different versions of the M-
algorithm using QR-decomposition of the channel matrix (QRM 
algorithm) have been investigated. This algorithm, as well as 
MLA, is exhaustive, but the maximum number of the degrees of 
freedom at each search iteration is fixed and does not exceed 
some pre-selected value M (thus the name of the algorithm). 
This algorithm demonstrates the performance close to 
potentially achievable, however it still has high implementation 
complexity by its very nature.  
An important milestone in solving this problem is a 
Successive Interference Cancellation (SIC) and Parallel 
Interference Cancellation (PIC) algorithms [4,5]. However its 
direct use with MMSE (see Fig. 2) provides only some gain, i.e. 
2 dB under these simulation conditions. The remaining 
considerably big gain is still unattainable. 
On the other hand, a Lattice Reduction [8] (LR-MMSE) 
algorithm using the channel matrix expansion in terms of the 
orthogonal basis is also known from the literature. This allows 
enhancing the MMSE performance by about 4 dB, which is 
inferior to the MLA algorithm by a significant value (about 1.5-
2 dB as part of the present simulation). 
Combining three algorithms SIC-LR-MMSE allows coming 
close to the potentially achievable performance as much as 
possible [9]. But during some hardware implementations SIC 
scheme might be less convenient than PIC scheme. This 
question is the main purpose of current research. 
This paper studies the latter algorithm in more detail, 
provides its mathematical description and simulation results. 
II. STATEMENT OF THE PROBLEM
Let us consider a fading channel in the OFDM system with 
one user built according to the V-BLAST scheme (Fig. 1): 
ݖ = ܪݏ + ݊ (1)
Here ݖ is a received signal, ܰ is the number of transmitting 
antennas and ܮ is the number of receiving ones. ܪ is a channel 
matrix; let’s consider it as known during the current research. 
ݖ, ݊ ∈ ܸ݁ܿݐ(ܮ, ܥ), ݏ ∈ ܸ݁ܿݐ(ܰ, ܥ) 
where ܥ is the set of complex numbers. 
Fig. 1. MIMO V-BLAST scheme. 
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Modulation means that components of ݏ belong to the finite 
discrete constellation. 
ݏ ∈ ܥே 
For example, 
QPSK: 
൜± 1√2 ;±
݅
√2ൠ 
16QAM: 
൜± 1√10 ;±
݅
√10ൠ , ൜±
3
√10 ;±
݅
√10ൠ , ൜±
1
√10 ;±
3݅
√10ൠ, 
	൜± 3√10 ;±
3݅
√10ൠ 
64QAM: 
ቄ± ሼଵ,ଷ,ହ,଻ሽ√ସଶ ; ±
௜ሼଵ,ଷ,ହ,଻ሽ
√ସଶ ቅ  (2) 
Indeed, for M-QAM modulation, ܯ = 4݉ଶ (and on 
condition that ܯ = 2௞). 
III. SIGNAL TRANSFORMATION AND ALGORITHMS
DESCRIPTION 
Let us introduce ܣ = ට ଷଶ(ெିଵ)
In that case 
ܥே = ൛ݏ = ܽ + ܾ݅; ܽ, ܾ ∈ ሼ±ܣ,±3ܣ,… ,±(2݉ − 1)ܣሽൟ 
According to this reason any part of constellation to the set 
of integers ̅ݏ = ሼ(0,1, … ,2݉ − 1), ݅(0,1, … ,2݉ − 1)ሽ		can be 
done by 
̅ݏ = ଵଶ஺ ݏ +
(ଶ௠ିଵ)
ଶ (1 + ݅)݁଴ (3)
where ݁଴ = (1, … ,1)் 
with backward transition 
ݏ = 2ܣ ቀ̅ݏ − ଶ௠ିଵଶ (1 + ݅)݁଴ቁ,  (4) 
with corresponding transformation of ݖ: 
ݖ̅ = ଵଶ஺ ݖ +
(ଶ௠ିଵ)
ଶ (1 + ݅)ܪ݁଴ (5) 
In that case equation (1) can be rewritten as 
ݖ̅ = ܪ̅ݏ + ത݊ (6) 
with 〈 ത݊, ത݊〉 = ቀ ଵଶ஺ቁ
ଶ 〈݊, ݊〉
Let us consider a few basic algorithms. 
MLA 
ݏ = arg݉݅݊௦ఢ஼ಿ (‖ݖ − ܪݏ‖) 
determines the potentially allowed interference immunity. 
MMSE 
ݏ = ெܹெௌாݖ (7) 
where 
ெܹெௌா = ܪା(ܪܪା + 〈݊, ݊〉)ିଵ 
QRM 
determines the potentially allowed interference immunity 
under the conditions when MLA cannot be used due to 
excessively high computational complexity. It was built 
according to the guidelines provided in [10]. 
Base idea of algorithm is to switch detection from full form 
of (1) to QR decomposition of channel matrix. Then, for each 
iteration, only some part of best replicas, are saved and used for 
later iterations. 
LR-MMSE 
Motivation of lattice reduction MMSE is to find matrix ܶ 
which makes ܪ orthogonal or nearly orthogonal 
ܪ = ܪ௥௘ௗܶିଵ 
ݖ = ܪݏ + ݊ = ܪ௥௘ௗܶିଵݏ + ݊=ܪ௥௘ௗܿ + ݊ 
ܿ = ܶିଵݏ 
Algorithm of calculating ܪ௥௘ௗܶିଵ is known from many 
articles as the Lenstra-Lenstra-Lovasz algorithm. We will not 
discuss this algorithm here, it is described in many papers, for 
example, [8]. 
Therefore to calculate ݏ estimation in the LR-MMSE 
algorithm, transformation should be performed (5), then 
calculate as  
  ܿ = ہ ௅ܹோିெெௌாݖ̅ۂ, (8)
 where  ہ ۂ is a round down operation. 
Then ̅ݏ = ܶܿ and inverse transformation are calculated 
according to (3). 
Matrix ܪ can be transformed in real numbers: 
ܪ = ቎
ܴ݁(ܪ) −ܫ݉(ܪ)
ܫ݉(ܪ) ܴ݁(ܪ)
ඥ〈݊, ݊〉ܫଶே
቏, ݖ = ൥
ܴ݁(ݖ)
ܫ݉(ݖ)
0ଶே
൩ (9) 
where ܫଶே is the 2ܰ × 2ܰ identity matrix, and 0ଶே is the 2ܰ ×
1 zero vector. 
In this case equation (1) can be rewritten as: 
ݖ = ܪݏ + ݊. (10)
Lenstra-Lenstra-Lovazh algorithm can produce matrixes 
ܪ = ܪ௥௘ௗܶିଵ = ܳ	ܴ	ܶିଵ  (11) 
Thus, operation (6) in the introduced notations can be carried 
out as: 
ݔ = ቀ൫ܪ௥௘ௗ൯்ܪ௥௘ௗቁିଵ ൫ܪ௥௘ௗ൯்ݖ
A transition to integer numbers can be performed as 
̅ݔ = ଵଶ஺ ݔ −
ଵ
ଶ ܶିଵ1ଶே (12) 
where 1ଶே is the 2ܰ × 1 unit vector. 
The reason of operation (12) is to change counting in (2) from 
1,3,5,7… to 0,1,2,3… taking into account ± sign. 
Then operation (7) can be completed as 
ܿ = ہ̅ݔۂ (13)
And the inverse transformation from integer numbers 
obtained as a result of transformation (12) to real numbers (as 
well as from 0,1,2,3… back to 1,3,5,7…) can be performed 
according to the formula: 
ݏ = 2ܣܶܿ + ܣ1ଶே (14)
Finally, a transition from ݏ to ݏ is carried out inverse to the 
reason, which is mentioned in formulas (9). The results of this 
algorithm simulation are shown in Fig. 2, 3. It is seen from the 
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figures that the proposed algorithm ensures significantly better 
reception performance over MMSE, but is notably interior to 
MLA and QRM. 
SIC-LR-MMSE 
The reception performance can be further improved by using 
successive interference cancellation (SIC) methods provided in 
the literature, for example, [4,5,9]. 
To do this, interference in the observation vector (9) can be 
reduced to the triangular form by transformation 
ݕ = ்ܳݖ. (15) 
At the same time prior to performing (11), matrix ܪ columns 
should be rearranged in the order of decreasing diagonal 
elements module of matrix ܴିଵ for sorting purposes. 
The initial estimation of transmitted data symbols can be 
obtained from (13) in notations ܶିଵݏ, that is: 
݃ = ܶିଵݏ = 2ܣܿ + ܣܶିଵ1ଶே.  (16) 
Then vector ݕ is iteratively cleared from multiple access 
interference, namely  
ݕሾ2ܰ − ݆ + 1ሿ = ݕሾ2ܰ − ݆ + 1ሿ − 
∑ ܴሾ2ܰ − ݆ + 1,2ܰ − ݇ + 1ሿ௝ିଵ௞ୀଵ ݃ሾ2ܰ − ݇ + 1ሿ  (17) 
where ݆ = 1,2ܰ 
Afterwards (17) the derived values should be normalized by 
the diagonal elements of matrix ܴ. 
ݕሾ2ܰ − ݆ + 1ሿ = ௬ሾଶேି௝ାଵሿோሾଶேି௝ାଵ,ଶேି௝ାଵሿ (18) 
Once transformations (17), (18) are carried out, estimation of 
the transmitted data symbols ݏ can be made by applying 
standard formulas (12) and (14): 
ݏ = 2ܣܶ ቔ ଵଶ஺ ݕ −
ଵ
ଶ ܶିଵ1ଶேቕ + ܣ1ଶே  (19) 
PIC-LR-MMSE 
A PIC canceller is based on methods, listed in [4,5].  
This canceller is applied directly to the observed signal (1) 
without performing transformations (3)-(6). 
If the output of MMSE (7) or LR-MMSE (11)-(14) algorithm 
is already available, let us denote “soft” values of any of these 
algorithms as ݏ(଴). These values are initial values of the PIC 
canceller (zero iteration). 
If a PIC method is utilized after the MMSE algorithm, values 
(7), that is, the output of the matched filter, can be used as an 
initial value of the PIC method: 
ݏ(଴) ≡ ݏ = ெܹெௌாݖ (20) 
If the PIC method is utilized with the LR-MMSE algorithm, 
in order to use outputs (12) - (14) as an initial value of the PIC 
method, transformations on calculating “soft” values of LR-
MMSE from these outputs should be made as described in one 
of the methods existing in the literature. The study of ways to 
calculate “soft” values of LR-MMSE is beyond the scope of this 
paper. 
Then, the transmitted “soft” information symbols of the ݇-th 
antenna (݇ = 1,ܰതതതതത) ݏ௞(௟) at some l-th iteration (݈ = 1, ௅ܰതതതതതത) can be
estimated as: 
ݏ௞(௟) = ∑ ∑ ቀݖ௧ − ܪ௧	௞ଵℎ൫ݏ௞ଵ(௟ିଵ)൯ቁܪ௧	௞∗ேೖభసభೖభಯೖ
ெ௧ୀଵ  (20) 
where ∗ - is the sign of complex conjugation, Here ௅ܰ is the 
total number of PIC iterations. 
Also here ℎ(… ) - is the function of transition from the soft to 
the hard decision, The signal at the output of this function is 
described by formulas (2) – hard decisions; and the soft 
decisions are at the input of this function. 
Reception of signal (20) is carried out taking normalization 
into account: 
ݏ௞(௟) =
௦ೖ
(೗)
∑ |ு೟	ೖ|మಾ೟సభ
(21)
Combining the statistics of adjacent iterations allows 
speeding up the algorithm convergence and improving the 
performance: 
ݏ௞(௟) =
௦ೖ
(೗)ା௦ೖ
(೗షభ)
ଶ (22)
Within the scope of the present simulation, it is shown that 3 
iterations are sufficient to achieve the potential characteristics 
( ௅ܰ = 3). The output of the algorithm are the values ݏ(௅). 
Using the PIC algorithm rather that SIC sometimes could be 
a better solution in terms of DSP and FPGA implementation. 
This is attained because the PIC algorithm allows 
parallelization of the signal cleanup because in the PIC method 
cleanup of the signal of each subscriber can be performed in 
parallel with the cleanup of the signal of the neighbor one. In 
the PIC method, you do not need to know the result of cleaning 
the signal from neighboring users at the current iteration; it is 
enough to know the result of the previous iteration. 
In addition, for the case of, for example, ܰ = 8 transmit 
antennas in the SIC method, 8 iterations are required (equal to 
the number of transmit antennas), while in the PIC method, 
three or four iterations are still enough for the algorithm to 
converge.  
The results of the proposed PIC algorithm simulation are 
shown in Fig. 4. 
IV. SIMULATION RESULTS
The results of the proposed SIC algorithm simulation are 
shown in figures 1, 2.  
In the figures, “PIC-MMSE 1 iteration“ and “PIC-MMSE 3 
iterations“ means using one and three iteration of the PIC 
canceller with MMSE correspondingly. “PIC-LR-MMSE 3 
iterations“ means 3 iterations of PIC with LR-MMSE. 
The Jakes fading model [11], a multipath model “Vehicular 
A” according to [12,13] were used in simulations. The 
bandwidth is 10 MHz [14], carrier frequency is 2.4 GHz. 
OFDM scheme is used to cancel multipath interference [2]. Fast 
Fourier Transform (FFT) size is selected to 1024 symbols 
(carrier spacing is approximately equal to 10 kHz). The cyclic 
prefix value is selected more than maximum possible 
propagation delay value, so multipath interference is considered 
as negligibly small. 
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Fig. 2. SIC family algorithms, QRM, MLA. MMSE and LR-
MMSE Bit Error Rate dependence on Signal-to-Noise (SNR) 
ratio in dB, QPSK modulation, Rayleigh fading. 4x4 MIMO. 
Fig. 3. SIC family algorithms, QRM, MLA. MMSE and LR-
MMSE Bit Error Rate dependence on Signal-to-Noise (SNR) 
ratio in dB, QPSK modulation, Rayleigh fading. 8x8 MIMO. 
As it seen from figures, PIC- and SIC- MMSE methods 
outperform by performance MMSE algorithm. At the same time 
PIC- and SIC-LR-MMSE outperform LR-MMSE one. But SIC-
MMSE and PIC-MMSE do not exceed LR-MMSE algorithm 
by characteristics. So, for demodulators with critical 
requirements to calculation complexity is possible to use 
simplified versions like PIC-MMSE and SIC-MMSE instead of 
LR-MMSE with some gain losses, because complexity of PIC-
MMSE and SIC-MMSE is less then LR-MMSE. 
Easy to show, that MMSE and LR-MMSE algorithms require 
~ܰଷ operations of multiplication from (7) – two matrix 
multiplications and one matrix inversion. At the same time both 
PIC and SIC methods require only ~ܰଶ operations (for PIC 
case ~ܰଶ ௅ܰ). So, for moderate number of iterations PIC and 
SIC approaches require less complexity, than LR-MMSE. 
Fig. 4. PIC family algorithms, QRM, MLA. MMSE and LR-
MMSE Bit Error Rate dependence on Signal-to-Noise (SNR) 
ratio in dB, QPSK modulation, Rayleigh fading. 4x4 MIMO. 
V. CONCLUSION 
A variant of the PIC and SIC algorithms with classical 
MMSE and as well as with LR-MMSE is presented. 
Comparison of SIC-LR-MMSE and PIC-LR-MMSE to QRM 
and MLA is made. It is shown, that proposed algorithms with 
square computational complexity depending on the number of 
antennas and modulation order outperform conventional 
algorithms by characteristics, i.e. SIC-LR-MMSE and PIC-LR-
MMSE have characteristics, close to potentially achievable, 
estimated by QRM and MLA ones. The gain of PIC-LR-MMSE 
and SIC-LR-MMSE algorithms over LR-MMSE and PIC-
MMSE and SIC-MMSE over MMSE is about 2 dB for fading 
propagation channel conditions, used in current article. 
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