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1Chapter 1
Introduction
The GEOtop hydrological scientific package is an integrated hydrological
model that simulates the heat and water budgets at and below the soil sur-
face (Rigon, Bertoldi, and Over, 2006). It describes the three-dimensional
water flow in the soil and the energy exchange with the atmosphere, con-
sidering the radiative and turbulent fluxes. Furthermore, it reproduces soil
freezing and thawing processes, and it simulates the temporal evolution of
snow cover, soil temperature and moisture. The model can be applied both
at the plot and the catchment scale to study the long term water budget and
runoff production. The model has been applied to a variety of scientific prob-
lems, ranging from estimation of runoff and water budget in small - medium
chatchments (< 1000 m2), studies related to the water-soil-vegetation interac-
tions, snow cover in mountain areas, climate change impact assessment (for
a full reference list see http://geotopmodel.github.io/geotop/materials/
publication-list.html). One version of the model is currently used in an
operational snow forecasting system (http://www.mysnowmaps.com).
The core components of the package were presented in the 2.0 version (En-
drizzi et al., 2014), which was released as Free Software Open-source project
under GNU General Public License v3.0. The code was written in C lan-
guage. However, despite the high scientific quality of the project, a modern
software engineering approach was still missing. Such weakness hindered
its computational efficiency, its scientific potential and its use both as a stan-
dalone package and, more importantly, in an integrated way with other hy-
drological software tools and earth system models.
A poor engineering is typical issue of scientific softwares, whose goal is the
creation of new scientific knowledge; the emphasis placed on software qual-
ity (i.e., correctness of code, maintainability, and reliability) has been his-
torically lower than seen in more traditional software engineering (Heaton
and Carver, 2015). More in general, the scientific software community is fac-
ing a crisis created by the confluence of disruptive changes in computing
architectures and new opportunities for greatly improved data availability
a simulation capabilities (See the scheme in Fig.1 taken from Ideas Produc-
tivity project). There is therefore the need, in order to keep productive well
established scientific softwares to perform a software refactoring to develop
efficient codes for parallel architecture. A suitable test case is the GEOtop
model, an integrated hydrological model which started to be developed in
2000, and, since them, continuously evolved to address a number of scien-
tific and applied problems, but also increasing it complexity.
2 Chapter 1. Introduction
FIGURE 1.1: Schematic representation of the life cycle of a sci-
entific software (from Ideas Productivity project).
The goal of this project is to perform a software re-engineering and refactor-
ing of the GEOtop model code to create a robust and stable scientific soft-
ware package, optimized for modern parallel clusters, open to the scientific
community, easily usable by researchers and experts, and interoperable with
other packages. Specifically, this thesis aims to:
• restructure the code from C to C++, taking advantage of an Object-
Oriented Programming;
• clean the code, rewriting the old data structures;
• optimize the maths, replacing the computationally expensive opera-
tions with faster ones;
• parallelize the code with OpenMP, to decrease run time.
The thesis is structured as follows. First, will be given a brief overview of the
model structure, code and numeric. Then, the software re-engineering work
will be described in detail. In order to test model performance three repre-
sentative experimental test cases have been selected among the large suite of
possible models configurations. For the selected test cases, a code profiling
has been performed. On the basis of those results a code optimization has
been performed, improving the efficiency of most expensive mathematical
operation and employing OpenMP parallelism for the thread-safe parts of
the code. Then, performances and differences of the re engineered 3.0 code
are compared with the original 2.0 version. Finally, future code develop-
ments towards a further code optimization are discussed.
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GEOtop simulates the fluxes and budgets of energy and water on a landscape
defined by three-dimensional grid boxes, whose surfaces come from a digi-
tal elevation model (DEM) and whose lower boundaries are located at some
specified spatially varying depth, as shown in Fig. 2.1. Surface boundary
conditions are given by hydrometeorological measurements (rainfall, tem-
perature, wind velocity) (Bertoldi, 2004), regionalized with the approaches
described in Liston and Elder, 2006 or in Bavay and Egger, 2014, depending
on the code version. A general introduction on the model is given in Rigon,
Bertoldi, and Over, 2006. The users manual can be found online here (En-
drizzi et al., 2011). In this thesis only a brief overview will be given.
2.1 Landscape and equation discretization
GEOtop requires preprocessing of the catchment DEM to estimate drainage
directions, slopes, curvature, the channel network structure, shadowing, and
the sky view factor. Surface runoff is modeled to follow the terrain surface
according to a so-called D8 topology as in Orlandini et al., 2003. The DEM
identifies also the plan view of a three-dimensional grid on which all the
model’s equations are discretized. The grid cells are identified as hillslope or
river network cells. River network cells are treated the same as hillslope cells
except for the routing of surface runoff. For each cell, different land cover
and soil properties could be defined.
2.2 Water and energy budgets
The system of equations representing the water balance in the soil is:
∂θ
ph
w
∂t
+
ρi
ρw
∂θi
∂t
= 0 (2.1)
∂θ
f l
w
∂t
+∇ · (−K∇H) + Sw = 0 (2.2)
where dθph is the fraction of liquid water content in soil subject to phase
change, dθ f l is the fraction of liquid water content transferred by water flux,
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FIGURE 2.1: Classification of a slope surface in a mountain
basin based on the land cover (from Endrizzi et al., 2011).
ρi is the density of ice, θi is the fraction of ice in soil, K is the hydraulic con-
ductivity, H is the sum of the pressure and potential heads, Sw is the mass
sink term.
The equation representing the energy balance in a soil volume subject to
phase change is:
∂Uph
∂t
+∇ · G + Sen − ρw[L f + cw(T − Tre f )]Sw = 0 (2.3)
where Uph is the volumetric internal energy of soil subject to phase change,
t is time, ∇· is the divergence operator, G is the heat conduction flux, Sen is
the energy sink term, L f is the latent heat of fusion, ρw is the density of liquid
water in soil, T is the soil temperature and Tre f is the reference temperature
at which the internal energy is calculated.
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FIGURE 2.2: 3D calculation grid and discretization on the x-z
plane; the red points, at the center of the cell, coincide with the
calculation grid points (from Endrizzi et al., 2011).
2.3 Numerics
In this section is reported a synthesis of the GEOtop model numerical ap-
proach, taken from Endrizzi et al., 2017. In order to reduce the complexity of
the numerical method, Eqs. (2.2) and (2.3) are linked in a time-lagged man-
ner, instead of solving them in a fully coupled way. Both equations have the
same form, which can be generalized as:
∂F(κ)
∂t
+∇ · (−κ(χ)∇χ) + S = 0 (2.4)
where χ is the unknown function of space and time, F a non-linear function
of the unknown, S is the sink term and κ is a conductivity function of the
unknown.
All the derivates are discretised as finite differences. Therefore the following
relation is obtained.
F(χn+1i )− F(χni )
∆t
−
M
∑
j
κmij
Dij
(χmj − χmi ) + Si = Gi (2.5)
where the equation is written for the generic i− th cell; n represents the pre-
vious time step (known solution), n+ 1 is the next time step (unknown solu-
tion), ∆t is the time step, j is the index of the M adjacent cells with which the
i cell can exchange fluxes, m represents a time instant between n and n + 1,
κij is the conductivity between the cell i and j, Dij is the distance between the
centres of the cells i and j, Si is the sink term and Gi is the residual that is to
be minimized to find a solution.
Eq. (2.5) is a system of N equations and the second term on the left-hand
side is the sum of the fluxes exchanged with the neighbouring cells. The
variables at the instant m are represented with a linear combination between
the instant n and n + 1.
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Several cases are possible:
• m = n: the method is fully explicit and unstable;
• m = n + 1/2: the method has a second order precision but might not
be always stable;
• m = n+ 1: the method has a first order precision but is unconditionally
stable.
Since there are more concerns on stability than precision, the last is the chosen
method.
A solution of Eq. (2.5) is sought with a special Newton-Raphson method,
with the following sequence (Kelley, 2003):
χn+1 = χn + λdd(χn) (2.6)
where χ is the vector χi that appears in Eq. (2.5), d denotes the Newton
direction and λd is the path length (a scalar, <= 1) found with a line searching
method like the Armijo rule (Armijo, 1966). The quantity λdd(χn) is also
referred to as the Newton step.
The Newton direction is obtained solving the following linear system:
G′(χn)d = −G(χn) (2.7)
where G is the vector Gi that appears in Eq. (2.5) and G′(χn) denotes the
Jacobian matrix G′(χn) = ∂Gi(χ)/∂χj. If Eq. (2.4) is solved neglecting the
lateral gradients, the number of adjacent cells that actually considered is
maximun 2 (i.e. the cell below and above). Therefore the matrix G′(χn) is
tridiagonaland symmetric, and then invertible with simple direct methods
(El-Mikkawy and Karawia, 2006).
On the other hand, if Eq. (2.4) is solved fully three-dimensionally, M can be
up to 6 and therefore G′(χn) is a symmetric and sparse matrix; its inversion
is a more complex problem (Niessner, 1983). In this case the linear system in
Eq. (2.7) is solved approximately with an iterative method, the BiCGSTAB
Krylov linear solver (Van Der Vorst, 1992). This iterative process becomes an
inner iteration, nested in the outer iteration defined in (2.6).
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2.4 Software package
2.4.1 Simulation flow chart
The model transforms the input given by the user into results, by solving the
energy and mass balance in the calculation domain (Endrizzi et al., 2017). As
reported in Fig. 2.3 GEOtop does the following activities:
• Read input data. In this phase the model reads: (i) the keywords and
parameters specified in the main configuration file called geotop.inpts;
(ii) the topographic maps, as the DEM, the land cover map, and, if avail-
able, the maps with soil type, river drainage networks, the maps with
the initial conditions; (iii) other optional parameters. If a parameter or
a map is not specified with the proper keyword, it assumes a default
value.
• Create and initialize mesh. It creates the calculation mesh according
to the grid size of the land cover map and the vertical nodes spacing
defined for the vertical grid. Then it initializes the temperature and
water pressure head of each node with the initial conditions and sets
the physical parameters according to what specified by the keywords.
• Read meteo data. During this phase, it incorporates the meteorological
input data for each available meteorological station: these data repre-
sent the forcing that will drive the simulation, producing the dynamic
boundary conditions for the surface nodes. Finally, GEOtop sets the ini-
tial simulation time to initialize the simulation counter: this will allow
to compare the current simulation time with the expected simulation
end time
At this point the time loop for the calculation and the printing routines be-
gin. In particular, at each calculation time step, GEOtop fulfills the following
tasks, as illustrated in Fig. 2.3:
• Distribute meteorological forcing. This allows to spatially distribute
the meteorological forcing, measured in discrete meteo station, in all
the calculation cells. This methodology is based on Liston and Elder,
2006, for the code version 2.0, or on the METEO-IO library (Bavay and
Egger, 2014) for the code version 2.1.
• Energy balance. In this phase the energy balance equation is solved.
This encompasses the calculation of the surface energy fluxes, the veg-
etation module, the snow/glacier module and the routine that the cal-
culates the soil temperatures and ice content.
• Water balance. In this phase the mass balance equation is solved. This
encompasses the calculation of the infiltration routine to determine the
pore water pressure and water content through a 3D Richards solver.
Eventually, the runoff and channel routing routines, based on a shallow-
water solver, will allow to determine the discharge at the basin outlet.
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• Write output. This phase is intended to print the point information and
the maps according to the desired output frequency.
• Update and check time. This phase updates the time with the calcu-
lation time step and compares the new time with the simulation end
time, to verify whether to stop the simulation or loop again. The model
uses a dynamic calculation time step. If the convergence criteria is not
reached either for the solution of the energy of the water budget, then
the time step is reduced. If the current simulation time exceeds the end
of the simulation, then the program stops and deallocates all the struc-
tures.
FIGURE 2.3: GEOtop flow chart: model point of view for ac-
complishing a simulation (Courtesy of E. Cordano).
In terms of model functions, the call structure is quite complex. The most
relevant functions calls are illustrated in the scheme of Fig. 2.4, which has
been obtained parsing the source code with Doxygen.
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2.4.2 Simulation types
The model can run with two different domain configurations:
• 1D: only vertical fluxes are considered, so mass and energy balance
are performed at local scale. Actually some processes are mainly 1-
dimensional (i.e., soil temperature and snow profiles), therefore they
can be investigated using GEOtop in a simplified manner. In such
a way the computational domain is reduced to one vertical column
aligned to a Cartesian grid. Examples of processes mainly character-
ized by 1D-dynamics are vertical water infiltration, plot scale estima-
tion of snow melt and vegetation processes.
• 3D: both vertical and lateral fluxes are taken into account so balances
are done at basin scale. Examples of processes mainly characterized
by 3D-dynamics are atmosphere-vegetation interactions, groundwater
movement, catchment scale water budgets. Usually this setup needs
more calculations so it is more CPU-intensive.
The model can be also run turning off or on the main processes, which are
the energy budget and the water budget calculation. For example, to sim-
ulate snow dynamics, only the energy budget is needed; to simulate water
infiltration, only the water budget. To simulate in complete way catchment
scale hydrological processes, a 3D calculation of both budgers is needed.
On a typical workstation, a full 3D one year simulation over a grid of about
200x200 pixels could require between 6 and 24 hours of computatio time. For
this reason, there is the need to optmize and parallelize the code in order to
cope with modern scientific and operational needs.
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FIGURE 2.4: Most relevant functions calls of GEOtop derived
from Doxygen. In yellow are underlined the functions linked
with the main physical processes modelled by GEOtop.
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Chapter 3
GEOtop 3.0
3.1 Background
The latest versions of GEOtop are:
• 2.0: written in C, released in 2014 as free software open-source project,
scientifically tested and published. This version is available on the
github repository https://github.com/geotopmodel/geotop at branch
se27xx. However, despite the high scientific quality of the project, a
modern software engineering approach was still missing.
• 2.1: developed from 2014, written in C++, open source and documented
on the same github repository but at branch master. This version, dif-
ferently from the 2.0, was developed from the beggining using the git
version-control system, and Travis-CI (https://docs.travis-ci.com/)
allowed to continuously check the correctness of the build over a wide
number of tests cases.
The main advantage of this new version is the possibility to use Me-
teoIO library (Bavay and Egger, 2014), that provides a uniform inter-
face to meteorological data (https://models.slf.ch/p/meteoio/); un-
fortunately, the output results are different compared to the validated
2.0 and only a few people were working on the scientific validation.
Besides, the code is neither modular nor flexible, and it is characterized
by code repetitions and unsolved bugs, difficult to find.
Hence a new version was needed that had to be scientifically validated, easy
to compile and run, modular and flexible, tested as much as possible and
computationally efficient. The code development will have to fulfill the so
called "best programming practices", a set of rules that have solid founda-
tions in research and experience, and that improve scientists’ productivity
and their software reliability (Wilson et al., 2014). These will be referred and
explained in details in the following sections, when describing the new fea-
tures of GEOtop 3.0; the code package can be found in the same github repos-
itory at branch v3.0.
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3.2 Easy to compile and run
Using a build system tool to automate workflows can avoid errors and in-
efficiencies from repeating commands manually (Wilson et al., 2014); this
is one of the "best programming practices", and also a way to simplify the
code compiling, running and debugging. Meson build system tools (https:
//mesonbuild.com/) was used since it is fast, allows for modularity and it can
be easily coupled with gdb (https://www.gnu.org/software/gdb/). How-
ever, the usage of CMake (https://cmake.org/) was preserved to maintain
backward compatibility.
3.3 Modular and flexible
C++ programming language was chosen because, in addition to the facili-
ties provided by C (in which the scientifically validated GEOtop version was
written), it provides flexible and efficient facilities for defining new types
that closely match the concepts of the application: this technique for pro-
gram construction is called data abstraction(Stroustrup, 2013).
These user-defined types are named classes: they are an expanded concept of
data structures, containing a series of variables named members and a series
of procedures named methods. An object of a class contains type information
and it can be used in contexts in which its type cannot be determined at com-
pile time; programs using objects of such types are often called Object-based
or Object-Oriented. The advantages of OOP exploited in GEOtop 3.0 are the
following: (http://www.c4learn.com/cplusplus/oop-advantages/):
(1) it provides a clear modular structure for programs which makes it good
for defining abstract datatypes in which implementation details are
hidden;
(2) objects can also be reused within and across applications, lowering the
cost of development and decreasing potential mistakes;
(3) it makes software easier to maintain and modify, as new objects can be
created with small differences to existing ones;
(4) it has the feature of memory management through RAII (Resource Ac-
quisition Is Initialization) technique, which binds the life cycle of a re-
source (i.e., allocated heap memory) to the lifetime of an object (https:
//en.cppreference.com/w/cpp/language/raii), whose dedicated mem-
ory is allocated by a constructor and deallocated by a destructor, pre-
venting memory leaks.
(5) it is suitable for large projects and fairly efficient.
Moreover, another advantage of C++ is the possibility to write code in a way
that is independent of any particular type thanks to the usage of templates. A
template is a blueprint or formula for creating a generic class or a function,
than can be used with different data types (https://www.tutorialspoint.
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com/cplusplus/cpp_templates.htm): this avoids unnecessary code repeti-
tions and reduce potential mistakes, without penalties at runtime.
Additionally, C++ has a very rich function libraries, designed for portability.
All these new aspects and features, some of which could be considered "best
programming practices" (i.e., (1) makes the code easy to understand and (3)
allows for code reusage) were exploited in the new data structures:
• Vector<T>, Matrix<T> and Tensor<T> (whose some parts are reported
in code boxes 3.4 and 3.5), used to conceptually define vectors, matrices
and tensors;
• RowView<T> and MatrixView<T>, used to respectively access a row
from an object of type Matrix<T> and access a matrix from an object of
type Tensor<T>.
These new classes were defined in a future perspective to allow a rewriting
of the linear algebra and a parallelization, not easily achievable using the
old data structures defined using the fluid turtle library (http://www.ing.
unitn.it/~rigon/FLUIDTURTLE/LIBRARIES/BASICS/).
Now, differently from GEOtop 2.0, the data structures can be accessed in a
uniform way by the user thanks to the operator overloading, and, in order to
prevent mistakes, only the interfaces are exposed, while the implementation
details (i.e., private class members) are hidden from outside of the class, ac-
cording to data-hiding technique (1).
Moreover in the new data structures some "special" operators were defined
not only to simply access an element of the structure (i.e., []) but also to per-
form a bound check (i.e. ()) as it will be explained in section 3.4.
Actually, in GEOtop 2.0, the element indexing was not equal for all the vari-
ables, whose first index could be 0 (like C/C++) or 1 (like Fortran); the latter
was the default choice (code boxes 3.2 and 3.3) so in the former case another
allocation function was used (code box 3.1). This error-prone technique led to
segmentation fault for some tests; the issues were solved, during the debug
phase, thanks exactly to the development of the () operator.
DOUBLEVECTOR ∗new_doublevector0 ( long nh )
{
DOUBLEVECTOR ∗m;
m=(DOUBLEVECTOR ∗ ) malloc ( s i z e o f (DOUBLEVECTOR) ) ;
i f ( !m) t _ e r r o r ( " a l l o c a t i o n f a i l u r e in DOUBLEVECTOR( ) " ) ;
m−>isdynamic=isDynamic ;
m−>nl =0;
m−>nh=nh ;
m−>co=dvector (m−>nl , nh ) ;
re turn m;
}
LISTING 3.1: Vector allocation for GEOtop 2.0 using the first
index equal to 0 (alloc.c)
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# def ine NL 1 /∗ Numerical Recipes a l l o c a t i o n r o u t i n e s allow to have
a r b i t r a r y s u b s c r i p t s f o r vec tor and matr ixes .
The f l u i d t u r t l e l i b r a r y r e s t r i c t t h i s freedom by
s e t t i n g
t h e i r lower value to NL ∗/
LISTING 3.2: Definition of the lower bound for a data structure
in GEOtop 3.0 (turtle.h)
DOUBLEVECTOR ∗new_doublevector ( long nh )
{
DOUBLEVECTOR ∗m;
m=(DOUBLEVECTOR ∗ ) malloc ( s i z e o f (DOUBLEVECTOR) ) ;
i f ( !m) t _ e r r o r ( " a l l o c a t i o n f a i l u r e in DOUBLEVECTOR( ) " ) ;
m−>isdynamic=isDynamic ;
m−>nl=NL;
m−>nh=nh ;
m−>co=dvector (m−>nl , nh ) ;
re turn m;
}
LISTING 3.3: Vector allocation for GEOtop 2.0 using the first
index equal to 1 (alloc.c)
# include " matrix . h"
# inc lude " matrixview . h"
template < c l a s s T> c l a s s RowView ;
template < c l a s s T> c l a s s MatrixView ;
template < c l a s s T> c l a s s Tensor {
publ ic :
. . .
/∗∗ Given a l a y e r ( k ) and a row ( i ) , i t g ives a l l the elements
∗∗ corr isponding to d i f f e r e n t columns ∗/
RowView<T> row ( const std : : s i z e _ t k , const std : : s i z e _ t i ) {
GEO_ASSERT_IN_RANGE( k , ndl , ndh ) ;
GEO_ASSERT_IN_RANGE( i , nrl , nrh ) ;
re turn RowView<T> { &co [ ( i−n r l ) ∗n_col + ( k−ndl ) ∗ ( n_row∗
n_col ) ] , nch , nc l } ;
} ;
MatrixView<T> matrix ( const std : : s i z e _ t k ) {
GEO_ASSERT_IN_RANGE( k , ndl , ndh ) ;
re turn MatrixView<T> { &co [ ( k−ndl ) ∗ ( n_row∗n_col ) ] , nrh , nrl
, nch , nc l } ;
} ;
LISTING 3.4: Part of the header file tensor.h of GEOtop 3.0
showing modularity (1) and code reusage (2)
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∗ c o n s t r u c t o r
∗ @param _nrl , _nrh lower and upper bound f o r rows
∗ @param _ncl , _nch lower and upper bound f o r columns
∗ @param _ndl , _ndh lower and upper bound f o r depth
∗/
Tensor ( const std : : s i z e _ t _ndh , const std : : s i z e _ t _ndl ,
const std : : s i z e _ t _nrh , const std : : s i z e _ t _nrl ,
const std : : s i z e _ t _nch , const std : : s i z e _ t _nc l ) :
ndh { _ndh } , ndl { _ndl } , nrh { _nrh } , n r l { _ n r l } , nch { _nch } , nc l { _nc l
} ,
n_dep { ndh−ndl +1} , n_row { nrh−n r l +1} , n_col { nch−ncl +1} ,
co { new T [ ( ndh−ndl +1) ∗ ( nrh−n r l +1) ∗ ( nch−ncl +1) ] { } } { } // i n i t
to 0
Tensor ( const std : : s i z e _ t d , const std : : s i z e _ t r , const std : :
s i z e _ t c ) :
Tensor { d , 1 , r , 1 , c , 1 } { }
/∗∗ d e s t r u c t o r . d e f a u l t i s f i n e ∗/
~Tensor ( ) = d e f a u l t ;
LISTING 3.5: Part of the header file tensor.h. of GEOtop 3.0
showing the application of RAII concept (4)
3.4 Tested as much as possible
Coverage analysis of a program can be a significant component in confident
assessment of overall software quality since it gives a clear measure of code
testing (Horgan, London, and Lyu, 1994), allowing to discover its untested
parts.
Gcov coverage testing tool (https://gcc.gnu.org/onlinedocs/gcc/Gcov.html)
together with Lcov graphical front-end, were used to find what lines of code
were actually executed. Actually Lcov collects gcov data for multiple source
files and creates HTML pages containing the source code annotated with cov-
erage information, also adding overview pages for easy navigation within
the file structure (http://ltp.sourceforge.net/coverage/lcov.php).
Analyzing the code coverage for all the 1D tests (Fig. 3.1) it was noticed that
many lines and functions were not used; for example in the source file blow-
ingsnow.cc, dealing with snow transport and deposition, < 30% of functions
were used: this could happen because it was not snowing or because some
functions should have been used but they were not.
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FIGURE 3.1: Code coverage for 1D tests using gcov.
In order to improve code reliability, a testing suite was set, comprising:
(1) 1D and 3D short test cases, consisting in the check of effective run of the
executable with the all the inputs of 1D and 3D cases provided in the git
repository, plus a comparison of output results between the 3.0 and 2.0
version, making the test passing if the absolute and relative differences
were < 10−5;
(2) unit tests for all the new added code (i.e. constructors, initialization and
functions of the new data structures) using the Google test framework
(https://github.com/google/googletest);
(3) bound checking when accessing elements of the new data structures;
this is possible thanks to the access operator () that performs a range
check when the code is compiled in debug mode.
For istance, to run all the 1D and 3D short test cases (1) the command that
has to be typed in the build folder is:
meson test --suite geotop:1D --suite geotop:3D
and the output for every test will show the test name (i.e., Bro) and the sim-
ulation type (i.e., 1D) (see Tab. 3.1).
TABLE 3.1: Output of Meson test for a 1D short test case.
1/2 geotop:1D+Bro / 1D/Bro OK 11.13 s
2/2 geotop:1D+Bro / 1D/Bro.test_runner OK 3.48 s
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Examples of unit tests (2) are provided in the code boxes 3.6 and 3.7 where
the correctness check is done in the expression EXPECT_EQ, performing a com-
parison between the first value, provided by the developer (since he/she al-
ready knows it for a simple case) and the second, calculated using the newly
written code; if the two values are different, a statement error will be printed
with both, allowing the developer to understand what happened.
TEST ( Matrix , c o n s t r u c t o r _ 2 a r g s ) {
Matrix <int > m{ 3 , 5 } ; // 3x5 matrix
EXPECT_EQ( std : : s i z e _ t { 3 } , m. n_row ) ;
EXPECT_EQ( std : : s i z e _ t { 5 } , m. n_col ) ;
}
LISTING 3.6: Unit tests for the constructor of a Matrix<T>.
TEST ( Matrix , i n i t i a l i z a t i o n ) {
Matrix <int > m{ 2 , 2 } ; // 2x2 matrix
EXPECT_EQ( 0 , m( 1 , 1 ) ) ;
EXPECT_EQ( 0 , m( 1 , 2 ) ) ;
EXPECT_EQ( 0 , m( 2 , 1 ) ) ;
EXPECT_EQ( 0 , m( 2 , 2 ) ) ;
# i f n d e f NDEBUG
EXPECT_ANY_THROW( m( 0 , 0 ) ) ;
EXPECT_ANY_THROW( m( 3 , 3 ) ) ;
# e l s e
EXPECT_NO_THROW( m( 0 , 0 ) ) ;
EXPECT_NO_THROW( m( 3 , 3 ) ) ;
# endi f
}
LISTING 3.7: Unit tests for the initialization of a Matrix<T>.
Examples of the access operator (3) for the class Vector was developed as
shown in the code box 3.8 and 3.9; it can be noticed that the operator (), when
the compiling mode is:
• RELEASE: it returns just the element, recalling the operator [];
• DEBUG: it calls the range-checked access operator at, which uses the
macro GEO_ERROR_IN_RANGE, checking that the accessed index (i) is be-
twen the lower (nl) and upper (nh) bound of the vector.
/∗∗ range−checked a c c e s s operator ∗/
T &at ( const std : : s i z e _ t i ) {
GEO_ERROR_IN_RANGE( i , nl , nh ) ;
re turn (∗ t h i s ) [ i ] ;
}
LISTING 3.8: Definition of the range-checked access operator
for Vector<T>.
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T &operator ( ) ( const std : : s i z e _ t i )
# i f d e f NDEBUG
noexcept
# endi f
{
# i f n d e f NDEBUG
return at ( i ) ;
# e l s e
re turn (∗ t h i s ) [ i ] ;
# endi f
}
LISTING 3.9: Definition of the access operator for Vector<T>.
3.5 Computationally efficient
Several optimizations were implemented: all of them can be activated by
a flag (as explained in Chapter 8) except one, that is the inline of all the
functions in the previous existing source files pedo.func.cc, containing pedo-
transfer functions and statistic functions, and util_math.cc, containing math-
ematical rules to solve a linear system.
Inline function is an optimization technique used by the compilers espe-
cially to reduce the execution time (http://www.cplusplus.com/articles/
2LywvCM9/). When the compiler inline-expands a function call, the func-
tion’s code gets inserted into the caller’s code stream: this can improve per-
formance, because the optimizer can procedurally integrate the called code
(https://isocpp.org/wiki/faq/inline-functions).
Since the functions in pedo.func.cc and util_math.cc are very much used and
are called thousands of time during a test run (see Chapter 7), they were put
in the correspondent header files pedo.func.h and util_math.h preceded by
the keywords inline. Examples of inlined functions are reported in the code
boxes 3.10 and 3.11.
i n l i n e double theta_from_psi ( double psi , double ice , long l ,
MatrixView<double > &&pa , double pmin )
{
const double s = pa ( j s a t , l ) ;
const double re s = pa ( j r e s , l ) ;
const double a = pa ( ja , l ) ;
const double n = pa ( jns , l ) ;
const double m = 1.−1./n ;
const double Ss = pa ( j s s , l ) ;
re turn t e t a _ p s i ( psi , i ce , s , res , a , n , m, pmin , Ss ) ;
}
LISTING 3.10: Function inline of theta_from_psi in pedo.func.h.
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i n l i n e double adaptiveSimpsons2 ( double (∗ f ) ( double x , void ∗p ) ,
void ∗arg , // ptr to funct ion
double a , double b , // i n t e r v a l [ a , b ]
double epsi lon , // e r r o r t o l e r a n c e
i n t maxRecursionDepth ) // recurs ion
cap
{
double c = ( a + b ) /2 , h = b − a ;
double fa = f ( a , arg ) , fb = f ( b , arg ) , f c = f ( c , arg ) ;
double S = ( h/6) ∗ ( fa + 4∗ f c + fb ) ;
re turn adaptiveSimpsonsAux2 ( f , arg , a , b , epsi lon , S , fa , fb ,
fc ,
maxRecursionDepth ) ;
}
LISTING 3.11: Function inline of adaptiveSimpsons2 in
util_math.h.
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Chapter 4
Test cases
One of the major challenges in testing the GEOtop model code is related to
the fact that this kind of integrated models can be used in a very wide range
of operational conditions and spatial scales. Very different environments and
climatic conditions can be considered. Addressed scientific topics range from
the classical hydrologicals ones (i.e. runoff prediction) to ecological ones (i.e
Evapotranspiration estimation), mountain cryospehere (i.e. snow processes).
Typical model’s applications are climate change impacts or risks assessments,
as floods or droughts or landslides instability problems. This implies that it is
quite challenging to test all the parts of the code. Moreover, the performances
and the relative use of the different parts of code depend on the specific pro-
cess considered.
In the GEOtop v.3 version a suite of more than 10 1D and 20 3D test cases are
considered (https://github.com/geotopmodel/geotop/tree/v3.0/tests/),
to cover the wide range of scientific problems than can be addressed by the
GEOtop model.
However, for in this thesis three test cases are analyzed: one 1D case,
Matsch_B2_Ref_007, representative of a full calculation of the water and
energy budget at local scale, and two 3D cases, snow_dstr_SENSITIVITY,
with only the energy budget and snow processes in winter and Muntats-
chini_ref_005, with both water and energy budget in summer. The three test
cases were run for both a short and long time period for a detailed profiling
and to check the optimization improvements on both short and long runs.
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4.1 Matsch_B2_Ref_007
The test involves a hydro-meteorological stations named B2 and located in
Montacini, a Long Term Ecological Research site (LTER) of the Mazia Valley
(South Tyrol, Italy). The station is located at 1480 m a.s.l. in a mountain
meadow area and it is characterized by a sandy loam soil (Bortoli, 2017). The
GEOtop model has been already applied and scientifically validated against
field observations in the work of Della Chiesa et al., 2014 and of Bortoli, 2017.
The model has been employed in 1D mode activating the simulation of both
water and energy budgets. The simulated time is:
• 1 month for the short test (02/10/2009 00:00 - 02/11/2009 00:00);
• ~5 years for the long test (02/10/2009 00:00 - 31/12/2015 23:00).
FIGURE 4.1: Area surrounding station B2: large view (from Bor-
toli, 2017)
.
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4.2 snow_dstr_SENSITIVITY
The test is about the simulation of snow processes in the upper Saldura
catchment, a small high-elevation catchment which is also part of the LTER
Mazia, located in the upper Venosta valley (South Tyrol, Italy) (Engel et al.,
2017). The input meteorological stations, indicated in Fig.4.2, are seven: B1,
B2, B3, M3, M4, belonging to EURAC in the framework of the LTER, and
Teufelsegg and Grawand, operated by the Hydrographic Office of the Au-
tonomous Province of Bolzano. The GEOtop model has been scientifically
validated against field observations in the work of Engel et al., 2017.
The model has been employed in 3D mode activating the simulation of only
the energy budget.
The study area is 61 km2 and the set cells are 10’140. The simulated time is:
• 1 day for the short test (26/03/2010 17:00 - 27/03/2010 17:00);
• 1 month for the long test (26/03/2010 17:00 - 26/04/2010 17:00).
FIGURE 4.2: Analyzed area for snow test case (from Engel et al.,
2017).
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4.3 Muntatschini_ref_005
The study area in this test is Montacini (Figure 4.3): it is characterized by ele-
vations between 900 and 2200 m a.s.l. and the main land covers are meadows
and pastures. The input meteorological stations are four: B1, B2, B3, P2, all
of them are LTER sites. The GEOtop model has been already applied and
scientifically validated against field observations in the work of Della Chiesa
et al., 2014 and of Bortoli, 2017.
The study area is ~4 km2 and the set cells are 15’600. The simulated time is:
• 1 day for the short test (26/03/2010 17:00 - 03/10/2009 00:00);
• 1 week for the long test (02/10/2009 00:00 - 09/10/2009 00:00).
FIGURE 4.3: View of Montacini study site.
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Used architectures
5.1 Local pc
My local pc was used for profiling and for checking eventual improvements
of the optimization. The CPU and cache characteristics are reported in Tab.
5.1; the total RAM is 16 GB. From now it will be referred with the name of
CPU line Intel Core.
TABLE 5.1: CPU specifications of my local pc.
Architecture: x86_64
CPU op-mode(s): 32-bit, 64-bit
Byte Order: Little Endian
CPU(s): 8
On-line CPU(s) list: 0-7
Thread(s) per core: 2
Core(s) per socket: 4
Socket(s): 1
NUMA node(s): 1
Vendor ID: GenuineIntel
CPU family: 6
Model: 94
Model name: Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz
Stepping: 3
CPU MHz: 800.007
CPU max MHz: 3500,0000
CPU min MHz: 800,0000
BogoMIPS: 5183.87
Virtualization: VT-x
L1d cache: 32K
L1i cache: 32K
L2 cache: 256K
L3 cache: 6144K
NUMA node0 CPU(s): 0-7
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5.2 VSC-3
The VSC-3 is an HPC system that was installed in summer 2014 at the Arsenal
TU building (Objekt 214) in Vienna by Opens external link in new window-
ClusterVision (http://vsc.ac.at/systems/vsc-3/).
It consists of 2020 nodes, each equipped with 2 processors belonging to the
Ivy Bridge-EP family and internally connected with an Intel QDR-80 dual-
link high-speed InfiniBand fabric.
VSC-3 was used to measure optimization improvements for long tests.
Compiling and running were done specifically on two nodes: n22-029 and
n23-030, having the same specifics reported in Tab. 5.2; the total RAM is 128
GB. From now it will be referred with the name of CPU line Intel Xeon.
TABLE 5.2: CPU specifications of the used node of VSC-3.
Architecture: x86_64
CPU op-mode(s): 32-bit, 64-bit
Byte Order: Little Endian
CPU(s): 32
On-line CPU(s) list: 0-31
Thread(s) per core: 2
Core(s) per socket: 8
Socket(s): 2
NUMA node(s): 2
Vendor ID: GenuineIntel
CPU family: 6
Model: 62
Model name: Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz
Stepping: 4
CPU MHz: 1199.960
CPU max MHz: 3400,0000
CPU min MHz: 1200,0000
BogoMIPS: 5200.24
Virtualization: VT-x
L1d cache: 32K
L1i cache: 32K
L2 cache: 256K
L3 cache: 20480K
NUMA node0 CPU(s): 0-7,16-23
NUMA node1 CPU(s): 8-15,24-31
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Profiling
In order to find and track performance bottlenecks, the code was profiled
with:
(1) likwid-perctr, that counts hardware performance events (https://github.
com/RRZE-HPC/likwid/wiki/likwid-perfctr)
(2) callgrind, that records the call history among functions in the program’s
run as a call-graph (http://valgrind.org/docs/manual/cl-manual.
html); this was used together with KCachegrind, a profile data visu-
alization (https://kcachegrind.github.io/html/Home.html).
Moreover, a class Timer(3) was implemeted with which it was possible to
measure the number of calls and time of some specific functions.
The profiling using (1) and (2) was done for both GEOtop versions 2.0 and
3.0 but considering only short tests due to the profiling overhead.
The analysis using (3) were performed only for GEOtop 3.0, since it involves
the addition of some lines of C++ code, but both short and long tests were
done.
All the profiling tests were performed only on Intel Core.
6.1 Likwid-perfctr
The analyzed groups during the runs for the short tests were:
• CYCLE_ACTIVITY, that measures cycle activities, giving an idea of the
stalls caused by data traffic in the cache hierarchy;
• L2CACHE, that measures L2 cache miss rate/ratio, telling how many of
the memory references required a cache line to be loaded from a higher
level;
• L3CACHE, that measures L3 cache miss/ratio.
The typed commands was:
likwid-perfctr -g CYCLE_ACTIVITY -C 0 -g L2CACHE -g L3CACHE ./geotop TEST_DIR
The output of the first run for B2 test case and GEOtop 3.0 is reported in Tabs.
6.1 and 6.2.
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TABLE 6.1: Cycle activity for B2 test case.
Group 1: CYCLE_ACTIVITY
+-----------------------------------+---------+-------------+
| Event | Counter | Core 0 |
+-----------------------------------+---------+-------------+
| INSTR_RETIRED_ANY | FIXC0 | 13075903238 |
| CPU_CLK_UNHALTED_CORE | FIXC1 | 6804707416 |
| CPU_CLK_UNHALTED_REF | FIXC2 | 5092016616 |
| CYCLE_ACTIVITY_STALLS_L2_PENDING | PMC0 | 24212141 |
| CYCLE_ACTIVITY_STALLS_LDM_PENDING | PMC1 | 170785944 |
| CYCLE_ACTIVITY_STALLS_L1D_PENDING | PMC2 | 29946993 |
| CYCLE_ACTIVITY_CYCLES_NO_EXECUTE | PMC3 | 876910168 |
+-----------------------------------+---------+-------------+
+--------------------------------------------+-----------+
| Metric | Core 0 |
+--------------------------------------------+-----------+
| Runtime (RDTSC) [s] | 2.0007 |
| Runtime unhalted [s] | 2.6253 |
| Clock [MHz] | 3463.7965 |
| CPI | 0.5204 |
| Cycles without execution [%] | 12.8868 |
| Cycles without execution due to L1D [%] | 0.4401 |
| Cycles without execution due to L2 [%] | 0.3558 |
| Cycles without execution due to memory [%] | 2.5098 |
+--------------------------------------------+-----------+
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TABLE 6.2: L2 and L3 cache for B2 test case.
Group 2: L2CACHE
+-----------------------+---------+-------------+
| Event | Counter | Core 0 |
+-----------------------+---------+-------------+
| INSTR_RETIRED_ANY | FIXC0 | 15334903216 |
| CPU_CLK_UNHALTED_CORE | FIXC1 | 6726320670 |
| CPU_CLK_UNHALTED_REF | FIXC2 | 5004954900 |
| L2_TRANS_ALL_REQUESTS | PMC0 | 1100691015 |
| L2_RQSTS_MISS | PMC1 | 217028917 |
+-----------------------+---------+-------------+
+----------------------+-----------+
| Metric | Core 0 |
+----------------------+-----------+
| Runtime (RDTSC) [s] | 2.0001 |
| Runtime unhalted [s] | 2.5950 |
| Clock [MHz] | 3483.4544 |
| CPI | 0.4386 |
| L2 request rate | 0.0718 |
| L2 miss rate | 0.0142 |
| L2 miss ratio | 0.1972 |
+----------------------+-----------+
Group 3: L3CACHE
+--------------------------+---------+------------+
| Event | Counter | Core 0 |
+--------------------------+---------+------------+
| INSTR_RETIRED_ANY | FIXC0 | 3703676320 |
| CPU_CLK_UNHALTED_CORE | FIXC1 | 1405487046 |
| CPU_CLK_UNHALTED_REF | FIXC2 | 1046429388 |
| MEM_LOAD_RETIRED_L3_HIT | PMC0 | 534619 |
| MEM_LOAD_RETIRED_L3_MISS | PMC1 | 3678 |
| UOPS_RETIRED_ALL | PMC2 | 4183712511 |
+--------------------------+---------+------------+
+----------------------+--------------+
| Metric | Core 0 |
+----------------------+--------------+
| Runtime (RDTSC) [s] | 0.4295 |
| Runtime unhalted [s] | 0.5422 |
| Clock [MHz] | 3481.3657 |
| CPI | 0.3795 |
| L3 request rate | 0.0001 |
| L3 miss rate | 8.791235e-07 |
| L3 miss ratio | 0.0068 |
+----------------------+--------------+
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The previous command was run three times to consider some statistics
and the average among the measurements were analyzed; the focus was on
CPU cycles without execution in total and only due to memory (Fig. 6.1) and
L2 and L3 cache misses (Fig. 6.2). Comparing GEOtop 2.0 and 3.0:
• CPU cycles without execution: decrease for all the test cases, more
markedly for Montacini;
• CPU cycles without execution due to memory: decrease for B2 and
Montacini but slightly increase for snow: anyway for the latter the in-
crease is of the same order of the measurement variations;
• L2 cache misses: decrease for snow and Montacini but increase for B2,
slightly but not within measurement tolerance;
• L3 cache misses: decrease for B2 but increase for snow and Montacini,
again more than the measurement variations.
FIGURE 6.1: CPU cycles without execution, total and only due
to memory, of the two GEOtop versions for the three test cases.
FIGURE 6.2: L2 and L3 cache miss ratios for the two GEOtop
versions of the three test cases.
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6.2 Callgrind
The command used to produce the output file needed to callgrind was:
valgrind --tool=callgrind --dump-instr=yes ./geotop TEST_DIR
where
• -dump-instr=yes specifies that event counting should be performed at
per-instruction granularity and allows for assembly code annotation
• TEST_DIR is the directory of the selected short test.
The command to read the file using Qcachegrind, included in KCachegrind
package, was:
./qcachegrind callgrind.out.0123
The call graph for the two GEOtop versions for a specific test case displayed
the same structure and more or less the same CPU cycles values, indicated
for every function inside the rectangular boxes, and the same number of calls,
showed over the box.
Analyzing B2 it can be noticed that for both 2.0 and 3.0 (Fig. 6.3 and 6.4):
• most of the CPU cycles is spent doing calculations (time_loop) and only
a few percent in reading the input (get_all_input)
• the water budget calculation dominates (water_balance, and precisely
Richards1D since B2 has a 1D setup) but I/O is important (write_output)
• pow() function is too expensive (50%)
Analyzing snow it can be noticed that, for GEOtop 2.0 (Fig. 6.5):
• most of the CPU cycles is now spent in reading the input (get_all_input),
and especially in computing the sky view factor from the given data;
• energy budget (EnergyBalance) plays anyway an important role (also
because water balance is not considered as explained in Chapter 4);
• the function AdaptiveSimpsonAux2 is called millions of time;
• pow() is present (20%).
Instead, for GEOtop 3.0, in which some functions were inlined (see Section
3.5) it can be noticed (Fig. 6.6):
• most of CPU cycle is spent in reading the input;
• all the functions involved in the energy balance and previously written
inside util_math.cc were not shown by the profiler, indicating that they
involved a low percentage of CPU cycles.
32 Chapter 6. Profiling
Analyzing Montacini it can be noticed that, for GEOtop 2.0 (Fig. 6.7):
• water budget dominates (water_balance, and precisely Richards3D since
Montacini has a 3D setup);
• pow() is even more expensive than B2 (70%);
Instead, for GEOtop 3.0 (inline of some functions) it can be noticed (Fig. 6.8):
• water budget dominates but copy_snowvar3D appears in the callgraph;
• pow() is still significant in terms of CPU cycle percentage.
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FIGURE 6.3: Callgraph for B2 test case using GEOtop 2.0.
34 Chapter 6. Profiling
FIGURE 6.4: Callgraph for B2 test case using GEOtop 3.0.
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FIGURE 6.5: Callgraph for snow test case using GEOtop 2.0.
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FIGURE 6.6: Callgraph for snow test case using GEOtop 3.0.
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FIGURE 6.7: Callgraph for Montacini test case using GEOtop
2.0.
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FIGURE 6.8: Callgraph for Montacini test case using GEOtop
3.0.
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6.3 Class Timer
A new class Timer was written to measure the number of calls and CPU time,
both in absolute values and in percentage compared to the total run, of some
relevant functions pointed out by the profiling (and/or already known by
GEOtop users and developers to be expensive). In this section the three short
test cases were analyzed.
c l a s s Timer {
void print_summary ( ) ;
h i g h _ r e s o l u t i o n _ c l o c k : : t ime_point t _ s t a r t ;
s td : : map<std : : s t r i n g , ClockMeasurements> times ;
publ ic :
Timer ( ) : t _ s t a r t { h i g h _ r e s o l u t i o n _ c l o c k : : now ( ) } { }
~Timer ( ) {
# i f n d e f MUTE_GEOTIMER
print_summary ( ) ;
# endi f
}
c l a s s ScopedTimer ;
} ;
LISTING 6.1: Class Timer measuring function calls and CPU
times.
For B2 can be noticed that:
• the results obtained by callgrind regarind water_balance and I/O are
confirmed;
• atm_transmittance is the most called function, justifying its inline;
• about 18% of the time is used by input file readings and data structure
filling, an action which is done only at the beginning of the simulation;
• about 25% of the time is used by output file readings and data structure
filling, an action done at the output time step, which is usually longer
than the internal calculation time step;
• about 54% of the time is taken by the two main computational tasks
water and energy balance. Those functions are called every computa-
tion time steps. This means that, the longer is the simulation period,
the bigger is the cumulative time required by those functions.
For snow it can be noticed that:
• even if Callgrind indicated that most of the CPU cycles were spent in
reading the input, the most expensive part on a time basis is the energy
balance, summing up to the 57% of the simulation time;
• atm_transmittance is again the most called function, and this time it has
more influence in the total CPU time than for B2;
• sky_view_factor is quite time-expensive, even if not as much as in terms
of CPU cycles. However, this function is called only once at the begin-
ning of the simulation.
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TABLE 6.3: Output of the class Timer for B2 test case.
+---------------------------------------------+------------+------------+
| Total CPU time elapsed since start | 1.98s | |
| | | |
| Section | no. calls | CPU time | % of total |
+---------------------------------+-----------+------------+------------+
| atm_transmittance | 44730 | 0.04s | 1.9% |
| copy_snowvar3D | 5952 | 0.02s | 1.0% |
| SolvePointEnergyBalance | 2994 | 0.19s | 9.6% |
| Richards1D | 2976 | 0.68s | 34.4% |
| water_balance | 2976 | 0.68s | 34.6% |
| write_output | 2976 | 0.49s | 24.7% |
| EnergyBalance | 2976 | 0.39s | 19.6% |
| PointEnergyBalance | 2976 | 0.37s | 18.4% |
| find_matrix_K_1D | 2976 | 0.30s | 15.2% |
| write_snow_file | 2980 | 0.29s | 14.9% |
| get_all_input | 1 | 0.37s | 18.5% |
+---------------------------------+-----------+------------+------------+
Actually CPU cycles can have difference time duration, so there is no guar-
antee that the relative importance of a function in terms of CPU cycles is the
same of its relevance on CPU times basis.
TABLE 6.4: Output of the class Timer for snow test case.
+---------------------------------------------+------------+------------+
| Total CPU time elapsed since start | 9.04s | |
| | | |
| Section | no. calls | CPU time | % of total |
+---------------------------------+-----------+------------+------------+
| atm_transmittance | 3102463 | 2.90s | 32.1% |
| PointEnergyBalance | 6781 | 5.18s | 57.3% |
| SolvePointEnergyBalance | 6781 | 0.54s | 6.0% |
| write_snow_file | 24 | 0.00s | 0.00% |
| copy_snowvar3D | 4 | 0.03s | 0.3% |
| EnergyBalance | 1 | 5.18s | 57.3% |
| get_all_input | 1 | 3.77s | 41.7% |
| sky_view_factor | 1 | 3.35s | 37.1% |
| write_output | 1 | 0.01s | 0.00% |
+---------------------------------+-----------+------------+------------+
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For Montacini it can be noticed that:
• water_balance is the most time-consuming function, having higher rel-
evance in terms of CPU-time than CPU-cycles;
• copy_snowvar3D appears but with less importance in time than cycles;
• atm_transmittance is again the most called function but it does not af-
fect too much the total CPU time.
• Input/Output functions require a relatively small amount of time.
TABLE 6.5: Output of the class Timer for Montacini test case.
+---------------------------------------------+------------+------------+
| Total CPU time elapsed since start | 86.5s | |
| | | |
| Section | no. calls | CPU time | % of total |
+---------------------------------+-----------+------------+------------+
| atm_transmittance | 3135930 | 2.32s | 2.7% |
| PointEnergyBalance | 143064 | 21.00s | 24.3% |
| SolvePointEnergyBalance | 143064 | 10.16s | 11.7% |
| find_f_3D | 52 | 13.96s | 16.2% |
| copy_snowvar3D | 48 | 0.99s | 1.1% |
| Richards3D | 24 | 63.18s | 73.1% |
| water_balance | 24 | 63.24s | 73.1% |
| find_matrix_K_3D | 24 | 40.98s | 47.4% |
| EnergyBalance | 24 | 21.17s | 24.5% |
| write_output | 24 | 0.51s | 0.6% |
| get_all_input | 1 | 0.45s | 0.5% |
+---------------------------------+-----------+------------+------------+
The output measurements for long tests are instead discussed in Chapter 8,
since it will be used to compare GEOtop 3.0 with and without optimizations,
activated by flags.
The measurements are active by default; if someone is not interested in,
he/she has to type in the build directory
meson configure -DMUTE_GEOTIMER=true
and nothing regarding time will be printed.
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Optimizations
In order to make GEOtop 3.0 more efficient than the 2.0, some optimizations
were added:
• a fast maths optimization, enabled by typing in the build directory
meson configure -DMATH_OPTIM=true;
• the possibility to use OpenMP, activated by typing meson configure
-DWITH_OMP=true;
• an automatic vectorization, used after typing in the same folder
-Dcpp_args="-march=native".
7.1 Maths optimization
The profiling showed that the pow() is very much used by the analyzed
test cases. Since it is an expensive function (https://streamhpc.com/blog/
2012-07-16/how-expensive-is-an-operation-on-a-cpu/) it could replaced
by other less CPU-intense operations.
Precisely when the exponent of the power was 2, the
std : : pow( a , 2 )
was replaced by
pow_2 ( a ) ( ( a ) ∗ ( a ) )
defined as a macro inside the new header file named math.optim.h; in this
way the run time should decrease since a less-expensive operation, a simple
multiplication, is involved and the function is computed at compile time.
This substitution involved all the source files computing that operation; they
were inside the folders:
• libraries: util_math.h and geomorphology.0875.cc;
• geotop: water.balance.h, meteo.cc, meteodistr.cc, output.cc, PBSM.cc,
pedo.funct.h, vegetation.cc blowingsnow.cc, input.cc, radiation.cc, tur-
bulence.cc, snow.cc
Then, after applying the following property of logarithms:
ab = eb·log(a) (7.1)
another new power function was defined (see code box 7.1).
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template < c l a s s T>
T power ( const T a , const T b ) {
# i f d e f MATH_OPTIM
return std : : exp ( b∗ std : : log ( a ) ) ;
# e l s e
re turn std : : pow( a , b ) ;
# endi f
}
LISTING 7.1: User defined power function.
The function exp() is less CPU-expensive than pow() (https://streamhpc.
com/blog/2012-07-16/how-expensive-is-an-operation-on-a-cpu/) so its
usage should decrease the run time. Anyway the new expression is valid
only for positive a, since the argument of the logarithm must be > 0, so the
new power could not be used in all the code parts.
The new function replaced the pow() in radiation.cc for the function
atm_transmittance and in pedo.func.h for the evaluation of the parameter
psisat, that is the saturated pressure head written using Genuchten, 1980 for-
mula.
ψsat =
1
α
[(
θ − θr
θs − θr
)1/m
− 1
]1/n
(7.2)
Actually the parameters involved in atm_transmittance as the bases of power
functions are angles, masses and thicknesses and they always positive for
physical reasons (Iqbal, 1983; Gueymard, 1989). Also regarding the evalua-
tion of psisat, the physical parameter involved as basis are soil water content
and they are always in range between 0 and 1 (https://en.wikipedia.org/
wiki/Water_content).
To be sure to avoid negative bases, an empirical check was done collecting
all the values of both bases and exponents of the previously mentioned func-
tions. Changes were implemented only for the power operations in functions
with no negative bases.
7.2 OpenMP parallelization
The GEOtop model, as many codes written more than ten years ago, has
been written with a serial approach, which is now obsolete for modern multi-
threads computer architectures. The model works on a raster basis, with
many nested functions (i.e. Fig. 2.4). A full code parallelization with MPI,
even if it could have allowed to exploit multiple cores on modern architec-
tures, would have needed a complete code rewriting, and by the way, it was
outside the scope of the thesis. Here the work has been limited to improve
the efficiency of computationally expensive parts of the code, but already
thread safe.
A parallelization with OpenMP was chosen because most of the functions
use the same data, so a shared memory paradigm seemed to be suited for the
case; besides, it can be added incrementally, without huge efforts.
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Therefore, some functions, relevant in terms of CPU cycles and times and es-
pecially thread-safe, were parallelized with OpenMP. Precisely the profiling
suggested to work on:
• get_all_input, in input.cc (~67% of CPU time for B2 and 41% for snow)
• sky_view_factor, in geomorphology.0875.cc (~37% of CPU time for snow)
• find_f_3D, in water.balance.h (~16% of CPU time for Montacini)
• copy_snowvar3D, in snow.cc (~1% of CPU time for Montacini)
The functions do the following:
get_all_input: reads multiple input file for meteorological stations.
This function could be time expensive, but is called only once before the
main time loop of the code. The implemented parallelization allows to
read and allocate the data of more input file on the same time. It is
expected significant performance improvement if test cases with many
input files (i.e. many meteo stations), but short computation time. A
typical application is the operational MySnowMaps tool (Dall’Amico,
Endrizzi, and Tasin, 2018), where the model is run every day, but over
a large domain (the whole Alps),
sky_view_factor: calculates the sky view factor, the fraction of visible sky
from an observation point (https://it.wikipedia.org/wiki/Sky-view_
factor), for each pixel.
This function could be time expensive, but is called only once before the
main time loop of the code. The implemented parallelization allows to
elaborate on the same time the loop on the DEM matrix. It is expected
significant performance improvement if test cases large domains, but
short computation time.
find_f_3D: calculates an array containing drainage terms at the bottom and
at the border.
The parallelization speeds up the calculation for large domains and
many soil layers. This function is called inside the function water_balance
every calculation time step. It is expected that the optimization could
be effective for long time simulations.
copy_snowvar3D: creates matrices of variables that will be copied in the
output files (by other functions).
This function is called every output time step, which can be configured
by the user (usually between one hour and one day). It is activated only
it the used want in output detailed information on snow properties. It
is expected an effective optimization only for operational conditions
when snow processes are considered and a frequent output time step is
needed.
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Some for loops were parallelized and the involved variables were de-
clared to be: (i) shared, if they had to be shared among threads; (ii) pri-
vate if they had to be private to each thread and (iii) firsprivate if they had
to be private to each thread but they were initialized outside the for loop.
(https://www.openmp.org/).
7.3 Automatic vectorization
The automatic vectorization is a special case of automatic parallelization,
where a computer program is converted from a scalar implementation, which
processes a single pair of operands at a time, to a vector implementation,
which processes one operation on multiple pairs of operands at once (https:
//en.wikipedia.org/wiki/Automatic_vectorization).
For example the following code lines:
f o r ( i = 0 ; i < 1024 ; i ++)
C[ i ] = A[ i ]∗B [ i ] ;
could be vectorized to look something like:
f o r ( i = 0 ; i < 1024 ; i +=4)
C[ i : i +3] = A[ i : i +3]∗B [ i : i + 3 ] ;
The added compiling flags to let the compiler transforms loops to vector op-
erations were:
• -march=native, applied both to Intel Core and Intel Xeon, enabling all
instruction subsets supported by the local machine;
• -march=ivybridge, applied only when using Intel Xeon,enabling all the
instruction subsets supported by am Intel Ivy Bridge CPU with 64-bit
extensions, MMX, SSE, SSE2, SSE3, SSSE3, SSE4.1, SSE4.2, POPCNT,
AVX, AES, PCLMUL, FSGSBASE, RDRND and F16C instruction set
support (https://gcc.gnu.org/onlinedocs/gcc/x86-Options.html).
7.4 Combination
Theoretically, the best configuration, meaning the one having the lowest run
time and the same output results of GEOtop 2.0 for all the three test cases,
should be be obtained combining several optimization flags.
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Optimization results
In this section, changes in time and eventually in output results of the op-
timized version of GEOtop 3.0 are compared to GEOtop 2.0. Only the long
tests were analyzed, since the short tests lasted for a too short time (few sec-
onds for 1D and few minutes for 3D) to be able to appreciate significant dif-
ferences in the output files.
8.1 Default 3.0
Run times for GEOtop 2.0 and default 3.0 for Intel Core and Intel Xeon are
compared in Fig. 8.1 for the test cases:
• B2: the new version is a bit slower than the 2.0, even if the difference is
comparable to the standard deviation of measurements;
• snow: the 3.0 is a bit faster, even if the difference is again comparable
to the standard deviation of the measurements;
• Montacini: there is a valuable time decrease in using the 3.0.
FIGURE 8.1: Run time for GEOtop 2.0 and default 3.0 for Intel
Core and Intel Xeon.
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8.2 Maths optimization
Activating the flag MATH_OPTIM, the run time decreased significantly for
all the test cases, especially for Montacini, for which the time almost halved,
as shown in Fig. 8.2.
Unfortunately this optimization changed the output results for B2 and snow,
so the test_runner, comparing the output values of 2.0 and 3.0 using absolute
and relative tolerances of 10−5, failed. To understand if this tests failure is
above or below tha expected models accuracy for the different output vari-
ables, a scientific validation of the failing test cases is performed in Chapter
9.
FIGURE 8.2: Run time for GEOtop 2.0 and 3.0 with math opti-
mization for Intel Core and Intel Xeon.
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8.3 OpenMP parallelization
The flag WITH_OMP was activated and the results were analyzed for a num-
ber of threads equal to 1, 2, 4, 8 and 16 on both Intel Core and Intel Xeon. The
results in terms of CPU time for the total run were different among the tests
(Figures 8.3 and 8.3).
For B2 the time increased together with the number of threads, showing
an inverse scalability. In this test case, only two of the four parallelized func-
tions are used and precisely get_all_input and copy_snowvar3D. Since B2 is
a 1D test with only one file containing meteorological data and the variables
involved in the coping part are few, the time increase is due to the overhead
of creating multiple threads whose work will be quite limited.
For Montacini the time decreased using more threads but very slowly,
gaining only a few percentage. In this test case, three of the four paral-
lelized functions are used and precisely get_all_input, copy_snowvar3D and
find_f_3D. The time decreases because, even if for the first two functions
their relative importance on time basis is lower for long test (compared to
the short), find_f_3D is quite relevant. Actually it is inside the time loop, so
it works at each iteration and also for every active cell. Since this 3D test
case has 16’848 pixels (and a part of them will be active), the improvement is
noticeable. Anyway, there are other important functions that are not paral-
lelized, hence the not so high time decrease.
For snow nothing changed. In this test case, three of the four parallelized
functions are used and precisely get_all_input, sky_view_factor and
copy_snowvar3D. Even if there are seven meteorological stations so seven
input files that could be handled separately by threads (get_all_input) and
the matrix for the sky view factor calculation has thousands of cells (10’140
total pixel), these two functions are anyway outside the for loop, which is
usually the main part for a 3D simulation. Actually the relative importance of
these functions on long tests is very limited; hence the absence of noticeable
changes.
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FIGURE 8.3: Speed up using OpenMP on Intel Core and Intel
Xeon: whole picture.
FIGURE 8.4: Speed up using OpenMP on Intel Core and Intel
Xeon: zoom in.
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Analyzing the scalability of the parallelized functions individually it can
be noticed that only find_f_3D shows some scalability, even if sublinear; the
other three do not scale (Fig. 8.5). in fact find_f_3D is the only parallelized
function that is used for every computation time step. Actually, their CPU
times is quite small ( < 5 s) so the threads do just a few work.
FIGURE 8.5: Speed up of the parallelized functions on my pc.
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Decreasing the speed-up range to zoom in (Fig. 8.6), it is visible that:
• copy_snowvar3D: for snow and Montacini there is a slight increase up
to 4 threads but then nothing changes basically, while B2 shows again
an inverse scalability; this happens because the functions works with
matrices but B2 is a 1D test case;
• sky_view_factor: nothing changes, also because the parallel section
does not cover all the function but it is just a part;
• get_all_input: B2 shows again an inverse scalability since it has only 1
meteorological stations as input; for Montacini, having 4 input stations,
nothing changes while for snow, having 7 input stations, there is a slight
increase for two threads but then nothing changes.
FIGURE 8.6: Speed up of the parallelized functions: zoom.
So, the best test case for each parallelized function could have been, for:
• get_all_input: lots of meteorological stations (i.e., climatic model) and/or
short test cases with a few computations;
• sky_view_factor: big matrices and short test cases;
• copy_snowvar3D: big matrices and short output time frequency or long
simulation time; actually this function works at every output time step
(for example one month means that this function is executed 30 times);
• find_f_3D: a lot of time spent inside the time loop, so a very CPU-
intensive case.
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8.4 Vectorization
Using -march=native on Intel Core the time increased for B2 but decreased
for both the 3D tests, especially Montacini. Unfortunately, the output results
differed compared to GEOtop 2.0 for B2 and snow.
Using on -march=native or -march=ivybridge on VSC-3 led to the same re-
sults: for B2 there was more or less no difference compared to 3.0 without
the vectorization flag but for snow and Montacini there was a time decrease,
even if smaller than the one on Intel Core. Probably the activated vector-
ization was not so "aggressive"; in this case the output values were equal to
GEOtop 2.0, avoiding the need of a scientific validation (Fig. 8.7).
FIGURE 8.7: Run time for GEOtop 2.0 and 3.0 with vectoriza-
tion for Intel Core and Intel Xeon.
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8.5 Combination
The best configuration was obtained for:
• Intel Core: using OpenMP (1 thread for the 1D and 8 threads for 3D);
• Intel Xeon: using OpenMP with 16 threads and -march=ivybridge.
As shown in Fig. 8.8, this leads to a marginal performance changes for the B2
and snow test cases, but to an improvement of almost 50% for the Montacini
3D test, which is the most computationally expensive one.
FIGURE 8.8: Run time for GEOtop 2.0 and 3.0 in the best case
(shortest time for 3.0) for Intel Core and Intel Xeon.
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Scientific validation
This section provides a scientific validation of the failing test cases to under-
stand if the tests failure was above or below the expected models accuracy for
the different output variables. In Tab. 9.1 it is reported for each test case when
there are differences in output values between GEOtop 2.0 and 3.0 above the
chosen threshold of 10.5, after applying a specific optimization. For example,
using maths optimization, B2 (1D setup) and snow (3D setup), the tests fail.
TABLE 9.1: Results of outputs comparison between GEOtop
v2.0 and v3.0. A test fails when there is a difference of more
than 10−5 in the output files.
Test case Maths optimization OpenMP parallelization Automatic vectorization
B2 FAIL OK FAIL
snow FAIL OK FAIL
Montacini OK OK OK
To understand if the results could be still considered scientifically valid,
specific tolerances for each output variable have been defined (see Tab.9.2).
Those values have been based on the accuracy in observing or measuring the
specific variable. For an explanation of the physical meaning of the output
variables please refer to the GEOtop manual (Endrizzi et al., 2011).
Output time series and output maps have been further analyzed when dif-
ferences exceeded this tolerance.
TABLE 9.2: Tolerance units for each output variable.
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9.1 B2 (1D test case)
The failing output files, found in output-tabs folder, were basin.txt, point0001.txt,
psiz0001.txt, snowDepth0001.txt, snowIce0001.txt, snowLiq0001.txt, snowT0001.txt
(*001.txt since the test case involves only one point, the meteorological station
B2).
9.1.1 basin.txt
The significant differences are resumed in Tab.9.3: for every variable, are
reported the variable name (Variable), the maximum (Max) and mean abso-
lute difference value, both considering only the different cases (Mean) and
all the output (Mean_tot), the number N of time steps exceeding the specific
threshold, the total number of time steps (Tot) and the number of time steps
exceeding the specific threshold expressed as percentage (N%).
The difference are locally meaningful, but they regard a very limited num-
ber of time steps (< 0.02%) of the output time series. For this reason, the
results could be considered scientifically valid. A more detailed analysis is
performed for some variables.
TABLE 9.3: Output variables (file basin.txt) whose values are
different between v2.0 and v3.0 for B2 test case.
A more detailed analysis has been performed for some variables, for ex-
ample for Tsur f ace, which is the modelled soil surface temperature. As it can
be seen in Fig. 9.1, the difference among the models is limited, and below the
typical variability of this variable.
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FIGURE 9.1: Examples of different simulated Tsurface between
v2.0 and v3.0 for B2 test case.
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9.1.2 point0001.txt
The significant differences are resumed in Tab. 9.4. The difference are locally
meaningful, but they regard a very limited number of time steps (< 0.02 %)
or the output time series. For this reason, the results could be considered
scientifically valid. An exception is the output variable LObukhovcanopy,
which have very large differences for more than the 0.3% of the time series.
However, this variable has values that tend to diverge, and it is inherently
unstable. This explains how small differences related to numerical approxi-
mations can generate large differences in output (Fig. 9.2).
TABLE 9.4: Output variables (file point.txt) whose values are
different between v2.0 and v3.0 for B2 test case.
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FIGURE 9.2: Example of different simulated LObukhovcanopy
between v3.0 and v2.0 for B2 test case. The differences are large,
but several order of magnitude lower than maximum absolute
values of the variable.
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9.1.3 psiz0001.txt
The significant differences are resumed in Tab. 9.5. In this case, difference are
significant.
TABLE 9.5: Statistics of differences, between v2.0 and v3.0, of
the pressure head at variable depth (file psiz.txt) for B2 test case.
A graphical representation of such differences is given in Fig. 9.3. It can be
noticed that the differences are large, but several order of magnitude lower
than maximum absolute values of the variable. Moreover, differences in-
crease in time steps when the models has difficulties in finding convergence.
In fact, for some periods the variable is not defined also in the 2.0 version.
In particular, it is interesting to observe how the differences are becoming
large when SoilLiqWaterPressProfile tends to very large negative values. This
is a condition when the basis of the power function of Eq. 7.2 tends to 0. In
such conditions the approximation of Eq. 7.1 generate significant numerical
differences.
9.1. B2 (1D test case) 61
FIGURE 9.3: Differences in the simu-
latedSoilLiqWaterPressProfile between v2.0 and v3.0 for B2
test case. The differences are large, but several order of
magnitude lower than maximum absolute values of the
variable.
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9.2 snow (3D test case)
Since this test has a 3D setup, the output are expressed both in terms of time
series, whose files can be found in the folder output-tabs, and in terms of
maps, whose files are inside output-maps. Differences arose in basin.txt and
snowcover.txt (output-tabs) and in snow maps (output-maps). The differ-
ences in the time series are limited and similar to the previous 1D test case.
Therefore, here, the analysis focused only on maps.
9.2.1 snodepthN*.asc
Differences up to a maximum of +50 - 50 mm. The error value is significant
above the experimental error, which can be estimated in about 10 mm. How-
ever, the error is for a limited number of pixels (maximum 15 on 6188 com-
putation grid cells, the 0.25%). An example of a snowdepth map is reported
in Fig. 9.4.
FIGURE 9.4: Example of snowdepth map for snow test case.
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9.2.2 snowdurationN00*.asc
Differences up to a maximum 1 day. The error value is not significant and for
a limited number of pixels (maximum 3 on 6188 computation grid cells, the
0.05%). An example of a snowduration map is reported in Fig. 9.5.
FIGURE 9.5: Example of snowduration map for snow test case.
9.2.3 snowmeltedN000*.asc
Similar results to snowdepth. Differences up to a maximum of +15 - 15 mm.
The error value is significant above an experimental error, which can be es-
timated in about 1 mm. However, the error is for a limited number of pixels
(maximum 15 on 6188 computation grid cells, the 0.25%). An example of a
snowmelted map is reported in Fig. 9.6.
FIGURE 9.6: Example of snowmelted map for snow test case.
64 Chapter 9. Scientific validation
9.2.4 snowsublN00*.asc
Similar results to snowdepth. Differences up to a maximum of +0.5 - 0,5 mm.
The error value is not significant below an experimental error, which can be
estimated in about 1 mm. However, the error is for a limited number of pixels
(maximum 15 on 6188 computation grid cells, the 0.25%). An example of a
snowduration map is reported in Fig. 9.7.
FIGURE 9.7: Example of snowduration map for snow test case.
9.2.5 Concluding remarks on the scientific validation
Locally, the values of some output time steps or of some grid cells have sig-
nificant differences, higher than the acceptable error for the specific variable.
However, the number of cells is very limited (< 0.5%). Therefore, the re-
sults of V3.0 could be considered scientifically valid, also for the the tests
who fail. In general test failure reveal either a highly not linear or unsta-
ble behaviour of the considered output variable, or numerical instability in
the original code. Therefore small numerical differences could trigger large
output differences in some variables. A scientific validation of other 3D test
cases and long simulations is recommended.
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Chapter 10
Conclusions and outlook
In this thesis, a reengineering and optimization of the GEOtop software pack-
age has been performed. Starting from the 2.0 version, which has considered
as benchmark, a new version, called 3.0, has been produced.
The development followed the "best programming practices":
• usage of build tools (Meson and CMake) to automate workflows;
• usage of version control system (Git), to safely save every incremental
changes and to allo code reviews;
• code profiling to identify bottlenecks (Likwid-perfctr, Callgrind and the
class Timer);
• code re-usage (i.e., in data structures thanks to operator overloading)
for modularity and to reduce potential typos;
• code testing thanks to a unit tests framework and exception handling;
• documentation of design and purposes using Doxygen interface (http:
//www.doxygen.nl/).
The main reengineering efforts on GEOtop 3.0 were the following:
• the code was translated from C to C++;
• the old data structures were replaced by new ones using more modern,
object oriented, approach to optimize memory access;
• a code profiling was performed over three test cases representative of
the different operational model usage conditions;
• on the basis of profiling results, several optimizations have been per-
formed: some computationally expensive mathematical operations were
replaced by less CPU-expensive expressions, some parts of the code
were parallelized using OpenMP, compiling vectorization flags were
introduced;
• optimization results have been analyzed and discussed. Math opti-
mization resulted in a significant improvement for all test cases up to
30% of CPU time. Benefit of vectorization were limited, while OpenMP
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optimization produced an overhead in the 1D test case, while prof-
duced a limited improvement fot the 3D test cases, up to a 20%. Also
scalability was limited; this is due to the fact that the parallelized func-
tions cover a limited part of the code.
• it was found that locally, the values of some output time steps or of
some grid cells have significant differences, higher than the acceptable
error for the specific variable. However, the number of cells is very
limited (< 0.5%). Therefore, the results of v3.0 could be considered
scientifically valid, also for the failing tests.
To conclude, now the GEOtop v3.0 has an optimized code with more modern
structures and a rigorous validation. This can become a basis for the follow-
ing further improvements that could make GEOtop more HPC efficient:
• parallelization: with OpenMP, extending the parallelized part to thread
safe functions inside the time loop, and eventually re-writing them to
avoid conflicts among threads and/or with MPI, using domain decom-
position so that the all work could be divided among process, resulting
in a noticeable run time decrease;
• I/O: improving the input-output data flow to make the usage of exter-
nal libraries for the input data (i.e., NetCDF (https://www.unidata.
ucar.edu/software/netcdf/) and Meteoio) more feasible;
• maths optimization: using libraries like BLAS (http://www.netlib.
org/blas/) or Eigen (http://eigen.tuxfamily.org/index.php?title=
MainPage); if whole the code will be parallelized, Plasma and Magma
could be chosen (http://prace.it4i.cz/PlasMagma-09-2018);
• scientific validation: some specific est failure reveal numerical insta-
bility in the original GEOtop v2.0 code. A revision of the code numeric
and a scientific validation of other 3D test cases and long simulations is
recommended.
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