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A CASE AGAINST LEAST SQUARES 
R. W. HAMMING 
With some exageration we can say that Pythagoras was the first great 
physicist and that his greatest discovery was the fact that we live in the 
world of L2. In this space the distance d between two points 
X = (x 1, x2, .. . , xn) and Y ; (y l' y2, ... , y n> is measured by 
This equation applies clearly to geometry in both two and three dimen-
sions, and is generally used for n-dimensions. It applies not only directly 
to physical measurements but also throughout much of physics including 
the combining of various measurements, the moment of inertia, points in 
phase space, etc.. The corresponding mathematics is also very easy to 
carry out. 
Mathematicians have generalized the Pythagorean distance to LP where 
the distance is now measured by 
n 
L: = L lxk - Yklp 
k .. l 
(l<p<oo) 
Two spaces LP and Lq are said to be conjugate to each other if 
l/p + l/q = 1 
From this we see that L2 is self conjugate, and that the two distances at 
the extremes of the LP, namely L1 and L00 are conjugate to each other. 
The space L
00 




The distance in L
00 
is really just the maximum of all the differences, 
since as we examine the formula we see that as p grows larger the effect 
is that the largest of the differences between the x. and y. plays an 
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increasingly prominant role until at the limit it is the only tcnn(s) to mat-
ter. 
L. is widely used. Game theory is dominated by the minimax strategy. 
When making an approximation to a function on a computer we almost 
always choose the Chebyshev approximation since we prefer to limit the 
maximum error rather than get the least squares error. Thoughout numer-
ical analysis the worst error is widely used rather than the mathematically 
more convenient least squares error. In filter theory we similarly use 
Chebyshev fitting of the transfer function. For nonrecursive filters we 
first find the least squares approximation via the orthogonal Fourier func-
tions, which of course has the Gibbs' phenomena overshoot at any dis-
continuity, and then we modify the least squares fit (window the 
coefficients) to get a preferable minimax fit so that the worst error at any 
frequency is least For recursive filters we generally try to get the Che-
byshev fit directly by clever design rules. Unfortunately these metrics 
have more difficult mathematics associated with them than has L2, but, 
with computers readily available to program, this is not the serious objec-
tion it once was. 
When it comes to intellectual distances, as contrasted with physical dis-
tances, both L1 and L00 are generally used in place of L2. Two strings 
of binary digits differ from one another by the number of places where 
the corresponding position bits differ, the sum of the differences. L 1 is 
often known as 
Manhattan geometry (for the distance on a rectangular grid of streets) 
Hamming distance (since he introduced its use in coding theory) 
L1 is widely used in computer science, from coding theory to neural 
nets, as it seems to provide a more satisfactory measure of differences. 
When comparing two objects usually we mentally combine the individ-
ual differences as a sum, rather than as a sum of squares. Occasionally 
we will use the worst difference as a basis for judgement, but it is very 
seldom that we use the Pythagorean distance which is apt to be different 
In many situations we merely count the number of occurances of each 
type of event As an example, consider tossing a coin 2n times. We 
expect to see n heads and n tails, but the fact is that being one off from 
equal numbers is more probable than the exact equality. The ratio of the 
probabilities is 
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2C(2n,n-I }/C(2n,n) = 2n/(n + 1) 
The L 1 distance is merely the sum of all of the differences of what we 
observe, then., from the number n, and we can say that if one half of 
these had com~ up the opposite face then we would have had the 
expected number - we are off from the expected value by the number of 
coins that would have had to come up the opposite face. If we roll a die 
6n times we again expect that we would get each face n times, and would 
count the miss by the L 1 distance, or one half of it when we thought of 
the number that had to oe changed to get the uniform distribution. The 
standard Chi square test uses a weighted sum of squares, and it is a rea-
sonable question to ask whether or not the corresponding easily con-
structed and understood L 1 test would not be more readily 
comprehended by humans. 
The space L2 is intimately related to the average. 
The L 1 space is intimately related to the median. 
The L 
00 
is related to the midrange. 
The recent shift from using the average income of people and the price of 
houses to the median shows again that the L 1 space is humanly prefera-
ble to the L2. The median is far more robust to outliers than is the aver-
age, and stabstics has recently seen a strong trend towards the use of the 
median. 
What is being proposed is not exactly novel as there have been many 
strong movements aways from using L2 exclusively; what is perhaps 
novel is the argument that in intellectual situaations the other two met-
rics are often preferable to the classical Pythagorean distance. In the long 
run the significance tests we apply should be easily understood by the 
layman and not require an extensive mathematical education. It is not the 
theoretical features of a test, it is its relevance to human decision making 
that is important 
To briefly summarize. L2 is well suited to essentially geometrical and 





preferable. I believe, therefore, that much more stress on them should be 
included in elementary statistics courses. With computers widely avail-
able the meanings, limitations, and advantages of the various distance 
functions can be made clear to the student. 
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With some exageration we can say that Pythagoras was the first great 
physicist and that his greatest discovery was the fact that we live in the 
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ter. ·Game theory is dominated by the minimax strategy. When making 
an approximation to a function on a computer we almost always choose 
the Chebyshev approximation since we prefer to limit the maximum error 
rather than get the least squares error. ~oughout numerical analysis 
the worst error is widely used rather than the mathematically more con-
venient least squares error. In filter theory we similarly use Chebyshev 
fitting of the transfer function. For nonrecursive filters we first find the 
least squares approximation via the orthogonal Fourier functions, which 
of course has the Gibbs' phenomena overshoot at any discontinuity, and 
then we modify the least squares fit (window the coefficients) to get a 
preferable minimax fit so that the worst error at any frequency is least. 
For recursive filters we generally try to get the Chebyshev fit directly by 
clever design rules. Unfortunately these metrics have more difficult 
mathematics associated with them than has L2., but, with computers 
readily available to program, this is not the senous objection it once was. 
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L 1 is widely used in computer science, from coding theory to neural 
nets, as it seems to provide a more satisfactory measure of differences. 
When comparing two objects usually we mentally combine the individ-
ual differences as a sum, rather than as a sum of squares. Occasionally 
we will use the worst difference as a basis for judgement, but it is very 
seldom that we use the Pythagorean distance which is apt to be different 
In many situations we merely count the number of occurances of each 
type of event. As an example, consider tossing a coin 2n times. We 
expect to see n heads and n tails, but the fact is that being one off from 
equal numbers is more probable than the exact equality. The ratio of the 
probabilities is 
2C(2n,n-1 )/C(2n,n) = 2n/(n + 1) 
The L 1 distance is merely the sum of all of the differences of what we 
observe, the ni, from the number n, and we can say that if one half of 
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these had come up the opposite face then we would have had the 
expected number - we are off from the expected value by the number of 
coins that would have had to come up the opposite face. If we roll a die 
6n times we again expect that we would get each face n times, and would 
count the miss by the L1 distance, or one half of it when we thought of 
the number that had to be changed to get the uniform distribution. The 
standard Chi square test uses a weighted sum of squares, and it is a rea-
sonable question to ask whether or not the corresponding easily con-
structed and understood L1 test would not be more readily 
comprehended by humans. 
The space L2 is intimately related to the average. 
The L 1 space is intimately related to the median. 
The L
00 
is related to the midrange. 
The recent shift from using the average income of people and the price of 
houses to the median shows again that the L1 space is humanly prefera-
ble to the Lz. The median is far more robust to outliers than is the aver-
age, and statistics has recently s n i strong trend towards the use of the 
median. ) <. 
/ ~  ~ ;-h-- ~ -/-, ::,'-c 
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What is being proposed is not e .ctly nove as '!1ere have b~n many 
strong movements aways · · u g L elusively; what is perhaps 
novel is the argument that psycho gic the other two metrics are often 
preferable to the classical Pythagorean distance. In the long run the sig-
nificance tests we apply should be easily understood by the layman and 
not require an extensive mathematical education. It is not the theoretical 
features of a test, it is its relevance to human decision making that is 
important. / 
JH u C--"'\.... 
To briefly summarize. L2 is well su~'te o essentially geometrical and 
physical situations, but for human co arisons L 1 and L00 are generally 
preferable. I believe, therefore, that ore stress on them should be 
included in elementary statistics courses. With computers widely avail-
able the meanings, limitations, and advantages of the various distance 
functions shoa4d be made clear to the student 
eit'l 
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