Abstract. The Voiculescu S-transform is an analytic tool for computing free multiplicative convolutions of probability measures. It has been studied for probability measures with non-negative support and for probability measures having all moments and zero mean. We extend the S-transform to symmetric probability measures with unbounded support and without moments. As an application, a representation of symmetric free stable measures is derived as a multiplicative convolution of the semicircle measure with a positive free stable measure.
Introduction
Let M be the class of all Borel probability measures on the real line R and let M b and M + be the subclasses of M consisting of probability measures with bounded support and of probability measures having support on R + = [0, ∞), respectively. A measure µ in M is symmetric if µ(−B) = µ(B) for all Borel sets B, it has all moments if m k (µ) = R |t| k µ(dt) < ∞, for each integer k ≥ 1, and has zero mean when m 1 (µ) = 0. The free multiplicative convolution is a binary operation on M that was introduced by Voiculescu [15] to describe the multiplication of free (non-commuting) random variables. This operation is important in the study of free products of certain operator algebras [14] and has found one of its main applications in the theory of large dimensional random matrices, since it allows one to compute the asymptotic spectrum of the product of two independent random matrices from the individual asymptotic spectra ( [8] , [16] ).
An important analytic tool for computing the free multiplicative convolution of two probability measures is the Voiculescu S-transform. It was introduced in [15] for non-zero mean distributions in M b and further studied by Bercovici and Voiculescu [6] in the case of probability measures in M + with unbounded support; see also [5] . In particular, this S-transform is important for computing free multiplicative convolutions of positive free stable distributions with themselves, as shown in [3] .
Recently, Raj Rao and Speicher [13] extended the S-transform to the case of measures in M having zero mean and all moments. Their main tools are combinatorial arguments based on moment calculations. This allows them to compute interesting free multiplicative convolutions of measures with bounded support, such as the one of the Marchenko-Pastur distribution with the semicircle distribution.
The purpose of this paper is to extend the S-transform to general symmetric probability measures on R with unbounded support and without moments. We follow an analytic approach and use the known results for the non-negative unbounded support case. This allows us to compute interesting examples of free multiplicative convolutions of probability measures in M + with general symmetric probability measures in M. As an important example of distributions without finite moments and unbounded supports we consider the free stable distributions studied in [3] , [6] , [12] . As an application, we show that any symmetric free stable distribution is the multiplicative convolution of the semicircle distribution with a positive free stable distribution. A reproducing property for these distributions is also found.
The paper is organized as follows. In Section 2 we review non-commutative random variables and their free products and collect known results on the S-transform that are used later on. Section 3 is dedicated to the study of the S-transform of symmetric probability measures on R as well as to the free multiplicative convolution of symmetric distributions in M with distributions in M + . Finally, Section 4 gives a description of the symmetric free stable distributions as the multiplicative convolution of the semicircle distribution with a positive free stable distribution.
Preliminaries on free convolutions
Following [16] , we recall that a non-commutative probability space (A, ϕ) is called a W * -probability space if A is a non-commutative von Neumann algebra and ϕ is a normal faithful trace. A family of unital von Neumann subalgebras {A i } i∈I ⊂ A in a W * -probability space is said to be free if ϕ(a 1 a 2 · · · a n ) = 0 whenever ϕ(a j ) = 0, a j ∈ A i j , and i 1 = i 2 = ... = i n . A self-adjoint operator X is said to be affiliated with A if f (X) ∈ A for any bounded Borel function f on R. In this case it is also said that X is a (non-commutative) random variable. Given a self-adjoint operator X affiliated with A, the distribution of X is the unique measure µ X in M satisfying
for every Borel bounded function f on R. If {A i } i∈I is a family of free unital von Neumann subalgebras and X i is a random variable affiliated with A i for each i ∈ I, then the random variables {X i } i∈I are said to be free.
The Cauchy transform of a probability measure µ on R is defined, for z ∈ C\R, by
It is well known that G µ is an analytic function in C\R, G µ : C + → C − and that G µ determines uniquely the measure µ. The reciprocal of the Cauchy transform is the function F µ (z) :
. It was proved in [6] that there are positive numbers η and M such that F µ has a right inverse F
−1 µ
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The Voiculescu transform of µ is defined by
µ is defined; see [3] , [6] . The free cumulant transform is a variant of φ µ defined as
is defined; see [1] . The free additive convolution of two probability measures µ 1 , µ 2 on R is defined as the probability measure
It turns out that µ 1 µ 2 is the distribution of the sum X 1 +X 2 of two free random variables X 1 and X 2 having distributions µ 1 and µ 2 respectively. On the other hand, the free multiplicative operation on M is defined as follows; see [6] . Let µ 1 , µ 2 be probability measures on R, with µ 1 ∈ M + and let X 1 , X 2 be free random variables such that µ X i = µ i . Since µ 1 is supported on R + , X 1 is a positive self-adjoint operator and µ X 1/2 1 is uniquely determined by µ 1 . Hence the
is determined by µ 1 and µ 2 . This measure is called the free multiplicative convolution of µ 1 and µ 2 and it is denoted by µ 1 µ 2 . This operation on M is associative and commutative.
The next result was proved in [6] for probability measures in M + with unbounded support.
The following result shows the role of the S-transform as an analytic tool for computing free multiplicative convolutions. It was shown in [14] for measures in M + with bounded support and in [6] for measures in M + with unbounded support. We collect Corollaries 6.6 and 6.7 and Lemma 6.9 in [6] as follows. The next proposition is a particular case of a recent result proved in [13] for probability measures µ 1 , µ 2 on R with all moments, when µ 1 has zero mean and
Proposition 4. Let µ 1 be a compactly supported symmetric probability measure on R and let µ 2 ∈ M + have compact support, with µ i = δ 0 , i = 1, 2. Then, µ 1 µ 2 = δ 0 and
From (4) and the fact that Ψ µ (z) = [9] between the free cumulant transform and the S-transform:
This equation holds for measures in M + or in M b with zero mean. It was suggested in [13] that (7) may be used to define S-transforms of general probability measures on R.
We finally mention that for free random variables having distributions with compact supports, a combinatorial approach to multiplicative convolutions is given in [11] and a Banach algebra approach to the S-transform is presented in [7] .
Main results
For a general probability measure µ on R, let
The function Ψ µ determines the measure µ uniquely since the Cauchy transform G µ does. Given a symmetric probability measure µ on R, let Q(µ) = µ 2 be the probability measure in M + induced by the map t → t 2 . The transformation Q has been used, for example, in [10] to study a relation between multiplicative convolutions of positively supported probability measures with the commutator and the anticommutator of two symmetric probability measures. Likewise, the transformation µ 2 is called in [2] the push-forward of the measure µ, and it is used to study the so-called rectangular free convolution.
We first prove two important relations between the Cauchy transforms and the Ψ functions of µ and µ 2 .
Proposition 5. Let µ be a symmetric probability measure
Proof. a) Use the symmetry of µ twice to obtain
b) Use (8) twice and (a) to obtain
which shows (b).
Theorem 6.
Let µ be a symmetric probability measure µ on R. a) If µ = δ 0 , the function Ψ µ is univalent in each of the following two disjoint sets:
Therefore Ψ µ has a unique inverse χ µ : Ψ µ (H) → H and a unique inverse χ µ : 
and similarly for S µ (z).
Proof. Let χ µ be the inverse of Ψ in H. Using (8) we have that for z ∈ Ψ µ (H),
.
Finally, use (4) to obtain
and similarly for S µ .
Representation of symmetric free stable laws
Following [1] , it is said that a probability measure µ on R is stable with respect to the free additive convolution defined by (5), or simply free stable or -stable, if the class {ψ(µ) : ψ is an increasing affine transformation} is closed under the free additive convolution . We denote by S (R) the class of all free stable distributions on R. They are examples of probability measures on R with unbounded supports, without all moments and without atoms. These distributions and their domains of attraction have been studied in [3] , [5] and [12] .
Here we are interested in symmetric free stable distributions S s (R) and in free stable distributions S (R + ) with non-negative support. We first use the results in the Appendix in [3] , to find the free cumulant transforms of distributions in S s (R) and S (R + ). 
b) A probability measure ν on R + belongs to S s (R) if and only if there exist α, 0 < α < 2 and θ > 0 such that when 1 ≤ α ≤ 2,
and when 0 < α < 1,
Proof. We use the relation C ν (z) = zφ ν ( 1 z ) given by (4) between the free cumulant transform C µ and the Voiculescu transform φ µ defined by (3). a) From Section A4 and (4) in the Appendix in [3] and Theorem 7.5 in [6] , σ is a free stable distribution with support in (0, ∞) if and only if there exist α, 0 < α < 1, and θ > 0 such that φ σ (z) = −θe iαπ z −α+1 . Then, use (4) to obtain (14) . b) Similarly, from (2) in the Appendix of [3] and Theorem 7.5 in [6] , the measure µ is a symmetric free stable distribution (with asymmetry coefficient ρ = 1 in the notation of [3] ) if and only if there exist α, 0 < α ≤ 2, and θ > 0, such
z −α+1 when 0 < α < 1. In both cases, (b) follows by using (4).
For 0 < α < 1, we denote by σ α an element in S (R + ) with free cumulant transform (14) and drift γ 0 = 0. In this case σ α has support (0, ∞), and we say that σ α is a positive free α-stable distribution. In general, a distribution in S (R + ) has support (γ 0 , ∞), in which case we use the notation σ α,γ 0 . Similarly, ν α is a symmetric free α-stable distribution, 0 < α < 2, if ν α ∈ S (R) and its free cumulant transform is given by (15) or (16) . In what follows the power functions z c are defined through their principal branches in C + . The S-transforms of positive and symmetric free α-stable distributions are as follows.
Proof. a) Use (7) and (14) to obtain the equation
, from which (17) follows for z ∈ C + , since φ σ α is analytic on C + . b) Let 0 < α < 1. Use (13) and (16) to obtain the equation
, from which (18) follows for z ∈ C + , since φ ν α is analytic on C + . A similar result holds for 1 ≤ α ≤ 2.
The following result gives a representation of symmetric free stable distributions as the multiplicative convolution of the Wigner distribution with a positive free stable distribution. Recall that the standard semicircle or Wigner distribution is the probability measure As a final result, we obtain a similar reproducing property for symmetric free stable distributions. Proof. This follows by using (17), (18) and Theorem 12.
