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Abstract. Capacity is an important quantity in potential theory and in the study of
Markov processes. We give equivalent conditions between the capacity, the mean exit
time, and the Green function for non-reversible diffusions.
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1. Introduction
Potential theory and Markov processes are well connected and give the insight into each
theory. For example, potential theory provides some efficient recurrence and transience
criteria for Markov processes, see e.g. [7, 8, 9]. Specifically, the Dirichlet and Thompson
principles, which express the capacity in terms of infimum and supremum respectively,
can be used to prove the recurrence of Markov processes see [3, 16, 17] for more details.
Also capacities, Green functions, equilibrium potentials and equilibrium measures are
basic tools to investigate the metastability of Markov processes, see e.g. [1, 4, 5, 6] for
reversible cases, and [2, 12, 13] for non-reversible cases.
Recently, the authors in [11] established relation between the capacity, the mean exit time
and the Green function for symmetric Markov processes, and find out the corresponding
conditions are equivalent to the existence and estimates of the associated heat kernel. In
this paper, we want to generalize these results to the non-reversible case.
The structure of this article is the following. In Section 2, we introduce some necessary
background material, such as assumptions of operators and processes, conditions on the
Green function, the exit time and the capacity. We also present our main result in
Theorem 2.1. In Section 3, we give some properties of the Green function and the capacity
which are useful to prove our main result in Section 4. The proof of our main results are
presented in Section 4.
Notation: For any two nonnegative values Φ and Ψ, the notation Φ ≍ Ψ means that
there is a positive constant c > 1 such that c−1 Φ ≤ Ψ ≤ c Φ. The letter c will denote a
positive constant which depends only on non-essential parameters, and it may change at
each appearance.
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2. Conditions and main result
We start by introducing some notations. For fixed d ≥ 3, let Ω ⊆ Rd be a bounded
domain. Consider an operator L in divergence form
L = ∇ · a∇+ b · ∇, (2.1)
where a(x) = (aij(x))1≤i,j≤d is a positive-definite matrix and b(x) = (b1(x), · · · , bd(x)) is
a vector in Ω.
Denote by Ck(Ω), 0 ≤ k ≤ ∞, the space of real functions on Ω whose partial derivatives
up to order k are continuous, and Ck,α(Ω), 0 < α < 1, the subspace of Ck(Ω) containing
functions whose k-th order partial derivatives are α-Ho¨lder continuous. We assume the
following regularity conditions:
(A1) aij, bi,
∑d
i=1 ∂xiaij ∈ C
1,α(Ω) for some α ∈ (0, 1);
(A2) There exists a constant λ > 0 such that v · a(x)v ≥ λ|v|2 for all x ∈ Ω and v ∈
Ω\{0}.
By [14, Theorem 1.13.1], there exists a unique solution {Px : x ∈ Ω} to the martingale
problem associated with L satisfying the strong Markov property and the Feller property.
Corresponding to operator L, there is a diffusion X = (Xt)t≥0 and a density p(t, x, y) on
Ω, which is called heat kernel for L. Throughout the paper, we assume that X is positive
recurrent with a unique invariant distribution µ(dx) satisfying that for any t > 0 and any
Borel set B ⊆ Ω, ∫
Ω
p(t, x, B)µ(dx) = µ(B).
For the notational convenience, we use the same notation µ(x) to denote the density of
µ with respect to Lebesgue measure. Let L2(µ) be the space of functions on Ω which are
square-integrable with respect to µ with the inner product 〈·, ·〉µ defined by
〈f, g〉µ =
∫
Ω
f(x)g(x)µ(dx) =
∫
Ω
f(x)g(x)µ(x)dx.
Let D be a domain in Ω such that D ⊂ Ω, denoted by D ⋐ Ω. We assume that D has
a C2,α−boundary for some α ∈ (0, 1), i.e., for each point x ∈ ∂D, there exist a ball B
centered at x and a one-to-one map ψ from B to a set C ⊂ Rd such that
ψ(B ∩D) ⊂ {z ∈ Rd : zd > 0}, ψ(B ∩ ∂D) ⊂ {z ∈ R
d : zd = 0},
ψ ∈ Ck,α(B) and ψ−1 ∈ Ck,α(C).
For the first exit time TD = inf{t ≥ 0 : Xt /∈ D} of D, consider the sub-diffusion X
D
which is killed upon exiting D, that is,
XDt := Xt if t < TD, and Xt := XTD if t ≥ TD.
Let pD(t, x, y) be the transition density of the killed process X
D. Since X is positive
recurrent in Ω and D ⋐ Ω, the killed diffusion XD is transient. Thus [14, Theorem 4.2.1
and 4.2.4] guarantee the existence of the Green operator GD satisfying
GDf(x) =
∫ ∞
0
∫
D
pD(t, x, y)f(y)dydt for f ∈ L
2(µ), x ∈ Ω.
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The kernel gD(x, y) :=
∫∞
0
pD(t, x, y)dt of GD is called the Green function satisfying that
Ex[TD] = GD1(x) =
∫
D
gD(x, y)dy. (2.2)
For any domains A, B ⊂ Ω, let us introduce the definition of the capacity for X between
A,B. We first present the Assumption S for A and B as follows:
(1) A,B ⊂ Ω are two domains with C2,α-boundaries for some α ∈ (0, 1);
(2) σ(A), σ(B) <∞, where σ is the measure on the boundary of set;
(3) d(A,B) := inf{|x− y| : x ∈ A, y ∈ B} > 0.
Consider the Poisson equation for L on A,B:

Lu(x) = 0, x ∈ (A ∪B)c,
u(x) = 1, x ∈ ∂A,
u(x) = 0, x ∈ ∂B.
(2.3)
Under the conditions (A1)–(A2), there exists an unique solution
hA,B(x) = Px(τA < τB), x ∈ Ω,
where τ· is the first hitting time of diffusion X , see e.g., [14, Theorem 3.3.1]. Using the
function hA,B, we define the capacity between A and B by
cap(A,B) = −〈hA,B,LhA,B〉µ.
In order to present our main result, we introduce conditions of the Green function, the
mean exit time and the capacity.
We say that the condition (G) holds if there exist constants K,C ≥ 1 such that for any
ball B := B(x0, R) ⊂ Ω, the Green function gB(y, x0) has the upper and lower bounds as
follows:
(G, ≤) : gB(y, x0) ≤ C|x0 − y|
2−d for all y ∈ B\{x0} ,
(G, ≥) : gB(y, x0) ≥ C
−1|x0 − y|
2−d for all y ∈ K−1B\{x0} .
We say the condition (E) holds if there exist constants C ≥ 1, δ ∈ (0, 1) such that for any
ball B ⊂ Ω of radius R > 0, the mean exit time E·[TB] has the upper and lower bounds
as follows:
(E, ≤) : ess sup
x∈B
Ex[TB] ≤ C R
2,
(E, ≥) : ess inf
x∈δB
Ex[TB] ≥ C
−1R2 .
Finally, related to the capacity, we say condition (C) is fulfilled if there exist constants
K,C ≥ 1 such that for any ball B of radius R > 0 with B,KB ⊂ Ω, cap(B,KB
c
) has
the following bounds:
(C) : C−1
µ(B)
R2
≤ cap(B,KB
c
) ≤ C
µ(B)
R2
.
Note that the constants C,K, δ of the conditions (G), (E) and (C).
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We denote by X∗ the dual process of X with respect to µ with the generator
L∗ = ∇ · a∇+
(
2
µ
a∇µ − b
)
· ∇.
Let p∗(t, x, y) and p∗D(t, x, y) be the heat kernels of X
∗ and X∗D respectively. Then
we have the following relations between p(t, x, y) (pD(t, x, y), respectively) and p
∗(t, x, y)
(p∗D(t, x, y), respectively) with the invariant distribution µ: for all t > 0, x, y ∈ Ω,
µ(x)p∗(t, x, y) = µ(y)p(t, y, x) and µ(x)p∗D(t, x, y) = µ(y)pD(t, y, x). (2.4)
We will use ∗ all objects corresponding to the dual process X∗, e.g., G∗ and g∗ stand
for its Green operator and Green function, and (G∗), (E∗) and (C∗) the corresponding
conditions.
Since µ ∈ C1(Ω) and Ω is bounded domain, (2.4) implies that
(G, ≤)⇐⇒ (G∗, ≤) and (G, ≥)⇐⇒ (G∗, ≥). (2.5)
The following is our main result in this paper.
Theorem 2.1. Let L be an operator defined in (2.1) satisfying conditions (A1)–(A2).
Denote by X the corresponding diffusion and assume it is positive recurrent with invariant
distribution µ. Then we have
(C)⇐⇒ (G)⇐⇒ (E∗).
Here we want to point out that the constant K > 0 in (C) and (G) is same, and δ = K−1
in (E).
The characteristics related to the Green operators and the capacity will be introduced in
Section 3, and we give the proof of Theorem 2.1 in Section 4 by showing (C) ⇒ (G),
(G)⇒ (E∗) and (E∗)⇒ (C).
3. Green operator and capacity
3.1. Green operator and Green function. In this subsection, we give some properties
of the Green operator and the Green function which are useful to prove (C) ⇒ (G∗) in
the subsection 4.1.
First, we introduce the definition of harmonic function.
Definition 3.1. For any open set U ⊂ Ω, a function u is called harmonic (subharmonic,
superharmonic, respectively) for L on U if it satisfies Lu = 0 (≥, ≤ , respectively) in U .
The following lemma tells us that Green functions g·(·, y) and g
∗(·, y) are harmonic.
Lemma 3.2. Under the same conditions of Theorem 2.1, for any domain D ⋐ Ω, we
have that
(1) gD(x, y) and g
∗
D(x, y) are positive and jointly continuous on U1 × U2 whenever
U1, U2 ⊂ D and U1 ∩ U2 = ∅.
(2) For each y ∈ D, gD(·, y) ∈ C
2,α(D\{y}) and LgD(·, y) = 0 on D\{y}.
(3) For each y ∈ D, g∗D(·, y) ∈ C
2,α(D\{y}) and L∗g∗D(·, y) = 0 on D\{y}.
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Proof. Recall that [14, Theorem 4.2.1 and 4.2.4] give the existences of Green operators
GD and G
∗
D with kernels gD(x, y) and g
∗
D(x, y), respectively. Thus we obtain the desired
results by [14, Theorem 4.2.5]. 
From the following lemma, we can see that GD is considered as the inverse of L in D.
Lemma 3.3. Let the conditions of Theorem 2.1 hold. Assume D ⋐ Ω with a C2.α-
boundary for some α ∈ (0, 1). Then for any f ∈ Bα(D) ∩ C2(D), where Bα(D) := {u ∈
Cα(D) : u = 0 on ∂D}, we have
LGDf = GDLf = −f in D.
Proof. From [14, Theorem 3.6.4], we see that GDf is the unique solution of{
Lu = −f, in D;
u = 0, on ∂D,
that is, LGDf = −f in D. On the other hand, it is obvious that Lf belongs to C
α(D)
and vanishes at ∂D. Let h = GDLf . Then h is the unique solution of{
Lu = −Lf, in D;
u = 0, on ∂D.
Since −f also solves the above equation, the uniqueness yields h = −f which conclude
our assertion. 
Nextly we will prove the maximum and minimum principles of the Green functions using
the following lemma which is from [10, Theorem 3.1] or [14, Theorem 3.2.1].
Lemma 3.4. Let the conditions of Theorem 2.1 hold. For any domain D ⊂ Ω, suppose
that u ∈ C2(D) ∩ C(D) satisfies Lu ≥ 0 (≤ 0 , respectively) in D. Then the maximum
(minimum, respectively) of u in D is achieved on ∂D, that is,
sup
D
u = sup
∂D
u (inf
D
u = inf
∂D
u , respectively).
Lemma 3.5. Let the conditions of Theorem 2.1 hold, and let domains U ⋐ V ⋐ Ω. For
x0 ∈ U , we have that
inf
U\{x0}
gV (·, x0) = inf
∂U
gV (·, x0) and sup
V \U
gV (·, x0) = sup
∂U
gV (·, x0). (3.1)
Similarly, for x0 ∈ U , we have that
inf
U\{x0}
g∗V (·, x0) = inf
∂U
g∗V (·, x0) and sup
V \U
g∗V (·, x0) = sup
∂U
g∗V (·, x0). (3.2)
Proof. Since the proof of (3.2) is same as that of (3.1), we will only give the proof of
(3.1). Fix x0 ∈ U . Since gV (·, x0) is harmonic on V \{x0} by Lemma 3.2(2), applying
Lemma 3.4, clearly we have the first equality of (3.1). For the second equality of (3.1), it
is enough to show that
sup
V \U
gV (·, x0) ≤ sup
∂U
gV (·, x0)
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because of Lemma 3.4. Indeed it is true since [14, Theorem 7.3.3] implies that for any
y ∈ V \U
gV (y, x0) = Ey[gV (Xτ
U
, x0)1{τU<TV }] ≤ sup
∂U
gV (·, x0)Py(τU < TV ) ≤ sup
∂U
gV (·, x0).

3.2. Capacity and equilibrium measure. In this subsection, we give some properties
of the capacity for any A,B ⊂ Ω satisfying Assumption S. For brevity, we do not repeat
this condition on A,B and the conditions (2.1) and (A1)–(A2) of L in the subsection.
Lemma 3.6. The capacity is invariant with respect to the adjoint operator in the following
sense:
cap(A,B) = cap∗(A,B).
Proof. Denote by h = hA,B and h
∗ = h∗A,B the solutions to (2.3) for L and L
∗, respectively.
Since h = h∗ = 1 on A and h = h∗ = 0 on B, by the definition of capacities, we have
cap(A,B) = −〈h,Lh〉µ =
∫
A
h(−Lh)dµ =
∫
A
h∗(−Lh)dµ
= −〈h∗,Lh〉µ = −〈L
∗h∗, h〉µ =
∫
A
(−L∗h∗)hdµ
=
∫
A
(−L∗h∗)h∗dµ = −〈h∗,L∗h∗〉µ = cap
∗(A,B).

In the following lemma, we introduce an equilibrium measure corresponding to the Poisson
equation defined in (2.3) which describes the capacity well.
Lemma 3.7. Let h = hA,B be the solution to (2.3) for L. Consider a measure
ν(dy) := νA,B(dy) := −a∇h · nAµ(dy)
on ∂A where nA is the outward normal vector to ∂A. Then ν(dy) is a measure, which is
called equilibrium measure, on ∂A such that
cap(A,B) = ν(∂A). (3.3)
Also
h(x) =
∫
∂A
gBc(x, y)
µ(y)
ν(dy) for all x ∈ B
c
\∂A (3.4)
and in particular, ∫
∂A
gBc(x, y)
µ(y)
ν(dy) = 1 for all x ∈ A. (3.5)
Proof. Since h ≡ 1 on A by the definitions of h, we have that
cap(A,B) = −
∫
Rd
hLhdµ = −
∫
A
µ∇ · (a∇h)dx−
∫
A
µb · ∇hdx. (3.6)
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Using the divergence theorem with the fact that h ≡ 1 on A, we first observe that∫
∂A
µa∇h · nAdx =
∫
A
∇ · (µa∇h)dx =
∫
A
∇µ · a∇hdx+
∫
A
µ∇ · (a∇h)dx
=
∫
A
∇ ·
(
ha∇µ
)
dx−
∫
A
∇ ·
(
a∇µ
)
dx+
∫
A
µ∇ · (a∇h)dx
=
∫
∂A
a∇µ · nAdx−
∫
∂A
a∇µ · nAdx+
∫
A
µ∇ · (a∇h)dx
=
∫
A
µ∇ · (a∇h)dx. (3.7)
Similarly we have that∫
∂A
µb · nAdx =
∫
A
∇ · (hµb)dx =
∫
A
∇ · (µb)dx+
∫
A
µb · ∇hdx
=
∫
∂A
µb · nAdx+
∫
A
µb · ∇hdx,
and therefore ∫
A
µb · ∇hdx = 0. (3.8)
By (3.6)–(3.8), we obtain the first assertion (3.3).
Similarly using the divergence theorem, we can obtain that for any x ∈ B
c
\∂A,∫
∂A
gBc(x, ·)
µ(·)
ν(dy) = −
∫
∂A
gBc(x, ·)a∇h · nAdy = −
∫
A
∇ ·
(
gBc(x, ·)a∇h
)
dy
= −
∫
A
∇gBc(x, ·) · a∇hdy −
∫
A
gBc(x, ·)∇ · (a∇h)dy
= −
∫
A
∇ ·
(
ha∇gBc(x, ·)
)
+ h∇ ·
(
a∇gBc(x, ·)
)
dy −
∫
A
gBc(x, ·)∇ · (a∇h)dy
= −
∫
A
gBc(x, ·)∇ · (a∇h)dy.
(3.9)
The last equality comes from the fact that h = 1 on A. On the other hand, since
GBcLh = −h from Lemma 3.3, and Lh = 0 on (A ∪ B)
c, we have that
h(x) = −
∫
B
c
gBc(x, ·)Lhdy = −
∫
A
gBc(x, ·)
[
∇ · (a∇h) + b · ∇h
]
dy
= −
∫
A
gBc(x, ·)∇ · (a∇h)dy.
(3.10)
The above last equality holds since∫
A
gBc(x, y)b · ∇hdy =
∫
A
∇ ·
(
hgBc(x, y)b
)
− h∇ ·
(
gBc(x, y)b
)
dy = 0 .
Thus combining (3.9)–(3.10), we obtain (3.4). 
We say that the elliptic Harnack inequality (Har) holds on Ω if there exist constants
C ≥ 1 and δ ∈ (0, 1) such that for any ball B ⊂ Ω of radius R > 0, and for any harmonic
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and non-negative function u in B, the following inequality holds:
(Har) : ess sup
δB
u ≤ C ess inf
δB
u.
The constants C and δ are independent of the ball B and the function u. Similarly, we
denote by (Har)∗ the corresponding condition to the adjoint process X∗.
The following lemma is from [15, Theorem 3.1], which shows that the elliptic Harnack
inequality holds for our processes X and X∗.
Lemma 3.8. For diffusions X and X∗, (Har) and (Har)∗ hold.
From Lemma 3.7–3.8, we derive the relation between the capacity and the Green function.
Lemma 3.9. For any x ∈ A, we have
inf
∂A
g∗
B
c(·, x) ≍
µ(x)
cap(A,B)
≍ sup
∂A
g∗
B
c(·, x). (3.11)
Proof. Our first claim is that for any x ∈ A,
inf
∂A
g∗
B
c(·, x) ≤
µ(x)
cap(A,B)
≤ sup
∂A
g∗
B
c(·, x). (3.12)
Indeed, from (3.3), we have that for all x ∈ B
c
,
inf
∂A
g∗
B
c(·, x)
cap(A,B)
µ(x)
≤
∫
∂A
g∗
B
c(y, x)
µ(x)
ν(dy) ≤ sup
∂A
g∗
B
c(·, x)
cap(A,B)
µ(x)
.
By (2.4) and (3.5), since∫
∂A
g∗
B
c(y, x)
µ(x)
ν(dy) =
∫
∂A
gBc(x, y)
µ(y)
ν(dy) = 1 for all x ∈ A ,
we obtain (3.12). On the other hand, since g∗
B
c(·, x) is harmonic for L∗ on B
c
\{x} by
Lemma 3.2(3), Lemma 3.4 and the condition (Har)∗ imply that
(HG)∗ : sup
∂A
g∗
B
c(·, x) ≤ c inf
∂A
g∗
B
c(·, x)
for some constant c > 0 which is independent of A and B. Combining (3.12) and (HG)∗
it gives the desired result. 
4. Proof of Theorem 2.1
4.1. Implication (C) ⇒ (G). In this subsection, we will prove (C) ⇒ (G) of our main
Theorem 2.1.
Lemma 4.1. For any x0 ∈ Ω and R > 0, define B := B(x0, R) such that Bn := K
nB ⊂ Ω
where K ≥ 1 is the constant in (C). Then there is a constant c > 0 such that for any
n ≥ m ≥ 0
sup
∂Bm
g∗Bn(·, x0) ≤ cµ(x0)
n−1∑
k=m
(
cap(Bk, B
c
k+1)
)−1
.
CAPACITY AND EXIT TIME FOR NON-REVERSIBLE DIFFUSIONS 9
Proof. For each k ≥ 0, we will show that for any y ∈ Ω\{x0},
g∗Bk+1(y, x0)− g
∗
Bk
(y, x0) ≤ sup
Bk+1\Bk
g∗Bk+1(·, x0). (4.1)
If (4.1) holds true, combining (3.1) and (3.11), we have that
g∗Bk+1(y, x0)−g
∗
Bk
(y, x0) ≤ sup
Bk+1\Bk
g∗Bk+1(·, x0) = sup
∂Bk
g∗Bk+1(·, x0) ≤ cµ(x0)
(
cap(Bk, B
c
k+1)
)−1
for some constant c > 0. Then by adding k from m+ 1 to n− 1, we obtain that for any
y ∈ Ω\{x0},
g∗Bn(y, x0)− g
∗
Bm+1
(y, x0) ≤ cµ(x0)
n−1∑
k=m+1
(
cap(Bk, B
c
k+1)
)−1
.
Since (3.11) implies
sup
∂Bm
g∗Bm+1(·, x0) ≤ cµ(x0)
(
cap(Bm, B
c
m+1)
)−1
,
combining above two inequalities, we obtain our assertion.
Now we prove (4.1). Since g∗Bk(y, x0) = 0 for y ∈ B
c
k and g
∗
Bk+1
(y, x0) = 0 for y ∈ B
c
k+1,
it is sufficient to show that (4.1) holds for y ∈ Bk\{x0}. For any f ∈ B
α(Bk) ∩ C
2(Bk)
which is f ≥ 0 in Ω and f = 0 in Bck, let u := G
∗
Bk+1
f −G∗Bkf . Then u is harmonic in Bk
by Lemma 3.3, so Lemma 3.4 yields that for any B′ ⋐ Bk,
sup
Bk
u = sup
∂Bk
u ≤ sup
Bk+1\B′
u ≤ sup
Bk+1\B′
G∗Bk+1f.
Therefore for any B′ ⋐ Bk,
sup
Bk+1
(
G∗Bk+1f −G
∗
Bk
f
)
=
(
sup
Bk
u
)
∨
(
sup
Bk+1\Bk
u
)
(4.2)
≤
(
sup
Bk+1\B′
G∗Bk+1f
)
∨
(
sup
Bk+1\Bk
G∗Bk+1f
)
= sup
Bk+1\B′
G∗Bk+1f.
Consider a ball B′ ⋐ Bk containing x0 and a positive sequence {ǫn} which is ǫn → 0 as
n → ∞. Choose functions fn,x0 ∈ B
α(Bk) ∩ C
2(Bk) supported in B(x0, ǫn) ⊂ Bk and
satisfying that fn,x0 ≥ 0,
∫
Ω
fn,x0dx = 1 and fn,x0 is weakly converge to the Dirac delta
function δx0 in C(Ω) as n → ∞. Applying fn,x0 to (4.2), and letting B
′ ↑ Bk, we have
that for any y ∈ Bk\{x0}
G∗Bk+1fn,x0(y)−G
∗
Bk
fn,x0(y) ≤ sup
Bk+1\Bk
G∗Bk+1fn,x0 = sup
∂Bk
G∗Bk+1fn,x0. (4.3)
The above last equality comes from Lemma 3.4 since G∗Bk+1fn,x0 is harmonic in Bk+1\Bk
and G∗Bk+1fn,x0 = 0 on ∂Bk+1. On the other hand, since for any ϕ ∈ C0(Ω)
〈G∗Bkfn,x0, ϕ〉µ = 〈fn,x0, GBkϕ〉µ =
∫
B(x0,ǫn)
fn,x0(y)
∫
Bk
ϕ(z)gBk(y, z)dz µ(y)dy
=
∫
Bk
ϕ(z)
∫
B(x0,ǫn)
fn,x0(y)g
∗
Bk
(z, y)µ(z)dydz
→
∫
Bk
ϕ(z)g∗Bk(z, x0)µ(z)dz = 〈g
∗
Bk
(·, x0), ϕ〉µ
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as n→∞, we have that
lim
n→∞
G∗Bkfn,x0(y) = g
∗
Bk
(y, x0) for y ∈ Ω\{x0}.
Similarly, we have that limn→∞G
∗
Bk+1
fn,x0(y) = g
∗
Bk+1
(y, x0) for y ∈ Ω\{x0}. Thus letting
n goes to infinity in (4.3), we obtain
g∗Bk+1(y, x0)− g
∗
Bk
(y, x0) ≤ lim
n→∞
sup
∂Bk
G∗Bk+1fn,x0, for y ∈ Bk\{x0}. (4.4)
Since G∗Bk+1fn,x0(·), n ≥ 0, g
∗
Bk+1
(·, x0) is continuous on ∂Bk, and ∂Bk is compact, Dini’s
theorem with (3.2) implies that
lim
n→∞
sup
∂Bk
G∗Bk+1fn,x0 = sup
∂Bk
lim
n→∞
G∗Bk+1fn,x0 = sup
∂Bk
g∗Bk+1(·, x0) = sup
Bk+1\Bk
g∗Bk+1(·, x0).
Combining this with (4.4), we complete the proof of (4.1). 
proof of (C)⇒ (G): Since (G) and (G∗) are equivalent by (2.5), it is sufficient to show
that (C)⇒ (G∗). Let K ≥ 1 be the constant in (C). For any x0 ∈ Ω and R > 0, consider
a ball B := B(x0, R) ⊂ Ω. For any y ∈ K
−1B\{x0}, let d0 := |x0−y| and B0 := B(x0, d0).
Then 0 < d0 < K
−1R and B0 ⊂ KB0 ⊂ B ⊂ Ω. Using (3.11) and (C), since µ ∈ C
1(Ω),
we have that
inf
∂B0
g∗KB0(·, x0) ≍
µ(x0)
cap(B0, KB0
c
)
≍
µ(x0)d
2
0
µ(B0)
≍ d2−d0 .
Applying (3.2) in Lemma 3.5, we have that for any y ∈ K−1B\{x0},
g∗B(y, x0) ≥ inf
B0\{x0}
g∗KB0(·, x0) = inf∂B0
g∗KB0(·, x0) ≥ c d
2−d
0
for some c > 0, which yields (G∗, ≥).
To prove (G∗, ≤), we first note that
g∗B(y, x0) = g
∗
B(y, x0)1K−1B(y) + g
∗
B(y, x0)1B\K−1B(y). (4.5)
For y ∈ B\K−1B, by the similar way to the proof of (G∗, ≥), (3.2), (3.11), (C) and the
fact that µ ∈ C1(Ω) with K−1B ⊂ B ⊂ D yield that
sup
B\K−1B
g∗B(·, x0) = sup
∂(K−1B)
g∗B(·, x0) ≍
µ(x0)
cap(K−1B,B
c
)
≍
µ(x0)(K
−1R)2
µ(K−1B)
≍ (K−1R)2−d = cR2−d ≤ cd2−d0 (4.6)
for some c > 0. If y ∈ K−1B, that is, 0 < d0 < K
−1R, we choose an integer n > 1 such
that K−n−1R ≤ d0 < K
−nR, and define Bi := B(x0, K
−iR) so that Bi+1 ⊂ Bi. Then (C)
with K−1Bi = Bi+1 ⊂ Bi for i = 0, . . . , n implies that
cap(Bi+1, B
c
i)
−1 ≤ cµ(x0)
(K−(i+1)R)2
µ(Bi+1)
.
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Using this with (3.2) and Lemma 4.1, we have that
sup
B\Bn+1
g∗B(·, x0) = sup
∂Bn+1
g∗B(·, x0) ≤ cµ(x0)
n∑
i=0
cap(Bi+1, B
c
i)
−1
≤ cµ(x0)
n∑
i=0
(K−(i+1)R)2
µ(Bi+1)
.
Since µ ∈ C1(Ω), µ(Bi+1) ≍ µ(x0)(K
−(i+1)R)d and therefore
sup
B\Bn+1
g∗B(·, x0) ≤ c(K
−nR)2−d
n∑
i=0
K(n−i−1)(2−d)
≤ cd2−d0
n∑
i=0
K(n−i−1)(2−d) ≤ cd2−d0 (4.7)
for some c > 0. Hence, we have (G∗, ≤) by (4.5)–(4.7). 
4.2. Implication (G)⇒ (E∗). In this subsection, we will prove (G)⇒ (E∗) of our main
Theorem 2.1.
Proof of (G) ⇒ (E∗). It is enough to show that (G∗) ⇒ (E∗) by (2.5). Fix a ball
B = B(x0, R). Since B ⊂ B(y, 2R) for y ∈ B, (2.2) and (G
∗, ≤) imply that for any
x ∈ B,
Ex[T
∗
B] =
∫
B
g∗B(x, y)dy ≤
∫
B
g∗B(y,2R)(x, y)dy ≤ C
∗
G
∫
B
|x− y|2−ddy
≤ c
∫ 2R
0
s2−dsd−1ds = cR2 (4.8)
for some c > 0 and this give the proof of (E∗, ≤). To prove the lower bounds of Ex[T
∗
B],
that is (E∗, ≥), choose δ := K−1 ∈ (0, 1) where K > 1 is the constant in (G∗). For fixed
point y ∈ δ1B, let B
′ := B(y, (1− δ)R) then B′ ⊂ B. Using the similar argument to the
upper bound estimates, (2.2) and (G∗, ≥) imply that for any x ∈ δB,
Ex[T
∗
B] =
∫
B
g∗B(x, y)dy ≥
∫
B
g∗B′(x, y)dy ≥ (C
∗
G)
−1
∫
B
|x− y|2−ddy
≥ c
∫ 2δ1R
0
s2−dsd−1dy = cR2 (4.9)
for some c > 0. Therefore we have (E∗) by (4.8) and (4.9). 
4.3. Implication (E∗) ⇒ (C). To prove (E∗) ⇒ (C) in Theorem 2.1, we introduce an
auxiliary lemma between the capacity and the mean exit time firstly.
Lemma 4.2. Consider sets A,B satisfying the Assumption S. Then we have that
µ(A)
(
infx∈∂A Ex[T
∗
B
c ]
)2
µ(B
c
)2 supx∈Bc Ex[T
∗
B
c ]
≤ cap(A,B)−1 ≤
supx∈Bc Ex[T
∗
B
c ]
µ(A)
.
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Proof. For any sets A,B satisfying the Assumption S, let h(x) := hA,B(x) = Px(τA <
τB) be the solution of (2.3). By Lemma 3.7 we recall that
cap(A,B) = ν(∂A) and h(x) =
∫
∂A
gBc(x, y)
µ(y)
ν(dy) for x ∈ B
c
\∂A.
From Fubini’s theorem with (2.2), (2.4) and (3.3), we have that∫
B
c
h(x)µ(dx) =
∫
∂A
∫
B
c
gBc(x, y)
µ(x)
µ(y)
dxν(dy)
=
∫
∂A
∫
B
c
g∗
B
c(y, x)dx ν(dy) =
∫
∂A
Ey[T
∗
B
c ] ν(dy)
≤ ν(∂A) sup
x∈∂A
Ex[T
∗
B
c ] ≤ cap(A,B) sup
x∈B
c
Ex[T
∗
B
c ]. (4.10)
Since h(x) = 1 in A, we have that µ(A) ≤
∫
B
c h(x)µ(dx) and therefore
1
cap(A,B)
≤
supx∈Bc Ex[T
∗
B
c ]∫
B
c h(x)µ(dx)
≤
supx∈Bc Ex[T
∗
B
c ]
µ(A)
. (4.11)
Similar way to obtaining (4.10), we have the lower bound as follows:∫
B
c
h(x)µ(dx) =
∫
∂A
Ey[T
∗
B
c ]ν(dy) ≥ ν(∂A) inf
x∈∂A
Ex[T
∗
B
c ] = cap(A,B) inf
x∈∂A
Ex[T
∗
B
c ].
Combining the above two inequalities with the Cauchy-Schwarz inequality, we have that
cap(A,B)∫
B
c h2(x)µ(dx)
≤
µ(B
c
)2cap(A,B)( ∫
B
c h(x)µ(dx
)2
≤
µ(B
c
)2
cap(A,B)
(
infx∈∂A Ex[T ∗Bc ]
)2 ≤ µ(B
c
)2 supx∈Bc Ex[T
∗
B
c ]
µ(A)
(
infx∈∂A Ex[T ∗Bc ]
)2 .
Since
∫
B
c h2(x)µ(dx) ≤ 1, we have that
1
cap(A,B)
≥
µ(A)
(
infx∈∂A Ex[T
∗
B
c ]
)2
µ(B
c
)2 supx∈Bc Ex[T
∗
B
c ]
. (4.12)
Therefore, (4.11)–(4.12) give the desired result. 
Proof of (E∗)⇒ (C). Let B ⊂ Ω be a ball with radius R > 0. For any δ ∈ (0, 1),
Lemma 4.2 and (E∗, ≤) imply
cap(δB,B
c
)−1 ≤
supx∈B Ex[T
∗
B]
µ(δB)
≤ c
R2
µ(δB)
(4.13)
for some constant c > 0. On the other hand, to prove (C, ≥), consider the constant δ in
(E∗, ≥). For any 0 < δ < δ1, since x 7→ Ex[T
∗
B] is continuous in B, (E
∗, ≥) implies that
inf
x∈∂(δB)
Ex[T
∗
B] ≥ inf
x∈δB
Ex[T
∗
B] ≥ c
−1R2.
Combining the above inequality with Lemma 4.2 and (E∗, ≤), we conclude that
cap(δB,B
c
)−1 ≥
µ(δB)
(
infx∈∂(δB) Ex[T
∗
B]
)2
µ(B)2 supx∈B Ex[T
∗
B]
≥
µ(δB)[c−1R2]2
µ(B)2cR2
≥ c
R2
µ(δB)
(4.14)
for some c > 0. The last inequality holds since µ ∈ C1(Ω). Therefore, we obtain (C, ≥)
by (4.13) and (C, ≤) by (4.14) with K = δ−1. 
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