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Resumen: Este art´ıculo trata sobre el control IMC no lineal y un me´todo para
hacerlo tolerante a los fallos en la planta. El control IMC no lineal se consigue
por medio de modelos no lineales de la planta y de la inversa de la dina´mica
de la misma. Ambos se hacen mediante redes neuro–difusas del tipo ANFIS. La
tolerancia a los fallos abruptos e incipientes en la planta se consigue mediante la
adicio´n de una sen˜al de control compensadora. E´sta se calcula mediante una red
neuronal que se entrena en l´ınea a partir de la minimizacio´n del error de control.
Se muestran resultados en simulacio´n para una planta de control de pH. Copyright
c©2007 CEA–IFAC
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1. INTRODUCCIO´N
El control por modelo interno (Internal Model
Control) o IMC (Morari and Zaﬁrou, 1989) ha
ganado gran aceptacio´n debido a su capacidad
para rechazar perturbaciones y sus propiedades
de robustez. Adema´s de esto, el disen˜o del contro-
lador es sencillo y su sintonizacio´n es simple. El
disen˜o de controladores IMC esta´ bien fundamen-
tado desde un punto de vista teo´rico para sistemas
lineales. En la pra´ctica, sin embargo, la mayor´ıa
de los sistemas presentan algu´n tipo de no line-
alidad, especialmente si funcionan en un amplio
rango de operacio´n. De aqu´ı surge la necesidad de
extender el IMC a sistemas no lineales (Economou
et al., 1986).
 Este trabajo ha sido ﬁnanciado por la Comisio´n Inter-
ministerial de Ciencia y Tecnolog´ıa (CICYT) a trave´s del
proyecto DPI2006-15716-C02-02
Algunas te´cnicas ampliamente utilizadas para
obtener representaciones de sistemas no lineales
son las redes neuronales y los sistemas difusos
y el concepto del IMC puede ser combinado con
este tipo de modelos (Hunt et al., 1992). En este
art´ıculo se presenta un controlador IMC no lineal
en el cual la planta y su inversa son modeladas
mediante una red neuro–difusa del tipo ANFIS
(Jang, 1993).
Otro aspecto relacionado con el control y que
cada vez suscita mayor intere´s es la tolerancia a
los fallos. Los me´todos para conseguir el control
tolerante a fallos pueden dividirse en dos grandes
familias: me´todos pasivos y me´todos activos.
Los me´todos pasivos utilizan te´cnicas de control
robusto para disen˜ar sistemas en lazo cerrado in-
alterables ante ciertos fallos. Un me´todo de disen˜o
es el propuesto por (Chen et al., 1999), en el cual
el controlador se disen˜a mediante el me´todo de la
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desigualdad de matrices lineales, introducie´ndose
los fallos como restricciones. La desventaja del
me´todo es que no puede aplicarse a sistemas no
lineales al ser necesaria una descripcio´n precisa del
mismo en el espacio de estados. Adema´s de esto, al
considerar los me´todos pasivos la tolerancia a los
fallos u´nicamente durante la etapa de disen˜o del
controlador sin tomar en consideracio´n estrate-
gias de adaptacio´n, la amplitud de los fallos que
pueden ser tolerados suele ser demasiado pequen˜a
como para resultar de utilidad pra´ctica.
Los me´todos activos, al contrario que los pa-
sivos, utilizan la informacio´n proporcionada por
un sistema de deteccio´n e identiﬁcacio´n de fallos
para reconﬁgurar el controlador. De esta manera
se intenta mantener la estabilidad y rendimiento
del sistema despue´s de la ocurrencia de un fallo.
Son me´todos activos la linealizacio´n por retro-
alimentacio´n (Ochi, 1993), las leyes de control
reprogramadas (Kaminer et al., 1995) y el control
por seguimiento de un modelo (Morse and Os-
sman, 1990). La reconﬁguracio´n del controlador
ante fallos en componentes de la planta ha sido
estudiado mediante la realimentacio´n de estados
(Looze et al., 1985), el me´todo de la pseudoinver-
sa (Gao and Antsaklis, 1991) y el me´todo de la
asignacio´n de vectores propios (Jiang, 1994). El
inconveniente de estos me´todos es que han sido
desarrollados a partir de modelos lineales y su
aplicacio´n a sistemas no lineales puede quedar
comprometida.
Ma´s recientemente, las redes neuronales se han
utilizado para conseguir el control tolerante a
fallos en sistemas no lineales. En (Noriega and
Wang, 1998a) se utilizan para crear una la-
zo de realimentacio´n adicional que compensa la
degradacio´n del sistema causada por un fallo.
En este art´ıculo la tolerancia a los fallos en la plan-
ta se consigue mediante una sen˜al de control com-
pensadora. E´sta es sumada a la sen˜al de control
calculada por el controlador. La sen˜al de control
compensadora es calculada por una red neuronal
del tipo perceptro´n multicapa entrenada en l´ınea.
El entrenamiento de esta red es supervisado y el
algoritmo de entrenamiento minimiza el error de
control.
La organizacio´n del art´ıculo es como sigue. En la
seccio´n 2 se describe en control IMC no lineal. En
la seccio´n 3 se describe el me´todo para lograr la
tolerancia a los fallos en la planta mediante la adi-
cio´n de una sen˜al de control compensadora. En la
seccio´n 4 se presentan los resultados obtenidos en
la planta de experimentacio´n, tanto resultados de
control como de tolerancia a los fallos. Finalmente,
la seccio´n 5 recoge las conclusiones.
Figura 1. Esquema del controlador IMC
2. EL CONTROL IMC NO LINEAL
Las propiedades del control IMC han sido estudi-
adas detalladamente (Morari and Zaﬁrou, 1989)
y se ha demostrado que subyace bajo muchas es-
tructuras de control que aparentemente no tienen
relacio´n entre s´ı (Garc´ıa and Morari, 1982).
En la ﬁgura 1 se muestra la estructura de un
controlador IMC. Los operadores P , M y C rep-
resentan, respectivamente, a la planta, al modelo
de la misma y al controlador. Los operadores
Fi representan ﬁltros cuya misio´n sera´ discutida
posteriormente.
Las propiedades ma´s importantes del controlador
IMC son:
Propiedad 1. Si el controlador y la planta son
estables y el modelo de la planta es una repre-
sentacio´n perfecta de la misma, entonces el sis-
tema en lazo cerrado es estable.
Es decir, si se supone que el modelo es una
representacio´n perfecta de la planta entonces la
sen˜al realimentada es igual a la inﬂuencia de las
perturbaciones y no esta´ afectada por la accio´n de
las variables manipuladas. Por esta razo´n puede
aﬁrmarse que el sistema esta´ en lazo abierto y,
por lo tanto, no aparece ninguna de las cuestiones
de estabilidad asociadas a la realimentacio´n.
Propiedad 2. Supo´ngase que existe la inversa del
operador que describe a la planta, que dicha in-
versa se utiliza como controlador y que el sistema
en lazo cerrado es estable con dicho controlador.
Entonces el control sera´ perfecto.
Propiedad 3. Supo´ngase que existe la inversa del
operador que describe el modelo estacionario de
la planta, que el controlador para el estado esta-
cionario es igual a esa inversa y que con este
controlador el sistema en lazo cerrado es estable.
Bajo estas condiciones se obtiene un control sin
error estacionario siempre y cuando las entradas
sean asinto´ticamente constantes.
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De acuerdo con las propiedades anteriores, siem-
pre que se consiga un modelo perfecto de la planta
sera´ posible obtener un seguimiento exacto de la
referencia au´n a pesar de la existencia de pertur-
baciones no medibles.
Si el modelo no representa exactamente el com-
portamiento dina´mico del controlador, entonces la
sen˜al realimentada representa a la vez la inﬂuencia
de las perturbaciones, tanto medibles como no
medibles, y el efecto del error de modelado. El
error de modelado puede hacer crecer la sen˜al de
realimentacio´n y originar problemas de estabili-
dad. Por esta razo´n se introduce el ﬁltro F2. Me-
diante un disen˜o adecuado, el ﬁltro se puede elegir
de manera que se reduzca la ganancia del sistema
realimentado, lo que resulta en un alejamiento
del controlador perfecto. El efecto de esta accio´n
es introducir robustez en la estructura del IMC.
El ﬁltro F1 se aplica por motivos ana´logos, pero
aplicado a la referencia. Un estudio completo de
la robustez y disen˜o de los ﬁltros Fi puede encon-
trarse en (Morari and Zaﬁrou, 1989). Una segunda
misio´n del ﬁltro es proyectar la sen˜al de error en el
espacio de entrada apropiado para el controlador.
La importancia del IMC esta´ en que sus pro-
piedades de estabilidad y robustez pueden ser
analizadas y manipuladas de una manera clara,
incluso para sistemas no lineales. Por lo tanto, el
IMC facilita un marco general para el control de
sistema no lineales.
El IMC puede plantearse como un controlador
no lineal (Hunt and Sbarbaro, 1991), (Hunt et
al., 1992) y (Economou et al., 1986). La diferencia
fundamental respecto a uno lineal es que los
operadores M y C son no lineales. Hay varias
formas de realizar estos operadores no lineales,
como se discute a continuacio´n.
2.1 El operador M
El operador M es un modelo de la dina´mica de
la planta. Este modelo puede hacerse con redes
neuronales, como se puede ver en (Hunt and
Sbarbaro, 1991), (Hunt et al., 1992) y (Saludes
and Fuente, 2005); o con me´todos de inferencia
difusa, ve´ase (Boukezzoula et al., 2003), (Fink
et al., 2002), (Edgar and Postlethwaite, 1999),
(Sa´nchez et al., 1998) y (Saludes and Fuente,
2003).
2.2 El operador C
El operador C es un modelo de la inversa de
la dina´mica de la planta. Su misio´n es hacer de
controlador.
Antes de calcular la inversa de la dina´mica de la
planta hay que tener en cuenta que no siempre es
posible encontrarla. Esto puede ser debido tanto a
que la inversa no exista como a que no sea posible
implementarla en caso de existir. La causas que
pueden originar esta imposibilidad son: modelo de
la planta de fase no mı´nima, modelo con retardo
o necesidad de emplear lazos con ganancia muy
grande al utilizar la inversa de la planta.
Si el modelo de la planta M es lineal y tiene
inversa, entonces el ca´lculo de esta inversa de ma-
nera anal´ıtica es inmediato. Incluso si el modelo
fuera no lineal existen me´todos anal´ıticos para
calcular su inversa, como el me´todo de Hirschorn
(Hirschorn, 1979) que al ser sensible a los errores
nume´ricos y al ruido puede resultar inadecuado.
Cuando el modelo de la planta esta´ deﬁnido por
un conjunto de modelos lineales locales, como
ocurre en (Fink et al., 2002), los controladores
se disen˜an fuera de l´ınea para cada uno de los
modelos. Durante el funcionamiento en l´ınea los
resultados de todos los controladores se suman de
manera que se de ma´s peso a unos controladores
que a otros en funcio´n del punto de operacio´n.
Conocido el modelo M de la planta es posi-
ble invertir dicho modelo en cada periodo de
muestreo mediante algu´n me´todo de optimizacio´n.
En (Edgar and Postlethwaite, 1999) se presenta
un me´todo para invertir modelos relacionales di-
fusos.
Hunt y Sbarbaro (Hunt et al., 1992) proponen
entrenar una red neuronal para representar la in-
versa de la planta. Para entrenar esta red se ha de
minimizar la diferencia entre su salida y la salida
de la red que modela la planta, M , entrenada con
anterioridad. Esta manera de entrenar la red hace
que la funcio´n de transferencia entre estas dos
sen˜ales tienda a la unidad, es decir, se fuerza a
la red que es entrenada en este paso a representar
la inversa de la dina´mica de la planta.
Si el modelo de la planta M puede expresarse
como una ley de control af´ın, la inversio´n de dicho
modelo es inmediata puesto que el control u puede
despejarse directamente. Esto es lo que se hace
en (Boukezzoula et al., 2003), donde el operador
M toma la forma de un sistema difuso de la
clase Takagi–Sugeno que puede expresarse como
ym = Ψ1 + Ψ2u, donde las funciones Ψ1 y Ψ2
representan las distintas reglas.
Sin embargo, en muchas situaciones pra´cticas, la
inversio´n del modelo M , se haya obtenido e´ste
de una u otra manera, no es factible o sencilla.
En estos casos se puede utilizar una red neu-
ronal o neuro–difusa para aprender la dina´mica
inversa. El entrenamiento se hace utilizando como
entradas de la red neuronal las salidas de la planta
y como salidas de dicha red las entradas de la
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planta. Esta estrategia se adopta en (Sa´nchez et
al., 1998) y (Saludes and Fuente, 2003), donde se
utiliza una red neuro–difusa de la clase FasBack y
un ANFIS, respectivamente.
2.2.1. Inversio´n de redes neuronales feedforward
La inversa de una red neuronal es otra red
neuronal cuyas entradas y salidas son, nominal-
mente, las salidas y entradas de la red neuronal
inicial. Las dos redes colocadas en serie se han de
comportar como la identidad.
La inversa de una red neuronal ha de represen-
tar la transformacio´n del espacio de salida en el
de entrada. Cuando se trata de redes neuronales
diferentes entradas pueden originar la misma sa-
lida. Esto conduce a que puede haber ma´s de una
transformada que lleve del espacio de salida al de
entrada, es decir, la inversa no tiene por que´ ser
u´nica.
Esto no quiere decir que el problema de calcular la
inversa de una red neuronal feedforward no tenga
solucio´n y, de hecho, ha habido una gran variedad
de desarrollos para resolver este problema.
Uno de los primeros me´todos para calcular la
inversa de un RNA feedforward fue planteado por
(Linden and Kinndermann, 1989). Ambos grupos
propusieron un algoritmo iterativo de inversio´n
basado en un problema de optimizacio´n sin res-
tricciones y resuelto por gradiente descendiente.
Posteriormente (Jordan and Rumelhart, 1992)
propusieron un me´todo muy diferente compuesto
de dos etapas. La primera etapa consiste en el
entrenamiento de la red que ha de ser invertida,
con lo que se obtiene una aproximacio´n de la
transformada del espacio de entrada en el de
salida. Una vez entrenada esta RNA es conectada
en serie con otra RNA, con lo que se consigue una
nueva RNA que es entrenada manteniendo ﬁjos
los pesos de las conexiones aportadas por la RNA
inicial y que se entrena para ser la identidad.
2.3 El operador F2
En la pra´ctica el operador M que representa la
planta nunca es perfecto, lo que origina una sen˜al
de error no nula. El control IMC se caracteriza,
como se ha dicho ma´s arriba, por la ausencia de
error estacionario si el controlador C es igual a la
inversa del modelo de la planta M . Sin embargo, si
el error entre la planta y el operador M es grande
puede deteriorarse el rendimiento del controlador
o, incluso, hacerse inestable. Como este error es
ma´s grande en frecuencias altas parece adecuado
an˜adir un ﬁltro pasabajas para dotar al IMC de
robustez, (Morari and Zaﬁrou, 1989).
Habitualmente el operador F2 es un ﬁltro de
primer orden con ganancia unidad y la respuesta
en frecuencia ajustada para eliminar el ruido de
alta frecuencia que introducen los dispositivos de
medicio´n.
Algunos autores (Boukezzoula et al., 2003) colo-
can este ﬁltro en el lazo de realimentacio´n, mien-
tras que otros (Hunt et al., 1992) lo situ´an inme-
diatamente antes del operador C.
El ﬁltro F1 no se toma en consideracio´n en este
art´ıculo.
3. IMC TOLERANTE A FALLOS EN LA
PLANTA
Cuando en la planta se produce un fallo la sen˜al
de control que se introduce en ella, u, deja de
ser u´til para cumplir los objetivos de control.
La manera de acomodar el fallo que se describe
a continuacio´n se basa en an˜adir a la sen˜al de
control calculada por el controlador, un, una sen˜al
de control compensadora, uc, tal que la suma de
estas dos u´ltimas permita alcanzar los objetivos
de control. De esta manera, la sen˜al de control
que se introduce en la planta toma la forma de la
ecuacio´n (1).
u(k) = un(k) + uc(k) (1)
Al calcular la sen˜al de control compensadora se
han de tener en cuenta varios aspectos. En primer
lugar hay que considerar la naturaleza no lineal
de problema, lo que implica que un mismo fallo
que se de´ en distintos puntos de operacio´n pro-
ducira´ efectos diferentes en cada uno de ellos. En
segundo lugar hay que tener en cuenta que du-
rante la fase de disen˜o del compensador, al menos
en el a´mbito en el que se plantea este art´ıculo, no
se dispone de ningu´n conocimiento sobre los tipos
de fallos que pueden darse, ni sobre su localizacio´n
ni inﬂuencia en la dina´mica de la planta. Por estas
razones se hace necesario adoptar una estrategia
que permita la adaptacio´n a las condiciones de
fallo utilizando so´lo la informacio´n disponible una
vez detectado el fallo. Esto se puede lograr medi-
ante una red neuronal entrenada en l´ınea.
Las redes neuronales permiten modelar dina´mi-
cas no lineales, como han puesto de maniﬁesto
incontables autores, entre los se puede citar a
(Haykin, 1999) como simple exponente. El en-
trenamiento en l´ınea permite ahorrar el disen˜o y
realizacio´n de experimentos para recolectar datos
de entrenamiento. Tambie´n se consigue soslayar el
problema de que no todos los posibles fallos que
pueden afectar a una planta pueden ser conocidos.
El entrenamiento de la red neuronal compensado-
ra tiene una peculiaridad. Cuando una red neu-
ronal se entrena de manera supervisada se mini-
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Figura 2. Esquema del controlador IMC con sen˜al
de control compensadora
miza el error entre las salidas calculadas por la
red y las salidas deseadas. En el caso de la red
neuronal compensadora no es posible hacer el en-
trenamiento de esta manera, pues ser´ıa necesario
conocer la sen˜al de control deseada, es decir, la
sen˜al de control compensadora que ha de calcular
la red neuronal que se esta´ entrenando. El camino
que se seguira´ aqu´ı consiste en minimizar el error
de control (k) = r(k) − y(k), donde r(k) es la
referencia e y(k) es la salida de la planta, ambas
en el instante k. Esta forma de entrenar una
red neuronal ha sido empleada para hacer con-
troladores adaptativos no lineales, como en (Cui
and Shin, 1993; Noriega and Wang, 1998b), o para
entrenar en l´ınea una red neuronal que calcule la
ganancia de un controlador, (Fuente et al., 2005).
En la ﬁgura 2 se representa la estructura del
controlador IMC tolerante a fallos mediante la
adicio´n de una sen˜al compensadora.
Se trata de una variacio´n del IMC habitual en el
que se ha incluido un bloque para la deteccio´n
de fallos y otro que realiza la compensacio´n. Este
bloque esta´ formado por una red neuronal y el
algoritmo para entrenarla en l´ınea.
El me´todo que se describe aqu´ı es similar al de-
sarrollado por (Wang and Wang, 1999), aunque
hay dos importantes diferencias. En (Wang and
Wang, 1999) se emplea una red neuronal pseudo–
lineal (Wang et al., 1994) y aqu´ı una perceptro´n
multicapa. La segunda diferencia es que (Wang
and Wang, 1999) desarrollan un tipo de contro-
lador espec´ıﬁco, mientras que aqu´ı se utiliza un
controlador IMC, que es una estructura de control
mucho ma´s general.
3.1 Descripcio´n de la red neuronal compensadora
La red neuronal compensadora es del tipo percep-
tro´n multicapa. La red neuronal tiene n entradas
y una capa oculta con h neuronas no lineales. La
capa de salida tiene una sola neurona porque so´lo
se toma en consideracio´n el caso de sistemas SISO.
Los pesos de las conexiones entre la capa de
entrada y la oculta se denotan por wi,j y los de
las sinapsis entre la capa oculta y la de salida por
νj . Se considera que todas las neuronas de la capa
oculta tienen la misma funcio´n de activacio´n, ϕ, y
que la funcio´n de activacio´n de las neuronas de la
capa de salida es la identidad. Todas las neuronas
tienen b´ıas. Con esta notacio´n, una red neuronal
perceptro´n con una capa oculta puede expresarse
como aparece en las ecuaciones (2) y (3).
uc =
h+1∑
j=1
νjϕ˜ (aj) (2)
aj =
n+1∑
i=1
wi,j e˜i (3)
donde e˜ = [e1, e2, . . . , en, 1], con ei las entradas de
la red neuronal, y
ϕ˜(aj) = [ϕ(a1), ϕ(a2), . . . , ϕ(ah), 1] (4)
La funcio´n de activacio´n puede ser cualquiera de
las no lineales que se emplean en los perceptrones
multicapa. En el caso que se estudia aqu´ı esta
funcio´n es la que aparece en la ecuacio´n (5).
La ecuacio´n (6) es la derivada de la funcio´n de
activacio´n mostrada en la ecuacio´n (5).
ϕ (x) =
2
1 + e−2x
− 1 (5)
dϕ (x)
dx
= ϕ˙(x) =
4e−2x
(1 + e−2x)2
(6)
3.1.1. Entrenamiento El entrenamiento de la
red neuronal se hace segu´n la regla delta:
wi,j(k) =wi,j(k − 1)− η ∂E(t)
∂wi,j(k)
(7)
νi(k) = νi(k − 1)− η ∂E(t)
∂νi
(8)
donde η es el ritmo de aprendizaje. E(t) es el error
de seguimiento de la referencia, deﬁnido como
E(t) =
1
2
t∑
k=1
(k)2 (9)
Las derivadas que aparecen en las ecuaciones (7)
y (8) pueden calcularse utilizando la regla de la
cadena:
∂E(t)
∂νi
=
∂E(t)
∂(k)
∂(k)
∂y(k)
∂y(k)
∂u(k)
∂u(k)
∂uc(k)
∂uc(k)
∂νi
(10)
∂E(t)
∂wij
=
∂E(t)
∂(k)
∂(k)
∂y(k)
∂y(k)
∂u(k)
∂u(k)
∂uc(k)
∂uc(k)
∂wij
(11)
As´ı mismo, cada una de estas derivadas parciales
puede calcularse anal´ıticamente. De esta forma
es posible obtener una expresio´n cuyo ca´lculo en
l´ınea permite el entrenamiento de la red neuronal
compensadora.
El valor de las derivadas parciales es el siguiente:
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∂E(t)
∂(k)
= (k) (12)
∂(k)
∂y(k)
=−1 (13)
∂y(k)
∂u(k)
= sign(K) (14)
∂u(k)
∂uc(k)
= 1 (15)
La derivada de la salida de la planta respecto de
su entrada merece una atencio´n especial. (Cui and
Shin, 1993) han demostrado que para entrenar
una red neuronal integrada en un lazo de control
mediante la minimizacio´n del error de seguimiento
de la referencia no es necesario conocer el valor
exacto de ∂y(k)∂u(k) , sino que dicho valor puede ser
substituido por el signo de la ganancia de la
planta, siempre y cuando la planta tenga un
comportamiento mono´tono. Por comportamiento
mono´tono se entiende que la salida de la planta
evoluciona de manera mono´tona ante entradas
mono´tonas.
Para calcular las otras dos derivadas hay que
utilizar nuevamente la regla de la cadena:
∂uc
∂νi
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ϕ
(
n+1∑
i=1
wi,1e˜i
)
ϕ
(
n+1∑
i=1
wi,2e˜1
)
...
ϕ
(
n+1∑
i=1
wi,he˜i
)
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)
∂uc
∂wi,j
=
⎡⎢⎢⎢⎢⎢⎣
ν1e1ϕ˙(
∑
i
wi,1e˜i) ... νhe1ϕ˙(
∑
i
wi,he˜i)
ν1e2ϕ˙(
∑
i
wi,1e˜i) ... νhe2ϕ˙(
∑
i
wi,he˜i)
...
. . .
...
ν1enϕ˙(
∑
i
wi,1e˜i) ... νhenϕ˙(
∑
i
wi,he˜i)
ν1ϕ˙(
∑
i
wi,1e˜i) ... νhϕ˙(
∑
i
wi,he˜i)
⎤⎥⎥⎥⎥⎥⎦
(17)
donde se ha suprimido la especiﬁcacio´n del peri-
odo de muestreo k para simpliﬁcar la notacio´n y
en todos los casos i = {1, . . . , n + 1}.
Normalmente una red neuronal solamente es uti-
lizada despue´s de haber sido entrenada adecuada-
mente, es decir, cuando los pesos de la red ya no
necesitan ser modiﬁcados porque se ha alcanzado
el error objetivo. Sin embargo, para un sistema
que cambia con el tiempo no tiene sentido hablar
de una red neuronal bien entrenada porque el
sistema que se modela cambia continuamente. Por
eso es necesario que el algoritmo de entrenamiento
se aplique continuamente. Esto es especialmente
necesario en el caso de fallos en rampa.
Figura 3. Esquema del sulﬁtador
4. APLICACIO´N A UN PROCESO DE
CONTROL DE PH
4.1 Descripcio´n de la planta
El proceso de sulﬁtacio´n se utiliza en la industria
azucarera para controlar el pH de la llamada
lechada de cal. Este pH es una variable cr´ıtica en
el proceso de obtencio´n del azu´car y por eso su
control es de gran importancia.
El propo´sito de la sulﬁtacio´n es reducir el pH de la
disolucio´n de Ca(OH)2 que ﬂuye constantemente
hacia el interior del reactor o tanque de sulﬁtacio´n.
Este tanque tiene en su base un contenedor de
agua, ver ﬁgura 3, gracias al cua´l se forman
burbujas de dio´xido de azufre (SO2). El gas entra
en el tanque a trave´s de una red de tubos, lo
que facilita la formacio´n de una gran cantidad de
burbujas de dicho gas. E´ste reacciona con la fase
l´ıquida, que desborda y abandona el reactor con
un pH menor.
El caudal de SO2 puede ser regulado mediante
una va´lvula dispuesta para tal ﬁn, lo que per-
mite controlar el pH del producto de salida. El
producto de la reaccio´n entre el SO2 y el agua
es a´cido sulfuroso (H3SO2) y al disociarse origina
iones (H+) que reducen el pH de la disolucio´n que
entra en la torre de sulﬁtacio´n. Hay una tercera
reaccio´n que afecta a los iones SO3 presentes en
la lechada de cal que entra en el sulﬁtador. Las
tres reacciones que tienen lugar en el reactor son
las que se muestran en (18).
SO2 + H2O → SO3H2
SO3H2  SO3H− + H+ (18)
SO3H
− + CaOH+  SO3Ca
4.1.1. Modelo matema´tico El modelado del sul-
ﬁtador se estudia en profundidad en (de Prada et
al., 1984). A partir del balance de masas y energ´ıas
se llega al conjunto de ecuaciones (19):
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Tabla 1. Para´metros del modelo del sul-
ﬁtador
Constante Valor
b 1,7 s
k 0,9
V 1000 l
Fa 11,05 l/s
ZS 0,45344659
ES 19010,7323 J/mol
Za 84415085,06
Ea 22500 J/mol
b
dFS
dt
=−FS + kFg
V
Fa
dX
dt
=−X + [CaOH+]
i
− α
F
FS
dC
dt
=
FS
V
− FaC
V
(19)
[
H+
]
=
X
2
[
−1 + sign (x)
√
1 +
4Kw
X2
]
pH =−log ([H+])
La primera de las ecuaciones describe la evolu-
cio´n temporal del caudal de dio´xido de azufre,
FS , transferido al l´ıquido; siendo k el coeﬁciente
de disolucio´n y b el tiempo caracter´ıstico de la
solucio´n.
La magnitud intermedia X, que aparece en la
segunda de las ecuaciones, se deﬁne como X =
[OH−]−[H+]. α es la constante de disociacio´n. La
cantidad [CaOH+]i representa la concentracio´n
inicial de estos iones. Las magnitudes V y Fa son
el volumen y el caudal de agua, respectivamente.
La variable C se deﬁne de la forma C = [SO3H2]+
[SO3H−]. La cantidad Kw es el coeﬁciente de
disociacio´n del agua.
Finalmente, la expresio´n de la constante de diso-
ciacio´n α viene dada por:
α =
−Keq +
√
K2eq + 4KeqC
2C
donde Keq es el coeﬁciente de equilibrio de la
reaccio´n. Este coeﬁciente, a su vez se expresa de
la forma:
Keq = ZSexp
( −ES
RTabs
)
En esta ecuacio´n ES es la energ´ıa de activacio´n.
Tambie´n el coeﬁciente de disociacio´n del agua
tiene una expresio´n ana´loga:
Kw = Zaexp
( −Ea
RTabs
)
Para las constantes Ea y Za se puede decir lo
mismo que para la ecuacio´n del coeﬁciente de
equilibrio.
Los valores de las constantes que caracterizan al
sulﬁtador aparecen en la tabla 1.
Figura 4. Superposicio´n de las salidas de entre-
namiento
4.2 Aplicacio´n del IMC no lineal
4.2.1. Modelado de la planta Para entrenar un
ANFIS que describa el comportamiento del sulﬁ-
tador se ha buscado una entrada que excite todos
los modos de funcionamiento de intere´s. La entra-
da elegida ha sido un tren de pulsos de diferentes
amplitudes y frecuencias.
Al no tener el ANFIS una estructura recursiva ni
ninguna otra caracter´ıstica que lo dote de memo-
ria, se utilizan valores pasados de las entradas y de
las salidas para que el ANFIS capte la dina´mica
de la planta. La ecuacio´n (20) se reﬂeja el vector
de entradas. La salida es pH(t).
EM (t) = {Fg(t), Fg(t− 1), pH(t− 1), pH(t− 2)}
(20)
Se ha elegido un ANFIS con tres funciones de
pertenencia gaussianas por entrada.
Para validar el sistema se ha recurrido a los
datos de entrenamiento y, sobre todo, a los de
validacio´n. La ﬁgura 4 muestra la superposicio´n
de las salidas correspondientes a las entradas
de entrenamiento y validacio´n. Puede apreciarse
en dicha ﬁgura que en el caso de los datos de
entrenamiento hay una total coincidencia entre las
salidas del modelo y de la planta. En el caso de los
datos de validacio´n ya aparece una desviacio´n. En
la ﬁgura 4 se ha ampliado la zona entre pH = 4
y pH = 8 para que se aprecie mejor la diferencia.
La diferencia depende del punto de operacio´n y es
tolerable.
4.2.2. Modelado de la inversa de la planta Para
entrenar el modelo de la inversa de la dina´mica del
sulﬁtador es necesario una sen˜al de entrada que
produzca una densidad de datos alta en aquellos
puntos de operacio´n donde la no linealidad es
ma´s cr´ıtica. Las sen˜ales utilizadas para entrenar se
muestran en la ﬁgura 5. Para que el ANFIS capte
la dina´mica del sistema inverso se ha recurrido a
la utilizacio´n de valores pasados de las entradas
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Figura 5. Entrada y salida de entrenamiento para
el modelo de la inversa de la dina´mica de la
planta
Figura 6. Salidas de la planta y del ANFIS inverso
y salidas, como en el caso del modelo directo. La
ecuacio´n (21) expresa las entradas del ANFIS con
el que se ha modelado el controlador. La salida es
Fg(t).
EC(t) = {pH(t), Fg(t− 1), Fg(t− 2)} (21)
El tipo de funcio´n de pertenencia escogido es el
producto de dos sigmoides. El nu´mero de fun-
ciones de pertenencia por entrada es tres. Para
validar el modelo se ha recurrido a los datos de
validacio´n. La ﬁgura 6 muestra la superposicio´n
de las salidas. La salida del modelo coincide con
la de validacio´n, observa´ndose cierto retraso en el
seguimiento de los cambios.
4.2.3. Filtro En el IMC se utiliza un ﬁltro, que
es aplicado a la sen˜al que se realimenta, ecuacio´n
(22). El valor del ﬁltro se ha calculado por el
me´todo de prueba y error.
F =
10−6
z + 10−6
(22)
En el IMC la sen˜al realimentada es nula mientras
no haya perturbaciones, ruido de medida o cam-
bios en la referencia. Pero en la pra´ctica siempre
tendremos ruido de medida y ruido debido a los
Figura 7. Control del sulﬁtador con el IMC
Figura 8. Rechazo de la perturbacio´n en pHa
errores de modelado. La ﬁnalidad del ﬁltro de rea-
limentacio´n es eliminar o suavizar estos ruidos. De
esta manera se evitan los problemas de estabilidad
que podr´ıan derivarse de la realimentacio´n de los
mismos.
4.2.4. Resultados del control IMC no lineal Se
han realizado experimentos de control de pH en
simulacio´n. La ﬁgura 7 muestra el resultado cuan-
do la referencia se mueve por todo el rango de
operacio´n. Se aprecia como el rendimiento del
controlador cambia con el punto de operacio´n. La
ﬁgura 8 muestra el rechazo de la perturbacio´n en
el pH de la lechada de cal, pHa. Esta perturbacio´n
es la que ma´s afecta al control, siendo el efecto
de las otras perturbaciones, por separado o con-
juntamente, despreciable. En la sen˜al de control
se observan picos en los instantes en los que se
produce un cambio en la referencia. La causa
de estos picos es un modelado imperfecto de la
dina´mica de la inversa de la planta.
4.3 Tolerancia a fallos en la planta
El me´todo descrito en la seccio´n 3 se ha aplicado
al sistema formado por el sulﬁtador y el IMC no
lineal descritos anteriormente. No se han conside-
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Figura 9. Salida del sulﬁtador en presencia de un
fallo abrupto y un fallo en rampa, ambos sin
accio´n compensadora.
rado fallos ni en los actuadores ni en los sensores,
solamente fallos en la planta. Estos fallos consisten
en la disminucio´n de la temperatura interna del
sulﬁtador mono´tonamente o abruptamente hasta
la mitad de su valor normal.
En la ﬁgura 9 se muestra la salida de la planta
cuando se produce un fallo en escalo´n o en rampa
en t = 2500 s y no se lleva a cabo ninguna accio´n
de reconﬁguracio´n del controlador. Puede verse
como el fallo hace que la salida de la planta se
aleje abruptamente de la referencia, de manera
ma´s acusada en el caso del fallo en escalo´n, al
ser el controlador nominal incapaz de generar
acciones de control va´lidas para la nueva situacio´n
de la planta. A pesar de ello, se observan ciertos
cambios en la salida de la planta en los instantes
en los que se producen cambios en la referencia.
Para generar la sen˜al de control compensadora,
uc, que sera´ sumada a la sen˜al de control nominal,
un, y formar la sen˜al de control que se introduce
en la planta, tal como se muestra en la ecuacio´n
(1), se ha utilizado una red neuronal perceptro´n
multicapa con dos entradas y cinco neuronas en la
capa oculta y una en la capa de salida. La funcio´n
de activacio´n de la neurona de la capa de salida es
la identidad y la de las neuronas de la capa oculta
es la que se muestra en la ecuacio´n (5).
Las entradas de la red neuronal compensadora
deben reﬂejar el estado real y deseado de la planta
controlada, por lo que el conjunto de entradas
puede incluir a la salida de la planta, la referencia
o el error de seguimiento de la misma. Para el
caso que aqu´ı se describe se utiliza el error de
seguimiento:
e(k) = {(k), (k − 1)} (23)
Las entradas de la red neuronal pueden ser nor-
malizadas tomando como l´ımites los valores ma´xi-
mos y mı´nimos de la salida de la planta, la referen-
cia o el error de seguimiento. De la misma manera,
la salida de la red neuronal compensadora puede
Tabla 2. Ritmo de aprendizaje
Punto de operacio´n η
pH = 5,0, 5,5 0,005
pH = 6,0, . . . , 9,0 0,001
ser desnormalizada usando como l´ımites el rango
de variacio´n de la sen˜al de control, pues esta salida
se sumara´ a la sen˜al de control nominal. En el caso
del sulﬁtador no se han normalizado las entradas
de la red neuronal compensadora ni desnormali-
zado sus salidas. Al estar el conjunto de entradas
formado por los errores de seguimiento y ser e´ste
el que minimiza el algoritmo de entrenamiento, no
se hace necesario normalizar las entradas porque
son del mismo orden que el error que se minimiza.
El entrenamiento de la red neuronal se lleva a cabo
segu´n se ha descrito en la seccio´n 3.1.1 y se ejecuta
una sola vez en cada periodo de muestreo, es decir,
so´lo se ejecuta una e´poca de entrenamiento en
cada periodo de muestro.
El ritmo de aprendizaje η determina la velocidad
con la que se acomoda el fallo, esto es, el tiempo
que se requiere para que la salida de la planta
alcance de nuevo a su referencia. Valores pequen˜os
de η producen convergencias lentas de la salida
hacia su referencia. Los valores grandes, aparte
de producir una acomodacio´n ma´s ra´pida, pueden
originar una respuesta oscilatoria sin convergen-
cia.
Los valores del ritmo de aprendizaje que se han
utilizado para el sulﬁtador se muestran en la tabla
2.
Se han hecho varios experimentos para comprobar
la validez del me´todo presentado, cada uno en
un punto de operacio´n diferente. En primer lugar
se han hecho experimentos de fallo en escalo´n,
como en el ejemplo mostrado en la ﬁgura 9,
manteniendo constante el taman˜o y el instante en
el que se produce el fallo fallo. En la ﬁgura 10
se muestra el experimento hecho en el valor de la
referencia pH = 7,0 y en la ﬁgura 11 el resultado
del experimento hecho en el valor de la referencia
pH = 8,0. En ambas ﬁguras u1 es la sen˜al de
control calculada por el controlador, uc es la sen˜al
de control calculada por la red neuronal y u es la
suma de ambas. E´sta es la sen˜al de control que se
introduce en la planta.
En la tabla 3 se muestran los resultados de todos
los experimentos de fallo en escalo´n. Para cada
uno de ellos se ha calculado el sobrepico (Mp)
que aparece como consecuencia de la adicio´n de la
sen˜al compensadora, el tiempo de pico o instante
en el que se produce el sobrepico (tp) y el tiempo
de asentamiento (ts) calculado segu´n el criterio
del 1%. Todos estos para´metros se han calculado
segu´n se deﬁnen en (Ogata, 1993). En todos los
experimentos, independientemente del valor de la
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Figura 10. Acomodacio´n de un fallo en el sulﬁta-
dor en la referencia pH = 7 por el me´todo de
la red neuronal compensadora
Figura 11. Acomodacio´n de un fallo en el sulﬁta-
dor en la referencia pH = 8 por el me´todo de
la red neuronal compensadora
referencia en el momento del fallo, se consigue
acomodar el fallo.
Tambie´n se han hecho experimentos de fallos en
rampa, como el que se muestra en la parte inferior
de la ﬁgura 9. En todos los casos el fallo empieza
en t = 2500 s y la pendiente de la rampa es
siempre la misma. En la tabla 4 se muestran los
resultados resumidos de la misma manera que en
el caso de los fallos en escalo´n. En todos los casos
la salida de la planta vuelve a alcanzar su valor de
referencia, a pesar de la presencia del fallo.
En el experimento realizado en pH = 9 el tiempo
de establecimiento es nulo porque la salida de la
Tabla 3. Resumen de los resultados
obtenidos en el sulﬁtador con el me´to-
do de la sen˜al de control compensadora
para un fallo abrupto
Referencia tp Mp ts
5,0000 220,9000 0,1046 648,6000
5,5000 161,8000 −0,0990 337,5000
6,0000 194,8000 −0,5045 898,0000
6,5000 153,6000 −0,9087 730,4000
7,0000 140,7000 −1,4041 914,2000
7,2500 138,9000 −1,5997 876,7000
7,5000 149,7000 −1,7223 733,4000
8,0000 3,9000 1,1672 630,6000
8,5000 0 1,0479 460,0000
9,0000 3,9000 1,1413 373,5000
Tabla 4. Resumen de los resultados
obtenidos en el sulﬁtador con el me´to-
do de la sen˜al de control compensadora
para un fallo en rampa
Referencia tp Mp ts
5,0000 −0,0000 −0,0130 658,0000
5,5000 −0,0000 0,1535 156,3000
6,0000 0,7000 0,1581 841,8000
6,5000 2,1000 0,1026 768,1000
7,0000 7,0000 0,1169 615,6000
7,2500 31,5000 0,0904 668,1000
7,5000 53,4000 0,1399 502,0000
8,0000 −0,0000 0,0992 60,5000
8,5000 −0,0000 −0,1101 26,8000
9,0000 −0,0000 −0,0355 0,0
Figura 12. Acomodacio´n de un fallo en rampa en
pH = 7 mediante la red neuronal compen-
sadora
planta no sale de la banda de ±1% en ningu´n
momento.
En la ﬁgura 12 se muestra un ejemplo de aco-
modacio´n de un fallo en rampa producido en el
punto de operacio´n pH = 7,0 y en la ﬁgura 13 otro
ejemplo de la acomodacio´n de un fallo en rampa,
esta vez en el punto de operacio´n pH = 8,0.
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Figura 13. Acomodacio´n de un fallo en rampa en
pH = 8 por el me´todo de la red neuronal
compensadora
5. CONCLUSIONES
En este art´ıculo se ha presentado una controlador
IMC para sistemas no lineales. El controlador
esta´ basado en modelos neuro–difusos ANFIS que
se utilizan tanto para modelar la planta como para
hacer un modelo de la inversa de la misma. De
entre todos los me´todos posibles para calcular un
modelo de la inversa de la dina´mica de una plan-
ta, aqu´ı se ha empleado el que conceptualmente
resulta ma´s sencillo, que no consiste ma´s que en
utilizar las salidas de la planta como entradas
para el modelo y las entradas de la misma como
salidas del modelo. Los resultados obtenidos en
simulacio´n en un sulﬁtador como los empleados
en la industria azucarera han mostrado que el
IMC no lineal realizado de esta manera es u´til
para controlar este proceso no lineal en un amplio
rango de operacio´n.
Los fallos que se producen en el sulﬁtador no
pueden ser compensados por el controlador IMC
por s´ı so´lo. Al producirse un fallo tanto el modelo
de la planta como el de la inversa de la dina´mica
de la misma dejan de tener validez. Por esta
razo´n la sen˜al de control calculada por el IMC no
conseguira´ que las salidas de la planta alcancen
sus referencias. Una manera de remediar este
problema consiste en sumar a la sen˜al de control
generada por el IMC otra sen˜al de control que
compense el efecto del error de modelado que
introduce la presencia de un fallo en la planta.
Esta sen˜al de control se puede calcular en l´ınea
sin necesidad de tener ningu´n conocimiento previo
de la dina´mica de la planta cuando esta´ sometida
a la accio´n de un fallo. Para lograrlo se puede
recurrir a una red neuronal cuya salida es la
sen˜al de control compensadora. La red neuronal
es entrenada en l´ınea y de manera supervisada.
El entrenamiento posibilita que la red neuronal
aprenda situaciones no conocidas previamente,
aspecto en el que se basa la propiedad de no
necesitar conocimiento previo de la dina´mica de la
planta bajo fallo. El entrenamiento puede hacerse
en l´ınea porque el algoritmo de aprendizaje busca
la minimizacio´n del error de control.
Los experimentos realizados en simulacio´n en el
sulﬁtador permiten concluir que esta te´cnica sirve
para acomodar fallos multiplicativos, tanto abrup-
tos como incipientes, en esa planta no lineal.
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