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A new class of time-energy uncertainty relations is directly derived from the Schro¨dinger equations
for time-dependent Hamiltonians. Only the initial state, and neither the not the full time-dependent
wave function which would demand a full solution for a time-dependent Hamiltonian, is required
for the time-energy relations. Explicit results are then presented for particular subcases of interest
for time-independent Hamiltonians and also for time-varying Hamiltonians employed in adiabatic
quantum computation.
Some estimate/bound is given for the computational time of the adiabatic quantum Grover’s
search, with particular emphasis on the required energy resources, besides the space and time
complexity, for the physical process of (quantum) computation in general.
Similar to the position-momentum uncertainty relation (PMUR), the time-energy uncertainty relation (TEUR) is
a property of the conjugacy of the Fourier transform variables time and frequency and of the quantum relationship
between energy and frequency. But unlike the PMUR, the TEUR cannot be derived from any commutator relation,
due to the lack of a well-defined time operator in quantum mechanics. As a consequence, the interpretation of the
TEUR is not as simple as that of the PMUR and has lead to serious misinterpretations [20].
The uncertainty relation between energy and time in nonrelativistic quantum mechanics was derived [15, 18] as the
time it takes for a state with given energy spread to decay as measured through the rate of change of the expectation
value of some observable. Anandan and Aharonov [1] have also applied geometric methods to quantum evolution
to obtain certain TEUR for time-dependent Halmiltonians. There are also other time energy relations expressing
the least time it takes for the system under investigation to evolve into an orthogonal state in terms of the energy
and energy spread of the system [6, 9, 19, 22]. See [8, 10] for some recent reviews of the various TEURs and their
derivations and interpretation.
In this paper we derive different sets of TEURs directly from the Schro¨dinger equation for time-dependent Hamil-
tonians in the general case. Our employed method of derivation as well as the results are new and different to those
in the existing literature. It is important to note that only the initial state, and neither the instantaneous eigenstates
nor the full time-dependent wave function which would demand a full solution for a time-dependent Hamiltonian, is
required for our time-energy relations. This hallmark enables wider applicability and usefulness of our TEURs.
As a special case for time-independent Hamiltonians, and as a necessary but not sufficient condition, is a lower
bound on the time ∆t∀ it takes for an initial state to evolve into any arbitrary state allowed by the Hamiltonian
dynamics:
2h¯ ≤ ∆t∀ ×
√
∆E0
2 + (E0)2, (1)
where E0 and ∆E0 are, respectively the energy expectation value and the energy spread of the initial state.
Also, as a necessary but not sufficient condition is a relation between the energy and the lower bound on the time
∆t⊥ it takes for an initial state to evolve into an orthogonal state allowed by the Hamiltonian dynamics:
h¯
√
2 ≤ ∆t⊥ ×∆E0. (2)
The necessary conditions above can also be expressed differently but equivalently as that the system cannot fully
explore the whole Hilbert space (that is, cannot reach certain dynamically allowable state) or evolve into an orthogonal
state from the initial state if the evolution time is less than, respectively, the characteristic times T∀ or T⊥:
T∀ ≡ 2h¯/
√
∆E0
2 + (E0)2,
T⊥ ≡ h¯
√
2/∆E0. (3)
In addition, we also obtain some results for the adiabatic quantum computation AQC [12, 13] with time-varying
Hamiltonians.
AQC starts with the readily constructible ground state |gI〉 of an initial Hamiltonian HI which is then adiabatically
extrapolated to the final Hamiltonian HP whose ground state |g〉 encodes the desirable solution of the problem and
2could be then obtained with reasonably high probability. The interpolation between HI and HP is facilitated by a
time-dependent Hamiltonian in the time interval 0 ≤ t ≤ T ,
H(t) = f(t/T )HI + g(t/T )HP , (4)
either in a temporally linear manner (that is, f(t/T ) = (1− t/T ) and g(t/T ) = t/T ); or otherwise with f(0) = 1 = g(1)
and f(1) = 0 = g(0). We also assume that both f and g are continuous, and g is semi-positive for all t ∈ [0, T ]. Such
a time evolution is captured by the following Schro¨dinger equation:
i∂t|ψ(t)〉 = H(t) |ψ(t)〉, (5)
|ψ(0)〉 = |gI〉.
We can set, without loss of generality, the initial ground state energy to zero to obtain the various necessary
conditions, similar to the time-independent Hamiltonian above, for the computing time TAQC at the end of the
computation:
2h¯ ≤ TAQC∀ ×
(∫ 1
0
g(τ)dτ
)
×
√
∆PE2 + (EP )2, (6)
h¯
√
2 ≤ TAQC⊥ ×
(∫ 1
0
g(τ)dτ
)
×∆PE, (7)
here EP and and ∆PE respectively are the expectation energy and the energy spread of the initial state in terms of
the final Hamiltonian:
EP ≡ 〈gI |HP |gI〉,
∆PE ≡
√
〈gI |H2P |gI〉 − 〈gI |HP |gI〉2. (8)
Similarly to the expressions (3) above, we also obtain the following AQC characteristic times:
TAQC∀ ≡ 2h¯(∫ 1
0
g(τ)dτ
)
×
√
∆PE
2 + (EP )2
,
TAQC⊥ ≡ h¯
√
2/∆PE. (9)
That is, if the computation time is less than TAQC∀ then there exists some state which is allowed by the dynamics
but cannot be reached from the initial state. And for evolution time less than TAQC⊥, the system cannot evolve to
any state that is orthogonal to the initial state.
The characteristic times in (9) are the lower bounds on the computing time; and as such, the more the energy
and the more the spread of the initial state in energy with respect to the final Hamiltonian, the less the lower
bound on computing time. Note also that the inverses of these characteristic times are related to the measures of
the interpolation rates of the AQC Hamiltonian (4); the slower the rates the higher the probabilities of ending the
computation in the ground state of HP .
Following are the derivations of the time-energy relations for the general cases and some of their consequences
including those for AQC. A lower bounds on the computing time for the adiabatic quantum Grover’s search algorithms
is also derived next. The paper is then concluded with some remarks.
TIME-ENERGY UNCERTAINTY RELATION FOR TIME-DEPENDENT HAMILTONIANS
From the Schro¨dinger equation with a time-dependent Hamiltonian:
ih¯∂t|ψ(t)〉 = H(t)|ψ(t)〉, (10)
|ψ(0)〉 = |φ0〉
we also consider another state |φ(t)〉 which satisfies a closely related Schro¨dinger equation:
ih¯∂t|φ(t)〉 = β(t)1 |φ(t)〉, (11)
|φ(0)〉 = |φ0〉,
3with arbitrary c-function β(t). This results in a phase ambiguity,
|φ(t)〉 = e−i
∫
t
0
dτβ(τ)/h¯|φ0〉. (12)
Here we consider the most general case of β(t) 6= 0 so that we could then exploit the freedom of choosing β(t) in the
following.
From the difference between Eqs. (10) and (11), we have:
h¯∂t|ψ(t)− φ(t)〉 = −iH(t)|ψ(t)− φ(t)〉 − i(H(t)− β(t))|φ(t)〉. (13)
We next consider:
h¯∂t ‖ |ψ(t)〉 − |φ(t)〉‖2 = h¯∂t (〈ψ(t) − φ(t)|ψ(t) − φ(t)〉) ,
= h¯ (∂t〈ψ(t) − φ(t)|) |ψ(t)− φ(t)〉 + h¯〈ψ(t)− φ(t)| (∂t|ψ(t)− φ(t)〉) ,
= 2h¯ℜ 〈ψ(t) − φ(t)| (∂t|ψ(t)− φ(t)〉) . (14)
Substituting (13) for the time derivative on the rhs of the last expression and noting that 〈ψ(t)−φ(t)|H(t)|ψ(t)−φ(t)〉
is a real number due to the hermicity of H(t),
rhs of (14) = 2ℑ 〈ψ(t)− φ(t)|(H(t) − β(t))|φ(t)〉,
≤ 2 ‖ |ψ(t)− φ(t)〉‖ × ‖(H(t)− β(t))|φ(t)〉‖ ,
≤ 2 ‖ |ψ(t)− φ(t)〉‖ × ‖(H(t)− β(t))|φ0〉‖ , (15)
where the first inequality is a result of the Schwarz inequality for the preceding rhs; and the second inequality is
from (12), where the entire time dependency of |φ(t)〉 is residing in a phase factor. On the other hand, the lhs of (14)
can also be rewritten as:
h¯∂t ‖ |ψ(t)− φ(t)〉‖2 = 2h¯ ‖ |ψ(t)− φ(t)〉‖ × ∂t ‖ |ψ(t)− φ(t)〉‖ . (16)
Thus putting together (15) and (16) we then have:
h¯∂t ‖ |ψ(t)− φ(t)〉‖ ≤ ‖(H(t)− β(t))|φ0〉‖ . (17)
Integrating the time variable on both sides of the last expression from 0 to ∆t, and noting that |ψ(0)〉 = |φ(0)〉,
yields the following inequality:
h¯‖ |ψ(∆t)〉 − |φ(∆t)〉‖ ≤
∫ ∆t
0
‖(H(τ) − β(τ))|φ0〉‖dτ. (18)
The left hand side contains the distance d(∆t, β(t)) between the final state of |ψ(∆t)〉 and the state |φ(∆t)〉, which
is the initial state up to a time-dependent phase factor depending on β(t),
d(∆t, β(t)) ≡ ‖ |ψ(∆t)〉 − |φ(∆t)〉‖ .
To refer back to the initial state |φ0〉, we have to set β(t) = 0. With this, the distance between the initial state and
any dynamically allowable state in the corresponding Hilbert space is bounded by the least upper bound of two:
d(∆t, β(t) = 0) ≤ 2.
Denoting ∆t∀ as the time when this bound is achieved, we then obtain from (18):
2h¯ ≤
∫ ∆t∀
0
‖H(τ)|φ0〉‖dτ. (19)
This is the first general result.
We also have, from (12),
d(∆t, β(t)) =
√
2− 2ℜ〈ψ(∆t)|φ(∆t)〉,
=
√
2− 2ℜ(e−i
∫
∆t
0
dτβ(τ)/h¯〈ψ(∆t)|φ0〉) (20)
4If the initial state evolves into a state orthogonal to |φ0〉 at the time ∆t⊥, that is 〈ψ(∆t⊥)|φ0〉 = 0, then it is necessary
that, irrespective of β(t),
d(∆t⊥, β(t)) =
√
2. (21)
Thus, we have from (18) a necessary condition at the time ∆t⊥:
h¯
√
2 ≤
∫ ∆t⊥
0
‖(H(τ) − β(τ))|φ0〉‖dτ. (22)
This is the second general result. Note that here we need not set β(t) = 0 but will make use of this freedom of choice
for β(t) when we apply the general results (19) and (22) to the particular cases of time-independent Hamiltonians
and time-dependent AQC in the below.
TIME-ENERGY UNCERTAINTY RELATION FOR TIME-INDEPENDENT HAMILTONIANS
For time-independent Hamiltonians we let β be time-independent, and we also have:
‖(H − β)|φ0〉‖ =
√
〈φ0|(H − β)2|φ0〉,
=
√
〈φ0|H2|φ0〉 − 2β〈φ0|H |φ0〉+ β2,
=
√
(〈φ0|H2|φ0〉 − 〈φ0|H |φ0〉2) + (β − 〈φ0|H |φ0〉)2,
≡
√
∆E0
2 + (E0 − β)2, (23)
where
∆E0 ≡
√
〈φ0|H2|φ0〉 − 〈φ0|H |φ0〉2 (24)
is the energy spread of the initial state, and
E0 ≡ 〈φ0|H |φ0〉 (25)
is the energy expectation value of the initial state.
The general inequality (19) now reduces to:
2h¯ ≤ ∆t∀ ×
√
∆E0
2 + E20 . (26)
On the other hand, the inequality (22) becomes:
h¯
√
2 ≤ ∆t⊥ ×
√
∆E0
2 + (E0 − β)2. (27)
We can now make use of the arbitrariness of β to choose β = E0 in order to minimise the rhs of the last expression,
and thus tighten the inequality, to arrive at:
h¯
√
2 ≤ ∆t⊥ ×∆E0. (28)
Expressions (26) and (28) are the advertised results (1) and (2).
We next derive another consequence of (18) for time-independent Hamiltonians. With P (t) = |〈ψ(t)|φ0〉|2 is the
probability at time t that the system remains in its initial state, we then have:
d2(t) = 2− 2ℜ〈ψ(t)|φ0〉,
≥ 2 (1− |〈ψ(t)|φ0〉|) ,
≥ 2
(
1−
√
P (t)
)
,
from which:
P (t) ≥
(
1− 1
2
d2(t)
)2
. (29)
5Now combining this with (18) with β = E0 leads us to the result:
P (t) ≥
(
1− (∆E0)
2
2h¯2
t2
)2
. (30)
In particular, for small t∆E0 ≪ h¯, the decay probability is slower than an exponential decay in t:
P (t) >∼ exp
{
− (∆E0)
2
h¯2
t2
}
. (31)
It is not difficult to apply the above arguments to a composite system and show that quantum entanglement between
the system components will speed up the decay probability as compared to system with independent, non-entangled
components. Left as an open question but it would be interesting to establish a relationship between the degree of
entanglement and that of the speeding up.
TIME-ENERGY UNCERTAINTY RELATION FOR ADIABATIC QUANTUM COMPUTATION
To apply the general result (18) to AQC we replace H(t) with the AQC Hamiltonian (4), and |φ0〉 with the
ground state |gI〉 of the initial Hamiltonian HI , where without loss of generality we can let HI |gI〉 = 0. We also let
β(t) = β0g(t/T ) where β0 is time-independent. We then have for the rhs of (18):
∫ ∆t
0
‖(H(τ) − β(τ))|φ0〉‖ dτ =
(∫ ∆t
0
g(τ/T )dτ
)
× ‖(HP − β0)|gI〉‖, (32)
of which
‖(HP − β0)|gI〉‖ =
√
〈gI |(HP − β0)2|gI〉,
=
√
〈gI |H2P |gI〉 − 2β0〈gI |HP |gI〉+ β20 ,
=
√
(〈gI |H2P |gI〉 − 〈gI |HP |gI〉2) + (〈gI |HP |gI〉 − −β0)2,
≡
√
∆PE
2 + (EP − β0)2. (33)
The inequalities (19) and (22) now, at the end of the computation, reduce to:
2h¯ ≤ TAQC∀
(∫ 1
0
g(τ)dτ
)
×
√
∆PE
2 + E2P , (34)
h¯
√
2 ≤ TAQC⊥
(∫ 1
0
g(τ)dτ
)
×∆PE. (35)
These are the advertised results (6) and (7). Note that we have made the judicious choice of β0 = EP to arrive at (40).
These inequalities incorporate the initial ground state |gI〉 and the spectrum of the final Hamiltonian in the forms
of the energy expectation and the energy spread of the initial state in terms of the final energy ∆PE. The manner
of the time extrapolation, which dictates the temporal flow of energy eigenstates of H(t) in (4), is further reflected in
g(τ).
Note that corresponding results can also be derived for a generalised AQC [5, 23? ], where an extra term of the
form h(t)HE (with h(0) = h(T ) = 0) is added to the Hamiltonian (4) to realise some further freedom in the adiabatic
paths.
Similar to (30) we can also derive a lower bound on the decay probability PAQC(t) = |〈ψ(t)|gI〉|2 for AQC:
PAQC(t) ≥
(
1− (∆EP )
2
2h¯2
(∫ t
0
g(τ/T )dτ
)2)2
, (36)
where T is the end time of the computation at which H(T ) = HP .
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To apply the general result (18) to AQC we replace H(t) with the AQC Hamiltonian (4), and |φ0〉 with the
ground state |gI〉 of the initial Hamiltonian HI , where without loss of generality we can let HI |gI〉 = 0. We also let
β(t) = β0g(t/T ) where β0 is time-independent. We then have for the rhs of (18):∫ ∆t
0
‖(H(τ) − β(τ))|φ0〉‖ dτ =
(∫ ∆t
0
g(τ/T )dτ
)
× ‖(HP − β0)|gI〉‖, (37)
of which
‖(HP − β0)|gI〉‖ =
√
〈gI |(HP − β0)2|gI〉,
=
√
〈gI |H2P |gI〉 − 2β0〈gI |HP |gI〉+ β20 ,
=
√
(〈gI |H2P |gI〉 − 〈gI |HP |gI〉2) + (〈gI |HP |gI〉 − −β0)2,
≡
√
∆PE
2 + (EP − β0)2. (38)
The inequalities (19) and (22) now, at the end of the computation, reduce to:
2h¯ ≤ TAQC∀
(∫ 1
0
g(τ)dτ
)
×
√
∆PE
2 + E2P , (39)
h¯
√
2 ≤ TAQC⊥
(∫ 1
0
g(τ)dτ
)
×∆PE. (40)
These are the advertised results (6) and (7). Note that we have made the judicious choice of β0 = EP to arrive at (40).
These inequalities incorporate the initial ground state |gI〉 and the spectrum of the final Hamiltonian in the forms
of the energy expectation and the energy spread of the initial state in terms of the final energy ∆PE. The manner
of the time extrapolation, which dictates the temporal flow of energy eigenstates of H(t) in (4), is further reflected in
g(τ).
Note that corresponding results can also be derived for a generalised AQC [5, 23? ], where an extra term of the
form h(t)HE (with h(0) = h(T ) = 0) is added to the Hamiltonian (4) to realise some further freedom in the adiabatic
paths.
Similar to (30) we can also derive a lower bound on the decay probability PAQC(t) = |〈ψ(t)|gI〉|2 for AQC:
PAQC(t) ≥
(
1− (∆EP )
2
2h¯2
(∫ t
0
g(τ/T )dτ
)2)2
, (41)
where T is the end time of the computation at which H(T ) = HP .
LOWER BOUNDS OF COMPUTATIONAL TIME IN ADIABATIC QUANTUM GROVER’S SEARCH
We present below an application of our new TEURs (40) in an estimation of some lower bounds on the computational
time for Grover’s unstructured search algorithms in AQC. See [17] for a different approach for lower bounds using other
uncertainty relations where the full time dependence of the wave functions is required, in contrast to our results above.
We also emphasise here the need for energy resources, not only in quantum computation but also in any physical
computation, as an essential component for computational complexity, besides the usual resources of memory space
and computing time.
We first consider a quantum algorithm [21, 23] to locate the state |m〉 in an unsorted database set of normalised
orthogonal states {|i〉, i = 1, . . . ,M}. It is known that this algorithm has a computational complexity of O(
√
M) as
that of Grover’s algorithm [16], a quadratic improvement on classical search.
For an AQC algorithm, we start with an initial state |φ0〉 that is a uniform superposition of all the states in the
given search set,
|φ0〉 ≡
M∑
i=1
ci|i〉. (42)
7This state is the ground state of the initial Hamiltonian HI in (4),
HI = 1− |φ0〉〈φ0|. (43)
The target Hamiltonian HP is then designed to have the solution state |m〉 as the ground state,
HP = 1− |m〉〈m|. (44)
The AQC is performed in the usual manner with a time-dependent Hamiltonian HG(t) in the time interval t ∈ [0, T ]
according to (4),
HG(t) = f(t/T )HI + g(t/T )HP . (45)
The energy expectation and energy spread of the target Hamiltonian as measured in the initial state |φ0〉 are,
respectively,
〈φ0|HP |φ0〉 = 1− |cm|2, (46)
and
∆PE ≡
√
〈φ0|H2P |φ0〉 − 〈φ0|HP |φ0〉2,
=
√
|cm|2 − |cm|4. (47)
According to the time-energy uncertainty (9), the time estimate T search⊥ , is the lower limit below which the initial
state |φ0〉 cannot evolve into an orthogonal state under the dynamics governed by HG(t) in (45). This time limit
should be of the same order of magnitude as the best AQC computation time, as estimated according to the quantum
adiabatic theorem, to obtain the target state |m〉 with reasonable probability.
For the case of the initial state is a uniform superposition of all the states, that is,
ci =
1√
M
, ∀i = 1, . . . ,M, (48)
we then have from (9)
T search⊥
M≫1∼ O
( √
M∫ 1
0
g(τ)dτ
)
. (49)
This time estimate, with g for which
∫ 1
0
g(τ)dτ ∼ O(1), is indeed of the same order of magnitude as the time complexity
O(√M) for the AQC [21] as normally obtained from the energy gap of the two lowest eigenvalues in the spectral flow
of HG(t) according to the quantum adiabatic theorem.
In contrast to those derived from the quantum adiabatic theorem, the time estimate T search⊥ here depends only on
the extrapolating function g, the initial state and the target Hamiltonian. Our lower bound estimate, furthermore for
this particular algorithm, is independent of all other amplitudes ci for i 6= m. It depends only on the coefficient cm of
the target state in the superposition (42). We thus could improve on the time O(√M) if we have some information
that leads to higher priori probability for the target state |m〉, such that |cm| > 1/
√
M .
In addition to that, we could also exploit the extra degree of freedom of the extrapolating function g to reduce the
time estimate (49). For example, with the choice
g(τ) −→
√
Mg(τ) (50)
substituting in (49) we could have reduced the lower time limit T search⊥ ∼ O(1)! This choice and its computation time
have also been confirmed in [23] by different means.
As another example, the authors of [7] employ a different function g(τ) but which also grows with
√
M ,
g(τ) −→ τ +
√
Mτ(1 − τ). (51)
This once again reduces the computation time to O(1), also in agreement with (49) whence∫ 1
0
g(τ)dτ −→ 1/6 +
√
M/2. (52)
8All of the above reductions for T search⊥ match, in orders of magnitude, the time complexities derived in [7, 23] directly
from a consideration of spectral-flow energy gap according to the quantum adiabatic theorem. This agreement is
remarkable, as our results above are not derived directly from the quantum adiabatic theorem but from a general
consideration of time-energy uncertainty relation for time-dependent Hamiltonians.
Such an agreement, however, is not unexpected. It should be reminded again here that our time measure T search⊥ is a
necessary lower limit in the sense that if the computation time is less than that then the initial state cannot evolve into
an orthogonal state. But longer computation time, T > T search⊥ , is not a sufficient condition; for sufficiency we would
need to involve the quantum adiabatic theorem. However, the simply calculated time measure T search⊥ does agree in
order of magnitudes with the estimate of the computational time more comprehensively derived. This agreement of
our results and those in [23] demonstrates that these necessary lower limits can in fact be saturated in this case by
judicious choice of the extrapolating functions f and g [21, 23].
More importantly, we want to point out and emphasise here that although we may be able to reduce the time
complexity to O(1), as with the choice of (50)or (51), we need to consider also the energy resource required for the
computation. The choice of (50) can, in fact, only be had at the cost of an increase in the energy required:
max
0≤t≤T
〈φ0|HG(t)|φ0〉 → O(
√
M). (53)
That is, a reduction in time complexity (from O(√M) to O(1)) incurs and is balanced by an increase in the cost in
energy resource (from O(1) to O(√M)). That is, in general the computational complexity of the AQC (45) is of the
order O(√M), taking into account both the energy and time resources.
One could go to the extreme and implement the choice
g(τ) −→ eMg(τ) (54)
in order to have an exponentially decreasing computation time with M . But of course we then at the same time have
to pay exponentially for the energy required for the physical AQC computation,
max
0≤t≤T
〈φ0|HG(t)|φ0〉 → O(eM ). (55)
The message here is that in considering the computational complexity in general we need to consider also the energy
resources in addition to the usually considered space and time complexity.
See [2–4, 11, 14] for other AQC Hamiltonians for this search problem. For these and more general time-dependent
Hamiltonians which do not assume the particular form of (4), we still could estimate some lower bounds on the
computational time through the general uncertainty relations (19) and (22).
CONCLUDING REMARKS
We derive a new class of time-energy uncertainty relations directly from the Scho¨dinger equation for the general
case of time-dependent Hamiltonians. The results are then applied to the estimation of some lower bounds on
computational time in quantum adiabatic computation (AQC).
Our characteristic lower bounds on computing time for AQC depend only on the initial state of the computation, its
energy expectation and also its energy spread as measured in terms of the final (target) Hamiltonian. These estimates
are not explicitly but only implicitly dependent on the instantaneous energy gaps of the time-dependent Hamiltonian
at intermediate times. As a result, the estimates have no bearing on the probability for obtaining the ground state
of the final target Hamiltonian. Nevertheless, in the case of adiabatic quantum algorithms for Grover’s search, it
is confirmed that such lower bounds are indeed of the same order of magnitude as the computing time evaluated
elsewhere from the quantum adiabatic theorem.
From those lower bounds, it is emphasised that in considering the computational complexity of a quantum algorithm
one would need to consider also the energy resources in addition to the usually considered space and time complexity.
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