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Résumé 
Les systèmes de gestion de la demande résidentielle se développent très rapidement, 
appuyés par les avancements dans les méthodes d'intelligence computationnelle, les appareils 
intelligents et les nouveaux cadres des réseaux intelligents. Ces systèmes sont une partie 
fondamentale pour l'implémentation des stratégies de gestion locale de la demande. Alors, 
ces systèmes sont encouragés par les distributeurs d'énergie pour diminuer la consommation 
d'énergie quotidienne en heure de pointe et permettre le déplacement de la demande en dehors 
des périodes critiques. Les charges thermiques du système de chauffage et chauffe-eau sont 
les plus énergivores dans le contexte des basses températures du Québec, alors celles-ci sont 
les charges ciblées du système de gestion exposé dans cette étude. 
Pour pouvoir implémenter des stratégies de gestion, il est nécessaire d'abord de pouvoir 
prédire et d'ajuster le comportement des systèmes à optimiser. Donc, la première partie de ce 
travail de recherche est axée sur la modélisation des bâtiments résidentiels et des systèmes 
électriques de stockage thermique. Ces modèles nous permettent d'optimiser les commandes 
qui agissent sur les différents appareils contrôlés. Cependant, à la différence des environne-
ments commerciaux ou industriels, dans le secteur résidentiel il y a des difficultés à obtenir 
l'information sur les caractéristiques physiques et géographiques de chaque résidence. Donc, 
pour pouvoir créer des modèles du comportement, nous devons nous servir des méthodes de 
régression et de découverte de paramètres basées sur l'intelligence artificielle ou apprentissage 
automatique. Plusieurs méthodes disponibles, dans ce travail de recherche, une implémen-
tation des algorithmes génétiques a été développée pour trouver les paramètres thermiques 
Il 
des modèles simplifiés qui nous ont permis de mettre en place des stratégies de commande 
prédictive. 
Par ailleurs, dans ce mémoire de maîtrise, nous avons exploré l'application des algorithmes 
co-évolutionnaires distribués pour l'optimisation et une architecture multiagent qui a comme 
objectif la réduction du profil de consommation des systèmes de chauffage électrique durant 
les périodes de demande critique définies par le distributeur d'énergie. Cette application doit 
tenir compte des contraintes de confort imposées par l'occupant de la résidence et essayer de 
réduire les coûts d'électricité associés. Donc, la méthode appliquée est l'algorithme génétique 
de triage non dominé pour l'optimisation multiobjective. 
L'architecture de commande et partage d'information proposée, cible les systèmes de 
chauffage traditionnels avec des plinthes électriques et les systèmes d'accumulation thermique, 
tenant compte de l'impact très important de ces systèmes sur la consommation totale d'une 
résidence, surtout dans des pays avec des conditions de climat nordique. Tel qu'indiqué avant, 
pour la province du Québec, où la pénétration des systèmes électriques de chauffage est très 
importante. 
Des résultats obtenus dans chaque étape ont fait preuve de l'utilité des algorithmes gé-
nétiques pour la modélisation, comme pour l'implémentation de la stratégie distribuée qui a 
obtenu des réductions des coûts de jusqu'à 24% et des diminutions de jusqu'à 25% du rapport 
de la puissance crête et la puissance moyenne du profil de consommation, ceci indique que la 
distribution des charges a été améliorée pour atténuer la demande dans les périodes critiques, 
en utilisant les systèmes de stockage thermique comme une source de flexibilité. 
Remerciements 
Je tiens tout d'abord à remercier mon directeur, Professeur Kodjo Agbossou pour ses 
commentaires constructifs, conseils et orientation à travers toutes les étapes de ma recherche. 
Je suis très reconnaissant envers lui pour son appui constant, surtout dans les périodes les 
plus difficiles. l'aimerais aussi, remercier Professeur Alben Cardenas, qui a surveillé de près 
et encadré le développement de mon travail, en apportant de merveilleuses idées et sa vaste 
expertise pour l'avancement de cette recherche. 
Par la suite, je remercie l'équipe du projet de recherche, Professeur Sousso Kelouwani, 
Professeur Yves Dubé et les chercheurs du Laboratoire des Technologies de l'Énergie d'Hydro-
Québec pour vos commentaires et contributions lors des nos réunions et discussions pério-
diques. D'autre part, je veux aussi remercier les organismes subventionnaires qui ont fourni 
l'appui financier et les ressources pour bien achever ce travail de recherche et mon programme 
d'études, ces organismes sont la Fondation UQTR, le Conseil de Recherche en Sciences 
Naturelles et en Génie du Canada (CRSNG) et Hydro-Québec. 
Je voudrais remercier également les professeurs du département de génie électrique et 
informatique qui ont apporté leur aide dans mon apprentissage et qui ont contribué tout au long 
de mes études de maîtrise. Par ailleurs, je veux m'adresser à toutes les personnes à l'Institut 
de Recherche sur l' Hydrogène, mais très spécialement à mes collègues dans le Laboratoire 
d'Innovation et de Recherche en Énergie Intelligente (LIREI) avec lesquels j'ai eu le plaisir de 
travailler pendant ces deux années et auxquels j'aimerais remercier de tout mon cœur pour 
tous les bons moments que nous avons partagés. 
J'aimerais dédier ce travail de recherche à : 
Ma chère mère, 
pour être le vent dans mes voiles qui m'a toujours poussé vers l'horizon. 
Mon épouse, 
pour avoir pris mon destin dans tes mains et avoir donné du sens à ma vie. 
"La connaissance scientifique possède en quelque sorte des propriétés fractales: 
nous aurons beau accroître notre savoir, le reste - si infime soit-il- sera toujours 





Table des matières 
Table des figures 
Liste des tableaux 
Acronymes 
Nomenclature 
Chapitre 1 - Introduction 
Table des matières 
1.1 Contexte général et problématique 
1.2 Objectifs de la recherche . . . . . 
1.2.1 Contributions Envisagées. 
1.3 Méthodologie... . ... . ... 
1.4 Organisation du mémoire de maîtrise . 
Chapitre 2 - Revue de littérature 
2.1 Stratégies de gestion de la demande . ..... . .. . ... . 
2.1.1 Gestion de la demande d'énergie du côté d'utilisateur . 
2.1.2 Système de gestion de la demande résidentielle 
2.2 Systèmes de stockage d'énergie 




















2.2.2 Configurations des systèmes de stockage thermique . . . 
2.2.3 Unités d'accumulation thermique: Briques céramiques. 









2.3.1 Modèles RC simplifiés 
2.4 Stratégies de commande .. . 
2.4.1 Méthodes de commande classique 
2.4.2 Méthodes de commande intelligente 
2.4.3 Stratégies centralisées et décentralisées 
2.4.4 Architectures multi-agent. . . . . . . 37 
2.5 Analyse et synthèse de la revue de littérature. 39 
Chapitre 3 - Méthodes proposées pour le SGDR 41 
3.1 Stratégie de modélisation et estimation des paramètres .. . ...... 45 
3.1.1 Algorithme Génétique (AG) pour la découverte des paramètres. 46 
3.1.2 Opérateurs génétiques . . . . . . . . . . . . . . . . 49 
3.1.3 Modélisation distribuée des pièces dans la résidence 54 
3.1.3.1 Modèle de la pièce et le Système de plinthe électrique 
chauffante (PCE) ................. 54 
3.1.3.2 Fonction d' évaluation pour le modèle de la pièce: 56 
3.1.3.3 Modèle du Système électrique de stockage thermique (SEST) 57 
3.1.3.4 Fonction d'évaluation pour le modèle du SEST : 58 
3.2 Stratégie de commande pour le SGDR . . . . . . . . . . . . 60 
3.3 
3.2.1 Algorithme génétique de tri non-dominé (NSGA-II) 61 
3.2.2 Contrôle distribué dans les pièces de la résidence . . 65 





Représentation de la trajectoire de l'agent SEST 
Schéma coopératif de co-évolution . . . 





Chapitre 4 - Validation des méthodes proposées 76 
4.1 Tests de l'Algorithme Génétique pour l'estimation des paramètres thermiques 77 
4.1.1 Résultats de la modélisation d' une résidence .. . .... . 
4.1.1.1 Système d'émulation avec matériel dans la boucle 
4.1.1.2 Résidence réelle dans la ville de Trois-Rivières. 
4.1.2 Modélisation du SEST réel . 
4.1.2.1 Banc d'essai . . . 








4.2 Implémentation d' un système d' émulation sur MATLAB/Simulink . 93 
4.2.1 Modèle multicouche d' une résidence 93 
4.2.2 Modèle plinthe chauffante . . . . . . 99 
4.2.3 Modèle système d'accumulation thermique 99 
4.3 Scénarios de référence et résultats pour le SaDR proposé 102 
4.4 
4.3.1 Scénarios de simulation ...... 102 
4.3.2 Résultats de la phase de découverte 104 
4.3.3 Résultats de la stratégie distribuée . 109 
4.3.3.1 Paramètre de compromis 112 
4.3.3.2 
4.3.3.3 
Résumé .. .. 
Réduction du pic de consommation dans les périodes critiques 116 
Effets de coordination 






Table des figures 
1-1 Tendances indexées des émissions de GES par personne, par unité de PIB et 
par unité d'énergie consommée [1]. . .... .. . .... . 
1-2 Consommation d'énergie par utilisation finale (Pl), 2015 [1]. 
1-3 Périodes de pointe quotidiennes à la province de Québec [4]. 




gestion de l 'énergie domestique (GED), figure extraite de [8] 10 
2-2 Téchniques de changement du profil de demande [Il ]. ... 10 
2-3 Architecture de base des Systèmes de gestion de la demande residentielle [8] 12 
2-4 Disposition des Systèmes de gestion de la demande residentielle [ 16]. . . . . 13 
2-5 Solutions de stockage d'énergie d'après l'intervalle de temps et son application 
[23]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 14 
2-6 Stratégies de stockage: (a) Stockage complet; (b) Stockage partiel- nivelle-
ment des charges; (c) Stockage partiel - restriction de demande. [21 ] . . . .. 14 
2-7 Méthodes de stockage thermique: (a) Chaleur sensible (b) Chaleur latente (c) 
Réaction thermochimique [27]. . . . . . . . . . . . . . . . . . 15 
2-8 Volume requis pour stocker 6.7GJ dans les différents SST [21 ]. 16 
2-9 Système de stockage thermique avec une combinaison des collecteurs solaires 
et chaudière [25]. . . . . . . . . . . . . . . . . . . . 17 
2- 10 Schéma de la masse thermique d ' une résidence [31 ]. 17 
lX 
2-11 Système de climatisation avec des MCP; (a) Refroidissement de la pièce; (b) 
Refroidissement du matériel [27J. .............. . ........ 18 
2-12 Brique isolante composée de Materiaux à changement de phase encapsulé [27J. 19 
2-13 Différentes configurations pour intégrer les SST dans les résidences [27J. 20 
2-14 Scénarios de contrôle de chauffage; (a) Un seul environnement homogène 
et une source de chaleur; (b) Système hétérogène avec plusieurs sources de 
chaleur. . . . . . . . . . . . . . . . . . . . . . . . . 20 
2-15 Schéma d'une unité d'accumulation thermique [24J. . 21 
2-16 Diagramme de la circulation d'air à travers le noyau du SEST [38J. . 22 
2-17 Catégories des approches de modélisation des systèmes thermiques du bâti-
ment [39J. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25 
2-18 Résumé des méthodologies de commande les plus utilisées [56J. 30 
2-19 Distribution des stratégies de commande utilisées dans la Gestion locale de la 
demande (GLD) [46]. . . . . . . . . . . . . . . . . . . . . . 30 
2-20 Résumé des algorithmes d'optimisation les plus utilisés [56J. 32 
2-21 Architecture d'un algorithme distribué de co-évolution coopérative. 33 
2-22 Diagramme de la stratégie de la Commande Prédictive bas sée sur un Modèle. 34 
2-23 Comparaison des stratégies de commande [46]. . . . . . . . . . . . . . 35 
2-24 Architectures Commande Prédictive bas sée sur un Modèle (CPM) [7I J. 36 
2-25 Architecture CPM distribuée [71 ]. . . . . . . . . . . . . . . . 36 
2-26 Exemple d'une architecture Système multi-agents (SMA) [83J. 38 
3-1 Balancement des variables et contraintes avec l'Intelligence Artificielle (lA) 
appliquée à l'optimisation dans les SGDR. . . . 42 
3-2 Système de plinthe électrique chauffante (PCE) 43 
3-3 Système électrique de stockage thermique (SEST) . 43 
3-4 Architecture multiagent d'optimisation distribuée et de contrôle du système 
de chauffage électrique résidentiel. . . . . . . . . . . . . . . . . . . . . . .. 45 
3-5 Schéma des étapes d'estimation du modèle individuel et la stratégie de contrôle 
distribué . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 46 
3-6 Circuit équivalent RC pour modéliser le comportement de température interne 
moyenne d ' une résidence. . ......... . .. . . 
3-7 Réseau RC équivalent pour chaque pièce de la maison. 
3-8 Réseau RC équivalent pour le stockage thermique électrique. 






4-1 Schéma fonctionnel de la plate-forme d'émulation, extrait de [55]. . . . . .. 78 
4-2 Comportement en température du système émulé et du modèle ajusté avec 
Algorithme Génétique (AG). . . . . . . . . . . . . . . . . . . . . . . . . .. 79 
4-3 Comportement en température du système émulé et du modèle ajusté avec AG 
en utilisant 48 heures de données pour une autre semaine. . . . . . . . . . .. 80 
4-4 Vue d'installation du dispositif de sous-mesurage pour mesurer tous les circuits 
indépendants dans le panneau électrique de la résidence réelle étudiée [107]. . 82 
4-5 Comportement de la température dans la maison et le modèle ajusté avec AG. 83 
4-6 Comportement de la température dans la maison et le modèle ajusté avec AG, 
en utilisant 48 heures de données pour une autre semaine. . . . . . . . . . .. 84 
4-7 Système SEST STEFFES, série 2102. Description de l'emplacement interne 
des différents thermocouples . . . . . . . . . . . . . . . . . . . . . . . . .. 88 
4-8 Extrait des données mesurées SEST, correspondant à 31 jours de cycles de 
recharge et de décharge naturelle. Température moyenne du noyau (en haut) 
et puissance électrique tirée par le système (en bas). . . . . . . . . . . . . .. 89 
4-9 Réseau RC utilisé pour créer le modèle d'émulation de l'unité SEST, la valeur 
des paramètres a été ajustée à l'aide des données mesurées. . . . . . . . . .. 89 
4-10 Extrait de la température mesurée et modélisée Ter au noyau du SEST, pour 
les cycles de charge et de décharge forcée, en tenant compte des pertes naturelles. 92 
4-11 Schéma de la maison émulée et des différentes couches de séparation et 
d'isolation établies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94 
4-12 Modèle multicouche pour une pièce de la plate-forme d'émulation sous l'en-
vironnement Matlab/Simulink/Simscape, chaque pièce est connectée à la 
température des pièces voisines. . ..................... " 97 
Xl 
4-13 Schéma du système d 'émulation multicouche pour une résidence. 98 
4-14 Bloc pour une source de chaleur idéale. . ..... . ... . .. . 99 
4-15 Blocs pour le modèle d'émulation du Système de plinthe électrique chauffante 
(peE) .. .. .... .. ....................... ... . . . 100 
4-16 Sous-système pour le modèle d'émulation du Système électrique de stockage 
thermique (SEST). . ... . ...................... . 101 
4-17 La température externe utilisée dans la période de l'étape de découverte. 106 
4-18 Point de consigne individuel appliqué au modèle émulé. . . . . . . . . . 106 
4-19 Modèle émulé résultat de la température ambiante interne du profil d'excitation 
appliqué.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106 
4-20 La température extérieure utilisée pour les simulations de la stratégie de contrôle. 111 
4-21 Irradiation solaire totale sur une surface horizontale.. . . . . . . . . . . . . . 111 
4-22 Température moyenne à l'intérieur de la pièce 1, pour la période de simulation 
pour les différentes valeurs de a . . . . . . . . . . . . . . . . . . . . . . . . 113 
4-23 Température moyenne à l' intérieur de la pièce 3, pour la période de simulation 
pour les différentes valeurs de a . . . . . . . . . . . . . . . . . . . . . . . . 113 
4-24 Température moyenne du noyau dans le système SEST, pour les différentes 
valeurs de a .. . .... .. ... ...... .... .. .. . . . .... . . 113 
4-25 Profil de puissance de chauffage moyen pour la simulation sur dix jours, en 
utilisant une valeur de a = 0.1. . . . . . . . . . . . . . . . . . . . . . . . . . 115 
4-26 Profil de puissance de chauffage moyen pour la simulation sur dix jours, en 
utilisant une valeur de a = 1.0. 
4-27 Scénario 1, sans optimisation. 
4-28 Scénario 1, Stratégie appliquée avec a = 0.7. 
4-29 Scénario 2, sans optimisation. . ...... . 
4-30 Scénario 2, Stratégie appliquée avec a = 0.7. 
4-31 Scénario 3, sans optimisation. . . . . . .. . 
4-32 Scénario 3, Stratégie appliquée avec a = 0.7. 








heures de la première période critique du premier jour. . . .. .... . .. . 123 
Xll 
4-34 Profil de puissance Scénario 1 au jour 8, sans optimisation. . . . . . . .. 123 
4-35 Profil de puissance Scénario 1 au jour 8, stratégie appliquée avec a = 0,7. 123 
4-36 Profil de puissance Scénario 2 au jour 8, sans optimisation. . . . . . . .. 123 
4-37 Profil de puissance Scénario 2 au jour 8, stratégie appliquée avec a = 0,7. 123 
4-38 Profil de puissance Scénario 3 au jour 8, sans optimisation. . . . . . . .. 123 
4-39 Profil de puissance Scénario 3 au jour 8, stratégie appliquée avec a = 0,7. 123 
Liste des tableaux 
2-1 Analogie Électrique-Thermique 27 
4-1 Valeurs des paramètres pour la première initialisation de la population 78 
4-2 ()1) moyenne et écart type (a") pour 50 réalisations de l'AG, pour les deux 
environnements testés. .. .. ... ................ . ..... 85 
4-3 Liste des paramètres thermiques pour le modèle d'émulation SEST de la figure 
4-9. ... . ....... . .... ... . .. 91 
4-4 Liste des dimensions utilisées dans le modèle. 95 
4-5 Liste des caractéristiques thermiques utili sées dans le modèle. 95 
4-6 Paramètres thermiques estimés pour le scénario 2, avec un SEST dans la pièce 3.108 
4-7 Moyenne ()1) et écart type (cr) pour 50 réalisations de l'AG. . . .. . .... 109 
4-8 Résumé des résultats avec différentes valeurs du paramètre défini par l'utilisa-
teur a .......... ............... . .. . .. . . . . . . . 114 
4-9 Résumé des résultats pour chaque scénario de cas avec (*) ou sans la stratégie 
de co-évolution distribuée implémentée. . ..... . .. . .. ........ 116 
Liste des algorithmes 
1 Algorithme génétique . . .. . .... 48 
2 Schéma de sélection par tournoi 9 (P) 51 
3 Croisement arithmétique à valeur réelle ~(ij , ih) 51 
4 Schéma de mutation .L (i j ) ........... 52 
5 Algorithme génétique de tri non-dominé (NSGA-II) 62 
Acronymes 
Terme Description 
AA Apprentissage automatique. 
AB Algorithmes Évolutifs. 
AED Algorithme Évolutif Distribué. 
AEM Algorithmes Évolutifs Mémétiques. 
AEMO Algorithme Évolutif Multi-Objectif. 
AG Algorithme Génétique. 
ARMA Autorégressif et moyenne mobile. 
ARMAX Autoregressive-moving-average with eXternal in-
puts. 
ARX Autoregressive with eXternal inputs. 
CPM Commande Prédictive bas sée sur un Modèle. 
EAM Erreur absolute moyenne. 
EdC État de charge. 
EQM Erreur quadratique moyenne. 
FC Facteur de crête. 
GDD Gestion de la demande. 
GED Systèmes de gestion de l'énergie domestique. 
GLD Gestion locale de la demande. 























Materiaux à changement de phase. 
Modulation de largeur d'impulsions. 
Algorithme génétique de tri non-dominé. 
Optimisation de l'essaim de particules. 
Opérateur des Systèmes de Distribution. 
Système de plinthe électrique chauffante. 
Réseau Résistance-Capacité. 
Réseaux électriques intelligents. 
Racine de l'erreur quadratique moyenne. 
Réseaux de Neurones Artificielles. 
Systèmes de chauffage des locaux. 
Système électrique de stockage thermique. 
Systèmes de gestion de la demande residentielle. 
Système multi-agents. 
Systèmes de production locale. 
Systèmes de stockage d'énergie. 
Systèmes de stockage thermique. 
Tarification de pic critique. 
Tarification en temps réel. 
Taux de temps d' utilisation. 
XVI 
Nomenclature 
a Paramètre défini par l'utilisateur du compromis souhaité 
f3 Vecteur de pondération de préférence pour 7;n 
!1t Temps d'échantillonnage 
!1td Temps d'échantillonnage pour l' horizon de recul 
<Pin Flux thermique estimé délivré par le SEST 
ter Estimation de la température interne du noyau 
tn Estimation de la température intérieure de la pièce 
Àd Variation de coût pour le prix modifié 
Aag Prix d'incitation prévu 
Il Taux de mutation 
Qtou Prix du tarif Taux de temps d'utilisation (TTU) dans l'horizon de la fenêtre glissante 
<Pcr Puissance de chauffage d'entrée dans le noyau du SEST 
<Pdb Gains externes produits par les perturbations 
<Pin Flux de chaleur dû à l'appareil de chauffage 
TI Coût total de la pénalité de suppression de mouvement 
nd Vecteur d'affectation des coûts à déplacer 
lJI Taux d'immigration 
Pn Puissance nominale de l'appareil de chauffage 
(}2 Déviation de la distribution normale 
'! Taille de la sélection de tournois 
Qmod Prix modifié en fonction du tarif horaire 
Qnorm Valeurs normalisées basées sur le vecteur de prix modifié 
<Î>~ax Flux de chaleur maximum prévu dans la pièce 
<Î>db Gains prévus produits par les perturbations 
<Î>in Flux de chaleur prévu dû à l'appareil de chauffage 
P~ Profil agrégé prévu d'autres agents 
Pbh Consommation électrique prévue de la PCE 
Poth Consommation électrique prévue d'autres charges 
Pre Consommation d'énergie prévue du SEST 
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Chapitre 1 Introduction 
1.1 Contexte général et problématique 
Dans le cadre de la gestion intelligente de la puissance électrique du secteur résidentiel, 
différents sujets de recherche sont abordés à l'Institut de recherche sur l'hydrogène (IRH) 
et plus notamment au laboratoire de l'innovation et de recherche en énergie intelligente 
(LIREI). Un des axes le plus importants est le développement des stratégies pour réduire la 
consommation d'énergie quotidienne en heure de pointe, maximiser l'efficacité énergétique 
et appuyer certaines fonctions du réseau, dont la réserve et la reprise, après panne. Ces axes 
de recherche nous poussent à trouver des solutions qui soient économiquement viables et en 
même temps basées sur l'état de l'art des techniques et méthodologies de commande, prévision 
et adaptation des systèmes énergétiques résidentiels intelligents. 
Étant donnée l'importance que l'efficacité énergétique a maintenant, vers une diminution 
des émissions de gaz à effet de serre (GES), ce qui représente un défi des nos jours. Les 
gaz à effet de serre sont d ' après le consensus mondial, la cause de variations climatiques et 
le réchauffement graduel de la planète, raison pour laquelle tous les secteurs de la société 
se sont engagés aux initiatives d'amélioration des procédés et optimisation de l'énergie, en 
réduisant ces émissions et ciblant un bilan de l' empreinte carbone plus bas liée aux activités 
de consommation d'énergie. 
D'après les études faites à l'échelle mondiale, 78% des émissions de gaz à effet de serre 
sont produites par la production et consommation d'énergie. Ensuite, au Canada, plus de 
81 % de ces émissions de GES proviennent par ces mêmes activités [ 1]. Considérant le climat 
nordique canadien et une population dispersée à travers les vastes distances du territoire, 
les Canadiens consomment une grande quantité d'énergie dans les secteurs de transport et 
pour la climatisation et chauffage des bâtiments de toute sorte, commerciaux et résidentiels. 
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Cependant, grâce aux initiatives et à l'amélioration des équipements et des technologies, le 
Canada a réduit ces émissions de GES depuis l'année 2000 de façon considérable comme 
indiqué à la figure 1-1. 
2000 2002 2004 2006 2008 2010 2012 2014 2016 
ËmissiOils de GES 
indexées par dollar du PIB 
Ëmissions de GES indexées par 
- pétajoule d'énergie consommée 
Ëmissions de GES indexées par 
habitant 
FIGURE 1-1 Tendances indexées des émissions de GES par personne, par unité de PIB et par 
unité d'énergie consommée (1). 
Malgré ces résultats, les objectifs ciblés par les différents accords signés par le Canada 
n'ont pas été respectés et même l'accord de Paris sera probablement raté puisque les émissions 
continuent à dépasser les cibles établies [2]. Donc, des efforts supplémentaires devront être 
mis en place pour se rapprocher des cibles et limites nécessaires. 
Seulement le secteur résidentiel avait consommé environ l70 TWh dans l'année 2015, ce 
qui correspond à environ 34% de la consommation totale d'électricité au Canada[ l ]. De cette 
énergie, environ 80% est utilisée pour le réchauffement des locaux et de l'eau comme indiqué 
par la figure 1-2. 
Dans les provinces où les systèmes de chauffage et chauffe-eau électriques sont plus 
courants, la consommation d'énergie électrique peut s'avérer difficile à combler ou peut créer 
des effets négatifs sur le profil de consommation électrique. Plus précisément dans la province 
de Québec et d'après les données indiquées par le distributeur Hydro-Québec [3], autour 
de 17 MWh sont utilisés chaque année dans une résidence détachée, pour le réchauffement 
des chambres et de l'eau. Dans un logement ou condominium d'un immeuble d'habitations 













FIGURE 1-2 Consommation d'énergie par utilisation finale (PJ), 2015 [1]. 
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du Québec, le distributeur s'intéresse surtout aux effets des pics ou pointes de consommation 
quotidiennes et saisonnières qui posent des problèmes sur les réseaux de transmission et 
distribution [4]. 
Maintenant, il est important de remarquer que les habitudes ou routines de gens dans les 
différents secteurs de l'économie ont créé un effet particulier dans la demande d'électricité, 
c'est la pointe journalière de consommation énergétique. Ceci est l'effet de la demande ajoutée 
de l'ensemble des charges électriques qui se mettent en fonctionnement en même temps dans 
les périodes du jour où les personnes vont normalement faire des tâches liées au début ou à 
la fin de sa journée de travail. Par exemple, on va prendre une douche le matin, préparer un 
repas le soir après être arrivé et même augmenter la température de la résidence une fois à la 
maison. Ces comportements vont affecter largement la demande d'énergie dans des périodes 
spécifiques. 
Dans le cas de la province du Québec, ces périodes sont plus souvent trouvées entre le matin 
et le début de la soirée et uniquement pendant la saison d'hiver où les besoins énergétiques 
sont supérieurs [4], comme il est montré dans la figure 1-3. Cet appel de puissance comporte 
des frais de fonctionnement du réseau de distribution, pour pouvoir maintenir les niveaux de 
qualité exigés par la loi et les autorités, qui surveillent le fonctionnement des systèmes de 
distribution et transport électrique. Ces systèmes de transport doivent être aussi adaptés, pour 
combler les besoins d'énergie dans ces périodes de pic de consommation. Ce qui implique un 
surdimensionnement des systèmes pour appuyer la demande pendant une durée minimale. 
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FIGURE 1-3 Périodes de pointe quotidiennes à la province de Québec [4]. 
Donc, tenant compte des problématiques liées à l'utilisation de l'énergie qui sont décrites 
avant, il est impératif d'améliorer d'avantage l'efficacité des systèmes de chauffage et de 
diminuer l'impact des habitudes quotidiennes sur les périodes de pointe, pour réduire les 
coûts de production et transport d'électricité, le coût de l'utilisateur final et aussi pour réduire 
l'empreinte carbone associée à cette consommation d'énergie pour maintenir les conditions de 
confort dans les résidences. 
1.2 Objectifs de la recherche 
Concevoir une stratégie de contrôle intelligente, prédictive et adaptative pour réduire la 
demande d'énergie et les pics de consommation en heure de pointe. Cette stratégie doit tenir 
compte des prévisions de température extérieure, des besoins du distributeur en matière de la 
réduction de la pointe de puissance, des contraintes pour maintenir le confort des occupants et 
les périodes de charge/décharge d'un ou plusieurs dispositifs électriques de stockage thermique. 
Les objectifs spécifiques de ce projet sont: 
• Modélisation des dispositifs électriques de stockage thermique par son comportement 
de puissance électrique dans le contexte résidentiel. 
• Développement d'un algorithme de contrôle adaptatif et prédictif pour plusieurs sys-
tèmes électriques de stockage thermique, dans une approche de gestion de la demande 
résidentielle. 
• Mise en oeuvre et validation de l'algorithme de contrôle intelligent proposé, tenant 
compte des prévisions des températures extérieures, confort des occupants et les 
exigences du réseau de distribution. 
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1.2.1 Contributions Envisagées 
• Démontrer la capacité des systèmes électriques de stockage thermique pour appuyer 
les fonctions et exigences du réseau de distribution. Plus précisément, la réduction de 
la demande de puissance en heure de pointe, aux périodes les plus froides de l'année, 
dans lesquelles la problématique décrite est plus importante. 
• Proposer une approche de gestion locale basée sur les méthodes d' intelligence artifi-
cielle, pour réduire la demande résidentielle à l'aide du stockage efficace de l'énergie 
dans les périodes de faible consommation, visant à intégrer d'éventuelles stratégies de 
prix d'électricité variable, permettant aux clients de faire des économies et encoura-
geant les systèmes d 'accumulation thermique résidentiels. 
1.3 Méthodologie 
La recherche menée dans ce travail a comme méthodologie de base la structure de travail 
qui suit: 
Étape 1 : Revue de la bibliographie sur les différents systèmes actifs de stockage 
thermique et la modélisation des dispositifs électriques de stockage thermique. Cette 
revue de littérature a comme objectif de permettre de prendre une décision sur les 
caractéristiques, la disponibilité et l'utilisation des différents systèmes de stockage. 
Étape 2 : Revue de littérature sur les méthodes de contrôle prédictif, algorithmes d'ap-
prentissage automatique et d'optimisation. Par ailleurs, l'étude de la distribution de 
tâches de commande et l'implémentation sur les architectures multiagents de contrôle 
centralisé ou décentralisé. L'application de ces méthodes est le but de cette recherche. 
Étape 3 : Études de méthodes et algorithmes utilisés pour la modélisation du compor-
tement thermique d'un bâtiment, les approches de modélisation boîte noire, blanche 
et grise. Par ailleurs, la modélisation du comportement multiphysique des dispositifs 
électriques de stockage thermique et analyse des limites et possibilités du système, 
pour nous permettre de développer une représentation mathématique afin de simuler le 
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système et son impact dans les stratégies de gestion. 
Étape 4 : Acquisition/construction des bases de données réelles du comportement de 
la puissance électrique des charges et de la température interne d'une résidence, donc 
par la suite ces informations nous permettront de construire un modèle de régression 
pour décrire le comportement et les paramètres thermiques de la résidence étudiée. 
Par la suite, il est aussi possible de faire une analyse de l'effet de l'occupation et les 
différentes perturbations internes et externes sur la puissance électrique et thermique. 
Étape 5 : Proposition d'un algorithme/stratégie de gestion, tenant compte des caracté-
ristiques du bâtiment, de la température extérieure, de la puissance produite localement, 
et des exigences du réseau de distribution. Cet algorithme doit être extensible aux 
charges électriques de stockage thermique et ultérieurement cette architecture devrait 
permettre l'inclusion d'autres charges hétérogènes qui soient importantes pour une 
stratégie de contrôle et d'optimisation résidentielle, des charges comme les systèmes 
de chauffe-eau et les voitures électriques. Définition des scénarios de référence qui 
seront utilisés pour tester la stratégie de gestion proposée. 
Étape 6 : Implémentation du contrôleur sur le logiciel MATLAB/Simulink pour 
validation avec des données réelles de température et de puissance des autres charges 
de la résidence. L'environnement de Simulink nous permettra de construire un modèle 
d'émulation d'un bâtiment résidentiel en utilisant les libraires de description des 
éléments thermiques comme les différents moyens de transfert de chaleur les résistances 
et masses thermiques, entre autres. Également, sur Simulink nous pouvons implémenter 
la description mathématique de la capacité des systèmes de stockage thermique pour 
appuyer certaines fonctions du réseau. 
1.4 Organisation du mémoire de maîtrise 
La suite de ce mémoire est organisée de la manière suivante: le chapitre 2 contient la 
description des différentes méthodologies et stratégies de gestion de la demande implémentée 
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par les distributeurs et la réponse du côté de l'utilisateur. Par ailleurs, ce chapitre présente les 
systèmes de stockage thermiques et les possibles configurations. Finalement, dans ce chapitre, 
les méthodes de modélisation et commande trouvées dans la littérature pour les Systèmes 
de gestion de la demande residentielle (SGDR). Ensuite le chapitre 3 montre les méthodes 
proposées pour la modélisation et commande de ces SGDR, les modèles des systèmes de 
chauffage et des systèmes électriques de stockage thermique, et l' architecture distribuée de 
modélisation/contrôle, en indiquant le développement de la stratégie d'optimisation utilisée 
dans cette étude. Après, le chapitre 4 décrit les possibles scénarios et l'ensemble des résultats 
pour la mise en oeuvre des méthodes proposées dans une gamme des tests variés et l'im-
plémentation des bancs d'essaie pour la modélisation des charges et le développement des 
modèles de simulation pour nous permettre de faire les tests nécessaires de la stratégie du 
SGDR proposé. Finalement, le chapitre 5 conclut sur les résultats obtenus dans les chapitres 
précédents et indique les recommandations et possibles travaux futurs par la suite de cette 
étude. 
Chapitre 2 Revue de littérature 
2.1 Stratégies de gestion de la demande 
Actuellement, l'efficacité énergétique et la fiabilité des réseaux de transmission électriques 
sont des préoccupations importantes pour l'Opérateur des Systèmes de Distribution (OSD). 
En raison de la demande croissante d'énergie dans le secteur résidentiel [1], les réseaux de 
distribution existants et la capacité des systèmes de transmission peuvent être dépassés en peu 
de temps. Ce scénario est plus pertinent dans les environnements où les conditions climatiques 
sont difficiles et une grande partie de la consommation d'énergie est liée aux exigences de 
confort thermique. 
C'est le cas de la saison d'hiver canadienne, où au moins 62% de la consommation an-
nuelle d'énergie résidentielle est consacrée aux Systèmes de chauffage des locaux (SCL) [1]. 
Plus précisément au Québec [3], où la pénétration des PCE est élevée. Ces systèmes PCE 
sont généralement contrôlés indépendamment dans chaque pièce par de simples contrôleurs 
Bang-bang ou proportionnels-intégral qui sont embarqués dans des thermostats program-
mables . Cependant, en raison du comportement de routine quotidienne et des préférences de 
température des consommateurs résidentiels, la consommation d'énergie quotidienne connaît 
deux pics importants de la demande [4]. Premièrement, un pic de 6 h à 11 h et un autre de 
17 h à 21 h, lorsque les consommateurs augmentent le point de consigne de température 
interne au réveil et à l'arrivée du travail et commencent certaines activités habituelles comme 
la consommation d'eau chaude [5], cuisine, lessive, entre autres. Dans cette province, parfois 
pendant une période de pointe critique, l' OSD local devrait acheter l'électricité à des tiers 
pour faire face à la demande qui dépasse la capacité installée de production et de distribution 
du réseau. Ce problème entraîne des surcoûts dans la facture finale des consommateurs et peut 
également entraîner des pannes d' électrici té [4]. 
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Par conséquent, de nombreux fournisseurs d'électricité sont attirés pour augmenter l'im-
plication des consommateurs dans la résolution de ce problème. Différentes techniques pour 
prendre en charge les stratégies de GLD [6], [7] sont mises en œuvre, comme la Tarification en 
temps réel (TIR) et les TTU en tant que des stratégies basées sur les prix. Cependant, d'autres 
approches s'appuient sur des stratégies basées sur des pénalités/incitatives qui pourraient 
également ajouter de l'élasticité à la demande d'énergie [8]. Ceci, dans le but de motiver les 
consommateurs à modifier leur comportement et à déplacer les charges non critiques vers des 
périodes hors de la pointe de demande. Dans le secteur résidentiel, ces conditions motivent un 
développement rapide des GED [9], [10], qui, ajoutés à la disponibilité croissante d'appareils 
"intelligents" ou réactifs, ont ouvert la voie aux progrès de la Gestion de la demande (GDD) 
résidentielle. 
2.1.1 Gestion de la demande d'énergie du côté d'utilisateur 
De la vaste gamme de ressources dans la littérature pour les Réseaux électriques intelligents 
(REl) et les techniques pour la GLD, nous pouvons extraire plusieurs motivations exposées. 
Premièrement, il est nécessaire que la stratégie puisse effectivement soutenir la réduction de la 
demande de pointe en énergie pendant les périodes critiques pour l'OSD. Entre les stratégies 
les plus populaires nous pouvons trouver les stratégies des tarifs variables comme les TIU, 
ou ToU par ses sigles en anglais et les TTR qui sont inclus dans les catégories du marché de 
demande-réponse, ces catégories sont présentées dans la figure 2-1 plus nous nous approchons 
vers la droite, les stratégies vont avoir plus d'impact sur le confort des consommateurs [6]. 
Par ailleurs, chaque stratégie est mieux adaptée tout en dépendant de l'échelle de temps 
dans laquelle le GLD fonctionnerait, comme indiqué dans la figure 2-1, où il est aussi montré 
la stratégie de Tarification de pic critique (TPC), et les stratégies basées sur les incitatives. 
Donc,chaque scénario peut entrainer des résultats qui varient d'après la stratégie choisie pour 
la commande, la prévision, l'ordonnance et l'optimisation. Puisque chaque stratégie a des 
avantages et des inconvénients soit pour les méthodes ou pour l'environnement dans lequel la 
GLD sera mise en place. 
Comme il a été mentionné, l'un des objectifs principaux de ce travail de recherche est 
de chercher une façon de contrôler la température interne d'une résidence, en réduisant la 
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FIGURE 2-1 Stratégies de demande-réponse et allocation des charges dans les GED, figure 
extraite de [8] 
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charge de pointe, sur la base des informations des signaux transactionnels ou incitatifs ou 
uniquement sur le tarif établi par le fournisseur [6], [7] ; ensuite, la technique mise en œuvre 
peut prendre en charge l'ordonnancement des charges pour déplacer les appareils flexibles hors 
des périodes mentionnées par écrêtage de pointe, remplissage de vallée ou une combinaison 
des deux [9], [ Il ], [ 12], ces deux font partie d'une liste de possibles mécanismes de gestion 
qui sont présentés dans la figure 2-2, qui a été prise de [ Il ], mais était originale de [12]. 
Peak i m 
cliPPing~ 
Valley 1 ~ /\ ~. 
filling y \l 
t ~ . Straleg;, 
/ \ conservation 
1 ~ . Slmleg;, (;J ~ load growth 
1 ~ . Fle,;ble 
\ load shape 
FIGURE 2-2 Téchniques de changement du profil de demande [ 11 ]. 
Enfin, les méthodes proposées doivent profiter des tarifs de l'électricité pour diminuer 
la facture de l'utilisateur final, en s'assurant toujours que les contraintes de confort sont 
respectées pour la température de la maison. 
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2.1.2 Système de gestion de la demande résidentielle 
L'avancement des technologies a poussé le développement des appareils intelligents 
communicants qui ont comme objectif de faciliter les tâches des occupants de la résidence, 
par exemple, des réfrigérateurs qui peuvent faire des achat en ligne des produits manquants, 
des machines à laver qui sont programmables à travers internet, des aspirateurs autonomes qui 
apprennent son environnement, etc. Tel avancement est aussi disponible dans les systèmes de 
confort de la résidence, comme les systèmes de ventilation, d'illumination et les thermostats 
intelligents. Ces derniers peuvent ajuster la température en fonction de l'occupation, de l'heure 
de la journée et des préférences des occupants, ce qui les rend capables de répondre aussi 
aux besoins de l'QSD [8], [13], [14]. Ceci est la base des Systèmes de gestion de l'énergie 
domestique dont le principal but est de sensibiliser et d'appuyer les consommateurs résidentiels 
pour diminuer ses coûts d'électricité, augmenter l'efficacité des maisons et réduire l'empreinte 
carbone de ses activités [15]. 
Les SOOR sont en charge de la commande des appareils qui ont une certaine flexibilité, 
comme ceux indiqués avant, l'architecture d'un SODR peut être comme celle décrite dans la 
figure 2-3. Cependant, il existe des charges qui ne sont pas réactives aux signaux de commande 
ou pour lesquels une intervention empêcherait l'utilisateur de les utiliser correctement, par 
exemple, si un tel SOOR se proposait contrôler l'ordinateur ou le téléviseur pourrait entraîner 
un inconfort aux occupants. Ce problématique nous permet de séparer les appareils électro-
ménagers dans deux catégories très larges, les appareils contrôlables et les appareils non 
contrôlables [8], [14]. Oans la première catégorie nous pouvons aussi considérer deux autres 
classes, les appareils interruptibles et ceux non interruptibles [8], c'est-à-dire les appareils que 
non seulement peuvent être contrôlés, mais qu'une fois ils ont démarré, il est possible de les 
arrêter. Par exemple, nous pouvons considérer qu'une machine à laver est non ininterruptible 
si nous ne pouvons que contrôler le démarrage du lavage. Cependant, la même machine peut 
être considérée interruptible si nous pouvons l'arrêter entre cycles ou directement mettre en 
pause le lavage. 
Par ailleurs, les SOOR tiennent compte des Systèmes de production locale (SPL) [8], [14], 
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FIGURE 2-3 Architecture de base des Systèmes de gestion de la demande residentielle [8] 
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les pertes de l'énergie de surplus et les coûts d'électricité, quand il est possible de passer d'une 
source de production locale au réseau électrique. Les SaDR doivent contrôler les cycles de 
recharge des technologies de stockage, comme les batteries des panneaux photovoltaïques, 
comme montré dans la figure 2-4. Cependant, arriver au point optimal d'opération du système 
est un enjeu qui a une grande quantité des variables, par exemple, les systèmes de production 
éolienne varient énormément la puissance délivrée, puisque le vent a un comportement 
stochastique et prédire une telle variation est une tâche complexe. 
En revanche, le travail ici exposé n'a pas tenu en compte les SPL, donc une seule source 
d'énergie est considérée. Aussi, de ces catégories des appareils, mentionnés auparavant, celle 
qui concerne la recherche menée ici c'est la catégorie de charges contrôlables et interruptibles 
du SCL, qui sont considérées être commandées par des thermostats intelligents et commu-
nicants. Ces thermostats doivent pouvoir automatiser la commande des charges en tenant 
compte des contraintes de confort et le prix d'électricité [13]. Cependant l'architecture d'un tel 
système peut être définie de plusieurs façons, soit avec un calcul centralisé de la commande, 
décentralisé et distribué. Ces distinctions seront présentées plus tard quand les stratégies de 
contrôle seront présentées. 
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FIGURE 2-4 Disposition des Systèmes de gestion de la demande residentielle [16]. 
2.2 Systèmes de stockage d'énergie 
Néanmoins, les SGDR peuvent utiliser les Systèmes de stockage d'énergie (SSE), comme 
un moyen de gérer la demande de façon directe, et de déplacer les charges en dehors des 
périodes de demande critique. Cette option est étudiée dans la recherche ici présentée. Donc, 
le SGDR proposé doit aussi considérer les recharges et décharges de ces moyens de stockage, 
afin de vérifier les effets de la flexibilité ajoutée. 
Le stockage d'énergie peut se faire avec plusieurs méthodes qui utilisent différents compor-
tements physiques pour garder l'énergie, par exemple, les SSE mécaniques comme les volants 
d'inertie ou l'air comprimé, les SSE électrique comme les condensateurs ou les batteries [17]-
[19], véhicules électriques [20] et les systèmes de stockage thermique [21 ], même il existe des 
solutions combinées qui utilisent plusieurs genres de Systèmes de stockage d' énergie [22]. Les 
solutions disponibles vont varier en accord avec la vitesse de décharge comme il est montré 
dans la figure 2-5, ce qui donne à chaque solution une application différente, soit la qualité de 
la puissance, l'appui aux besoins du réseau et la gestion de grandes quantités d'énergie. 
Entre ces systèmes il y a plusieurs options qui pourraient être implémentées pour la gestion 
de la demande dans le secteur résidentiel [21 ], comme les batteries, les super-condensateurs et 
même l' hydrogène [23]. Donc, en utilisant la capacité de stockage il est possible de déplacer 
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FIGURE 2-5 Solutions de stockage d ' énergie d'après l' intervalle de temps et son application 
[23]. 
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FIGURE 2-6 Stratégies de stockage: (a) Stockage complet; (b) Stockage partiel- nivellement 
des charges; (c) Stockage partiel - restriction de demande. [21 ] 
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Toutefois, une des alternatives que les chercheurs ont étudiées depuis longtemps, c'est de 
mettre en place des Systèmes de stockage thermique (SST) qui vont directement agir sur la 
température des bâtiments et logements [24], [25], ce qui va permettre de combler les besoins 
les plus importants du contexte suivi dans ce document-ci. 
2.2.1 Stockage thermique 
L'utilisation des systèmes de stockage d'énergie pour rendre flexible la demande et la 
réponse dans un réseau intelligent [23], c ' est une autre approche qui se développe dans le 
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secteur énergétique et qui a démontré un grand potentiel pour améliorer la qualité de service 
et même rentabiliser les investissements que les distributeurs font pour mettre en place les 
systèmes nécessaires [26]. Le stockage d'énergie sous forme thermique est une solution qui a 
gagné beaucoup d'attention dans les environnements d'efficacité énergétique, pas seulement 
dans le secteur industriel, mais aussi dans le secteur résidentiel, grâce au fait que ces systèmes 
ont une meilleure fiabilité et peuvent être plus économiques qu'autres SSE [27]. 
Les SST peuvent être divisés en trois catégories d'après la méthode comment l'énergie 
est stockée dans le système [25], [27], ceci est présenté dans la figure 2-7 . D'abord nous 
pouvons voir les SST de chaleur sensible, qui utilisent la capacité d'un matériel pour changer 
de température et garder cette température pour un temps tout simplement en exposant le 
matériel à une source de chaleur. Après, nous pouvons voir les SST de chaleur latente qui 
fonctionnent sous le même principe que ceux de chaleur sensible, mais le changement de 
température force le matériel à changer son état, de solide à liquide quand la chaleur est 
appliquée et l'inverse quand la restitution est souhaitée [25], ces systèmes de chaleur latente 
sont basés sur les Materiaux à changement de phase (Mep) [28], [29]. Finalement, les SST 
basés en réactions chimiques où l'énergie appliquée génère un effet qui peut être réversible 
et qui va libérer de nouveau l'énergie initiale appliquée dans le procès, an exemple de ces 
systèmes est la pompe à chaleur, qui est une solution très populaire grâce à son efficacité 
élevée et au fait que les pompes réversibles peuvent en même temps réchauffer ou refroidir 
l'environnement [21 ]. 
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FIGURE 2-7 Méthodes de stockage thermique: (a) Chaleur sensible (b) Chaleur latente (c) 
Réaction thermochimique [27]. 
Les différents mécanismes de stockages ont des caractéristiques très particulières dans 
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les différents SST, ce qui les rend spécifiques à chaque application. Par exemple, le temps de 
recharge, capacité de stockage, intervalle de temps pendant lequel le système peut stocker 
l'énergie, entre autres. L' une des caractéristiques est le volume nécessaire pour pouvoir stocker 
l'énergie, tel qu'il est présenté dans la figure 2-8, qui indique que les systèmes de réactions 
thermochimiques sont très compacts [21 ]. Pourtant, la relation du prix est inverse et les 
systèmes de chaleur sensible sont beaucoup moins chers que ceux de chaleur latente ou de 
réaction chimique. Donc, le choix de ces possibilités va être liée aux contraintes établies par 
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FIGURE 2-8 Volume requis pour stocker 6.7GJ dans les différents SST [21 ]. 
Parmi les systèmes disponibles pour l'implémentation dans les résidences, les SST de 
chaleur sensible sont très populaires, dont le moyen de stocker l'énergie se fait sous forme de 
chaleur dans certains éléments, par exemple, l'eau dans les réservoirs ou dans les chauffe-eau 
[21 ], [23], [25]. Cette solution a été très étudiée dans la littérature [5], [11 ], [25] grâce au 
fait que dans la plupart des résidences les systèmes de chauffe-eau sont déjà disponibles, par 
exemple les systèmes de chauffage résidentiel en utilisant les chauffe-eau [30] comme celui 
montré à la figure 2-9. Mais tenant compte la capacité de l'eau comme moyen de stockage, ces 
systèmes peuvent avoir des restrictions d'espace ou de quantité d'énergie stockée qui serait 
utilisée pour le réchauffement des pièces dans la maison. 
Une autre approche prise par les chercheurs est d'utiliser directement la capacité d'accumu-
lation de la résidence dans la masse thermique de la maison, montrée dans la figure 2-10; vu 
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Space heating 
FIGURE 2-9 Système de stockage thermique avec une combinaison des collecteurs solaires et 
chaudière [25]. 
que la température à l'intérieur du logement ne décroit qu'en dépendant du niveau d'isolation 
thermique installée dans la résidence. Donc, un préchauffage des locaux de l'habitation peut 
se faire, pour déplacer la demande d'énergie des périodes critiques du jour [24], [31 ]. Tout en 
respectant les contraintes du confort des occupants et de réduction des coûts dans le cadre des 
tarifs d'électricité qui varient durant la journée. 
Exterior wall 
Interior wall 
(thermal storage) Exterior wall 
FIGURE 2-10 Schéma de la masse thermique d'une résidence [31 ]. 
Cependant, ces stratégies ne sont pas très flexibles à cause de la capacité limitée pour 
stocker l'énergie dans les masses thermiques des résidences, c'est-à-dire, pour pouvoir éviter 
l'utilisation des systèmes de chauffage électrique, la température à laquelle la résidence devrait 
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se préchauffer peut être dehors les paramètres de confort, ce qui s'oppose avec les intentions 
des occupants de maintenir une température agréable. 
2.2.2 Configurations des systèmes de stockage thermique 
Parmj les SST déjà indiqués ceux de chaleur sensible sont des dispositifs contrôlables 
et déjà offerts dans le marché, comme les chauffe-eau et les systèmes d'accumulation avec 
un noyau de briques cérarlliques [32]. Par ailleurs, les systèmes actifs basés sur les MCP 
[29] [28] et les systèmes de réaction réversible endotherrlliques/exothermiques sont encore 
en développement. Des systèmes de stockage therrllique basés sur les MCP, sont aussi très 
étudiés comme une alternative passive, pour profiter des variations de température externes 
et ainsi dirllinuer les besoins de chauffage ou la climatisation résidentielle [27] comme celui 
montré dans la figure 2-11. 
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FIG URE 2-11 Système de climatisation avec des Mep; (a) Refroidissement de la pièce ; (b) 
Refroidissement du matériel [27]. 
Ces MCP peuvent être aussi utilisés comme revêtements isolants des façades et parois des 
bâtiments, tels que montrés dans la figure 2-12, ce qui permet la diminution de l'utilisation 
d'énergie pour maintenir le confort. Soi t dans un rllilieu froid, où la chaleur irradiée par le 
soleil dans la journée est stockée et pendant la nuit cette chaleur est libérée pour diminuer les 
besoins de chauffage [33] ; ou soit dans un milieu chaud, où, dans la nuit, le MCP est refroidi 
pour que pendant la journée il permette à la maison de maintenir une température plus basse 
[27]. 
Parrlli les configurations qu'il est possible de trouver dans la littérature, la figure 2-13 fait 
un résumé des principales [27]. Pour la plupart, ces sont des stratégies d'intégration des MCP 
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FIGURE 2-12 Brique isolante composée de Materiaux à changement de phase encapsulé [27]. 
qui vont agir dans la température de la résidence, mais qui requièrent un système additionnel 
pour combler les besoins de chauffage. Cependant, quelques systèmes comme les sols et parois 
chauffants peuvent être utilisés de façon indépendante en utilisant des éléments chauffants 
pour augmenter la température de la pièce et en même temps accumuler la chaleur dans les 
MCP intégrés entre les murs ou dans le sol [21 ]. 
Dans la littérature, les SST sont souvent décrits comme un seul dispositif dans la résidence 
[24], [34], [35], qui va fournir toutes les chambres de manière centralisée ou une approximation 
s'est faite pour décrire la résidence au complet comme un seul environnement avec une 
température générale, ceci est montré dans la figure 2-14a, ceci permet d'accélérer les calculs 
et faire des analyses de l'impact d'une stratégie de gestion dans un contexte de réseau agrégé. 
Mais, dans un contexte plus proche de celui étudié pour la province de Québec, et aussi 
pour d'autres territoires dans la même condition, plusieurs systèmes de chauffage électrique 
traditionnels, peuvent être installés dans une seule résidence, ces systèmes sont indépendants 
et fonctionnent aussi de façon décentralisée, comme il est présenté dans la figure 2-14b. 
Par ailleurs, plusieurs systèmes de stockage peuvent être trouvés et contrôlés dans un seul 
bâtiment ou logement [32], comme il est aussi montré dans la figure 2-14b. Ce fait pourrait 
complexifier J'analyse parce que chacun des dispositifs peut avoir différentes caractéristiques 
notamment dans la capacité de stockage, le temps de charge et décharge et la puissance 
Noyau active, (Sol ou parois chauffants) Façades externes 
DOU 
Plafond suspendu Système de ventilation 
DO 
Rl 
FIGURE 2-13 Différentes configurations pour intégrer les SST dans les résidences [27]. 
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FIGURE 2-14 Scénarios de contrôle de chauffage; (a) Un seul environnement homogène et une 
source de chaleur; (b) Système hétérogène avec plusieurs sources de chaleur. 
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thermique disponible, tout cela relié aussi aux conditions d'isolement de la résidence. Trouver 
un équilibre dans le stockage et l'utilisation de l'énergie pourrait bénéficier au réseau électrique, 
en optimisant le stockage de chaleur durant les périodes de faible consommation. 
2.2.3 Unités d'accumulation thermique: Briques céramiques 
Dans le contexte ici présenté le SEST est l'une des options les plus intéressantes pour 
remplacer un ou plusieurs peE, surtout face à une stratégie de gestion de la demande qui 
permet de prévoir les périodes de grande consommation avec assez de temps pour permettre 
le SGDR de faire recharger les systèmes de stockage, un exemple de cette méthodologie est 
montré dans [34], en utilisant la stratégie de TTU de la province de Nouvelle-Écosse a permis 
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au système de commande de recharger dans les périodes où le prix de l'électricité est bas pour 
réduire la facture des occupants. 
Plusieurs travaux de recherche ont été développés au Canada dans les dernières années, 
pour étudier les effets de l'implémentation des SEST [36], son impact dans le réseau [34] et 
aussi les possibilités pour les intégrer avec des SPL [24] et dans des régions éloignes [35]. 
Ces travaux correspondent très bien aux scénarios établis pour le travail ici exposé, puisqu' ils 
partagent des conditions climatiques de l'environnement ici étudié. 
De différentes options trouvées dans le marché, ces travaux ont utilisé pour la plupart, les 
unités d'accumulation thermique de la compagnie STEFFES, ces SEST sont très populaires 
dans les provinces comme la Nouvelle-Écosse et l'Ontario où les tarifications de l'électricité 
ont permis aux consommateurs d'avoir plus d'implication dans la gestion de la demande, tout 
en réduisant leurs coûts d'énergie. Le dispositif qui est utilisé dans cette recherche est l'unité 
de pièce 2102 de STEFFES [37]. Ce dispositif sera modélisé dans le chapitre suivant, où un 
modèle pour l'optimisation et un autre d'émulation seront développés, afin de nous permettre 
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FIGURE 2-15 Schéma d'une unité d'accumulation thermique [24]. 
La structure basique d'un SEST est montré dans la figure 2-15, celle-ci est composée 
d'un noyau des briques céramiques à travers lesquels il y a des éléments chauffants qui vont 
augmenter la température du noyau jusqu'à 700°C, ce qui le permet de stocker plus d'énergie 
dans un volume réduit, comparé avec, par exemple, les systèmes de chauffe-eau[21 ]. Le noyau 
est entouré par un revêtement isolant que va maintenir la température interne du système. Dans 
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le dispositif il y a aussi des capteurs et des mécanismes de sécurité qui vont agir pour empêcher 
le système d'aller au-delà du maximum de température et ainsi éviter que le revêtement isolant 
fonde ou que la température au contact du système soit un danger pour les utilisateurs [37]. 
Aussi montré dans la figure 2-15 il est possible de voir le ventilateur qui pousse de l'air à 
travers le noyau pour en sortir de l'air chaud qui va par la suite réchauffer l'environnement 
ou la pièce qui entoure le SESTo Tel qu'indique dans [38] la circulation forcée d'air a une 
direction qui permet de maximiser le contact de l'air en mouvement et les faces chaudes des 
briques, ceci est montré dans la figure 2-16. 
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FIGURE 2-16 Diagramme de la circulation d'air à travers le noyau du SEST [38]. 
Ce modèle de SEST a une capacité de stockage d'autour de 13.5kWh, et une puissance 
d'entrée de maximum 3.6kW [37]. Ce système est capable d'allumer chaque résistance de 
façon indépendante, ce qui veut dire que le système a une flexibilité quant à la puissance de 
recharge ou pour maintenir la température internet du noyau. La série 2102 de STEFFES a 
quatre éléments chauffants qui utilisent 800W chacun et peuvent être contrôlés par le module 
de commande du système tenant compte les besoins de chauffage dans la pièce, la température 
du noyau, l'état de charge indiqué par l'utilisateur et les périodes de bas prix annoncés au 
système avec un signal déterminé par le OSD. Un des inconvénients de ce genre de SEST, c'est 
le poids qu'une de ces unités peut avoir, ce que rend difficile d'installer dans des bâtiments de 
logement multiple, puisque la charge peut être au-delà de la capacité maximale du bâtiment. 
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Par exemple, l'unité ici exposée a un poids de 121kg, mais les systèmes de STEFFES d' une 
capacité de stockage supérieure peuvent arriver jusqu'à 313kg [37]. 
2.3 Techniques de modélisation 
L'idée derrière SGDR est d'impliquer activement les utilisateurs d'énergie résidentielle 
dans ces stratégies de réseaux intelligents. Par conséquent, des méthodes adaptées pour 
contrôler efficacement les charges résidentielles, sans grande connaissance préalable de l'envi-
ronnement et avec la moindre intervention humaine, doivent être évaluées pour permettre une 
régulation efficace de la température et une consommation énergétique efficace. 
De la gamme variée de solutions possibles pour modéliser le comportement en température 
d'un bâtiment [39]-[41 ], il est nécessaire de rechercher celles qui pourraient être utilisées dans 
le déploiement sur le terrain, comme indiqué précédemment, avec peu de connaissances et de 
configuration préalables. De nombreuses techniques différentes peuvent être appliquées pour 
modéliser le comportement thermique, comme indiqué dans [39], [41 ], [42], ces techniques 
peuvent être divisées en trois catégories principales: 
- Modèles physiques ou approches en boite blanche, basés sur des descriptions détaillées 
des caractéristiques physiques et thermiques des bâtiments, telles que les matériaux 
d'isolation des murs, les fenêtres, les portes, etc. [39]-[41 ]. Le système est représenté 
par les équations de mécanique des fluides et thermodynamique, ces équations ont des 
paramètres qui font partie des propriétés chimiques et physiques des éléments, par 
exemple, le bilan des pertes de température dans un bâtiment peut être décrit à partir 
des équations de conservations de l'énergie thermique et les propriétés thermiques de 
densité, conductivité et capacité des matériaux de construction de la résidence [41 ]. 
Ces approches sont très populaires dans la simulation de bâtiments commerciaux, car 
des détails sur la construction peuvent être disponibles pour développer des modèles 
de simulation dans des logiciels comme TRNSYS et EnergyPlus. 
- Après, la modélisation de boite noire est opposée à celle de boite blanche, dans ce 
cas-ci les connaissances qu'on a du système sont très restreintes ou nulles. Donc, cette 
approche est basée sur l'analyse statistique des données de mesures empiriques ou les 
méthodes d'apprentissage automatique [42], [43], qui vont déterminer un modèle de 
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comportement basé complètement sur le traitement d'information. Les approches de 
boite noire utilisent uniquement les données disponibles des différentes variables du 
système, telles que les températures internes, la consommation électrique, la tempéra-
ture et l' humidité externes, l'irradiation solaire, etc. ne nécessitent aucune connaissance 
du système décrit, mais des informations supplémentaires pourraient aider à analyser 
les résultats [40]. Ces méthodes peuvent être séparées en deux sous-catégories [39]. 
Premièrement, les approches d'Apprentissage automatique (AA), telles que les réseaux 
de neurones artificiels et les machines à vecteurs de support. Finalement, les approches 
des méthodes d'identification du système, telles que les modèles de représentation 
d' état et les modèles paramétriques comme Autorégressif et moyenne mobile (ARMA), 
Autoregressive with eXternal inputs (ARX), Autoregressive-moving-average with 
eXternal inputs (ARMAX) et Box-Jenkins, qui ont été comparées dans [44]. 
- Finalement, les approches hybrides ou à boîte grise sont une approche à mi-chemin 
entre les deux méthodologies [41 ] et elles offrent certains avantages par rapport aux 
autres, puisque cette méthodologie de modélisation permet de construire des modèles à 
partir de connaissances du système, mais elles utilisent aussi les données pour estimer 
et améliorer la précision de la description du comportement [45]. Celles-ci sont basées 
sur des équations physiques simplifiées, une connaissance fondamentale du système et 
des données pour exécuter les procédures d'identification des paramètres [39], [40], 
[46]. Cependant, la tâche de trouver les paramètres qui correspondent le mieux aux 
variations de température est normalement un problème d'optimisation non linéaire 
auquel de nombreuses méthodes ont été appliquées comme l'Optimisation de l'essaim 
de particules (OEP) [47], AG [48], Évolution différentielle auto adaptative [49], Filtres 
de Kalman non linéaires [50], [51 ], Programmation séquentielle carrée [52] et bien 
d'autres. 
Ces approches sont résumées dans la figure 2-17, qui montre les catégories et les possibles 
outils utilisés pour la construction du modèle. 
Néanmoins, il est nécessaire de sélectionner une approche appropriée du contexte présenté, 
dans laquelle il n'y a pas une connaissance approfondie des caractéristiques du système 
requises pour appliquer les techniques de modélisation en boîte blanche, car le SGOR devrait 
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FIGURE 2-l7 Catégories des approches de modélisation des systèmes thermiques du bâtiment 
[39]. 
être facile à implémenter et l'intervention humaine experte devrait être maintenue au minimum 
pour de telles implémentations. Par conséquent, les modèles à boîte noire et à boîte grise sont 
les approches les plus pratiques qui peuvent être appliquées. Mais, comme suggéré dans [39], 
l'extrapolation doit être évitée avec les méthodologies de boîte noire, car les modèles doivent 
être entrainés en utilisant des données d'exploitation très variées [42] qui incluent autant que 
possible les différentes conditions et plages des variables, pour permettre au système de prédire 
correctement le comportement de tous les scénarios présentés. Cela pourrait potentiellement 
prendre un temps énorme, car la dynamique de la température d'une maison est lente. 
D'un autre côté, les approches de la boîte grise sont basées sur des équations physiques 
simplifiées qui peuvent extrapoler plus facilement le comportement du système pour différentes 
conditions, cela indique qu'avec des données mesurées limitées, une approximation du modèle 
peut être faite et il pourrait toujours fonctionner correctement pour un large éventail de 
scénarios. Un autre avantage important des approches de modélisation hybride est que les 
paramètres obtenus à partir du processus d'estimation peuvent fournir une interprétation 
physique du système [39], dans ce cas, les caractéristiques des propriétés thermiques du 
bâtiment, telles que les niveaux d'isolation et la masse thermique équivalente. 
Cependant, comme présenté dans [53], il est possible d'utiliser des combinaisons des 
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différentes approches, en implémentant une modélisation en boîte grise pour décrire les 
interactions thermiques et des approches en boîte noire pour apprendre et prévoir la charge 
résiduelle. 
2.3.1 Modèles Re simplifiés 
De la liste d'approches de modélisation en boite grise, l'une des plus courantes dans la 
littérature est l'analogie de Réseau Résistance-Capacité (RC) équivalente [39]-[41 ], [44], [47], 
[48], [50], [51 ], [54], [55], qui utilise la représentation mathématique d'un circuit RC pour 
décrire le comportement d'échange de température entre le bâtiment et l'extérieur. Cette 
technique de modélisation s'appuie sur des équations générales de bilan énergétique, et ses 
paramètres peuvent être estimés en utilisant moins de données de mesure, en s'attendant à 
une extrapolation raisonnable par rapport aux modèles basés sur des données pures. Il s'agit 
également d'une solution extensible, car le nombre de résistances et de capacités équivalentes 
peut être augmenté pour obtenir une meilleure précision de la dynamique thermique décrite 
[39], [47]. 
L'avantage représenté par ces circuits équivalents c'est qu'il permet d'implémenter des 
équations qui n'ont pas besoin de caractéristiques spécifiques des matériaux trouvés dans le 
bâtiment, puisque ces informations seraient difficiles à trouver. Aussi, en raison du fait que 
les propriétés physiques des matériaux changent avec le temps, il ne suffit pas de connaître 
ces caractéristiques, mais il faudrait aussi les ajuster par rapport aux dates d'installation entre 
autres problèmes inhérents des approches de boite blanche qui ont été discutés avant. Pourtant, 
ces modèles RC vont reproduire avec une bonne précision les changements de températures 
en régime permanent et en régime transitoire. 
L'analogie du circuit RC décrit le comportement en température des masses thermiques 
internes et l'inertie causée par les propriétés d'isolement et la résistance thermique équivalente, 
l'équivalence des variables trouvées dans le circuit RC et son homologue thermique est 
présentée dans le tableau 2-1 extrait de [44]. Les réseaux RC peuvent être stockés pour 
représenter avec plus de détails les différentes structures du bâtiment, le toit, les murs, les 
fenêtres, les portes et les pièces intérieures. 
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TAB LEAU 2-1 Analogie Électrique-Thennique 
Thermique Électrique 
Paramètre Unité Paramètre Unité 
Température T [K] Tension V [V] 
Source 
Flux de chaleur I. [W] Courant 1 [A] 
Conductivité k [W/K/m] Conductivité (J [A/V/m] 
Élément 
Chaleur stockée Q [J] Charge stockée q [C] 
Résistance Rtherm [K/W] Résistance R elec [Q] 
Capacitance Ctherm [J/W] Capacitance C elee [F] 
2.4 Stratégies de commande 
Plusieurs méthodologies de contrôle peuvent être utilisées pour réduire la consommation en 
heure de pointe, ce qui est le focus du sujet de recherche de ce mémoire-ci. Ces méthodologies 
sont nées dans le cadre de la gestion de la demande d 'électricité du côté du consommateur final 
(GLD). Dans ce contexte l'objectif est de déplacer la consommation vers des périodes de faible 
demande d ' énergie ou dans les périodes de bas prix d ' une tarification d' électricité établie par 
le fournisseur [6], la technique implémentée peut prendre en charge l'ordonnancement des 
charges pour déplacer les appareils flexibles hors des périodes mentionnées par écrêtage de pic, 
remplissage de vallée ou une combinaison des deux [9] comme indiqué sur la figure 2-2. Enfin, 
les méthodes proposées doivent profiter des tarifs de l' électricité pour diminuer la facture de 
l'utilisateur final , en s'assurant toujours que les contraintes de confort sont respectées pour la 
température de la maison. 
Toutes ces stratégies ont comme objectif principal, l'utilisation plus efficace des ressources 
disponibles, soit pour augmenter la rentabilité des systèmes de distribution et transport déjà 
installés ou pour diminuer l' effet de la pointe sur le réseau comme il a été expliqué avec 
plus de détails précédemment. Ce qui peut se traduire comme une optimisation de l'énergie 
demandée, disponible et les tarifs associés [11 ]. 
Des nos jours, la difficulté de trouver les stratégies appropriées pour augmenter cette 
efficacité est l'une des problématiques les plus souvent traitées par les différents centres et la-
boratoires de recherche en réseaux intelligents, innovation et transition énergétique. Pour faire 
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face à cette problématique, la stratégie explorée dans ce projet de maîtrise est l'implémentation 
des méthodes basées sur l'lA pour augmenter l'efficacité énergétique et même pour permettre 
aux consommateurs de réduire ses coûts d'électricité quand des tarifications variables sont 
adoptées. 
En outre, les progrès réalisés dans les techniques de contrôle et d'lA [9], [10], [56] ont 
permis des recherches approfondies dans le cadre du réseau intelligent au cours des dernières 
décennies [39], sur l'application de nombreuses méthodes au problème énoncé plus tôt. Les 
SGDR sont un outil fondamental pour répondre aux besoins du réseau de distribution en 
modifiant la consommation des utilisateurs résidentiels, en gérant les unités de stockage 
d'énergie et même en injectant l'énergie disponible à partir de sources de production locale [9]. 
Par conséquent, on vise l'amélioration de l'utilisation de la capacité du réseau. Tout ceci pose 
un défi d'optimisation, où plusieurs approches peuvent être adoptées, soit avec la planification 
hors-ligne des charges où la commande en ligne et en temps réel. 
2.4.1 Méthodes de commande classique 
Les méthodes classiques de commande sont toujours très utilisées, puisqu'elles sont des 
méthodes simples à implémenter et largement déployées. Nous pouvons trouver d'entre les 
méthodes les plus populaires la commutation marche-arrêt, les contrôleurs thermostatiques, 
les contrôleurs proportionnels intégraux (PI), etcétéra. Ces schèmes de commande sont très 
simples et ne servent qu'à forcer la variable mesurée à rester le plus près de la référence 
établie par l'utilisateur. Cependant ces contrôleurs peuvent créer des problèmes d'inefficacité 
énergétique à cause des instabilités et les dépassements de la référence [56]. Dans le cas des 
contrôleurs P, PI et PID il s'agit d'un contrôleur de boucle fermée qui permet une meilleure 
commande du système, mais le choix des paramètres de contrôle est une tâche primordiale, 
puisqu'une mauvaise configuration pourrait rendre tout le système instable [10], tenant compte 
des effets non-linaires et stochastiques du système de chauffage ceci pourrait devenir une 
problématique. 
Cependant, l'utilisation des ces schèmes de commande est très importante, et peut même 
représenter le cas de référence standard quand une amélioration d'efficacité est planifiée, sois 
pour réduire le gaspillage d'énergie ou pour améliorer les conditions de confort, dans une 
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résidence traditionnelle. Pour atteindre ces objectifs, de nombreuses méthodes ont été mises 
en œuvre, à partir des améliorations des contrôleurs classiques Bang-bang et proportionnel-
intégral, et des implémentations de techniques de commande basée sur règles, logique floue et 
l'adaptation en ligne des paramètres du contrôleur [10], [56], [57]. 
Ces améliorations sont toujours un axe de recherche très pertinent, étant donné que la 
plupart des SCL résidentiels sont encore basés sur ces schèmes de commande, ce qui rend 
toute amélioration très viable pour les déployer. Toutefois, l'approche dans cette recherche 
est d'implémenter des méthodes de commande intelligente basées sur Intelligence Artificielle 
(lA) 
2.4.2 Méthodes de commande intelligente 
Les contrôleurs intelligents [56] basés sur des méthodes d'lA sont un sujet majeur dans le 
contexte SGDR et GLD, avec une solution allant des contrôleurs basés sur Logique floue, des 
Réseaux de Neurones Artificielles (RNA), jusqu'aux systèmes d'Apprentissage automatique 
modernes. Comme indiqué dans la figure 2-18, quelques méthodes de commande classique 
sont toujours très importantes dans les recherches, mais il y a quelques méthodologies qui se 
sont devenues très importantes et qui constituent la majorité des publications, celles-ci sont les 
Système multi-agents (SMA) et la Commande Prédictive bassée sur un Modèle (CPM) [56]. 
Une autre approche très utilisée c'est la commande optimale, basée sur l'optimisation d'un 
objectif en changeant les valeurs des variables de décision, tout en gardant les contraintes 
établies [46]. Parmi les méthodes d'optimisation nous pouvons trouver la Programmation 
linéaire à nombres mixtes [18], [58], Programmation dynamique [5], [59], Programmation 
stochastique [20], [46], celle-ci est plus utilisée quand les effets de l'incertitude doivent 
être tenus en compte, afin de bien calculer la commande optimale, ces effets peuvent être, 
par exemple, l'incertitude de la génération d'énergie renouvelable [9]. De la grande variété 
des méthodes d'optimisation pour la commande optimale, le choix d'une ou autre stratégie 
dépendra des conditions du problème, comment ce problème peut être décrit, en nombres 
entiers ou continus, avec des équations linaires ou non-linaires et finalement, du niveau 
d'incertitude des variables et de la condition du système. Parmi ces méthodes, nous pouvons 
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FI GU RE 2- 18 Résumé des méthodologies de commande les plus utilisées [56]. 







FIG URE 2- 19 Distribution des stratégies de commande utilisées dans la GLD [46]. 
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Aussi, une autre stratégie très étendue est l'utilisation des Processus de décision de 
Markov, qui est un schème de prise des décisions dans un environnement avec des observations 
périodiques ou en continu, ceci est très utile dans des systèmes définis par des actions aléatoires, 
mais dont les probabilités de transition ont des propriétés de Markov [9], par exemple, face 
aux prix d'une tarification TIR ou l'incertitude de la production d'énergie renouvelable [60]. 
L'application de Théorie des jeux est un sujet qui a gagné beaucoup d'attention grâce au 
fait que les réseaux intelligents actuels et du futur peuvent être décrits comme une interaction 
entre les consommateurs et l'OSD, étant donné que chaque individu est rationnel et veut 
minimiser une fonction indépendante [9]. Ces approches de Théorie des jeux dans le cas de 
la GDD vont normalement converger vers des solutions d'équilibre de Nash, ce que peuvent 
représenter des solutions optimales pour tous les côtés [61 ], [62]. Par ailleurs, la théorie des 
jeux peut aussi tenir compte d'un marché énergétique émergeant, où il pourrait avoir plusieurs 
sources, systèmes de stockage et plusieurs types de consommateurs, ce genre de jeux sont, par 
exemple, les jeux de Stackelberg [9]. 
D'un autre côté nous pouvons trouver aussi les implémentations des Méthodes Meta-
heuristiques pour l'optimisation des fonctions avec des résultats assez performants, mais qui ne 
peuvent garantir des solutions optimales à cause des processus stochastiques dans l'exécution 
de l'optimisation [46]. Pourtant, l'importance de ce genre de méthodes d'optimisation se 
trouve dans les espaces avec des contraintes complexes, où les informations du système 
sont incomplètes et aussi pour les problèmes où l'optimisation avec des méthodes optimales 
est peu pratique à cause de la taille des ressources ou de temps disponible [9], [46], raison 
pour laquelle ces algorithmes font partie de l'état de l'art dans les processus d'optimisation 
complexe comme il est montré dans la figure 2-20 où l'importance de l'AG est montrée. 
Parmi les algorithmes d'optimisation métaheuristique les plus populaires sont les Optimi-
sation de l'essaim de particules (OEP) et les Algorithmes Évolutifs (AE) [56], ces algorithmes 
sont basés sur les solutions possibles, qui sont modifiées à chaque itération, pour s'appro-
cher des solutions quasi optimales, et ils se sont basés sur les processus naturels d'évolution 
ou de mouvement des animaux. Maintenant, ces algorithmes sont très variés et ont permis 
d'implémenter des solutions, par exemple, dans des problèmes d'optimisation comme indiqué 
dans [59], [63]-[66]. Aussi, à l'aide des Algorithme Évolutif Multi-Objectif (AEMO) [67], 
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FIGURE 2-20 Résumé des algorithmes d'optimisation les plus utilisés [56]. 
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[68], ces algorithmes permettent de trouver des solutions qui minimisent plusieurs objectifs 
en même temps, en cherchant les solutions qui ont une balance adéquate et qui tiennent 
compte des contraintes du système. Finalement, quelques études ont montré des possibilités 
pour la distribution des tâches d'optimisation dans plusieurs populations, cet effet est appelé 
Co-évolution [69], où chaque population optimise une partie du problème, et ces populations 
interagissent dans un environnement partagé, qui permet d'ajuster l'ensemble des solutions 
pour ainsi résoudre le problème d'optimisation principal, une possible architecture d'un algo-
rithme distribuée de co-évolution coopérative est présentée dans la figure 2-21, un exemple de 
cette méthodologie est montré dans [70]. 
Tel qu'il a été indiqué avant, l'une des stratégies les plus utilisées est la Commande 
Prédictive bassée sur un Modèle (CPM) [17], [47], [51 ], [54], [56], [71 ]-[74]. Cette méthode de 
commande, utilise un modèle de représentation du comportement du système, qui nous permet 
de faire des prédictions des variables de sortie par rapport aux entrées qui sont définies par 
un processus d'optimisation ou même aussi estimées, comme les prédictions de température 
extérieure, prévision de l'occupation à l'intérieur de l'immeuble et les configurations de 
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FIGURE 2-21 Architecture d'un algorithme distribué de co-évolution coopérative. 
La Commande Prédictive bassée sur un Modèle, est une optimisation en ligne du signal 
de contrôle envoyé aux systèmes, à chaque itération le système est excité avec le résultat de 
cette optimisation, pour après, mesurer le comportement réel obtenu du système contrôlé. En 
se basant sur des mesures faites, le système va s'adapter et recalculer le signal de contrôle 
optimisé. Cette méthodologie de commande est très robuste grâce au processus d'adaptation 
et très performante grâce aux optimisations récursives faites sur les variables du système [45]. 
Cette méthodologie est aussi connue comme la commande de fenêtre glissante, du fait que le 
vecteur de contrôle qui est optimisé à chaque itération, est entièrement recalculé pour donner 
la possibilité au système de planifier un comportement adéquat tenant compte des objectifs 
et des contraintes, par exemple, si les dépassements sont à éviter le CPM pourrait guider le 
système pour changer graduellement, à la place de tout simplement envoyer une nouvelle 
consigne, comme un contrôleur classique le ferait. 
Aussi, la stratégie des CPM est ouverte à l'implémentation des différents algorithmes 
dans l'architecture de contrôle prédictif, c'est la raison pour laquelle beaucoup de différentes 
approches peuvent être trouvées dans la littérature. Donc, comme montré dans la figure 2-22, 
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FIGURE 2-22 Diagramme de la stratégie de la Commande Prédictive bassée sur un Modèle. 
le contrôleur utilise deux fonctionnalités principales, un processus d'optimisation qui va 
calculer le vecteur de commande tenant compte de la prévision des entrées au système, la 
référence désirée et la prédiction du comportement du système à partie du modèle. Pourtant, 
dans le bloc du modèle nous pouvons placer n'importe quelle stratégie de modélisation, 
soit un modèle boite noire, blanche ou hybride, comme expliquée précédemment. Ce qui 
laisse les options ouvertes d'après les besoins de précision et des données disponibles pour 
la modélisation. D'une autre part, le bloc d'optimisation peut aussi être implémenté avec 
plusieurs méthodologies, comme celles présentées avant. De cette façon, pour résoudre un 
problème d'optimisation l'architecture CPM peut être modifiée d'après les algorithmes qui 
fonctionnent le mieux pour le problème donné. 
En résumé, les stratégies de commande qui ont démontré les résultats les plus importants 
dans les schèmes de contrôle actuels sont la CPM et les SMA [46]. Ces stratégies de GDD ont 
les meilleurs résultats de réduction des coûts et d'efficacité, comme montrées dans la figure 
2-23. 
2.4.3 Stratégies centralisées et décentralisées 
Comme expliqué dans [17], [7 l], il est possible de définir des architectures centralisées, 
comme celles qui sont entièrement contrôlées par un seul contrôleur central. Les architectures 
décentralisées, en revanche, correspondent aux architectures dans lesquelles il n'y a pas un 
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FIGURE 2-23 Comparaison des stratégies de commande [46]. 
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contrôleur central ou une autorité supervisant le système, tous les éléments du système de 
contrôle sont indépendants les uns des autres, chacun fait sa tâche de commande sans avoir à 
échanger d'information avec les autres parties du système [17]. Ces architectures sont montrées 
dans la figure 2-24a and 2-24b. 
Finalement, les architectures distribuées et hiérarchiques sont une combinaison des ap-
proches précédentes, dans lesquelles les agents sont en quelque sorte indépendants, mais 
dépendent toujours d'une autorité centrale ou d'un moyen de communication pour interagir 
avec les autres agents du système, cette stratégie est montrée dans la figure 2-25. Dans ce 
cas, les actions de chaque contrôleur peuvent être affectées par les actions des autres, ce 
qui pourrait augmenter l'efficacité de telle architecture de contrôle, face aux architectures 
centralisées qui ont besoin des ressources de calcul plus importantes, tout en gardant des 
résultats aussi performants comme indiqué dans [71 ]. 
Le principal avantage de ces implémentations de commande distribuées et hiérarchiques est 
la flexibilité des solutions [64], [76], car les processus d'optimisation locaux sont en quelque 
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FIGURE 2-25 Architecture CPM distribuée [71 ]. 
37 
du système entier, et permettent au SGDR de se découpler du monde extérieur. Ainsi, le OSD 
ne pourra communiquer qu'avec l'agent central de la maison, et ce sera celui-ci qui gère la 
communication interne et les objectifs pour faire face aux nécessités provenant du OSD. Cela 
pourrait conduire à des solutions plus sécurisées dans le cadre du réseau intelligent et réduire 
la charge de calcul et les retards de communication qui peuvent devenir un problème crucial 
de ces architectures [77], [78]. 
2.4.4 Architectures multi-agent 
Les Système multi-agents (SMA) pour le contrôle et la coordination distribués [10], [46], 
[77], [79]-[81 ] ont reçu une attention considérable, en tant que solution de processus décentra-
lisés et distribués des futurs réseaux. À partir de [10], [79], la définition d'un agent peut être 
définie comme un mécanisme simple qui réagit de manière autonome à son environnement 
environnant. Cependant, comme indiqué dans [10], les meilleurs résultats peuvent être obtenus 
par des agents "rationnels" ou "intelligents", dans lesquels chaque agent réagit de manière op-
timale à la situation qui lui est donnée. Plusieurs architectures ont été proposées, hiérarchisées 
[76], [82], distribuées [78], [83] aux schémas de contrôle entièrement décentralisés [63]. 
Une architecture SMA est normalement implémentée lorsque des appareils et des systèmes 
hétérogènes sont rencontrés, en particulier les SSE [46] qui sont désormais une partie essen-
tielle des stratégies GLD, comme montrées dans la figure 2-26. Puisque tous ces dispositifs 
sont nécessaires pour implémenter des systèmes de production locaux comme les photovol-
taïques et éoliennes. Par ailleurs, dans des réseaux complexes, plusieurs sources peuvent être 
rencontrées et même des consommateurs/producteurs. La somme de toutes ces différentes 
charges est difficilement gérée par un contrôleur centralisé. 
Alors, le contrôle optimal de température et autres variables de confort dans les systèmes de 
bâtiments intelligents tend vers les systèmes distribués de commande, soit SMA et commande 
prédictive basée sur le modèle de comportement [56]. Notamment, les SMA sont maintenant 
très populaires pour le contrôle distribué des systèmes de génération et stockage [84] dans les 
micro réseaux et les réseaux intelligents, ce qui les rendent très utiles pour la commande des 
systèmes proposés pour le sujet de recherche ici étudié. Ces deux techniques de contrôle ont 
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FIGURE 2-26 Exemple d'une architecture SMA [83]. 
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démontré un grand potentiel pour optimiser et améliorer les conditions de confort dans les 
bâtiments commerciaux [10], mais elles sont moins étudiées dans le contexte résidentiel. 
Cependant, les SMA permettent de diminuer la complexité des calculs faits dans chaque 
élément du système et tenant compte de la structure distribuée de cette stratégie, il est possible 
de déduire que le système pourrait aussi devenir plus robuste face aux défauts, contrairement 
aux systèmes de commande centralisée et aussi capable de résoudre des problèmes d'opti-
misation de ressources dans un environnement de production locale et stockage d'énergie 
[80]. 
2.5 Analyse et synthèse de la revue de littérature 
À partir de la revue de littérature faite, il est possible d'extraire des options pour développer 
une stratégie de gestion locale pour pouvoir répondre aux besoins d'QSD. La diminution 
des pics de forte consommation est un des objectifs principaux de cette recherche et dans 
la littérature les tarifications TTU avec des SSE ont montré des résultats prometteurs. Ces 
travaux ont démontré aussi, une réduction des coûts d'électricité tout en gardant les niveaux 
de confort désirés par les occupants. 
Dans la littérature, il est possible de trouver une grande variété des SSE qui ont des 
caractéristiques et des avantages différents. Cependant, tenant compte du contexte ici présenté 
où l'énergie stockée servira principalement pour réchauffer la maison, notre attention a 
été dirigée vers les SST qui vont permettre de stocker l'énergie sous forme de chaleur qui 
peut être directement fournie à la pièce. Plusieurs systèmes de stockage thermique ont été 
développés, mais celui qui a attiré l'attention dans cette recherche a été le SEST pour le 
chauffage résidentiel [35], [38]. Celle-ci est une des solutions qui s'approche le mieux de la 
problématique décrite et qui a gagné beaucoup d'attention ces dernières années [24]. Aussi, le 
SEST est une solution qui pourrait remplacer facilement les systèmes de chauffage traditionnel 
avec des PCE. De cette façon, une flexibilité dans la demande de la résidence est ajoutée. 
Malgré son potentiel, les systèmes actifs de stockage thermique peuvent créer un effet 
contraire, en ajoutant un pic de demande déplacé si une stratégie de contrôle statique est utilisée 
pour un ensemble de dispositifs [31 ], [34]. Donc, il est impératif d'ajouter une stratégie de 
contrôle adaptatif et prédictif, tenant compte du temps de charge et décharge de plusieurs 
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dispositifs dans la résidence [24J et le faire de façon que ce soit plus une stratégie distribuée, 
qui ressemble plus aux scénarios réels décrits avants, où des charges hétérogènes peuvent 
être installées dans un seul immeuble. Cette stratégie doit tenir compte aussi des prévisions 
météorologiques et la tarification d'électricité délivrée par l'OSD pour déterminer les besoins 
d'énergie de la résidence et les périodes d'utilisation plus pratiques pour la recharge et décharge 
des SEST. 
Ce chapitre présente aussi une revue des méthodologies de modélisation, ses avantages et 
désavantages. En utilisant ces informations, l'approche de modélisation hybride ou de boite 
grise a été choisie par ses caractéristiques et sa capacité de représenter avec des équations très 
simples les interactions d'un système thermique qui pourrait être une tache très complexe. 
L'analogie de RC équivalente a été approfondie et des exemples d'implémentation ont été 
aussi présentés. 
Finalement, chaque aspect du processus de contrôle distribué a été expliqué. En com-
mençant par un résumé des différentes stratégies de contrôle et algorithmes d'optimisation 
trouvés dans la littérature, à partir de cette revue, il a été possible de déclarer que parmi les 
techniques de contrôle les plus réussies pour la gestion de la demande, il y a l'application de 
la Commande Prédictive bassée sur un Modèle et des Système muIti-agents comme solutions 
pour le marché hétérogène de l'énergie en constante évolution. De plus, à partir des possibilités 
d'optimisation, les métaheuristiques ont trouvé une place très importante dans la résolution de 
problèmes d'optimisation difficiles, même avec plusieurs objectifs, sans égard à la complexité 
ou à la convexité de l'espace d'optimisation. 
Chapitre 3 Méthodes proposées pour le SGDR 
Pour trouver une solution du problème d'optimisation, il est proposé, dans la recherche 
ici menée, d'utiliser une des variantes des algorithmes métaheuristiques, l'Algorithme Gé-
nétique (AG) qui a démontré des résultats performants dans le contexte de la problématique 
[56], comme montré dans la figure 3-1, la problématique se pose sur comment balancer les 
différentes variables et contraintes de la gestion en minimisant la puissance requise dans 
les périodes de pointe avec les cycles de décharges des SSE, tout en gardant le confort des 
occupants. Les cycles de recharge doivent être programmés tenant compte des prévisions 
de météo et le calcul prédictif de puissance thermique nécessaire pour assurer le confort 
des occupants dans les heures suivantes. De plus, les cycles de recharge ne doivent pas se 
chevaucher pour garantir que le profil de consommation s'aplatira efficacement. 
Donc, la principale contribution de ce travail est de présenter une stratégie SGDR, en 
considérant les appareils PCE d'un système de chauffage traditionnel présenté sur la Fig. 3-2 et 
en examinant les possibilités et les inconvénients de la mise en œuvre des Système électrique 
de stockage thermique présentés dans la Fig. 3-3. 
Le schéma de la figure 3-2 montre les composants de ce système très simple, qui utilise un 
élément chauffant pour augmenter la température de la pièce. Il est aussi possible d'apprécier 
que ce système n'a pas un venti lateur ou un autre dispositif pour faire circuler l'air, mais il se 
sert du mécanisme de convection naturelle de la pièce où l'air chaud pousse vers le plafond 
de la zone en tant que l'élément chauffant est allumé. Par ailleurs, la figure 3-3 montre les 
composants et la structure basique d'un système d'accumulation thermique comme celui 
ici étudié. Ceci composé par les différents éléments chauffants, le noyau de stockage et le 
ventilateur pour forcer l'air à travers le noyau. 
La stratégie tient compte des tarifications d'utilisation d'électricité et du temps froid de la 
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FIG URE 3-1 Balancement des variables et contraintes avec l' lA appliquée à l'optimisation dans 
les SGDR. 
saison d'hiver canadienne pour établir les scénarios d'essai. Cette stratégie est mise en œuvre 
par l'application des Algorithmes Évolutifs (AE) multiobjectifs parallèles [85], [86], qui est 
une approche distribuée des AE typiques que l'on trouve dans la littérature [64] ,[63], [70], 
[67] , [19], [68], [87]-[90]. 
Cette approche AE a été mise en œuvre pour calculer les modèles du système et les 
trajectoires de contrôle de l'horizon de recul, de plus, les architectures SMA, sont les stratégies 
de contrôle les plus couramment utilisées, car elles offrent les potentiels d'économies les plus 
considérables pouvant atteindre 40 %, tenant compte que dans ces architectures les composants 
individuels cherchent à optimiser son comportement en interagissant avec les autres pour 
trouver les meilleures solutions des systèmes très complexes comme indiqué dans [46]. Par 
conséquent, une combinaison de ces techniques de contrôle est proposée pour les appareils de 
chauffage des locaux résidentiels distribués, décrivant le problème comme une optimisation 
coopérative, calculant les besoins en énergie de chauffage pour chaque agent et définissant en 
outre des cycles de recharge-décharge pour les unités SESTo Ces méthodes ont également été 
appliquées avec succès pour la planification de la charge et la réduction du Facteur de crête 
(FC) [90]. 
Pour définir les trajectoires, le SGDR utilisera un modèle pour décrire le comportement des 
Échappement d'air 
chaud 
Élément cha uffa nt~;;:;:;;;;~~:;:;:;:;:;~;:;;;~;;;t;;:;:;;;;t;~~;t;:;m;;tm:;;;ih 
Prise d'air au niveau 
du sol 
F IGU RE 3-2 Système de plinthe électrique chauffante (peE) 
Isolation du noyau 
F IGU RE 3-3 Système électrique de stockage thermique (SEST) 
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températures dans la résidence, et pour trouver ce modèle il a été aussi proposé d'utiliser une 
approche de modélisation hybride qui nous permettra de simplifier le procédé de découverte 
des paramètres grâce à sa complexité réduite, mais qui aura une précision quelque peu 
mineure comparativement, par exemple, aux méthodes basées sur les méthodes d'apprentissage 
automatique ou les modèles détaillés. Donc, une simple représentation 2R 1 C peut être utilisée 
pour chaque zone individuelle contrôlée par un agent. En outre, un modèle 2RIC simple est 
proposé pour décrire les interactions thermiques du système SEST avec son environnement, 
afin que les cycles de décharge et de recharge puissent être introduits dans le processus 
d'optimisation. 
La stratégie de contrôle proposée peut être mise en œuvre en utilisant une architecture 
distribuée basée sur un agent synchrone [85] présentée sur la figure 3-4, où chaque PCE 
et SEST de la maison communique et échange des informations avec un agent central. Cet 
agent est en charge du partage des signaux entrants du OS D, de la configuration des points 
de consigne pour toute la maison, des prévisions météorologiques externes, des informations 
sur les autres agents et il établira également les règles de synchronisation et de coopération 
pour le processus d'optimisation. L'agent central est supposé être lié à un appareil de mesure 
intelligent pour mesurer la consommation d 'énergie et créer des modèles de consommation 
des informations collectées. L'architecture proposée pourrait être mise en œuvre en tant 
que matériel distribué ou simplement en tant qu'environnement logiciel parallèle tel que 
la programmation orientée objet. La stratégie SGDR sera testée dans un environnement 
d'émulation avec des données réelles mesurées des profils de consommation, des variables 
météorologiques externes et d'autres signaux provenant d' une maison de la ville de Trois-
Rivières dans la province de Québec, Canada. 
Prévision météorologique ................. . 




FIGURE 3-4 Architecture multiagent d'optimisation distribuée et de contrôle du système de 
chauffage électrique résidentiel. 
3.1 Stratégie de modélisation et estimation des paramètres 
Comme indiqué dans [39], l'un des principaux inconvénients des approches pour l'esti-
mation des paramètres ou l'application des méthodes Apprentissage automatique (AA), est 
que les données correspondantes doivent contenir des informations riches et suffisamment 
excitantes pour reconstruire des représentations réalistes des interactions thermiques du sys-
tème modélisé, mais normalement, les données de température sont corrélées d'une pièce à 
l'autre, car elles partagent dans la plupart des cas le même point de consigne programmé, ce 
qui induit des changements de température similaires pour toutes les pièces à des périodes 
synchrones. Ces comportements pourraient conduire les algorithmes à la fausse dépendance 
entre les variables du système, p. ex. le modèle d'une pièce pourrait indiquer que la variation 
de température dépend directement des changements de la température ambiante du reste 
de la maison. Pour faire face à ce problème, il est possible d'induire des profils d'excitation 
qui interagissent avec l'ensemble des températures de consigne de la maison et d'extraire 
pour chaque agent, suffisamment de données pour conduire à de meilleures estimations des 
paramètres du modèle. 
Pour ce faire, l'agent central s'est vu attribuer le rôle de générateur de profil d'excitation, 
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Étape de Découverte Étape de Contrôle Distribué 
FIGURE 3-5 Schéma des étapes d'estimation du modèle individuel et la stratégie de contrôle 
distribué 
remplaçant le point de consigne de température programmé à chaque agent dans l'architecture. 
En supposant que tous les appareils de chauffage de la maison sont contrôlés par le SGDR, 
l'agent central pourrait un par un, envoyer des points de consigne séparés à chaque agent, 
forçant des périodes momentanées d ' augmentation et de diminution de la température, en 
maintenant une température constante pour le reste de la maison. De cette façon, la dynamique 
thermique individuelle de chaque pièce peut être découverte. 
Ensuite, une fois que chaque agent a été excité par le profil généré, l'agent central pourrait 
lancer l'algorithme centralisé d 'estimation de paramètres et renvoyer le modèle construit à 
chaque agent pour permettre au mécanisme d 'optimisation distribuée de démarrer. 
L'ensemble du processus peut être considéré comme une stratégie en deux étapes pour la 
modélisation et le contrôle, comme présenté dans la Fig. 3-5. 
3.1.1 Algorithme Génétique (AG) pour la découverte des paramètres 
L'approche présentée ici est l'AG, car cette méthode est analytiquement simple à mettre 
en œuvre pour les nouveaux utilisateurs, et en raison de sa nature parallèle, est également très 
intéressante à réaliser sur le terrain en utilisant des langages de description matérielle, ou des 
systèmes embarqués modernes avec un usage général et des capacités de calcul graphique. 
L'Algorithme Génétique (AG), c'est une sous-catégorie des techniques d'optimisation 
basées sur l'évolution, qui s' inspire du processus de sélection naturelle des individus les plus 
aptes d'une population [91 ], où certains individus sont plus susceptibles de diffuser leurs 
gènes, car ils sont préférés aux autres par une caractéristique particulière, qui est définie 
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comme la fonction d'évaluation de l'espèce. Par conséquent, ces individus préférés peuvent se 
reproduire ou se copier avec une probabilité plus élevée. Comme indiqué dans [92], l'AG n'est 
pas une approche analytique de la recherche optimale, car ce n'est pas comme les méthodes 
d'optimisation de type gradient. Mais c'est plutôt une recherche évolutive de solutions à 
travers un processus stochastique. Néanmoins, la réponse optimale n'est pas indispensable 
lorsque des représentations moyennes et des modèles équivalents sont utilisés. 
Le but des travaux montrés dans cette première partie du chapitre est l'estimation des 
paramètres thermiques du modèle équivalent RC pour les bâtiments résidentiels par la mise en 
œuvre de l'AG. Cette estimation utilise un petit ensemble de variables d'entrée, qui comprend 
la température intérieure et extérieure, et la puissance de chauffage électrique consommée par 
la résidence. En outre, l'objectif est de décrire et d'anal yser plus en détailla mise en œuvre 
d'AG, en tirant parti de ses capacités pour trouver des valeurs adéquates pour un large éventail 
de problèmes d'optimisation. 
L'algorithme principal est présenté dans l'algorithme 1 dans lequel une implémentation 
avec des nombres à double précision de virgule flottante a été utilisée pour trouver des 
paramètres appropriés pour représenter le comportement d'un modèle thermique. Comme 
expliqué dans [93] l'un des principaux problèmes d'un tel algorithme est que l'espace de 
recherche d'exploration initiale ne doit pas être contraint pour permettre à des solutions 
diverses de mieux s'adapter à des environnements modélisés très différents. Cependant, cela 
implique également qu'au départ, très peu de solutions sont valides. Ensuite, l'algorithme 
pourrait souffrir d'une perte de diversité ou d'une convergence sous-optimale, cet effet est 
appelé dérive génétique [92]. Donc, une exploration appropriée de l'espace de recherche doit 
être effectuée. En revanche, si l'exploration s'améliore, le réglage fin ou l'exploitation des 
solutions peuvent être découragés, c'est-à-dire que les solutions seront près de la solution 
optimale, mais l'algorithme sera incapable de chercher l'optimum global si l'exploitation est 
découragée. 
Nous pouvons supposer qu'un modèle est pour être estimé, comme celui présenté sur la 
figure 3-6 et formulé comme l'équation (3-1), il s'agit du bilan énergétique entre la puissance 
calorifique introduite dans l'environnement et les pertes de transfert de chaleur et d'infiltration 
thermique d'un bâtiment [40], [94], ce modèle devrait nous permettre d'estimer la température 
Algorithme 1: Algorithme génétique 
Initialisation de la population P = {il , i2 , ... , iN} pour N nombre d'individus 
Où in = {Rin , Cin , R~x,C:LL} Vn = 1,2, ... ,N 
répéter 
pour chaque in E P faire 
Créer 1');;, Représentation d'états 
Calculer ~~l' Température simulée 
Évaluer §(in ), Fonction d'évaluation 
fin 
Sélectionner ibesl = max ( § (. ) ) 
Effectuer les opérations génétiques 
Sélection Vsel = Y(P), vecteur des sélectionnés in 
Croisement Pnew = 'f;f'( i j , ih) Vi j , ih E Vsel 
Mutation Pnew = .$t (i j) pour i j E Pnew aléatoire 
Immigration Pimm = J'V (ibesl )2) 
Insérer ibesl -7 Pnew 
P = {Pnew,l'imm} Insérer dans la nouvelle population 
Modifier J.1 +- ibesl valeurs racine 
g=g+l 
jusqu'à g = G, max génération 
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à l'intérieur d'une résidence si tout l'espace est considéré comme une seule masse thermique. 
C T,. TwLL - ~nt + p'. in inl = R . In 
ln 
C t. - ~nl - TwLL + Texl - ~nt 
wll wLL - R. R 
ln ex 
(3-1) 
Où ~nt est la température interne, Texl est la température à l'extérieur du bâtiment et Pin 
est le flux thermique appliqué, égal à la consommation électrique nominale de l'appareil de 
chauffage. La valeur Rex représente la résistance thermique moyenne qui isole le bâtiment, 
Rin est la résistance thermique équivalente entre la masse interne Cin et la masse thermique du 
mur isolant CwLL. 
Ensuite, l'expression mathématique obtenue a été réécrite en tant que modèle d 'espace 
d'état dans (3-2). 
[ ~ntl = A [~nll + B [Pin 1 Twll TwLL Texl (3-2) 
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~xt 
FIGURE 3-6 Circuit équivalent RC pour modéliser le comportement de température interne 
moyenne d'une résidence. 
[ 
- 1 1 1 [ 1 A = CinRin Cin Ri1l B = Ci1l 
_1_ .=l ~+_I 0 
CwllRin Cwll (Rin Rex ) c~u (3-3) 
En utilisant ces paramètres, les matrices de représentation discrète de l'espace d'état Ad et 
Bd peuvent maintenant être exprimées comme (3-4), échantillonnées avec!1t égal à 60s. 
Ad = exp(A!1t) (3-4) 
En sui te en utilisant l'AG utilisé présenté dans l'algorithme 1, les paramètres thermiques 
peuvent être calculés. Dans cet algorithme les valeurs de N est le nombre d'individus dans la 
population P et g le numéro de la génération actuelle avec un nombre maximal de G. 
Les étapes de l'AG implémenté sont expliquées ci-dessous, mais elles sont principalement 
basées sur le système GENOCOP (Algorithme génétique pour l'optimisation numérique et les 
problèmes de contrainte) proposé dans [95]. 
3.1.2 Opérateurs génétiques 
- Représentation génétique et initialisation: 
Des représentations en nombre réel de l'information génétique sont utilisées dans 
ce travail, car la mise en œuvre est effectuée dans l'environnement MATLAB. Il est 
nécessaire de prendre en compte les systèmes embarqués actuels capables de gérer les 
opérations en virgule flottante si ces algorithmes doivent être déployés. 
Ensuite, la population P est créée comme un tableau d'individus à valeur réelle in pour 
n = 1,2, ... ,N. Chaque individu in possède quatre génotypes représentant les solutions 
possibles aux paramètres à estimer comme dans (3-5). 
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(3-5) 
Dans la première génération de l'algorithme, un ensemble de règles et de contraintes 
peut être appliqué pour permettre une large zone de recherche. Par conséquent, les 
individus sont créés en utilisant des valeurs aléatoires normalement distribuées, avec la 
moyenne J.1gene et l' écart-type (J'gene , pour chaque représentation génétique de l'individu 
in. 
Fonction d'évaluation,' 
Comme l'objectif de la méthode d'optimisation est de pouvoir trouver un ensemble de 
valeurs pour Rin, Cn, Rex et Cwll ; qui décrit le mieux le comportement en température 
de la maison, la fonction d 'évaluation peut être définie comme l'inverse de l'Erreur 
quadratique moyenne (EQM) entre la réponse en température estimée tnt et la valeur 
réelle mesurée Tint> comme indiqué dans (3-6). Ces deux vecteurs sont de taille K , le 
nombre d'échantillons disponibles. 
(3-6) 
En choisissant le meilleur individu ibest pour lequel la valeur de § (.) est maximale 
dans la génération actuelle et en l'insérant directement dans la prochaine population 
Pnew , nous assurons qu ' au moins l'individu le plus performant ne sera pas perdu, après 
que les opérateurs génétiques auront été appliqués à l' ensemble de la population. Ce 
concept est appelé "élitisme" [96]. 
- Sélection,' 
Dans les options proposées pour les schémas de sélection dans les algorithmes évo-
lutionnaires [97], nous avons décidé d ' utiliser le schéma de sélection par "Tournoi" , 
qui est basée sur le concept que plusieurs individus sont choisies aléatoirement pour 
partici per au tournoi, afin de sélectionner celui avec la valeur § ( .) la plus élevée. 
Le tournoi est composé d' un ensemble r d'individus aléatoires i. La taille de l'ensemble 
r est définie par 'r. Le schéma est décrit dans l' algorithme 2, où le vecteur des individus 
sélectionnés Vsel a la même taille que la population P. 
Algorithme 2: Schéma de sélection par tournoi Y(P) 
tant que dim(Vsel) < N faire 
répéter 
Insérer in -t r pour in choisi aléatoirement 
jusqu'à dim(r) = -r 
pour chaque in E r faire 
si § (in) > § (ih)Vih Er alors 
Sélectionner in 
fin si 
Insérer in -t Vsel 
fin 
fin tant que 
- Croisement: 
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Le croisement arithmétique décrit dans [95] pour le système GENOCOP, est une 
somme pondérée des valeurs pour chaque représentation de gène. Nous avons défini les 
deux ensembles de parents, simplement, en divisant le vecteur d'individus sélectionnés 
en deux ensembles de taille égale de dimension N /2. Ensuite, en utilisant un individu 
du premier ensemble et un du deuxième ensemble, deux nouveaux descendants sont 
créés. Ceci est présenté dans l'algorithme 3. 
Algorithme 3: Croisement arithmétique à valeur réelle ~(i j , ih) 
Diviser Vsel en VI et V2 avec dim(·) = N / 2 
pour chaque i j E VI et ih E V2 faire 
Définir f3 le ratio de croisement aléatoire {f3 E ffi.1 (O,l)} 
Calculer inew l = ij.f3 + ij.(1 - f3 ) 
Calculer inew2 = ih·f3 + ih.(1- f3 ) 
Insérer inew l , inew2 -t Pnew 
fin 
- Mutation: 
La dernière des opérations génétiques est l'étape de mutation. Elle est définie comme 
J' altération stochastique d' un pourcentage donné d' individus de la population P. Étant 
Vmut l'ensemble des individus sélectionnés pour muter et dim(Vmut ) = ê la dimension 
de l'ensemble donné. Ces individus et le nombre de gènes modifiés (t9-) dans chacun 
sont sélectionnés au hasard. Ce schéma est présenté dans l'algorithme 4. Où, pour 
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chaque gène sélectionné pour la mutation, un bruit 17 est ajouté avec une amplitude 
comprise entre 0% et 10% de la valeur précédente. 
Algorithme 4: Schéma de mutation Ji! (i j ) 
Sélectionner i j ---+ V mut bassin de mutation, i j E Pnew 
dim(Vmut ) = ê 
pour chaque i j E V mut faire 
Définir -6 E ZI[1 ,4], nombre de mutations par ij 
de 1 jusqu'à -6 faire 
Définir gsel E ZI[1 ,4] sélection de gènes 
Définir 17 bruit aléatoire 
Modifier in {gsel} = in {gsel} + 17 
fin 
fin 
- Régime d'immigration: 
Pour traiter les problèmes de convergence, un schéma d'immigration [92] est proposé, 
dans lequel un pourcentage de la population est remplacé par un nouvel ensemble de 
solutions aléatoires normalement distribuées autour des valeurs de la meilleure solution 
actuelle. Comme présenté dans l'algorithme 1, ce schéma d'immigration dépend des 
valeurs dans ibest et de la matrice de covariance L qui décrit la distribution normale 
utilisée pour créer les nouveaux individus. 
La valeur de L est adaptée au fur et à mesure que la convergence est atteinte, permettant 
aux premières générations d'explorer efficacement une grande partie de l'espace de 
recherche, réduisant le risque de convergence à des valeurs sous-optimales. Ensuite, à 
mesure que des solutions optimales sont trouvées, la valeur de L peut être adaptée pour 
réduire la déviation des nouveaux individus dans un effort pour améliorer l'exploitation 
de l'espace de recherche proche de la meilleure solution actuelle. Une telle modification 
peut être considérée comme un AG hybride dans le contexte des Algorithmes Évolutifs 
Mémétiques (AEM) [98], appliqués pour améliorer le réglage fin de la meilleure 
solution. 
Le schéma peut être défini comme suit dans l'équation (3-7) : 




Maintenant, les valeurs de déviation pour chaque distribution sont calculées en utili-
sant l'ordre de grandeur du paramètre, car celles-ci peuvent être inégales. Ensuite ê 
modifiera l'ordre de grandeur de l'écart pour le rendre large ou étroit par rapport au 
vecteur moyen )1. 
a} = lO(lIoglQ (Rf: SI)j +c) 
cri = lO(lIoglQ (Cf,;SI)j +C) 
cri = lO(lIog, o(R~;SI )j +C) 
cri = lO(lIoglQ (ct~nj +C) 
(3-8) 
L'adaptation du paramètre ê se fait en tenant compte du nombre de générations gE sans 
amélioration de la fonction d'évaluation. Pour chaque génération où cette amélioration 
n'est pas effectuée, la valeur de g E augmente, mais lorsqu ' une meilleure solution ibest 
est trouvée, la valeur de gE est réinitialisée à O. 
2 initial value, if gE = 0, 
° if gE = 10, ê = (3-9) 
-2 if gE = 30, 
-4 if gE = 100. 
De cette façon, chaque fois que la valeur de ibest change, une exploration est effectuée 
si aucune amélioration n'est trouvée, l'écart de distribution diminuera pour améliorer 
la recherche locale. Sachant qu 'en raison de l'étape d'élitisme, la meilleure solution 
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actuelle est toujours enregistrée, nous garantissons qu'elle ne sera pas perdue lors de 
l'amélioration de l'exploration. 
Ce schéma d'exploration et d'exploitation est particulièrement utile dans ce cas, où 
l'optimisation n'est pas contrainte pour les valeurs des paramètres. 
Cet AG sera testé pour découvrir les paramètres d'une résidence réelle et d'un modèle 
d'émulation accélérée. Ce qui nous permettra de voir les avantages et les inconvénients des 
modèles RC simplifiés et aussi comme une possible solution dans le cas où telle stratégie de 
modélisation pourrait être utile dans le cas d'un SGDR. Ces résultats sont résumés dans le 
chapitre qui suit. 
3.1.3 Modélisation distribuée des pièces dans la résidence 
D'abord tenant compte du fait que la stratégie proposée est distribuée par pièce, de la 
même façon nous devons définir un modèle de chaque pièce pour nous permettre de faire de 
calculs de prédiction du comportement de la température à partir des vecteurs de contrôle 
établis et nous permettre d'optimiser ces vecteurs à partir de l'information extraite du modèle. 
Pour cela, dans le SMA chaque agent pourrait capturer les informations nécessaires et de 
façon centralisée le système peut calculer un modèle d'accord aux profils d'excitation de la 
température de la pièce qui ont été mentionnés avant. 
3.1.3.1 Modèle de la pièce et le PCE 
L'analogie du circuit RC utilisée dans ce travail pour décrire le comportement en tempéra-
ture est présentée comme une équation du bilan énergétique entre le flux de chaleur introduit 
dans l'environnement et les pertes par infiltration thermique sur le bâtiment Wang2019 , [39], 
[40], [46], [54]. La représentation 2R1C la plus simple peut être exprimée par (3-10). Cette 
équation a été proposée comme le réseau thermique choisi pour représenter chaque pièce du 
bâtiment résidentiel, afin de décrire très approximativement la dynamique du système, en 
gardant la complexité du modèle au minimum. Cependant, dans les résultats ultérieurs, une 
comparaison est effectuée en tenant compte d'une structure de réseau RC plus complexe. 
T. -Ii T. - Ii 
C. T.'. - ex ln + avg ln + <t> . + <t> ln ln - R ln db 





FIGURE 3-7 Réseau Re équivalent pour chaque pièce de la maison. 
Pour les appareils peE, la valeur de <Pin peut être considérée comme égale à la consom-
mation électrique, en supposant que le rendement de l'élément chauffant est de 100 %. Cette 
approximation nous a permis de simplifier le processus de modélisation des agents PCE. Pour 
les pièces contenant l'appareil SEST, la validation de la valeur de <Pin est une tâche moins 
simple, car le SEST lui-même doit d'abord être modélisé, pour calculer le flux de chaleur 
entrant dans la pièce. 
<Pdb est le gain total de toutes les sources possibles de perturbation thermique, comme 
celles introduites par le rayonnement solaire direct ou indirect, les gains par occupation, 
d'autres charges, etc. [39]. Cette variable n'est pas mesurable pour la plupart des applications 
réelles. Ensuite, une estimation devrait en être faite afin d'extraire les schémas possibles des 
gains injectés. 
Dans certains cas, des interactions thermiques peuvent apparaître à l'intérieur de la maison, 
en raison d'une mauvaise isolation entre les pièces. Cependant, cet effet pourrait être considéré 
comme un échange de transfert de chaleur possible de la pièce avec la température la plus 
élevée à celle des alentours avec des températures plus basses. Il existe plusieurs façons de 
décrire cette interaction, normalement un réseau RC supplémentaire est ajouté pour approximer 
la réponse transitoire et en régime permanent de l' échange thermique [40]. Cependant, pour des 
raisons de simplicité, une seule valeur de Rwl sera ajoutée au réseau équivalent, représentant 
la dynamique de transfert de chaleur avec la température de la maison Tavg , le réseau RC est 
présenté dans la Fig. 3-7. 
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Les valeurs de Rext, Rwl et en pour chaque agent doivent être trouvées en utilisant l'opti-
misation par AG proposé et expliqué dans les sections suivantes et le profil de température 
d'excitation discutée précédemment. 
3.1.3.2 Fonction d'évaluation pour le modèle de la pièce : 
Maintenant, pour calculer l'estimation de Îi~, on utilise les valeurs de chaque in = 
{R~l' C7n , R~x} V n = 1,2, ... , Ne comme représentation génétique. Nous créons l'équation 
de temps discrète qui représente le système modélisé. En utilisant la discrétisation d'Euler 
avec le temps d'échantillonnage ru de la description de l'équation (3-10), nous pouvons définir 
les matrices correspondantes Ad et Bd du modèle discret. 
(
Ôt (Rn + Rn)) An = 1- _ wl ex 
d Cn Rn Rn in wl ex 
(3-11) 
(3-12) 
Nous pouvons calculer les valeurs discrètes correspondantes pour la représentation de 
l'espace d'état I;s comme suit dans l'équation (3-13). 
Îj~(k + 1) = A'dÎj~(k) + B'du(k) 
Where 
(3-13) 
u(k) = [<Pin , Te.x, Tavgf 
Îj~(O) = 1in(O) 
La fonction d'évaluation a été définie comme l'inverse de l'Erreur absolute moyenne 
(EAM) entre la réponse en température estimée hat~~ et la valeur réelle 1in, comme indiqué 
dans (3-14). 




3.1.3.3 Modèle du SEST 
Comme il a été indiqué précédemment, dans les salles où nous avons implémenté l'agent 
pour les SEST, le processus devrait commencer par la création d'un modèle qui peut décrire la 
variation de température au sein du SEST et sa connexion à l'environnement, qui dans ce cas 
est la température ambiante. Une approche courante pour modéliser les unités SEST consiste 
à définir directement des modèles mathématiques pour décrire les différents états possibles du 
système [35], [99]. Ces modèles indiquent une relation simple entre l'énergie disponible et la 
demande thermique de l'environnement. Une autre approche a été adoptée dans [34], où un 
modèle empirique a été construit à partir des mesures d'une unité SEST réelle, c'est modèle 
est l'équation décrivant la variation interne de la température centrale au fil du temps. Enfin, un 
modèle basé sur les équations physiques et les caractéristiques thermiques du SEST ici étudié 
a été développé dans [38], les variations des caractéristiques thermiques et le comportement 
détaillé de la température sont décrits et soutenus par une simulation numérique dynamique 
des fluides du flux d'air à l'intérieur du noyau et comment les gradients thermiques dans le 
système peuvent affecter ces caractéristiques. 
Cependant, l'approche adoptée dans cet article est de représenter le SEST comme un autre 
réseau nRC qui décrit la dynamique de la température interne du noyau Ter par rapport à la 
température de la pièce ~n. Un des avantages des systèmes de stockage d'énergie thermique est 
qu'ils peuvent également être considérés comme une simple masse thermique; par conséquent, 
la même analogie utilisée pour le modèle des pièces peut être appliquée. Cela peut être vu sur 
la figure 3-8, où presque la même structure de la Fig. 3-7 a été utilisée pour modéliser l'unité 
SESTo 
Dans ce modèle, la valeur de Rex représente les pertes de chaleur produites par la différence 
de température entre Ter et le ~n correspondant. Définissons ensuite l'équation équivalente 
pour les cycles de recharge comme l'équation (3-15). 
(3-15) 
Maintenant, pour décrire le cycle de décharge, la résistance thermique Rde représente le 
transfert de chaleur produit par le ventilateur forçant l'air dans le noyau. En utilisant l'analogie 
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FIGURE 3-8 Réseau Re équivalent pour le stockage thermique électrique. 
nRC, il est clair que chaque fois que la résistance de décharge est connectée, la charge 
accumulée dans la capacité passera à travers les deux résistances dans la masse thermique 
de la pièce, ce qui accélérera simplement la décharge de la capacité, surtout si la magnitude 
Rde est beaucoup plus petite que la grandeur de R ex, ce qui changera la constante de temps 
entière du circuit. Maintenant, en utilisant cette analogie simple, nous pouvons approximer le 
comportement thermique, dans lequel la demande de puissance et les pertes internes du SEST 
sont ajoutées. Ceci est exprimé dans l'équation (3-16). 
(3-16) 
Comme indiqué par les équations précédentes, les cycles de recharge et de décharge sont 
considérés comme découplés. Ainsi, la puissance de chauffage d'entrée <I>er n'est pas présente 
dans (3-16). 
3.1.3.4 Fonction d'évaluation pour le modèle du SEST,' 
De même que pour le modèle de pièce, le calcul de la condition physique commence 
par la représentation discrète État-Espace l':s du modèle du SEST découplé présenté dans les 
équations (3-15) et (3-16). Ensuite, pour chaque individu avec la représentation génétique 







[c~ , cnl'liRn 1 En chargeant, Rn == cr cr ex 
d (Rn Rn) l'li dc+ ex E d ' h 
qr RdcR~x n ec argeant. 
(3-18) 
Ainsi, en utilisant les matrices discrètes, nous avons défini l'équation pour te~ comme 
suit : 
Where 
En chargeant, (3-19) 
En déchargeant. 
Enfin, la fonction d'évaluation § est définie comme précédemment, l'Erreur absolu te 
moyenne (EAM) de la température à noyau estimée te~' 
§ (in) = (~ t Ite~(k) - Ter(k) 1) - 1 Vn = 1,2, ... ,Ne 
K k= l 
(3-20) 
En utilisant les équations (3-6) et (3-20), la méthode AG a été utilisée pour trouver des 
valeurs adéquates pour les paramètres thermiques dans chaque modèle. 
Cependant, afin de trouver les paramètres des pièces où un SEST est installé, l'algorithme 
centralisé doit d'abord établir le modèle du SEST correspondant, car pour estimer le flux de 
chaleur délivré dans la pièce, il est possible de le faire en utilisant la température mesurée du 
noyau et de la pièce, pour obtenir une approximation comme suit dans l'équation (3-21), en 





En utilisant cette estimation du flux de chaleur entrant dans la pièce, les paramètres ther-
miques de ladite pièce sont trouvés avec l'approche proposée, mais cette étape supplémentaire 
augmentera l'incertitude du modèle calculé. Ainsi, les représentations d'une telle pièce souf-
friront plus probablement d'écarts, néanmoins, il est prévu que la stratégie de la fenêtre de 
recul ajoutée avec un temps d'échantillonnage suffisamment petit diminuera ces effets. 
Ensuite, comme le montre le diagramme de la figure 3-5, une fois que les unités et les 
pièces SEST sont modélisées, la stratégie de contrôle prédictif distribué peut être exécutée. 
Cette stratégie utilise les modèles calculés, les prévisions de la température interne utilisées 
pour ajuster la consommation d'énergie et les vecteurs de contrôle de trajectoire pour chaque 
agent dans la SODR proposée ensuite. 
3.2 Stratégie de commande pour le SGDR 
Le contrôle coopératif comme expliqué par [ l 00] pourrait être vu comme une tentative 
de distribuer un objectif difficile dans une collection d'agents décisionnels, en utilisant des 
capacités de communication et de calcul limitées. Ces agents utilisent des informations 
détectées localement et des techniques d'optimisation pour résoudre les problèmes, où la 
difficulté inhérente aux approches centralisées pourrait rendre la solution irréalisable. Ensuite, 
considérant l'approche du CPM distribué dans [71 ], nous avons proposé l'application d'un 
AEMO comme routine d'optimisation pour le calcul de la trajectoire de l'horizon de recul 
pour chaque agent. 
Ensuite, nous pouvons considérer le processus comme un groupe de sous-populations qui 
évoluent indépendamment les unes des autres. Cependant, l'approche présentée pourrait être 
considérée comme un schéma décentralisé, où chaque agent optimise de manière gourmande, 
sans prendre en considération aucun autre objectif ou les exigences des autres agents, ce qui 
est différent de l'approche adoptée par d'autres algorithmes de co-évolution [69], [ lOl ], où 
toutes les sous-populations ont le même objectif d'optimisation global, un exemple d'une 
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possible architecture a été présenté dans la figure 2-21. Par conséquent, sur la base de l'idée 
de l' AG à couplage lâche [102] expliquée dans [ 103], nous introduisons dans le processus 
d'optimisation individuel un critère global qui sera mis à jour tous les !J.td , qui est le temps 
entre exécutions d'optimisation complètes, ou dans ce cas le temps d'échantillonnage du CPM. 
En appliquant cela, nous garantissons qu'un degré de coopération est introduit dans 
la stratégie complète, où l'évolution interne de chaque agent est conduite pour atteindre 
également des objectifs globaux, en plus de ses propres objectifs contradictoires. 
Lorsqu'il s'agit d'objectifs contradictoires, comme c'est le cas dans la plupart des pro-
blèmes d'ingénierie, il est nécessaire de trouver un compromis approprié entre ces objectifs 
qui satisfont aux contraintes et qui se trouvent dans l'espace des solutions réalisables. Deux 
concepts peuvent être utilisés pour décrire ce compromis recherché [104]. Premièrement, en 
tant qu'articulation a priori des préférences, ce qui implique que les objectifs sont combinés en 
une seule fonction, la transformant en un problème à objectif unique, avant que le processus 
d'optimisation ne soit exécuté. D'un autre côté, l'articulation a posteriori des préférences 
permet de calculer un ensemble de solutions réalisables et un processus de décision sup-
plémentaire sélectionne un compromis commode. L'ensemble de solutions qui optimise le 
compromis entre les objectifs est appelé l'ensemble Pareto optimal de solutions non dominées 
[69], [104]. C'est cette dernière approche d'une articulation a posteriori des préférences que 
nous utiliserons, c'est là que les AEMO se sont révélés être un outil très efficace, capable de 
fournir des solutions quasi optimales, même face à des surfaces de coûts non convexes ou 
discontinus [69]. 
3.2.1 Algorithme génétique de tri non-dominé (NSGA-ll) 
Nous avons défini un cadre d'optimisation, en utilisant l'approche a posteriori où chaque 
agent utilise un paramètre défini par l'utilisateur pour choisir parmi l'ensemble de solutions 
calculées. Plus tard, l'agent central utilise l'ensemble de solutions sélectionné pour améliorer 
la coopération au sein de la stratégie. 
À partir de la liste des AEMO possibles, l'Algorithme génétique de tri non-dominé 
(NSGA-II) [105] est considéré comme un algorithme de pointe [88] pour des problèmes 
avec deux ou trois objectifs. Mais, il s'est également avéré satisfaisant dans de nombreux 
Algorithme 5: Algorithme génétique de tri non-dominé (NSGA-II) 
1: Initialisation de la population P = {{( , i~, ... , i~J pour Nd nombre d' individus 
2: Où i~ = Wi~ = [wÎ ,··· ,wK) 'i n = 1,2, .. . ,Nd 
3: répéter 
4: pour chaque i~ E P faire 
5: Calculer ~~, température ambiante prévue 
6: Évaluer 0'1 (i~) , ... , 0'0 (i~ ) , fonctions objectives 
7: fin 
8: Trier à l'aide de l'opérateur de dominance i1 --< i~ 'i i1 =1- i~ 
9: Classer avec distance de surpeuplement i1 --<n i~ 'i i1 =1- i~ 
10: Sélectionner Pold = P 
Il: Effectuer les opérations génétiques 
12: Sélection Vsel = Y (P), vecteur des sélectionnés i~ 
13 C · t P. CL? ('d 'd) \...I ·d·d V : rOisemen new = f!J l j , l h v l j , l h E sel 
14: Mutation Pnew = .A'(i1 ) pour i1 E Pnew aléatoire 
15: P = {Pnew, PolÛ Insérer dans la prochaine population 
16: g = g+ 1 
17: jusqu'à g = Gd, Max génération 
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problèmes d 'optimisation avec des complexités diverses [69], [103]; par exemple, dans [19], 
les auteurs ont utilisé l'algorithme NSGA-II pour minimiser l'inconfort, les coûts et le rapport 
pic/moyenne (Facteur de crête (FC)) du profil de puissance. Dans [67], les auteurs ont utilisé 
le NSGA-II pour optimiser les cycles de charge et de décharge des SSE afin de minimiser les 
coûts d'exploitation et les réductions de charge dans un micro réseau avec production d'énergie 
renouvelable. Ce sont des approches assez similaires à celle adoptée dans ce travail, mais 
mises en œuvre pour les unités SEST et les conditions correspondantes qu 'ont ces dispositifs 
de stockage. 
Le résumé du NSGA-II est présenté dans l'algorithme 5. Ici, nous avons utilisé la même 
notation et les mêmes variables que dans l'algorithme 1 pour souligner la similitude de la 
procédure principale malgré les applications très différentes. C 'est, en fait, l' une des raisons 
qui nous amènent à une stratégie complète basée sur des Algorithmes Évolutifs, où les concepts 
derrière le processus d' optimisation et l'application des opérateurs génétiques sont les mêmes 
pour les deux problèmes exposés dans ce travail. 
L'algorithme utilise le concept de dominance de Pareto indiqué précédemment, qui peut 
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FIGURE 3-9 Exemple du front de compromis de Pareto 
Compte tenu des vecteurs d'évaluations objectives 
i1 est dit de dominer i~ si, 
Vl E { l , ... ,o} , (J!:S (JF 1\ 3l E {l , ... ,o} : (J! < (J/h 
.d 
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(3-22) 
(3-23) 
Cette vérification est résumée comme l'opérateur de dominance i1-< i~ [105]. Une solution 
i1 est Pareto optimale si pour tout l'espace de solution possible §, il n'y a pas une autre solution 
i~ E § telle que i~ -< i1. 
Ensuite, l'algorithme utilise une métrique de dispersion des solutions dans le front de 
Pareto (8) comme mécanisme pour améliorer la répartition de la solution sur l'espace objectif 
réalisable, comme présenté dans la Fig. 3-9 , si une solution se trouve dans une zone moins 
encombrée, sa valeur de 8 sera plus élevée. Ensuite, cela est utilisé pour améliorer la recherche 
dans les zones avec moins d'individus où tous pourraient être optimaux de Pareto, alors il est 
défini comme l'opérateur de comparaison bondé (-<c ) [105 ]. 
'T' 1 ·d ·d· le que lj -<c lh SI : 
Vi1 =1- i~ E P, (i1--< i~ ) v (i1-1< i~ 1\ 8(i1) > 8(i~)) 
8Utp ) = 00 , 8 ( i~w) = 00 
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(3-24) 
Ensuite, en utilisant cet opérateur de comparaison encombrée, une liste classée des so-
lutions i~ est faite pour appliquer la fonction de sélection par tournoi précédemment définie 
Y (P) pour obtenir les meilleurs individus pour effectuer l'étape de reproduction. L'opéra-
teur de croisement est la recombinaison à un point, expliquée dans [92], qui est une simple 
recombinaison des informations des parents sélectionnés. 
Le mécanisme de mutation utilise un nombre normalement distribué 1] qui remplace la 
valeur des gènes sélectionnés chez l' individu choisi au hasard. Mais en faveur de la coopération, 
comme cela sera expliqué par la suite, la valeur de 1] sera définie en tenant compte du prix 
actuel du pas de temps pour la consommation d'énergie, sur la base d'un tarif TTU. 
Le NSGA-II garde la trace de la dernière population, ainsi, à chaque génération, l'élitisme 
est assuré, car aucune perte de solutions possibles ne se produit d'une génération à l'autre. 
Cependant, cela entraîne un besoin de mémoire plus important pour l'algorithme, car il doit 
conserver une population d'2Nd individus à chaque génération et chaque individu avec son 
propre vecteur On d'évaluations des fonctions objectives. 
Néanmoins, pour améliorer la diversité des solutions, après chaque optimisation exécutée 
à Md , la population entière est effacée, seules trois solutions sont autorisées dans la prochaine 
itération de l'algorithme CPM. Ces solutions sont: la solution sélectionnée précédente i~el ' et 
les deux solutions au bord du front de Pareto (i~p et i~w) comme présentées dans la Fig. 3-9. 
Une fois les critères d'arrêt atteints à chaque itération, l'algorithme contiendra un ensemble 
de solutions possibles sur le front de Pareto, comme présenté dans la Fig. 3-9. Ensuite, pour 
sélectionner une solution appropriée i~el nous avons défini une fonction qui calcule les distances 
euclidiennes entre chaque solution dans l'espace des objectifs, et une solution de bord, par 
exemple, i~p comme indiqué dans l'équation (3-25). C 'est ce qu 'on appelle une méthode a 
posteriori [46], où les solutions optimales de Pareto sont d'abord calculées puis un processus 
de décision est exécuté. 
(3-25) 
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La valeur de a dans l'équation (3-25), est une variable défini par l'utilisateur, celle-ci 
contrôle le niveau de compromis souhaité entre les objectifs d'optimisation. Ce paramètre 
peut être modifié à tout moment en tenant compte du fait que l'ensemble de solutions est 
recalculé à chaque itération de l'optimisation. Ce paramètre contrôlera, par exemple, si l'agent 
maximise le confort ou minimise les coûts énergétiques dans la stratégie. Au fur et à mesure 
que l'optimisation est distribuée, une valeur différente du compromis pourrait être envoyée à 
chaque agent de l'architecture. 
Une fois la solution i:el sélectionnée et suivant l'approche de l'horizon de recul, seul le 
premier signal de contrôle est appliqué U:el (1) = rofel) et l'algorithme entier est à nouveau 
exécuté après un temps I1td. 
3.2.2 Contrôle distribué dans les pièces de la résidence 
En sachant que cet algorithme pour le calcul des trajectoires de contrôle peut être implé-
menté de façon distribuée dans chaque pièce ou zone où un appareil de chauffage électrique 
est présent, il doit optimiser ses comportements, qu'il soit un PCE ou un SESTo C'est alors la 
raison pour laquelle nous devons définir des représentations du vecteur de commande dans 
chaque cas et établir les équations qui font partie de l'optimisation et qui seront les objectifs 
du NSGA-II, ceci est décrit comme suit. 
3.2.2.1 Représentation de la trajectoire de l'agent PCE 
Connaissant la dynamique des systèmes exprimée par l'équation (3-13), nous avons défini 
la représentation génétique des solutions comme un vecteur de valeurs réelles Win, indiquant 
le niveau d'utilisation de la puissance disponible Pn. Nous pouvons le voir comme un vecteur 
de signaux de contrôle Modulation de largeur d'impulsions (MU) pour chaque échantillon 
I1td. Il est décrit dans l'équation suivante. 
Where (3-26) 
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Ensuite on détermine chaque solution individuelle i~ = Wi~ 'li n = 1,2, ... ,Nd. Ainsi, la 
température prévue t;~ est calculée en utilisant le flux de chaleur prévu de l'appareil de 
chauffage <P~, et les vecteurs des variables prédites externes comme indiqué dans l'équation 
(3-27). Nous pouvons également affirmer que le flux de chaleur prévu <P~ est le même que la 
consommation électrique prévue P:;h de l'appareil PCE, en supposant que l'efficacité peut être 
estimée à 100 %. 
Where 
u(k) = [<Pin , Tex, tlVg, <Pdbr 
t;~(0) = Tïn current measure. 
(3-27) 
Une fois que chaque t;~ est calculé pour chaque individu de la population i~, nous pouvons 
évaluer les objectifs On. Nous avons défini deux objectifs {J pour le problème d'optimisation 
au sein de chaque agent, ceux-ci sont détaillés comme suit dans l'équation (3-28). 
Comfort Objective: 
1 Kd 
(JI (i~) = - L f3k (Trej(k) - t;~(k)) 2 
Kdk= 1 
Co st Objective: 
Kd 
(J2(i~) = L Qtou(k)(Pn· Wi~(k) ) = QtouP:;[ 
k= 1 
(3-28) 
Le vecteur f3 E ~ est l'ensemble des préférences à chaque instant d'échantillonnage t1td. 
Cela signifie que pour différentes périodes de la journée, il est possible de mettre plus ou 
moins de pression sur l'objectif de confort. Le vecteur f3 pourrait également représenter 
d'autres variables, par exemple, il pourrait s'agir d'un vecteur binaire indiquant des périodes 
d'occupation prévues, de sorte que l'agent pourrait décider de ne pas suivre la température 
de référence lorsque la pièce est vide. Par ailleurs, ces valeurs du vecteur f3 pourront être 
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recalculées en temps réel à partir des mesures ou prévisions d'autres facteurs intervenant 
dans l'optimisation, par exemple, les niveaux de radiation solaire, les jours du calendrier, etc. 
Cependant, comme la SGDR actuelle ne possède pas de schéma de prévision de l'occupation, 
l'approche adoptée dans ce travail consiste simplement à définir des valeurs de préférence 
élevées pour les périodes où la température de consigne est également élevée, ce qui pourrait 
indiquer les périodes de présence des occupants dans la résidence, de plus, les préférences du 
confort sont articulées par le paramètre de l'utilisateur a comme mentionné auparavant. 
Nous pouvons définir f3 comme suit, en supposant qu'une température de consigne pro-
grammée supérieure à 20°C indique la température souhaitée par les occupants à la maison: 
f3(k) = {l 
0.1 Otherwise. 
(3-29) 
Comme exprimé dans l'équation (3-26), les valeurs des représentations génétiques sont 
contraintes comme {w E IR : 0 ~ W ~ l}. Ainsi, comme le schéma de mutation modifie les 
valeurs de w dans l'espace de représentation, la même contrainte doit être appliquée [92]. 
Nous devons également tenir compte des contraintes imposées dans l'espace des coûts ou 
l'espace de solution, car selon la description du problème, il pourrait être possible de trouver 
des solutions irréalisables, qui, par exemple, ne suivent pas les lois de la physique, par exemple 
des sauts brusques de température ne sont pas possibles dans la dynamique thermique décrite 
dans ce travail. Cependant, comme les solutions dépendent de la valeur de w et Pit, qui est la 
valeur réelle de la puissance de fonctionnement maximale de chaque appareil, les solutions 
irréalisables ne sont générées par aucune trajectoire possible. 
Mais, nous trouverons des solutions qui ne sont pas préférables, comme des trajectoires qui 
dépassent les limites de ce qui a été établi comme étant la zone de températures confortables. 
Ensuite, les contraintes peuvent être exprimées comme suit dans l'équation (3-30) en suivant 
les indications trouvées dans [92], où il a été proposé qu'une pénalité soit affectée aux solutions 
irréalisables ou non utiles. 
0'1 (i~) = 0'2(i~) = 00 'tji~ E P, 
-::JÏi~(k) 'tjk E {l , ... ,Kd}: (Ïi~ < Tir;:in) V (Ïi~ > Tir;:ax ) 
(3-30) 
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On utilise dans l'équation les valeurs des températures maximales CF/::ax) et minimales 
(~,::in) autorisées dans la pièce. La valeur de la pénalité a été indiquée comme 00 uniquement à 
titre explicatif, dans la mise en œuvre, ces valeurs pourraient être définies comme des nombres 
réels suffisamment grands pour que la solution soit dominée par l'ensemble des individus 
·d p 
ln E . 
De cette façon, nous satisfaisons aux exigences sans perdre la diversité de la population 
en retirant directement les individus de la population. Cela signifie que pendant plusieurs 
générations au début du processus d'optimisation, très peu de solutions sont réalisables en 
fonction des contraintes. Cependant, grâce à la capacité du NSGA-II, une fois le front de 
Pareto attendu trouvé, le nombre de solutions optimales augmenterait rapidement. De plus, 
si la fonction d'initialisation de la population est réalisée avec des solutions attendues ou 
anciennes, cela pourrait guider plus efficacement la progression de l'évolution. 
3.2.2.2 Représentation de la trajectoire de l'agent SEST 
Dans le cas du processus d'optimisation exécuté par l'agent de l'unité SEST, les objectifs 
sont égaux à ceux indiqués dans l'équation (3-28). Mais, la dynamique thermique du SEST 
doit également être prise en compte. 
Par conséquent, pour contrôler les unités SEST, nous devons décrire la représentation 
génétique pour permettre les cycles de charge et de décharge du système de stockage. Pour 
ce faire, nous utiliserons la même approche définie dans l'équation (3-26) et la modifierons 
comme suit. 
(3-31) 
Nous pouvons voir que la seule différence dans (3-31) est que la valeur de w peut aussi 
prendre des valeurs négatives . Ensuite, la contrainte du schéma de mutation est également 
contrainte à -1 et 1, comme précédemment présenté dans l'équation (3-31). Ces valeurs 
négatives représentent des périodes de recharge, tandis que les valeurs positives décrivent les 
cycles de décharge, nous l'avons exprimé comme suit dans l'équation (3-32) : 
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Vron: 0 < ron < 1 k - k-
Otherwise. 
(3-32) 
V roI: : - 1 ::; roI: < 0 
Otherwise. 
En utilisant cette représentation, nous pouvons calculer les cycles de charge et de décharge, 
mais aussi , nous pouvons calculer les signaux de commande MU correspondants pour moduler 
efficacement la consommation et le flux de chaleur fourni. 
Ensuite, en appliquant l'équation (3-27) avec les valeurs de <I>?n présentée dans (3-32), 
nous pouvons obtenir la prédiction interne de la température ambiante t;~. Aussi, en utilisant 
l'équation (3-19), nous définissons une nouvelle représentation de la dynamique thermique de 
la température interne du noyau du système SEST comme suit dans l'équation (3-33). 
Where 
If charging, (3-33) 
If discharging. 
te~(O) = Ter current measure. 
Ensuite, nous avons à nou veau établi les fonctions d'objectif pour l'agent SEST comme 
suit dans l'équation (3-34), en utilisant la même définition pour les valeurs de f3. 
Comfort Objective: 
1 Kd 
(}'I( i~) = - L f3k (tref(k) - t;~(k))2 
Kdk= 1 
Cost Objective: 
(J2 (i~) = Qtoup;/ 
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(3-34) 
Les contraintes présentées précédemment pour l' optimisation de l'agent PCE dans (3-30), 
s'appliquent également à l'agent SESTo Mais dans ce cas, nous devons également protéger 
l' unité SEST contre le dépassement de sa température maximale autorisée T!:fe. 
(JI(i~) = (J2 (i~) = ex) Vi~ E P, 
3tc~(k)VkE {l , ... ,Kd: tc~ > T!rafe 
(3-35) 
Il est également nécessaire de garantir que le SEST a suffisamment d'énergie stockée pour 
répondre à la demande de la pièce, sinon, ce sera une solution irréalisable. Pour vérifier cela, 
il est nécessaire de calculer le flux de chaleur maximum prévu <P~wx' que le SEST pourrait 
fournir en fonction du différentiel de température avec la pièce, cela est décrit par l'équation 
(3-36) . 
Ensuite, la contrainte pour la solution infaisable est définie dans l'équation (3-37). 
{JI (i~) = (J2 (i~) = ex) Vi~ E P, 
3<PZz (k ) V k E {l , ... , Kd} : <Pi~ > <P~ax 
(3-36) 
(3-37) 
Ces conditions supplémentaires rendent le processus d'optimisation plus complexe pour 
l'agent SEST, car de nombreuses solutions dans les premières générations seront considérées 
comme irréalisables. Cependant, comme indiqué précédemment, un bon processus d' initialisa-
tion pourrait potentiellement conduire à de meilleurs résultats . 
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3.2.2.3 Schéma coopératif de co-évolution 
La comparaison faite dans [103] montre que la principale différence entre un Algorithme 
Évolutif Distribué (AED) et l'architecture SMA est que les sous-objectifs de l' AED sont égaux 
à l'objectif global du système. Cependant, une architecture SMA peut avoir des objectifs 
différents pour chaque agent et l'objectif global est le reflet des solutions combinées, comme 
c'est le cas de cette SGDR ici proposée. Par conséquent, comme expliqués précédemment, 
nous avons introduit un critère global pour promouvoir le comportement coopératif des agents. 
Ceci a été réalisé grâce à une adaptation du prix envoyé à l'agent. 
Définissons tout d'abord l'exemple de vecteur Pf:g pour l'agent a = 1 contenant le profil 
agrégé de tous les autres agents. 
A 
Pdg = L ~(k) 
a= l (3-38) 
Va E {l, ... ,A} : a =1= 1 
Maintenant, en utilisant ce profil de puissance agrégé de la consommation de tous les autres 
agents dans l'architecture SMA, nous pouvons calculer un vecteur de pénalité / incitation 
appelé Aag comme dans l'équation (3-39). 
(p~g -Pf[g) 
Aag = Àd (-a) max Pag 
(3-39) 
Cela créera un vecteur avec des valeurs de prix positives et négatives, qui seront ajoutées 
au coût prédéfini basé sur le tarif TTU QIOU comme dans (3-40). Ce schéma de mutation 
favorisera des solutions répondant mieux aux exigences de la SGDR, en adaptant les solutions 
au comportement global des autres agents. 
(3-40) 
Les valeurs de Qmod diffèrent d'un agent à l'autre, ce qui rend le processus d'optimisation 
distribuée unique pour chacun, améliorant le comportement coopératif souhaité parmi les 
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agents de l'architecture SGDR proposée. 
3.2.2.4 Schéma de suppression de déplacement 
Un autre problème important qui doit être résolu, dans le cas d'horizons de recul couplés 
dynamiquement, est la possibilité qu'un agent change soudainement son vecteur de contrôle 
prévu d'une itération à une autre, ce qui, en raison du nouveau critère global Aag, pourrait 
créer un effet de l'instabilité des autres solutions [100]. 
Pour résoudre ce problème, une solution a été décrite dans [ 106], la méthode est appelée 
suppression de déplacement, qui détermine un coût pour pénaliser les écarts des trajectoires 
précédemment définies. Nous avons établi un vecteur de coût '!rd qui applique la pénalité 
indiquée aux changements dans la nouvelle trajectoire <Ï>i: w par rapport à l' ancienne <Ï>?~d . 
Kd- l 
Il = E '!r~ ( <Ï>?~d (k + 1) - <Ï>i~w (k) ) (3-41) 
k= l 
Comme le vecteur <Ï>?~d était la trajectoire précédemment calculée, il a un décalage d'une 
heure d'échantillonnage unitaire k. Par conséquent, la valeur de <Ï>i:W(Kd) correspondant à la 
dernière valeur du flux de chaleur prévu nouvellement calculé, il est libre de prendre n' importe 
quelle valeur, car elle ne fait pas partie de l' ancienne trajectoire. De plus, les valeurs du vecteur 
'!rd pourraient être constantes ou une fonction décroissante dans le temps pour permettre des 
ajustements du futur lointain dans la fenêtre d'horizon en recul. 
Par conséquent, la forme finale de la fonction objectif de minimisation des coûts combine 
le coût global adapté dans (3-40) et la pénalité déterminée par la méthode de suppression des 
mouvements de l'équation (3-41). Ceci est décrit ensuite dans les équations (3-42) et (3-43) 
comme la nouvelle fonction objective de minimisation des coûts dans chaque agent: 
Final Cost Objective EBH agent: 
(3-42) 
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Final Co st Objective ETS agent: 
(3-43) 
Ces équations remplacent respectivement l'objectif de coût des fonctions (3-28) et (3-34). 
Enfin, afin d'améliorer la coopération dans le système, le schéma de mutation interne des 
algorithmes est modifié pour prendre en compte la valeur du nouveau prix de Qmod. Ceci a été 
réalisé en prenant les valeurs finales dans le vecteur Qmod et en appliquant une normalisation 
de mise à l'échelle des caractéristiques Min-Max. 
Qnorm = Qm..Od - min (~ma..d) 
max(Qmod) - mzn(Qmod) 
- l - K 
: {Qmod" " ,Qmod } E [0 , 1] 
(3-44) 
Ensuite, en utilisant ces valeurs, il est possible de définir la moyenne de la distribution 
normale utilisée pour générer les gènes avec des mutations TJk dans l' algorithme NSGA-II 
comme suit dans les équations (3-45) et (3-46) à chaque point d'échantillonnage k du vecteur 
d'horizon de recul. 
Pour l 'optimisation de l' agent PCE : 
k -TJebh rv fi (1 - Qnorm(k) , 1) 
(3-45) 
: TJ:bh E [0, 1] 
Pour l'optimisation de l'agent SEST : 
k -TJels rv fi (2Qnorm(k) -1 , 1) 
(3-46) 
: TJ:IS E [-1 , 1] 
Ces équations passées représentent comment le schéma de mutation proposé pour l'al-
gorithme NSGA-II, améliore le réglage fin des solutions en mutant les individus par un 
processus stochastique guidé. De plus, cela augmente la possibilité d'une coopération réussie, 
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par exemple, pour le processus d'optimisation PCE, la probabilité que le nouveau gène 11:bh 
soit autour de zéro est élevée lorsqu'il existe un prix normalisé Qnorme(k) proche de un, et 
chaque fois que ce prix est proche de zéro, la probabilité que 11:bh soit proche d'un augmente. 
D'un autre côté, la définition précédente du vecteur de contrôle pour l'agent SEST dans 
l'équation (3-31), crée un effet contraire sur les valeurs requises pour le schéma de mutation, 
car les valeurs positives du vecteur de contrôle représentent les transferts de chaleur vers la 
salle, où il n'y a pas de consommation d'énergie électrique. Par conséquent, pour l'algorithme 
SEST, chaque fois que le prix Qnorme(k) est bas, les valeurs de 11:ls doivent être, de préférence, 
négatives pour permettre à la période de recharge d'utiliser des périodes de faible consomma-
tion à l'horizon. De plus, lorsque le prix est élevé, des valeurs positives permettront à l'agent 
de fournir l'énergie thermique requise à la pièce. 
3.3 Résumé 
Dans ce chapitre, la base du schéma de contrôle et découverte des paramètres dans une 
architecture distribuée a été proposée. Par conséquent, une architecture SMA distribuée est 
indiquée comme le schéma de contrôle qui convient le mieux à l'approche souhaitée pour 
les travaux de cette recherche. De plus, chaque agent intègre une stratégie de contrôle CPM 
basée sur les algorithmes d'optimisation AEMO pour optimiser à la fois le confort et les 
coûts énergétiques, de sorte que chaque agent devrait être capable de trouver des solutions 
Pareto presque optimales pour les conditions données. De plus, comme indiqué, les agents 
PCE et SEST se voient attribuer des objectifs d' optimisation différents, ce qui est l'avantage 
fondamental d'une architecture SMA, où chaque agent peut avoir des objectifs individuels 
différents ou même des algorithmes d'optimisation différents tout en faisant partie de la 
stratégie de contrôle complète. 
Dans ce chapitre nous avons aussi développé la mise en œuvre d'un algorithme génétique 
appliqué à l'estimation des paramètres thermiques dans les bâtiments résidentiels. La méthode 
a été décrite étape par étape, garantissant qu'elle peut être facilement traduite en tout autre 
problème d'optimisation et fournira un point de départ pour d'autres travaux. Par ailleurs, les 
opérateurs génétiques peuvent être reproduits dans le cas de l'optimisation des trajectoires 
de contrôle, tenant compte que la différence entre le AG de base et le NSGA-II se pose 
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uniquement dans le procédé de sélection d'après les résultats des fonctions d'évaluation, et une 
fois que les individus sont choisis les mêmes opérateurs génétiques peuvent être implémentés. 
Cependant, quelques réglages ont été apportés dans les opérateurs génétiques des deux cas 
pour améliorer l'efficacité de l'algorithme vers des solutions souhaitées, c'est à dire, pour 
améliorer la capacité d'exploitation des algorithmes. 
Comme présenté ici, le simple modèle 2R2C utilisé pourrait approximer le comportement 
de la température moyenne d'une résidence au complet, ceci sera testé dans le chapitre qui 
suit, ce qui pourrait être utile pour les stratégies où plusieurs maisons sont contrôlées, et des 
calculs rapides sont nécessaires, par exemple, lors de l'étude des stratégies de contrôle de la 
centrale combinée de chaleur et d'électricité ou dans les micro réseaux avec des ressources 
partagées de production et de stockage. Cependant, si un contrôle optimal à l'intérieur de la 
maison doit être mis en œuvre, des techniques de modélisation beaucoup plus précises doivent 
être étudiées. 
Finalement, dans le chapitre, une deuxième stratégie de modélisation distribuée a été 
proposée pour trouver des modèles individuels de chaque zone ou pièce de la résidence. En 
utilisant le même algorithme AG sera proposé et implémenté sur la SGDR. Cette modélisation 
sera développée sous les mêmes principes ici exposés, cependant son objectif n'est pas 
l'émulation ou simulation de la résidence au complet, mais la simulation simplifiée des 
comportements pour l'optimisation des signaux de commande dans chaque agent du SMA. 
Ces modèles individuels sont des représentations simplifiées 2RIC qui nous permettent 
d'estimer les effets sur la température dans l'intervalle du contrôleur CPM causés par les 
possibles trajectoires calculées par le NSGA-II. 
Les scénarios de test et les résultats de ces méthodes proposées pour la commande et la 
découverte de paramètres seront présentés dans le prochain chapitre. 
Chapitre 4 Validation des méthodes proposées 
Dans le chapitre précèdent nous avons montré comment en utilisant l'Algorithme Géné-
tique nous pouvons faire face aux deux problématiques liées à la stratégie de gestion présentée 
dans ce travail de recherche, c'est-à-dire, la modélisation des pièces individuelles de la maison 
et le calcul des vecteurs de contrôle qui optimisent le comportement de la température du 
système de chauffage. 
Dans le chapitre présent, différents scénarios de test et d'utilisation des méthodes proposées 
sont montrés pour démontrer les résultats obtenus avec les méthodes présentées auparavant. 
Donc, une première partie de la validation sera, la mise en ouvre de l'AG pour la découverte des 
paramètres thermiques des modèles équivalents dans deux exemples, un bâtiment résidentiel 
réel et un autre émulé. 
Par la suite, l'algorithme est de nouveau utilisé pour estimer les paramètres d' un modèle 
équivalent du Système électrique de stockage thermique, ceci est utilisé pour construire un 
environnement de simulation sur Simulink, qui nous permettra de faire des tests accélérés de 
la stratégie de gestion et du SGDR. 
Après le développement de l'environnement de simulation et l'implémentation des dif-
férents modèles sur Matlab/Simulink/Simscape, les scénarios de test sont indiqués, pour 
effectuer les simulations du SGDR dans des conditions qui sont comparables à la réalité du 
cas du Québec et en général dans les endroits du climat nordique. Dans ces conditions de 
simulation, les tarifs de prix d'électricité sont aussi indiqués. 
Finalement, les résultats de la stratégie de découverte des paramètres et de commande 
distribuée sont présentés, tenant compte des différentes configurations qui ont été définies 
et en comparant chaque scénario avec sa contre-part non optimisée pour nous permettre de 
visualiser les effets du SGDR sur les profils de consommation et la distribution de l' utilisation 
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des charges de chauffage. 
4.1 Tests de l'Algorithme Génétique pour l'estimation des paramètres thermiques 
Comme il a été indiqué avant, deux scénarios de test sont présentés pour démontrer le 
fonctionnement flexible de l'AG. D'abord, en utilisant un modèle simplifié 2R2C nous avons 
fait l'analyse du comportement thermique d'une résidence réelle située à la ville de Trois-
Rivières, cela en utilisant l'algorithme décrit à la section 3.1.1. Également, le même modèle de 
représentation a été choisi pour décrire le comportement d'un modèle d'émulation développé 
à l'intérieur de notre groupe de travail [55]. 
Par la suite, nous avons changé la structure du vecteur génétique pour inclure plus de 
valeurs d'un modèle 4R2C et nous avons appliqué de nouveau l'algorithme pour faire l'es-
timation des paramètres thermiques d'un Système électrique de stockage thermique. Cette 
représentation mathématique nous a permis de créer un modèle de simulation sur Simulink, 
avec lequel les étapes suivantes de modélisation et commande centralisée ont été réalisées. 
Pour pouvoir faire la capture des données réelles dans chaque cas de modélisation montrée 
dans cette section, nous avons utilisé un dispositif de sous-mesurage développé dans le groupe 
de travail [107], qui permet de capturer les signaux les plus importants, comme, la température 
interne de la résidence et la puissance utilisée dans chaque circuit électrique de la résidence. 
Quelques modifications ont été apportées à ce dispositif pour nous laisser construire un banc 
d'essai qui capturait les informations des variables du SEST, c'est-à-dire les températures 
internes du système et la puissance soutirée par les éléments chauffants qui agissent sur les 
briques céramiques à l'intérieur du noyau du système de stockage. 
4.1.1 Résultats de la modélisation d'une résidence 
L'AG est régi par un ensemble relativement large de paramètres de configuration. Ceux-ci 
peuvent être ajustés pour améliorer une caractéristique déterminée de la méthode. Pour ces 
paramètres, les valeurs couramment utilisées dans la littérature ont été établies et présentées 
dans le tableau 4-1. De plus, dans ce tableau, les valeurs moyennes initiales de la racine J-Lgne 
sont indiquées, par exemple, J-LRin est la moyenne initiale et (JRin l'écart de la distribution 
normale utilisée pour créer la première génération de gènes représentant Rin. 
TABLEAU 4-1 Valeurs des paramètres pour la première initialisation de la 
population 
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Variable N inds. K taille G gens. 't" sel. e mut. J.lRin (aRin) 1 J.1cill (aCill ) 1 J.lRex(aRex) 1 J.1cwlL (aCwlL ) 1 
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FIGURE 4-1 Schéma fonctionnel de la plate-forme d'émulation, extrait de [55]. 
4.1.1 .1 Système d'émulation avec matériel dans la boucle 
Tout d'abord, nous avons utilisé la plate-forme d'émulation accélérée présentée dans [55], 
pour décrire les interactions thermiques de chaque zone dans le modèle résidentiel. Le schéma 
du principe de cette architecture est présenté sur la figure 4-1 , où une représentation complète 
a été implémentée pour une résidence régulière à huit zones. La plate-forme ajoute l'effet des 
gains internes et externes, en utilisant des variables météorologiques, des profils d'occupation, 
la consommation d'énergie d'autres appareils et des températures de consigne avec un recul 
pendant la nuit. 
Les signaux résultants présentés dans la figure 4-2a décrivent le comportement de tem-
pérature moyenne du modèle émulé et du modèle estimé en utilisant les mêmes données qui 
ont été utilisées pour le processus d'optimisation. La figure 4-2b représente la température 
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(b) Température extérieure pour une saison d' hiver typique. 
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(c) Puissance de chauffage électrique totale pour la maison émulée. 
FIGURE 4-2 Comportement en température du système émulé et du modèle ajusté avec AG. 
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(c) Puissance de chauffage électrique totale pour la maison émulée. 
50 
FIGURE 4-3 Comportement en température du système émulé et du modèle ajusté avec AG en 
utilisant 48 heures de données pour une autre semaine. 
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Par la suite, la Fig. 4-3a montre les résultats du modèle obtenu dans une petite fenêtre 
de temps de 48 heures échantillonnées à!::.t = 60s, pour une semaine aléatoire des données 
extraites. Ces résultats corroborent qu'il a été possible d'approximer le comportement en 
température en utilisant ce modèle thermique d 'ordre réduit avec les paramètres ajustés. 
Cependant, ce comportement moyen ne reflète pas l'inertie thermique appropriée trouvée 
dans la maison émulée, ce qui peut être une conséquence de la simplification effectuée et du 
fait que d'autres gains n' aient pas été pris en considération, car ils ne sont généralement pas 
mesurables ou elles sont difficiles à identifier. 
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4.1.1.2 Résidence réelle dans la ville de Trois-Rivières 
En utilisant l'architecture de sous-mesure décrite dans [107], il a été possible d'enregistrer 
les variables requises pour un scénario de cas réel. Comme présenté sur la figure 4-4, le 
système de sous-mesurage utilise un FPGA pour traiter les signaux mesurés, profitant de 
l'implémentation rapide et parallèle de la description matérielle. Après, via le Raspberry 
Pi, les données sont reçues et stockées dans une base de données SQL pour une analyse 
plus approfondie. Le système dispose également d'un serveur Web intégré, qui permet aux 
propriétaires d'accéder à une vue en temps réel de leur consommation d'énergie. 
Ce système a été installé pour capturer des données réelles d'une résidence dans la ville 
de Trois-Rivières dans la province de Québec, Canada. Les variables collectées étaient la 
température intérieure de la pièce, la puissance totale agrégée et la consommation d'énergie 
dans chacun des circuits mesurés. La période enregistrée comprend la saison d'hiver de l'année 
2018. La figure 4-4 présente la vue du système de sous-mesurage installé à côté du panneau 
électrique principal de la maison. 
Des signaux importés dans l'environnement MATLAB, comme la température ambiante 
mesurée et la puissance de chauffage totale sont présentées dans les figures 4-Sa et 4-Sc. Il est 
clair que les signaux réels mesurés sont affectés par beaucoup plus de perturbations que les 
résultats émulés. 
Comme présenté précédemment pour l'exemple avec la plate-forme d'émulation, l'AG 
est appliqué à une semaine de données en phase d'optimisation. Une fois la limite de 100 
générations est atteinte, les paramètres ajustés sont à nouveau simulés et le tracé vert de la 
figure 4-Sa est obtenu face aux entrées des figures 4-Sb et 4-Sc. 
Ensuite, 48 heures de données mesurées ont été prises à partir d'une semaine aléatoire pour 
tester le modèle. Les résultats de la température interne du modèle équivalent sont présentés 
dans la figure 4-6a et les entrées de la température externe et de la puissance de chauffage 
totale sont montrées dans des figures 4-6b et 4-6c respectivement. Ici, le modèle ne suit pas 
les variations rapides de la mesure réelle, qui est également affectée par des changements 
soudains de température qui n' ont pas été rencontrés dans la maison émulée. Mais, l'AG était 
néanmoins capable d'estimer des valeurs proches du comportement. 
FIGURE 4-4 Vue d' installation du dispositif de sous-mesurage pour mesurer tous les circuits 
indépendants dans le panneau électrique de la résidence réelle étudiée [107]. 
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FIGURE 4-6 Comportement de la température dans la maison et le modèle ajusté avec AG, en 
utilisant 48 heures de données pour une autre semaine. 
84 
85 
Par la suite, le tableau 4-7 résume les résultats de 50 réalisations différentes de l'AG pour 
calculer les paramètres en utilisant les mêmes variables d' initialisation. Les valeurs présentées 
sont la moyenne et l'écart type du EQM et l'ensemble des paramètres recherchés. Les résultats 
de ce tableau indiquent que l'algorithme avait trouvé des valeurs avec un écart relativement 
faible et un EQM similaire. Cela indique que l'AG est capable d'un degré raisonnable de 
répétabilité malgré son processus stochastique. Cependant, pour R in dans le test de données 
réelles, l' écart est plus élevé, ce qui pourrait être un signe de la difficulté que la méthode a 
pour représenter le comportement anormal de cette température. 
TABLEAU 4-2 (J..t) moyenne et écart type (cr) pour 50 réalisations de l' AG, 
pour les deux environnements testés. 
EQM Rin Cin R ex C vll 
Maison émulée Ji 
0.055 0.415 1.28E4 6.240 9.06E4 
cr 0.002 0.028 2.62E2 0.059 6.85E3 
Maison réelle Ji 
0.429 2.724 2.36E4 8.691 3.31E-6 
cr 9.37E-5 2.988 281.15 2.988 2.27E-5 
Les résultats des deux scénarios sont convaincants par rapport à ce que l'on attend d'un 
modèle à boîte grise, comme le réseau équivalent RC pour décrire l'échange de chaleur. Une 
extrapolation raisonnable du comportement moyen à court terme a été obtenue pour le modèle 
obtenu avec l'AG, en utilisant les mêmes variables d'initialisation, ce qui est nécessaire si 
l'algorithme doit être déployé dans d'autres maisons sans connaissances supplémentaires ou 
préalables. 
Des simulations avec des ensembles de données plus étendus ont également été testées. 
Cependant, la déviation commence à s'accumuler, causée par l'effet des perturbations non 
mesurées. Ensuite, même si la courbe suit le même schéma, sa valeur est divergente. 
Néanmoins, à partir des résultats obtenus, il est possible de voir que, malgré que l'algo-
rithme n' est pas contraint pour l'espace de recherche, il est capable de modifier les valeurs 
racines imposées pour rechercher des solutions plus appropriées. Qu ' il s' agisse ou non d'ap-
proximations précises des propriétés thermiques de la maison, cela est moins important, car 
l'objectif de ce travail est de pouvoir représenter le système sur la base des informations 
disponibles et non de trouver des caractéristiques thermiques réelles. 
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De plus, un facteur important est que la température mesurée par le système de sous-
mesurage se trouve dans la pièce où le panneau électrique est installé et non dans la moyenne 
de toute la maison. En règle générale, cette pièce se trouve dans la zone du sous-sol et elle 
n'est généralement pas chauffée activement, ce qui signifie que les variations de température 
indiquées dans le signal sont plus probablement causées par un échange de température avec 
les autres zones voisines. Cependant, cet effet aurait pu être évité en mesurant la température 
des différentes pièces pour calculer une moyenne fiable de la maison. 
4.1.2 Modélisation du SEST réel 
Le SEST est l'une des charges qui doivent être implémentées dans le SGDR. Cependant, 
ce dispositif ne peut pas être mis en œuvre aussi simple que les plinthes chauffantes, car il 
est nécessaire de capturer les variations de température internes et les interactions thermiques 
réalistes avec la pièce. Par conséquent, un modèle d'émulation supplémentaire est nécessaire 
pour représenter le système de stockage thermique et pour nous permettre d'exécuter des 
simulations sur les différentes stratégies de contrôle qui peuvent être utilisées sur cet appareil. 
Pour décrire un véritable système SEST, une configuration expérimentale a été construite 
pour valider les différents modes de fonctionnement et signaux de contrôle qui sont fournis au 
système utilisé. Dans ce travail, le système SEST mesuré était l'unité de chambre STEFFES 
2102 [37], qui a une capacité totale estimée de 13,5 kWh et quatre éléments de chauffage 
interne qui sont contrôlés indépendamment par une unité de commande interne, ce qui donne 
au système une flexibilité dans la quantité d'énergie consommée, par exemple, le système 
, 
peut utiliser un seul élément chauffant en utilisant environ 800 W ou l'ensemble des éléments, 
consommant 3,6 kW . Cet appareil nous permet de configurer manuellement la température de 
consigne de la pièce et l'État de charge (EdC), et le contrôleur gèrent les éléments chauffants 
pour maintenir une température interne moyenne pendant les périodes de recharge, permettant 
au système de fournir la chaleur totale stockée dans la pièce aux périodes de pointe indiquées. 
Pour empêcher le système de se recharger dans lesdites périodes de pointe, le SEST a une 
entrée de signal binaire qui indique si le système est dans une période hors pointe, il est donc 
autorisé à se recharger jusqu'à l'EdC configuré, ou si la recharge du système est interdite. 
87 
Un système SEST similaire a été étudié dans [38], mais l'approche adoptée dans ce travail 
consistait à décrire par une description physique les différentes propriétés thermiques du 
système et les effets des gradients de température internes et de la vitesse du volume d'air à 
travers le système. L'approche adoptée dans le présent travail était d'utiliser des mesures réelles 
du système dans des conditions variées de configuration EdC, pour extraire une description 
mathématique pouvant être implémentée dans l'environnement Simulink pour émuler le 
système de stockage. 
4.1.2.1 Banc d'essai 
En utilisant le dispositif de sous-mesurage décrit dans [107], il a été possible de capturer 
des variables électriques telles que la tension aux bornes SEST, la consommation de courant 
par le système dans les cycles de recharge et de décharge, la consommation d'énergie et 
la fréquence; cet appareil nous a également permis de mesurer la température de la pièce. 
Cependant, pour décrire le système SEST, il était nécessaire d'installer deux mesures de 
température supplémentaires pour obtenir les variations de température interne du noyau. 
Par conséquent, comme présentés dans la Fig. 4-7, deux thermocouples à immersion de 
type K ont été introduits dans les emplacements indiqués, pour obtenir la dynamique thermique 
interne du système à la partie inférieure et supérieure du noyau. Ce faisant, nous pouvons 
ensuite faire la moyenne de ces températures pour créer une approximation plus fiable de la 
température moyenne interne du système SESTo 
En utilisant cette configuration pour l'acquisition de données, un total de 1400 heures de 
données de fonctionnement ont été saisies pour le système SEST, dans plusieurs conditions 
pour l'état de charge souhaité, les cycles de décharge forcée, les cycles de recharge et les 
périodes de décharge naturelle, comme l'extrait présenté sur la figure 4-8, où seuls les cycles 
de recharge et de décharge naturelle ont été testés. À partir de cette figure, il est possible de 
voir la dynamique très lente du système, ce qui implique un bon niveau d'isolation du noyau 
et la possibilité de stocker la chaleur pendant plusieurs heures sans recharge et avec de pertes 
mineures. L'un des principaux avantages du stockage thermique est le fait que ces pertes 
sont directement introduites dans la pièce où il est installé, ce qui nous permet de considérer 






FIGURE 4-7 Système SEST STEFFES, série 2102. Description de l'emplacement interne des 
différents thermocouples 
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électrique utilisée par le système SEST est transférée à la température de la pièce, soit par les 
pertes naturelles, soit par le processus de décharge forcée. 
4.1.2.2 Résultats du modèle du système d'accumulation 
En utilisant la base de données des variables électriques et thermiques mesurées pour le 
système SEST, un réseau Re plus élaboré a été proposé et une description mathématique a 
été développée, pour décrire aussi précisément que possible les variations moyennes de la 
température dans le noyau. Compte tenu du fait que le système SEST lui-même peut également 
être considéré comme une masse thermique et une couche isolante, un système 4R2C a été 
utilisé pour représenter les variations attendues du système. Le réseau RC est présenté dans la 
Fig. 4-9. 
Comme indiqué sur la figure 4-9, les valeurs des résistances sont dynamiques. Les valeurs 
des résistances équivalentes Rdsc 1 et Rdsc l, sont liées à l'activation du ventilateur qui force 
l'air à travers le système, déchargeant rapidement l'énergie stockée dans le noyau. De plus, 
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FIGURE 4-8 Extrait des données mesurées SEST, correspondant à 31 jours de cycles de recharge 
et de décharge naturelle. Température moyenne du noyau (en haut) et puissance électrique tirée 
par le système (en bas). 
R. 1 ms R . 2 ms 
l Gn/l 
FIGURE 4-9 Réseau Re utilisé pour créer le modèle d'émulation de l'unité SEST, la valeur des 
paramètres a été ajustée à l'aide des données mesurées. 
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Le résumé des paramètres trouvés par le processus d ' identification à l'aide de l'AG est 
présenté dans le tableau 4-3 , où les valeurs des paramètres statiques sont données directement, 
et les équations empiriques pour les dynamiques sont énoncées. En raison de l'effet non linéaire 
de la température interne sur ses propres caractéristiques thermiques, plusieurs niveaux de 
EdC ont été utilisés pour estimer son effet et en utilisant l'outil d'ajustement de la boîte 
à outils d'identification de MATLAB, nous avons associé la variation de la température 
centrale moyenne aux variations dans la résistance interne Rinsl comme indiqué dans le 
tableau. L'équation utilisée est une exponentielle décroissante qui indique que la conductivité 
thermique augmente avec la température du matériau, un tel effet pourrait être le résultat des 
propriétés des matériaux céramiques métalliques composites comme indiqué dans [108]. Cette 
équation et les autres équations empiriques ont été intégrées dans l'AG pour trouver les valeurs 
TABLEAU 4-3 Liste des paramètres thermiques pour le modèle d'émulation 
SEST de la figure 4-9. 
Paramètres thermiques 
C intl 3.3548 X 10
4 J / K 
Cint2 8.0062 X 104 J / K 
Rins2 0.7267 K/ W 
R insl 1.9257e(- l3 .159 x IO-
4
Tcr (t )) K/ W 
R dscl 666.4896 (Pb,,~ (t ) r K/ W 
R dsc2 490.9248 (Pbt.~ (l ) r K/ W 
des constantes. 
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D'un autre côté, les équations utilisées pour représenter les résistances équivalentes de 
décharge étaient associées à la puissance utilisée par le ventilateur PbLw, qui faisait partie des 
variables mesurées capturées par le dispositif de sous-mesurage. L'approche adoptée dans 
[38] était de mesurer la vitesse de l'air à travers le noyau, mais une telle mesure n'était pas 
disponible dans le banc d' essai construit. Selon la PbLw mesure, dans les cycles de décharge 
normaux utilisés pour corriger les écarts de température, le système utilise environ 30W pour 
forcer l' air à travers le système. 
Une comparaison du comportement obtenu par la représentation proposée et de la tempéra-
ture interne mesurée Ter est présentée dans la figure 4-10, où la période extraite est composée 
par recharge successive, décharge naturelle et décharge forcée cycles. 
Le modèle résultant a été testé pour avoir une métrique d'erreur Racine de l'erreur qua-
dratique moyenne (REQM) de 8,3636 oC, ce qui est acceptable compte tenu du fait que la 
température interne du noyau Ter peut atteindre des valeurs allant jusqu'à 650 oc. Le mo-
dèle mathématique et les paramètres calculés sont utilisés dans le système d' émulation pour 
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FIGURE 4-10 Extrait de la température mesurée et modélisée Ter au noyau du SEST, pour les 
cycles de charge et de décharge forcée, en tenant compte des pertes naturelles. 
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4.2 Implémentation d'un système d'émulation sur MATLAB/Simulink 
Étant donné que les scénarios utilisés auparavant pour tester la performance de l'AG ne 
nous permettaient pas de faire les simulations nécessaires avec différentes configurations et 
charges de chauffage pour tester la stratégie de gestion, nous avons décidé de développer 
une plate-forme d'émulation basée sur des modèles multicouches et en utilisant les outils 
de Simulink, pour nous donner aussi la possibilité d'ajouter le modèle du SEST que nous 
avons trouvé précédemment. Cette plate-forme nous permet aussi de représenter de plus 
près le comportement thermique d'un environnement résidentiel avec des caractéristiques 
typiques d'isolation et de matériaux que l'on retrouve dans les maisons au Canada. Ensuite, 
les modèles des différents appareils du SCL sont introduits dans la plate-forme pour créer 
différents scénarios et tester comment le système pourrait répondre aux différentes stratégies 
de contrôle. 
Les simulations ultérieures vont être comparées en utilisant le coût final et l'énergie utilisée 
au cours de la période d'étude, ainsi qu'avec deux métriques décrites après, qui peuvent nous 
permettre de comparer les performances de la stratégie en termes de maintien du confort et de 
réduction réelle des pics. 
4.2.1 Modèle multicouche d'une résidence 
Tout d' abord, en utilisant la même approche adoptée dans [55], un modèle multicouche 
représentant les caractéristiques typiques de l'isolation et de la construction d' une maison dans 
la province de Québec a été élaboré. Un diagramme qui représente l'environnement émulé est 
présenté dans la Fig. 4-11, dans laquelle il est possible de voir que les murs extérieurs sont 
recouverts de briques en céramique, une couche de matériau isolant et une couche de gypse 
sont également trouvées . Pour les séparations entre les pièces, seules les couches de bois et 
de gypse sont indiquées, et enfin, chaque pièce a une fenêtre qui nous permet de représenter 
les pertes de chaleur causées par les constructions de fenêtres typiques. Ce diagramme de 
la Fig. 4-11 n'est pas une représentation précise des dimensions de chaque pièce du modèle 
d'émulation final ni des appareils PCE et SEST installés, car plusieurs scénarios seront pris en 
considération. 
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FIGURE 4-11 Schéma de la maison émulée et des différentes couches de séparation et d'isolation 
établies. 
Les valeurs des dimensions des murs, des surfaces et des fenêtres sont présentées dans 
le tableau 4-4. De plus, les caractéristiques thermiques des matériaux du modèle de maison 
sont présentées dans 4-5. En utilisant les dimensions et les paramètres de ces tableaux, les 





C=PA x Asx cp 
(4-6) 
Où As est la surface, RVAL est la valeur R extraite du tableau 4-5, PA est la densité de 
surface moyenne et cp la chaleur spécifique du matériau. 
En utilisant les résultats pour les résistances thermiques et les masses, le modèle d'émula-
tion a été implémenté dans MATLAB/Simulink comme présenté dans la Fig. 4-12, en utilisant 
la bibliothèque Simscape de représentations thermiques pour les masses, les sources et les 
résistances qui composent le modèle multicouche. Chaque couche est décrite comme un réseau 
2RIC, dans la figure 4-12, il est possible de voir qu'il n'y a qu'une seule résistance entre 
chaque autre masse, car elle est partagée et contiendra la somme des résistances équivalentes 
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TABLEAU 4-4 Liste des dimensions utilisées dans le modèle. 
Dimensions 
Longueur(m) Largeur (m) Hauteur (m) Fenêtre (m2) 
Pièce 1 3 4 2.44 l.8 x l.3 
Pièce 2 3 4 2.44 1.8 x 1.3 
Pièce 3 5 4 2.44 1.6 x 2.8 
Pièce 4 5 4 2.44 1.4 x 2.0 
TABLEAU 4-5 Liste des caractéristiques thermiques utilisées dans le modèle. 
Propriétés thermiques 
Volume du matériau 
Densité Chaleur spécifique 
(kg j m3 ) (l j(kgK) 
l'Air 1.225 1005.4 
Bois 650 1700 
Matériau de la couche 
Densité de la région Chaleur spécifique Valeur R 
(kgjm2) (l j(kgK) (m2KjW) 
Briques 182.9 840 0.07 
Gypse 244.12 837.2 0.10 
Bois 10A 1700 0.141 
Isolation des murs 2.30 317.33 0.8653 
Isolation du plafond 3.86 533.07 1.4535 
Fenêtre - - 0.3436 
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pour chaque couche. Ensuite, les parois reliant la température extérieure sont composées par 
un réseau 4R3C représentant l'échange thermique de la température intérieure de la pièce avec 
la température extérieure à travers les différentes couches. 
Par ailleurs, un autre réseau 4R3C a été assemblé pour représenter les variations dues à 
l'échange de chaleur à travers le toit. Il est possible de voir que la fenêtre est représentée comme 
une simple résistance thermique, c'est une hypothèse faite pour résumer les pertes de chaleur 
provoquées par les infiltrations provoquées par cet élément. Les constructions de fenêtres plus 
sophistiquées à triple ou quadruples vitrages, remplies d' un gaz à faible conductivité sont 
beaucoup plus complexes, et pour décrire leur comportement, il est nécessaire d' ajouter une 
masse thermique équivalente, cependant, cela ne fait pas partie de la portée de ces travaux. 
De plus, la masse interne de la pièce est décomposée en deux, premièrement, la masse 
d'air correspondant à 95% sur le volume intérieur de la pièce et le bois correspondant aux 5% 
restants. De cette façon, nous pouvons ajouter l'effet du mobilier pour introduire ce type de 
dynamisme dans le modèle d'émulation. Enfin, au bas du diagramme présenté sur la figure 
4-12, nous avons établi que la température interne est également affectée par la température 
des pièces environnantes. Pour ce faire, un simple réseau 2R1C est ajouté entre le nœud de 
masse interne et la température d'entrée des autres pièces. Dans l'exemple affiché, la salle 1 
est voisine des salles 2 et 4, puis deux réseaux 2R1C ont été mis en œuvre. 
Afin de perturber la température du modèle, un gain de chaleur est introduit dans chaque 
pièce, comme une simple perturbation produite par l'irradiation solaire dans une relation 
linéaire, cela est également présenté sur la Fig. 4-12, où la variable d'entrée du rayonnement 
solaire [109] est multipliée par une valeur constante et est introduite dans le nœud de masse 
interne comme source de chaleur idéale. Néanmoins, les gains causés par le rayonnement 
solaire dans une vraie maison sont un processus non linéaire complexe à calculer [110], où 
l'angle d'incidence, la pièce et les orientations des fenêtres sont impliqués. Il est également 
affecté par les conditions météorologiques et l'ombrage des nuages, ce qui ajoute un facteur 
de stochasticité au processus déjà non linéaire. 
Le modèle émulé est également alimenté par de vrais signaux de mesure de la température 
extérieure provenant du serveur présenté dans [109], qui contient les informations de quelques 
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FIGURE 4-12 Modèle multicouche pour une pièce de la plate-forme d'émulation sous l'environ-

















FIGURE 4-13 Schéma du système d'émulation multicouche pour une résidence. 
incluent également l'humidité relative, le rayonnement solaire, la vitesse du vent et d'autres 
variables liées aux conditions météorologiques. Cependant, pour ce travail, seuls la température 
externe et le rayonnement solaire ont été introduits dans le système, car les effets des autres 
variables sont normalement plus difficiles à extraire et à inclure dans l'environnement de 
simulation développé. 
Le modèle présenté dans la Fig. 4-12 représente uniquement l'isolation physique et la 
structure multicouche pour chaque pièce. En utilisant les mêmes outils de Simulink, nous avons 
connecté les quatre pièces du modèle d'émulation et le sous-système présenté dans la figure 
4-13 qui contient toutes les pièces et ses interconnexions, ce qui nous permet d'envoyer des 
signaux d'entrée de chaleur et nous pouvons récupérer à la sortie les mesures de la température 
interne de chaque pièce, ce qui laisse contrôler de façon indépendante la température de chaque 
chambre. 
Cette entrée de chaleur peut être modélisée avec un bloc de source de chaleur idéale, tel 
qu'il est montré dans la figure 4-14. Donc, il suffit d'envoyer un signal avec la valeur du flux 
de chaleur entrant dans chaque pièce et ils sont contrôlées soit par un simple contrôleur à 
hystérésis ou soit par un contrôleur de MU. Dans les deux cas, le temps d'échantillonnage 
1 
On/Off Thermostat Co mand (On/Off) 
Hea!er Subsys!em 
Power 
Ideal Hea! Flow 
Source 
FIGURE 4-14 Bloc pour une source de chaleur idéale. 
pour les contrôleurs est de 15s. 
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Hea!flow 
Les appareils de chauffage utilisés pour ces travaux sont les systèmes PCE et SESTo Dans le 
premier cas, on suppose que le radiateur est modélisé comme un simple gain prenant en compte 
la puissance nominale de l'appareil et que l'efficacité de la charge est de 100%. Cette charge 
PCE est contrôlée par l'un des contrôleurs indiqués, induisant des cycles ALLUMÉ-ÉTEINT 
qui maintiendront la température interne proche de la température de consigne configurée pour 
les scénarios de référence où il n'y a pas de processus d'optimisation. En revanche, dans les 
scénarios où l'architecture multiagent est implémentée, le contrôleur MU est utilisé, car la 
sortie du processus d'optimisation est un signal de commande de la puissance d'entrée requise. 
4.2.2 Modèle plinthe chauffante 
Maintenant, pour pouvoir tester des scénarios de référence il est nécessaire d'établir des 
modèles d'émulation pour les charges PCE qui sont les systèmes de chauffage traditionnel. 
Donc, il est possible de modeler ce système très simplement comme un bloc de commande 
et un gain qui représente la puissance de chauffage nominale du PCE installé dans une pièce 
donnée, tel qu'il était proposé dans [55]. 
4.2.3 Modèle système d'accumulation thermique 
Finalement, le Système électrique de stockage thermique (SEST) doit être aussi implémenté 




FIGURE 4-15 Blocs pour le modèle d'émulation du Système de plinthe électrique chauffante 
(peE). 
du PCE, puisqu ' il est capable de consommer et stocker l'énergie de façon flexible, mais aussi 
grâce au fait que le système utilise un ventilateur pour forcer l'air à travers le noyau, il peut 
réchauffer une pièce très rapidement. 
Pour pouvoir intégrer le SEST dans le modèle d'émulation développé sur Simulink nous 
pouvons nous servir des équations présentées avant et des paramètres calculés à partir du 
modèle mathématique proposé et les paramètres thermiques trouvés avec l'AG. Comme il a 
été déjà indiqué dans le chapitre deux, le SEST est un système très complexe qui ne peut pas 
être facilement modelé en utilisant des équations simples, raison pour laquelle les auteurs ont 
tendance à utiliser plutôt des outils de calcul et simulations des fluides pour pouvoir simuler le 
dispositif [38]. Cependant, une simplification nous a permis de décrire le système de façon 
réaliste et avec une erreur acceptable, nous avons proposé que le modèle ait ces modes de 
recharge et décharge découplés, ceci est une hypothèse faite régulièrement pour diminuer les 
temps de calcul ou pour faciliter le problème d'optimisation [24], [34], [35]. Chaque mode 
d'opération a ses propres paramètres qui ont été ajustés en fonction des mesures faits dans 
le banc d'essai, ceci est aussi une des contributions faites dans cette recherche, puisque dans 
la plupart des cas, comme dans les références avant indiquées, les équations sont basées tout 
simplement à un processus de charge et décharge linéaire, ce qui n'est pas le cas dans le 
comportement réel du SEST, puisque différents facteurs modifient les variations de l'état de 
charge, comme nous avons présenté avant dans la description mathématique du système. 
La description mathématique de l'équation (4-1) est implémentée dans Simulink, en 
utilisant une table de recherche pour obtenir les paramètres dynamiques précédemment 
calculés, et elle a été ajoutée au système d'émulation de la maison créée précédemment, ce 





FIGURE 4-16 Sous-système pour le modèle d'émulation du Système électrique de stockage 
thermique (SEST). 
pièce où il est intégré et les signaux de commande des éléments chauffants et du ventilateur. 
Les sorties du bloc sont la température interne du système et le flux de chaleur qui est injecté 
dans la pièce. Ce sous-système est conçu pour nous permettre d'implémenter et de tester les 
différents scénarios et stratégies de contrôle distribuées proposées dans ce travail. 
Enfin, pour rapprocher le modèle d'émulation du système réel, le comportement et fonc-
tionnement du contrôleur interne du SEST de STEFFES a également été étudié lors des 
mesures effectuées. À partir des résultats obtenus, certaines règles récurrentes ont été saisies. 
Tout d'abord, lorsque le signal binaire de pointe est activé, le système SEST est complètement 
découplé de l 'énergie électrique et ne peut pas tirer aucune puissance, puis en utilisant ce 
signal, les cycles de charge et de décharge peuvent être contrôlés. Une autre caractéristique 
importante mise en évidence pour la commande du système SEST est que l'état de charge 
configuré indiqué par l'utilisateur est également utilisé comme moyen de limiter la puissance 
consommée pour le système. Par exemple, lorsqu'un EdC de 25 % ou moins a été configuré, 
le système n'a utilisé que deux résistances pour chauffer le système, et une seule à chaque 
fois pour maintenir la température interne, réduisant la puissance totale consommée à 25 % 
de la puissance nominale du système, de cette manière pour chaque 25% d'augmentation 
du EdC configuré, la puissance utilisée par le système a également augmenté de 25%. Ce 
comportement pourrait être utilisé pour ajouter de la flexibilité au SEST, permettant des cycles 
de recharge lents avec un impact moindre sur la puissance de crête du système de chauffage. 
Après, dans les simulations montrées dans les sections qui suivent, le SGDR utilise ces aspects 
de flexibilité des charges pour contrôler la puissance électrique consommée et la chaleur 
délivrée aux pièces de la résidence. 
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4.3 Scénarios de référence et résultats pour le SGDR proposé 
Dans cette section, la stratégie de contrôle multiagent a été testée dans plusieurs conditions 
et différents scénarios. Cependant, la première étape pour ce faire est de développer les 
scénarios qui nous permettent d'effectuer facilement des essais sur la stratégie et de comparer 
le comportement dans des conditions similaires. De plus, étant donnée la variation lente 
des systèmes thermiques réels, il est assez difficile de tester plusieurs scénarios et stratégies 
différents, car de telles expériences pourraient potentiellement prendre des mois à compléter, et 
les variables et conditions externes peuvent altérer les performances d'une expérience donnée, 
ce qui rend les comparaisons irréalisables. 
4.3.1 Scénarios de simulation 
Trois scénarios de cas ont été définis pour comparer les résultats de la stratégie proposée: 
Cas 1 : Le système d'émulation utilise uniquement des appareils PCE pour chauffer 
la maison, ce scénario a une faible flexibilité, mais indiquera comment de simples 
stratégies de contrôle intelligent peuvent modifier le comportement et les performances 
d'une maison sans aucune capacité de stockage. 
Cas 2 : Ce scénario prend en considération la mise en œuvre d'une seule unité SEST 
dans l'une des plus grandes salles, dans ce cas dans la pièce 3. Le système SEST 
offrira une flexibilité supplémentaire au SCL, ce qui pourrait réduire le pic du profil de 
puissance. 
- Cas 3 : Le dernier scénario du test prendra en considération deux SEST pour vérifier 
comment la flexibilité supplémentaire modifiera le profil de puissance consommé par 
le système de chauffage. De plus, comme la charge SEST consommerait normalement 
une puissance considérable, il est nécessaire que les deux SEST agissent de manière 
coordonnée pour réduire efficacement le pic de l'effet de rebond. 
Pour ces scénarios, la puissance nominale utilisée dans chaque charge est décrite comme 
suit : 
Pièce 1 : La puissance pour la charge PCE est de 2,5 kW. 
Pièce 2 : La puissance pour la charge PCE est de 2,5 kW. 
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- Pièce 3 : La puissance pour la charge PCE est de 3,6 kW 
- Pièce 4: La puissance pour la charge PCE est de 3,0 kW. 
- Lorsque le ~EST est implémenté et remplace une charge PCE, il prend la puissance 
nominale indiquée pour le système SEST, qui est de 3,6 kW. 
De plus, les scénarios décrits ci-dessus sont soumis au même tarif TTU pour les variations 
de prix de l'électricité. Il est basé sur le taux de TTU de la province de l'Ontario [Ill ], qui est 
présenté dans l'équation (4-7) . Cependant, pour ces simulations, on a supposé que les prix 
variaient de la même manière pour tous les jours du test. 
13.4 c/ kWh de 7 :00 à 11 :00 
9.4 c/ kWh de 11 :00 à 17 :00 
Qtou = (4-7) 
13.4 c/ kWh de 17 :00 à 19 :00 
6.5 c/ kWh de 19 :00 à 7 :00 
Premièrement, la mesure de l'Erreur absolute moyenne (EAM), entre la température de 
la pièce et le point de consigne indiquera l'écart par rapport aux préférences souhaitées des 
occupants. La métrique est présentée comme suit dans (4-8) : 
1 K 
EAM = - L l1in(k) - Tref(k) 1 
K k= 1 
(4-8) 
Par ailleurs, pour comparer les pics créés par le SCL dans les différents scénarios, le 
rapport pic-moyenne ou Facteur de crête [19], et les profils de puissance ont été analysés pour 
extraire les résultats les plus pertinents pour la mise en œuvre de la stratégie et pour afficher 
les résultats possibles du processus d'optimisation. Le FC est défini comme décrit ensuite 





Soit p~~c;: la consommation électrique maximale et p/:ge;n étant la consommation moyenne, 
pour toute la période de simulation. 
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4.3.2 Résultats de La phase de découverte 
Comme expliqué précédemment, chaque fois que les paramètres d'une seule pièce doivent 
être extraits, il est crucial de créer un profil d'excitation individuel, qui permet à la méthode 
d'identification de corréler la température avec la consommation électrique interne et non avec 
les changements de température des autres pièces de la maison. En raison de la simplicité du 
modèle proposé, cet effet peut être présent et conduire à une représentation du modèle qui 
ne suit pas les signaux de commande, ce qui pourrait produire des températures d'inconfort 
ou des prévisions de consommation d'énergie erronées. Par conséquent, la façon dont il a 
été mis en œuvre dans ce travail était d'établir une température confortable commune pour 
tous les agents de l'architecture en forçant les changements de température individuellement. 
Cependant, il n'est pas possible de placer ces points de variation trop loin des limites de 
confort minimum, qui doivent être respectées tout au long du processus de découverte. 
Afin d'établir des limites pour le profil d'excitation et pour l' algorithme d'optimisation dans 
la phase de contrôle distribué et en utilisant les recommandations de la norme ASHRAE 55 
(1992), une température de confort optimale pour l'hiver pourrait être supposée être d'environ 
22 oC, pour une humidité relative de 50 % et des vêtements appropriés plus isolés, courants 
pendant les saisons froides, comme indiqué dans [112]. Cependant, comme présenté dans 
[113], un tel confort thermique peut changer en fonction de l'évolution des modèles utilisés 
pour le calculer, car d'autres versions de la norme ASHRAE 55 indiquent qu'une température 
optimale hivernale pourrait être trouvée autour de 24,5 oC. Cependant, ce travail sera basé sur 
les informations de la version 2017 de la norme ASHRAE 55, où un modèle simple est décrit 
pour décrire un pourcentage d'acceptabilité de 80 % de la température interne par rapport à 
la température moyenne mensuelle externe, dans des bâtiments à ventilation naturelle [114]. 
C'est-à-dire que les limites trouvées pour les températures moyennes mensuelles les plus 
basses peuvent être établies à près de 18 oC comme température minimale et près de 24 oC à 
la température maximale. 
Température de réglage pour la modélisation: Les profils d'excitation peuvent être 
définis tenant compte des limites de confort indiquées précédemment, de manière à différencier 
le comportement interne de la température de chaque pièce et les facteurs externes. Le profil 
de température d'excitation utilisé pour ce travail est présenté comme suit : 
22 oC Température de consigne commune 
Ire! = 25 oC Température de consigne maximale 
18 oC Température de consigne minimale 
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(4-10) 
Le profil utilise une température de confort minimale de 18 oC comme indiqué par les 
limites de confort vues précédemment. Cependant, la température maximale du point de 
consigne pour le profil d'excitation a été établie à 25°C, en raison de la dynamique plus rapide 
de l' augmentation de la température, qui est encore proche des limites de confort indiquées. 
De toute façon, ces températures d'excitation se répètent seulement une fois par pièce, six 
heures à 25 oC, suivi de six heures à 18 oC et de nouveau 25 oC pour six heures, après ceci la 
température est gardé à 22 oC, ce qui est une température plus confortable. En utilisant les 
données extraites de ces 18 heures d'excitation nous espérons pouvoir capturer la dynamique 
thermique de chaque pièce. 
Le profil est ensuite envoyé chaque jour à un agent différent, à partir de minuit, en tenant 
compte du fait que de nombreuses dynamiques du comportement thermique sont lentes. 
Cependant, on a supposé qu'en une journée entière, ces dynamiques internes pouvaient être 
mises en évidence. Comme il est présenté dans la Fig. 4-18, chaque agent reçoit un jour 
différent de manière aléatoire. Cette stratégie pourrait être utilisée lorsque l'ensemble du 
système de gestion est établi en même temps. Mais, si les agents sont installés dans des cas 
différents, il serait nécessaire de permettre à l'agent central de passer outre les signaux de 
contrôle interne des autres agents pendant la phase de contrôle distribué, afin de permettre 
aux anciens agents de maintenir la température de consigne commune et le nouvel agent à 
être excité en utilisant le profil. Le profil de température extérieure utilisé à cette étape est 
présenté à la figure 4-17, correspondant à un profil typique des premiers jours de janvier dans 
la ville de Trois-Rivières, Québec. Ces informations ont été extraites de [109] comme indiqué 
précédemmen t. 
n est possible de voir dans les figures 4-18, 4-17 et 4-19 que le profil d'excitation démarre 
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FIGURE 4-17 La température externe utilisée dans la période de l' étape de 
découverte. 
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FIGURE 4-18 Point de consigne individuel appliqué au modèle émulé. 
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FIG URE 4-19 Modèle émulé résultat de la température ambiante interne du 
profil d'excitation appliqué. 
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les conditions initiales du système étaient supposées toutes égales à 22 oc. De plus, il était 
nécessaire d'établir des conditions initiales aux états du système d'émulation du SEST, égales 
à la même température ambiante de 22 oC, ainsi, ces 24 premières heures ont été utilisées 
pour donner également au SEST un cycle complet de charge et décharge vers un Ede final 
aux alentours de 25 % au bout de ces 24 heures, cela nous a permis de retrouver également les 
paramètres thermiques du SEST dans le modèle de simulation, et de démarrer le processus 
d'optimisation du contrôle distribué avec un état de charge relativement bas, ceci parce qu'il a 
été vérifié que maintenir un état de charge élevé peut augmenter la température de la pièce 
au-delà de la température de consigne à cause des pertes naturelles du SESTo 
Les résultats de température interne correspondants sont présentés sur la figure 4-19, où la 
dynamique résultante de chaque pièce est résumée. À partir de ces résultats, il est possible de 
voir que les variations de température sont affectées par la température extérieure, par exemple, 
pour la période entre l'heure 84 et 90, la température extérieure est plus élevée, ce qui permet à 
la température ambiante de diminuer plus lentement. Cette simulation correspond au deuxième 
scénario du test indiqué précédemment, car il a été choisi pour être le scénario le plus probable 
dans les maisons réelles avec un SEST, où la plus grande pièce est celle qui sera chauffée à 
l'aide du système de stockage, en raison des investissements considérables nécessaires pour 
acheter et installer de tels appareils [34]. De plus, ce scénario nous a permis de voir l'effet de 
l'incertitude supplémentaire créée par la nécessité d'estimer le flux de chaleur délivré, à partir 
du modèle du SEST, pour pouvoir estimer les paramètres de la pièce où il est installé. 
Une fois que le profil a été envoyé à chaque pièce, l'algorithme d'estimation du modèle est 
déclenché à l'agent central, pour obtenir les paramètres des agents impliqués. L'agent central 
utilise les informations partagées sur la dynamique de la température et la puissance d'entrée 
mesurée pour chaque appareil du système de chauffage. La seule exigence supplémentaire 
pour l'agent SE ST est que les paramètres du SEST soient calculés en premier, et en utilisant 
le modèle simplifié pour la dynamique du SEST, le flux de chaleur délivré dans la pièce est 
estimé en utilisant (3-21). 
Les premiers résultats obtenus dans le processus d'estimation ont été utilisés comme 
paramètres thermiques des modèles nécessaires au processus d'optimisation distribuée dans 
tous les scénarios décrits précédemment. Ces valeurs sont indiquées dans le tableau 4-6. Étant 
TABLEAU 4-6 Paramètres thermiques estimés pour le scénario 2, avec un 
SEST dans la pièce 3. 
EAM RWI/Rcr Cin Rex 
oC (K/kW) (MW.s/K) (K/kW) 
Pièce 1 0.1240 5.015 1.8596 54.251 
Pièce 2 0.1218 4.667 1.8878 65.292 
Pièce 3 0.1852 5.137 3.2166 30.234 
Pièce 4 0.1478 3.148 3.1895 87.194 
SEST 10.917 134.936 67.9741 1.1834 
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donné que les SEST ajoutent de l'incertitude aux paramètres estimés de la pièce, ce tableau 
nous a permis de vérifier l'effet dudit problème dans l'estimation des paramètres de la pièce 
avec le SESTo En outre, on utilise la métrique d'erreur absolue moyenne comme référence 
pour vérifier l'écart de la température interne estimée et la mesure réelle de chaque modèle 
pour la fenêtre de 24 heures du profil d'excitation. 
Enfin, les résultats de plusieurs réalisations sont présentés dans le tableau 4-7 pour le 
deuxième scénario choisi précédemment. Cela montre la convergence de l'algorithme autour 
de résultats similaires, malgré le processus stochastique utilisé par l'AG, ce qui pourrait 
indiquer qu'une analyse des possibles valeurs standard de construction et de dimensions 
des pièces pourrait être établie préalablement pour accélérer les calculs de l'AG ou pour 
permettre le système de gestion d'assumer un modèle initial et le raffiner en utilisant les 
données obtenues du fonctionnement de la stratégie de contrôle, mais cette possibilité reste 
susceptible aux corrélations des variables de températures avant mentionnées. 
Comme indiqué par les valeurs du tableau 4-7, des résultats très similaires sont obtenus à 
chaque fois, pour les pièces où une mesure directe de la puissance de chauffage entrant dans les 
systèmes est disponible. Cependant, pour la troisième pièce, l'écart est plus important, car le 
processus nécessite, d'abord, d'estimer le modèle du SEST, cela implique que les différences 
dans les résultats du modèle du SEST se reflètent dans la répétabilité des valeurs du modèle de 
la pièce, néanmoins, ces résultats donnent toujours des résultats de l'EAM similaires à ceux 
des autres pièces. 
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TABLEAU 4-7 Moyenne (J.l) et écart type (cr) pour 50 réalisations de l'AG. 
EAM RwLlRdc en Rex 
oC (KjkW) (MW.s j K) (K j kW) 
Pièce 1 Il 
0.1240 5.015 1.8596 54.251 
cr 6.32 x 10- 7 0.002 0.251e - 3 0.024 
Pièce 2 Il 
0.1218 4.667 1.8878 65.292 
cr 1.35 x 10- 7 0.002 0.691e - 3 0.056 
Pièce 3 Il 
0.1852 5.137 3.2166 30.234 
cr 2.27 x 10- 4 0.077 0.0249 0.435 
Pièce 4 Il 
0.1478 3.148 3.1895 87.194 
cr 1.17 x 10- 7 0.001 1.483e - 3 0.099 
SESTI Il 
10.917 134.936 67.9741e - 3 1.1834e3 
cr 1.71 x 10- 5 0.0236 0.0084 0.154 
4.3.3 Résultats de la stratégie distribuée 
Une fois les résultats de l'estimation terminés, le processus d'optimisation distribué peut 
être déclenché et en utilisant les modèles thermiques précédemment estimés pour chaque 
pièce et le SEST, la simulation des scénarios correspondante a été testée dans les différentes 
conditions. 
Le pas de temps discret pour la fenêtre de contrôle de l' horizon de recul a été établi 
comme I1td = 300 secondes ou 5 minutes, car il est considéré qu'un pas de temps plus long 
pourrait entraîner des écarts plus importants de la température et de la puissance prévues 
calculées par le modèle simple utilisé pour décrire la variation de température de la pièce. 
Un pas de temps plus petit, en revanche, pourrait être trop rapide pour laisser le contrôleur 
agir sur la température de la pièce, conduisant alors à de fausses exigences énergétiques, et il 
nécessitera également plus de capacités de calcul afin d'optimiser les trajectoires de contrôle 
de la stratégie. 
De plus, comme indiqué précédemment, la simulation a été exécutée dans un environne-
ment Simulink sans capacités parallèles, l'algorithme NSGA-II pour l'optimisation distribuée 
a fonctionné en moyenne pendant 7 secondes pour chaque agent. La simulation a été exécutée 
à l'aide d'un ordinateur portable x64 Core i7 à 2,5 GHz. Par conséquent, lorsque l'on consi-
dère la fenêtre de temps I1td = 5 minutes, qui a été décrite précédemment, il est possible de 
penser qu ' il aurait suffisamment de temps pour contenir la surcharge de communication et 
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les éventuelles exigences de protocole d'une stratégie véritablement distribuée avec moins de 
ressources informatiques dédiées. 
Ensuite, la température de consigne programmée pour la maison est décrite comme suit, 
elle est utilisée tout au long de la période de test et est également appliquée aux différents 
scénarios, chaque pièce pourrait avoir un profil de température différent, mais supposant le 
profil indiqué, il devient un problème plus complexe que si par exemple toutes les pièces 
changent dans des horaires différents: 
22 de 07 :00 à 09 :00 
20 de 09 :00 à 17 :00 
trej = (4-11) 
22 de 17 :00 à 22 :00 
18 de 22 :00 à 07 :00 
La période utilisée pour les simulations comprend 10 jours avec une variation exception-
nelle de la température extérieure, car elle atteint environ 12,6 oC et -13,1 oC, dans un intervalle 
de moins de quatre jours. Ces valeurs ont été extraites du même serveur que précédemment, 
pour la ville de Trois-Rivières. Comme présenté dans les Fig. 4-20 et Fig. 4-21, les variables 
météorologiques externes utilisées qui sont communes à tous les scénarios testés sont affichées. 
Pour permettre à l'algorithme NSGA-II d'optimiser en fonction des variables prédites du 
système, il a fallu créer un vecteur de température extérieure prédite tex à chaque itération, 
en prenant les mesures de température réelles et en ajoutant un bruit blanc avec un écart de 
1°C. Par conséquent, l'incertitude est ajoutée à la valeur prédite, mais la stratégie de recul de 
l'horizon doit s'adapter à cet effet en tenant compte du fait que la météo est également une 
variable assez lente du système. 
Les températures de consigne programmées et les prix des TTU sont directement pris en 
compte dans le processus selon les valeurs données pour la prochaine fenêtre d'optimisation à 
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FIGURE 4-20 La température extérieure utilisée pour les simulations de la 
stratégie de contrôle. 
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4.3.3.1 Paramètre de compromis 
La première étape du processus de simulation a été de faire ressortir l'effet du paramètre 
utilisateur a sur les conditions de confort de la température interne, de l'énergie utilisée et du 
coût final du système de chauffage. De plus, il a été étudié comment le paramètre affecte la 
capacité du système à aplatir le profil de consommation du SCL. 
Pour valider cela, le scénario 2 a été choisi à nouveau et plusieurs simulations ont été 
lancées avec des conditions identiques, mais variant à chaque fois la valeur du paramètre défini 
par l'utilisateur a. 
Comme présenté dans les figures 4-22, 4-23 et 4-24, les résultats du balayage sur le 
paramètre a sont présentés dans la température interne moyenne résultante pour la pièce 
numéro 1, numéro 3 et la température interne moyenne du système SEST dans cette dernière 
pièce. Le paramètre a un impact sur les performances du système, particulièrement clair 
pour les pièces avec des appareils PCE comme dans la Fig. 4-22. Dans de telles pièces, la 
température interne est réduite par rapport au point de consigne attendu, lorsque le paramètre 
de compromis a est configuré plus petit. Cela a été expliqué en utilisant la figure de front de 
Pareto 3-9, où, à partir de l'ensemble des solutions possibles trouvées avec l'algorithme NSGA-
II, le paramètre est utilisé pour trouver une solution convaincante qui ajuste correctement une 
préférence entre les concurrents objectifs de confort et de coût. 
En revanche, pour les pièces où le système SEST est installé, le confort et les objectifs de 
coûts sont en quelque sorte découplés. Ils ont été visualisés sur la Fig. 4-23, où la différence 
de la température interne moyenne finale n'a pas de relation directe avec la valeur de a. 
Cependant, l'impact qui a été mis en évidence pour ces agents contrôlant les appareils SEST 
est que la variable présentant l'impact était la température centrale moyenne du SEST, comme 
le montre la Fig. 4-24, où l'augmentation de a limite la température interne du noyau . Cela 
pourrait être considéré comme contraire au comportement attendu, car plus le confort est 
grand, plus la consommation du SEST est faible. Mais cela s'explique par le fait que les pertes 
de chaleur continues du SEST dans la pièce empêchent la température ambiante d'atteindre 
les faibles valeurs souhaitées des périodes creuses, comme pendant la nuit, les valeurs les plus 
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FIGURE 4-22 Température moyenne à l'intérieur de la pièce 1, pour la 
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FIGURE 4-23 Température moyenne à l' intérieur de la pièce 3, pour la 
période de simulation pour les différentes valeurs de a 
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FIGURE 4-24 Température moyenne du noyau dans le système SEST, pour 
les différentes valeurs de a 
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TABLEAU 4-8 Résumé des résultats avec différentes valeurs du paramètre 
défini par l' utilisateur a 
Coût Énergie utilisée EAM Pièce 1 EAM Pièce 3 
($) (kWh) (OC) (OC) 
a = l.0 45.1209 512.7416 0.8129 1.0875 
a=0.9 45.0481 514.0099 0.8306 1.1583 
a = 0.7 44.6641 515.1122 0.8780 l.3218 
a = 0.5 44.2525 510.2862 0.9065 l.3205 
a = 0.3 43.4158 500.7465 l.0012 1.3486 
a=0.2 42.5493 492.8186 1.0776 1.3378 
a = O.l 40.9869 476.3295 l.2151 l.3403 
114 
permettre à la température de se rapprocher de 18 oc. Lorsque le paramètre est réglé pour 
permettre des solutions moins confortables, le SEST atteint sa température maximale nominale 
de 650 oC, pour permettre au système d'atteindre facilement les exigences de confort des 
périodes de pointe, malgré le confort diminué pendant les périodes creuses. 
Certes, de tels résultats ont été obtenus d'après les choix faits pour les fonctions objectives, 
des objectifs supplémentaires ou différents pourraient être étudiés, mais cela dépassera la 
portée de cette recherche. Par conséquent, ces interprétations supplémentaires sont laissées 
aux perspectives de travail futur et d'amélioration pour la stratégie. 
Après l'analyse des figures du balayage des paramètres des valeurs de a, le tableau 4-8 
présente le résumé de tous les résultats les plus importants obtenus pour les différentes valeurs 
qui ont été essayées. Cela indique clairement la relation directe avec le prix et l'énergie 
consommée, qui sont des objectifs communs. En outre, il présente la mesure de l'erreur 
absolue moyenne pour indiquer le niveau d'augmentation de l'inconfort observé dans la pièce 
causée par le compromis des solutions dans le front de Pareto. 
Finalement, pour visualiser plus clairement l'effet de a sur le profil de puissance moyen 
du système de chauffage, les figures 4-25 et 4-26, présentent la valeur la plus basse et la plus 
élevée pour le paramètre a respectivement. Ces figures montrent le profil de puissance moyen 
et l'intervalle de confiance à 95 % obtenus pour l'ensemble des simulations de dix jours. 
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FIGURE 4-25 Profil de puissance de chauffage moyen pour la simulation 
sur dix jours, en utilisant une valeur de a = 0.1. 
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FIGURE 4-26 Profi l de puissance de chauffage moyen pour la simulation 
sur dix jours, en utilisant une valeur de a = 1.0. 
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L'information qui peut être extraite de ces deux figures est qu ' une baisse notoire est obser-
vée dans le profil de puissance moyenne, lorsque la valeur de a est égale à 0.1, en particulier 
dans la deuxième période de pointe de la journée, où la fenêtre de temps réduite permet des 
variations de température plus flexibles, car la dynamique du système est suffisamment lente. 
Cependant, pour la première et la plus longue fenêtre temporelle de la période de pointe, 
les résultats sont assez similaires, les résultats pour le cas où a est de 0.1, montrent une 
plus grande réduction des valeurs maximales, indiquant plus de flexibilité aux différentes 
plages de températures, mais les résultats pour a = 1.0 signifient un contrôle plus strict de la 









TABLEAU 4-9 Résumé des résultats pour chaque scénario de cas avec (*) ou 
sans la stratégie de co-évolution distribuée implémentée. 
Coût final Réduction des coûts Énergie totale SCL Variation d'énergie FC Réduction FC 
($) (%) kWh (%) - (%) 
55 .9810 - 513.6688 - 4.5753 -
46.8756 16.265 1 508 .9798 - 0.9128 3.7780 17.4260 
52.0113 7.0911 534.9477 4.1425 3.7441 18.1670 
44.6641 20.2155 515 . 1122 0.2810 3.4187 25.2795 
48.8458 12.7456 557 .2699 8.4882 4.1500 9.2942 
42.8480 23.4596 525.8779 2.3769 3.482 23 .87688 
4.3.3.2 Réduction du pic de consommation dans les périodes critiques 
À partir des résultats obtenus auparavant, nous avons utilisé la valeur de a = 0.7 comme 
constante aux simulations effectuées en utilisant les trois scénarios de référence avec et sans 
l'optimisation distribuée basée sur le NSGA-II co-évolutif. Par conséquent, six cas différents 
sont présentés ensuite. La valeur de a a été choisie tout simplement pour donner plus de poids 
au confort, mais gardant aussi une certaine flexibilité dans le système. 
En suite, en utilisant les mêmes conditions externes et les températures de consigne 
programmées indiquées précédemment, les résultats des simulations sont résumés dans le 
tableau 4-9, où le cas 1 sans stratégie d'optimisation a été pris comme référence pour tous les 
autres, car cela représente le scénario typique trouvé dans le contexte étudié dans ce travail 
pour la province de Québec. Dans ce tableau, l'ordre présenté est le cas numéro 1, où seuls les 
appareils PCE ont été pris en compte. Ensuite, le cas numéro 2 utilise un seul système SEST, 
comme il serait normalement rencontré dans les implémentations réelles. Enfin, le troisième 
scénario a pris en compte deux systèmes SEST pour vérifier la flexibilité supplémentaire et 
pour montrer les effets contraires possibles que de telles implémentations pourraient introduire. 
L' analyse faite de ces résultats a commencé par prendre chaque scénario séparément pour 
comparer les performances obtenues lors de la mise en œuvre de la stratégie d'optimisation 
co-évolutive distribuée. Ensuite, pour le cas 1, où seuls des appareils PCE ont été utilisés dans 
chaque pièce, le processus d' optimisation a une faible flexibilité de la charge, car les appareils 
PCE n'ont pas de stockage intrinsèque, ce sont des solutions plus réactives. 
Cependant, le processus d'optimisation décide de déplacer la consommation la plus élevée 
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en dehors de la période de pointe et d'utiliser l'énergie pour maintenir la température souhaitée, 
plutôt que de la changer. Cela a modifié le profil de puissance du système de chauffage de 
manière efficace, mais pourrait également entraîner des réductions de coûts, car la plupart 
de l'énergie utilisée pour chauffer la pièce se trouvait pendant les périodes de prix bas et de 
prix moyen. Les résultats du tableau tiennent compte du fait que les occupants acceptent de 
diminuer légèrement le confort pour réduire le coût de la facture énergétique, ce qui dans le 
scénario testé conduit à une baisse des coûts de 16,3 % pour la période de 10 jours. 
De plus, le FC a été réduit de 17,4 %, ce qui peut être vu en comparant les profils 
de puissance moyenne des figures 4-27 et 4-28 où la référence et les scénarios optimisés 
sont présentés respectivement. Sur ces figures, on voit clairement comment le processus 
d'optimisation évite le pic et réduit la consommation d'énergie pendant les périodes définies 
par le prix élevé de l'électricité. 
Plus tard, en regardant les résultats du cas 2 dans le tableau 4-9, il a été possible de voir 
que, par rapport au scénario typique, les solutions optimisées et non optimisées présentaient 
une diminution du rapport pic/moyenne. Cela a été réalisé grâce à la mise en œuvre du SEST, 
en indiquant au système que le signal de pointe du SEST est actif lorsque le prix est égal à 
13,4 c/ kWh. Cela limite la consommation d'énergie pendant ces périodes pour les deux tests 
du cas numéro 2, les scénarios typique et optimisé. 
Cependant, le processus d'optimisation, comme indiqué précédemment, pousse le pic de 
consommation hors de la période de pointe, ce qui réduit le coût de l'électricité consommée 
pendant la fenêtre de simulation, où le scénario de référence diminue le coût en 7,1 %, mais le 
processus d'optimisation améliore encore la réduction en diminuant le coût de 20,2 %. 
La métrique FC pour les scénarios optimisés et non optimisés est réduite par rapport au 
scénario typique défini dans le cas 1. Mais la réduction est plus importante avec la stratégie 
multiagent, car elle donne jusqu'à 25,3 % de réduction. 
Un autre résultat important indiqué dans le tableau 4-9 pour le cas 2, est que la consom-
mation d'énergie du système augmente à la fois dans les cas de référence et optimisés. Cela 
s' explique par le fait que le processus de décharge naturelle affectant le SEST est inévitable, et 
cela se produit également pendant des périodes où aucun flux de chaleur ne devrait entrer dans 
la pièce, par exemple lorsque la température de consigne diminue. Mais, la consommation 
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d'énergie supplémentaire est beaucoup moins importante dans le cas où le processus d'optimi-
sation distribuée a été mis en œuvre, puisque la nature prédictive de la stratégie indique au 
SEST de se recharger uniquement lorsque les futurs besoins en chaleur l'exigent, cela améliore 
l'efficacité énergétique de la solution. 
Enfin, le dernier scénario numéro 3 est comparé, pour vérifier l'effet d'une flexibilité 
accrue proportionnée par un SEST supplémentaire dans l'environnement émulé. Ces résultats 
sont également présentés dans le tableau 4-9, où le coût est encore réduit pour les cas optimisés 
et réguliers, mais la réduction finale des coûts est plus importante avec un SEST et la stratégie 
d'optimisation qu'avec deux SEST et contrôle régulier. Cela nous permet de déduire que 
malgré l'investissement reflété dans l'installation de deux SEST, les économies finales pour-
raient être améliorées en installant plutôt les capacités de mesure et de calcul correspondantes 
nécessaires pour mettre en place un SGDR comme celui proposé dans ce travail, en tenant 
compte du fait que les capacités pourraient être moins coûteuses, étant distribuées et avec une 
charge de calcul relativement faible. 
Néanmoins, ces analyses financières dépassent le cadre des travaux ci-exposés, mais il est 
clair qu'une bonne estimation des besoins de la maison est nécessaire pour décider du nombre 
d'appareils de stockage qui pourraient être installés, car les économies seront limitées avec 
l'augmentation de la pénétration des SEST, voire moins importantes. 
Maintenant, analyser les figures, qui correspondent à chaque scénario testé avec et sans la 
stratégie d'optimisation distribuée basée sur des architectures des SMA, qui sont présentés 
sur les figures 4-27 et 4-32. Pour le premier scénario ne prenant en compte que les appareils 
PCE les résultats sont présentés sur les figures 4-27 et 4-28. Les figues 4-29 et 4-30 présentent 
le deuxième scénario avec un seul SESTo Et enfin Figs. 4-31 et 4-32 présentent le dernier 
scénario avec deux SEST implémentés. 
Pour le premier scénario de référence avec uniquement des charges PCE et sans stratégie 
d'optimisation, la Fig. 4-27 présente le profil de consommation électrique moyenne typique 
d'une maison avec une consigne de température programmée. Il s'agit d'un profil courant où 
les pics matinaux sont plus longs, car les températures de confort programmées pendant la 
nuit sont beaucoup plus basses. En utilisant cela, la comparaison correspondante est faite avec 
les résultats de la Fig. 4-28 où la stratégie implémentée a été définie avec a = 0.7 pour donner 
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FIGURE 4-28 Scénario 1, Stratégie appli-
quée avec a = 0.7. 
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FIGURE 4-32 Scénario 3, Stratégie appli-
quée avec a = 0.7. 
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au processus d'optimisation une certaine flexibilité, cependant comme indiqué précédemment 
dans la FigA-22, la température moyenne reste proche du point de consigne souhaité, ce qui 
implique qu'un niveau de confort acceptable est atteint. La comparaison de ces deux figures a 
permis de mettre en évidence le déplacement de la charge de puissance de chauffage en dehors 
de la période de pointe, représenté par le prix élevé de l'électricité. 
Cependant, la charge n'est pas bien répartie, mais elle est simplement déplacée, cela 
pourrait aider à faire face au problème des périodes de demande de pointe pour une pénétration 
faible à moyenne de ces architectures et stratégies, mais pour une pénétration élevée desdites 
stratégies de contrôle, le résultat agrégé sera un troisième pic dans le profil de la demande 
quotidienne. Ceci est une simple conséquence de la flexibilité limitée des appareils PCE. 
Maintenant, en regardant les résultats obtenus pour le deuxième scénario, en commençant 
par le cas non optimisé de la Fig. 4-29, il est clair que les besoins énergétiques du SEST étaient 
complètement distribués dans les périodes creuses. Cela entraîne une baisse de la demande de 
pointe, un profil plus distribué et des économies de coûts, car l'énergie utilisée pour recharger 
le SEST provient des périodes de prix inférieures. Cependant, la nature non prédictive du 
contrôle basé sur des règles du SEST agit de manière réactive, en rechargeant complètement 
le système dès qu'il entre dans une période hors pointe sans tenir compte de la possibilité que 
cette énergie ne soit pas nécessaire pour les prochaines heures. Cela a conduit le scénario non 
optimisé à une plus grande consommation d'énergie, comme présenté précédemment dans le 
tableau 4-9, car le SEST doit compenser les pertes de décharge naturelles pendant les heures 
où l'énergie n'est pas nécessaire, puis il se recharge régulièrement pour garder sa température 
interne du noyau. 
D'un autre côté, lorsque la stratégie d'optimisation distribuée a été mise en œuvre pour les 
agents PCE et l'agent SEST, les résultats présentent un comportement de puissance moyenne 
très différent comme présenté sur la Fig. 4-30. Lorsque la recharge du SEST est déplacée 
avant la période de pointe et non après, comme c'était le cas pour le cas non optimisé, le 
processus de recharge démarre lorsqu'un futur changement de température est présenté dans 
l'horizon des fenêtres du processus d'optimisation, que pour cette stratégie était de 4 heures 
comme indiqué. Ceci, comme expliqué précédemment, pourrait être bénéfique pour le profil 
de puissance agrégé vu par l'OSD, si la pénétration des éléments optimisés et non optimisés 
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est équilibrée, pour les implémentations des SESTo Cependant, les résultats de la réduction 
pendant les périodes de pointe sont significatifs, car ils combinent le fait que les charges 
PCE sont déplacées vers l'extérieur et pour maintenir la température de référence, le SEST a 
déjà l'énergie nécessaire pour satisfaire le point de consigne de température, qui ne laisse à 
l'intérieur de la période de pointe que la consommation d'énergie minimale pour maintenir les 
conditions de confort. 
Le troisième scénario proposé, présenté dans la Fig. 4-31 pour le cas non optimisé, est 
similaire au cas présenté précédemment pour un seul SESTo Cependant, dans ce cas, comme il 
existe deux SEST, l'effet de rebond créé par les périodes de recharge des systèmes de stockage 
est plus important et pourrait potentiellement conduire à un troisième pic sur le profil de 
puissance agrégé vu par le OSD, entraînant des conditions sous-optimales pour le réseau de 
distribution. Cependant, en raison de la flexibilité ajoutée par les appareils SEST, les besoins 
en énergie dans les périodes de demande critique sont considérablement réduits. 
Enfin, la stratégie d' optimisation distribuée a été mise en œuvre pour ce troisième scénario, 
et ses résultats sont présentés sur la Fig. 4-32, où la consommation d'énergie pendant la 
période de pointe est largement diminuée, mais en conséquence, l'utilisation de l'énergie 
augmente avant le début des périodes critiques. Malgré ce fait, le profil de puissance moyen 
avant le premier événement critique est d'environ 6 kW, ce qui est inférieur aux 7,2 kW 
supplémentaires des deux SEST, et en tenant compte du fait que les autres charges PCE sont 
périodiquement activées pour maintenir la température interne. Cela nous permet de conclure 
que le SEST ne se met pas simplement en marche chaque fois que les exigences d'augmentation 
de température apparaissent, mais à la place, l'algorithme a essayé d'équilibrer les différentes 
charges, en tenant compte de la vitesse de charge et des besoins PCE et en programmant 
les composants durant les périodes creuses. Ceci est plus clairement mis en évidence dans 
ce scénario, et c'est une conséquence du comportement de co-évolution implémenté dans 
l'algorithme via l'architecture multiagent distribuée. 
De plus, avant la deuxième période critique de la journée, la puissance moyenne est proche 
de 4 kW, car les besoins énergétiques attendus pour éviter la consommation de pointe sont 
plus faibles. Cependant, la température de consigne est plus élevée à cette période, comme 
indiqué dans (4-11), où la température de 22 oC est maintenue de 17h00 à 22h00. Mais dans 
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cette période où il n' y a pas de restriction de prix, l' algori thme a la possibilité d'alterner 
les périodes de recharge et de décharge sans restriction ou de simplement décharger toute 
l'énergie disponible, car il n'y a pas de demande supplémentaire à l'horizon de la fenêtre 
pendant la nuit. 
4.3.3.3 Effets de coordination 
La coopération pour la planification indiquée précédemment pour le troisième scénario 
est illustrée sur la Fig. 4-33, où les heures précédentes de la première période de pointe sont 
affichées pour chaque charge indépendante de l'architecture multiagent pendant le premier jour. 
C' est un exemple de la façon dont la stratégie distribuée utilise le terme dit coopératif dans 
l'optimisation co-évoluée pour tenter de répartir la consommation d'énergie et de limiter les 
pics possibles créés par la recharge des SEST ou l'augmentation des besoins en température. 
Ce n'est en aucun cas une solution optimale, car la stratégie laisse des périodes sans utilisation 
et dans d'autres la recharge des deux SEST coïncide. Mais dans un aperçu général, c'est 
un résultat significatif, car la plupart des périodes de recharge des SEST alternent entre 
eux, et lorsque la période critique s'approche, la recharge est suspendue pour permettre aux 
appareils PCE d'entrer en action. Par conséquent, cela implique que l'utilisation de la stratégie 
distribuée décrite dans ce travail a permis non seulement d'optimiser pour les coûts d'énergie 
et d'électricité la formulation multi objective représentée dans chaque pièce, mais aussi un 
bon niveau de réactivité aux besoins des autres charges de chauffage est atteinte. 
De tels résultats sont également mis en évidence dans les figures 4-34 à 4-39, où pour 
chaque scénario la référence et les stratégies multiagents optimisées sont comparées. Les 
résultats présentés correspondent au jour numéro 8, qui a la température externe la plus basse 
de toute la période de simulation. 
Les résultats du premier scénario présenté aux figures 4-34 et 4-35 indiquent que malgré 
le processus d'optimisation, peu de coopération peut être réalisée en raison du manque de 
flexibilité des charges PCE, donc le PAR est réduit, mais l'objectif principal des agents est de 
placer leur propre profil de consommation hors de la période de pointe de la demande. Ce qui 
en retour pourrait être considéré comme un comportement égoïste, favorisé par la force des 
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FIGURE 4-33 Profil de puissance de chauffage indépendant pour chaque pièce pendant les heures 
de la première période critique du premier jour. 
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FIGURE 4-35 Profil de puissance Scénario 1 
au jour 8, stratégie appliquée avec a = 0,7. 
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FIGURE 4-37 Profil de puissance Scénario 2 
au jour 8, stratégie appliquée avec a = 0, 7. 
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FIGURE 4-38 Profil de puissance Scénario 
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FIGURE 4-39 Profil de puissance Scénario 3 
au jour 8, stratégie appliquée avec a = 0,7. 
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Plus tard, les résultats du deuxième scénario présenté aux Fig. 4-36 et 4-37 pour les 
cas typiques et optimisés respectivement indiquent comment le contrôle prédictif déplace la 
consommation de la charge SEST flexible avant la période de pointe pour tenter de recharger 
uniquement ce qu'elle a jugé nécessaire, mais aussi, il est possible pour cette charge de 
coopérer avec les autres, elle fait sa recharge avant la hausse de la demande énergétique des 
charges PCE. Cela est particulièrement clair après la deuxième période de pointe, où l'effet de 
rebond est plus évident dans le cas non optimisé. 
Finalement, le troisième scénario avec une flexibilité accrue ajoutée par le deuxième SEST 
est présenté sur les figures 4-38 et 4-39. Les résultats indiquent que malgré le comportement 
prédictif et coopératif qui a été présenté précédemment pour le deuxième scénario, le cas 
avec deux SEST se décline en deux comportements qui dépendent des exigences imposées 
par le signal de prix. Tout d'abord, compte tenu de la longue période de pointe du matin, les 
systèmes doivent se recharger complètement au préalable. Par conséquent, les deux systèmes 
utilisent l'énergie de manière égoïste, ajoutant leurs consommations sans une coopération 
claire. Cependant, avant la période de pointe de l'après-midi, les systèmes estiment un besoin 
beaucoup plus faible pour dépasser cette période, puis les agents SEST planifient leurs 
consommations à un certain EdC, de sorte que l'un des SEST se recharge plus tôt dans 
l'après-midi, suivi du deuxième SEST, pour enfin donner le tour aux charges PCE les instants 
précédant le début de la période de pointe. Donc, dans le ce scénario, les deux types de 
comportements ont été remarqués lors de la journée, le comportement égoïste du matin et le 
comportement coopératif de l'après-midi. 
Les résultats donnés indiquent que les agents pourraient réaliser une stratégie auto-
organisée qui pourrait être coopérative lorsque l'exigence est faible ou égoïste si lesdites 
exigences sont plus difficiles d'accomplir. 
Comme indiqué dans [51 ], divers facteurs peuvent produire une variation du modèle 
linéaire créé par l'approche RC simplifiée, mais la stratégie indiquée précédemment a été mise 
en œuvre pour faire face à ces problématiques à travers la fenêtre de contrôle prédictive du 
CPM. 
Par ailleurs, la variable du rayonnement solaire a été utilisée comme perturbation influen-
çant la température ambiante de chaque pièce. Par conséquent, il est prévu que les perturbations 
125 
se produiront pendant la journée, ce qui est normalement le cas dans une maison typique. 
4.4 Résumé 
Dans ce chapitre les résultats des algorithmes proposés sont montrés. D'abord quelques 
comparaisons sont faites pour mettre en ouvre l'AG pour la modélisation et pour présenter 
les différents résultats obtenus, pour un modèle de maison émulée et une résidence réelle 
mesurée. Ici, l'algorithme était capable d'estimer les paramètres R et C qui correspondaient au 
comportement requis. Cependant, comme discuté, les résultats pourraient ne pas être optimaux 
globaux, compte tenu du processus stochastique de calcul. Néanmoins, l' algorithme était 
capable de fournir des solutions relativement bonnes dans chaque test effectué et celles-ci 
étaient répétitives dans les différentes exécutions. 
Par ailleurs, un banc d'essai a été implémenté pour étudier le comportement et faire une 
modélisation du système de stockage thermique. Ces mesures ont été utilisées pour faire 
l'estimation des paramètres thermiques d'un modèle proposé pour le SEST, de nouveau, en 
utilisant une version modifiée de l'AG décrit dans le chapitre antérieur. Ce modèle a été après 
intégré avec les modèles multicouches des pièces de la résidence et les modèles des PCE 
dans Simulink, ces représentations sont basées sur le travail présenté dans [55]. Ce système 
d'émulation nous a permis de faire une analyse de l'impact des différentes charges et de la 
stratégie de gestion. 
Par la suite, quelques scénarios de test ont été proposés pour analyser le fonctionnement de 
la stratégie distribuée de modélisation et de contrôle, dans chaque scénario des cas optimisés 
et non optimisés ont été simulés, ceci nous a permis de voir les effets du SGDR basé sur 
les SMA. Dans le cas des agents PCE, le processus d'optimisation a déterminé la quantité 
d'énergie électrique nécessaire dans la fenêtre d'optimisation, afin de conserver le confort 
souhaité par l'occupant et exprimé avec le paramètre a. En revanche, les agents SEST se sont 
vu confier la tâche supplémentaire de déterminer les meilleures périodes de recharge pour 
éviter non seulement de se recharger pendant les périodes critiques, mais aussi de le faire 
sans nuire au confort. Ce dernier scénario a été particulièrement difficile à optimiser, car les 
trajectoires n'expriment pas directement le EdC demandé, donc l'algorithme a utilisé l'objectif 
de coût énergétique, pour être le plus efficace possible avec l'énergie thermique stockée au 
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noyau du système. Ces trajectoires ont été obtenues grâce aux processus de l'algorithme 
NSGA-II, qui est un algorithme de pointe, qui a fourni des solutions très satisfaisantes et a 
été en mesure de trouver de bons scénarios de compromis pour l'articulation a posteriori des 
solutions souhaitées, pour les deux types d'appareils de chauffage ici étudiés. 
Finalement, le processus de coévolution des solutions des agents à travers une méthode 
d'évolution faiblement couplée nous a permis de mettre en évidence certains comportements 
émergents vers un système coopératif, où chaque agent est quelque peu affecté par les décisions 
de ses pairs, puis il décide également comment optimiser afin de garder ses objectifs en tenant 
compte des besoins des autres. Cela était particulièrement clair dans le cas où deux systèmes 
SEST se rechargent avec suffisamment de temps avant le début de la prochaine période 
critique, mais ils ne se superposaient pas l'un à l'autre comme on pouvait s'y attendre d'un 
environnement non coopératif, mais ces systèmes se relayaient ce qui implique que la stratégie 
de co-évolution des solutions pourrait améliorer le FC grâce au processus coopératif que le 
SMA a créé. 
Chapitre 5 Analyse et conclusions 
Dans ce travail, un Systèmes de gestion de la demande residentielle a été proposé pour 
les appareils de chauffage, basé sur une architecture du Système multi-agents et un schéma 
d'optimisation distribuée coévolutif qui emploient la Commande Prédictive bassée sur un 
Modèle, utilisée pour créer les trajectoires de contrôle qui optimisent les objectifs proposés 
de confort et coût. Les résultats présentés précédemment tenaient compte des conditions 
météorologiques et des paramètres thermiques typiques de la province de Québec, Canada. 
Par conséquent, le SGDR proposé commence par une découverte initiale des paramètres des 
modèles simplifiés équivalents, qui ont permis de mettre en œuvre un contrôle prédictif. La 
stratégie de contrôle distribué a pris le coût et l'écart par rapport à la température de consigne 
comme objectifs de compromis optimisés à l'aide de l'algorithme NSGA-II à l' intérieur de 
chaque agent, dans le but de déplacer la charge de chauffage hors des périodes de demande 
critique. 
La première partie de ce travail a commencé par un examen des possibilités de mise en 
œuvre d' une technique de modélisation basée sur des informations et des mesures limitées. 
Grâce à l' analyse de plusieurs options, les méthodes hybrides de modélisation thermique 
ont été choisies comme les outils les plus efficaces dans l'environnement décrit, car elles 
nécessitent beaucoup moins d' informations sur la construction, les matériaux et les dimensions, 
par rapport aux autres méthodes; mais, il a également besoin de moins de mesures passées 
pour décrire le comportement des variables de température, ce qui est crucial pour la mise en 
œuvre dans des scénarios réels. Cependant, cela vient au prix d'une précision de prédiction 
inférieure, ce qui a orienté nos travaux vers les techniques de contrôle prédictif de l'horizon 
de recul qui pourraient contrer l'effet de l'incertitude dans la description du modèle. Pour 
n' utiliser cette prédiction qu'à titre indicatif d'un éventuel comportement futur, mais grâce 
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aux caractéristiques des méthodes de contrôle CPM, les écarts ont pu être corrigés à chaque 
pas de temps. 
À partir de la liste des méthodes et algorithmes possibles qui pourraient être utilisés pour 
trouver les paramètres thermiques de la technique de modélisation proposée, la méthode mise 
en œuvre était l'Algorithme Génétique. Cet algorithme a été utilisé, car l'approche adoptée 
pour la stratégie de contrôle comprenait également un autre des Algorithmes Évolutifs, ce qui 
a facilité la mise en œuvre du processus de modélisation en tant que réutilisation de la méthode 
déjà développée. De plus, l'application de méta heuristiques pour trouver les paramètres 
thermiques des modèles RC hybrides est un moyen déjà très populaire pour résoudre des 
réseaux complexes et pour traiter les non-linéarités que pose un tel processus d'optimisation. 
Les résultats de cette implémentation ont été présentés dans les premières sections du chapitre 
3, dans lequel certaines comparaisons avec des données réelles et émulées ont été testées dans 
le processus de modélisation d'un comportement de la température moyenne d'une résidence 
entière, qui a montré de bonnes approximations des variables. Par ailleurs, l'algorithme a 
été utilisé pour déterminer aussi les paramètres d'un modèle équivalent qui représentait le 
Système électrique de stockage thermique, avec lequel nous avons été capables de pouvoir 
implémenter et simuler le système de stockage pour faire des tests de la stratégie de gestion. 
Cependant, quant au SGDR proposé, les modèles qui ont été calculés à l'aide de l'AG sont 
les modèles simplifiés de chaque pièce de la résidence, ceci pour pouvoir mettre en place la 
CPM. Pourtant, en raison de la simplicité des modèles de pièce individuels proposés, une autre 
technique ou méthode pourrait être utilisée, par exemple, certains algorithmes des moindres 
carrés, tels que l'algorithme de moindres carrés récursifs. Mais l'AG a été conservé afin 
de permettre aux futures implémentations d'utiliser des réseaux RC plus complexes, ce qui 
pourrait conduire à de meilleures estimations et éventuellement à des fenêtres temporelles et de 
pas de temps plus longs dans la stratégie de contrôle, car l'incertitude du modèle pourrait être 
quelque peu réduite. D'ailleurs, les effets des perturbations n'ont pas été estimés, puisqu'ils 
sont des processus stochastiques très complexes, mais pouvoir l'estimer et les prédire pourrait 
améliorer la prévision de la charge nécessaire pour réchauffer la maison et permettrait aussi 
d'étendre le temps du pas de calcul de la stratégie, par exemple, 30 minutes ou plus à la place 
de 5 minutes, ou même, pourrait nous permettre de faire une optimisation optimale hors-ligne. 
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Cependant pour ce faire, un modèle plus détaillé de description du comportement thermique 
devrait être mis en place. Par conséquent, si de meilleurs résultats devaient être obtenus, la 
méthode peut être remplacée par une approche d'apprentissage automatique plus complexe qui 
prendrait en compte plus de variables, comme les jours de la semaine, l'heure de la journée, 
les profils ou mesures d'occupation possibles, etc. 
Ensuite, dans les autres sections du chapitre 4, la stratégie a été conduite par un schéma 
d'échange d'informations très simple, mais il a été capable de créer des comportements 
émergents de l'optimisation co-évoluée, où les charges avec une capacité de stockage se 
rechargeaient uniquement avec l'énergie nécessaire pour surmonter les périodes de pointe 
critique, diminuant également le chevauchement avec l'utilisation du profil de puissance des 
PCE et entre les deux SESTo Ces résultats prometteurs nous conduisent vers un algorithme de 
planification des charges et d'optimisation coopérative non seulement pour les appareils de 
chauffage, mais également extensible à d' autres charges contrôlables avec une consommation 
électrique élevée, par exemple, les chauffe-eau électriques et les véhicules électriques. Ceci est 
possible, car l'architecture SMA distribuée permet à chaque autre charge d'avoir ses propres 
fonctions objectives ou même différentes méthodes d'optimisation sans changer le processus 
des autres agents. De plus, grâce à l'application d'un tarif horaire, le système a réalisé des 
réductions de coûts considérables et l'efficacité énergétique a été améliorée entre les scénarios 
établis. 
Il est possible de voir que les résultats présentés nous montrent une réduction des coûts 
d'électricité jusqu'à 24% et une diminution du 25% du FC, ce qui nous montre que la 
solution n'a pas seulement modifié le profil, mais elle a été aussi capable de réduire la 
consommation au complet et redistribuer les charges flexibles. De plus, lorsque l'on regarde 
des résultats similaires obtenus par des CPM distribués, des stratégies SMA et d'autres 
techniques d'optimisation, des résultats assez similaires sont obtenus, variant entre 10% et 
30% de réductions d'énergie pour la plupart des cas [16], [71 ]-[73], en raison de la nature 
prédictive des algorithmes utilisés. Cependant, les réductions de coûts sont, pour la plupart, 
largement affectées par la méthode GLD mise en œuvre dans toutes les autres études, qui 
pourrait inclure des Tarification en temps réel (TTR) ou des Taux de temps d'utilisation (TTU), 
par exemple, des économies encore plus importantes ont été signalées dans [34] pour le tarif 
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TTU de la province de la Nouvelle-Écosse au Canada, réalisant jusqu'à 45% de réduction de 
la facture énergétique des consommateurs. 
Ces résultats-ci sont également affectés par la recherche inhérente de coopération introduite 
dans l'architecture du système de gestion de l'énergie, qui conduit à des résultats sous-
optimaux du point de vue individuel, mais ont pu améliorer la coordination entre les appareils, 
en déplaçant la majeure partie de la consommation vers l'extérieur des périodes de pointe. 
Également, pour les cas avec des capacités de stockage, le processus de recharge a été déplacé 
encore plus loin pour permettre aux charges réactives d'avoir la fenêtre de temps nécessaire 
pour satisfaire aux exigences de consigne. Ce résultat de la coopération est atteint même si la 
relation entre les agents est faiblement couplée et la procédure de co-évolution n'agit qu'à 
chaque pas de temps, en tenant compte des trajectoires prédites définies par les autres agents. 
D'autres travaux, par exemple ceux qui ont des approches théoriques du jeu, nécessitent 
généralement une interaction et une négociation beaucoup plus rapides entre les joueurs ou, 
dans ce cas, les agents. 
Comme indiqué précédemment, les résultats présentés tout au long de ce travail n'étaient 
pas destinés à être optimaux, une recherche plus intensive serait nécessaire pour obtenir 
de tels résultats, malgré le fait que l'algorithme NSGA-II soit suffisamment efficace pour 
trouver des solutions optimales de Pareto pour les conditions données. Néanmoins, l'espace de 
recherche est affecté à chaque itération par le comportement des autres agents, et en raison des 
nombreuses incertitudes, l'environnement pourrait facilement dévier du comportement attendu. 
Ensuite, étant donné ce fait, l'importance d'un horizon en recul ou d'une stratégie CPM gagne 
un intérêt particulier, et pour une telle stratégie, les algorithmes en ligne ou rapides sont mieux 
adaptés. 
Une autre remarque importante extraite des résultats de ce travail est que pour sortir le pic 
d'une période spécifique, il est possible de créer le même pic à d'autres périodes de la journée, 
c'est l'effet rebond. Cependant, combiné avec des capacités de stockage proportionnées par 
les SEST, il a été possible de redistribuer davantage la consommation et d'aplatir efficacement 
le profil de puissance obtenu. Néanmoins, dans [34], une autre préoccupation a été exprimée, 
où en raison d'une pénétration plus élevée des SEST, un autre pic important est apparu lié aux 
besoins en énergie de rebond et des schémas de contrôle basés sur des règles naïves de ces 
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systèmes. Mais, cet effet pourrait être surmonté en mettant en œuvre des stratégies prédictives 
intelligentes qui ne rechargent pas les systèmes de stockage en se basant uniquement sur les 
tarifs de l'électricité, mais aussi en optimisant la demande d'énergie en fonction des prévisions 
météorologiques et de la charge estimée, comme c'est le cas des SGDR ici étudiés. 
Compte tenu du fait que la méthode présentée ici est discrète dans le temps et la représen-
tation génétique des trajectoires de puissance est continue, si ces trajectoires étaient également 
discrétisées, des représentations génétiques plus simplistes pourraient être mises en œuvre, ce 
qui accélérerait potentiellement le temps de calcul, mais réduirait la liberté de l'algorithme de 
choisir des valeurs optimales. Cependant, comme une analyse de la charge de calcul dépassait 
le cadre de ce travail, cette analyse est laissée aux perspectives des travaux futurs. 
De plus, une analyse plus approfondie des effets des autres techniques GLD et des scénarios 
de réseau intelligent doivent être évalués, afin de vérifier comment la tarification en temps 
réel (TTR), la négociation en ligne avec le OSD local ou différentes stratégies plus récentes 
pourraient être incorporées au SGDR proposé, pour prouver ses effets sur le profil de puissance 
local et sur la demande agrégée vue par le système de distribution. De cette façon, une 
architecture plus générale pourrait être étudiée et proposée pour n'importe quel scénario de 
référence. 
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