We study the sum ζ H (s) = j E −s j over the eigenvalues E j of the Schrˇdinger equation in a spherical domain with Dirichlet walls, threaded by a line of magnetic flux. Rather than using Green's function techniques, we tackle the mathematically nontrivial problem of finding exact sum rules for the zeros of Bessel functions J ν , which are extremely helpful when seeking numerical approximations to ground state energies.
Introduction
There is a large class of physically interesting problems where the Hamiltonian is closely related to the operator of Bessel's equation, this includes, e.g. : (i) classical equations for vibrating strings and drumheads, heat conduction in cylinders, normal modes in resonant cavities, Fraunhofer difraction through circular apertures, etc.; (ii) quantum particles which move freely within cylindrically or spherically symmetric domains, on whose boundaries the wave function vanishes (they play the role of reflecting or bouncing walls). The two-dimensional case has been made further complicated in two different ways: by altering the shape of the boundary -quantum billiards [1, 2] -and by introducing magnetic potentials such that the domain is threaded by a line of magnetic flux -Aharonov-Bohm quantum billiards [2] . This paper deals with the extension of the last situation to spherical domains of arbitrary radius, a, diametrically threaded by a flux line. For such a system, the time-independent Schrˇdinger equation takes the form 1 2µ
[−ih∇ − qA(r)] 2 Ψ(r) = EΨ(r),
where µ is the mass of the particle, q its charge and A(r) is some suitable vector potential, which produces a straight line of flux along the z-axis. To this end we choose
where Φ is the value of the flux and e ϕ denotes the unitary tangent vector for increasing ϕ (the usual spherical coordinates, r, θ and ϕ, are employed). This corresponds to selecting a gauge in which the lines of the vector potential become concentric circles.
After noticing that ∇ · A = 0, as should be expected, (1) reduces to
where
. Applying the usual variable separation method, we set Ψ(r, θ, ϕ) = R(r)Y(θ, ϕ) and arrive at
with C a separation constant. Writting C = β(β + 1), (4) becomes the spherical Bessel equation of parameter β, not necessarily integer. Thus, the solution regular at r = 0 is
where j β denotes the spherical Bessel function. As a result of the boundary condition imposed on the surface r = a, ka must be a zero of J β+1/2 . The energy is therefore discretized in the way
j β+1/2,n being the nth positive zero of J β+1/2 .
Taking Y(θ, ϕ) = Θ(θ)φ(ϕ) with the function φ(ϕ) of the form e imϕ , m ∈ Z, and doing the change of variables x = cos θ, eq. (5) yields
and writting Θ(θ(x)) = (1 − x 2 ) |m−α|/2 u(x), the function u(x) satisfies the following
Since x = 0 is a regular point, we make the assay u(x) = ∞ k=0 a k x k , which leads to the recurrence
Good behaviour at x = ±1 can only be achieved by truncating the series into a polynomial. This takes place if there is some p ∈ N such that C = (|m−α|+p)(|m−α|+p+1).
This recurrence would be the same as the one for Legendre's associated functions P m l , were it not for the presence of a (generally) noninteger α. Therefore, we adopt the
where β ≡ |m − α| + p is also non-integer, as a rule. The general form of the wave function is a superposition of the sort
The angular eigenfunctions ∼ P . This was to be expected, as radial symmetry has been broken by A(r). The energy spectrum has now turned into
The ground state energy is therefore E 0,1 =h energy. This is also true, in particular, for the ground state.
Let us recall that the zeta function of a Hermitean operator A with infinitely many discrete eigenvalues λ i is defined as
An alternative to the computer evaluation of these Bessel function zeros is their approximation by means of sum rules. When A has a discrete spectrum λ 1 < λ 2 < λ 3 < . . ., several ways to find estimates of low-lying eigenvalues -quoted in [4] -are in order. The most adequate here is Euler's method (originally applied to the zeros of J 0 ), which is based on the inequalities
In fact, lim
= λ 1 and, prior to taking the limit, (15) always holds.
In our case, we will take A to be the operator of the spherical Bessel equation (4) with C ≡ (|m − α| + p)(|m − α| + p + 1). Thus, for each possible l, the zeta function ζ A (s) to be considered is of the type ζ A (s) ∼ ζ ν (2s), with
where j νn is the nth nonvanishing zero of J ν . The condition Re s > 1 stems from considering the asymptotic form of the j νn 's, which is roughly ν − + πn, and from comparing with the Hurwitz zeta function. At any rate, the existence of poles at some values of s ought to be checked by operator heat-kernel expansion methods.
Recursive Rules for Zeta Functions associated to
Bessel Operators
Quadratic Recursion
When written in the form of an infinite product involving its nonvanishing zeros, the νth Bessel function of the first species reads
Differentiating the log of this expression with respect to z, and using the identity
we arrive at
and, since j ν1 < j ν2 < ..., taking |z| < j ν1 we are able to put 1
Then, interchanging the summations and looking at (16) we come to
This formula will constitute our starting point and is a well known result (see e.g.
[3], pg. 61). Now one can, of course, find the values of the zeta functions through
. Rather than doing this, we take the derivative of (20) with respect to z, and making use of (18) and of
we obtain
Replacing
with the r.h.s. of (20), we get a sum of series which can be recast into the form
Since it must be satisfied for any z with |z| < j ν1 , the identity must hold separately for every power of this variable. In particular, for n = 1 we are led to
while, for n ≥ 2, the 'quadratic' recursive relation
follows. In Appendix A we present an alternative derivation of this formula by direct integration over a convenient contour in the complex plane.
This equation, together with the previous, provides the value of ζ ν (2n) at any even integer argument. The first results thus obtained are:
ζ ν (10) = 7ν + 19
. . .
These expressions are quoted in [4] as due to Rayleigh. Now, with the help of (24), their derivation has been straightforward.
An immediate consequence of (24) is the nontrivial equality
The procedure here described finds application to other functions that can be expressed as infinite products. For instance, we take sin z = z
Its logarithmic derivative gives (assuming |z| < π) a known expansion for ctg z:
where ζ is the Riemann zeta function itself. Differentiating with respect to z, the l.h.s.
will be − csc 2 z = −(1 + ctg 2 z). Replacing ctg z with the series (30), and the r.h.s.
with its derivative, we obtain an identity which must be fulfilled for every power of z.
This provides a method for the recurrent evaluation of ζ(2n) from just the knowledge of ζ(2). Bearing in mind the relation between zeta function and Bernoulli numbers,
, the previous equations read
(32) They supply a different way of finding all the nonvanishing Bernoulli numbers (B 1 aside) from the value of B 2 . Eq. (31) yields also
Actually, all these results can as well be obtained from those for ζ ν by taking ν = 
Linear Recursion
The above recurrence has turned out to be a powerful tool for successively obtaining the zeta functions of even argument. But, having succeeded in finding a 'second order' law -as the r.h.s involves products of zeta functions at lower arguments-we would also like to have a linear rule available. The example of Euler's method (shown, e.g. , in [4] , pg. 500) takes advantage of a linear recurrence among the ζ 0 (2n)'s. Now, our aim is to find the general form of such type of relation, thus extending the procedure to any ν.
We start, once more, by taking (20), this time written as
Next, replacing the J ν 's with their power series expansions
(in general, these factorials are to be understood as gamma functions (k + ν)! ≡ Γ(k + ν + 1)), we obtain a relationship between series which, after some index rearrangements,
Validity for any z calls for the vanishing of every coefficient. Therefore
which amounts to
This is the linear relation we were looking for.
The first resulting identities are: 
This can be regarded as a system of linear equations in ζ ν (2), ζ ν (4), . . . , ζ ν (10), which can be solved by repeated substitution from the first. It can be checked that its solution is (23), (25), (26), (27), (28). The following remark is in order: although a linear recursion looks in principle simpler than one involving products, in practice it is much easier to work with (24) than with (38).
Numerical evaluation of the ground state energies
Euler's method, combined with (23),(24), turns out to be a very efficient procedure for the computation of j ν,1 , associated to the ground state (here ν = |m − α| + p + 1/2).
The lower and upper bounds in (15) are now [ζ ν (2k)] −1/(2k) and ζ ν (2k)/ζ ν (2k + 2), respectively, where the square root comes from the factor 2 in the argument when going from ζ ν to ζ A . We calculate them for increasing k's until convergence of both the lower and the upper successions becomes apparent. At every step, a new ζ ν (2k) is found by means of a recursive function -implementing (23) and (24)-which is part of a simple C program. Table 1 Table 1 has changed, alhough the execution time is now shorter. However, away from this range the numerical errors produced by both algorithms may differ.
Actually, for ν close to 100, we have observed differences of the orders of 10 −6 and even 10 −5 within the first ten steps. 
Conclusions
We have focused in this paper on the derivation of exact and explicit formulas for the zeta function corresponding to the zeros of the Bessel function, ζ ν (2k) (for arbitrary ν), and in their systematic use for obtaining estimates of ground states of related Hamiltonian operators. The accuracy of the procedure here developed has proven to be excellent.
Yet, the main advantage of the method has not been exploited fully. By this we mean the possibility of finding such approximations even in cases where the spectrum does not emerge from standard special functions, but ζ A can nevertheless be calculated, at least for some special values [5] .
Another subject to be explored is the deformation of the spherical domain. The corresponding case in two dimensions was tackled by means of conformal mappings between the unit disc and other noncircular domains [2] . In three dimensions the difficulty would surely increase because such powerful complex transformations are lacking. We think that these subjects are worth studying in further detail.
In particular, here, by dealing with a problem of known spectrum, we have been able to relate the physical information concerning the energy levels with some remarkable numerical properties involving Bernoulli numbers and ordinary Riemann zeta functions. 
can be written as the integral
where C is the sector-like contour of the complex plane domain | arg(t)| ≤ θ, with 0 < θ ≤ π/2, and |t| ≥ ǫ, with 0 < ǫ < λ 1 and Re t > 1. Recalling that, for | arg(w)| < π − δ (δ > 0) and |w| → ∞,
where P ν and Q ν are series of negative powers in w (we assume that ν > −1/2), and particularizing it for the case w = ρ e ±iπ/2 (ρ > 0), after substitution in expression (45), we obtain
+ 2 iǫ
where we have taken here θ = π/2 and C ± (ǫ) are the two halves of the small circular part of the contour, of radius ǫ. The two integrals in (48) are analytical functions of z, while the last term is an explicitly meromorphic function. We thus see that ζ ν has simple pole at z = 1 with residue 1/π.
Let us now consider the restriction of ζ ν to the strip −1 < Re z < 0. The limit ǫ → 0 yields the fundamental expression 
