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 Ferromagnetic (FM) nanostructures have attracted intense research interest 
over the recent years, due to their potential in practical applications such as magnetic 
random access memories (MRAM), magnetic sensors and logic devices. In this thesis, 
a systematic investigation of magnetooptical and magnetotransport properties of 
lithographically defined FM nanostructures is presented.  
Firstly, a systematic control of vortex chiralities in specifically arranged FM 
nanodots is achieved by varying the in-plane magnetic field and lattice configurations. 
This can be attributed to the induced configurational anisotropy in the dot geometries 
which favour specific vortex chirality combinations as a function of applied field. 
Further, the effect of the dot thickness on the inter-dot spacing for fixed dot diameter 
was also studied. 
 Secondly, a resistor network model has been developed to characterize the 
magnetoresistance (MR) behaviour of individual ring structures using both two-point 
and four-point probe configuration. It has been shown that when the contact probes are 
patterned directly on the ring structure, the complex parallel configurations of various 
segments of the ring can be simplified into a series of serial resistors comprising both 
constant and field dependent variable components. Experimental validation of the 
model was achieved by investigating the magnetization reversal process in individual 
rectangular and elliptical ring structures using magnetotransport technique. A good 
agreement between theoretical and experimental results was obtained.  
 Thirdly, this thesis addresses various issues of fabricating contact probes 
directly on the ring, such as strong dependence of MR on contact geometry and short-
circuiting effect. Therefore, a universal non-local technique for probing the MR 
Summary 
 ix 
response of individual ring elements is developed which allows the contact leads to be 
placed away from the ring. By combining a single ring element with nano-wires, the 
magnetic states of the entire ring can be characterized. This is achieved by 
synchronously measuring the contributions of the nano-wire and the ring-wire hybrid 
structure so that the response from the nano-wires can be simultaneously separated. 
This technique is shown to be highly sensitive to the ring shape and width.  
 Fourthly, this probing technique was used to investigate the effect of 
magnetostatic coupling on the the stability and reproducibility of the vortex state when 
two elliptical magnetic elements are placed in close proximity to the vertices of the 
elliptical ring. Significant modifications in the vortex state stability of the elliptical 
ring has been observed due to the magnetostatic interactions between the ring and the 
magnetic elements. This stability has been further controlled by engineering the 
orientation and position of the individual magnetic elements relative to the existing 
ring structure. 
 Lastly, a detailed investigation of MR behaviour in FM and exchange biased 
triangular rings is presented. A systematic study of the magnetization reversal process 
in unbiased triangular ring shows a strong dependence of vortex formation on the 
direction of the applied field. However, with the introduction of an antiferromagnetic 
(AFM) layer, the domain walls get effectively pinned at the corners of the ring, thereby 
favouring a vortex state. 
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Magnetic nanostructures have attracted intense research interest in recent years. 
From a fundamental point of view, magnetic nanostructures, by virtue of their 
extremely small size, posses both static and dynamic properties which are 
quantitatively and qualitatively very different from their parent bulk material. This can 
be attributed to the wide gamut of novel properties which emerge as the lateral size 
becomes comparable to or smaller than certain characteristic length scales, such as 
spin diffusion length, carrier mean free path, magnetic domain wall width, 
superconducting coherence length, etc. Subsequently, extensive studies on  topics such 
as interlayer coupling [1], giant magnetoresistance (GMR) effect [2,3], colossal MR 
[4,5], tunneling MR [6], exchange bias [7,8], half-metallic ferromagnets [9], spin-
injection and current-induced switching have led to the successful implementation of 
electron spin for information processing, or ‘spintronics’ [10]. In addition, the effect of 
magnetostatic interactions in magnetic nanostructures when they are organised in well 
defined arrays becomes crucial since mesoscopic effects produced by lateral 
confinement and proximity to neighbouring elements can be precisely controlled and 
modified by the respective geometrical configuration [11,12]. Technologically, device 
miniaturization has led to explosive growth in the data storage industry in the form of 
substantial enhancement in magnetic recording densities [13-15]. As the recording 
media rapidly approaches the superparamagnetic limit, patterned magnetic media 
consisting of arrays of single domain nanomagnets have been proposed as an 
alternative candidate for achieving areal densities up to 1 Tb in-2 [16-18].  
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The spin dependent transport properties of nanomagnets are also attracting much 
attention due to the prospect of using spin angular momentum of electrons to operate 
future magnetoelectronic devices. Magnetic random access memory (MRAM) is one 
such device that exploits the ‘spin’ of electrons for storing information [19-21]. The 
data stored in a MRAM cell is maintained by a magnetic field rather than electrical 
charge as compared to dynamic RAM (DRAM). MRAM also offers several 
advantages such as, high speed, high density and non-volatility over conventional 
memory designs [22]. It does not need power to maintain data, which makes it a more 
reliable memory solution, and a must for certain applications. In terms of speed, 
because the switching of a magnetic field is faster than moving the electrons to switch 
the capacitor, and because there is no ‘settling time’ for the transistors, MRAM can be 
considerably faster than DRAM [22]. 
Another emerging application of magnetic nanostructures is in the area of 
magnetic quantum-dot cellular automata (MQCA) [23-25]. This application essentially 
comprises of networks of physically coupled, nanometer-scale magnets for digital 
computation. The basic MQCA logic gate, which is, the three-input majority logic gate, 
was recently demonstrated using elliptical nanomagnets [23]. MQCA promises to offer 
low power dissipation and high integration density of functional elements along with 
the advantage of its operation at room temperature. 
 
1.2 Motivation  
One of the major challenges for technological applications utilizing magnetic 
nanostructures is the precise control of the magnetic switching processes. This is 
directly linked to the understanding of the reversal mechanism with variation in 
geometrical parameters such as shape and size. To control the magnetic switching 
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accurately, one needs to have a well defined and reproducible remenant state. Different 
geometries of magnetic nanostructures have been studied for this purpose; from simple 
circular disks [26,27], to more advanced needle-shaped elements [28]. The magnetic 
configuration in these elements, however, is defined by the shape of the edges and is 
extremely sensitive to shape fluctuations and edge roughness. One possible technique 
to overcome these complications due to edge roughness is to use a vortex state in 
which the magnetic flux is closed in the element, and edge roughness and edge 
domains play only a minor role. This flux closure vortex state can be observed in 
circular disks or donut shaped ring structures. Unfortunately, the vortex is only stable 
in discs for diameters above 100 nm [26], depending on the thickness and material 
employed, which thereby limits the achievable density. To circumvent this problem, a 
stable vortex state can be obtained by complete removal of the energetically 
unfavourable vortex core and utilizing the geometry of ring elements [29]. 
For the successful implementation of such magnetic nanostructures in practical 
applications, there is a need for advancement in nanofabrication [11] and nano-
characterization tools for the exploration of their magnetic properties. Aided with the 
increase in the processing power of computers, the micromagnetics of nanostructures 
will then become solvable, thus allowing direct comparison with the experimental 
observation.  
Various methods for synthesizing nanomagnets have been developed in the last 
few years, such as electron beam lithography [30,31], focussed ion beam etching [32], 
X-ray lithography [33,34], nano-imprint lithography [35,36], and deep-UV lithography 
[11]. Amongst them, electron beam lithography together with deposition and lift off 
procedure is widely used for fabrication of magnetic structures. Since it is a serial 
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process of patterning, it forms an excellent tool for fabricating individual 
nanostructures.  
The study of nanomagnets resides in the ability to characterize the nanostructures 
and extract quantitative information about the magnetic properties and the reversal 
processes. Therefore, progression in nano-characterization tools is an equally 
important research subject. A variety of techniques have been employed to distinguish 
the various stable magnetic states in nanostructures, such as Lorentz microscopy [37], 
magnetic force microscopy (MFM) [38], magneto-optical kerr effect (MOKE) [39], 
photoelectron emission spectroscopy [40], and magnetotransport technique [41-43]. 
MOKE magnetometry is an effective and commonly used characterization tool for 
obtaining hysteresis loops by focussing the laser spot to less than 3 μm. MFM is also 
an excellent imaging technique to distinctly map the position of domain walls in a 
structure. This technique is however limited by the fact that it is difficult to interpret 
the domain formations in multilayer structures to comprehend their reversal process. 
Moreover, the effect of magnetic interactions between the tip and the sample are 
difficult to separate from the obtained images. Magnetotransport measurement is 
another highly efficient technique to electrically sense the magnetization states 
occurring during the reversal process. It has been widely used to probe the MR 
responses of various magnetic structures. It is extremely sensitive to the changes in 
resistivity of the magnetic layer with varying magnetic field and thus forms the basis 
for AMR and GMR responses.  
 
1.3  Focus of thesis  
In this thesis, a comprehensive study of the magnetization states in ferromagnetic 
(FM) nanostructures using magnetooptical and magnetotransport measurement 
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techniques will be presented. The research work presented in this thesis is divided into 
two parts. The first part of the thesis deals with the fabrication and characterization of 
the magnetization reversal process in FM nanodots when they are arranged in specific 
lattice geometries. The effect of configurational anisotropy has been correlated to the 
vortex chirality in each configuration. The second part of the thesis is devoted to the 
study of reversal mechanism in individual ring elements as they have better vortex 
state stability due to the absence of highly energetic vortex core. 
The main objectives of this thesis are: 
(a) A systematic control of vortex chirality in specifically arranged FM nanodots 
using in-plane magnetic field and lattice configurations. 
(b) A comprehensive study of the magnetization reversal process in individual ring 
elements as a function of various geometrical parameters using resistor network 
model. 
(c) Development of a novel characterization technique for probing the magnetic 
states in entire ring element, independent of contact probe configurations. 
(d) Investigating the effect of magnetostatic interactions on the vortex state stability 
of a single ring element when it is coupled to laterally placed external magnetic 
elements. 
(e) Investigating exchange bias in multilayer rings as a function of temperature and 
field cooling direction. 
 
1.4  Organization of thesis  
Chapter 1 discusses the background and motivation for the work presented in this 
thesis. Chapter 2 gives a brief introduction on various theoretical concepts in 
magnetization reversal process involving FM nano-dot structures and also emphasizes 
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the importance of ring shaped elements. Spin dependent transport phenomena, and 
interlayer coupling mechanisms are also discussed to provide a theoretical framework 
for the experimental work presented subsequently. In addition, a review on exchange 
biased nanostructures is also provided. Chapter 3 presents the various fabrication and 
characterization techniques utilized for the experimental work presented in this thesis. 
The effect of magnetostatic interactions in coupled FM nano-dots when arranged in 
specific lattice geometries is explored in chapter 4 using both numerical and 
experimental techniques. In chapter 5, a resistor network model is developed to 
facilitate the analysis of MR responses using two point and four point probe geometry 
in a ring element when the contact probes are fabricated directly on the ring element. 
Chapter 6 demonstrates the development of a novel magnetotransport characterization 
technique for probing the reversal mechanism in a ring element independent of the 
contact geometry. Utilization of this technique to study the magnetization reversal 
process in magnetostatically coupled elliptical ring when placed in close proximity to 
magnetic elements is presented in chapter 7. Chapter 8 investigates in detail the role of 
domain wall pinning in both FM and exchange biased triangular ring as a function of 
field cooling direction. Finally, chapter 9 summarizes the main experimental results 
presented in the thesis. 
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Theoretical Background  
 
2.1 Introduction 
 This chapter introduces some basic theoretical concepts and reviews previous 
work pertaining to the main research topics presented in this thesis. § 2.2 discuss the 
magnetization reversal process in a ferromagnetic isolated dot using ‘rigid’ vortex 
model. § 2.3 emphasize on the importance of ferromagnetic (FM) ring structures in the 
field of spintronics. The various magnetization states occurring during the reversal 
process in a ring element is also presented. Spin dependent transport phenomenon, 
with emphasis on anisotropic magnetoresistance (AMR) and giant magnetoresistance 
(GMR) effects, are discussed in § 2.4. This is followed by § 2.5 which describes the 
various coupling mechanisms for a typical magnetic multilayer structure. Finally, § 2.6 
describes the basic phenomena of exchange bias effect with special emphasis on 
lithographically defined exchange biased nanostructures.  
 
2.2 Magnetization reversal in ferromagnetic dots 
 Submicron FM dots have attracted lot of interest due to their potential in 
magnetic memories as storage cells, logic devices, as well as a model for studying the 
magnetization reversal processes. Magnetization reversal in dot arrays is initiated in 
accordance with the balance of magnetostatic, exchange and magnetic anisotropy 
energies, when inter-dot coupling is negligible. Conversely, the magnetostatic coupling 
is important in determining the magnetic state of the system when the inter-dot 
distances are less than the lateral dot sizes. The effect of magnetostatic coupling in 
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various configurations of the FM nanodots will be discussed in chapter 4. Before that, 
it is imperative to gain fundamental understanding of the reversal mechanism in a 
single FM nanodot in terms of various energies acting on it. This section precisely 
describes the detailed magnetization reversal process in a FM nanodot using models 
proposed by researchers.  
 
 2.2.1 Vortex state in submicron dots 
The magnetization vortex is defined by a circulation of spin moments around 
an axis, referred to as the vortex core.  Approaching the vortex core radially, the spin 
moments rotate from in-plane direction to thickness direction due to the increasing 
exchange interactions.  This spin distribution is sketched in Fig. 2.1.  
 
Fig. 2.1 Schematic diagram of a magnetization vortex in a dot with thickness t and 
radius R.  c is the relative radius of the vortex core. 
The discovery of magnetic vortices in submicron dot [1,2] is important because 
it shows a possible multi-domain state that is free of domain wall. In addition, a novel 
magnetization reversal mode is identified as the nucleation and annihilation of 
magnetization vortex in dots for applied magnetic fields.  The transition from uniform 
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magnetization to a vortex state as the applied field is decreased is known as the 
nucleation and the transition from magnetization vortex to uniform magnetization as 
the field is increased is referred to as the annihilation.  The formation of magnetization 
vortex is the result of a competition between Zeeman, magnetocrystalline anisotropy, 
magnetostatic, and exchange energies. Compared with other magnetic states, the 
vortex state drastically reduces the demagnetization energy by minimizing magnetic 
charges on dot surfaces.  This comes at the expense of increased exchange 
contributions. In the phase diagram for geometric dimensions of dots, the vortex state 
occupies a range of diameter (d) and thickness (t).  Flat dots with small diameters are 
single domain along the radius of the dot, or in-plane single domain, while thin-long 
dots are single domain along the thickness, or perpendicularly single domain.  The dots 
with intermediate thicknesses and diameters generally result in a vortex state. The 
transition between in-plane single domain, vortex, and perpendicular single domain in 
electrodeposited nickel arrays has been investigated by Ross et al [3].  Among these 
magnetic states are normal and twisted ‘onion’ states, in-plane and out-of-plane vortex 
states, ‘c’ state and ‘s’ state.  The metastable “c” and “s” states are also reported by 
Guslienko et al [4] as the transitive states between single-domain state and vortex state.  
The ‘c’ and ‘s’ states are shown schematically for dot particles in Fig. 2.2. 
 
Fig. 2.2 Schematic diagrams of (a) ‘c’-state and (b) ‘s’-state configurations. 
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2.2.2 Topological mapping of vortex magnetization 
The topological mapping of magnetization is of great assistance to magnetism 
research because it provides vivid pictures of magnetic behaviours and analytical 
solutions of magnetic parameters like energies.  Theoretical models of magnetization 
vortex have been established in recent years, based on the development of topological 
mapping.  The topology of the simplest magnetization vortex, where the vortex axis 
overlaps the symmetrical axis of the dot, has been studied by Aharony [5], Usov and 
Peschany [6].  The unit magnetization vector m is hypothesized as a function of c in 
the cylindrical coordinate system (z, c, ). 
20,   ( ),   1 ( )
c c z c
m m g m g                     (2.1) 
In the centred magnetization vortex, the topology is determined by the competition 
between the exchange energy and the perpendicular magnetostatic energy.  Once the 
boundary conditions and lowest energy principle are considered, the function g(c) is 
attained. 
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                   (2.3) 
where lex is the exchange length, R is the radius of the dot,  = 4.12  10-2 is a constant 
and r = R/t is the aspect ratio.  When the core radius is enlarged, the magnetization 
order will be improved along the vortex axis and the magnetic charges on top and 
bottom faces of the dot will be increased.  In turn, the exchange energy will decrease 
while the magnetostatic energy will increase.  Thus, the size of core radius is a result 
Chapter II Theoretical Background  
 14
of equilibrium between exchange and magnetostatic energies.  This topological 
mapping successfully illustrates the magnetization vortex at remanence. 
When an in-plane field is applied, however, the magnetization vortex will 
traverse the dot.  In such case Usov and Peschany’s topology is not tenable any more.  
The description of the magnetization distribution in such a case is a challenging work 
because once the vortex is displaced the topology loses the cylindrical symmetry and 
becomes two-dimensional instead of one-dimensional. The two-dimensional 
topological solitons in dots have been reported by Metlov in [7], where the unit 
magnetization vector m is described in a complex plane. 
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The problem is therefore simplified to the task of finding a suitable function f().  In a 
conformal transformation model, for example, the solution of f() is [7] 









                 (2.5) 
where  = x + iy is the relative displacement of the vortex core; while in another 
model [8], where no side magnetic charges are present, Eq. (2.5) is modified as 
 21 1( ) 2f ic  
      
                (2.6) 
In the next section, a brief introduction to the ‘rigid’ vortex model [4] is 
provided, which will be used to explain the experimental results in chapter 4. 
 
2.2.3 The ‘rigid’ vortex model 
In order to complete a more quantitative picture of the vortex state, Guslienko 
et al [4] proposed a ‘rigid’ vortex model, where the magnetization reversal in a soft 
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ferromagnetic dot is interpreted as the shift of an unalterable magnetization vortex.    
This model actually illustrates a displaced magnetization vortex with no volume 
magnetic charges but the surface charges, which has been observed using MFM in 
some reports [9,10].  The magnetostatic energy is thus determined by the contributions 
of two terms. The first is the result of the stray fields from the vortex core.  The second 
is the product of the stray fields from the charges near the edges of the dot.  When no 
external field is applied, the vortex core is centred and the effects of the edge charges 
are minimized.  When a magnetic field is applied, however, the shifted vortex core 
results in edge charges. The topological mapping of this model is given by 
( ) ( )if
c
                   (2.7) 
Since there is no in-plane shape anisotropy for circular dot, it is a general assumption 
that the field is applied along x-axis and the vortex shifts along the y-axis ( = ia).  In 
soft ferromagnetic dots, the important energetic contributions are exchange, Zeeman, 
and the magnetostatic effect caused by surface charges.  The corresponding energy 
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              (2.10) 
where A is the exchange constant, Ms is the saturation magnetization and (r) is the 
surface density of magnetic charges.  When the topological mapping is taken into 
account, analytical expressions of the energy can be obtained immediately.  According 
to Guslienko et al’s calculation, the energy density for small core displacement (|a|<<1) 
is expressed as 
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where f(x)=1-[1-exp(-x)]/x and J(x) is the Bessel’s function.  When vortex core shifts 
out of the dot (sin = 1/a<<1), the energy density is written as 
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Solving the above energy expression results in several useful expressions 
which describe the vortex’s propagation and annihilation accurately.  For example, by 
minimizing the total energy in Eq. (2.11) with respect to a, one can immediately obtain 
the equilibrium displacement of the vortex core as a function of applied field. 
2 2





M F r A R
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           (2.14) 
The annihilation field can thus be approximated by using the condition that the vortex 
core is displaced to the edge of the dot (a = 1-c).  The nucleation field can also be 
derived from the energy expressions.  Vortex nucleation occurs when the energy of 
uniform magnetization is no longer at local minimum.  Therefore, the nucleation field 
was obtained by considering the first and second derivatives of the total energy in Eq. 
(2.13) with respect to .  In addition, Guslienko et al also provide a numerical 
expression for Heq, the magnetic field for which the vortex state has the same energy as 
the uniformly magnetized state. 
The ‘rigid’ vortex model successfully explained the vortex behaviours in single 
soft ferromagnetic dots.  However, the situation for dot arrays is more complicated due 
to the presence of inter-dot interaction.  This inter-dot interaction is usually divided to 
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short-range term and long-range term.  The short-range term is attributed to the 
exchange interactions between the close edges of two neighbouring dots.  Hence the 
short-range interaction is strictly confined by the exchange length. When the inter-dot 
spacing exceeds this intrinsic scale, the short-range interactions can be ignored.  The 
long-range term is attributed to the magnetostatic interaction caused by stray fields 
from the magnetic charges in dots.  This interaction is introduced to the ‘rigid’ vortex 
model by considering a two-dimensional reciprocal space, where the location of the 
dots is specified with reciprocal lattice vector k = (kx, ky) [11].  The exchange and 
Zeeman energies are single dot quantities and thus remain their expressions.  The 
magnetostatic energy is influenced by the inter-dot interaction which will be 
subsequently discussed in chapter 4. 
 
2.3 Magnetization reversal in Ferromagnetic Rings  
 As described in the previous section, small magnetic elements have attracted 
considerable attention, in large measure due to their potential for applications in 
nanotechnology. Different geometries have been studied for this purpose, from simple 
circular discs [12,13] to more advanced needle shaped elements [14]. In such 
topological simple elements, the aim is to obtain a sing-domain state and switching by 
coherent rotation [15]. However, due to the demagnetizing field induced by dipole 
interactions, the magnetization direction will always change close to the borders to 
form edge domains [13,16]. One possible way to overcome these complications in 
circular elements is to use a vortex state in which the magnetic flux is closed in the 
element and where edge roughness and edge domains play a minor role. One such 
geometry that can sustain highly stable magnetization states is that of a ring shape. 
Apart from the improved stability, the vortex state in ring structures is completely free 
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from stray fields. This section will therefore, briefly describe the stable magnetization 
states occurring in a ring structure along with a review of various works published on 
the characterization of ring elements.   
 
2.3.1 Magnetization states  
The first step in investigating ring geometry is to consider what stable magnetic 
states are permitted by it. In this case, the magnetization will predominantly follow the 
circumference to minimize the stray field, leading in the simplest situation to a 
complete flux closure vortex state (with clockwise or anticlockwise circulation of the 
magnetization). This state is schematically sketched in Fig. 2.3(a). In contrast to the 
disc geometry where the vortex state is unfavourable in small elements due to the high 
exchange energy of the vortex core, in rings the vortex core is removed giving a very 
stable vortex state. At saturation, the rings are forced into a single-domain state, and as 
the field is reduced the magnetization follows the circumference of the ring and forms 
the so called ‘onion’ state, as shown in Fig. 2.3(b). It is characterized by two head-to-
head domain walls [17].  
 
Fig. 2.3 A schematic presentation of (a) a vortex state and (b) an onion state. 
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 To theoretically predict which states are stable, one has to consider the energy 
contributions from the exchange, anisotropy, and stray fields [18]. Local minima in the 
total energy correspond to accessible stable (or metastable) states of the system.  
Qualitatively, the stray field energy term always favours a vortex state with a closed 
flux, while the exchange interaction favours a single-domain state. As the stray field 
energy is dependent on the square of the thickness, while the exchange energy 
increases linearly with the thickness, one would expect for thick films the vortex state 
and for thin films the onion state to be favourable. If there is sufficiently large uniaxial 
anisotropy present, the onion state is favoured [18]. Apart from onion and vortex states, 
more complicated magnetic spin states have also been observed in ring structures, such 
as states consisting of two 3600 domain walls [19], and double vortex walls in very 
thick rings [20]. These magnetic states arise from the competition between the 
magnetostatic energy and exchange energy, and depend on geometrical parameters 
such as the film thickness, ring width and ring diameter. 
 For magnetoelectronic applications, it is important to be able to control reversal 
process of a ring with definite vortex chirality. In order to do so, the positions of the 
domain walls in an onion state need to be well defined. Various methods have been 
employed to achieve this pinning of domain walls in ferromagnetic rings. For instance, 
notches have been patterned in circular ring geometries to precisely pin the domain 
walls when the external magnetic field is reduced from saturation [21]. Another 
technique to induce preferential pinning of domain walls is by modifying the ring so as 
to alter the symmetry of the shape. One way to do this is to vary the width of the ring 
along its circumference [22]. The magnetization reversal process of this asymmetric 
ring can be controlled by suitably varying the width of the ring.   
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One of the commonly used geometries for asymmetric ring shape is also that of 
an ellipse. Elliptical ring geometry introduces shape anisotropy which forces the ring 
to undergo the reversal process which is strongly dependent on the direction of the 
external magnetic field. Various characterization techniques such as magnetooptical 
magnetometry, Lorentz microscopy, magnetic force microscopy, magnetotransport 
technique, etc. have been used to investigate the magnetization reversal process in 
elliptical rings [23-26].  
 Another geometry that has significantly gained interest due to specific pinning 
of domain walls is that of square/rectangular ring shape. The corner segments provide 
the preferential pining sites for domain walls such that the reversal takes place by the 
propagation of one domain wall from one corner segment to the other [27-30]. There 
are three types of magnetic states that can be distinguished in a rectangular ring: onion 
state, vortex state and horseshoe state. These are schematically illustrated in Fig. 2.4. 
 
Fig. 2.4 Schematic illustration of the magnetic states in rectangular ring, (a) onion 
state, (b) vortex state, and (c) horseshoe state. 
. The detailed investigation of the above discussed elliptical and rectangular ring 
geometries will be presented in chapter 5 and 6 using magnetotransport measurement 
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technique, which is a highly sensitive and efficient method to probe the magnetization 
states in a ring element. 
 
2.4 Spin Dependent Transport Phenomenon 
2.4.1 Anisotropic Magnetoresistance Effect 
 Primarily, resistance changes in FM metals can occur in the following 
situations: (1) changes in magnetization at a fixed temperature, (b) changes in 
magnetization caused by temperature variations, and (3) dependence on relative 
orientation of magnetization with respect to electrical current (also temperature 
dependent). The last condition, also known as anisotropic magnetoresistance (AMR) 
effect in FM metals, was discovered by William Thomson as early as 1857 [31]. The 
AMR effect is induced by spin orbit coupling and can be described by a simple model 
shown in Fig. 2.5.  
 
Fig. 2.5 Schematic illustration of the AMR effect in a ferromagnetic metal. 
When a constant current with density j is passed through a uniform 
ferromagnetic material, the electric field E should satisfy [32], 
             1 2 3M HE j j j M M M j M E E E            
                    (2.15) 
current  
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where M is the magnetization of the sample,   is the normal resistivity, M  is an 
intrinsic coefficient and H  is the Hall resistivity, and E1, E2, and E3 correspond to the 
electrical fields caused by normal conduction, anisotropic scattering and extraordinary 
Hall effect respectively. From Eq. (2.15), it is evident that the total resistance is 
dependent on the angle of current density with respect to the magnetization, which is 










( ) ( cos sin )E E j E E j
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        
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2( )cos        
                                                         2cos                                                   (2.16) 
Eq. (2.16) clearly shows that resistivity of the material is maximum when the 
magnetization and current are either parallel (θ = 0°) or antiparallel (θ = 180°), and 
minimum when they are perpendicular to each other (θ = 90°). 
 
2.4.2 Giant Magnetoresistance Effect 
 The GMR effect was discovered by Baibich et. al. [33], in 1988 for Fe/Cr 
superlattices grown by molecular beam epitaxy (MBE). Resistance changes up to 50 % 
were observed at 4.2 K when the relative orientation of the antiferromagnetically 
coupled metallic layers in this system changed from antiparallel to parallel by applying 
a magnetic field. This change in resistance is much larger than the expected values for 
“normal” MR caused by Lorentz forces, or for AMR effect caused by spin orbit 
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interactions. This effect was thus termed as Giant Magnetoresistance. Further research 
showed that GMR is not restricted to Fe/Cr, but also appears in several combinations 
of transition metal elements [34]. Moreover, the effect is not only observed in 
antiferromagnetically coupled layers, but also in systems where an antiparallel 
alignment is achieved by other means, such as exchange biasing of one of the FM 
layers to an antiferromagnet [35]. GMR effects have been also observed in the so 
called “spin valve” structure which consists of two uncoupled FM layers separated by 
a non magnetic metal such as Cu, Ag or Au [36]. 
 There are two principal geometries for the GMR effect; current-in-plane (CIP) 
and current-perpendicular-to-plane (CPP). It has been shown that the CPP geometry is 
easier to treat theoretically, but much more difficult to realize experimentally. The 
underlying physical mechanism is however identical for both CIP and CPP geometries. 
The origin of the GMR effect can be understood by considering a typical spin valve 
trilayer structure. The GMR effect relies on the experimentally established fact that 
electron spin is conserved over distances of up to several tens of nanometers, which is 
greater than the thickness of a typical multilayer. Hence, the current in the trilayer 
flows through two channels, one corresponding to electrons with spin ↑ and the other 
to electrons with spin ↓. Since the spin ↑ and spin ↓ channels are independent (spin is 
conserved), they can be regarded as two resistors in parallel and the GMR can be 
explained using a simple resistor model [37-39]. 
 The essential mechanism is that electrons with spin parallel and antiparallel to 
the magnetization of the ferromagnetic layers are scattered at different rates when they 
enter the ferromagnet. Electrons with spin antiparallel to the magnetization are 
scattered strongly while electrons with spin parallel to the magnetization direction are 
scattered weakly. For the parallel configuration shown in Fig. 2.6(a), electrons with 
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spin ↑ are weakly scattered both in the first and the second FM layers, whereas the ↓ 
spin electrons are strongly scattered in both the FM layers.  
 
Fig. 2.6 Schematic of resistor model for GMR effect in (a) parallel, and (b) 
antiparallel configurations. 
This is modelled by two small resistors in the spin ↑ channel and by two large 
resistors in the spin ↓ channel in the equivalent resistor network. Since the spin ↓ and 
spin ↑ channels are connected in parallel, the total resistance of the trilayer is 
determined by the low resistance of the spin ↑ channel which shorts the high-resistance 
spin ↓ channel. Hence, the total resistance of the trilayer in the parallel configuration is 
low. On the other hand, spin ↓ electrons in the antiparallel configuration are strongly 
scattered in the first FM layer but weakly scattered in the second FM layer. The spin ↑ 
electrons are weakly scattered in the first FM layer and strongly scattered in the 
second. This is modelled in Fig. 2.6(b) by one large and one small resistor in each spin 
channel. There is no shorting and the total resistance in the antiparallel configuration is 
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hence much higher than the parallel configuration. The corresponding resistivities in 
the parallel and antiparallel states are given by:                                                   
                                              2PR R R R R                                                   (2.17a) 
                                                   2APR R R                                                   (2.17b) 
 
2.5 Coupling Mechanism in Multilayer Films 
 Introducing a spacer layer in between two magnetic layers can give rise to 
dramatic oscillations in the magnetic coupling between them [40-42]. Typically, for 
two thin FM layers separated by a thin nonmagnetic spacer layer, the magnetization 
directions of the FM layers are coupled to each other through an exchange interaction. 
The sign of this coupling oscillates as the thickness of the spacer layer is varied. This 
coupling is closely related to the oscillatory coupling associated with the Ruderman-
Kittel-Kasuya-Yosida (RKKY) interactions between magnetic impurities in a 
nonmagnetic host [43-45]. The discovery of GMR effect and the potential for 
technological applications has stimulated further interest in this topic. This section 
describes the origin of various interlayer magnetic coupling mechanisms in multilayer 
films, which is essential for understanding the magnetization reversal mechanism in a 
multilayer structure with non-magnetic spacer layer. 
 
2.5.1 Interlayer Exchange Coupling 
The interlayer exchange coupling can be described in terms of the energy that 
depends on the magnetization directions of the two layers imˆ  as, 
                                           1 2ˆ ˆE JAm m                                                    (2.18) 
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where A is the area of the two films and J is the coupling constant. Within this form of 
interaction, positive values of J favour parallel alignment of the magnetizations (Fig. 
2.7) and negative values result in antiferromagnetic coupling favouring antiparallel 
alignment. This form of the coupling is called bilinear coupling and the strength of the 
exchange interaction is determined by the difference in energy between the quantum 
well with parallel magnetizations and that with antiparallel magnetizations.  
 
Fig. 2.7 Parallel coupling between two spins. 
For large spacer layer thicknesses D, the coupling constant is given by [46], 









                                     (2.19) 
where vF = ћkF/me is the fermi velocity, kF is the fermi wave vector, me is the electron 
mass, and R↑ and R↓ are the reflection amplitudes for a majority and minority electron 
to reflect from the interface. The exchange coupling oscillates in sign with a period 
π/kF, the oscillation decays with D−1, and the amplitude of the oscillation is determined 
by the spin dependence of the reflection amplitudes. 
 In almost all multilayers, there is also a contribution to the exchange coupling 
that favours perpendicular alignment of the magnetizations. In many multilayers, this 
contribution dominates, leading to actual perpendicular alignment of the 
magnetizations [47, 48]. This alignment can be explained by a coupling of the form, 
                                                  22 1 2ˆ ˆE J A m m                                                   (2.20) 
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This coupling is called biquadratic in contrast to the bilinear coupling discussed above, 
because it is quadratic in both the magnetization directions. The fact that all measured 
values of J2 are negative shows that a perpendicular orientation of the two 
magnetizations is favoured. Hence, biquadratic coupling does not have an intrinsic 
origin similar to the bilinear coupling, but rather an extrinsic origin as a consequence 
of fluctuations in layer magnetizations around their average directions [49]. 
 
2.5.2 Pin Hole Coupling 
 The simplest coupling that competes with the interlayer exchange coupling is 
the coupling due to the presence of pinholes. A pinhole, in this context, is a break in 
the spacer layer giving direct exchange coupling between the two FM layers. Since 
there is direct contact between the FM layers, pin hole coupling is ferromagnetic. Even 
when pin hole coupling does not dominate the bilinear coupling, it can result in 
biquadratic coupling if the bilinear coupling is antiferromagnetic [50]. This mechanism 
is closely related to the thickness fluctuation induced biquadratic coupling discussed 
above, but requires an appropriate distribution of pinholes. 
 
2.5.3 Néel Coupling 
 For multilayer structures, the surface of the thin films may not be completely 
flat. The roughness of the interfaces may result in a topography which has been 
described as an “orange peel”. This leads to the prediction of what is known as Néel or 
“orange peel” coupling [51-53]. If the interfaces of two neighbouring FM layers have 
correlated roughness, dipoles are set up at the homologous protrusions and bumps at 
the interfaces, shown schematically in Fig. 2.8. The magnetostatic interactions between 
the dipoles favour parallel alignment of the magnetizations of the two FM layers. The 
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coupling energy due to the “orange peel” effect, in the limit of rigid in-plane 
magnetization in the two layers is given by, 










                                    (2.21) 
where MS1 and MS2 are the saturation magnetizations of the two FM layers, A is the 
amplitude, λ is the wavelength of the topographically correlated interfaces, and tNM is 
the thickness of the nonmagnetic spacer layer. 
 
Fig. 2.8 Schematic of layer geometry giving rise to “orange peel” coupling. 
 
2.6 Exchange bias 
2.6.1 Basic phenomenon of exchange bias 
In 1956, Meiklejohn and Bean reported [54,55]: “A new type of magnetic 
anisotropy has been discovered which is best described as an exchange anisotropy. 
This anisotropy is the result of an interaction between an antiferromagnetic (AFM) 
material and a FM material”. Since then, the exchange bias (EB) has become an 
integral part of modern magnetism with implications for basic research and for 
numerous device applications.  
The EB effect was observed in a variety of systems containing FM/AFM 
interfaces, such as small particles [54,56,57], inhomogeneous materials [54,58], FM 
thin films on AFM single crystals [59,60] and thin films [58,61,62]. In addition to 
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FM/AFM interfaces, exchange bias and related effects have also been observed in 
other types of interfaces, e.g. involving ferrimagnets (ferri): ferri/AFM [63], FM/ferri 
[64] or diluted magnetic semiconductors (DMS): DMS/AFM [65-68]. The EB effect 
manifests itself in a shift of the hysteresis loop of a FM/AFM system along the 
magnetic field axis. Its origin is related to the magnetic coupling across the common 
interface shared by the FM and the AFM.  
The discovery of Meiklejohn and Bean was initiated by the observation that the 
hysteresis loop below room temperature of Co particles embedded in their native AFM 
oxide CoO was shifted along the field axis after cooling in a magnetic field. The 
particles could be considered to consist of a core of single-domain Co with a shell of 
AFM CoO. Hence, it was recognized that the magnetic interaction across the FM/AFM 
interface is essential in establishing the EB effect. Meiklejohn and Bean described how 
the exchange interaction across the interface between the FM Co and the AFM CoO 
could produce the shifted hysteresis loop and several other unique manifestations of 
exchange anisotropy [54,57]. A schematic diagram of the spin configuration of a FM-
AFM bilayer at different stages of an exchange biased hysteresis loop is shown in Fig. 
2.9.  
Applications of the EB effect were soon proposed after its discovery. For 
instance, surface-modified nanoparticles, such as oxidized FeCo nanoparticles 
exhibiting a coercivity enhancement were used as hard magnets [69]. Recently, it has 
been shown that milling permanent magnetic materials (e.g., SmCo5) with AFM 
materials (e.g., NiO) can improve their hard magnetic properties due to EB [70,71]. 
Powder exchange biased nanoparticles found applications in recording media [72] as 
well as in magnetic resonance imaging [73]. 
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Fig. 2.9 Schematic illustration of a shifted M-H loop showing sketches of the spin 
states at various stages of the loop. 
 
2.6.2 Exchange bias in ferromagnetic nanostructures 
In the last two decades, the development of “spintronics”, i.e., devices in which 
the spin degree of freedom has been added, holds the promise of non-volatility, higher 
speeds and reduced power consumption [74]. The main exponents for this spin based 
electronics are spin valves and magnetic tunnel junctions, in which the EB effect is 
used for pinning the magnetization of a FM layer by coupling it to an AFM layer 
[75,76]. Spin valves and magnetic tunnel junctions are the main parts of read heads for 
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computer hard disks [77,78], magnetic random  access memories (MRAM) [79,80], as 
well as of various magneto-resistive sensors [81-83]. Nevertheless, the recent advances 
in magnetic fine particle production [84-87] and the fabrication of magnetic 
nanostructures by lithographic methods [88-97] have propelled a renewed interest in 
nanostructures in general and EB ones in particular. Moreover, the industrial demand 
to systematically reduce the size of spin valve and other EB based devices is also 
fuelling new research in lithographically fabricated EB nanostructures. From the basic 
point of view, it is well known that a range of novel properties arise, in both FM, and 
AFM materials, as the size is reduced [84,85], hence it is appealing to investigate the 
effect of size reduction in FM-AFM coupled systems.  
 Unfortunately, due to the small number of studies, where most of them are on 
different FM and AFM systems, different shapes or different types of structures, it is 
rather difficult to reach an overall understanding of the effects of size reduction in EB. 
One of the contradicting results is that while some studies report loop shift 
enhancements with respect to continuous films, as the lateral size of the system is 
reduced [98-101], other works seem to point to the contrary [102-106]. On the other 
hand, where most of the work has been concentrated on lithographically patterned 
wires [100-102,106], dots [103,107-111] and antidots [112-115], very few studies have 
carried out on exchange biased ring structures [116-118]. Most of the characterization 
techniques involved in understanding of the exchange biased rings depends on the 
array of elements. However, there is a need to investigate the effect of EB in individual 
ring elements using efficient techniques for their applications in storage cells. In this 
regard, a detailed study on individual triangular rings is presented in chapter 8, where 
the effect of pinned domain walls at the corners of the ring is discussed.  
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2.7 Summary 
 This chapter presents the main theoretical concepts and reviews past studies 
which provide a theoretical framework and background for the experimental work that 
is presented in subsequent chapters. Firstly, a detailed study on the magnetization 
reversal process of an isolated FM nanodot is presented using ‘rigid’ vortex model. 
Next, an introduction to FM ring devices is presented along with a brief discussion on 
the equilibrium magnetization states attained. Thereafter, various spin dependent 
transport mechanisms are presented which forms the basis of this thesis. This is 
followed by a brief revision on exchange bias effect and its manifestation in 
lithographically defined nanostructures.  
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This chapter presents a detailed overview of fabrication and characterization 
techniques used in this thesis. The chapter is divided into two main sections. § 3.2 
describes the various lithography techniques employed for patterning the 
nanostructures along with their electrical contacts, and the deposition technique used to 
grow thin films. The various characterization techniques which include scanning 
electron microscope (SEM), magnetoresistance (MR) measurements, low temperature 
cryogenic measurements and magnetooptical measurements are described in § 3.3. 
 
3.2 Fabrication Processes 
3.2.1 Ultraviolet (UV) Photolithography 
Photolithography is the process for transferring the patterns from a mask to the 
photoresist coated substrate. Generally, two types of resists, positive and negative, are 
used in photolithography.  Positive resist in its original form is insoluble in the 
developing solution, but becomes soluble after exposure to the UV light.  In contrast, 
negative resist is intrinsically soluble in the developer, but becomes insoluble after 
exposure to UV light.  Positive resist is usually employed for lift-off processes, while 
negative resist is applied to etching processes. In this thesis, all structures were 
patterned by exposing the positive PFI photoresist coated samples to UV light through 
a binary photomask.  Prior to lithography, the substrates were cleaned thoroughly to 
remove any contaminations which may affect the quality of lithography and deposition.  
The substrates were first soaked in acetone and agitated in an ultrasonic bath for 30 
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minutes. The substrates were then rinsed in isopropanol (IPA) to dissolve any traces of 
remanent acetone.  Finally, they were rinsed in de-ionized water (DI) and dried using 
nitrogen (N2) gas. For samples which require lithographic pattering, a layer of PFI 
photoresist was coated on the substrates after the cleaning process.  The photoresist 
was dispensed on the substrate, which is then spun at ~ 6000 rpm in a CEE spin coater 
as shown in Fig. 3.1.   
 
Fig. 3.1 CEE Spin Coater. 
The centrifugal effect forces the photoresist to spread uniformly over the entire 
substrate.  The thickness of the coated photoresist was determined by the angular speed 
of the spin coater. After spin coating, the samples are oven baked at 90° C for 30 
minutes to remove any remaining solvent and also improve the adhesion between the 
photoresist and the substrate. The exposure was carried out using a Karl Suss MA6 
system. A mercury (Hg) lamp is the source of UV light with a wavelength of 365 nm.  
The intensity of the Hg lamp was set to in order to provide an exposure energy of 110 
mJ/cm3. Fig. 3.2 shows a typical schematic of a UV lithography process. The binary 
photomask is composed of quartz and chrome (Cr) features.  UV light passes through 
the clear quartz areas and is blocked by the opaque Cr areas on the photomask. After 
exposure, the substrates were developed for 45 seconds in AZ-300 MIF developer 
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solution which is diluted with DI water at the ratio 3:1. The developed samples are 
then rinsed in DI water, and dried using N2 gas. 
 
Fig. 3.2 Schematic illustration of a UV lithography process. 
 
3.2.2 KrF Deep Ultra Violet (DUV) Lithography 
In order to pattern large area arrays of meso-nano structures with good edge-
definition and uniformity, the lithography technique used in the semiconductor 
microelectronic industry was exploited.  The KrF DUV lithography with 248 nm 
exposure wavelength, together with the phase-shift mask allows for the patterning of 
large area meso-nano structures with high resolution.  In optical lithography, the 
minimum feature size that can be patterned is given by: 
1R k NA
λ
=       (3.1) 
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where 1k  is the process constant which is affected by numerous parameters, resist 
contrast, etch quality and photomask enhancements.  NA is the numerical aperture 
which needs to be as large as possible and is constrained by the depth of focus.  The 
NA is a fixed parameter for a particular lithographic system. λ is the wavelength of 
the light source of the lithographic tool.  To improve the resolution, there is a need for 
light with shorter wavelength, thus the shift toward the deep ultraviolet regime.  
Another factor that can aid in patterning devices with smaller geometries is the 
photomask.  The phase shift mask helps to bring down the 1k  factor.  It is designed to 
sharpen the resist profile and enable the patterning of smaller features, as opposed to 
binary photomasks.  By exploiting the destructive interference of light, printing of 
lines smaller the wavelength of light is possible.        
In this thesis, a resolution enhancement technique, such as alternating phase 
shift mask (ALT PSM) was also used.  The ALT PSM consists of alternating areas of 
Cr and π-shifted quartz to pattern features on the wafer as illustrated in Fig. 3.3.  The 
Cr region on the mask are bordered on one side by quartz of phase 0 and on the other 
side by quartz of phase π.  The electric field swings from positive to negative, passing 
through zero.  The intensity, which is proportional to the square of the electric field 
also goes through zero, enabling very sharp edges to be patterned on the wafer. 
For printing the patterns on the sample, the substrate is first coated with a 60 
nm thick bottom anti-reflection coating (BARC).  The BARC is used to reduce 
substrate reflectivity and also help to eliminate both standing waves and swing curves.  
This is followed by a 480 nm thick positive DUV resist, UV210 from Shipley.  Nikon 
lithographic scanner S203 with KrF excimer laser radiation at a wavelength of 248 nm 
was used for exposing the resist.  The NA was kept at the maximum available of 0.68, 
to achieve the highest resolution.  In the KrF photolithography process, two 
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consecutive exposures were conducted to enhance pattern uniformity, using opposite 
foci [1].  The double exposure method was employed to compensate the phase 
imbalance between opposite phases and improve the roughness on the sidewalls [2]. 
 
Fig. 3.3 Illustration of phase shift mask for a typical DUV lithography process. 
This technique allows for the patterning of arrays of uniform nanostructures 
over a large area, 4×4 mm2. The thick resist (480 nm) used, enables thickness 
dependent study to be carried out and also allows for the fabrication of high-aspect 
ratio nanostructures.  The DUV lithography technique used in this thesis was 
developed by Singh et al. [1]. 
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3.2.3 Electron Beam Lithography (EBL) 
EBL refers to a lithographic process that uses a focused beam of electrons to 
form the circuit patterns needed for material deposition on (or removal from) the wafer, 
in contrast with optical lithography which uses light for the same purpose.  EBL offers 
higher patterning resolution than optical lithography because of the shorter wavelength 
possessed by the 10-75 keV electrons that it employs. Given the availability of 
technology that allows a small-diameter focused beam of electrons to be scanned over 
a surface, an EBL system doesn't need masks to perform its task (unlike optical 
lithography, which uses photomasks to project the patterns).  An EBL system simply 
'draws' the pattern over the resist wafer using the electron beam as its drawing 
pen.  Thus, EBL systems produce the resist pattern in a 'serial' manner, making it slow 
compared to optical systems. The primary advantage of electron beam lithography is 
that it is one of the ways to beat the diffraction limit of light and make features in the 
manometer regime. This form of maskless lithography has found wide usage in 
photomask-making used in photolithography and low-volume production of 
semiconductor components. 
EBL systems can be classified according to both beam shape and beam 
deflection strategy. A typical EBL system consists of the following parts:  1) an 
electron gun or electron source that supplies the electrons; 2) an electron column that 
'shapes' and focuses the electron beam; 3) a mechanical stage that positions the wafer 
under the electron beam; 4) a wafer handling system that automatically feeds wafers to 
the system and unloads them after processing; and 5) a computer system that controls 
the equipment. The schematic of a typical EBL system is shown in Fig. 3.4.  
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Fig. 3.4 Schematic of a typical EBL system with various components [3]. 
3.2.2.1 Elctron Sources 
Lower resolution systems can use thermionic sources, which are usually 
formed from LaB6. However, systems with higher resolution requirements need to use 
field electron emission sources, such as heated W/ZrO2 for lower energy spread and 
enhanced brightness. Thermal field emission sources are preferred over cold emission 
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sources, in spite of their slightly larger beam size, because the former offer better 
stability over typical writing times of several hours. 
3.2.2.2 Lenses 
Both electrostatic and magnetic lenses may be used. However, electrostatic lenses have 
more aberrations and so are not used for fine focusing. There is no current mechanism 
to make achromatic electron beam lenses, so extremely narrow dispersions of the 
electron beam energy are needed for finest focusing. 
3.2.2.3 Stage movement and Alignment 
Typically, for very small beam deflections electrostatic deflection 'lenses' are 
used, larger beam deflections require electromagnetic scanning. Because of the 
inaccuracy and because of the finite number of steps in the exposure grid the writing 
field is of the order of 100 µm - 1 mm. Larger patterns require stage movement. An 
accurate stage is critical for stitching (tiling writing fields exactly against each other) 
and pattern overlay (aligning a pattern to a previously made one). 
3.2.2.4 Electron beam write time 
The minimum time to expose a given area for a given dose is given by the 
following formula: 
Dose * exposed area = beam current * exposure time/ step size2 = total charge of 
incident electrons 
EBL is not suitable for high-volume manufacturing because of its limited throughput. 
The serial nature of electron beam writing makes for very slow pattern generation 
compared with a parallel technique like photolithography (the current standard) in 
which the entire surface is patterned at once (1X optical steppers only, 4X or 5X 
steppers take proportionally longer). 
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 In this work, model ELS7700 from Elionix Inc. is used for exposure. Patterns 
to be written are first drawn with a Computer Aided Design (CAD) system, and then 
inputted into a computer that controls the writing process of the EBL system. The 
system will subsequently scan the necessary regions with the electron beam at a pre-
defined dose. The electron-sensitive positive resist used is 950 PMMA, which is spin-
coated unto the wafers at a speed of 6000 rpm. The thickness of the resist was 
measured to be 200 nm. After e-beam exposure, the resist was developed using MIBK 
solvent diluted with IPA, and finally rinsed in IPA to remove the excess developer. An 
illustration of the entire process is shown in Fig. 3.5. A preliminary round of 
deposition and lift-off may be necessary to obtain the correct dosage of the e-beam 
employed, so as to make sure that the dimensions of the patterns written are accurate, 
as well as avoid fusing the patterns due to the proximity effect of the electron beam. 
 
Fig. 3.5 A typical EBL process. 
 
3.2.4 Electron beam evaporation 
For the deposition of ferromagnetic (FM) materials, electron-beam evaporation 
system EV 2000 from Korean Vacuum Technology was employed. This system is 
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capable of both thermal and evaporation processes. Moreover, six e-beam pocket and 
two thermal boats are available at any one time, which means that different materials 
can be deposited during each evaporation process without breaking the vacuum 
condition. The wafers are pasted onto three self-rotating holders that are hung upside-
down from the ceiling, while these holders themselves revolve around a central axis. 
An illustration of the evaporation process used in this thesis is shown in Fig. 3.6.  
 
Fig. 3.6 A typical Elctron-beam evaporation system. 
The base pressure for the evaporation was less than 2×10-6 Torr, which was 
achieved by the combination of a rotary and a turbo molecular pump. FM materials 
such as cobalt (Co) and permalloy (Ni80Fe20), have been deposited using e-beam 
evaporation as they have higher melting temperatures. Thermal evaporation was 
employed for the evaporation of gold (Au) and chromium (Cr) for contact leads as they 
have lower melting points. To ensure uniformity of deposition, the wafer holder was 
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rotated at 50 rad/min. The deposition rate was monitored by the use of a quartz crystal 
microbalance (QCM). 
 
3.2.5 Lift-off and wire-bonding 
For patterned samples, the deposition was followed by a lift-off process in 
order to remove the excess material on top of the photoresist layer.  This was achieved 
by soaking the samples in acetone solvent followed by rinsing in IPA solution. For 
electrical and transport measurements, Cr/Au contacts were deposited on the films and 
patterned devices. The samples were then mounted on a twenty four pin leadless chip 
carrier (LCC) package using silver adhesive. This is followed by wire bonding using a 
Kulicke and Soffa Wire Bonder 4524AD system. Gold wire is ball bonded 
(thermosonic) to the device bond pad (Au), and wedge-bonded to the pin bond pads 
(Au) of the LCC package. Gold wire and gold pins were used in the wire bonding 
process to ensure good conduction during measurements. 
 
3.3 Characterization Techniques 
This section describes the various characterization tools used to probe the 
properties of individual FM elements as well as array of nanomagnets, namely: 
scanning electron microscope, magnetotransport measurement system and 
magnetooptical kerr effect magnetometry. 
 
3.3.1 Scanning Electron Micrograph (SEM) 
SEM is a very important and powerful analysis tool for imaging structures 
ranging from the millimeter to the nanometer scale [4]. Due to the extremely small 
wavelength of the highly accelerated electrons, the SEM can resolve features down to 
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the nanometer regime.  The interaction between the electron beam and the sample 
surface, gives rise to different particles and waves, carrying information about the 
sample, as shown in Fig. 3.7.  For example, Auger electrons and X-rays carry 
characteristic energy and can be used for element identification, secondary electron 
intensity provides topographical information, whereas back scattered electron enable 
material with different atomic number to be distinguished. 
 
Fig. 3.7 Schematic of the sample-electron interaction. 
As mentioned above, SEM is an instrument that produces a largely magnified 
image by using electrons instead of light to form an image.   A schematic of a typical 
SEM chamber is shown in Fig. 3.8. A beam of electrons is produced at the top of the 
microscope by an electron gun.  The electron beam follows a vertical path through the 
microscope, which is held within a vacuum.  The beam travels through 
electromagnetic fields and lenses, which focus the beam down toward the 
sample.  Once the beam hits the sample, electrons and X-rays are ejected from the 
sample. Detectors collect these X-rays, backscattered electrons, and secondary 
electrons and convert them into a signal that is sent to a screen similar to a television 
screen.  This produces the final image. 
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Fig. 3.8 Schematic of the SEM chamber. 
The scanning electron microscope has many advantages over traditional 
microscopes.  The SEM has a large depth of field, which allows more of a specimen to 
be in focus at one time.  The SEM also has much higher resolution, so closely spaced 
specimens can be magnified at much higher levels.  Because the SEM uses 
electromagnets rather than lenses, the researcher has much more control in the degree 
of magnification. A JSM 6700F SEM from JEOL was used in this thesis to study the 
profile of the fabricated structures through the detection of secondary electrons [5, 6].  
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3.3.2 Room temperature Magnetotransport measurement 
Magnetic materials have electrical properties that vary with their magnetization. 
As such, their magnetic behaviours may be investigated by the detection and analysis 
of electrical signals.  A room temperature magnetotransport measurement system was 
used in this thesis to characterize the magnetotransport properties of the individual FM 
elements.  In order to carry out MR measurements, electrical contact pads formed by 
Cr/Au were patterned on the magnetic elements by optical lithography.  The sample 
was then mounted onto a twenty-four pin chip carrier as described in § 3.2.5.  The 
contact pads on the sample and the chip carrier were connected by very thin Au wires, 
using a wire bonder (model: 4524AD from Kulicke & Soffa).  A combination of 
thermal compression and ultrasonic motion was use to from tight bonds between the 
Au wires and pad. A schematic illustration of the room temperature electrical and MR 
measurement setup is shown in Fig. 3.9.  
 
Fig. 3.9 Schematic illustration of the MR measurement setup. 
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For measurements, the wire bonded samples are clipped tightly onto a sample 
holder, placed between the poles of two electromagnets. The electromagnet is driven 
by a Kepco 36-12M bipolar dc power supply, and the magnetic field strength is 
monitored using a Lakeshore 450 gaussmeter. The sample holder sits on a fully 
automated rotary stage which is controlled by a Newport ESP300 motion controller, so 
that the orientation of the samples can be accurately adjusted with respect to the 
magnetic field direction. Electrical connections from the twenty four pin LCC 
packages were extended from the mechanical contact of the holder to a Bayonet Neill 
Concelman (BNC) socket board, through which electrical connections are made to the 
instrument. For the electrical setup, a constant dc current from a Keithley 6221 
programmable current source was passed through the device. The corresponding 
voltage signal levels were measured using a Keithley 2182 nanovoltmeter. Data 
acquisition is achieved through the general purpose interface bus (GPIB) 
communication channel. 
 
3.3.3 Low temperature Magnetotransport measurement 
The temperature dependent electrical and MR measurements were performed 
using a Janis Super-Vari-Temp (SVT) research cryostat that can be operated in 
temperatures ranging from 1.5 K to 350 K. Fig. 3.10 shows the schematic of the 
research cryostat. The system combines a variable temperature insert, model CNDT 
vacuum insulated dewar, sample holder assembly and a temperature controller. The 
samples bonded to the 24 pin LCC package are loaded onto the sample holder and then 
placed inside the cryostat. The samples can be loaded in two different positions to 
obtain both in-plane and out-of-plane magnetic field orientations. The SVT system 
uses helium gas flow, obtained by vaporizing liquid helium (LHe), to cool or warm the 
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sample within the operating temperature range. LHe exits the main reservoir through a 
needle valve, and enters the vaporizer at the bottom of the sample tube.  
 
Fig. 3.10 Schematic illustration of Janis SVT research cryostat. 
The vaporizer temperature is regulated by the automatic Lakeshore 340 
temperature controller using a control heater and thermocouple. After entering the 
vaporizer, the LHe evaporates, warms up to the desired temperature, and enters the 
sample tube. The helium vapours flowing past the sample mount warm or cool the 
sample, and then exit through a vent port at the top of the cryostat. The actual 
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temperature of the sample can be monitored by the temperature controller sensor 
located on the sample holder. The magnetic field is generated by an electromagnet 
positioned inside the dewar. It is controlled by a Cryomagnetics Inc. CS-4 Bipolar 
Superconducting Magnet Power Supply. 
 
3.3.4 Magnetooptical Kerr Effect System (MOKE) 
MOKE is one of the magnetooptic effects, in which an electromagnetic wave 
propagates through a medium that has been altered by the presence of a quasistatic 
magnetic field. The light that is reflected from a magnetized surface can change in both 
polarization and reflectivity. The effect is identical to the Faraday effect except that the 
MOKE is a measurement of the reflected light, while the Faraday effect is a 
measurement of the transmitted light. Both effects result from the off-diagonal 
components of the dielectric tensor.  
In the optical aspects, MOKE is the interaction between an electromagnetic 
wave polarized linearly and a magnetized medium, causing the incident wave to reflect 
with an elliptical polarization. For the nature of the experiment, it is also known as 
surface magnetooptic Kerr effects (SMOKE). However, the light is known to penetrate 
about 20 nm into the surface for most metals which means that MOKE is not 
particularly surface sensitive. While in a microscopic view, it is the interaction of the 
spin-polarized electrons due to the magnetization field M, with the incident polarized 
light, resulting in the left/right circularly polarized output. The light could only 
penetrate as deep as 20-30 nm of the materials, and is reflected to the sensors. This 
polarized output carries the information of the magnetization of the samples. They are 
known as Kerr rotation (θK) and the Kerr ellipticity (εK). For the case of magnetic thin 
films, these two parameters are proportional to the magnetization and the film 
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thickness. MOKE can be categorized by the direction of the magnetization vector with 
respect to the reflecting surface and the plane of incidence. These are schematically 
sketched in Fig. 3.11. 
 
Fig. 3.11 Schematic illustration of (a) Polar MOKE, (b) Longitudinal MOKE, and (c) 
Transverse MOKE. 
When the magnetization vector is perpendicular to the reflection surface and 
parallel to the plane of incidence, the effect is called the polar Kerr effect. To simplify 
the analysis, near normal incidence is usually employed when doing experiments in the 
polar geometry. 
In the longitudinal effect, the magnetization vector is parallel to both the 
reflection surface and the plane of incidence. The longitudinal setup involves light 
reflected at an angle from the reflection surface and not normal to it, as above in the 
polar MOKE case. In the same manner, linearly polarized light incident on the surface 
becomes elliptically polarized, with the change in polarization directly proportional to 
the component of magnetization that is parallel to the reflection surface and parallel to 
the plane of incidence. This elliptically polarized light to first-order has two 
perpendicular E vectors, namely the standard Fresnel amplitude coefficient of 
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reflection r and the Kerr coefficient k. The Kerr coefficient is typically much smaller 
than the coefficient of reflection. 
When the magnetization is perpendicular to the plane of incidence and parallel 
to the surface it is said to be in the transverse configuration. In this case, the incident 
light is also not normal to the reflection surface but instead of measuring the polarity 
of the light after reflection, the reflectivity r is measured. This change in reflectivity is 
proportional to the component of magnetization that is perpendicular to the plane of 
incidence and parallel to the surface, as above. If the magnetization component points 
to the right of the incident plane, as viewed from the source, then the Kerr vector adds 
to the Fresnel amplitude vector and the intensity of the reflected light is | r + k | 2. On 
the other hand, if the component of magnetization component points to the left of the 
incident plane as viewed from the source, the Kerr vector subtracts from the Fresnel 
amplitude and the reflected intensity is given by | r − k | 2. 
MOKE system can be utilized for the measurement of hysteresis loops of FM 
materials. Fig. 3.12 shows a typical setup of the longitudinal MOKE measurement 
system using various optical components. The E-field amplitude which is incident on 
the sample has its polarisation in the S-plane. One could consider the analysis for the 
incident field polarised in the P-plane also. After reflection from the magnetised 
surface the principal component will have its amplitude reduced by the isotropic 
Fresnel reflection coefficient. Orthogonal to this there will be a small magneto-optical 
Kerr component k (<<r). Both k and r will, in general, be complex indicating the phase 
changes occurring on reflection and the fact that k and r are out of phase with each 
other.  
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Fig. 3.12 Longitudinal MOKE setup. 
 
It is assumed that the principal axes of the photo-elastic modulator (PEM) coincide 
with the S and P planes. The phase introduced by this component is δ, which is 
oscillating sinusoidally with frequency ω. The analyser is set at 45° to the principal 
planes and the transmitted amplitude is a. Therefore, the transmitted amplitude is: 
                                                    2( )ia r ke δ= +                                                       (3.2) 
From Eq. (3.2), the intensity at the detector will be 
                                     * * *1 ( )( )
2
i i
oI aa I r ke r k e
δ δ−= = + +                                         (3.3) 
Neglecting second order terms in k, 
                                               (1 2Re io
kI I R e
r
δ = +  
 
                                                (3.4) 
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where, 2,p sR R r= = is the intensity reflectance of the surface. For k<<r, the complex 
kerr rotation is, 







θ θ ε= + = =                                                   (3.5) 
where the subscripts p and s correspond to radiation incident in either of the two 
principal polarisation states. Hence, 
                                   ( )( ), 1 2 cos sino p s k kI I R θ δ ε δ= + −                                         (3.6) 
Now the phase introduced by PEM is, 
                                                       sino tδ δ ω=                                                          (3.7) 
where ω is the fundamental frequency. Moreover, since 
                                     ( ) ( )0 2 2cos 2 sin 2 ......oJ J tδ δ δ ω= + +                                 (3.8a) 
                                                ( )1sin 2 sin ......oJ tδ δ ω= +                                        (3.8b) 
where Jn is nth Bessel function, one may write 
                         ( ), 2 11 2 4 sin 2 4 sin ....o p s o k k kI I R J J t J tθ θ ω ε ω= + + − +                     (3.9) 
By phase sensitive detection of the fundamental and second harmonic frequencies one 
may produce signals proportional to the Kerr rotation or ellipticity, both of which are 
proportional to the magnetisation of the sample surface. Thus, 
                                              , 14 sino p s kI I R J tω ε ω= −                                             (3.10a) 
and,                                      2 , 24 sin 2o p s kI I R J tω θ ω=                                            (3.10b) 
By plotting either of these two signals against the applied field, the hysteresis loop of 
the material can be plotted. 
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This chapter presents a detailed investigation of the experimental and 
numerical analysis of the magnetostatic energy in ferromagnetic (FM) circular dots 
arranged in three different lattice geometries. It was observed that by varying the 
lattice arrangement of the FM dots, configurational anisotropy which is strongly 
dependent on the direction of the external field, can be induced. Depending on the type 
of coupling between the neighbouring dots (FM / antiferromagnetic (AFM)) different 
combinations of chiralities of the vortex state can be achieved. The effect of the dot 
thickness on the inter-dot spacing for fixed dot diameter has also been studied. The 
results obtained from this work are specifically important for storing different 
combinations of bit patterns as one cell, in contrast to single element memory cells. 
 
4.2 Motivation 
Magnetostatic interactions in coupled FM nano-dots have attracted much 
attention [1,2] as fundamentally, such systems are well suited for direct comparison 
between theoretical predictions and experimental observations. Due to advancement in 
nano-fabrication techniques [3], it is now possible to precisely control the geometry, 
size and inter-dot spacing in nano-dots. In general, the magnetization reversal process 
is determined by a combination of all the energy terms including exchange, 
magnetocrystalline anisotropy and magnetostatic contributions. However, when the 
FM nano-dots are placed closed to each other such that their side magnetic charges 
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begin to interact, the resultant dipole coupling energy can dominate their 
magnetization reversal mechanism and in turn affect the total magnetostatic energy of 
the system. Substantial work has been done in the past on the stability of the vortex 
state with regard to shape and size in an array of both isolated and coupled magnetic 
dots [4-17]. On the contrary, there has been very few experimental works reported on 
the manipulation of the magnetostatic energy of the system consisting of specifically 
arranged FM nano-dots, which will in turn determine the chirality in each dot. Focus 
has been mostly given to theoretical predictions on vortex chirality control in patterned 
FM nano-dots. Such control of magnetostatic coupling in nano-dots is crucial for the 
design of future spintronic logic devices [18,19] and storage memory cells [20]. 
 
4.3 Experimental Details 
Periodic arrays of circular dots of diameter 600 nm in three different 
configurations were fabricated over an area of 100 x 100 μm2 on silicon substrates 
using deep ultraviolet lithography at 248 nm wavelength followed by the lift-off 
process. The edge to edge spacing (s) between the dots was varied from 55 nm to 600 
nm. The thickness of the Ni80Fe20 layer (tNiFe) was also varied from 25 nm to 80 nm 
and was deposited using electron beam evaporation at a rate of 0.2 Å/s. Details of the 
fabrication process are described in reference [21]. Fig. 4.1 shows the representative 
scanning electron micrographs (SEM) of the three lattice geometries for both closely 
spaced dots (s = 55 nm) and isolated dots (s = 600 nm).  
Hysteresis loops were recorded using a focused magnetooptical Kerr effect 
(MOKE) setup with a 5 μm spot size. To fully understand the spin configurations, 
micromagnetic simulations were performed using object-oriented Micromagnetic 
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Framework (OOMMF) [22]. Standard parameters of Ni80Fe20 were used for 
simulations (Ms = 860 kA/m, A = 1.3 μerg/cm, α = 0.5 and cell size = 5 nm x 5 nm). 
 
Fig. 4.1 SEM micrographs of circular dots arranged in three lattice geometries. 
 
4.4 Modified ‘Rigid’ Vortex Model 
4.4.1 Calculation of Interaction Energy (Wint) 
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In order to understand the underlying physics of the reversal mechanism in 
interacting FM nano-dots, numerical calculations were performed based on ‘rigid’ 
vortex model proposed by Guslienko et al. [8]. Fig. 4.2 shows the lattice system of the 
nano-dots for three different configurations. The center-to-center distance is defined as 
D≡Rd for both x and y axes, where R is the radius of the disk and d is the non-
dimensional separating distance.  
 
Fig. 4.2 Schematic illustration of the dot geometries in coordinate system. 
In general, the magnetization distribution for a shifted magnetization vortex 
can be expressed in complex coordinates as 
                                       ,                    
                                     ,                           (4.1) 
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In the rigid vortex model, when the field is applied along the x axis and the vortex core 
moves along the y axis, one obtains , where  is the 
relative core displacement, and  is the relative centered core radius (∆, R, 
and Rcore are core displacement, dot radius and core radius). In a system of coupled 
dots, each vortex magnetostatically interacts with each other due to magnetic charges 
 emerging on the side surfaces of the dots when the vortex core shifts 
from the center. These charges are given by [23] 
                                                                  (4.2) 
where ai≡(aix,aiy) is the dimensionless position of the ith vortex center, and  is the 
angle that the vortex core displacement makes with the center of the dot. Using Eq. 
(4.2), the magnetostatic energy between the side surfaces of two dots can be written as  
                                                        (4.3) 
where 
. 
The integration in Eq. (4.3) runs from 0 to g/t in Z1, Z2, and from 0 to 2π in  
where t is the dot thickness, and g = t/R. Since the core radius of the vortex is 
extremely small when compared with the disk radius R, interactions between charge 
distribution on the top and bottom surfaces of the two disks are negligible. 
 In order to study the effect of magnetostatic interactions between the dots, three 
different lattice configurations were investigated as a function of the separation (s) 
between the dots and the thickness (t) of the FM layer. Using the technique described 
above to determine the magnetostatic energy of the two coupled dots, the total 
interaction energy of each lattice configuration has been derived as 
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                                                             (4.4a) 
  (4.4b) 
 (4.4c) 
where, 
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                                                                                                                                   (4.5d)     
where, Ms is the saturation magnetization, and Ci is the chirality of the ith vortex. Ci is 
+1/-1 for clockwise/anticlockwise rotation of the vortex. The integration limits for Eq. 
(4.5) are similar to those in Eq. (4.3). 
 Fig. 4.3(a) shows the variation of the magnetostatic energy (calculated from Eq. 
4.4(a)) as a function of the spacing s in the two dot geometry for different external 
magnetic field orientations (θ). The thickness of the Ni80Fe20 layer (tNiFe) was kept 
constant at 80 nm. For θ = 0°, the calculated magnetostatic energy yields positive 
values, whereas for θ = 45° and 90° it generates negative values. Fig. 4.3(b-d) shows 
the spin configuration obtained from OOMMF simulations of the two dots at 
remenance for θ = 0°, 45° and 90° when s = 55 nm and tNiFe = 80 nm.  
Chapter IV Vortex chirality control and configurational anisotropy in permalloy nanomagnets  
 69 
 
Fig. 4.3 (a) Variation of the interaction energy Wint (2 dot) as a function of the inter-
dot spacing s for θ = 0°, 45° and 90°, and tNiFe = 80nm (b-d) Simulated spin states of 
two dot geometry for s = 55 nm, tNiFe = 80 nm as a function of field orientation (θ). 
It is evident from Fig. 4.3(a) that the orientation of the external field governs 
the magnitude of the interaction energy which can be directly correlated to the 
Chapter IV Vortex chirality control and configurational anisotropy in permalloy nanomagnets  
 70 
interaction of the side charges present between the dots. This in turn determines the 
vortex chirality in each dot, since a vortex core always nucleates in a direction 
perpendicular to the applied field. For θ = 0°, the vortex core nucleates at the opposite 
edge positions perpendicular to the field direction such that the chirality in the two dots 
is antiparallel. This results in the magnetic moments at the edges of the interacting dots 
pointing in the same direction, thereby exhibiting FM coupling. This observation is 
also supported by the numerical calculations in the form of positive values for the 
interaction energy Wint (2 dot) in Fig. 4.3(a) for all values of inter-dot spacing s.  
For θ = 90°, however, the vortex state in the two interacting dots favours 
identical vortex chirality, thus resulting in antiparallel alignment of the magnetic 
moments at the edges of the dots, and exhibits AFM coupling. This is due to the fact 
that vortex nucleation takes place at the same edge position in the two dots, resulting in 
identical chiralities. The negative values of Wint (2 dot) for θ = 90° also support this 
argument. For θ = 45°, the vortex nucleation positions are again identical in both the 
dots, which results in parallel vortex chiralities. This demonstrates that the direction of 
external magnetic field determines the chirality of the vortex state in two interacting 
FM dots, i.e. the two dots can either have clockwise or anticlockwise vortex chirality 
in both of them, or have clockwise chirality in one dot while the other vortex rotates in 
an anticlockwise direction. This phenomenon may be particularly interesting for 
spintronic logic devices where the input direction of magnetic field can generate 
outputs of parallel or antiparallel vortex chiralities in the magnetic elements. It can be 
noted from Fig. 4.3(a) that when the separation between the two dots increases, the 
magnetostatic energy decreases and converges to zero for all the applied field 
directions.  
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After establishing the fact that the vortex chirality in a two dot system can be 
fully controlled by the external magnetic field direction, it is interesting to extend the 
investigation of the effect of lattice arrangements to three and four dot geometries. Fig. 
4.4 shows the calculated interaction energy, Wint for three dot and four dot lattice 
geometries along with their remenant spin states (for s = 55 nm). The thickness of the 
Ni80Fe20 layer is again kept constant at 80 nm.  
 
Fig. 4.4 Variation of the interaction energy Wint as a function of the inter-dot spacing s 
for (a) three dot and (b) four dot system along with their remenant spin states. The 
thickness of the FM layer is kept constant at 80 nm. 
For the three dot system, the total interaction energy of the system is found to 
be negative for both field orientations (θ = 0° and 45°). Due to the configuration, there 
exists an obvious symmetry in the reversal process for closely packed dots at θ = 0° 
and 90°. For θ = 0°, dots 1 and 3 (as indicated in Fig. 4.2) try to achieve parallel 
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chiralities in the vortex state as explained for the two dot system. At the same time, 
dots 1 and 2 also try to attain antiparallel configuration of the vortex state. However, 
there exists another coupling energy between the dots 2 and 3 which experiences the 
effect of the external field at an angle of 45°. The resultant of all the competing 
energies is that each dot now has the same chirality, thus exhibiting strong AFM 
coupling (also evidenced by the negative values of Wint). On the other hand, for θ = 45°, 
out of the three dots, two have the same chirality. Since one of the dot pair experiences 
FM coupling, the magnitude of interaction energy for 45° is less than that for 0°. 
Hence, it is possible to have four different combinations of the vortex chirality 
depending on the direction of the external magnetic field. 
Fig. 4.4(b) shows the calculated interaction energy of the four dot system as a 
function of the spacing between the dots. The corresponding spin states at remenance 
for θ = 0° and 90° are also shown. For this configuration, the symmetry of the system 
has been disturbed by placing dot 3 near dot 1 in a linear chain of dots 1, 2 and 4. 
Therefore, each dot pair experiences a different type of coupling depending on the 
direction of the external field. The resultant is the different combination of chiralities 
in the lattice geometry. To further corroborate the obtained results, Fig. 4.5 shows the 
magnetic force microscopy (MFM) images for the three configurations (s = 55 nm, 
tNiFe = 80 nm) at remanence, after saturating the structures at +4 kOe and brining them 
back to zero. The saturation field was applied at θ = 0°. The images reveal the direct 
evidence of vortex formation at remanence which were also predicted using 
micromagnetic simulations. The bright contrast (red or yellow) of the vortex core 
(indicated by arrow) is easily noticeable in the centre of each nanodot. Different 
contrasts of the vortex core represent different polarization vectors of the vortex core. 
For two dot geometry, the two polarization vectors point in the same direction (upward 
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or downward). However, in three dot lattice geometry, due to additional coupling of 
dot 3, dots 1 and 2 now have opposite polarization vectors. Similar is the observation 
for four dot geometry. These results are the direct consequences of the strong interplay 
between the coupled dots which results in different polarization vectors of the vortex 
cores. It has been thus shown that by employing an appropriate choice of field 
orientation and lattice geometry, specific chirality combinations which may be useful 
for magnetic logic devices, can be obtained. 
 
Fig. 4.5 MFM images for (a) two dot, (b) three dot, and (c) four dot lattice geometries 
at remanence, after saturating the structures at +4 kOe. The saturating field was 
applied at θ = 0°. 
 
4.4.2 Calculation of Annihilation field (HA) and Nucleation field (HN) 
The magnetostatic energy experienced by FM dots due to neighboring dots has 
been systematically derived in Eqns. (4.4). Their physical significance in three 
different geometries has also been discussed. Next, the total energy in these lattice 
configurations is derived by adding the interaction energy to the exchange energy and 
magnetostatic energy of isolated dots along with the Zeeman energy. This can be 
expressed as 
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                   (4.6) 
Here,  is the sum of exchange and 
magnetostatic energies of the single off-centered vortex. In this equation, 
 with , 
, V is the volume of the dot,  is the 
exchange length with exchange stiffness constant A, and J1(x) is the Bessel function of 
the first order. On the other hand,  is the 
Zeeman energy of the in-plane external magnetic field.  
 Furthermore, there are two distinct characteristic fields related to the vortex 
evolution: the vortex nucleation field HN, and the annihilation field HA. Nucleation 
field indicates the onset of vortex nucleation, whereas annihilation field represents the 
termination of vortex core from the structure. HA is calculated by minimizing the total 
energy of the system with respect to the relative core displacement a, and substituting 
a → 1-c, i.e. ∂WTotal(a, Ha)/∂a|a = 1-c = 0. HN is calculated to be the largest field where 
the originally uniform magnetized (saturated) state becomes unstable. It is assumed 
that the curling magnetization distribution is a nucleation mode wherein a uniformly 
magnetized state loses stability in the external applied field. The corresponding spin 
structure is a vortex with its center located outside the dot at a distance of lo = R/sinφo 
from the dot center, where the angle φo is the intensive variable. This magnetization 
distribution can be described by the function , but with vortex 
center displacement a > 1 (a = 1/ sinφo). Therefore, by considering the first and 
second derivative of the total energy with respect to angle φo, a critical field is obtained 
below which the uniform magnetic state is unstable. This critical field is the nucleation 
field. 
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4.5 Variation of HN and HA as a function of separation s for tNiFe = 80 
nm 
It has been shown in the previous sections that by arranging magnetic nano-
dots in specific lattice configurations, FM or AFM coupling can be induced depending 
on the direction of the external field. In this section, the concept of configurational 
anisotropy induced in the lattice geometries will be discussed. The variation in HA and 
HN will be shown as a function of separation and external field direction. Shown in Fig. 
4.6 are the M-H loops for two dot lattice geometry obtained using focused MOKE 
magnetometry for s = 55 nm, 113 nm and 250 nm, and field applied along θ = 0° and 
90°, respectively. The thickness of the FM layer is kept constant at 80 nm. The vortex 
nucleation field HN, and vortex annihilation field HA are marked in Fig. 4.6(a) for clear 
illustration. Comparing the M-H loops as a function of the three inter-dot spacing, it 
can be observed that the magnetization reversal process is significantly affected by the 
varying interactions between the nano-dots. For s = 55 nm, HN = -466 Oe and HA = 
1016 Oe, while for s = 250 nm, HN = -766 Oe and HA = 1383 Oe. This increase in HN 
and HA with increasing inter-dot spacing can be attributed to the reduced magnetostatic 
coupling between the two dots. This results in easy nucleation of the vortex core when 
the field is reduced from saturation. Further, the magnetization curves are also 
analyzed as a function of field orientation. For s = 55 nm, the nucleation of the vortex 
core begins at a lower field value for θ = 90° (-466 Oe) as compared to θ = 0° (-683 
Oe). Similarly, the annihilation of the vortex core takes place at a smaller field value 
for θ = 90° (1016 Oe) as compared to θ = 0° (1289 Oe). This variation in HN and HA is 
also evident in the magnetization curves for s = 113 nm (Fig. 4.6(b)). 
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Fig. 4.6 M-H loops for two dot lattice geometry as a function of s for tNiFe = 80 nm. 
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The corresponding M-H loops for s = 250 nm are shown in Fig. 4.6(c). As 
expected, there is no significant difference in the nucleation or the annihilation field 
for θ = 0° and 90°. However, the magnetization reversal process which constitutes the 
propagation of vortex core from one edge of the dot to the other is relatively 
distinguishable. The decrease in magnetization at HN is more abrupt for θ = 90° as 
compared to 0°. This difference can be attributed to the fact that θ = 90° is the 
preferred orientation in which the vortex core readily propagates from one edge of the 
dot to the other. This is attributed to the existing small coupling energy between the 
two dots, since the separation s between them is still less than the radius of the dot. 
This variation in the two dot lattice geometry is plotted as a function of s for the two 
different field directions in Fig. 4.7. The calculated values of HN and HA as discussed 
in § 4.4.2 are also plotted for better comparison. A good agreement is observed 
between the calculated and experimental values. These experimental results show that 
there exists an extrinsic anisotropy in the lattice arrangement which clearly 
distinguishes the magnetization reversal behaviour of the dots when the external 
magnetic field is applied in two different orientations. This concept of 
‘configurational’ anisotropy was first introduced by Cowburn et al [24] for isolated 
square nanomagnets. This anisotropy is also observed in the nano-dots since a 
preferred field direction exists in which the vortex core nucleates and annihilates easily 
at a smaller field value as compared to the other field direction. These results show that 
even though isolated circular dots do not exhibit any shape anisotropy with respect to 
the direction of the external field, by arranging them in different lattice geometries, 
configurational anisotropy which is strongly dependent on the applied field direction, 
can still be induced. 
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Fig. 4.7 Variation in (a) HN, and (b) HA, as a function of separation s for θ = 
0° and 90°. The thickness of the Ni80Fe20 layer is 80 nm. 
Shown in Fig. 4.8(a-c) are the magnetization responses of three dot lattice 
arrangement for s = 55 nm, 113 nm and 250 nm, at θ = 0° and 45°. For θ = 0°, the 
magnetization reversal process undergoes nucleation and annihilation process in two 
steps. The spin states obtained from OOMMF simulations corresponding to the two 
step nucleation process (H1 and H2) are depicted as insets in Fig. 4.8(a). H1 is the state 
in which two out of three dots have vortex nucleation at the edges, while the third one 
is still in ‘S’ shape configuration. H2 marks the onset of the vortex nucleation in the 
remaining dot. Similar two step reversal process is also true for the annihilation 
process where the vortex core has fully annihilated from two dots in the first step and 
from the third dot in the second step. For θ = 45°, however, the nucleation and 
annihilation process takes place at the same time in the entire dot lattice. This direction 
of the applied field is also the preferred orientation for magnetization since the 
magnitudes of HN and HA are lower when compared to 0°. Similarly, Fig. 4.8(d-f) 
shows the magnetization reversal behaviour in four dot lattice geometry at θ = 0° and 
90° for three different separations.  
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Fig. 4.8 M-H curves for (a) three dot, and (b) four dot lattice geometries for 
different separating distances s. 
Due to the induced configurational anisotropy, 90° is the easy axis where 
nucleation and annihilation of vortex cores takes place at lower field values when 
compared to 0°. Moreover, the magnetization reversal in the four dot lattice geometry 
is noticeably different from that of two dot and three dot configurations. For this 
Chapter IV Vortex chirality control and configurational anisotropy in permalloy nanomagnets  
 80 
geometry, there is no abrupt change of magnetization at HN. There is only a gradual 
change of magnetization beginning from HN towards HA. This is true for both θ = 0° 
and 90°, and can be attributed to strong interactions experienced by each dot in the 
lattice. These interactions forbid the collective nucleation of vortex cores inside the 
dots. This implies that the nucleation of vortex core at the edges of the dots takes place 
at different field values, thereby changing the magnetization gradually. However, as 
the distance between the dots increases, the magnetostatic interaction between them 
decreases, resulting in sharp transitions at nucleation and annihilation fields. Hence, 
with increasing separation between the dots, the values of HN and HA for both the 
lattice geometries converge to a nearly constant value, after which there is no variation 
with increasing separation. 
 
4.6 Variation of HN and HA with Ni80Fe20 thickness  
In order to understand the effect of Ni80Fe20 thickness on the magnetic 
properties of the nano-dots in different lattice configurations, a systematic thickness 
dependent study was also carried out. In this series of experiments, the separation s 
between the dots was kept constant at 55 nm, while the Ni80Fe20 thickness tNiFe was 
varied from 25 nm to 80 nm. Fig. 4.9 shows the M-H loops of the three lattice 
configurations for tNiFe = 25 nm, 50 nm, and 80 nm, respectively. To distinguish the 
magnetization reversal processes for induced configurational anisotropy, M-H loops 
for different orientations of the external field have also been shown.  
For tNiFe = 25 nm, a combination of typical single domain switching and vortex 
type switching is observed, which is strongly dependent on the lattice configurations of 
the nano-dots. For the two dot lattice configuration, a vortex type switching is 
observed along with a prominent distinction in the loops for θ = 0° and 90°, as shown 
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in Fig. 4.9(a). This is in contrast to the magnetization reversal process for the three dot 
and four dot lattice configurations, where there is barely any change in HN and HA with 
varying field orientation as shown in Fig. 4.9(d) and (g).  
 
Fig. 4.9 M-H loops of (a-c) two dot, (d-f) three dot, and (g-i) four dot lattice 
configurations for tNiFe = 25 nm, 50 nm and 80 nm. The distance between the dots is 
kept constant at 55 nm respectively. 
For the three dot lattice configuration, the reversal is still vortex type, whereas 
for the four dot lattice geometry, single domain switching occurs. This is evident by 
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the strong rectangular shape of the loop (Fig. 4.9(g)). The effect of configurational 
anisotropy is therefore, strongly evident for this thickness of Ni80Fe20 layer. However, 
for tNiFe = 50 nm, the rapid reduction of magnetization around zero field indicates that 
vortex type magnetization reversal is prominent for all the dot geometries. In fact, a 
variation in HN and HA is also observed for different orientations of θ. Therefore, the 
effect of configurational anisotropy increases with increasing thickness of the FM 
layer. As the thickness is further increased to 80 nm, a typical vortex type 
magnetization reversal is observed, where the nucleation process terminates before 
remenance. This indicates that all the dots are in flux closure vortex state. It was also 
observed that both HN and HA increase with the increasing Ni80Fe20 thickness in all the 
three lattice geometries. This is also evident in the plot shown in Fig. 4.10 which 
shows HN and HA as a function of increasing Ni80Fe20 thickness for the two dot lattice 
geometry. The calculated values of HN and HA are also plotted, and are in excellent 
agreement with the experimental values.  
 
Fig. 4.10 Variation of HN , HA as a function of tNiFe for θ = 0° and 90° and s = 55 nm.  
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For small thicknesses of the FM layer, the out-of-plane demagnetization field is 
strong enough to prevent the formation of a vortex state at remenance. As the thickness 
of the dot is increased, the demagnetization field decreases, facilitating vortex 
formation so that the total energy of the system is lowered. The variation of HN and HA 
for different thicknesses is due to the difference in coupling energy experienced by the 
dots. This coupling energy directly affects their magnetization reversal process. 
 
4.7 Summary 
To conclude, the effect of magnetostatic coupling between circular FM dots in 
three different lattice configurations has been systematically investigated as a function 
of inter-dot separation and FM layer thickness. ‘Rigid vortex model’ had been 
employed to determine the interaction energy of the coupled dots as a function of the 
spacing between the dots. It has been shown that by arranging the nano-dots in a 
particular configuration, the chirality of the vortex state can be controlled effectively. 
Further, the existence of configurational anisotropy in the lattice geometries has been 
demonstrated by studying the magnetization reversal behaviour as a function of the 
applied field direction. The reversal mechanism is significantly different in all the 
three geometries, indicating that coupling energy is a dominant factor in the 
magnetization reversal process of interacting dots. Finally, thickness dependent studies 
have also been carried out to understand the reversal mechanism as a function of dot 
geometry. 
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Magnetoresistance Behaviour of Mesocopic Rings 
 
5.1 Introduction 
 In this chapter, a resistor network model for depicting the magneto-transport 
measurements for single ring structures when the contact pads are placed directly on 
them has been developed for both two-probe and four-probe contact geometries. Based 
on the response obtained from the model, electrical contact pads can be designed 
appropriately to acquire signal from distinct segments of the ring. The validation of 
theoretical calculations has been carried out by fabricating a rectangular ring with six 
different contact pads. It is shown that the measured variation of the resistance with the 
applied field is strongly dependent on the contact configuration, which may indeed be 
adjusted to tailor the magnetotransport response of the ring. 
 
5.2 Motivation 
Ferromagnetic (FM) ring devices are the focus of current research due to their 
potential applications as memory cells [1]. Various characterization tools, such as 
vibrating sample magnetometry (VSM) [2], magnetooptical kerr effects (MOKE) [3-7], 
magnetic force microscopy (MFM) [8,9], lorentz microscopy [10], and 
magnetoresistance (MR) measurements [11-15] have been employed to investigate the 
reversal mechanism in ring structures. However, most of the characterization 
techniques cannot probe the reversal process of individual ring elements directly due to 
their inherent limitations. It is a well known fact that electrical transport measurement 
is a simple and direct technique to probe the magnetization reversal process of 
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individual ring devices through their characteristic resistance changes such as 
anisotropic magnetoresistance (AMR) for single layers and giant magnetoresistance 
(GMR) for multilayers. Therefore, a theoretical model based on the resistance network 
in a FM ring structure is investigated which is experimentally validated using 
magnetotransport measurements. 
 
5.3 Theoretical Analysis 
 Magnetotransport measurement is a powerful technique for investigating the 
reversal process in individual magnetic elements. Typical MR measurements on a ring 
can be performed by fabricating contact pads on the ring edges to locally probe the 
reversal mechanism in distinct sections of the rings. However, unlike in other patterned 
structures such as wires or bars, where a single current path is created during electrical 
measurements, the physical structure of the ring being enclosed in nature splits the 
current into two parallel paths. The complicated current distribution and its 
dependence on the MR variations in each path, makes the interpretation of the overall 
MR response more difficult. Therefore, there is a necessary requirement for a 
quantitative study addressing how the individual ring segments defined by the 
electrical contacts contribute to the overall measured MR signal. In this context, a 
resistor network model has been developed which separates the MR contribution from 
each ring segment explicitly based on the electrical circuit equivalent of the ring. A 
simple two-point probe configuration will be initially studied for calculation of MR 
responses of FM rings. The characteristic resistance changes in each section of the ring 
with respect to the external field will be obtained by combining the spin configuration 
information from the micromagnetic simulations and current density distribution. 
Those resistance changes will be employed by the resistor network model to finally 
Chapter V Magnetoresistance Behaviour of Mesoscopic Rings 
 88 
obtain the overall MR response. The results will be further extended to more 
complicated scenarios where multiple current/voltage probes are used for the 
investigation of MR properties. 
 
5.3.1 Two-point probe configuration  
Shown in Fig. 5.1(a) is the schematic drawing of a two probe measurement on a 
typical ring structure. The electrical current I, splits into I1 and I2, and this 
configuration effectively probes a pair of parallel magneto-resistors (R1(H) and R2(H)). 
Each of the magneto-resistor has its own MR characteristics depending on the external 
magnetic field during the reversal process. The contributions from the two magneto-
resistors to the overall MR are obscured by the non-linear nature of the parallel circuit 
connections, which can be seen from the overall resistance of the ring, R(H), given by 
                                                     
1( ) 2( )
( )










.               (5.1) 
 
 
Fig. 5.1 (a) Schematic illustration of a two probe measurement configuration on a 
typical ring structure, and (b) Equivalent electrical circuit model for the ring. 
Chapter V Magnetoresistance Behaviour of Mesoscopic Rings 
 89 
The MR variations in the two ring segments can be introduced by expressing 
R1(H) and R2(H) with respect to a reference resistance (R1 and R2), e.g. the resistance at a 
saturation field value, as 
                                                   1( ) 1 1( )(1 )H HR R X= + ,                (5.2) 
                                                  2( ) 2 2( )(1 )H HR R X= + ,    (5.3) 
where X1(H) and X2(H) denote the MR ratio of the respective segment at a certain 
magnetic field. The resistor network formed by the ring, therefore, consists of serially 
connected constant and varying resistors in each of the parallel branch, as shown in Fig. 
5.1(b).  
As one is interested in the varying the MR component, the overall resistance 
variation with respect to the saturation state, ∆R(H), is thus calculated, and given by 
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               (5.4c) 
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It is well known that X(H) (MR ratio) for a typical AMR ring structure is usually 
negligible (<<1) [16,17]. Hence Eq. (5.4c) can be further simplified by noting that 
(1+X(H))  ≅ 1. With this approximation, ∆R(H) is simplified  to 
                                        
2
1 2 2
( ) 2( ) 1( )2
1 2 1
( )
( )H H H
R R RR X X
R R R
∆ = × +
+
   (5.5) 
This formula shows that the overall MR response of the ring has a simple linear 
dependence on the MR ratio (X1(H) or X2(H)) of each ring segment. This is due to the 
well known shunting effect in MR sensors consisting of multiple layers. The 
complicated parallel magneto-resistor network shown in Fig. 5.1(b) has been 
transformed to three serially connected resistors as shown in Fig. 5.2.  
This simplicity enables us to carry out a quick and convenient analysis and 
prediction in magnetic ring structures. For example, in the study of GMR effect in ring 
structures [18], the coefficients of the MR ratios in Eq. (5.5) signify the relative 
magnitude of the jumps in the MR curve, which provide another technique for 









Fig. 5.2 The electrical circuit model for the ring according to Eq. (5.5). 
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5.3.2 OOMMF simulations for M-H and R-H curves 
To validate the predictions in § 5.3.1, rectangular ring geometry is selected 
since the preferential pinning of the domain walls (DWs) at the corners of the 
rectangular ring give rise to unique MR responses. Therefore, before proceeding, it is 
important to have an understanding of the MR behaviour of each subsidiary segment in 
the rectangular ring.  
In order to determine the field dependent resistance values to utilize Eq. (5.4c), 
micromagnetic simulation software was used to model the reversal process in a 30 nm 
thick rectangular Ni80Fe20 ring structure. The simulations were carried out using 2D 
Object Oriented Micromagnetic Framework (OOMMF) code from NIST [19]. This 
program integrates the Landau-Lifshitz equation on a 2D grid with 3D magnetization 
spins. In OOMMF, the equilibrium distribution of magnetization for an applied field is 
determined by numerically integrating the well-known Landau-Lifshitz-Gilbert 
equation, 




λαγ= − × − × ×                             (5.6) 
where, γ is the gyromagnetic ratio and α is the dimensionless damping coefficient. The 
effective field 1H / Meff o eµ
−= − ∂ ∂ , where e is the energy density calculated using 
Brown’s equation [20]. 
The magnetic parameters used for the simulation are saturation magnetization 
Ms = 860 kA/m, exchange constant A= 13×10-12 J/m, and anisotropy constant Ku = 0. 
The cell size for simulation was chosen to be 10 nm. The damping constant was set to 
0.5. The field was swept along a particular direction in the range of ±1 Tesla, and the 
spin configurations were captured after the magnetic state was equilibrated at an 
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applied field. The equilibrium criterion was the convergence between magnetization 
and the effective field (|m x h|) lower than 10-5 in each computational cell.  
In order to analyze AMR numerically in this structure, three assumptions were 
made in the calculations. Firstly, it can be hypothesized that the whole object can be 
divided into numerous identical cubic elements, whose size is so small that both the 
current and the magnetization are uniform in each element. This assumption makes it 
possible to compute the resistivities of AMR using finite-element method. Secondly, it 
was assumed that the ferromagnetic object is connected to a current source so that the 
total current is constant. Since the resistivities of AMR are independent of the intensity 
of the current, this assumption does not affect the results of calculations. Lastly, it was 
assumeed that the simulated object is a column and the current is conducted between 
two parallel faces which are equipotential. This assumption gives the geometric 
conditions required for strict calculation of the resistivities of AMR. The AMR is then 
calculated by averaging the resistivity of each element at a field value, using  
                                        22




ρ ρ= + ⋅∑                                             (5.7) 
where, ρo, n, Vc, mi,  and k are the normal resistivity, the number of elements, the 
volume of one element, the moment of element i, the unit vector of the current, and the 
AMR coefficient respectively. One can discard ρo and normalize the constant 
coefficients in the simulation as  
                                                 1 ˆ ˆ[( ) ]AMR i iiX j m j mn
= ⋅ ⋅∑                                       (5.8) 
The above equation requires the distribution of magnetization and current for a given 
geometry. To reduce the complexity, the distribution of magnetization is extracted 
directly from the simulated results of OOMMF. The distribution of current can be 
either modelled through ANSYS current diffusion analysis for precise simulation or 
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assumed uniform for approximate simulations. In the present case, a uniform current 
distribution was assumed for simulations. 
In order to simulate the AMR response in rectangular ring, the ring was divided 
into discrete sections such that current flows only in one direction in each of them (as 
shown in Fig. 5.3), according to one of the assumptions stated above. The corner 
square elements were further sub-divided in order to consider the unidirectional 
current flow. The direction of the current flow in the ring is generally along the edges, 
which naturally divides the structure into eight different MR components. AMR 
response is then calculated separately for each segment individually using the 
Magnetic Device Simulator (MDS) [21]. MDS operates on the magnetization 
distribution obtained using OOMMF simulation and the cosine of the direction of the 
specified current, and thus calculates the resistivity of each cell using Eq. (5.8). The 
result obtained is the summation of the resistivities of all the cells in a particular 
segment as a function of the applied field. 
 
 
Fig. 5.3 The various segments of a rectangular ring for MR modelling. A uniform 
current density distribution is assumed for the modelling, as illustrated by the arrows. 
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The corresponding response obtained after simulating each individual segment 
is shown in Fig. 5.4 when the applied magnetic field is along the longer edge of the 
ring. For clarity, only the low-field MR curve when the field is swept from positive 
maximum to negative is shown. The parameter g is the distance between the electrical 
contacts for two probe measurements as shown in Fig. 5.4(a). 
Three distinctive responses were observed in the structure at the vertical and 
horizontal edges, and at the corners. The vertical edges are typically characterized by 
zero MR ratio except at the switching point, where a sharp dip occurs. The horizontal 
edges on the other hand show a positive MR with a gradual increase in resistance 
towards lower field strength. The responses at the corners, however, consist of a 
combination of positive and negative MR ratios. It is interesting to note that the MR 
trends of corners b, f and h, d are exactly opposite, which is attributed to the fact that at 
remanence head-to-head and tail-to-tail DWs are formed at the corner pair  b and f.  
The summation of the elementary magneto-resistors, a to i in Fig. 5.4(b), forms one 
branch of the parallel network, R1(H), while the portion of the right vertical edge 
between the contacts forms the other branch, R2(H). Without loss of generality, the 
physical size of the electrical contact can be ignored in the calculation, though in 
experiments, the patching area introduced by the finite contact size can affect the 
detailed features of the MR curve. 
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Fig. 5.4 (a) Schematic diagram for the rectangular Ni80Fe20 ring probed by two 
electrical contacts with varying distance, and (b) The representative MR responses 
from different segments of the rings [15]. 
Shown in Fig. 5.5 are the representative MR curves obtained with the gap 
between the electrical contacts g = 0.1, 2 and 4.4 µm respectively. The black dots are 
the calculated data based on the Eq. (5.4c) without approximation, and the orange lines 
are obtained from Eq. (5.5).  
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Fig. 5.5 The representative MR responses for g = 0.1, 2, and 4 µm. The black dots are 
the calculated data based on the Eq. (5.4) and the orange lines are obtained from Eq. 
(5.5) [15]. 
It can be observed that the two curves are similar; thereby suggesting that the 
above derived theoretical formula can be used to accurately predict the MR response of 
the structures. The MR curves have also been found to be strongly dependent on the 
gap between the electrical contacts due to the strong competition of negative and 
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positive MR ratios. For g = 0.1 µm, the MR curve is still dominated by the negative 
MR ratio which is characteristic of the vertical segment between the probes. However, 
the influence of the MR behaviour from the ring segment outside of the probes (R1(H)) 
is still visible, as positive MR ratios are observed at the background. This results in a 
slight slope at the intermediate field range which is generally exhibited by the 
horizontal edges of the rectangular rings. The features displayed by the MR curve are 
expected, as the scaling factor (R2/R1) in this case is extremely small, which 
significantly attenuates the MR response in the segment with larger resistance. As the 
gap between the probes is increased to 2 µm, the scaling factor becomes larger. The 
positive MR in the background begins to gain strength, thus becoming a prominent 
feature in the curve. As g increases further to 4.4 µm, the MR curve ratios are 
completely reversed, and are now dominated by the positive response from the 
horizontal edges of the ring. 
 
5.3.3 Four-point probe configuration 
The results for the two probe measurement configuration can be further 
extended to the more commonly used four-point probing configuration, as shown in 
Fig. 5.6(a). In this case, the ring is now divided into two branches at the current leads 
while the voltage probes are placed across a portion of one parallel branch. The 
equivalent resistor network of this scenario is illustrated in Fig. 5.6(b), where R2(H) is 
now resolved into Ra(H) and Rb(H), representing the ring segments outside and between 
the voltage probes respectively. The voltage across Vb(H) can be written as 
                                              
( )













.    (5.9) 
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Fig. 5.6 (a) Schematic illustration of a four probe measurement configuration on a 
typical ring structure, and (b) the electrical circuit equivalent of the schematic [15]. 
By expressing V(H) and utilizing the results from Eq. (5.5), it can be shown that the 
effective resistance (Rb_eff(H)) probed in a four-point configuration is 
1
_ ( ) 1 1( ) 1 ( ) ( )2
1
( ) ( ) ( )
( )
b
b eff H a b a b H a b H a a H
a b
R RR R R R R R X R R X R X
R R R
 = + + + + + + − + +
(5.10) 
Although this equation is more complicated than Eq. (5.5), the primary conclusion is a 
linear combination of the respective MR ratios. It should be noted that Eq. (5.10) is 
actually a general case of the two probe configuration, which can be easily obtained by 
setting Ra = 0. 
 
5.4 Experimental Validation 
In order to validate the resistor network model described in § 5.2, FM rings 
were fabricated using multi-level electron-beam (e-beam) lithography processes 
combined with optical lithography. The structures were first patterned using electron 
beam lithography with rings of width 500 nm, major axis of 5 µm and aspect ratio of 
1.6. The resist dose used for the exposure was 7040 µC/cm2. This was followed by e-
beam deposition of 30 nm thick Ni80Fe20 layer at a constant rate of 0.2 Ǻ/sec. The base 
Chapter V Magnetoresistance Behaviour of Mesoscopic Rings 
 99 
pressure of the chamber was maintained at 8×10-7 Torr during the deposition. Six non-
magnetic contact pads of Cr (10 nm) / Au (150 nm) were fabricated on different 
segments of the ring using a combination of e-beam lithography and optical 
lithography, metallization and lift-off processes. Fig. 5.7(a) and (b) shows the scanning 
electron micrographs (SEM) of both rectangular and elliptical rings with different 
contact probes. Room temperature magnetotransport properties of the devices were 











Fig. 5.7 SEM micrographs of (a) rectangular, and (b) elliptical ring geometries of 
width 500 nm, and 5 μm / 3 μm major/minor diameters, respectively. 
To gain a better understanding of the nucleation, annihilation and propagation 
of domain walls in the ring structures using the resistor network analysis, single layer 
rectangular and elliptical shaped ring structures with non-magnetic contact leads on 
top of the ring have been fabricated as described above. Using the four-point probe 
technique, various contact configurations have been investigated to understand the 
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magnetization reversal process in the ring structures. Micromagnetic simulations were 
performed to support the experimental results. 
Let us consider the AMR effect in single layer rectangular ring with magnetic 
field applied along the minor axis (0°). Fig. 5.8(a-c) shows various electrical circuit 










Fig. 5.8 Electrical resistance network in configurations (c) CN1, (d) CN2, and (e) CN3 
respectively. 
The equivalent measured resistances for all the three configurations are given by,  
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                                  (5.13) 
From the above equations, it is evident that any change in the orientations of the 
magnetization, emerging from any section of the ring will contribute to the measured 
resistance.  
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5.4.1 Rectangular Ring 
Fig. 5.9 shows the MR response from the single layer rectangular ring in all the 
three configurations for field applied along the minor axis. For clarity, only half loops 
which correspond to the field applied from positive to negative saturation are shown. 
Fig. 5.9(a) corresponds to configuration CN1 and the equivalent resistance is 
represented by Eq. (5.11). The highest MR ratio observed was 1.38%. In this 
configuration, the longer segment of the ring has been probed and exhibits nano-wire 
like MR behaviour. In order to interpret the experimental measurements, 2D 
micromagnetic simulations were also carried out. The resistance value for each 
segment of the ring was further calculated by summing the cos2θ component of the 
AMR effect from each of the cells and then calculating the total equivalent resistance 
from Eq. (5.11). The corresponding calculated MR curve is shown in Fig. 5.9(b). 
There is a good agreement between the experimental and the simulated AMR curves. 
Starting from positive saturation, the magnetization along the longer segment of the 
ring is perpendicular to the current direction, giving minimum resistance value. The 
gradual increase in MR as the field is decreased from saturation is due to the 
magnetization relaxation along the circumference of the ring. At zero field, both the 
magnetization and current are in the same direction, yielding maximum MR ratio. 
Thereafter, the spins align towards the applied field direction when it is increased to 
negative saturation. The measured MR response for configuration CN2 is shown in Fig. 
5.9(c) with its calculated counterpart shown in Fig. 5.9(d). The equivalent resistance 
for this contact configuration corresponds to Eq. (5.12). As seen from the curve, the 
MR behaviour is a complex combination of both positive and negative MR ratios. 
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Fig. 5.9 Experimental MR response for rectangular ring with the field applied along 
the minor axis in configurations (a) CN1, (c) CN2, and (e) CN3. The corresponding 
simulated MR curves for all the three configurations are shown in (b), (d), and (f) [22]. 
To gain detailed insight into the reversal mechanism, consider the MR response 
of adjacent corners in the ring which are also shown as insets in Fig. 5.9(d). As 
discussed earlier, due to the ‘sharp corners’ present in the two perpendicular straight 
edges, there is a preferential pinning of DWs at those corners giving rise to either 90° 
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DWs or transverse DWs. It is the propagation of magnetization in these corners, which 
gives rise to both positive and negative MR ratios. The inset of Fig. 5.9(d)[i] 
corresponds to the MR response from a corner in segment R4, while the inset of Fig. 
5.9(d)[ii] corresponds to a corner in segment R6. Their respective diagonal corners 
show a similar response. As the magnetic field is decreased from positive saturation, 
there is a “gradual” increase in resistance for corner segment R4, while there is a 
“sharp” increase in resistance in corner segment R6. This results in overall increase in 
resistance according to Eq. (5.12). On increasing the field towards negative saturation, 
a maximum change in the response is observed at -83 Oe, after which the total 
resistance drops steeply due to sharp decrease in R1R6 term of Eq. (5.12). This marks 
the depinning of DWs from one corner and propagating to the adjacent corner, forming 
a reverse onion state. Therefore, corner segments in R1 and R6 now contain transverse 
DWs, and the corners in segment R3 and R4 contain 90° domains. Further increase in 
MR ratio corresponds to gradual movement of domains at the corners, along with the 
spin rotation in the shorter edges of the ring in order to align themselves in the 
direction of the applied field. The experimental and calculated MR responses for this 
configuration are in close agreement, supporting the arguments presented above. 
Experimental and simulated MR responses for configuration CN3 are shown in 
Fig. 5.9(e) and (f) respectively. In this configuration, the MR response of segment R4 
is being probed, and its equivalent resistance is given by Eq. (5.13). A careful 
observation indicates that the response is strongly dominated by the resistance change 
in the corner segment of R4, whose response is shown as inset in Fig. 5.9(d)[i]. The 
gradual increase in MR ratio corresponds to the formation of forward onion state in the 
entire ring with transverse DW being pinned at the corner in segment R4. Again, at a 
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field of -83 Oe, the DW moves to the adjacent corner and the ring goes into reverse 
onion state. This process is clearly evident in both experimental and simulated corners.  
The spin states of the simulated rectangular ring are shown in Fig. 5.10. The 
spin configuration at zero field shows the ring to be in forward onion state with DWs 
pinned at the corners of the ring. A clear de-pinning of the DWs can be observed when 
a reverse field of -100 Oe is applied. Further increase in the field generates a reverse 
onion state. Corresponding contact leads for all the configurations are also illustrated 
schematically for better understanding. 
 
Fig. 5.10 Spin state configurations for rectangular ring at different applied 
fields with different contact configurations. 
 
5.4.2 Elliptical ring 
The MR responses for an elliptical ring of identical width in all the three 
configurations are shown in Fig. 5.11. The MR curve for the elliptical ring in CN1 
configuration is shown in Fig. 5.11(a). The R2 segment of the ring, which is now being 
probed, contains DWs which effectively reduces the MR ratio near zero field. The 
distinct steps observed at ± 44 Oe and ± 197 Oe mark the formation and annihilation of 
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the vortex state, respectively. The vortex state represents maximum MR as both 
current and magnetization are parallel along the entire ring. 
 
 
Fig. 5.11 Experimental MR response for elliptical ring with the field applied along the 
minor axis in the configurations (a) CN1, (b) CN2, and (c) CN3 [22]. 
The corresponding response for CN2 configuration is shown in Fig. 5.11(b). 
The two distinct steps are still observed in the curve but at different field values of ± 
144 Oe and ± 200 Oe respectively. This is due to the difference in the position of 
voltage contact leads, as both the current contact pads and the applied field direction 
are kept unchanged. If the positions of both the current leads and voltage leads are now 
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changed to configuration CN3, a parabolic response in the MR curve is obtained as 
shown in Fig. 5.11(c), except for the dips observed at ± 111 Oe. Theoretical 
simulations indicate that these dips are due to the spatial variation of the magnetization 
direction, which has also been reported in circular Ni80Fe20 rings [23]. 
Fig. 5.12 shows the representative spin states of the elliptical ring at different 
applied fields along the minor axis. At remanence, the ring forms a forward onion state 
with DWs located in the longer vertices of the ring. With the increase in field towards 
negative saturation, the DWs start to move in anticlockwise direction in order to 
reverse the spin states. A higher reverse field then transforms the ring into reverse 
onion state through a flux closure state called the vortex state. 
 
 
Fig. 5.12 Spin state configurations for elliptical ring at different applied fields with 
different contact configurations. 
 
5.5 Summary 
To conclude, theoretical formulations to analyze the MR contributions in 
ferromagnetic ring structures have been derived based on resistor network model when 
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the contact probes are patterned directly on the ring itself. It has been shown that 
individual ring segments connected in parallel can be simplified to a serial connection, 
which greatly reduces the complexity in interpreting the MR signal. The derivation has 
been further validated experimentally by studying the magnetization reversal process 
of a rectangular Ni80Fe20 ring using micromagnetic simulations and MR measurements. 
The spin configurations in different segments of the ferromagnetic ring-shaped 
structures with varying contact geometries have also been probed. It was observed that 
the “sharp corners” play a crucial role in determining the magnetization reversal 
process for the rectangular ring geometry. Therefore, it can be concluded, that the MR 
response of a ring element is strongly dependent on the contact configuration when the 
probes are fabricated directly on the ring. 
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In this chapter, a novel non-local technique for probing the magnetization 
reversal process in individual ring elements is presented. The ring-wire hybrid 
structure developed allows the contact leads to be placed away from the ring. By 
combining a single ring element with nano-wires, the magnetic states of the entire ring 
can be characterized without placing the contact leads directly on it. These results are 
further corroborated using micromagnetic simulations to differentiate between the 
switching fields corresponding to the nano-wire and the ring elements. Further 
improvement in the measurement technique is achieved by synchronously measuring 
the contributions of the nano-wire and the ring-wire hybrid structure so that the 
switching fields corresponding to the nano-wire segments can be easily separated. Four 
different shapes of ring elements have been characterized to highlight the sensitivity 
and efficiency of this technique. Systematic low temperature investigation has also 
been performed on the ring elements using the same technique to further understand 
the switching processes when the contributions from thermal effects are negligible.  
 
6.2 Motivation 
In the previous chapter, the anisotropic magnetoresistance (AMR) effect has 
been extensively investigated in ferromagnetic (FM) rings with contact probes placed 
directly on the rings. The magnetoresistance (MR) response obtained is shown to be 
clearly dependent on the contact geometry [1-5]. In addition, the area of the contact 
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pad fabricated on the ring can also effectively short-circuit the vortex state present 
beneath it [6]. Different angles of the contact pads can therefore produce different MR 
responses. Another aspect of structural non-planarity of magnetic rings when contact 
leads are fabricated below the ring elements has been studied by Vavassori et al [7]. 
The results presented demonstrate that the non-planarity of the magnetic structures 
affects profoundly the MR behavior of the ring structures. It is thus very crucial, to 
develop a technique that eliminates or reduces significantly the dependence of contact 
geometry on the MR response. 
 
6.3 GMR response for rectangular and elliptical rings  
 In this section, the basic concept of ring-wire hybrid structure used for probing 
the magnetization reversal process of individual ring elements will be described along 
with the fabrication details. Experimental validation of the technique using 
magnetotransport measurements will be performed as a function of ring shape and 
width.  
 
6.3.1 Basic concept of ring wire hybrid structure 
Ring-wire hybrid structure is a novel design for probing the reversal 
mechanism in individual magnetic elements, without fabricating contact leads on the 
element itself. Fig. 6.1 shows the schematic illustration of a rectangular ring in ring-
wire hybrid configuration. Two nano-wires of identical composition as the ring 
element are attached to the ring such that the metallic contact leads can be patterned 
directly on wire segment only. Current is injected between contact leads ‘1’ and ‘4’, 
while the voltage is probed from contact leads ‘2’ and ‘3’. This technique effectively 
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eliminates the dependence of the magnetotransport behaviour of the ring element on 
the contact geometry. 
 
Fig. 6.1 Schematic illustration of the ring-wire hybrid configuration. 
If one considers the giant magnetoresistance (GMR) effect in the rectangular 
and elliptical structures for magnetic field applied along the wire axis (x-direction), the 
current injected through the wire arm, enters the ring and divides into two paths. The 
ratio of currents in both the paths is inversely proportional to the ratio of their 
respective resistances. An equivalent electrical circuit of this configuration has been 
designed and shown in Fig. 6.2(a) and (b), respectively. The equivalent measured 
resistances for both the rings [8] will be given by,  
                                                                                                                                     (6.1) 
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From the above equations, it is evident that changes in the relative orientations of the 
magnetizations of the two FM layers, emerging from any section of the structure will 
be effectively reflected in the measured resistance. 
 
Fig. 6.2 Equivalent electrical circuit diagram for (a) elliptical and (b) rectangular 
ring-wire hybrid structures. 
 
6.3.2 Device Fabrication 
The devices characterized in this section were fabricated using multi-level 
electron beam (e-beam) lithography processes combined with optical lithography. The 
width of the rings was varied from 60 nm to 300 nm, while the major and minor axes 
were fixed at 5 μm and 3 μm, respectively. To fabricate the ring-wire hybrid structure, 
nano-wires of width 100 nm were attached to the edges of the ring as described above. 
This was followed by e-beam deposition of Co(10 nm)/Cu(8 nm)/Ni80Fe20(10 nm) 
pseudo spin valve (PSV) structure, and lift-off process. Four non-magnetic contact 
pads were patterned on the wire arms of the structure using optical lithography, 
metallization and lift-off processes. Room temperature MR measurements were carried 
out using the standard four probe dc technique. As shown in Fig. 6.1, a constant dc 
current is passed through the leads ‘1’ and ‘4’, while the change in voltage is sensed 
through leads ‘2’ and ‘3’. 
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6.3.3 Experimental validation for Elliptical Ring 
Fig. 6.3 shows the MR response from the elliptical ring structure of width 60 
nm when the magnetic field is applied along the x-direction. As the field is decreased 
from positive saturation to zero, both the Ni80Fe20 and Co spins relax in the forward 
onion state with the formation of transverse domain walls (DWs) at the intersection of 
wire arms and the ring. This is schematically shown as state OE in Fig. 6.4.  
 
Fig. 6.3 MR response for PSV elliptical ring-wire hybrid geometry with ring-width 60 
nm and magnetic field applied along the x-direction. 
When the field is further increased towards negative saturation, the Ni80Fe20 
layer of the wire arms switches in the direction of the applied field at -105 Oe. Hence, 
the overall resistance increases according to Eq. (6.1). For elliptical rings, the 
transition from forward onion to reverse onion state takes place in two discrete steps, 
through an intermediate vortex state. This is depicted by two switching fields for 
Ni80Fe20 spins. The first switching occurs at -150 Oe, where one of the arms in 
Ni80Fe20 layer of the ring structure undergoes switching to form a stable vortex state. 
The resultant position is indicated as BE in the MR curves and the spin states 
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respectively. Thereafter, the other arm of the ring switches at -210 Oe and forms a 
reverse onion state. The subsequent spin state is shown as CE in Fig. 6.4.  
 
Fig. 6.4 Schematic illustration of reversal process in PSV elliptical ring. 
Further increase of the applied field results in the switching of the Co layer in 
wire arms at a field of -255 Oe, which is indicated by position DE. As the field is 
increased further, the Co spins in the ring segment undergo a transition from forward 
onion to intermediate vortex state at a field of -405 Oe (spin state EE). This is followed 
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by a complete parallel alignment between the spins of both the FM layers after the Co 
layer has undergone a transition to reverse onion state at -455 Oe. The reverse onion 
state for both Co and Ni80Fe20 layers is shown as position FE. The argument for the 
switching fields in the wire arms is supported by estimating the resistance change from 
parallel to antiparallel configuration. It was observed that the resistance change (1.5%) 
from position OE to BE is similar to that from CE to DE.  
In order to validate the experimental results, 2D micromagnetic simulations 
were carried out on 30 nm thick Ni80Fe20 ring-wire hybrid structure of ring width 60 
nm and wire width 100 nm, using NIST object oriented micromagnetic framework 
(OOMMF) [9] with available parameters for Ni80Fe20 (Ms = 8.6 x 105 A/m, A = 13 x 
10-12 J/m, α = 0.5) and cell size of 10 nm. Shown in Fig. 6.5 are the spin states 
corresponding to the reversal of different segments of the structure.  
 
Fig. 6.5 Spin states obtained using OOMMF for 30 nm thick Ni80Fe20 elliptical ring.  
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At zero field, the ring is in onion state with wire spins pointing towards 
positive field direction. As the field is increased towards negative direction, the wire 
segments switch first as shown in Fig. 6.5(b). This is followed by ring transition from 
onion → vortex → reverse onion state as depicted in Fig. 6.5(c) and (d), respectively. 
 
6.3.4 GMR response for Rectangular Ring 
Shown in Fig. 6.6 is the MR response from the rectangular ring structure of 
ring width 60 nm for the field applied along the x-direction. There is a significant 
difference in the MR curves when compared to the elliptical ring. This can be 
attributed to the variation of the magnetization reversal mechanism in rectangular ring.  
 
Fig. 6.6 MR response for PSV rectangular ring of width 60 nm.  
Starting from positive saturation, the magnetization of both Ni80Fe20 and Co 
layers are aligned parallel to each other. When the applied magnetic field is decreased 
towards zero field, the spins in the longer segment of the ring tend to relax by aligning 
themselves along the edges of the ring and forming a forward onion state due to 
magnetic shape anisotropy. This is sketched as state OR in Fig. 6.7. This parallel 
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alignment of spins is maintained until a critical field of -55 Oe is reached, where the 
magnetization in the wire arms of the Ni80Fe20 layer switches. This corresponds to 
resultant spin state AR as shown in the schematic of Fig. 6.7. Also shown in the 
schematic are the positions of head-to-head and tail-to-tail DWs. This results in an 
increase in resistance of the wire arm segments due to their antiparallel alignment, thus 
increasing the overall resistance according to Eq. (6.2).  
 
Fig. 6.7 Schematic illustration of the reversal process in PSV rectangular ring. 
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As the field is increased further to -188 Oe, the magnetization reversal for the 
Ni80Fe20 layer in the shorter segments of the ring occurs, with GMR ratio reaching a 
maximum of 1.85%. The respective spin state after this transition is sketched as BR in 
Fig. 6.7, which also corresponds to position BR in Fig. 6.6. The above mentioned 
switching takes place when the head-to-head DW in the corner segment de-pins itself 
and moves to the nearest adjacent corner. Similar argument holds for the tail-to-tail 
DW as well. Here the ‘sharp corners’ play a crucial role by making themselves the 
preferred location for existence of DWs. While the spins in the longer segment of the 
ring try to rotate along the field direction, the magnetization in the Co layer of the wire 
arms switches to form a parallel alignment with the Ni80Fe20 spins at a field of -266 Oe, 
corresponding to state CR in Fig. 6.7. This argument can again be supported by 
comparing the respective changes in resistances that accompany the magnetization 
switching, since the GMR effect is directly proportional to the relative orientation of 
magnetization between the two FM layers. It was observed that the ratio of the 
difference in positions OR and CR with the difference in positions AR and BR is 1:1. 
Similarly the ratio of positions OR and AR with positions BR and CR is 1:1. This 
implies that the effective change in resistance during Co layer switching in the wire 
arms is consistent with the Ni80Fe20 switching in the same segment. When the field is 
increased further in the negative direction to -566 Oe, the Ni80Fe20 spins in the longer 
segment of the ring rotate gradually, increasing the antiparallel alignment with Co 
spins, which rotate at a relatively higher field. This is indicated by spin state DR in Fig. 
6.7. At a field of -600 Oe, the resistance drops, indicating the reversal of Co layer in 
the shorter segment of the ring, followed by a complex reversal of both Ni80Fe20 and 
Co magnetization in the longer segment due to strong magnetostatic interactions 
between them. The resultant spin state is shown as ER in Fig. 6.7. 
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6.3.5 Effect of ring width 
From the MR response of the two structures presented so far, it is observed that 
while the elliptical ring undergoes reversal through an intermediate state (for both 
Ni80Fe20 and Co), the rectangular ring reverses by switching just the shorter segments 
due to pinning and de-pinning of DWs at the corners. To establish the relationship of 
the switching fields as function of ring width, the width of the ring structures were 
increased to 300 nm, while the width of the wire arms was maintained at 100 nm. 
Shown in Fig. 6.8(a) is the corresponding MR response for rectangular ring of width 
300 nm for field applied along the wire-axis. Compared to the response shown in Fig. 
6.6, it was observed that the reversal mechanism in this structure is relatively different 
due to distinct differences in the switching fields.  
 
Fig. 6.8 MR response for 300 nm wide PSV (a) rectangular and (b) elliptical rings. 
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The Ni80Fe20 layer in the wire segment of the structure switches first at a field 
of -60 Oe (AR). This is followed by the transition of the shorter segment of the 
rectangular ring at BR = -127 Oe, increasing the GMR ratio to 2.2%. This anti-parallel 
state remains stable for a field range of 80 Oe, after which the Co spins in the wire 
arms switch their magnetization at a field of -222 Oe (CR) which again corresponds to 
a similar switching field of the Co layer in wire arms for rectangular ring of width 60 
nm. Finally, the shorter segment of the ring adopts parallel configuration after a critical 
field of -277 Oe (DR) is reached, decreasing the resultant GMR ratio to a minimum. It 
was found that the resistance change during Ni80Fe20 layer switching in the shorter 
segment of the ring (BRCR) is identical to the resistance change during Co layer 
switching in the same segment (DRER). Thus, it can be concluded that the 
magnetization reversal process in a rectangular ring of width 300 nm takes place by 
direct transition of forward onion state to reverse onion state without forming any 
intermediate metastable state at room temperature.  
 The MR response for a 300 nm wide elliptical ring-wire hybrid structure is 
shown in Fig. 6.8(b). Although the magnetization reversal process for this structure is 
similar to the 60 nm wide elliptical ring discussed earlier, a key difference is observed 
in the intermediate states and the switching fields. The critical field for Ni80Fe20 layer 
in the wire arms to switch is AE = -50 Oe. This increases the GMR ratio to an 
intermediate level of 0.56%, followed by a transition from forward onion state in the 
ring to reverse onion state at a switching field BE = -83 Oe. It can be clearly seen that 
the reversal of the ring segment does not occur through a vortex state as observed in 
the 60 nm width elliptical ring. Hence the intermediate state is an unstable 
configuration for spins in Ni80Fe20 layer when compared to the 60 nm wide elliptical 
ring. The magnetization reversal is completed by switching of the Co layer in the wire 
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arms at a field of CE = -133 Oe, followed by the ring transition in two discrete steps. 
This observation is similar to Fig. 6.3, the only difference being that the stable field 
range for the intermediate vortex state of Co spins exists for only 20 Oe. Thus, it can 
be concluded that the reversal of the Ni80Fe20 layer in the PSV ring of width 300 nm is 
predominantly due to the strong magnetostatic interactions from the stray fields of the 
domain walls in the Co layer onion state, and shows no vortex stability. This is in 
contrast with the ring element of width 60 nm, where the Ni80Fe20 vortex state is a 
stable state during the reversal process. On the other hand, the Co layer for both the 
ring widths undergoes transition through a stable vortex state. 
 
6.4 Synchronous transport measurement technique 
6.4.1 Basic concept 
The magnetotransport technique presented in § 6.3 probes the magnetization 
reversal process of the ring-wire hybrid structure. So far, the different switching fields 
corresponding to the ring element and the wire segment have been distinguished with 
the aid of micromagnetic simulations and the ratio of resistance changes. It will be 
excellent if the switching fields of the wire segment can be separated from the 
response of ring-wire hybrid configuration using similar magnetotransport technique. 
Direct mapping of the spin states for the ring element alone will therefore become 
straightforward. To achieve this, consider the scanning electron micrograph (SEM) 
image of an elliptical ring in ring-wire hybrid configuration with four contact leads in 
Fig. 6.9. A constant dc current is passed through the outer two probes, labelled as I+ 
and I-. Synchronous transport measurements [10] are carried out by simultaneously 
probing the voltage from the two inner contact probes (labelled as V1) and the two side 
contact probes (labelled as V2), respectively. By tapping the signal from both the 
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sections (V1 and V2) at the same time, a clear superposition of the two responses can 
be obtained. Thereafter, separation of the switching fields corresponding to the wire 
segment can then be effortlessly carried out. This technique has the major advantage of 
eliminating the dependence of the MR response on the contact geometry 
 
Fig. 6.9 SEM micrograph of an elliptical ring in ring-wire hybrid configuration with 
contact probes labelled for synchronous transport measurements.  
 
6.4.2 Device fabrication 
Polycrystalline PSV elliptical and rectangular ring elements of 5 µm / 3 µm 
major/minor diameter and circular ring elements of outer diameter 3 µm were 
fabricated using e-beam lithography and e-beam deposition. The width of the rings 
was kept constant at 300 nm, while the width of the nano-wires was designed to be 150 
nm, to allow different switching fields between the ring and the nano-wires. Non-
magnetic contact probes were fabricated on top of the nano-wires using both optical 
and e-beam lithography. MR measurements were carried out using the standard four 
probe technique. Fig. 6.10(a) and (b) shows the SEM micrographs of the rectangular 
and circular rings in ring-wire hybrid configuration. Shown in Fig. 6.10(c) is an SEM 
image of a circular ring with a nano-wire bisecting it at the center. The width of the 
nano-wire inside the ring is 150 nm. 
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Fig. 6.10 SEM micrographs of (a) rectangular ring, and (b,c) circular ring, in ring-
wire hybrid configuration. 
 
6.4.3 Effect of ring shape  
In this section, the magnetotransport behaviour of PSV rings using 
synchronous transport measurement technique is presented as a function of ring shape. 
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When the electrical current is injected into the ring, the current divides itself into two 
parts. The resistance of section V1 for the configurations in Fig. 6.10(a,b) and (c) are,  
                                           (6.3) 
                                    (6.4) 
These resistances are labelled in Fig. 6.10(b) and (c). To begin with, consider the MR 
curve for the elliptical ring shown in Fig. 6.11. For clarity, only one half of the loop is 
shown. The open circles corresponds to the data from the ring-wire hybrid 
configuration (V1) showing the switching fields of both the ring and the nano-wires. 
The solid circles correspond to the response from the section V2, which probes only 
the nano-wire segment. As expected, due to the synchronized transport measurements, 
a clear superimposition of the two curves is observed. The elliptical ring undergoes 
various transitions corresponding to the different resistance levels of E1, E2, E3, and E4, 
before the entire configuration reaches saturation. E1 is the state of highest resistance 
corresponding to the antiparallel alignment of the spin states for Ni80Fe20 and Co layers 
in section V1. In this state, the Ni80Fe20 layer in the nano-wire has reversed along with 
the Ni80Fe20 layer in the ring at the same switching field of -42 Oe. It was observed 
that the transition of Ni80Fe20 layer in the ring from reverse onion state to forward 
onion state does not take place through the intermediate vortex state. A slight decrease 
in resistance from the state E1 to E2 corresponds to the Co layer in the elliptical ring 
forming twisted DWs due to the magnetostatic interactions with the top Ni80Fe20 layer 
[11]. The Co layer finally undergoes a transition to a vortex state when the field is 
further increased, resulting in a reduction of the resistance level to E3. The sharp drop 
in resistance at -155 Oe corresponds to the Co layer magnetization in the nano-wire 
switching to the reverse saturation field direction, and thus decreasing the overall 
resistance level to E4. This state, however, still corresponds to the vortex configuration 
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of the Co layer in the elliptical ring. The final transition from vortex to reverse-onion 
takes place at a field of -225 Oe. Thus, the stability of the Co vortex state exists for a 
field range of ~97 Oe (as shown in Fig. 6.11). These results are in agreement with the 
work done on elliptical rings elsewhere [12]. Therefore, by using the synchronous 
transport measurement technique, the switching field contribution from the nano-wire 
segments can be effectively eliminated from the MR response of the ring-wire hybrid 
configuration. This method also reduces the need to fabricate local contact probes on 
the ring which introduces current-shunting effects as observed by Chao et. al. [6]. 
 
Fig. 6.11 Magnetoresistance response for elliptical ring when the two sections, V1 and 
V2 are synchronously probed and field is applied along the x-direction. For clarity 
only one half of the loop is shown [10]. 
The GMR response for rectangular ring is shown in Fig 6.12. The 
magnetization reversal process for rectangular ring takes place by direct transition 
from forward onion state to reverse onion state as described previously. Therefore, the 
transitions from state T1 to T2 and T3 to T4 mark the magnetizations reversal of the 
Ni80Fe20 and Co layer in the ring from forward onion state to reverse onion state. At 
room temperature, the thermal energy is high enough to de-pin both the DWs at the 
Chapter VI Non-local probe technique for characterizing the response of multilayer rings  
 127 
same time as the effect of edge roughness and fabrication asymmetry is almost 
negligible. Therefore, no intermediate state in achieved.  
 
Fig. 6.12 Magnetoresistance response for rectangular ring when the two sections, V1 
and V2 are synchronously probed and field is applied along the x-direction. 
The corresponding GMR curve for both the circular ring geometries is shown 
in Fig. 6.13. For the circular ring without any nano-wire at the centre, there is a direct 
transition of both the FM layers from one onion state to the other. This is in contrast to 
the reversal process in elliptical rings where at least the Co layer forms a stable 
intermediate vortex state. This shows that by intentionally introducing shape 
anisotropy, the magnetization reversal process in a ring element can be altered. 
The reversal mechanism of the circular ring element with a nano-wire bisecting 
at the centre is shown in Fig. 6.13(b). The nano-wire introduces pinning of the DWs at 
its end points which forces the ring to be directly coupled with the nano-wire segment. 
The effect of this coupling is strongly evident in the MR response as only a single 
switching is observed corresponding to the Ni80Fe20 layer transition in both nano-wire 
and the ring element. Therefore, it can be concluded that this technique of spin state 
mapping is highly sensitive to the type and shape of the ring geometry. 
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Fig. 6.13 Magnetoresistance response for circular ring when the two sections, V1 and 
V2 are synchronously probed and field is applied along the x-direction [10]. 
 
6.4.4 Low field GMR responses 
The measurement of low field GMR response is a highly efficient technique to 
investigate the spin configuration in a device when they are reversed from their 
intermediate states. Some of the states which are observed in low field GMR responses 
are not evident in the major loops. Therefore, to substantiate the effectiveness of the 
technique, the MR behaviour at low fields was investigated for elliptical and 
rectangular ring geometries as shown in Fig. 6.14. For the low-field MR measurements, 
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the devices were first saturated in a field of -4 kOe, and then reversed to a small 
positive field value. The field was then cycled back to the negative saturation.  
Shown in Fig. 6.14(a) is the low field GMR response from an elliptical ring. 
The external magnetic field is initially brought to negative saturation, after which the 
response from the device is captured when the field begins to decrease towards 
positive field. As expected, when the magnetic field attains a positive magnitude, the 
Ni80Fe20 layer in sections V1 and V2 switch simultaneously towards the field direction 
such that the magnetization in Co and Ni80Fe20 layer are antiparallel to each other. This 
transition corresponds to state E1. Further increase in the field switches the Co layer in 
the wire segment towards the external field direction, thus bringing the resistance level 
to an intermediate state E2. The magnetic field is now reversed from this state towards 
negative saturation. While the resistance is almost constant, it decreases slightly and 
increases again to level E3, indicating the reversal of the Ni80Fe20 layer in the elliptical 
ring from reverse onion state to a vortex state. This state was not observed previously 
in the major loop shown in Fig. 6.11. Further increase in the negative field initiates the 
switching in the Ni80Fe20 layer of the wire segment by increasing the resistance level to 
state E4. The transition from state E4 to state E5 marks the reversal of the Ni80Fe20 layer 
in the elliptical ring from vortex state to forward onion state. Similarly, the transition 
from state E5 is the reversal of the Co layer in the wire segment decreasing the overall 
resistance to minimum. Thus, the Ni80Fe20 vortex state in the elliptical ring was not 
observed when the external magnetic field was reversed from positive saturation (or 
negative saturation) to negative saturation (or positive saturation), but is clearly 
evident in the low field GMR response when the magnetic field was reversed from a 
small positive value. This suggests that the formation of a vortex state is strongly 
dependent on the initial domain configuration at low fields. 
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Fig. 6.14  Low field magnetoresistance response for (a) elliptical and (b) rectangular 
ring geometries when the magnetic field is applied along the x-direction. 
Low field GMR response was also obtained for the rectangular ring geometry 
as shown in Fig. 6.14(b). When the field was reversed from state T3, the resistance 
decreased sharply after crossing the zero field to state T4, indicating the transition of 
two shorter segments in the rectangular ring to the applied field direction. No 
intermediate state was formed during this low field cycling. Similar field treatment 
was also given to the two circular ring geometries shown in Fig. 6.10(b) and (c), but 
again, no intermediate states were observed. This shows that the formation 
intermediate stable states are not only dependent on the magnetostatic interactions 
between the FM layers, but also on the shape of the ring element. 
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6.5 Low temperature GMR behaviour 
The magnetization reversal processes discussed in the previous sections for 
various ring geometries, are governed by both the intrinsic properties of the ring (shape, 
width and thickness) and the switching fields due to thermal excitations at local defect 
sites (eg. edge roughness, oxidation spots). At room temperature, thermal excitations 
can overcome energy barriers and cause elements to switch, and in addition, intrinsic 
and extrinsic defects can produce different switching fields for different structures [13]. 
A detailed study of the characteristic switching processes due to thermal effects at 
varying temperatures is therefore necessary. In this respect, low temperature 
investigation of the GMR response was carried out as a function of ring shape in the 
temperature range of 4 K to 300 K [14]. 
 
6.5.1 T = 250 K 
Fig. 6.15 shows the GMR responses for the elliptical, rectangular and the 
circular rings at T = 250 K when field is applied along the x-direction. Since the GMR 
response for both the sections V1 and V2 are shown, and there exists a clear 
superposition of the switching fields corresponding to the nano-wire segments, their 
magnetization reversal process will not be discussed henceforth. The magnetization 
reversal process in elliptical ring (Fig. 6.15(a)) is again characterized by direct 
transition of the Ni80Fe20 layer to the reverse onion state followed by the switching of 
Co layer through an intermediate vortex state. This response is similar to the one 
obtained at room temperature. Fig. 6.15(b) shows the representative GMR response for 
the rectangular ring at T = 250 K. As previously discussed, the reversal in rectangular 
rings is dominated by the propagation of DWs present in one corner to the adjacent 
one. Apart from the increase in switching fields for various transitions at T = 250 K, 
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there is an observation of a new state in the Co layer of the ring. This intermediate 
state is the metastable horseshoe state which is not seen at room temperature for the 
field applied along the x-axis. 
 
Fig. 6.15 GMR responses for (a) elliptical ring, (b) rectangular ring, and (c) circular 
ring at T = 250 K for field applied along the wire-axis [14]. 
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It is suggested that when the field is increased towards saturation, only one of 
the DWs at a corner propagates to the adjacent one, switching the magnetization in that 
shorter edge of the ring along the applied field direction. Thus a metastable state is 
formed where the magnetization in the longer segment still points in the same direction, 
but the spins in the two shorter segments are antiparallel to each other. This state is 
called a horseshoe state as the magnetization is continuous in three segments, 
separated by domain walls at the corners (shown schematically in Fig. 6.15(b)). 
Consequently, the formation of this state is found to be highly dependent on 
temperature. It is energetically not favourable at room temperature and therefore there 
is a direct transition of magnetization from forward onion state to reverse onion state. 
The corresponding switching fields for this intermediate state are labelled as HOH and 
HHO, respectively. The intermediate ‘M’ state is another metastable state which is 
formed due to the intermittent pinning of the DW in between the shorter segment of 
the ring during its propagation from one corner segment of the ring to the other. 
 Fig. 6.15(c) shows the GMR response of a symmetric circular ring at T = 250 K 
for the field applied along the wire-axis. It is distinctly observed that the reversal 
process in both the Ni80Fe20 and Co layers of the ring consist of direct transition from 
one onion state to the other. This observation is in contrast to the response obtained 
from the elliptical ring, where the Co layer forms an intermediate vortex state during 
its reversal. The thermal excitations prevailing at T = 250 K are strong enough to de-
pin the DWs for their propagation, without annihilating them to form a vortex state.  
As also mentioned earlier, the shape anisotropy plays an important role in the 
magnetization reversal process of a ring element even at lower temperatures. 
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6.5.2 T = 150 K 
Fig. 6.16 shows the GMR responses for elliptical, rectangular and circular ring 
elements at T = 150 K. Consider the GMR response for elliptical ring in Fig. 6.16(a). It 
can be seen that apart from an obvious increase in the switching field distribution with 
decreasing temperature, the Ni80Fe20 layer in the ring element, now undergoes a 
transition from onion to vortex state at a switching field of 97 Oe (indicated as V), 
followed by the reversal from vortex state to reverse onion state at 137 Oe. The 
formation of a vortex state in Ni80Fe20 layer is possibly due to pinning of one of its 
DWs as a result of strong magnetostatic interactions with the stray fields emanating 
from the DW in the onion state of the Co layer. This allows the propagation and 
annihilation of the other DW (head-to-head or tail-to-tail) towards the pinned one, thus 
forming a vortex state. Secondly, the enhancement in switching fields when compared 
to the GMR response at T = 250 K may be attributed to the reduced thermal excitations 
with decreasing temperature, thus entailing higher switching fields to overcome the 
energy barriers required for magnetization reversal.  
Similar increase in the switching field distribution is observed for the 
rectangular ring device as shown in Fig. 6.16(b). Due to the decrease in thermal 
fluctuations, the transition in Co layer via the intermediate state becomes more 
prominent. However, the Ni80Fe20 layer in the ring segment still undergoes reversal 
directly from one onion state to the other. The strong coupling between the stray fields 
emanating from the Co layer forbids the formation of an intermediate horseshoe state. 
The pinning of the domain wall at any other location other than the ‘preferential’ sites 
is also a highly energetically unfavourable state. Therefore, for rectangular ring, the 
effect of extrinsic defects such as shape irregularities is dominated by the 
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magnetostatic coupling in the device which consequently governs the magnetization 
reversal process in a layer irrespective of the reduced thermal excitations. 
 
Fig. 6.16 GMR responses for (a) elliptical ring, (b) rectangular ring, and (c) circular 
ring at T = 150 K for field applied along the wire-axis [14]. 
  In the same way, the Ni80Fe20 layer in the circular ring element undergoes 
transition at the same time as the wire segment without forming an intermediate vortex 
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state, as shown in Fig. 6.16(c). On the contrary, the transition from one onion state to 
the other in the Co layer of the ring takes place through multiple jumps as indicated by 
arrows in Fig. 6.16(c). The switching field distribution for the Co layer has therefore 
increased significantly with decreasing temperature. In this case, processes involving 
the de-pinning of a DW to form a vortex state, and the nucleation of a domain wall to 
form an onion state have different energy barriers due to difference in the defects. 
Therefore, at low temperatures, these two transitions will have a large switching field 
distribution reflecting the differences in energy barrier heights. This switching field 
distribution is reduced at high temperature due to the thermal excitations overcoming 
the small local energy barriers.  
 
6.5.3 T = 50 K 
Fig. 6.17 shows the GMR responses for the elliptical, rectangular, and circular 
ring configurations at T = 50 K. For all the three different ring configurations, the 
sharp transitions in switching fields that are observed at higher temperatures become 
increasingly gradual. The switching field distribution in each response increases 
tremendously, making it difficult to differentiate the individual switching processes. At 
the same time, there exists an asymmetry in the switching fields when comparing the 
forward loop (negative saturation to positive saturation) with the backward loop 
(positive saturation to negative saturation). It can be explained by the dominance of the 
intrinsic defects such as local oxidation spots, which can induce exchange bias effects. 
For instance, Ni and Co oxides become antiferromagnetic at low temperatures and 
cause an exchange bias effect [15]. Although the film structures were capped with a 
Cu layer, the Co layer still gets oxidized from the edges and shows the exchange bias 
effect. 
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Fig. 6.17 GMR responses for (a) elliptical ring, (b) rectangular ring, and (c) circular 
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6.5.4 Temperature dependence of GMR ratio and Δδ 
The variation in the GMR ratio as a function of temperature is shown in Fig. 
6.18 for all the ring shapes studied. It is evident that the pinning sites introduced for 
the DWs in the rectangular ring enhance the GMR ratio as compared to the elliptical 
ring. The highest GMR ratio obtained for the rectangular ring is 2.82% at T = 20 K, 
while the corresponding value for elliptical ring is 2.04% at T = 50 K.  
 
Fig. 6.18 Variation of GMR ratio as a function of temperature for elliptical, 
rectangular and circular rings [14]. 
It is well known that GMR ratio decreases monotonically with increasing 
temperature. This decrease can be attributed to various mechanisms. Firstly, enhanced 
electron-magnon interactions at higher temperatures will lead to increased spin flip 
scattering at the interfaces [16]. As a result, the distinction between the two spin 
polarizations is lost, thus having a deleterious effect on the GMR ratio. Secondly, with 
increasing temperature, thermally excited spin waves will reduce the net magnetization, 
which in turn suppresses the GMR effect [17,18]. These factors reduce the relative 
contribution of spin-dependent scattering and thus result in a decrease of GMR ratio 
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with increasing temperature. However, these effects only dominate the resistivity 
change, which in turns determines GMR ratio above T = 70 K [19]. Below this 
temperature, it has been shown that there is negligible change in the resistance and 
therefore a nearly constant GMR ratio [20]. This effect is observed for the elliptical 
ring where the GMR ratio attains an almost constant value below 70 K. 
One significant deviation in the GMR responses for the various ring shapes 
studied is the variation of Δδ as a function of temperature. Δδ is defined as the 
difference in GMR ratio at saturation and at remanence. Fig. 6.19 shows the 
corresponding dependence of Δδ on temperature. The inset shows the GMR response 
for the rectangular ring at T = 70 K defining Δδ. It is evident that there exists a 
parabolic behaviour in the MR response of the rectangular ring which corresponds to 
reversal of the longer segment in the ring, which is also perpendicular to the direction 
of the field. The distinct parabolic behaviour in the ring increases steadily with 
decreasing temperature. This is attributed to the fact that with decrease in temperature 
the spins in the longer segment of the ring face more resistance to align themselves in 
the applied field direction. The increase in the barrier height with decreasing 
temperature increases the switching field for both Ni80Fe20 and Co, which in turn is 
responsible for slow and gradual alignment of spins along the applied field direction.  
This particular phenomenon is not present in the reversal mechanism of the elliptical 
and circular rings. Therefore, Δδ value does not show a major change with respect to 
temperature for elliptical and circular rings as compared to that of the rectangular ring. 
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Fig. 6.19 Variation of Δδ as a function of temperature for elliptical, rectangular and 
circular ring structures. 
 
6.6 Summary 
In this chapter, a non-local technique for probing the spin configuration in the 
entire ring structure is presented. Individual rectangular and elliptical rings of width 
ranging from 60 nm to 300 nm were fabricated using electron beam lithography and 
characterized using magnetotransport measurements. This technique has been used to 
clearly identify the distinct spin states of various ring elements without physically 
fabricating any contact probes on the ring itself. With this technique, the switching 
fields of the wire segments were differentiated using micromagnetic simulations and 
resistance changes. Further, a highly efficient and sensitive technique for investigating 
the magnetization reversal mechanism in various ring geometries fabricated in ring-
wire hybrid configuration was demonstrated using synchronous transport 
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measurements. It has been shown that this method is extremely sensitive to the ring 
shape and width. Low field GMR responses obtained at room temperature using the 
same technique revealed the existence of intermediate metastable states in the ring 
elements which were not clearly evident in the major loops. Furthermore, a detailed 
investigation of the magnetotransport behaviour was performed on the ring devices in 
the range of 5 K ≤ T ≤ 300 K to gain a fundamental understanding of the various 
switching processes taking place during the magnetization reversal process when the 
influence of thermal excitations can be neglected. It was observed that with decrease in 
temperature, the Co layer in the elliptical ring and the circular ring favoured the 
intermediate vortex state during their reversal, whereas the rectangular ring formed a 
horseshoe state. The temperature dependence of GMR ratio revealed that the circular 
ring element has the highest magnitude due to its highly symmetric shape. Rectangular 
ring geometry also exhibited an equally high GMR ratio due to the strong pinning of 
domain walls at the corner segments which act as the ‘preferential’ pinning sites for 










Chapter VI Non-local probe technique for characterizing the response of multilayer rings  
 142 
References 
[1] C. C. Wang, S. Jain, and A. O. Adeyeye, J. Appl. Phys. 102, 113902 (2007). 
[2] S. Jain, C. C. Wang, and A. O. Adeyeye, J. Appl. Phys. 103, 07D904 (2008). 
[3] P. Vavassori, V. Metlushko, and B. Ilic, Appl. Phys. Lett. 91, 093114 (2007). 
[4] C. C. Wang, S. Jain and A. O. Adeyeye, Eur. Phys. J. B 62, 305 (2008). 
[5] F. J. Castano, D. Morecroft and C. A. Ross, Phys. Rev. B 74, 224401 (2006). 
[6] C. T. Chao, L. K. Lin, J. C. Wu, Z. H. Wei, M. F. Lai, and C. R. Chang, J. Mag. 
Mag. Mater. 310, 1986 (2007). 
[7] P. Vavassori, A. Busato, A. Chiapatti, A. di Bona, S. Valeri, V. Metlushko, and 
B. Ilic, J. Appl. Phys. 101, 043901 (2007). 
[8] S. Jain, C. C. Wang, and A. O. Adeyeye, Nanotechnology 19, 085302 (2008). 
[9] M. J. Donahue and D. G. Porter, http://math.nist.gov/oommf (Version 1.2.0.3). 
[10] S. Jain and A. O. Adeyeye, Appl. Phys. Lett. 92, 202506 (2008). 
[11] W. Jung, F. J. Castano, and C. A. Ross, Appl. Phys. Lett. 91, 152508 (2007). 
[12] T. J. Hayward, J. Llandro, R. B. Balsod, J. A. C. Bland, D. Morecroft, F. J. 
Castano, and C. A. Ross, Phys. Rev. B 74, 134405 (2006). 
[13] M. Klaui, C. A. F. Vaz, J. A. C. Bland, E. H. C. P. Sinnecker, A. P. Guimaraes, 
W. Wernsdorfer, G. Faini, E. Cambril, L. J. Heyderman and C. David, Appl. 
Phys. Lett. 84, 951 (2004). 
[14] S. Jain and A. O. Adeyeye, J. Appl. Phys. 106, 023907 (2009). 
[15] P. Miltenyi, M. Gierlings, J. Keller, B. Beschoten, G. Guntherodt, U. Nowak, 
and K. D. Usadel, Phys. Rev. Lett. 84, 4224 (2000). 
[16] S. van Dijken, X. Fain, S. M. Watts, and J. M. D. Coey, Phys. Rev. B  70, 
052409 (2004). 
[17] J. -Q Wang and G. Xiao, Phys. Rev. B 50, 3423 (1994). 
Chapter VI Non-local probe technique for characterizing the response of multilayer rings  
 143 
[18] D. Tripathy, A. O. Adeyeye, and S. Shannigrah, Phys. Rev. B 76, 174429 
(2007). 
[19] S. Brems, K. Temst, and C. V. Haesendonck, Phys. Rev. Lett. 99, 067201 
(2007). 
[20] A. Chaiken, T. M .Tritt, D. J. Gillespie, J. J. Krebs, P. Lubitz, M. Z. Harford, 
and G. A. Prim, J. Appl. Phys. 69, 8 (1991). 
144 
Chapter 7 
Magnetostatic coupling in PSV elliptical rings 
 
7.1 Introduction 
In this chapter, the stability and reproducibility of the vortex state has been 
systematically investigated when two elliptical magnetic elements are placed in close 
proximity to the vertices of an elliptical ring. Significant modifications to the giant 
magnetoresistance (GMR) responses were observed due to the effect of magnetostatic 
coupling between the ring and the magnetic elements. The stability of the vortex state 
in the elliptical ring has been systematically controlled by engineering the orientation 
and position of the individual magnetic elements relative to the existing ring structure. 
A detailed study of the switching processes and their reproducibility is also presented. 
To further extend the fundamental understanding of the switching mechanism in 
coupled elliptical rings, low temperature measurements were also carried out to 




As discussed in § 2.3, ferromagnetic (FM) ring elements are the potential 
candidates for magnetic random access memories [1] and magnetic sensors. The 
maximum achievable storage density of any magnetoelectronic device is limited by the 
magnetostatic interactions between FM memory elements. This can be attributed to the 
fact that the magnetic properties of an array are strongly affected by the magnetostatic 
coupling when they are placed close to each other. These interactions between the 
neighbouring elements result in collective behaviours leading to complexities in the 
Chapter VII Magnetostatic coupling in PSV elliptical rings  
 145 
magnetic configurations compared to those of non-interacting ones. Previously 
published work on the study of magnetostatic interactions between FM rings deals 
with the combined magnetic behaviour in array of elements (1D or 2D) and are 
characterized using standard magnetometry techniques [2-16]. However, a 
fundamental understanding of the effect of magnetostatic interactions in individual 
ring elements using highly efficient characterization tools is equally vital in the design 
and implementation of a working device.  
 
7.3 Experimental methods 
The elliptical ring structures are patterned in ring-wire hybrid geometry and 
characterized using synchronous transport measurements [17-20] as described in 
chapter 6. In addition, elliptical magnetic elements of dimensions 1.5µm × 0.7µm were 
placed near the two vertices of the ring in two configurations, as shown in Fig. 7.1. 
These elements were patterned during the fabrication of the rings and therefore have 
the same pseudo spin-valve (PSV) SiO2/Co(10 nm)/Cu(8 nm)/Ni80Fe20(10 nm)/Cu(2 
nm) film structure. They were placed symmetrically and asymmetrically ~100 nm 
apart from the outer diameter of the ring. Magnetoresistance (MR) measurements were 
performed using the standard four point probe technique. A constant dc current of 
magnitude 50 μA was passed through the outer two probes, labelled as I+ and I- in fig. 
7.1(a). Synchronous transport measurements were carried out by simultaneously 
probing the voltage from the two inner contact probes (labelled as V1) and the contact 
probes on the wire alone (labelled as V2), respectively. Low temperature investigation 
of the MR response was carried out in temperature range of 4 K to 300 K using a 
cryogenic system. 
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Fig. 7.1 (a) Schematic drawing of an elliptical ring in ring-wire hybrid configuration. 
SEM micrographs of elliptical rings (b) with two elliptical elements on top and bottom 
of the ring, and (c) with one of the two elements placed at an angle of 45° with respect 
to the ring. 
7.4 Symmetrically and asymmetrically coupled elliptical rings 
Fig. 7.2(a) shows the GMR response for the elliptical ring without any biased 
magnetic elements for field applied along the x-direction. The open orange circles 
corresponds to the data from the ring-wire hybrid configuration (V1) showing the 
switching fields of both the ring and the nano-wires, respectively. The solid black 
circles correspond to the response from the section V2, which probes only the nano-
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wire segment. As expected, due to the synchronized transport measurements, a clear 
superimposition of the two curves was observed.  
 
Fig. 7.2 GMR response for elliptical ring (a) without any coupling, and (b) with 
symmetrically placed magnetic elements.  
The reversal process of elliptical ring is characterized by distinct switching 
states as previously discussed in chapter 6. The Ni80Fe20 layer in the ring undergoes 
reversal from forward-onion state to reverse-onion state without undergoing a vortex 
state. The Ni80Fe20 layer in the wire segment also switches at the same switching field, 
which is characterized by section V2. This is shown as state E1 in Fig. 7.2(a). 
Subsequently, reversal of the Co layer in the wire segment takes place at ~120 Oe 
bringing down the resistance to E2. The next switching process takes place at ~145 Oe, 
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where the Co layer switches to a vortex state and decreases the resistance level to state 
E3. This is followed by a transition from vortex to reverse-onion state at position E4. 
 The GMR response obtained for an elliptical ring which is magnetostatically 
coupled to the magnetic elements is shown in Fig. 7.2(b). The marked modification to 
the GMR response observed when compared with Fig. 7.2(a) can be attributed to the 
magnetostatic interactions between the ring and the magnetic elements. The effect of 
symmetric coupling of the magnetic elements to the ring can be classified into two 
aspects. Firstly, the stability of the vortex state in the Co ring reduces to a smaller field 
range of 33 Oe (state S3) as compared to 56 Oe (state E3) for the ring without any 
coupled magnetic elements (Fig. 7.2(a)). Secondly, the transition from vortex state to 
reverse-onion state for the Co layer of the ring takes place at a reduced switching field 
of 165 Oe (transition from S3→S4) as compared to the switching field of 200 Oe 
(transition from E3→E4) for elliptical ring without any coupled magnetic elements. 
The stray fields from the magnetic elements interact with the local region of the ring 
structure in close proximity. This results in the local modification of the spin state of 
both the sections of the ring (namely, top section and bottom section) in the direction 
of the spins in the magnetic elements. Therefore, the vortex state in the Co layer is 
stable only for a smaller field range and switches to reverse-onion state at a relatively 
smaller switching field. Since both the magnetic elements are symmetrically placed 
relative to the ring, the GMR response is symmetric in both the forward and backward 
loops. For reference, the transitions from S1→S2 and S4→S5 correspond to the reversal 
of the Ni80Fe20 and the Co layers in the wire segment, respectively. 
 The effect of asymmetric coupling of the magnetic element to the ring by 
placing one of the magnetic elements at 45° relative to the ring was next investigated 
for the geometry shown in Fig. 7.1(c). Shown in Fig. 7.3(a) is the GMR response for 
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the field applied along the x-direction. Again, the GMR response is significantly 
different from the responses shown in Fig. 7.2 due to the competing local anisotropy.  
 
Fig. 7.3 (a) GMR response for elliptical ring with asymmetrically placed magnetic 
elements, and (b) 3D micromagnetic spin states for Co and Ni80Fe20 for the same 
structure. 
Understanding the switching mechanism is facilitated by micromagnetic 
modeling which was performed using the Object Oriented Micromagnetic Framework 
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(OOMMF) code from NIST [21]. The device was discretized into 10 nm x 10 nm x 4 
nm cells for which the direction of the magnetocrystalline anisotropy was randomly 
oriented to simulate the polycrystalline nature of the sample. Standard parameters were 
used to characterize the properties of the Ni80Fe20 (exchange constant A =13 x 10-12 J 
m-1, saturation moment Ms = 860 x 103 A m-1, anisotropy K1 = 0) and Co (exchange 
constant A =30 x 10-12 J m-1, saturation moment Ms = 1400 x 103 A m-1, anisotropy K1 
= 520 x 103 J m-3) layers. The thick Cu layer suppresses exchange coupling between 
the FM layers and hence the RKKY interaction was ignored, leaving only the 
interlayer magnetostatic interactions. Considering the magnetization reversal of the 
structures from positive saturation field to negative saturation the top and bottom 
elements reverse the direction of their magnetization first as the field crosses zero 
corresponding to the spin state shown in Fig. 7.3(b). The Co and Ni80Fe20 layer of the 
ring are in their initial forward onion states. The magnetization of the Co layer for both 
the top and bottom magnetic elements are pointing along their easy axis direction due 
to shape anisotropy. However, due to a small positive field applied, the magnetization 
of the Ni80Fe20 layer of the magnetic elements have switched in the opposite easy axis 
direction. As the field is increased further, the Ni80Fe20 layer in the ring undergoes a 
transition to reverse onion state without forming an intermediate vortex state. This 
corresponds to position R1 in Fig. 7.3(a). The different transitions (R1-R6) observed in 
Fig. 7.3(a) was mapped systematically as well. Shown in Fig. 7.4 are the 
corresponding schematics of the different spin states. On further increasing the applied 
field, the Ni80Fe20 layer in the wire segment also switches to the applied field direction 
and attains the maximum resistance value R2 in Fig. 7.3(a) corresponding to the spin 
state depicted in Fig. 7.4(b). The transitions in wire segment are facilitated by 
simultaneous measurement of section V2 and superimposing it on the response 
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obtained from section V1. Therefore, this is the position when the entire ring structure 
is in the antiparallel state.  
 
Fig. 7.4 The schematics of corresponding states observed in the GMR response for the 
elliptical ring with asymmetrically placed magnetic elements (different states 
correspond to the positions indicated in Fig. 7.3(a)). 
As the applied field is further increased towards negative saturation, twisted 
onion states or 360° domain walls are formed in the top section of the Co layer of the 
ring due to magnetostatic interactions with the top magnetic element. This intermediate 
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metastable state corresponds to position R3 in the GMR response in Fig 7.3(a). Further 
increase in the field switches the bottom magnetic element of the Co layer along the 
applied field direction and correspondingly, the bottom Co layer segment of the ring, 
as shown by resistance level R4. The corresponding spin state is shown in Fig. 7.4(c). 
As the field is increased further, the Co layer in the wire segment switches parallel to 
the Ni80Fe20 layer while the Co layer of the ring still maintains the vortex state, 
corresponding to resistance level R5. Therefore, the stability of the Co vortex state in 
the ring has increased to 74 Oe as compared to the 33 Oe for the ring with 
symmetrically placed magnetic elements, shown in Fig. 7.2(b). With further increase 
in field, the magnetization of the top magnetic element also switch to the opposite easy 
axis direction, and therefore the ring undergoes transition from vortex state to reverse-
onion state.  
 An expected consequence of the asymmetric coupling is also the presence of 
observation of non-symmetric GMR response. The switching fields of the various 
transitions for both the forward and backward loops are not identical. One of the major 
differences in the GMR response from negative saturation field to positive saturation 
field is the appearance of two switching fields for the Ni80Fe20 ring layer. This shows 
that the Ni80Fe20 layer is also undergoing a vortex state transition. The two distinct 
switching fields for the Ni80Fe20 ring layer can be explained by the fact that the 
direction of the magnetization in the top magnetic element at remanence is responsible 
for the kind of interactions it will experience with the ring. This argument also holds 
for the observed smaller vortex stability range for Co ring layer. Therefore, it has been 
shown that by externally coupling the ring (symmetrically and asymmetrically with 
magnetic elements), the range of stability for Co vortex state can be systematically 
controlled. 
Chapter VII Magnetostatic coupling in PSV elliptical rings  
 153 
7.5 Minor loop GMR responses  
7.5.1 Symmetrically coupled elliptical ring 
In this section, a detailed investigation of the low field GMR responses is 
presented as the field is cycled within the intermediate states of the ring. Initially, the 
ring was saturated in a field of -4 kOe. The field was then increased to a value in the 
range of +200 Oe, which is within the various stable states of the ring, and then again 
cycled through the field range of ±100 Oe or ±200 Oe. The states marked in Fig. 7.2(b) 
correspond to the starting point of the low field measurements, from where the field is 
reversed to a smaller negative field value and cycled back to the starting point. As 
mentioned in the previous chapter, low field GMR response is a highly efficient 
technique to investigate the spin configuration in a device when they are reversed from 
their intermediate states.  
 Fig. 7.5(a) shows the reversal process of the elliptical ring when only the 
Ni80Fe20 layer in the ring is cycled through a field range of ±70 Oe. Two switching 
fields (transition from S01→S02 and S02→S03) for the Ni80Fe20 layer of the ring element 
were observed. These two distinct switching fields can be attributed to the intermediate 
transitions of the magnetization of the Ni80Fe20 layer while trying to reverse back from 
a partially reversed ring. This is because the starting point is the intermediate level of 
the magnetization of the Ni80Fe20 layer which has not undergone the transition to 
reverse onion state from initial forward onion state. Similar occurrence of states (S04 
and S05) is also observed when the field is again reversed from -70 Oe to +70 Oe. 
Interestingly, the formation of these intermediate states was not observed when the 
applied field was cycled through saturation values. For this field range of ±70 Oe, the 
magnetization in the magnetic elements has not reverse its orientation, and are thus, 
only partially responsible for the existence of these intermediate states.  
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Fig. 7.5 Low field GMR responses for the elliptical ring with symmetrically placed 
elements when the field is cycled through intermediate states. 
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The next reversal process obtained during low field cycling is from state S1 
(from Fig. 7.2(b)). The resulting response is shown in Fig. 7.5(b). The initial state (S11) 
is the position when the Ni80Fe20 layer of the elliptical ring has undergone a transition 
from the forward onion state to reverse onion state. Another important transition that 
occurs at this switching field is that of the Ni80Fe20 layer in the two magnetic elements. 
The magnetizations in the magnetic elements now point towards the opposite easy axis 
direction. Reversal of the field from state S11, shows three distinct levels (S12, S13, and 
S14), all of which correspond to the magnetization switching of the Ni80Fe20 ring 
element. While reversing the field back to positive values, the Ni80Fe20 layer of the 
ring undergoes transition through an intermediate vortex state (S16) before attaining a 
reverse onion state (S17). Though the stability of this vortex state is small, it is still due 
to stray field interactions of the coupled magnetic elements. Next, the reversal 
mechanisms for the Co ring layer at low fields were considered. Starting from the flux 
closure vortex state (S3 in Fig. 7.2(b)), the GMR response is shown in Fig. 7.5(c). State 
S21 is the starting point for the field cycling which is also at an intermediate resistance 
level. While decreasing the field towards zero, the resistance level is maintained until a 
transition occurs at +28 Oe when the magnetization of Ni80Fe20 layer in the wire 
segment reverses. Following state S22, there are two jumps in resistance before 
remanence. Resistance level S23 is higher than the initial level of state S21 due to the 
fact that the magnetization of Ni80Fe20 layer in the ring is again undergoing various 
intermediate states, including local area domain formations which are antiparallel to 
the magnetization of the Co layer. The sharp transition from state S23 to S24 marks the 
complete reversal of the Ni80Fe20 ring to initial forward onion state, bringing the 
resistance to the same intermediate resistance level. This is due to the fact that one half 
of the ring has parallel configuration and the other half has an antiparallel 
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configuration (as the Co layer is still in a vortex state). Finally, the transition at -80 Oe 
(S24→S25) is the switching field of the Co layer in the ring for the reversal from the 
vortex state to forward onion state. The effect of symmetric coupled elements is 
prominently observed in these low field GMR responses, as new states which were not 
present in rings without coupling elements, have been identified. 
 
7.5.2 Asymmetrically coupled elliptical ring 
To clearly identify the various switching processes occurring in the low field 
regime, similar minor loop field reversal was again performed for asymmetrically 
coupled elliptical ring. The low field MR responses are shown in Fig. 7.6. Resistance 
level R1 in Fig. 7.3(a) corresponds to the already reversed state of the Ni80Fe20 ring 
from forward to reverse onion state without forming any intermediate vortex state. 
However, when the field is now reversed from this position, the response is not similar. 
In fact, it now forms two new states (R02 and R03) before forming the forward onion 
state, as shown in Fig. 7.6(a). The existence of these new spin states can be attributed 
to the asymmetric positioning of the coupled elements, as no intermediate state was 
observed when the field is cycled back from state R04 towards positive values. Only a 
single transition is observed (R05→R01) in this region. This asymmetric reversal is 
unique to the ring element as the magnetic elements are placed asymmetrically with 
respect to the ring. Further, when the applied field is reversed from R3 (the 
intermediate state shown in Fig. 7.3(a)), three new states R12, R13 and R14 were 
observed, as shown in Fig. 7.6(b). The last switching field of -90 Oe corresponding to 
the transition R14→R15 can be attributed to the Co layer in the ring switching back to 
the forward onion state from its initial intermediate state (R3 in Fig. 7.3(a)).  
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Fig. 7.6 Low field GMR responses for the elliptical ring with asymmetrically placed 
elements when the field is cycled through intermediate states. 
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Fig. 7.6(c) shows the respective low field MR behavior when the field is 
reversed from the Co vortex state (R4 in Fig. 7.3(a)). When the field is decreased from 
state R21, it maintains a constant resistance level, unlike the previous responses where 
Ni80Fe20 reverse cycling begins even before the field reaches zero. This can be 
attributed to the strong pinning of the Ni80Fe20 layer in the ring due to the asymmetric 
coupled elements. As soon as the field reaches zero, the Ni80Fe20 layer in the ring 
forms an intermediate state (R22) which was also observed before, followed by the 
vortex state (R23). This brings the entire magnetization state to the highest resistance 
level since all the sections of the structure are in antiparallel state (it is suggested that 
the chirality of Ni80Fe20 vortex is opposite to that of Co vortex state). Following this, 
the Ni80Fe20 layer in the wire segment reverses, and reduces the resistance level to R24. 
Thereafter, the switching field of -55 Oe corresponds to the transition of Ni80Fe20 layer 
in the ring to its initial forward onion state. Finally, the Co layer in the ring also 
reverses back to the forward onion state from its vortex state (R25→R26). There are a 
few observations in this response which warrant further attention. The Ni80Fe20 layer 
reversal in the ring starts after zero field has been crossed (corresponding to the 
transitions from R21→R22, and R22→R23). Secondly, the vortex state of the Co layer in 
the ring is maintained until a field value of -98 Oe (transition from R25→R26). Finally, 
the vortex state of the Ni80Fe20 (R23+R24) layer in the ring was also stable for a field 
range of 37 Oe. 
 
7.6 Field orientation dependence 
Fig. 7.7(a) shows the GMR response for the elliptical ring with symmetrically 
placed magnetic elements when field is applied at an angle of +5° with respect to the 
x-axis. The sole purpose of minutely changing the direction of applied field is to 
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investigate the stability of the vortex state when it is coupled with external elements. 
The direction of the magnetic field was varied in the range of ±3° to ±10°. The results 
obtained were similar to the one presented below for ±5°.  
 
Fig. 7.7 GMR responses for elliptical ring with symmetrically placed magnetic 
elements for applied field direction of (a) θ = +5°, and (b) θ = -5° [19]. 
There are distinct changes observed in the switching behaviour of the coupled 
elliptical rings when compared to the switching fields of un-coupled elliptical rings. 
Firstly, the switching field for the Ni80Fe20 layer in the ring decreases from 64 Oe for θ 
= 0° to 20 Oe for θ = +5°. Secondly, the Co layer in the ring now undergoes a 
transition from the forward onion state to vortex state at a field of 107 Oe, and then 
changes to the reverse onion state at 211 Oe. Hence, the stability of the vortex state has 
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increased to 104 Oe (S4). On the other hand, when the field is applied at an angle of θ 
= -5°, the Co layer of the ring directly undergoes a transition from the forward onion 
state to reverse onion state as shown in Fig. 7.7(b). It does not form a vortex state 
when compared with θ = 0° and +5°. Moreover, the Ni80Fe20 layer in the ring also 
shows a vortex state before reversing to reverse onion state (S5). These results are 
direct consequences of the stray field interactions from the coupled magnetic elements 
whose magnetization is disturbed from the equilibrium states by changing the direction 
of the applied field. It can be thus concluded that by altering the direction of the 
applied field, the occurrence of the vortex state and its stability can be controlled. 
Fig. 7.8 shows the effect of asymmetrically coupled magnetic elements when 
the direction of the applied magnetic field is disturbed by ±5° with respect to the wire-
axis. A variation in the vortex states of the Co layer in both the forward (negative 
saturation to positive saturation) and backward loops (positive saturation to negative 
saturation) is observed. The effect of the magnetostatic interaction between the 
external elements and the ring is evidenced when the direction of the applied field is 
changed to θ = +5°, as shown in Fig. 7.8(a). The vortex state is now stable for 22 Oe 
(R1) when the field is reversed from negative saturation to positive saturation and 50 
Oe (R2) for field reversed from positive saturation to negative saturation. Similar 
asymmetricity is also observed when the field is applied at an angle of θ = -5°, as 
shown in Fig. 7.8(b). The vortex state now exists for 37 Oe (R3) and 26 Oe (R4), 
respectively. These results suggest that the occurrence and stability of a vortex state 
can be efficiently engineered by systematically designing the position and orientation 
of the coupled magnetic elements. 
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Fig. 7.8 GMR responses for elliptical ring with asymmetrically placed magnetic 
elements for applied field direction of (a) θ = +5°, and (b) θ = -5° [19]. 
 
7.7 Stability and reproducibility of switching fields 
The stability and reproducibility of the switching fields in the three elliptical 
rings are studied next when the field cycles are reversed 20 times. The primary focus is 
on two different kinds of switching fields in the Co layer of the ring elements. The first 
transition is from the forward onion to vortex state, and the second transition is from 
vortex to the reverse onion state. Fig. 7.9 show the respective plots of the switching 
field distributions for elliptical rings with and without coupling elements for negative 
saturation to positive saturation field cycling when field is applied along the wire axis.  
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Fig. 7.9 Histogram charts for the switching field distributions for onion to vortex and 
vortex to onion transitions for three elliptical rings [20]. 
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Consider first the transition from onion to vortex state. For the elliptical ring 
without any coupled magnetic elements (Fig. 7.9(a)), the field range in which 
maximum number of transitions take place is within 140 ~ 150 Oe, although the 
highest count is only 10 (50% of the total number of field reversals). Also, the range of 
the switching field is between 120 ~ 160 Oe. Therefore, the reproducibility of the 
transition from the onion to vortex state extends to a wide field range. This is in 
contrast to the distribution obtained for the ring with symmetrically placed magnetic 
elements. It can be observed from Fig. 7.9(b) that the field range in which the 
maximum number of transitions take place exists in between 125 ~ 135 Oe. The 
reproducibility factor of the onion to vortex transition becomes extremely high when 
the reversal process in the ring is affected by the coupling elements. Similar 
observation is also observed for elliptical rings with asymmetric coupling elements 
(Fig. 7.9(c)) where the switching field range for maximum number of transitions is 125 
~ 130 Oe. 
Further analysis of the transition from vortex to reverse onion state reveals that 
the elliptical ring with asymmetrically placed magnetic elements has the most stable 
and reproducible transition in the field range of 155 ~ 160 Oe, as shown in Fig. 7.9(c). 
This value of field range (~5 Oe) is extremely small when compared to the ring with 
symmetrically placed magnetic elements (~90 Oe) and with elliptical ring having no 
coupling elements at all (~90 Oe). It can be thus seen that when the applied magnetic 
field is cycled from negative to positive saturation, the onion to vortex transition in the 
Co layer is strongly affected by the coupled magnetic elements. Moreover, for the 
vortex to reverse onion transition, the effect of engineering the position and orientation 
of the coupled magnetic elements is predominant. The transition from vortex to reverse 
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onion state is dependent on the nature of coupling between the ring and the external 
magnetic elements. This is primarily reflected in the vortex state stability. 
 
7.8 Low Temperature MR Behavior of elliptical rings with coupled 
magnetic elements 
To investigate the role of thermal excitations in the magnetization reversal of 
elliptical rings with coupled magnetic elements, low temperature MR measurements 
were performed. At room temperature, thermal excitations are strong enough to 
overcome the energy barriers for various magnetic transitions. As the temperature is 
decreased, only intrinsic defects will be responsible for the wide range of switching 
field distributions. In this section, the reversal mechanism of elliptical rings with 
symmetrically and asymmetrically placed magnetic elements has been characterized as 
a function of temperature. Fig. 7.10 shows the representative GMR responses for both 
the ring elements at 150 K and 4 K, respectively.  
At 150 K, both the elliptical ring geometries exhibit a series of new switching 
steps which were not observed previously at room temperature. However, the Ni80Fe20 
layer in the ring still does not reverse via a vortex state. For the Co layer, three 
different switching fields (labelled A, C, F) were observed during the transition from 
the forward to reverse onion state. This suggests that the Co layer is strongly 
influenced by temperature variations as compared to the Ni80Fe20 layer. The three-step 
reversal can be attributed to the formation of intermediate magnetic states due to the 
presence of local defects. Another observation is the large switching field distribution 
for the Co layer in the ring with asymmetrically coupled magnetic elements as 
compared to the one with symmetrically placed elements. This comparison can be 
made in terms of full width at half maximum (FWHM) obtained from the two 
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responses. There is a 23.8% increase in the FWHM which suggests that the top 
magnetic element engineered at an angle of 45° relative to the ring affects the 
switching field of the Co spins in the ring. The interactions between the two become 
stronger as the temperature is decreased. 
 
Fig. 7.10 GMR responses obtained for elliptical ring with symmetrically placed 
magnetic elements at (a) 150 K, and (b) 4 K, are shown. The corresponding responses 
for the ring with asymmetrically placed magnetic elements at 150 K and 4 K are 
shown in (c) and (d), respectively [20]. 
One of the obvious consequences of decreasing the temperature to 4 K is the 
enormous increase in the switching field distribution, which is shown for both the ring 
structures in Fig. 7.10(b) and (d), respectively. Similar enhancement in switching field 
distribution was observed for single layer Co rings [22]. Local defect sites having Ni 
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or Co oxides become antiferromagnetic at low temperatures [22], and effectively 
dominate the reversal mechanism by introducing the exchange bias effect in the 
response. The broadening of the curves is attributed to the higher fields required to 
switch from one state to the other. This switching field distribution is reduced at high 
temperatures due to thermal excitations overcoming the small local energy barriers. It 
was also observed that for the elliptical ring with asymmetrically placed magnetic 
elements, the FWHM of the field distribution is 55% higher than that of symmetrically 
placed elements. This shows that at low temperatures, where intrinsic defects play a 
dominant role in the reversal mechanism, external coupling also influences the 
switching field distribution. 
 
7.9 Summary 
To summarize, a detailed investigation of the GMR response from elliptical 
rings magnetostatically coupled to lithographically defined magnetic elements, is 
presented. Significant changes were observed in the vortex stability of the ring when 
the position and orientation of the coupled magnetic elements were altered. Low field 
GMR measurements were carried out to understand the switching mechanism. Distinct 
states, which were not seen in the high saturation field cycles, were observed in both 
the Ni80Fe20 and Co layers, when the field was cycled through their intermediate states. 
Reproducibility of the switching fields has also been studied for two major transitions, 
i. e. onion to vortex and vortex to reverse onion. It has been shown that the vortex to 
reverse onion transition is strongly affected by the nature of coupling between the ring 
and the magnetic elements. 




[1] J-G Zhu, Y. Zheng, and G. A. Prinz, J. Appl. Phys. 87, 6668 (2000). 
[2] P. Vavassori, D. Bisero, V. Bonanni, A. Busato, M. Grimsditch, K. M. Lebecki, 
V. Metlushko and B. Ilic, Phys. Rev. B 78, 174403 (2008). 
[3] P. Vavassori, O. Donzelli, M. Grimsditch, V. Metlushko, and B. Ilic, J. Appl. 
Phys. 101, 023902 (2007). 
[4] A. Imre, E. Varga, L. Ji, B. Ilic, V. Metlushko, G. Csaba, A. Orlov, G. H. 
Bernstein and W. Porod, IEEE Trans. Magn. 42, 3641 (2006). 
[5] T. J. Hayward, J. Llandro, R. B. Balsod, J. A. C. Bland, D. Morecroft, F. J. 
Castano, and C. A. Ross, Phys. Rev. B 74, 134405 (2006). 
[6] A. O. Adeyeye, S. Goolaup, N. Singh, C. C. Wang, X. S. Gao, C. A. Ross, W. 
Jung, and F. J. Castano, J. Phys. D: Appl. Phys. 40, 6479 (2007). 
[7] A. O. Adeyeye, S. Goolaup, N. Singh, W. Jun, C. C. Wang, S. Jain, and D. 
Tripathy, IEEE Trans. Magn. 44, 0018 (2008). 
[8] V. Rose, X. M. Cheng, D. J. Keavney, J. W. Freeland, K. S. Buchanan, B. Ilic 
and V. Metlushko, Appl. Phys. Lett. 91, 132501 (2007). 
[9] X. Zhu, P. Grutter, V. Metlushko and B. Ilic, J. Appl. Phys. 93, 7059 (2003). 
[10] A. S. Mani, D. Geerpuram, V. S. Basaran and V. Metlushko, IEEE Trans. 
Nanotechnology 5, 249 (2006). 
[11] P. Vavassori, M. Grimsditch, V. Novosad, V. Metlushko, and B. Ilic, Phys. Rev. 
B 67, 134229 (2003). 
[12] M. Klaui, U. rudiger, C. A. F. Vaz, J. A. C. Bland, S. Cherifi, A. Locatelli, S. 
Heun, A. Pavlovska, E. Bauer, and L. J. Heyderman, J. Appl. Phys. 99, 08G308 
(2006). 
Chapter VII Magnetostatic coupling in PSV elliptical rings  
 168 
[13] C. A. Ross, F. J. Castano, D. Morecroft, W. Jung, H. I. Smith, T. A. Moore, T. 
J. Hayward, J. A. C. Bland, T. J. Bromwich and A. K. Petford-Long, J. Appl. 
Phys. 99, 08S501 (2006). 
[14] M. Klaui, C. A. F. Vaz, J. A. C. Bland and L. J. Heyderman, Appl. Phys. Lett. 
86, 032504 (2005). 
[15] J. Wang, A. O. Adeyeye and N. Singh, Appl. Phys. Lett. 87, 262508 (2005). 
[16] Y. Ren and A. O. Adeyeye  J. Appl. Phys. 105, 063901 (2009). 
[17] S. Jain and A. O. Adeyeye, Appl. Phys. Lett. 92, 202506 (2008). 
[18] S. Jain and A. O. Adeyeye, Euro. Phys. Lett. 84, 17002 (2008). 
[19] S. Jain and A. O. Adeyeye, J. Appl. Phys. 105, 07E904 (2009). 
[20] S. Jain and A. O. Adeyeye, J. Appl. Phys. 104, 103914 (2008). 
[21] M. J. Donahue and D. G. Porter, http://math.nist.gov/oommf (Version 1.2.0.3). 
[22] M. Klaui, C. A. F. Vaz, J. A. C. Bland, E. H. C. P. Sinnecker, A. P. Guimaraes, 
W. Wernsdorfer, G. Faini, E. Cambril, L. J. Heyderman, and C. David, Appl. 




Exchange biased Nanorings 
 
8.1 Introduction 
In this chapter, a detailed investigation of the giant magnetoresistance (GMR) 
behaviour in ferromagnetic (FM) and exchange biased triangular rings is presented. 
Due to the strong configurational anisotropy of this geometry, the magnetization states 
in an unbiased triangular ring are found to be highly sensitive to the direction of the 
external magnetic field. However, with the introduction of an antiferromagnetic (AFM) 
layer, there exists a competition between unidirectional anisotropy and configurational 
anisotropy, which results in the formation of large domains at the corners of the ring. 
This in turn becomes responsible for lowering the values of exchange bias in the ring 
as compared to the continuous film of identical composition. Moreover, the 
preferential pinning of AFM and FM layer domain walls at the corners of the ring 
contribute to stronger interface coupling leading to higher blocking temperatures. 
 
8.2 Motivation 
When a system consisting of FM and AFM layers is cooled down in an external 
magnetic field through the Néel temperature of the AFM layer, there is a shift in the 
magnetic hysteresis loop along the field axis, also known as ‘exchange bias’ [1-8]. 
This phenomenon induces unidirectional anisotropy in the system which can be 
tailored by controlling several factors such as the field cooling strength, thicknesses of 
the FM or AFM layers, and by structural confinement of AFM domain sizes, also 
described in § 2.6. Alternately, exchange bias can also be employed as a tunable 
source of unidirectional anisotropy to stabilize the magnetization in ring structures. 
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However, little work has been devoted to the study of exchange biased rings where 
formation of the vortex state and correspondingly its chirality are affected to a great 
extent [9-12]. One geometry that has recently gained interest is the triangular shape 
whose sharp corners induce preferential pinning of domain walls without altering its 
shape symmetry [13-15]. However, no work has been reported on the characterization 
of exchange biased multilayer triangular rings where preferred pinning sites of domain 
walls can significantly alter its magnetization reversal process. Therefore, investigating 
the role of exchange bias in triangular ring structures where there is AFM-FM domain 
confinement is crucial, since it allows probing the role of pinned domains in exchange 
bias and also aid in understanding the influence of shape anisotropy on bias fields and 
magnetization reversal mechanisms. 
 
8.3 Experimental Details 
Polycrystalline ring-wire hybrid structures were fabricated using multi-level 
lithography techniques followed by deposition and lift-off processes. Equilateral 
triangular rings of edge size 3 μm and width 300 nm were fabricated using electron-
beam (e-beam) lithography and e-beam deposition of FM hetrostructure and exchange 
biased multilayer, as shown in Fig. 8.1. The width of the nano-wires was designed to 
be 150 nm to allow different switching fields for the ring and the nano-wires. Four 
contact pads of Cr(10 nm)/Au(150 nm) were patterned on the nano-wire segment, 
labelled as ‘1’, ‘2’, ‘3’, and ‘4’ using both e-beam lithography and photolithography 
processes. 
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Fig. 8.1 SEM micrograph of a triangular ring of width 300 nm and edge 3 µm. 
 
8.4 GMR responses for unbiased triangular ring 
In this section, the GMR response of an unbiased triangular ring is presented at 
room temperature as a function of the applied field direction. Both major loop and 
minor loop responses are investigated to identify the various magnetization states 
present in the ring during its reversal process. GMR measurements for pseudo spin 
valve (PSV) structure consisting of SiO2/Co(10 nm)/Cu(8 nm)/Ni80Fe20(10 nm)/Cu(2 
nm) in triangular ring were carried out using the standard four probe technique. A 
constant dc current of 30 μA was passed through the outer two probes ‘1’ and ‘4’. 
Synchronous transport measurements were carried out by simultaneously probing the 
voltage from the section V1, which are two inner contact probes (‘2’ and ‘3’), and 
section V2, which are the two outer contact probes (‘3’ and ‘4’), respectively. 
  
8.4.1 Field orientation dependence 
Shown in Fig. 8.2 are the GMR responses for the PSV triangular ring for field 
applied at an angle of θ = 0°, θ
12
π
= , and θ
6
π
=  with respect to edge ‘c’. For clarity, 
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only one half of the loop is shown (from negative to positive saturation). Since the 
measurements are carried out using synchronous transport technique, the superposition 
of both the sections (V1 and V2) is shown to facilitate the separation of ring and wire 
switching fields. In order to clearly explain the reversal mechanism in the ring with 
respect to different field orientations, spin state mapping has been done as shown in 
Fig. 8.3. For θ = 0°, the triangular ring undergoes various transitions (T1→T5) when 
the applied magnetic field is swept from negative saturation towards positive 
saturation, as shown in Fig. 8.3(a). T1 corresponds to the forward onion state of the 
ring in which the magnetization along the edges ‘a’ and ‘c’ point towards the apex 
between them and the magnetization along the edge ‘b’ is pointing towards the apex 
between ‘a’ and ‘b’. The two domain walls of an onion state are therefore present at 
the two corners formed by edge ‘c’. Both Ni80Fe20 and Co layers of the ring are in state 
T1. Subsequently, the Ni80Fe20 layer in the ring section undergoes a direct transition to 
the reverse onion state at T3. There is no formation of any intermediate state. Similarly, 
the Co layer in the ring also switches directly from forward onion state to reverse 
onion state as shown by the transition from T4 to T5 in Fig. 8.3(a). Previously, it has 
been shown that in single layer Co and Ni80Fe20 triangular rings, there is a formation of 
stable intermediate vortex state when the field is applied in this configuration 
[13,14,16]. In the case of multilayer rings, strong magnetostatic interactions between 
the two FM layers prevent the formation of intermediate state when the magnetic field 
is applied in certain directions. Due to the inherent configurational anisotropy of the 
triangular geometry, there exists symmetry between the edges of the ring with the 
applied field. Therefore, magnetizations at all the edges of the ring switch 
simultaneously as demonstrated in the schematics [17]. 
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Fig. 8.2 GMR response of the triangular ring when the applied field is (a) 
parallel to edge ‘c’, (b) makes an angle of 15° with edge ‘c’, and (c) makes an angle of 
30° with edge ‘c’ [17]. 
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Shown in Fig. 8.3(b) are the sketches of the spin states for θ
12
π
= . In this 
configuration, none of the edges are parallel or perpendicular to the applied field. The 
transition from state S1→S2 marks the reversal of the Ni80Fe20 layer in the ring from 
forward onion state to the reverse onion state. S3 is the state when the entire ring-wire 
hybrid structure is in antiparallel state. The noticeable distinction of this reversal 
process is the transition from S3→S4 which corresponds to the Co layer reversal in the 
ring from forward onion state to an intermediate vortex state. In this state, one of the 
edges has switched independently to the applied field direction forming a flux closure 
state. Though the stability range of this intermediate state is small (~10 Oe), its 
formation is strongly evident. The visible difference in the reversal mechanism can 
also be seen in the GMR response shown in Fig. 8.2(b) when compared to that shown 
in Fig. 8.2(a). When the field is applied at an intermediate angle with respect to the 
edges of the ring, the ring tries to attain the most stable and energetically favourable 
state which can be stable for small field ranges. Each edge of the ring now switches 
independently at different field values thereby giving rise to intermediate states. This 
peculiar phenomenon has not been observed previously in triangular rings. Similar 
measurements were also performed for fields applied at an angle of 
6
π  with respect to 
edge ‘c’, so that edge ‘b’ is now perpendicular to the magnetic field direction. The spin 
state mapping for this field angle is shown schematically in Fig. 8.3(c). Clearly, there 
is no evidence of the formation of a vortex state in the Co layer of the ring. The 
reversal process is similar to the one shown in Fig. 8.3(a) except for different 
switching fields, corresponding to the GMR response shown in Fig. 8.2(c). 
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Fig. 8.3 Schematics of the magnetization reversal process in triangular ring for 
applied field (a) parallel to edge ‘c’, (b) makes an angle of 15° with edge ‘c’, and (c) 
makes an angle of 30° with edge ‘c’. 
This shows that when the magnetic field is applied either parallel or 
perpendicular to any of the edges, the magnetization reversal in triangular ring occurs 
by a direct transition between the two onion states. Intermediate vortex states are 
formed when the field is applied in any other direction. Extensive GMR measurements 
were done as a function of applied field orientation, and it was found that the ring 
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< < , n=0,1,2.., whereas  θ
6
nπ
= , n=0,1,2.. is the critical angle at which 
there is a direct transition from a forward onion to reverse onion state. This behaviour 
is significantly different from that observed in circular [18] and elliptical [19] rings, 
where only the stability and switching fields of the vortex state are modified with 
varying field directions. The vortex formation is still observed for most field 
orientations. This behaviour of multilayer triangular rings can be effectively utilized in 
logic devices where stray fields can be introduced in a particular orientation to switch 
the ring in either 2 states (forward onion → reverse onion)  or 3 states (forward onion 
→ vortex → reverse onion), without fabricating any complex designs. 
 
8.4.2 Low field GMR responses  
One of the important results obtained from the GMR responses shown in Fig. 
8.2 is that the Ni80Fe20 layer in the ring does not undergo a vortex state, irrespective of 
the field direction. This is in contrast to single layer Ni80Fe20 triangular rings with 
similar dimensions where highly stable vortex states have been observed [13,14]. In 
order to map the different switching states of the Ni80Fe20 layer in the ring, low field 
MR measurements were performed in the field range of ±150 Oe for fields applied 
along edge ‘c’ as shown in Fig. 8.4. Initially, the ring was saturated in a field of -2 kOe. 
The field was then increased to +150 Oe, which is within the various stable states of 
the ring, and then reversed back to -100 Oe. The cross marks shown in Fig. 8.4 
correspond to the starting point of each low field measurement, from where the field is 
reversed to a smaller negative field value. Fig. 8.4(a) shows the superposition of both 
the major loop (hollow circles) and minor loop (hollow squares) measurements when 
the field is reversed from a small positive field value of +75 Oe.  
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Fig. 8.4 Major and Minor loop measurements for triangular ring at θ = 0° [17]. 
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The only transition observed in the minor loop measurement (R1↑ → R2↓) 
corresponds to the Ni80Fe20 layer in the ring switching from forward onion state to 
reverse onion state and then back to forward onion state. The interaction field 
experienced by the Ni80Fe20 layer due to the Co layer is found to be ~21 Oe 
1 2( )
2
R RH H↑ ↓− , and is responsible for the asymmetric switching fields. Fig. 8.4(b) 
shows the superimposed low field measurement when the field is reversed from +92 
Oe. It is clearly evident that both the wire (W↑) and the ring (R 1↑) segments have 
already switched when the field is reversed from 92 Oe towards negative field values. 
Here, R1↑ corresponds to the Ni80Fe20 layer in the ring switching from forward onion 
state to reverse onion state. However, when the field is reversed towards negative 
values, the ring undergoes reversal through an intermediate vortex state, marked by the 
transition of R2↓ → R3↓. This vortex state is stable for an extremely small field range 
of ~11.5 Oe, and was not observed in high saturation field measurements. Moreover, 
the formation of this intermediate state is highly sensitive to the starting point of the 
reversing field, which is clearly evident from the loop shown in Fig. 8.4(c), where the 
starting field has been increased slightly to 112 Oe. It was observed that the Ni80Fe20 
layer in the ring directly reverses from reverse onion state to forward onion state (R2↓) 
without any intermediate transition (R3↓).  
These minor loop measurements show that the magnetization reversal process 
of the Ni80Fe20 layer in the ring is strongly dependent on the intermediate field ranges 
over which it is cycled due to the strong magnetostatic interactions it experiences from 
the Co layer. To conclude, the room temperature GMR responses of individual PSV 




n=0,1,2.., with respect to any edge of the triangle, the Co layer in the ring undergoes a 
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transition directly from forward onion state to reverse onion state. However, if the 
magnetic field is applied in the range of  ( 1)θ
6 6
n nπ π+
< < , n=0,1,2.., there is 
formation of an intermediate vortex state. 
 
8.5 GMR responses of exchange biased triangular ring  
In the previous section, the strong role of configurational anisotropy in the 
magnetization reversal process of triangular rings was presented. The formation of the 
vortex state is shown to be significantly dependent on the direction of the applied field. 
In this section, exchange bias will be employed as a tunable source of unidirectional 
anisotropy to alter the magnetization reversal process in triangular ring structure [20].  
 Magnetotransport behaviour in exchange biased triangular rings of film 
composition SiO2/CoO(5 nm)/Co(10 nm)/Cu(8 nm)/Ni80Fe20(10 nm)/Cu(2 nm) was 
investigated as a function of temperature. Using CoO as the AFM layer is suitable due 
to its Néel temperature TN = 291 K, which is just below room temperature, thus 
enabling the exchange bias to be reset conveniently. GMR measurements were carried 
out using the synchronous transport measurement technique described earlier [21]. A 
constant dc current of 30 μA was passed through the outer two probes ‘1’ and ‘4’. 
Synchronous transport measurements were carried out by simultaneously probing the 
voltage from contact probes ‘2’ and ‘4’ (section V1) and contact probes ‘3’ and ‘4’ 
(section V2). The GMR response from the exchange biased triangular ring and a 
continuous film deposited under identical conditions were measured simultaneously in 
the temperature range 5 K ≤ T ≤ 300 K using a custom designed cryogenic sample 
holder with two separate sample holders to ensure identical experimental conditions 
for both samples during measurement. The exchange bias was set by field cooling the 
samples in the presence of an in-plane magnetic field HFC = ±5 kOe from T = 300 K 
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(above the Neel temperature TN = 291 K for bulk CoO) to the desired set point 
temperature T along the nano-wire axis as shown in Fig. 8.1. After reaching the desired 
temperature, the magnetic field was brought back to zero and increased again to 
negative saturation for measurements. Field sweeping was performed by varying the 
magnetic field from negative saturation to positive saturation and then back to negative 
saturation. As both the continuous film and the triangular ring exhibited some training 
effect, data acquisition was started only after the first five loops had been completed. 
The results presented in this section correspond to the state when no further variations 
in exchange bias or switching fields occur. After each measurement, the samples were 
warmed back to T = 300 K to reset the exchange bias. All the measurements are 
performed with external magnetic field applied along the wire-axis. 
 
8.5.1 Effect of temperature 
Fig. 8.5 shows the superimposed GMR responses for the two sections V1 and 
V2 at T = 240 K. As expected, there is a clear overlap of the switching fields 
corresponding to the nano-wire segments in the two loops. The contribution of the 
nano-wire segments has been estimated from the response of section V1 by calculating 
the resistance of the entire nano-wire segment under the current path using the 
response of section V2. Using resistance network analysis, the GMR response 
contribution from the triangular ring was then obtained. All GMR responses shown 
hereafter are the resultant loops obtained after subtracting the nano-wire contribution. 
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Fig. 8.5 GMR response for exchange biased triangular ring at 240 K showing the 
superposition of the response obtained from section V1 and V2.  
The evolution in the exchange bias field HE has been systematically studied in 
triangular ring spin valve structures as a function of temperature. Fig. 8.6(a) shows the 
representative GMR response at T = 240 K for the triangular ring for HFC = -5 kOe. 
The ring reversal is marked by several switching fields. The Ni80Fe20 layer in the ring 
reverses directly from forward onion state to reverse onion state. However, for the Co 
layer there is a formation of an intermediate vortex state. HOV(↑) corresponds to the 
switching field of the Co layer from forward onion state to vortex state when the field 
is swept from negative saturation towards positive saturation. HVO(↑) marks the reversal 
of the Co layer from vortex state to reverse onion state. Similarly, HOV(↓) and HVO(↓) are 
the switching fields when the magnetic field is swept from positive saturation towards 
negative saturation. The exchange bias shift (HEB) is calculated separately for each 
switching process as  












=                 (8.1) 
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Table 8.1 shows these switching fields and the bias shift for the triangular ring as a 
function of temperature. 
 
Fig. 8.6 (a) GMR response for exchange biased triangular ring at T = 240 K for HFC 
= -5 kOe. The reversal for the continuous film at the same temperature is shown in (b). 
Schematic illustration of the switching process in triangular ring is drawn in (c) [20]. 
 
 
















240 600.00 675.00 -245.00 -404.00 177.50 135.50 
200 816.00 916.00 -338.00 -394.00 239.00 261.00 
150 1006.0 1106.0 -468.00 -506.00 269.00 300.00 
100 1083.0 1250.0 -513.00 -638.00 285.00 306.00 
50 1148.0 1429.0 -710.00 -843.00 219.00 293.00 
20 1321.0 1500.0 -646.00 -946.00 337.50 277.00 
Table 8.1: Various switching fields for triangular ring for HFC = -5 kOe. 
The loop shows typical ‘negative exchange bias’ effect as the cooling field is -5 
kOe and the shift is along the positive direction. As described above, the 
magnetotransport behavior in triangular rings is characterized by domain wall 
propagation from one corner to the other with the formation of head-to-head or tail-to-
tail domain walls. It has been shown in the previous section, that at room temperature 
the magnetization reversal in Co(10nm)/Cu(8nm)/Ni80Fe20(10nm)/Cu(2nm) triangular 
ring is marked by the transition of Co layer from forward onion state to reverse onion 




n=0,1,2.., with respect to any of the edges of the triangle [17]. For the exchanged 
biased triangular ring however, the formation of an intermediate vortex state in the Co 
layer is observed even for θ=0°, as shown clearly in Fig. 8.6(a). This difference is a 
direct consequence of the unidirectional anisotropy introduced in the device due to 
exchange bias. The shift in the loop is HEB(OV) = 177 Oe and HEB(VO) = 135 Oe for the 
Co layer. As expected, there is no shift in the loop for the Ni80Fe20 layer. The 
schematic of the reversal process is shown in Fig. 8.6(c). The field cooling direction is 
also shown schematically. Fig. 8.6(c)[i] shows the forward onion state with one head-
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to-head domain wall in the dotted circle. As the field is increased, the head-to-head 
domain wall enclosed in the dotted circle first moves through the two upper edges of 
the ring, and then to the opposite corner where the two domain walls annihilate. This 
causes the transition from Fig. 8.6(c)[i] to Fig. 8.6(c)[ii] to form a vortex state. Finally, 
when the applied field is high enough to overcome the energy barrier introduced by 
exchange bias, the magnetization in the bottom edge also switches and undergoes 
transition to the reverse onion state as illustrated in Fig. 8.6(c)[iii]. The head-to-head 
domain wall has now nucleated to the opposite corner. Fig. 8.6(b) shows the GMR 
response for a continuous film of identical composition at T = 240 K. In contrast to the 
ring response, no exchange bias was observed in the continuous film at this 
temperature. This shows that the blocking temperature for the continuous film is lower 
than that of the triangular ring structure.  
It has been shown that for nanostructures, the AFM layer is weakly pinned to 
the FM layer as compared to the continuous film due to thermal activation effects 
[9,22-25]. This results in lower blocking temperatures for nanostructures when 
compared to continuous films. For instance, in NiFe/IrMn systems, the blocking 
temperature in nano-dots is lower as compared to the continuous film [25].  In 
triangular rings however, there is a strong competition between unidirectional 
anisotropy induced by the AFM layer and configurational anisotropy which favours 
preferential pinning of domains at the corners. At high temperatures (~240 K), these 
competing energies result in strong pinning of AFM domains at the corners of the 
triangle, as well as strong FM-FM interactions which favour the formation of domain 
walls at the corners. Since there is no such structural confinement of AFM domains in 
continuous films, easy de-pinning of the AFM spins occurs along the external field. 
Consequently, the strong pinning of FM domains at the corners of triangular rings, and 
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the preferential inclination of AFM domains to pin themselves with the FM spins at the 
corners, accounts for the higher blocking temperature in triangular rings as compared 
to the continuous film. 
Shown in Fig. 8.7(a-c) are the GMR responses for the exchange biased 
triangular ring as a function of temperature. For direct comparison, the response from 
the continuous film is also shown in Fig. 8.7(d-f). As expected the Co layer in the 
continuous film shows a significant shift along the field axis with decreasing 
temperature. As the temperature is decreased to T = 150 K for the triangular ring, the 
transition from forward onion state to vortex state takes place at a switching field of 
HOV(↑) = 1006 Oe and the transition from vortex to reverse onion state takes place at 
HVO(↑) = 1106 Oe when the external magnetic field is swept from negative saturation to 
positive saturation. Similarly, HOV(↓) = -468 Oe and HVO(↓) = -506 Oe when the field is 
swept from positive saturation to negative saturation. This results in exchange bias 
shift of HEB(OV) = 269 Oe for onion to vortex transition and HEB(VO) = 300 Oe for 
vortex to onion transition.  
When the temperature is reduced further to T = 50 K, the reversal process 
becomes highly complex with a high degree of asymmetry in the reversal behaviour. 
Instead of the two step reversal, a three step reversal mechanism whose intermediate 
steps are schematically sketched in Fig. 8.8 was obtained. One of the interesting 
observations is that this three step reversal process only exists when the field is swept 
from positive saturation towards negative saturation (marked as 1, 2 and 3 in Fig. 
8.7(b)). At positive saturation, as shown in Fig. 8.8(a), the ring is in a reverse onion 
state with a head-to-head domain wall shown in the dotted circle. 
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Fig. 8.7 (a-c) GMR responses for exchange biased triangular ring at T = 150, 50 and 
20 K for HFC = -5 kOe. Corresponding reversal for the continuous film at the same 
temperatures is shown in (d-f) [20]. 
It has been shown in § 6.6 that when temperature is decreased, the pinning 
strength of the domain walls increases significantly [26]. In this case, the pinning sites 
for domain walls in the Co layer are fixed at the corners of the triangle. Reversal is 
thus taking place through domain wall propagation in the two upper edges independent 
of each other. The head-to-head domain wall shown in the dotted circle first moves 
through the upper edge, switching only one segment of the ring (Fig. 8.8(b)). With a 
Chapter VIII Exchange biased Nanorings  
 187 
slight increase in the field, the domain wall propagates to the opposite edge and 
annihilates the existing tail-to-tail domain wall (Fig. 8.8(c)). This mechanism can be 
attributed to the fact that with decreasing temperature, thermal activation effects are 
minimized, which results in a majority of the AFM grain sizes becoming stable [27], 
thereby increasing the pinning strength of the AFM layer at the preferential pinning 
sites. This encourages the reversal behaviour to take place through domain wall 
propagation from one edge of the triangle to the other at different switching fields. 
However, when the field is swept from negative saturation towards positive saturation, 
reversal process still occurs through a two step reversal process indicating transition 
from forward onion state to reverse onion state via a vortex state. On decreasing the 
temperature further to T = 20 K, both branches of the loop exhibit three step reversal as 
shown in Fig. 8.7(c). The triangular ring reverses through two intermediate states in 
both directions due to strong pinning effects of the FM domains at the corners of the 
ring. 
 
Fig. 8.8 Schematic illustration of the three step switching process in triangular ring. 
To quantitatively study the variation of exchange bias in both the continuous 
film and the triangular ring structure, exchange bias fields were extracted from the 
GMR curves and plotted as a function of temperature. Fig. 8.9 shows a direct 
comparison of the exchange bias fields for the triangular ring and the continuous film. 
It is evident that for high temperatures, HEB for the triangular ring is higher as 
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compared to the continuous film. As the temperature is decreased, there is a crossover 
temperature below which the exchange bias for continuous film becomes significantly 
larger as compared to the triangular ring. This trend can be explained by considering 
the effect of FM domain sizes in exchange biased films. According to the random field 
model proposed by Li and Zhang [28], FM domain size is determined by the 
competition between the FM-FM exchange interactions and the random field due to 
FM-AFM interfacial interactions. If the FM-FM interactions are weakened due to the 
presence of defects, it is favourable to form smaller FM domains and the net random 
field is large, thus resulting in larger values of HEB. In the case of triangular rings 
however, the FM-FM interactions are considerably stronger due to shape anisotropy 
and the presence of pinning sites at the ring corners, thus resulting in the formation of 
larger FM domains at the corners, smaller net random fields, and hence smaller HE 
values. This accounts for the reduced HEB values of triangular rings as compared to 
continuous film below the crossover temperature of 200 K. 
 
Fig. 8.9 Comparison of exchange bias fields for both triangular ring and continuous 
film as a function of temperature. 
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8.5.2 Effect of cooling field direction  
To further understand the role of FM domains in the magnetization reversal 
process of triangular rings, GMR responses were obtained in a cooling field of HFC = 
+5 kOe as shown in Fig. 8.10 (solid curves). For direct comparison, the response 
obtained for HFC = -5 kOe is also shown as a dotted curve but with the loop inverted so 
as to obtain a negative value of exchange bias. It should be noted that for all MR 
measurements, the field sweep is initiated from negative saturation. It has been shown 
in the previous section that for HFC = -5 kOe, the loop shift is towards the positive side. 
Hence, it is expected that for HFC = +5 kOe, the shift would be towards the negative 
side. However, the GMR response at T = 240 K clearly shows an exchange bias shift in 
the same direction as the cooling field thereby exhibiting ‘positive exchange bias’. 
This is in contrast to the conventional ‘negative exchange bias’ observed after the field 
cooling process. For +HFC, the exchange bias obtained for the two switching processes 
are HEB(OV) = 49.5 Oe and HEB(VO) = 10 Oe, respectively at T = 240 K. This effect is 
related to the direction of spins in the FM domains due to the external magnetic field 
and not the cooling field. Thus, interface coupling is determined by the magnetization 
state of the FM layer caused by the external field rather than the cooling field itself. 
This behaviour is important, as it implies that the direction of the exchange bias can be 
locally determined by the direction of the FM domain magnetization. Since for both -
HFC and +HFC, the field sweep was started from negative saturation, the initial FM 
domain magnetization was set towards the negative direction. At T = 150 K, the ring 
undergoes reversal through a three step switching process, as compared to a two step 
switching process observed earlier for negative HFC. H1(↑) and H1(↓) correspond to the 
first switching field in the two directions.  
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Fig. 8.10 GMR response for exchange biased triangular ring as a function of 
temperature when the cooling field of +5 kOe (shown as solid curve) is applied [20].  
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On comparing the bias fields obtained for the first and the last switching fields, 
it was observed that for the first switching (H1), the shift HE1 is -90 Oe, while for the 
third switching, the shift HE3 is -246 Oe. For -HFC, the bias shifts obtained were HEB(OV) 
= 269 Oe and HEB(VO) = 300 Oe, respectively. It is thus evident that the magnitude of 
shift for +HFC is significantly lower than that for -HFC. This observation can be 
attributed to the contribution from FM domains, which substantially influence the 
AFM-FM interface coupling even at temperatures where effects from thermal 
fluctuations can be conveniently neglected. This may be attributed to the fact that 
during the field cooling procedure, AFM spins lie along the positive direction. Upon 
sweeping the field initially towards negative direction at a finite temperature, the 
magnetization of the FM layer re-orients itself along the external field direction, thus 
reducing the AFM-FM interface coupling and consequently reducing the bias shift.  
On further decreasing the temperature to T = 50 K, the GMR response shows a 
more complex reversal mechanism (Fig. 8.10(c)). The ring undergoes reversal from 
forward onion to reverse onion state via three intermediate metastable states. The 
magnitude of bias is again smaller when compared to the bias obtained from negative 
HFC. Considering the last switching field of H4(↑) and H4(↓), the bias is only -109 Oe as 
compared to HEB(VO) = 293 Oe for -HFC. As the applied magnetic field is decreased 
from negative saturation (though field cooling was done in positive saturation) and the 
FM layer relaxes from its saturated state forming an onion state, parts of the 
magnetization are twisted along the field direction and the other parts in pinning 
direction. During reversal, randomly oriented domains in the AFM layer influence the 
FM layer by forming domain walls at the straight edges of the FM layer. This 
energetically favours multi-step reversal behaviour due to shape anisotropy. Since 
several small energy barriers exist due to domain walls in the FM layer, magnetization 
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reversal occurs via various switching steps. Fig. 8.10(d) shows that the reversal 
process at T = 20 K exhibits four intermediate states. Since the AFM domains stabilize 
almost completely at such low temperatures, exchange bias fields obtained from the 
two curves are almost identical. However, the dominating effect of external magnetic 




In summary, the GMR response of individual ferromagnetic and exchange 
biased multilayer triangular ring has been investigated in detail. For an unbiased 
multilayer ring, when the magnetic field is applied at an angle of θ
6
nπ
= , n=0,1,2.. 
with respect to any edge of the triangle, the Co layer in the ring undergoes a transition 
directly from forward onion state to reverse onion state. However, if the magnetic field 
is applied in the range  ( 1)θ
6 6
n nπ π+
< < , n=0,1,2.., there is formation of an 
intermediate vortex state. This has been attributed to the strong configurational 
anisotropy of the triangular shape and also to magnetostatic interactions between the 
Ni80Fe20 and the Co layer. The magnetization reversal behaviour of an exchange biased 
triangular ring has also been investigated as a function of temperature. It was observed 
that the preferential pinning of domains at the corners of the ring play a crucial role in 
determining the exchange bias shift. As the AFM-FM interface coupling strength 
increases due to formation of domain walls in the AFM layer at the pinning sites, the 
blocking temperature of the ring increases as compared to the continuous film. 
However, due to strong FM-FM interactions in the ring at low temperatures, the bias is 
smaller than the continuous films. The effect of cooling field direction on the exchange 
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bias effect has also been studied. The results show that there is a strong dependence of 
FM layer magnetization on the AFM domains due to the inherent configurational 
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This thesis provides a detailed insight into the magnetization reversal process in 
ferromagnetic elements using magnetotransport and magneto-optical characterization 
techniques. The key achievements of this work are: 
• Successful fabrication of complex ferromagnetic nanostructures using multi-
level electron beam lithography for single nanostructures and Deep ultra violet 
lithography at 248 nm exposure wavelength for large array of nanostructures. 
• Systematic control vortex chirality in specifically arranged nanodots using in-
plane magnetic field and lattice dot configurations. 
• A detailed investigation of the magnetoresistance (MR) response in 
ferromagnetic ring structures with contact probes directly on the ring using 
resistance network model. 
• Development of a novel non-local magnetotransport technique for mapping the 
various spin states in ferromagnetic ring structures which is independent of the 
contact geometry and which is highly sensitive to the ring shape at the same 
time. 
To successfully achieve the above mentioned results, specific fabrication techniques 
were utilized for high quality devices. Magnetotransport technique was employed for 
spin state mapping, whereas micromagnetic simulations were carried out to 
conclusively support the experimental results. This chapter summarizes the main 
results presented in this thesis. 
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9.2 Summary of results  
 In the first part of the thesis, the effect of magnetostatic coupling between 
circular ferromagnetic dots in three different lattice configurations has been 
analytically investigated as a function of inter-dot separation and ferromagnetic layer 
thickness. ‘Rigid vortex model’ had been employed to determine the interaction energy 
of the coupled dots as a function of the spacing between the dots. It has been shown 
that by arranging the nano-dots in a particular configuration, the chirality of the vortex 
state can be controlled effectively. Moreover, it was observed that the reversal 
mechanism is significantly different in all the three geometries, indicating that 
coupling energy is a dominant factor in the magnetization reversal process of 
interacting dots. Finally, thickness dependent studies have also been carried out to 
understand the reversal mechanism as a function of dot geometry. 
Secondly, theoretical formulations to analyze the MR contributions in 
ferromagnetic ring structures were derived based on resistor network model. It was 
shown that individual ring segments connected in parallel can be simplified to a serial 
connection, which greatly reduces the complexity in interpreting the MR signal. The 
derivation was further validated experimentally by investigating the magnetization 
reversal process of a rectangular Ni80Fe20 ring using micromagnetic simulations and 
MR measurements. The spin configurations in different segments of the ferromagnetic 
ring-shaped structures were successfully probed by varying the contact configuration. 
It was observed that the “sharp corners” of the rectangular ring play a crucial role in its 
magnetization reversal process. It was clearly shown that the MR response of a ring 
element is strongly dependent on the contact geometry if the probes are fabricated 
directly on the ring itself.   
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 The dependence of MR response on the contact geometry led to the 
development of ‘synchronous transport measurement’ technique for probing the spin 
configuration in the entire ring structure. This technique has been used to clearly 
identify the distinct spin states of various ring elements without physically fabricating 
any contact probes on the ring itself. The structures were patterned in ring-wire hybrid 
configuration in which the contact probes were fabricated on the nano-wires attached 
to the rings. With this technique, the switching fields of the wire segments were 
differentiated using superposition of the nano-wire switching fields with the hybrid 
structure. It was shown that this method is extremely sensitive to the ring shape and 
width. Furthermore, a detailed investigation of the magnetotransport behaviour was 
performed on the ring devices as a function of temperature to gain the fundamental 
understanding of the various switching processes taking place during the 
magnetization reversal process when the influence of thermal excitations can be 
neglected. The temperature dependence of GMR ratio revealed that the circular ring 
element has the highest magnitude due to its highly symmetric shape. Rectangular ring 
geometry also exhibited an equally high GMR ratio due to the strong pinning of 
domain walls at the corner segments which act as the ‘preferential’ pinning sites for 
the domains. 
 The capability of newly developed ‘synchronous transport measurement’ 
technique was extended to investigate the GMR response in elliptical rings which were 
magnetostatically coupled to lithographically defined magnetic elements. Significant 
changes were observed in the vortex stability of the ring when the position and 
orientation of the coupled magnetic elements were altered. Low field GMR 
measurements were carried out to understand the switching mechanism. Distinct states, 
which were not seen in the high saturation field cycles, were observed in both the 
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Ni80Fe20 and Co layers, when the field was cycled through their intermediate states. 
Reproducibility of the switching fields has also been studied for two major transitions, 
i. e. onion to vortex and vortex to reverse onion. It has been shown that the vortex to 
reverse onion transition is strongly affected by the nature of coupling between the ring 
and the magnetic elements. 
 Finally, this was followed by a systematic study of the GMR response in 
individual ferromagnetic and exchange biased multilayer triangular rings. For an 




n=0,1,2.. with respect to any edge of the triangle, the Co layer in the ring undergoes a 
transition directly from forward onion state to reverse onion state. However, if the 
magnetic field is applied in the range ( 1)θ
6 6
n nπ π+
< < , n=0,1,2.., there is formation 
of an intermediate vortex state. This has been attributed to the strong configurational 
anisotropy of the triangular shape and also to magnetostatic interactions between the 
Ni80Fe20 and the Co layer. The magnetization reversal behaviour of an exchange biased 
triangular ring has also been investigated as a function of temperature. It was observed 
that the preferential pinning of domains at the corners of the ring play a crucial role in 
determining the exchange bias shift. As the AFM-FM interface coupling strength 
increases due to formation of domain walls in the AFM layer at the pinning sites, the 
blocking temperature of the ring increases as compared to the continuous film. The 
effect of cooling field direction on the exchange bias effect has also been studied. The 
results show that there is a strong dependence of FM layer magnetization on the AFM 
domains due to the inherent configurational anisotropy of the triangular ring. 
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9.3Future Work 
In this thesis, detailed investigations of magnetotransport and magnetooptical 
properties of ferromagnetic nanostructures have been reported. However, for magnetic 
data storage devices, ring geometry has been specially emphasized due to its flux 
closure vortex state. The chirality (clockwise or anticlockwise) of this vortex state can 
be further utilized for representing 0 or 1 in binary format. One of the major limitations 
in developing high density magnetic storage drives is the influence of magnetostatic 
interactions between individual ring elements. The magnetization reversal process of 
these elements get significantly modified due to the flux charges emanating from the 
neighboring element, if placed in close proximity. While most of the research has 
focused on vertically stacked multilayer rings, along with the study on magnetostatic 
interactions between rings, few works have exploited the lateral engineering of ring 
elements. A new generation of ring design is proposed here, in which the limitation of 
maximum achievable density can be effectively minimized. We present the magnetic 
states of concentric ring devices with varying ring widths to demonstrate the idea of 
multiple bit storage for MRAM applications.  
 
Fig. 9.1 Schematic representation of (a) single ring design and (b) multiple bit design 
using concentric rings. The SEM micrograph of a representative 5 ring device is 
shown in (c). 
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Fig. 9.1 (a) and (b) shows the schematic comparison between a normal single 
ring design and a concentric ring design which has the capability of storing multiple 
bits while keeping the separation between the two neighbouring elements same. The 
vortex chirality in each ring is strongly dependent on the magnetization reversal 
process of the embedded rings. In order to show the feasibility in fabricating a 
concentric ring device, Fig. 9.2 (c) shows the scanning electron micrograph of the 5 
ring device with the width of each ring as 200 nm and spacing between the rings as 80 
nm. The proposed device structures need further investigation in order to control and 
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