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ABSTRACT
Immanants, Tensor Network States and The Geometric Complexity Theory
Program. (August 2012 )
Ke Ye, B.S., Sichuan University
Chair of Advisory Committee: Dr. Joseph. Landsberg
We study the geometry of immanants, which are polynomials on n2 variables that
are defined by irreducible representations of the symmetric group Sn. We compute
stabilizers of immanants in most cases by computing Lie algebras of stabilizers of
immanants. We also study tensor network states, which are special tensors defined by
contractions. We answer a question about tensor network states asked by Grasedyck.
Both immanants and tensor network states are related to the Geometric Complexity
Theory program, in which one attempts to use representation theory and algebraic
geometry to solve an algebraic analogue of the P versus NP problem.
We introduce the Geometric Complexity Theory (GCT) program in Section one
and we introduce the background for the study of immanants and tensor network
states. We also explain the relation between the study of immanants and tensor
network states and the GCT program.
Mathematical preliminaries for this dissertation are in Section two, including
multilinear algebra, representation theory, and complex algebraic geometry.
In Section three, we first give a description of immanants as trivial (SL(E) ×
SL(F )) o ∆(Sn)-modules contained in the space Sn(E ⊗ F ) of polynomials of
degree n on the vector space E⊗F , where E and F are n dimensional complex vector
spaces equipped with fixed bases and the action of Sn on E (resp. F ) is induced by
permuting elements in the basis of E (resp. F ). Then we prove that the stabilizer of
an immanant for any non-symmetric partition is T (GL(E)×GL(F ))o∆(Sn)oZ2,
iv
where T (GL(E)×GL(F )) is the group of pairs of n× n diagonal matrices with the
product of determinants equal to 1, ∆(Sn) is the diagonal subgroup of Sn × Sn.
We also prove that the identity component of the stabilizer of any immanant is
T (GL(E)×GL(F )).
In Section four, we prove that the set of tensor network states associated to a
triangle is not Zariski closed and we give two reductions of tensor network states
from complicated cases to simple cases.
In Section five, we calculate the dimension of the tangent space and weight zero
subspace of the second osculating space of GLn2 .[permn] at the point [permn] and
determine the Sn×Sn-module structure of this space. We also determine some lines
on the hyper-surface determined by the permanent polynomial.
In Section six, we give a summary of this dissertation.
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NOMENCLATURE
Sn Symmetric Group of n elements
U , V , W , E, F Complex Vector Space
GL(V ) Space of Automorphisms of
pi, λ, µ Partitions
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11. INTRODUCTION AND BACKGROUND
1.1 The history and background of the P versus NP problem
This section is based on [1], [2], [3], [4] and Wikipedia.
The P versus NP problem is a major unsolved problem in computer science and
mathematics. The idea of using brute force search to solve certain problems is very
old and natural. Theoretically, many problems can be solved in this way, though it
becomes impractical if the search space is large. In the 1950’s, researchers in the So-
viet Union were aware of the issue of brute force search. Yablonski described the issue
for general problems and focused on the specific problem of constructing the smallest
circuit for a given function. In 1956, Go¨del described in his letter to Von Neumann
the issue in a remarkably modern way, formulating it in terms of the time required
on a Turing machine to test whether a formula in the predicate calculus has a proof
of length n. In 1965, Edmonds gave the first lucid account of the issue of brute force
search appearing in western literature. The study of the issue of brute force search
led to the definition of the classes P and NP. It was introduced by Stephen Cook in his
seminal paper [5]. Informally, the P versus NP problem asks whether every problem
whose solution can be quickly verified by a computer can also be quickly solved by a
computer. For example, given a set of integers {−2,−3, 15, 14, 7,−10}, the statement
that {−2,−3,−10, 15} adds up to zero can be quickly verified with three additions.
However, there is no known algorithm to find a subset of {−2,−3, 15, 14, 7,−10}
adding up to zero in polynomial time. To solve the P versus NP problem, computer
scientists and mathematicians proposed many variants of this problem. The deter-
minant versus the permanent is a famous algebraic variant of the P versus NP prob-
lem. The determinant can be computed in polynomial time by Gaussian elimination.
This dissertation follows the style of Linear Algebra and Its Applications.
2There is no such a fast algorithm found for the permanent though it is known that
the permanent polynomial can be realized as a linear projection of the determinant of
a matrix of sufficiently large.(Sufficiently large means exponential.) The intuition is
that the permanent is much harder than the determinant. Many computer scientists
and mathematicians are working to verify this intuition.
Leslie Valiant first defined in [6] in 1979 an algebraic analogue of the P versus NP
problem, which is now called the V P versus V NP problem. Readers are referred to
the appendix of this dissertation or [7] for the definition of these complexity classes.
In 1979, Valiant gave the following conjecture in his paper [3]:
Conjecture 1.1.1. The permanent is not in VP.
K. Mulmuley and M.Sohoni outlined an algebraic approach towards the P versus
NP problem in a series of papers [6], [5], [8], [9], [10], [11], [12] and [13]. This
approach is called the Geometric Complexity Theory (GCT) program. The GCT
program studies the orbit closures of the determinant and the permanent
D̂etn := GLn2 · detn ⊂ SnCn2 ,
P̂ermmn := GLn2 · ln−mpermm ⊂ SnCn
2
.
Here detn is the determinant polynomial of n × n matrices and permm is the per-
manent polynomial of m ×m matrices. l is a linear coordinate on C and one takes
any linear inclusion C ⊕ Cm2 ⊂ Cn2 to have ln−mpermm be a homogeneous degree
n polynomial on Cn2 . GLn2 denotes the group of n2 × n2 invertible matrices and
SnCn2 denotes the space of homogeneous polynomials of degree n in n2 variables.
The overline denotes closure.
The following is an algebraic analogue of the P versus NP problem conjectured
by Mulmuley and Sohoni:
Conjecture 1.1.2. There does not exist a constant c ≥ 1 such that for all sufficiently
large m, ̂Permmmc ⊂ D̂etmc .
3One can use representation theory, algebraic geometry and local differential ge-
ometry to study P̂ermmn and D̂etn. Representation theory deals with modules and
homomorphisms of modules. Roughly speaking, if we can decompose a module into
the direct sum of some irreducible sub-modules then to compare two modules, it
is sufficient to compare the multiplicity of each irreducible component. In our case
of the GCT program, for example, to compare varieties P̂ermmn and D̂etn, one can
study the coordinate rings of these two varieties and by construction these rings are
all GLn2-modules. But the difficulty is that although the coordinate ring of the orbit
is theoretically understood (although efficient computation of it is not known), it is
very hard to determine the coordinate ring of the orbit closure, even theoretically.
One can use algebraic geometry and local differential geometry to study the geometry
of these varieties. For example, by computing the differential invariants one obtains
a lower bound for a permanent polynomial being a projection of a determinant poly-
nomial, see [14] for more details.
The study of immanants and tensor network states in this dissertation is related
to the GCT program and other theoretical problems about efficient and feasible
computations. The rest of this section explains the importance of these two objects
and their relations to the GCT program.
1.2 Introduction to immanants
In Section three, we study stabilizers of immanants. Before we state main results
of Section three, we first introduce immanants. D.E. Littlewood defined immanants
in [15] as polynomials of degree n in n2 variables associated to irreducible represen-
tations of the symmetric group Sn. These polynomials generalize the notion of the
determinant and the permanent.
4Definition 1.2.1. For any partition pi ` n, i.e., pi is a non-increasing sequence of
integers (pi1, . . . , pik) such that
∑k
i=1 pii = n, we define a polynomial of degree n in
matrix variables (xij)n×n associated to pi as follows:
impi :=
∑
σ∈Sn
χpi(σ)
n∏
i=1
xiσ(i),
where χpi is the character of the representation of Sn associated to pi. This polynomial
is called the immanant associated to pi.
Example 1.2.2. If pi = (1, 1, ..., 1) then impi is exactly the determinant of the matrix
(xij)n×n.
Example 1.2.3. If pi = (n) then impi is the permanent
∑
σ∈Sn
∏n
i=1 xiσ(i).
In Section three, we determine the identity component of the stabilizer of the
immanant associated to any partition.
Proposition 1.2.4. Let pi be a partition of n ≥ 6 such that pi 6= (1, ..., 1), (4, 1, 1, 1)
or (n), then the identity component of the stabilizer of the immanant impi in GLn2
is T (GLn ×GLn)/N . Here T (GLn ×GLn) is the group consisting of pairs of n× n
diagonal matrices with the product of determinants equal to 1, acting by left and
right matrix multiplication. N is the subgroup of T (GLn×GLn) consisting of pairs of
diagonal matrices of the form (aIdn, a
−1Idn), where a is a nonzero complex number.
Also we determine the stabilizer of the immanant associated to any non-symmetric
partition:
Theorem 1.2.5. Let n ≥ 5 and let pi be a partition of n which is not symmetric,
that is, pi is not equal to its conjugate, and pi 6= (1, ..., 1) or (n), then the stabilizer of
the immanant impi in GLn2 is T (GLn ×GLn)o∆(Sn)o Z2/N . Here ∆(Sn) is the
diagonal of Sn ×Sn acting by sending xij to xσ(i)σ(j) for any σ ∈ Sn and Z2 is the
finite group Z/2Z acting by sending xij to xji. N is the subgroup of T (GLn ×GLn)
defined in Proposition 1.2.4.
5In the GCT program, we study orbit closures of the determinant and the perma-
nent. Since immanants are generalizations of the determinant and the permanent,
it is natural to study the same objects for immanants. The study of the complexity
theory of immanants indicates that immanants hopefully interpolate the complexity
from the determinant to the permanent. Although most immanants have the same
statbilizer, immanants belong to different complexity classes.
Proposition 1.2.6. ( [16]) IM(2,1n−2) = (im(2,1n−2))n∈N is contained in V P .
Theorem 1.2.7. ( [17]) For each fixed k, the sequence IM(n−k,1k) = (imn−k,1k)n∈N
is V NP -complete.
Therefore, to have a richer source of examples of the GCT program, we can also
study orbit closures of immanants associated to (2, 1n−2) and (n− 1, 1).
1.3 Introduction to tensor network states
In the GCT program, we want to compare orbit closures of the determinant and
the permanent. An idea to solve this problem is to understand the difference between
an orbit and its closure. Although the study of tensor network states is motivated by
a question in quantum information theory, it turns out that tensor network states are
closely related to the GCT program. For example, tensor network states provide some
examples of the GCT type varieties, i.e., the set of tensor network states associated to
a triangle is related to the orbit of the matrix multiplication tensor and this orbit and
its closure are studied in the complexity theory, because it is important in computer
science to know a bound of the number of operations needed to compute the product
of matrices.
Tensor network states are also related to making computations that would be
impossible if done in the naive space feasible by finding a good smaller space to work
in. For example, if we want to study some tensors in a tensor product of n vector
spaces of dimension 2, then we need to work in an ambient vector space of dimension
62n, which is impossible to study via a computer when n is large. But if these tensors
are special, i.e., these tensors are defined by the contraction of tensors, then we can
just study a smaller ambient space consisting of tensor network states.
Tensor network states are special tensors associated to a graph with vector spaces
attached to its vertices and edges. We use TNS(Γ,−→e ,V) to denote the set of tensor
network states associated to the graph Γ. (See Section four for the formal definition
of this set.). The main result of Section four is:
Theorem 1.3.1. TNS(Γ,−→e ,V) is not Zariski closed for any Γ containing a cycle
whose vertices have sufficiently large dimensions.
1.4 Notations
1. Sn is the symmetric group on n elements. Given σ ∈ Sn, we can express σ
as disjoint product of cycles, and we can denote the conjugacy class of σ by
(1i12i2 ...nin), meaning that σ is a disjoint product of i1 1-cycles, i2 2-cycles, ...,
in n-cycles. Sometimes we might use (k1, k2, ..., kp) (where n ≥ k1 ≥ k2 ≥ ... ≥
kp ≥ 1 and
∑p
i=1 ki = n) to indicate the cycle type of σ. This notation means
that σ contains a k1-cycle, a k2-cycle, ..., and a kp-cycle.
2. pi ` n denotes the partition pi of n.
3. pi
′
is the conjugate partition of pi.
4. [pi] is the irreducible representation of the symmetric group Sn corresponding
to the partition pi of n.
5. Let λ be a partition of at most n parts, i.e., λ = (λ1, ..., λn), where λ1 ≥ · · · ≥
λn ≥ 0, then we use SλE to denote the irreducible representation of GL(E)
associated to λ.
6. χpi is the character of [pi].
77. For a polynomial P in variables (xij)n×n, denote the stabilizer of P in GLn2 by
G(P ).
8. Let V be a complex vector space. We use GL(V ) to denote the group of
invertible transformations of V , and End(V ) denotes the vector space of endo-
morphisms of V .
9. Let E be a complex vector space of dimension n. Then SL(E) is the group of
linear transformations such that the induced linear transformations on ∧nE is
the identity.
10. Let V be a representation of SL(E), then the weight-zero-subspace of V is
denoted as V0.
82. PRELIMINARIES
2.1 Multilinear algebra
2.1.1 Tensor product
Definition 2.1.1. Let U and V be complex vector spaces and let U∗ and V ∗ be dual
vector spaces of U and V . We define U∗ ⊗ V ∗ to be the set of all bilinear functions
f : U × V 7→ C.
Remark 2.1.2. For vector spaces V1, ..., Vn, one can either define V
∗
1 ⊗· · ·⊗V ∗n induc-
tively or define it directly as the set of all multi-linear maps f : V1 × · · · × Vn 7→ C.
2.1.2 Symmetric tensors
Definition 2.1.3. Let V be a finite dimensional complex vector space. Define the
d-th symmetric power SdV of V to be the linear space spanned by elements of the
form
v1 ◦ · · · ◦ vn := 1
d!
∑
σ∈Sd
vσ(1) ⊗ · · · ⊗ vσ(n).
We call v1 ◦ · · · ◦ vn the symmetric product of v1, ..., vn.
Remark 2.1.4. Let n = dim(V ), then SdV is a complex vector space of dimension(
n+d−1
d
)
.
We define SdV ∗ as the space of symmetric d-linear forms on V . We can also
identify SdV ∗ as the space of homogeneous polynomials in degree d on V , since we
have the polarization of any homogeneous polynomial. Let Q be a homogeneous
polynomial in degree d on V , then the polarization Q of Q is defined as a d-linear
form:
Q(x1, ..., xd) =
1
d!
∑
I⊂[d],I 6=∅
(−1)d−|I|Q(
∑
i∈I
xi),
where [d] = {1, ..., d} and x1, ..., xd are elements in V .
92.2 Representation theory
2.2.1 Representations of finite groups
Definition 2.2.1. A representation of a finite group G on a finite dimensional com-
plex vector space V is a group homomorphism ρ : G 7→ GL(V ) from G to GL(V ).
We say that ρ gives V a structure of a G-module.
Example 2.2.2. Let G = Sd be the symmetric group on d elements. Let V = Cd,
and let {1, ..., d} ⊂ V be the standard basis of V . Let σ ∈ G be any permutation,
and define the action of σ on V by σ·i = σ(i). Then this action gives a representation
of G on V .
Definition 2.2.3. A sub-representation of a representation V is a linear subspace
W of V which is invariant under the action of G. A representation V is irreducible
if V contains no proper non-zero sub-representation. A representation V is called
indecomposable if V cannot be expressed as the direct sum of some proper sub-
representations.
Example 2.2.4. Let V be the representation of Sd described in Example 2.2.2. V
is not irreducible because it contains sub-representations U spanned by the vector
1 + · · ·+ d and W spanned by vectors {1− j | j = 2, ..., d}. U is called the trivial
representation of Sd and W is called the standard representation of Sd.
Proposition 2.2.5. Let G be a finite group and let V be any representation of G,
then V is a direct sum of irreducible representations.
Proof. See [18, Corollary 1.6].
Example 2.2.6. In Example 2.2.4 we see that V contains two sub-representations
U and W . Indeed V is the direct sum of U and W .
10
Definition 2.2.7. Define the regular representation RG of G to be the vector space
with basis {ex | x ∈ G} and let G act on RG by
g ·
∑
x∈G
axex =
∑
x∈G
axegx.
Definition 2.2.8. Let G be a finite group, we define the group algebra CG associated
to G to be the underlying vector space of the regular representation equipped with
the algebra structure given by
eg · eh = egh.
Schur’s lemma is very useful in representation theory.
Lemma 2.2.9. If V and W are irreducible representations of G and φ : V 7→ W is
a G-module homomorphism, then
1. Either φ is an isomorphism or φ = 0
2. If V = W then φ = λI for some λ ∈ C and I the identity map.
Proof. Both claims follow from the fact that the kernel and the image of any G-
module homomorphism is again a G-module and that both V and W are irreducible
representations of G.
Definition 2.2.10. If V is a representation of G via ρ : G 7→ GL(V ), its character
χV is the complex-valued function on the group defined by
χV (g) = tr(ρ(g)),
the trace of g on V.
Remark 2.2.11. The character χV of a representation V is invariant under conjuga-
tion, i.e., χV (h
−1gh) = χV (g), such a function is called a class function. Note that
χV (1) = dim(V ).
11
Example 2.2.12. Let σ ∈ Sd be a permutation of d elements and let W be the
standard representation of Sd. Then χW (σ) is the number of elements fixed by σ
minus one.
Proposition 2.2.13. Any representation of a finite group is uniquely determined by
its character.
Proof. See [18, Corollary 2.14].
Let G be a finite group. We can define a Hermitian inner product on the space
Cclass(G) of all class functions on G to be
(α, β) :=
1
|G|
∑
g∈G
(α(g))β(g).
Then we have the following results (See [18, Chap. 2])
1. A representation V is irreducible if and only if (χV , χV ) = 1.
2. Let Vi and V be two representations of G, then the multiplicity of Vi in V is
the inner product of χVi and χV .
3. Any irreducible representation V of G appears in the regular representation
dim(V ) times.
4. The characters of the irreducible representations of G are orthonormal.
5. The number of irreducible representations of G is equal to the number of con-
jugacy classes of G.
2.2.2 Representations of Sd
A partition λ of d is a non-increasing sequence of natural numbers (λ1, ..., λk)
such that λ1 + · · ·+ λk = d. We can associate a Young diagram to each partition λ
12
of d with λi boxes in the i-th row, the rows of boxes lined up on the left and we use
λ to denote the Young diagram associated to the partition λ. A Young tableau is a
Young diagram with boxes filled with numbers from 1 to d, such that numbers are
non-decreasing along each row and strictly increasing down each column. We use λ
to denote a Young tableau associated to a Young diagram λ.
Let λ be a Young tableau, and let
P = Pλ = {g ∈ Sd | g preserves each row of λ},
and
Q = Qλ = {g ∈ Sd | g preserves each column of λ}.
Let aλ =
∑
g∈P eg and bλ =
∑
g∈Q sgn(g)eg. We define cλ = aλ · bλ ∈ CSd. cλ is
called the Young symmetrizer associated to λ.
Theorem 2.2.14. Some scalar multiple of cλ is idempotent, i.e., c
2
λ = nλcλ for
some nλ ∈ C. The image of cλ (by right multiplication on CSd) is an irreducible
representation [λ] of Sd. Every irreducible representation of Sd can be obtained in
this way for a unique partition.
Proof. See [18, Thereom 4.3].
Example 2.2.15. There are 5 irreducible representations of S4: [(4)], [(3, 1)], [(2, 2)] =
[(22)], [(2, 1, 1)] = [(2, 12)], [(1, 1, 1, 1)] = [(14)].
Let C = (1i1 , ..., did) be a partition of d, i.e., C contains ik k’s. Let x1, ..., xd be
independent variables. Define the power sums Pj(x), 1 ≤ j ≤ d and the discriminant
∆(x) by
Pj(x) = x
j
1 + ...+ x
j
d,
∆(x) =
∏
i<j
(xi − xj).
13
If f(x) = f(x1, ..., xd) is a formal power series, and (l1, ..., ld) is a d-tuple of non-
negative integers, let
[f(x)](l1,...,ld) = coefficient of x
l1
1 · · ·xldd in f.
Let λ = (λ1, ..., λk) be a partition of d, and set lj = λj + d − j for each j = 1, ..., k.
The character of [λ] evaluated on a permutation g of cycle type C is given by
Theorem 2.2.16 (Frobenius formula [18]). χλ(g) = [∆(x) ·
∏d
j=1 Pj(x)
ij ](l1,...,ld).
From the Frobenius formula, we have the following formula to compute the di-
mension of [λ]( [18]):
dim([λ]) =
d!
l1! · · · lk!
∏
i<j
(li − lj).
If we define the hook length of a box in a Young diagram to be the number of
boxes directly below or directly to the right of the box, including the box once, then
we have another expression of the dimension formula above. It is called the hook
length formula.
dim([λ]) =
d!∏
(hook lengths)
.
Example 2.2.17. dim([(d− 1, 1)]) = d!
d(d−2)(d−3)···1 = d− 1.
Definition 2.2.18. A skew hook for a Young diagram λ is a connected region of
boundary boxes for λ such that removing them leaves a smaller Young diagram.
We have an efficient inductive method for computing character values. This
method is called the Murnaghan-Nakayama rule.
Theorem 2.2.19 ( [19]). Let λ be a partition of d and let g ∈ Sd be a permutation
written as a product of an m-cycle and a disjoint permutation h ∈ Sd−m, then
χλ(g) =
∑
(−1)r(µ)χµ(h),
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where the sum is over all partitions µ of d−m that are obtained from λ by removing
a skew hook of length m, and r(µ) is the number of rows in the skew hook minus 1.
2.2.3 Lie groups
Definition 2.2.20. Let G be a smooth manifold. G is called a Lie group if there
exist smooth maps m : G × G 7→ G and ι : G 7→ G such that m and ι give a group
structure on G, in which m is the multiplication and ι is the inversion.
Example 2.2.21. Let V be a complex vector space, then G = GL(V ) is a Lie group
where the map m is the usual matrix multiplication and the map ι is the inverse of
a matrix.
Theorem 2.2.22. Let dim(V ) = n, then irreducible representations of GL(V ) are
indexed by non-increasing sequence λ = (λ1, ..., λn) such that λj ≥ 0. These modules
are denoted by SλV = cλ · V ⊗d, where cλ is the Young symmetrizer associated to a
Young tableau λ of shape λ and the action of cλ on V
⊗d is induced by the action of
Sd on V
⊗d given by
σ · (v1 ⊗ · · · ⊗ vd) = vσ(1) ⊗ · · · ⊗ vσ(d), for any σ ∈ Sd.
Proof. See [18, Theorem 6.3].
2.2.4 Pieri fomula
Let V be a complex vector space and let pi and µ be two partitions. Then the
tensor product of SpiV and SµV has a decomposition as GL(V )-modules:
SpiV ⊗ SµV =
∑
ν
(SνV )
⊕cνpiµ .
cνpiµ is called the Littlewood-Richardson coefficient.
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In particular, we can consider the case where µ = (d), then we have the following
Pieri’s formula.
Theorem 2.2.23. [18, Chap.6] If ν is obtained from λ by adding d boxes to the
rows of λ with no two in the same column, then cνλ,(d) = 1, and c
ν
λ,(d) = 0 otherwise.
Example 2.2.24. SnV ⊗ V = S(n)V ⊗ V = S(n+1)V ⊕ S(n,1)V .
2.3 Complex algebraic geometry
2.3.1 Affine and projective varieties
Definition 2.3.1. Let X be a topological set. We say that X is reducible if there
exists two proper closed subsets X1 and X2 such that X = X1 ∪X2. Otherwise we
say that X is irreducible.
Definition 2.3.2. Let V = Cn be a complex n dimensional vector space. An alge-
braic set in V is the set of common zeroes of a set of polynomials on V . Let X be
an algebraic subset of V , we define the ideal of X to be the ideal I(X) generated
by polynomials on V vanishing on X. An affine variety is an irreducible algebraic
subset of V .
Example 2.3.3. Any linear subspace of V is an affine variety.
Definition 2.3.4. For an affine variety X ⊂ V we define the coordinate ring of X
to be C[X] := C[x1, ..., xn]/I(X).
Proposition 2.3.5. An affine variety is uniquely determined by its coordinate ring.
Proof. See [20, Chap. 1, Corollary 3.7] or [21].
Definition 2.3.6. Let V = Cn be a complex vector space of dimension n, and let C∗
be the multiplication group of nonzero complex numbers. We define the projective
space PV to be V − {origin}/C∗, and we define an algebraic subset of PV to be the
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common zero set of a set of homogeneous polynomials on V . We use I(X) to denote
the ideal of all homogeneous polynomials vanishing on X. And we define a projective
variety to be an irreducible algebraic subset X of PV .
Remark 2.3.7. We can define the homogeneous coordinate ring of a projective variety
to be C[x1, ..., xn]/I(X), but a projective variety is not uniquely determined by its
homogeneous coordinate ring. For example, the projective line P1 is isomorphic to
the curve defined by xz − y2 in P2, but their homogeneous coordinate rings are not
isomorphic.
Definition 2.3.8. Let X be an affine variety, then dim(X) is defined to be the Krull
dimension of the coordinate ring of X.
2.3.2 Singular locus of a variety
Definition 2.3.9. Let I(X) be the ideal of a variety X of dimension r and let
{f1, ..., fs} be a set of generators of I(X). Then the common zero set of (n−r)×(n−r)
minors of the Jacobian matrix (
∂fi
∂xj
) is called the singular locus of X. Any point in
X that is not in the singular locus is called a non-singular point or a smooth point.
Remark 2.3.10. The definition of the singular locus depends on the choices of gener-
ators of the ideal, but it turns out that different choices of generators give the same
singular locus, see [20, Chap. 1].
Definition 2.3.11. Inductively, one can define the k-th singular locus of a variety
X as follows. Assume the (k − 1)-th singular locus X(k−1) is defined, then the k-th
singular locus of X is defined to be the singular locus of X(k−1) and is denoted by
X(k).
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2.4 Abstract algebra
Definition 2.4.1 ( [22]). Let N and H be two groups, and let pi : H 7→ Aut(N) be
a group homomorphism. There exists a group N opiH called the semidirect product
of N and H, with respect to pi, defined as follows:
• As a set N opi H is the Cartesian product N ×H.
• Let n1, n2 be elements of N and let h1, h2 be elements of H. Define the
multiplication on N opi H by
(n1, h1) · (n2, h2) = (n1(pi(h1)(n2)), h1h2).
The identity element of N opi H is (eN , eH) where eN and eH are identity ele-
ments of N and H, respectively. The inverse of (n1, h1) is (pi(h
−1
1 )(n
−1
1 )
−1, h−11 ).
Remark 2.4.2. We use N oH to denote N opi H if pi is obvious.
18
3. STABILIZERS OF IMMANANTS
This section is based on [23].
3.1 Introduction
Let E and F be Cn equipped with bases {e1, ..., en} and {f1, ..., fn}. For sim-
plicity, sometimes we use xij to denote ei ⊗ fj. Since immanants are homoge-
neous polynomials of degree n in n2 variables, we can identify them as elements
in Sn(E ⊗ F ). (Identify the space E ⊗ F with the space of n × n matrices.) The
space Sn(E ⊗ F ) is a representation of GL(E ⊗ F ), in particular, it is a representa-
tion of GL(E)× GL(F ) ⊂ GL(E ⊗ F ). So we can use the representation theory of
GL(E)×GL(F ) to study immanants. The explicit expression of an immanant impi
in Sn(E ⊗ F ) is: ∑
σ∈Sn
χpi(σ)
n∏
i=1
ei ⊗ fσ(i),
where
∏
is interpreted as the symmetric tensor product.
In section B we prove that immanants can be defined as trivial Sn modules
(Proposition 3.2.3). Duffner, M. Anto´nia found the system of equations determining
the stabilizer of immanants (except the determinant and the permanent) for n ≥ 4 in
[24] in 1994. Two years later, Coelho, M. Purificac¸a˜o proved in [25] that if the system
of equations in [24] has a solution, then using the notation of [25], permutations τ1
and τ2 in the system must be the same. Building on works of Duffner and Coelho,
we prove the main results Proposition 3.1.1 and Theorem 3.1.3 of this Section in
subsection 3.
Proposition 3.1.1. Let pi be a partition of n ≥ 6 such that pi 6= (1, ..., 1), (4, 1, 1, 1)
or (n), then the identity component of the stabilizer of the immanant impi in GL(E⊗
F ) is T (GL(E) × GL(F ))/N . Here T (GL(E) × GL(F )) is the group consisting of
pairs of n× n diagonal matrices with the product of determinants equal to 1, acting
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on E ⊗ F in the obvious way. N is the subgroup of T (GL(E) × GL(F )) consisting
of pairs of diagonal matrices of the form (aIE, a
−1IF ), where a is a nonzero complex
number.
Remark 3.1.2. It is well-known that Proposition 3.1.1 is true for the permanent as
well, but our proof does not recover this case.
Theorem 3.1.3. Let n ≥ 5 and let pi be a partition of n which is not symmetric,
that is, pi is not equal to its conjugate, and pi 6= (1, ..., 1) or (n), then the stabilizer of
the immanant impi is T (GL(E)×GL(F ))o∆(Sn)oZ2/N . Here N is the subgroup
of T (GL(E)×GL(F )) defined in Proposition3.1.1 and the action of ∆(Sn) on E⊗F
is induced by
(σ, σ) · xij = xσ(i)σ(j),
and the action of Z2 on E ⊗ F is induced by
 · xij = xji,  is the generator of Z2.
Remark 3.1.4. We use the semidirect product without specifying the action of ∆(Sn)
on T (GL(E)×GL(F )) and the action of Z2 on T (GL(E)×GL(F ))o∆(Sn) because
these actions are induced by actions of T (GL(E)×GL(F )), ∆(Sn) and Z2 on E⊗F .
Remark 3.1.5. One can compute directly from the system of equations determined
by Duffner, M. Anto´nia for the case n = 4 and pi = (2, 2) and see that in this case,
Theorem 3.1.3 fails, since there will be many additional components. For example,
C =

e −e −e e
1 1 1 1
1 1 −1 −1
1
e
−1
e
1
e
−1
e

stabilizes the immanant im(2,2), but it is not in the identity component.
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3.2 The description of immanants as modules
Consider the action of T (E)× T (F ) on immanants, where T (E), T (F ) are max-
imal tori (diagonal matrices) of SL(E), SL(F ), respectively. For any (A,B) ∈
T (E)× T (F ),
A =

a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
...
0 0 . . . an
 ,B =

b1 0 . . . 0
0 b2 . . . 0
...
...
. . .
...
0 0 . . . bn

For the immanant impi =
∑
σ∈Sn χpi(σ)
∏n
i=1 xiσ(i), the action of (A,B) on impi is
given by
(A,B).impi : =
∑
σ∈Sn
χpi(σ)
n∏
i=1
aibσ(i)xiσ(i) (3.1)
= impi. (3.2)
So T (E) × T (F ) acts on impi trivially. That is, immanants are in the SL(E) ×
SL(F ) weight-zero-subspace of Sn(E ⊗ F ). On the other hand, we have the decom-
position of Sn(E ⊗ F ) as GL(E)×GL(F )-modules:
Sn(E ⊗ F ) =
∑
λ`n
SλE ⊗ SλF.
Accordingly, we have a decomposition of the weight-zero-subspace:
(Sn(E ⊗ F ))0 =
∑
λ`n
(SλE)0 ⊗ (SλF )0.
Proposition 3.2.1. For λ ` n, (SλE)0 ∼= [λ] as Sn-modules.
Proof. See [26, p.272].
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Thus we can identify (SλE)0⊗ (SλF )0 with [λ]⊗ [λ] as an Sn×Sn module. Also,
the diagonal ∆(Sn) of Sn × Sn is isomorphic to Sn, so [λ] ⊗ [λ] is a Sn-module.
[λ]⊗ [λ] is an irreducible Sn ×Sn module, but it is reducible as an Sn-module, so
that we can decompose it. Consider the action of Sn on S
n(E ⊗ F ), let σ ∈ Sn,
then:
σ.xij = xσ(i)σ(j).
So immanants are invariant under the action of Sn, hence are contained in the iso-
typic component of the trivial Sn representation of
⊕
λ`n(SλE)0⊗(SλF )0=
⊕
λ`n[λ]⊗
[λ].
Proposition 3.2.2. As an Sn module, [λ] ⊗ [λ] contains only one copy of trivial
representation.
Proof. Denote the character of σ ∈ Sn on [λ] ⊗ [λ] by χ(σ), and let χtrivial be the
character of the trivial representation. From the general theory of characters, it
suffices to show that the inner product (χ, χtrivial) = 1. First, the character χ(σ, τ)
of (σ, τ) ∈ Sn × Sn on the module [λ] ⊗ [λ] is χλ(σ)χλ(τ). So in particular, the
character χ of [λ]⊗ [λ] on σ is (χλ(σ))2. Next,
(χ, χtrivial) =
1
n!
(
∑
σ∈Sn
χ(σ)χtrivial(σ))
=
1
n!
∑
σ∈Sn
(χλ(σ))
2
=(χλ, χλ)
=1
since χtrivial(σ) = 1,∀ σ ∈ Sn.
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By the above proposition, [λ]⊗[λ] = Cλ⊕· · · , where Cλ means the unique copy of
trivial representation in [λ]⊗ [λ], and dots means other components in this module.
Hence
impi ∈
⊕
λ`n
Cλ.
We can further locate immanants:
Proposition 3.2.3. Let impi be the immanant associated to the partition pi ` n.
Assume Cpi is the unique copy of the trivial Sn-representation contained in (SpiE)0⊗
(SpiF )0. Then: impi ∈ Cpi.
Before proving this proposition, we remark that it gives an equivalent definition
of the immanant: impi is the element of the trivial representation Cpi of [pi] ⊗ [pi]
such that impi(I) = dim([pi]). For more information about this definition, see for
example, [27].
Example 3.2.4. If pi = (1, ..., 1), then SpiE =
∧nE, which is already a 1 dimensional
vector space. If pi = (n), then SpiE = S
nE, in which there is only one (up to scale)
SL(E) weight zero vector e1 ◦ · · · ◦ en.
Proof. Fix a partition pi ` n, we want to show that the immanant impi is in Cpi, but
we know that impi is in the weight-zero-subspace (S
n(E ⊗ F ))0 = ⊕λ`n(Sλ(E))0 ⊗
(Sλ(F ))0. Since (Sλ(E))0 ⊗ (Sλ(F ))0 ⊂ Sλ(E) ⊗ Sλ(F ), it suffices to show that
impi ∈ SpiE ⊗ SpiF . Then it suffices to show that for any young symmetrizer cλ not
of the shape pi, cλ ⊗ cλ(impi) = 0. It suffices to check that 1 ⊗ cλ(impi) = 0, since
cλ ⊗ cλ = (cλ ⊗ 1) ◦ (1⊗ cλ). Express impi as an element in Sn(E ⊗ F ):
impi =
∑
σ∈Sn
∑
τ∈Sn
χpi(σ)(⊗ni=1eτ(i))⊗ (⊗ni=1fσ◦τ(i))
23
The young symmetrizer cλ =
∑
p∈Pλ, q∈Qλ sgn(q) p q. So
1⊗ cλ(impi) =
∑
τ∈Sn
⊗ni=1eτ(i) ⊗ (
∑
p∈Pλq∈Qλ
σ∈Sn
χpi(σ)sgn(q)⊗ni=1 fσ·τ ·q·p(i))
In the above expression, cλ acts on fi’s. Now it suffices to show that:
∑
p∈Pλ
q∈Qλ
σ∈Sn
χpi(σ)sgn(q)
n⊗
i=1
fσ·τ ·q·p(i) = 0,∀ τ ∈ Sn.
For any τ ∈ Sn,
∑
p∈Pλ
q∈Qλ
α∈Sn
χpi(α · τ−1)sgn(q)
n⊗
i=1
fα·q·p(i) =
∑
γ∈Sn
∑
p∈Pλ
q∈Qλ
α∈Sn
α·q·p=γ
χpi(α · τ−1)sgn(q)
n⊗
i=1
fγ(i)
=
∑
γ∈Sn
[
∑
p∈Pλ
q∈Qλ
χpi(γ · p−1 · q−1 · τ−1)sgn(q)]
n⊗
i=1
fγ(i).
Let σ,τ ∈ Sn, σ · τ = σ · τ · σ−1 · σ, so σ · τ = τ ′ · σ, where τ ′ is conjugate to τ in Sn
by σ. Therefore, we can rewrite the previous equation as:
∑
γ∈Sn
[
∑
p∈Pλ
q∈Qλ
χpi(τ
−1 · γ · p−1 · q−1)sgn(q)]
n⊗
i=1
fγ(i).
Therefore, it suffices to show:
∑
p∈Pλ
q∈Qλ
χpi(γ · p · q)sgn(q) = 0,∀ γ ∈ Sn
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This equality holds because the left hand side is the trace of γ · cλ as an operator on
the space CSn · cpi,the group algebra of Sn, which is a realization of [pi] in CSn, but
this operator is in fact zero:
∀ σ ∈ Sn , γ · cλ · σ · cpi = γ · σ · cλ′ · cpi = 0,
where λ
′
is the young tableau of shape λ
′
which is conjugate to λ by σ. This implies
that cλ and cpi are of different type, hence cλ · cpi = 0, in particular, the trace of this
operator is 0. Therefore, impi ∈ SpiE ⊗ SpiF .
Corollary 3.2.5. Immanants are linearly independent and form a basis of the space
of all homogeneous degree n polynomials preserved by (T (E)× T (F ))o∆(Sn).
Proof. If Q is preserved by (T (E)× T (F ))o∆(Sn), then Q is in
⊕
λ`nCλ. By the
proposition, immanants form a basis of
⊕
λ`nCλ, the corollary follows.
3.3 Stabilizers of immanants
Next, we study stabilizers of immanants in the group GL(E ⊗ F ).
Example 3.3.1. For pi = (1, 1, ..., 1) and pi = (n), G(impi) are well-known: If pi =
(1, 1, ..., 1), then G(impi) = S(GL(E) × GL(F )), and if pi = (n), then G(impi) =
T (GL(E) × GL(F )) o (Sn × Sn) o Z2, where S(GL(E) × GL(F )) is a subgroup
of GL(E) × GL(F ) consisting of pairs (A,B) with det(A)det(B) = 1. For the
stabilizer of determinant, see G.Frobenius [15]. For the stabilizer of the permanent,
see Botta [28].
Assume C = (cij) with cij 6= 0 and X = (xij) are n × n matrices. Denote the
torus action of C on X by C ∗X = Y , where Y = (yij) is an n×n matrix with entry
yij = cijxij. We identify C with a diagonal matrix in GLn2 , then the torus action is
just the action of the diagonal matrices in GL(E ⊗ F ) on the vector space E ⊗ F .
To find G(impi), we need the following result:
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Theorem 3.3.2 ( [24]). Assume n ≥ 4, pi 6= (1, 1, ..., 1) and (n). A linear transfor-
mation T ∈ GL(E⊗F ) preserves the immanant impi iff T ∈ T (GL(E⊗F ))o (Sn×
Sn)o Z2, and satisfies the relation:
χpi(σ)
n∏
i=1
ciσ(i) = χpi(τ2στ
−1
1 ),
where σ runs over all elements in Sn, T (GL(E ⊗ F )) is the torus of GL(E ⊗ F ),
acting by the torus action described above, Sn is the symmetric group in n elements,
acting by left and right multiplication, and Z2 sending a matrix to its transpose.
Sketch of proof. Step 1: Let pi be a fixed partition of n. Define a subset X(n−1) of the
set Mn(C) of n by n matrices as follows, X(n−1) := {A ∈Mn(C) : degree of impi(xA+
B) 6 1, for every B ∈ Mn(C)}. Geometrically, X(n−1) is the most singular locus of
the hypersurface defined by impi. If A is in X
(n−1), and T preserves impi, then we
have that T (A) ∈ X(n−1), since the preserver of the hypersurface defined by impi will
preserve the most singular locus as well.
Step 2: Characterize the set X(n−1). To do this, first define a subset Ri (resp. Ri)
of Mn(C), consisting of matrices that have nonzero entries only in i-th row (resp.
column). Then one proves that A ∈ X(n−1) if and only if it is in one of the forms:
1. Ri or R
i for some i.
2. The nonzero elements are in the 2× 2 submatrix A[i, h | i, h], and
χpi(σ)aiiahh + χpi(τ)aihahi = 0
for every σ and τ satisfying σ(i) = i, τ(h) = h and τ = σ(ih).
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3. pi = (2, 1, ..., 1) and there are complementary sets of indices {i1, ..., ip}, {j1, ..., jq}
such that the nonzero elements are in A[i1, ..., ip | j1, ..., jq] and the rank of
A[i1, ..., ip | j1, ..., jq] is one.
4. pi = (n − 1, 1), the nonzero elements are in a 2 by 2 submatrix A[u, v | r, s],
and the permanent of this submatrix is zero.
Step 3: Characterize T by sets Ri and R
j.
We will start from this theorem. From this theorem, we know that G(impi) is
contained in the group T (GL(E⊗F ))o (Sn×Sn)oZ2, and subject to the relation
in Theorem 3.3.2.
Now instead of considering n2 parameters, we can consider n! parameters, i.e,
consider the stabilizer of an immanant in the bigger group C∗n! o (Sn ×Sn) o Z2,
where C∗ is the multiplicative group of nonzero complex numbers. We can ignore the
Z2-part of this group. The action of this group on the weight-zero-space of Sn(E⊗F )
spanned by {x1σ(1)x2σ(2) · · ·xnσ(n) | σ ∈ Sn} is:
(τ1, τ2, (cσ)σ∈Sn) · (x1σ(1)x2σ(2) · · ·xnσ(n)) = cσxτ1(1)τ2σ(1)xτ1(2)τ2σ(2) · · ·xτ1(n)τ2σ(n).
Proposition 3.3.3. The stabilizer of impi in C∗n! o (Sn × Sn) is determined by
equations
cτ−12 τ1σχpi(τ
−1
2 τ1σ) = χpi(σ), ∀ σ ∈ Sn (3.3)
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Proof. The action of this group on impi is:
(τ1, τ2, (cσ)σ∈Sn) · impi =
∑
σ∈Sn
χpi(σ)cσ
n∏
i=1
xτ1(i),τ2σ(i)
=
∑
σ∈Sn
χpi(σ)cσ
n∏
i=1
xi,τ2στ−11 (i)
=
∑
σ∈Sn
χpi(τ
−1
2 στ1)cτ−12 στ1
n∏
i=1
xi,σ(i)
=
∑
σ∈Sn
χpi(τ
−1
2 τ1(τ
−1
1 στ1))cτ−12 τ1(τ
−1
1 στ1)
n∏
i=1
xi,σ(i)
If (τ1, τ2, (cσ)) stabilizes impi, then
χpi(τ
−1
2 τ1(τ
−1
1 στ1))cτ−12 τ1(τ
−1
1 στ1)
=χpi(σ) = χpi(τ
−1
1 στ1),∀ σ ∈ Sn.
Therefore, we have: cτ−12 τ1σχpi(τ
−1
2 τ1σ) = χpi(σ),∀ σ ∈ Sn.
Our next task is to find τ1 and τ2, such that the equation (3.3) has a solution
for (cσ)σ∈Sn . For convenience, in the equation (3.3), set τ
−1
2 τ1 = τ , so we get a new
equation:
cτσχpi(τσ) = χpi(σ),∀ σ ∈ Sn (3.4)
Lemma 3.3.4. If the equation (3.4) has a solution then τ ∈ Sn satisfies:
1. If χpi(σ) = 0, then χpi(τσ) = 0;
2. If χpi(σ) 6= 0, then χpi(τσ) 6= 0;
Proof. Clear.
Definition 3.3.5. : For a fixed partition pi ` n, define:
K := {σ ∈ Sn | χpi(σ) = 0},
L := {σ ∈ Sn | χpi(σ) 6= 0}.
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G := (∩σ∈KKσ) ∩ (∩σ∈LLσ).
Lemma 3.3.6. If the equation (3.4) has a solution, then τ ∈ G.
Proof. It suffices to show that the 2 conditions in Lemma 3.3.4 imply τ ∈ G. If τ
satisfies conditions 1 and 2, then
τσ ∈ K, ∀σ ∈ K; τσ′ ∈ L, ∀σ′ ∈ L,
therefore
τ ∈ Kσ−1, ∀ σ ∈ K; τ ∈ Lσ′−1, ∀ σ′ ∈ L,
so
τ ∈ G.
Example 3.3.7. We can compute G directly for small n. If n = 3, then we have
three representations M(3), M(1,1,1), M(2,1), G = S3, A3, A3, respectively. If n = 4,
then we have five representations M(4), M(1,1,1,1), M(3,1), M(2,1,1), M(2,2), and G = S4,
A4, {(1), (12)(34), (13)(24), (14)(23)}, {(1), (12)(34), (13)(24), (14)(23)}, A4, respec-
tively. If the partition pi = (1, 1, ..., 1), then G = An. If the partition pi = (n), then
G = Sn. Note that in these examples, G is a normal subgroup. In fact, this holds
in general.
The following proposition is due to Coelho, M. Purificac¸a˜o in [25], using Murnagham-
Nakayama Rule. One can give a different proof using Frobenius character formula
for cycles (see, for example, [18]).
Proposition 3.3.8 ( [25]). For any n ≥ 5 and partition pi ` n, G is a normal
subgroup of Sn. Moreover, if pi 6= (1, 1, ..., 1) or (n), then G is the trivial subgroup
(1) of Sn.
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Sketch. It is easy to show that G is a normal subgroup of Sn. And then one can
prove G 6= Sn by computing character χpi. Then assume G = An, one can show
that L = An and K = Sn − An. If such a partition pi exists, then it must be
symmetric. But then one can construct cycles σ contained in An case by case (using
Murnagham-Nakayama rule or Frobenius character formula) such that χpi(σ) = 0. It
contradicts that L = An.
Now we return to the equation (see Theorem 3.3.2):
χpi(σ)
n∏
i=1
ciσ(i) = χpi(τ2στ
−1
1 ), ∀ σ ∈ Sn.
By Proposition 3.3.8, we can set τ1 = τ2 in the above equation then we have equations
for cσ’s:
n∏
i=1
ciσ(i) = 1, ∀ σ ∈ Sn with χpi(σ) 6= 0. (3.5)
So elements in G(impi) can be expressed as triples (τ, τ, (cij)) where matrices (cij) is
determined by equation(3.5).
Remark 3.3.9. The coefficients of those linear equations are n× n permutation ma-
trices. If we ignore the restriction χpi(σ) 6= 0,then we get all n × n permutation
matrices.
Lemma 3.3.10. The permutation matrices span a linear space of dimension (n −
1)2 + 1 in Matn×n ∼= Cn2 .
Proof. We consider the action of Sn on Cn induced by permuting a fixed basis, then
σ ∈ Sn is an element in End(Cn), corresponding to a permutation matrix, and vice
versa. Now as Sn modules, Cn ∼= M(n−1,1)⊕C, where C is the trivial representation
of Sn. So we have a decomposition of vector spaces:
End(Cn) ∼=End(M(n−1,1) ⊕ C)
∼=End(M(n−1,1))⊕ End(C)⊕Hom(M(n−1,1),C)⊕Hom(C,M(n−1,1)).
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Since C and M(n−1,1) are Sn modules, Sn ↪→ End(M(n−1,1)) ⊕ End(C). Note that
dim(End(M(n−1,1))⊕End(C)) = (n−1)2 +1, so it suffices to show that the image of
Sn in End(Cn) spans End(M(n−1,1))⊕ End(C), but this is not hard to see because
we have an algebra isomorphism:
C[Sn] ∼=
⊕
λ`n
End([λ])
Hence, we have:
C[Sn] End(M(n−1,1))⊕ End(C).
Remark 3.3.11. Lemma 3.3.10 shows that the dimension of the stabilizer of an im-
manant is at least 2n−2. We will show next that for any partition pi of n ≥ 5 except
(1, ..., 1) and (n), the dimension of the stabilizer G (impi) is exactly 2n− 2.
We compute the Lie algebra of the stabilizer of G(impi). Since G(impi) ⊂ GL(E⊗
F ), the Lie algebra of G(impi) is a subalgebra of gl(E ⊗ F ). Let sl(E) (resp. sl(F ))
be the Lie algebra of SL(E) (resp. SL(F )). We have the decomposition of gl (E⊗F )
gl(E ⊗ F ) = End(E ⊗ F )
∼= (E ⊗ F )∗ ⊗ (E ⊗ F )
∼= E∗ ⊗ E ⊗ F ∗ ⊗ F
∼= (slR(E)⊕ IE ⊕ T (E))⊗ (slR(F )⊕ IF ⊕ T (F ))
∼= slR(E)⊗ slR(F )⊕ slR(E)⊗ IF ⊕ IE ⊗ slR(F )⊕ IE ⊗ IF
⊕ T (E)⊗ T (F )⊕ T (E)⊗ IF ⊕ IE ⊗ T (F )
Here slR(E) is the root space of sl(E), T (E) is the torus of sl(E), and IE is the space
spanned by identity matrix. The similar notation is used for F . We will show that
the Lie algebra of {C ∈ Mn×n | impi(C ∗X) = impi(X)} is T (E)⊗ IF ⊕ IE ⊗ T (F ).
Let {ei | i = 1, ..., n} be a fixed basis of E and {αi | i = 1, ..., n} be the dual basis.
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Let HE1i = α
1⊗ e1− αi⊗ ei. Then {H1i | i = 2, ..., n} is a basis of T (E). We use HF
for F and define Aij = H
E
1i ⊗HF1j for all i ≥ 2, j ≥ 2.
Now consider the action of Aij on variable xpq.
Ci,jp,q := Aij(xpq) = (δ
1
p − δip)(δ1q − δjq)
Ci,jp,q =

1, p = q = 1
−1, p = i, q = 1
−1, p = 1, q = j
1, p = i, q = j
0, otherwise
(3.6)
Equation (3.5) implies that the matrices C = (cij) that stabilize impi is contained in
the torus of GL(E⊗F ), hence the Lie algebra of the set of such matrices is contained
in the torus of gl(E ⊗F ), that is, it is contained in t := IE ⊗ IF ⊕ T (E) ⊗ T (F ) ⊕
T (E) ⊗ IF ⊕ IE ⊗ T (F ). Now let L be an element of t, then L can be expressed as
the linear combination of Aij’s and IE ⊗ IF . Hence:
L = (aIE ⊗ IF +
∑
i,j>1
aijAij)
for some a, aij ∈ C.
Then
L(xpq) =

(a+
∑
i,j>1 aij)x11, p = q = 1
(a−∑i>1 aiq)x1q, p = 1, q 6= 1
(a−∑j>1 apj)xp1, p 6= 1, q = 1
(a+ apq)xpq, p 6= 1, q 6= 1
(3.7)
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Now for a permutation σ ∈ Sn, the action of L on the monomial x1σ(1) x2σ(2) ...
xnσ(n) is:
if σ(1) = 1,
L(
n∏
p=1
xpσ(p)) = (na+
∑
i,j>1
aij +
n∑
p=2
apσ(p))
n∏
p=1
xpσ(p). (3.8)
if σ(1) 6= 1 and σ(k) = 1,
L(
n∏
p=1
xpσ(p)) = (na+
∑
p6=1,k
apσ(p) −
∑
i>1
aiσ(1) −
∑
j>1
akj)
n∏
p=1
xpσ(p). (3.9)
Lemma 3.3.12. For any solution of the system of linear equations
aij + ajk + akm = aik + akj + ajm,where {i, j, k,m} = {2, 3, 4, 5} (3.10)
aij + ajk = aij′ + aj′k,where {i, j, k, j ′} = {2, 3, 4, 5} (3.11)
there exists a number γ such that for any permutation µ of the set {2, 3, 4, 5} moving
l elements,
5∑
i=2
µ(i)6=i
aiµ(i) = lγ (3.12)
Proof. check by solving this linear system.
Lemma 3.3.13. let n ≥ 6 be an integer, pi be a fixed partition of n, which is not
(1, ..., 1) or (n). Assume that there exists a permutation(so a conjugacy class) τ ∈
Sn such that:
1. χpi(τ) 6= 0;
2. τ contains a cycle moving at least 4 numbers;
3. τ fixes at least 1 number.
Also assume that L(impi) = 0. Then under the above assumptions, a = aij = 0 for
all i, j > 1.
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Proof. L(impi) = 0 means that L(
∏n
p=1 xpσ(p)) for all σ ∈ Sn such that χpi(σ) 6= 0.
Consider permutations (2345...) ... (...) and (2435...) ... (...)(all cycles are the same
except the first one, and for the first cycle, all numbers are the same except the first
4), from formula (3.8), we have:
na+
∑
i,j>1
aij + a23 + a34 + a45 + E = 0 (3.13)
na+
∑
i,j>1
aij + a24 + a43 + a35 + E = 0 (3.14)
for some linear combination E of aij’s. Thus
a23 + a34 + a45 = a24 + a43 + a35 (3.15)
Similarly,
aij + ajk + akm = aik + akj + ajm, for i, j, k,m distinct. (3.16)
Next, consider permutations (1234...k)...(...) and (1254...k)...(...), again, from for-
mula (3.9), we obtain:
na+ a23 + a34 + E
′ −
∑
i>1
ai,2 −
∑
j>1
ak,j = 0 (3.17)
na+ a25 + a54 + E
′ −
∑
i>1
ai,2 −
∑
j>1
ak,j = 0 (3.18)
Hence,
a25 + a54 = a23 + a34 (3.19)
and thus
aij + ajk = aij′ + aj′k ,for all i, j, j
′, k distinct. (3.20)
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Now for 2 ≤ i < j < k < m ≤ n, we have system of linear equations of the same
form as Lemma 3.3.12. So we have relations:
∑
m≥p≥i
µ(p)6=p
apµ(p) = lγijkm
where µ is a permutation of the set {i, j, k,m}, l is the number of elements moved
by µ, and γijkm is a constant number.
It is easy to see that γijkm is the same for different choices of the set {2 ≤ i <
j < k < m ≤ n}, for example, we can compare {i, j, k,m} and {i, j, k,m′} to obtain
γijkm = γijkm′ . From now on, we write all γijkm’s as γ. Hence, given any permutation
of the set {2, ..., n} moving l elements,
∑
n≥p≥2
µ(p)6=p
apµ(p) = lγ (3.21)
Next, we find relations among the aii’s for i ≥ 2. For this purpose, consider τ1 =
(243...k)...(...) and τ2 = (253...k)...(...), then
na+
∑
i,j>1 aij + a24 + ...+ ak2 + a55 + (sum of aii’s for i 6= 5 fixed by τ1) = 0(3.22)
na+
∑
i,j>1 aij + a25 + ...+ ak2 + a44 + (sum of aii’s for i 6= 4 fixed by τ1) = 0(3.23)
Combine these two equations and equation (3.21) to obtain
a44 = a55.
The same argument implies that aii = a55 for all n ≥ i ≥ 2. Now we have:
∑
i,j>1
aij =
∑
1<i<j
(aij + aij) + 2(n− 1)a55 = (n− 1)(n− 2)γ + 2(n− 1)a55
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Let σ = (1), formula(3.8) implies
na+ (n− 1)(n− 2)γ + 3(n− 1)a55 = 0 (3.24)
Let σ = (2345...)...(...)(σ(1) = 1), again by formula (3.8)
na+ ((n− 2)(n− 1) + l)γ + (3(n− 1)− l)a55 = 0 (3.25)
where l is the number of elements moved by σ. Let σ1 = (123...p4)...(...) and σ2 =
(143...p2)...(...). Then formula (3.9) gives:
0 = na+ (a23 + ...+ ap4) + E˜ −
∑
i>1 ai2 −
∑
j>1 a4j (3.26)
0 = na+ (a43 + ...+ ap2) + E˜ −
∑
i>1 ai4 −
∑
j>1 a2j (3.27)
Note that E˜ comes from the product of disjoint cycles in σ1 and σ2 except the first
one, so they are indeed the same, and if we assume that σ1 moves l
′
elements, and
the first cycle in σ1 moves r elements, then E˜ = (l
′ − r)γ + (n− l′)a55. On the other
hand,
a23 + ...+ ap4 = a23 + ...+ ap4 + a42 − a42 = rγ − a42
a43 + ...+ ap2 = a43 + ...+ ap2 + a24 − a24 = rγ − a24
Equations (3.26) and (3.27) gives:
na+ (l
′
+ 2n− 5)γ + (n− l′ + 2)a55 = 0 (3.28)
Now equations (3.24), (3.25), and (3.28) imply that γ = a = a55 = 0. From equation
(3.26), we have:
a42 =
∑
j>1
a4j +
∑
i>1
ai2
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similarly,
ak2 =
∑
j>1
akj +
∑
i>1
ai2 for all n ≥ k ≥ 2
The sum of these equations is:
∑
i>1
ai2 = (n− 1)
∑
i>1
ai2 +
∑
i,j>1
aij = (n− 1)
∑
i>1
ai2.
Hence
∑
i>1 ai2 = 0. For the same reason
∑
j>1 a4j = 0, therefore a42 = 0. By the
same argument, aij = 0 for all n ≥ i 6= j ≥ 2, and this completes the proof of the
lemma.
Lemma 3.3.14. If n ≥ 6, then for any partition λ of n, except λ = (3, 1, 1, 1), λ =
(4, 1, 1) and λ = (4, 1, 1, 1), there exists a permutation τ ∈ Sn satisfying conditions
(1), (2), (3) in Lemma 3.3.13.
Proof. Write λ = (λ1, λ2, ..., λp) where λ1 ≥ λ2 ≥ ...λp ≥ 1 and
∑p
i=1 λi = n.
Without loose of generality, we may assume p ≥ λ1, otherwise, we can consider the
conjugate λ
′
of λ. There exists a largest integer m such that the Young diagram of
λ contains an m×m square.
Now we construct τ using the Murnagham-Nakayama Rule case by case:
1. If m = 1 then λ is a hook:(λ1, 1, ..., 1), there are the following cases:
(a) p > λ1 and λ1 ≥ 4. Take τ = (p − 1, 1n−p+1) then χλ(τ) 6= 0 by the
Murnagham-Nakayama Rule. In this case, n ≥ 8.
(b) p > λ1 and λ1 = 1. This case is trivial.
(c) p > λ1 and λ1 = 2 or 3. τ = (4, 1
n−4) will work.
(d) p = λ1. Take τ = (p− 1, 1n−p+1) if p ≥ 6 is even and τ = (p− 2, 1n−p+2)
if p ≥ 7 is odd. In this case n ≥ 11.
(e) p = λ1 = 5. τ exists by checking the character tables.
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2. If m ≥ 2, let ξ be the length of the longest skew hook contained in the young
diagram of λ. Then take τ = (ξ, 1n−ξ).
Proof of Proposition 3.1.1. For the case n = 5, one can check directly. By
Lemma 3.3.13 and lemma 3.3.14, we know that for n ≥ 6 and pi not equal to (3, 1, 1, 1)
and (4, 1, 1, 1), the Lie algebra of {C ∈ Mn×n | impi(C ∗ X) = impi(X)} is T (E) ⊗
IF ⊕ IE ⊗ T (F ), so the identity component of {C ∈Mn×n | impi(C ∗X) = impi(X)}
is T (GL(E)×GL(F )), and hence the identity component of G(impi) is T (GL(E)×
GL(F )) o∆(Sn) oZ2. For cases pi = (3, 1, 1, 1), pi = (4, 1, 1) the statement is true
by Theorem 3.1.3.
By investigating the equation (3.5), we can give a sufficient condition for the
stabilizer of impi to be T (GL(E)×GL(F )) o∆(Sn) oZ2 as follows:
Lemma 3.3.15. Let pi be a partition of n which is not (1, ..., 1) or (n). Assume that
there exist permutations σ, τ ∈ Sn and an integer p ≥ 2, such that χpi((i1...ip)σ)
6= 0, χpi((1i1...ip)σ) 6= 0, χpi(τ) 6= 0 and χpi((ij)τ) 6= 0, where (i1...ip) and (1i1...ip)
are cycles disjoint from σ, and (ij) is disjoint from τ . Then the stabilizer of impi is
T (GL(E)×GL(F )) o∆(Sn) oZ2.
Proof. For convenience, we will show for the case σ = (1) and p = 2, the other cases
are similar. In equations 3.5, let σ = (ij) and (1ij), where 1 < i, j 6 n and i 6= j.
Then
cjicijc11
∏
k 6=1,i,j
ckk = 1 (3.29)
cjic1jci1
∏
k 6=1,i,j
ckk = 1 (3.30)
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So cij =
ci1c1j
c11
. Similarly, the existence of τ will give the relation cii =
ci1c1i
c11
for all
1 ≤ i ≤ n. Set
A =

a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
...
0 0 . . . an
 ,B =

b1 0 . . . 0
0 b2 . . . 0
...
...
. . .
...
0 0 . . . bn

where aii = ci1 and bjj =
c1j
c11
. So we have
C ∗X = AXB, with det(AB) = 1.
The following two propositions guarantee the existence of permutations satisfied
conditions in Lemma (3.3.15).
Proposition 3.3.16. Let n ≥ 3, and pi be a non-symmetric partition of n, then
there exists nonnegative integers k1,..., kr such that k1 +...+ kr = n − 2, such that
|(χpi(τ))| = 1, where τ is a permutation of type (k1,..., kr, 12) or (k1,..., kr, 2).
Proof. See Proposition (3.1), Coelho, M. Purificac¸a˜o and Duffner, M. Anto´nia [29].
Proposition 3.3.17. Let n > 4 and pi be a non-symmetric partition of n, then there
exists nonnegative integers k1 , ..., kr and q with kr > 1, q ≥ 1, and k1 +...+ kr +q
= n, such that χpi(σ) 6= 0, where σ ∈ S is of type (k1, ..., kr, 1q) or (k1, ..., kr+1, 1q−1).
Proof. See Proposition (3.2), Coelho, M. Purificac¸a˜o and Duffner, M. Anto´nia [29].
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Proof of Theorem 3.1.3. Since n ≥ 5, by propositions 3.3.16 and 3.3.17, there
exist permutations satisfying conditions in Lemma 3.3.15, then the theorem follows.
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4. GEOMETRY OF TENSOR NETWORK STATES
This section is based on [30].
4.1 Introduction
4.1.1 Origins in physics
Tensors describe states of quantum mechanical systems. If a system has n par-
ticles, its state is an element of H1⊗ · · ·⊗ Hn with Hj Hilbert spaces. In numerical
many-body physics, in particular solid state physics, one wants to simulate quantum
states of thousands of particles, often arranged on a regular lattice (e.g., atoms in a
crystal). Due to the exponential growth of the dimension ofH1⊗ · · ·⊗ Hn with n, any
na¨ıve method of representing these tensors is intractable on a computer. Tensor net-
work states were defined to reduce the complexity of the spaces involved by restricting
to a subset of tensors that is physically reasonable, in the sense that the correspond-
ing spaces of tensors are only locally entangled because interactions (entanglement)
in the physical world appear to just happen locally. Such spaces have been stud-
ied since the 1980’s. These spaces are associated to graphs, and go under different
names: tensor network states, finitely correlated states (FCS), valence-bond solids
(VBS), matrix product states (MPS), projected entangled pairs states (PEPS), and
multi-scale entanglement renormalization ansatz states (MERA), see, e.g., [31–36]
and the references therein. We will use the term tensor network states.
4.1.2 Definition
For a graph Γ with edges es and vertices vj, s ∈ e(j) means es is incident to vj.
If Γ is directed, s ∈ in(j) means es is an incoming edge into vj and s ∈ out(j) means
es is an outgoing edge from vj.
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Let V1, . . . , Vn be complex vector spaces, let vi = dimVi. Let Γ be a graph with
n vertices vj, 1 ≤ j ≤ n, and m edges es, 1 ≤ s ≤ m, and let ~e = (e1, . . . , em) ∈ Nm.
Associate Vj to the vertex vj and an auxiliary vector space Es of dimension es to the
edge es. Make Γ into a directed graph. (The choice of directions will not effect the
end result.) Let V = V1⊗ · · ·⊗ Vn. We define a set TNS(Γ,~e,V) to be
{T ∈ V | ∃ Tj ∈ Vj⊗(⊗s∈in(j)Es)⊗(⊗t∈out(j)E∗t ), such that T = Con(T1⊗ · · ·⊗ Tn)},
where Con is the contraction of all the Es’s with all the E
∗
s ’s.
Example 4.1.1. Let Γ be a graph with two vertices and one edge connecting them,
then, TNS(Γ, e1, V1⊗V2) is just the set of elements of V1⊗V2 of rank at most e1,
denoted by σˆe1(Seg(PV1×PV2)) and called the (cone over the) e1-st secant variety of
the Segre variety. To see this, let 1, . . . , e1 be a basis of E1 and 
1, . . . , e1 the dual
basis of E∗. Assume, to avoid trivialities, that v1,v2 ≥ e1. Given T1 ∈ V1⊗E1 we
may write T1 = u1⊗1 + · · ·+ue1⊗e1 for some uα ∈ V1. Similarly, given T2 ∈ V2⊗E∗1
we may write T1 = w1⊗1 + · · · + we1⊗e1 for some wα ∈ V2. Then Con(T1⊗T2) =
u1⊗w1 + · · ·+ ue1⊗we1 .
The graph used to define a set of tensor network states is often modeled to mimic
the physical arrangement of the particles, with edges connecting nearby particles, as
nearby particles are the ones likely to be entangled.
Remark 4.1.2. The construction of tensor network states in the physics literature
does not use a directed graph, because all vector spaces are Hilbert spaces, and thus
self-dual. However the sets of tensors themselves do not depend on the Hilbert space
structure of the vector space, which is why we omit this structure. The small price
to pay is the edges of the graph must be oriented, but all orientations lead to the
same set of tensor network states.
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4.2 Grasedyck’s question
Lars Grasedyck asked:
Is TNS(Γ,−→e ,V) Zariski closed? That is, given a sequence of tensors T ∈ V
that converges to a tensor T0, if T ∈ TNS(Γ,−→e ,V) for all  6= 0, can we conclude
T0 ∈ TNS(Γ,−→e ,V)?
He mentioned that he could show this to be true when Γ was a tree, but did not
know the answer when Γ is a triangle.
Definition 4.2.1. A dimension vj is critical, resp. subcritical, resp. supercritical,
if vj = Πs∈e(j)es, resp. vj ≤ Πs∈e(j)es, resp. vj ≥ Πs∈e(j)es. If TNS(Γ,−→e ,V) is
critical for all j, we say TNS(Γ,−→e ,V) is critical, and similarly for subcritical and
supercritical.
Theorem 4.2.2. TNS(Γ,−→e ,V) is not Zariski closed for any Γ containing a cycle
whose vertices have non-subcritical dimensions.
4.3 Critical loops
We adopt the convention that End(V1)× · · · × End(Vn) acts on V1⊗ · · ·⊗ Vn by
(Z1, . . . , Zn) · v1⊗ · · ·⊗ vn = (Z1v1)⊗ · · ·⊗ (Znvn).
Let gl(Vj) denote the Lie algebra of GL(Vj). It is naturally isomorphic to End(Vj)
but gl(V1)× · · · × gl(Vn) acts on V1⊗ · · ·⊗ Vn via the Leibnitz rule:
(X1, . . . , Xn) · v1⊗ · · ·⊗ vn = (X1v1)⊗v2⊗ · · ·⊗ vn + v1⊗(X2v2)⊗v3⊗ · · ·⊗ vn
(4.1)
+ · · ·+ v1⊗ · · ·⊗ vn−1⊗(Xnvn).
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This is because elements of the Lie algebra should be thought of as derivatives
of curves in the Lie group at the identity. If X ⊂ V is a subset, X ⊂ V denotes its
closure. This closure is the same whether one uses the Zariski closure, which is the
common zero set of all polynomials vanishing on X, or the Euclidean closure, where
one fixes a metric compatible with the linear structure on V and takes the closure
with respect to limits.
Proposition 4.3.1. Let v1 = e2e3,v2 = e3e1,v3 = e2e1. Then TNS(4, (e2e3, e3e1,
e2e1), V1⊗V2⊗V3) consists of matrix multiplication and its degenerations (and their
different expressions after changes of bases), i.e.,
TNS(4, (e2e3, e3e1, e2e1), V1⊗V2⊗V3) = End(V1)× End(V2)× End(V3) ·Me2,e3,e1 .
It has dimension e22e
2
3 + e
2
2e
2
1 + e
2
3e
2
1 − (e22 + e23 + e21 − 1).
More generally, if Γ is a critical loop, TNS(Γ, (ene1, e1e2, . . . , en−1en), V1⊗ · · ·⊗ Vn)
is End(V1)× · · · × End(Vn) ·M~e, where M~e : V1 × · · · × Vn → C is the matrix multi-
plication operator (X1, . . . , Xn) 7→ trace(X1 · · ·Xn).
Proof. For the triangle case, a generic element T1 ∈ E2⊗E∗3⊗V1 may be thought of as
a linear isomorphism E∗2⊗E3 → V1, identifying V1 as a space of e2×e3-matrices, and
similarly for V2, V3. Choosing bases e
us
s for E
∗
s , with dual basis eus,s for Es, induces
bases xu2u3 for V1 etc.. Let 1 ≤ i ≤ e2, 1 ≤ α ≤ e3, 1 ≤ u ≤ e1. Then
con(T1⊗T2⊗T3) =
∑
xiα⊗yαu⊗zui
which is the matrix multiplication operator. The general case is similar.
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Proposition 4.3.2. The Lie algebra of the stabilizer ofMene1,e1e2,...,en−1en inGL(V1)×
· · · ×GL(Vn) is the image of sl(E1)⊕ · · · ⊕ sl(En) under the map
α1 ⊕ · · · ⊕ αn 7→(IdEn⊗α1,−αT1⊗IdE2 , 0, . . . , 0) + (0, IdE1⊗α2,−αT2⊗IdE3 , 0, . . . , 0)
+ · · ·+ (−αTn⊗IdE1 , 0, . . . , 0, IdEn−1⊗αn).
Here T as a superscript denotes transpose.
The proof is safely left to the reader.
Large loops are referred to as “1-D systems with periodic boundary conditions”
in the physics literature and are often used in simulations. By Proposition 4.3.2, for
a critical loop, dim(TNS(Γ,~e,V)) = e21e
2
2 + · · ·+ e2n−1e2n + e2ne21− (e21 + · · ·+ e2n− 1),
compared with the ambient space which has dimension e21 · · · e2n. For example, when
ej = 2 for all j, dim(TNS(Γ,~e,V)) = 12n+ 1, compared with dim V = 4
n.
4.4 Zariski closure
Theorem 4.4.1. Let v1 = e2e3,v2 = e3e1,v3 = e2e1. Then
TNS(4, (e2e3, e3e1, e2e1),V)
is not Zariski closed. More generally any TNS(Γ,~e,V) where Γ contains a cycle
with no subcritical vertex is not Zariski closed.
Proof. Were T (4) := TNS(4, (e2e3, e3e1, e2e1), V1⊗V2⊗V3) Zariski closed, it would
be
GL(V1)×GL(V2)×GL(V3) ·Me2,e3,e1 . (4.2)
To see this, note that the G = GL(V1)×GL(V2)×GL(V3) orbit of matrix multipli-
cation is a Zariski open subset of T (4) of the same dimension as T (4).
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We need to find a curve g(t) = (g1(t), g2(t), g3(t)) such that gj(t) ∈ GL(Vj) for
all t 6= 0 and limt→0 g(t) ·Me2,e3,e1 is both defined and not in End(V1)× End(V2)×
End(V3) ·Me2,e3,e1 .
Note that for (X, Y, Z) ∈ GL(V1)×GL(V2)×GL(V3), we have
(X, Y, Z) ·Me2,e3,e1(P,Q,R) = trace(X(P )Y (Q)Z(R))
HereX : E∗2⊗E3 → E∗2⊗E3, Y : E∗3⊗E1 → E∗3⊗E1, Z : E∗1⊗E2 → E∗1⊗E2.
Take subspaces UE2E3 ⊂ E∗2⊗E3, UE3E1 ⊂ E∗3⊗E1. Let UE1E2 := Con(UE2E3 , UE3E1)
⊂ E∗2⊗E1 be the images of all the pq ∈ E∗2⊗E1 where p ∈ UE2E3 and q ∈ UE3E1 (i.e.,
the matrix multiplication of all pairs of elements). Take X0, Y0, Z0 respectively to
be the projections to UE2E3 , UE3E1 and UE1E2
⊥. Let X1, Y1, Z1 be the projections to
complementary spaces (so, e.g., X0 + X1 = IdV ∗1 ). For P ∈ V ∗1 , write P0 = X0(P )
and P1 = X1(P ), and similarly for Q,R.
Take the curve (Xt, Yt, Zt) with
Xt =
1√
t
(X0 + tX1), Yt =
1√
t
(Y0 + tY1), Zt =
1√
t
(Z0 + tZ1).
Then the limiting tensor, as a map V ∗1 × V ∗2 × V ∗3 → C, is
(P,Q,R) 7→ trace(P0Q0R1) + trace(P0Q1R0) + trace(P1Q0R0).
Call this tensor M˜ . First observe that M˜ uses all the variables (i.e., considered as a
linear map M˜ : V ∗1 → V2⊗V3, it is injective, and similarly for its cyclic permutations).
Thus it is either in the orbit of matrix multiplication or a point in the boundary that
is not in End(V1)×End(V2)×End(V3) ·Me2,e3,e1 , because all such boundary points
have at least one such linear map non-injective.
It remains to show that there exist M˜ such that M˜ 6∈ G ·Me2,e3,e1 To prove some
M˜ is a point in the boundary, we compute the Lie algebra of its stabilizer and show it
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has dimension greater than the dimension of the stabilizer of matrix multiplication.
One may take block matrices, e.g.,
X0 =
0 ∗
∗ 0
 , X1 =
∗ 0
0 ∗
 ,
and Y0, Y1 have similar shape, but Z0, Z1 have the shapes reversed. Here one takes
any splitting ej = e
′
j + e
′′
j to obtain the blocks.
For another example, if one takes ej = e for all j, X0, Y0, Z1 to be the diagonal
matrices and and X1, Y1, Z0 to be the matrices with zero on the diagonal, then one
obtains a stabilizer of dimension 4e2 − 2e > 3e2 − 1. (This example coincides with
the previous one when all ej = 2.)
To calculate the stabilizer of M˜ , first write down the tensor expression of M˜ ∈ V1⊗
V2⊗V3 with respect to fixed bases of V1, V2, V3. Then set an equation (X, Y, Z).M˜ = 0
where X ∈ gl(V1), Y ∈ gl(V2) and Z ∈ gl(V3) are unknowns. Recall that here the
action of (X, Y, Z) on M˜ is the Lie algebra action, so we obtain a collection of
linear equations. Finally we solve this collection of linear equations and count the
dimension of the solution space. This dimension is the dimension of the stabilizer of
M˜ in GL(V1)×GL(V2)×GL(V3).
To give an explicit example, let e1 = e2 = e3 = e and let X0 = diag(x
1
1, ..., x
e
e),
Y0 = diag(y
1
1, ..., y
e
e), Z0 = diag(z
1
1 , ..., z
e
e), X1 = (x
i
j) − X0, Y1 = (yij) − Y0, Z1 =
(zij)− Z0. Then
M˜ =
e∑
i,j=1
(xijy
j
j + x
i
iy
i
j)z
j
i .
Let X =
∑
a
(ij)
(kl )
X
(kl )
(ij)
be an element of gl(V1), where {X(
k
l )
(ij)
} is a basis of gl(V1), and
define Y and Z in the same pattern with coefficients b
(ij)
(kl )
’s and c
(ij)
(kl )
’s, respectively.
Consider the equation (X, Y, Z).T = 0 and we want to solve this equation for a
(ij)
(kl )
’s,
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b
(ij)
(kl )
’s and c
(ij)
(kl )
’s. For these equations to hold, the coefficients of zji ’s must be zero.
That is, for each pair (j, i) of indices we have:
e∑
k,l=1
a
(ij)
(kl )
xkl y
j
j + b
(jj)
(kl )
xijy
l
k + a
(ii)
(kl )
xkl y
i
j + b
(ij)
(kl )
xiiy
k
l + c
(lk)
(ji )
(xkl y
l
l + x
k
ky
k
l ) = 0.
For these equations to hold, the coefficients of yrs ’s must be zero. For example, if
s 6= j, r 6= s then we have:
b
(jj)
(rs)
xij + b
(ij)
(rs)
xii + c
(sr)
(ji )
xrr = 0
Now coefficients of x terms must be zero, for instance, if i 6= j and i 6= r, then we
have:
b
(jj)
(rs)
= 0, b
(ij)
(rs)
= 0, c
(sr)
(ji )
= 0.
If one writes down and solves all such linear equations, the dimension of the solution
is 4e2 − 2e.
The same construction works for larger loops and cycles in larger graphs as it
is essentially local - one just takes all other curves the constant curve equal to the
identity.
Remark 4.4.2. When e1 = e2 = e3 = 2 we obtain a codimension one component of
the boundary. In general, the dimension of the stabilizer is much larger than the
dimension of G, so the orbit closures of these points do not give rise to codimension
one components of the boundary. It remains an interesting problem to find the
codimension one components of the boundary.
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4.5 Algebraic geometry perspective
For readers familiar with algebraic geometry, we recast the previous section in
the language of algebraic geometry and put it in a larger context. This section also
serves to motivate the proof of the previous section.
To make the parallel with the GCT program clearer, we describe the Zariski
closure as the cone over the (closure of) the image of the rational map
PEnd(V1)× PEnd(V2)× PEnd(V3) 99K P(V1⊗V2⊗V3) (4.3)
([X], [Y ], [Z]) 7→ (X, Y, Z) · [Me2,e3,e1 ].
(Compare with the map ψ in [13, 7.2].)
The indeterminacy locus consists of ([X], [Y ], [Z]) such that for all triples of
matrices P,Q,R,
trace(X(P )Y (Q)Z(R)) = 0.
In principle one can obtain (4.2) as the image of a map from a succession of blow-ups
of PEnd(V1) × PEnd(V2) × PEnd(V3). (See, e.g., [18, p. 81] for the definition of a
blow-up)
One way to attain a point in the indeterminacy locus is to take ([X0], [Y0], [Z0]) as
described in the proof. Taking a curve in G that limits to this point may or may not
give something new. In the proof we gave two explicit choices that do give something
new.
A more invariant way to discuss that M˜ 6∈ End(V1)×End(V2)×End(V3)·Me2,e3,e1
is to consider an auxiliary variety, called a subspace variety,
Subf1,...,fn(V) := {T ∈ V1⊗ · · ·⊗ Vn | ∃V ′j ⊂ Vj, dimV ′j = fj, andT ∈ V′1⊗ · · ·⊗ V′n},
and observe that if T ∈ ×j End(Vj) · M~e and T /∈ ×jGL(Vj) · M~e, then T ∈
Subf1,,...,fn(V) where fj < ej for at least one j.
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The statement that “M˜ uses all the variables” may be rephrased as saying that
M˜ /∈ Sube2e3−1,e2e1−1,e3e1−1(V1⊗V2⊗V3)
4.6 Reduction from the supercritical case to the critical case with the same graph
For a vector space W , let G(k,W ) denote the Grassmannian of k-planes through
the origin in W . Let S → G(k,W ) denote the tautological rank k vector bundle
whose fiber over E ∈ G(k,W ) is the k-plane E. Assume fj ≤ vj for all j with at
least one inequality strict. Form the vector bundle S1⊗ · · ·⊗ Sn over G(f1, V1) ×
· · · × G(fn, Vn), where Sj → G(fj, Vj) are the tautological subspace bundles. Note
that the total space of S1⊗ · · ·⊗ Sn maps to V with image Sub~f (V). Define a
fiber sub-bundle, whose fiber over (U1 × · · · × Un) ∈ G(f1, V1) × · · · × G(fn, Vn) is
TNS(Γ,~e, U1⊗ · · ·⊗ Un). Denote this bundle by TNS(Γ,~e,S1⊗ · · ·⊗ Sn).
The supercritical cases may be realized, in the language of Kempf, as a “collapsing
of a bundle” over the critical cases as follows:
Proposition 4.6.1. Assume fj := Πs∈e(j)es ≤ vj. Then TNS(Γ,~e,V) is the image
of the bundle TNS(Γ,~e,S1⊗ · · ·⊗ Sn) under the map to V. In particular
dim(TNS(Γ,~e,V)) = dim(TNS(Γ,~e,Cf1⊗ · · ·⊗ Cfn)) +
n∑
j=1
fj(vj − fj).
Proof. If Πs∈e(j)es ≤ vj, then any tensor T ∈ Vj⊗(⊗s∈in(j)Es)⊗(⊗t∈out(j)E∗t ), must
lie in some V ′j⊗(⊗s∈in(j)Es)⊗(⊗t∈out(j)E∗t ) with dimV ′j = fj. The space TNS(Γ,~e,V)
is the image of this subbundle under the map to V.
This type of bundle construction is standard, see [37]. Using the techniques
in [37], one may reduce questions about a supercritical case to the corresponding
critical case.
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4.7 Reduction of cases with subcritical vertices of valence one
The subcritical case in general can be understood in terms of projections of critical
cases, but this is not useful for extracting information. However, if a subcritical vertex
has valence one, one may simply reduce to a smaller graph as we now describe.
Proposition 4.7.1. Let TNS(Γ,−→e ,V) be a tensor network state, let v be a vertex
of Γ with valence one. Relabel the vertices such that v = v1 and so that v1 is attached
by e1 to v2. If v1 ≤ e1, then TNS(Γ,−→e , V1⊗ · · ·⊗ Vn) = TNS(Γ˜,−→˜e , V˜1⊗V3⊗...⊗Vn),
where Γ˜ is Γ with v1 and e1 removed,
−→˜
e is the vector (e2, ..., en) and V˜1 = V1 ⊗ V2.
Proof. A general element in TNS(Γ,−→e , V1⊗ · · ·⊗ Vn) is of the form
∑e1,e2
i,j=1 ui⊗viz⊗
wz, where wz ∈ V3⊗ · · ·⊗ Vn. Obviously, TNS(Γ,−→e , V1⊗ · · ·⊗ Vn) ⊆ TNS(Γ˜,−→˜e , V˜1⊗
V3 ⊗ ... ⊗ Vn) =: TNS(Γ˜,−→˜e , V˜). Conversely, a general element in TNS(Γ˜,−→˜e , V˜))
is of the form
∑
zXz ⊗ wz, Xz ∈ V1 ⊗ V2. Since v1 ≤ e1, we may express Xz in the
form
∑e1
i=1 ui ⊗ viz, where u1, ..., uv1 is a basis of V1. Therefore, TNS(Γ,−→e ,V) ⊇
TNS(Γ˜,
−→˜
e , V˜)..
4.8 Trees
With trees one can apply the two reductions successively to reduce to a tower
of bundles where the fiber in the last bundle is a linear space. The point is that
a critical vertex is both sub- and supercritical, so one can reduce at valence one
vertices iteratively. Here are a few examples in the special case of chains. The result
is similar to the Allman-Rhodes reduction theorem for phylogenetic trees [38].
Example 4.8.1. Let Γ be a chain with 3 vertices. If it is supercritical, TNS(Γ,−→e ,V) =
V1⊗V2⊗V3. Otherwise TNS(Γ,−→e ,V) = Sube1,e1e2,e2(V1⊗V2⊗V3).
Example 4.8.2. Let Γ be a chain with 4 vertices. If v1 ≤ e1 and v4 ≤ e3, then,
writing W = V1⊗V2 and U = V3⊗V4, by Proposition 4.7.1, TNS(Γ,−→e ,V) is the set
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of rank at most e2 elements in W⊗U (the secant variety of the two-factor Segre).
Other chains of length four have similar complete descriptions.
Example 4.8.3. Let Γ be a chain with 5 vertices. Assume that v1 ≤ e1, v5 ≤ e4
and v1v2 ≥ e2 and v4v5 ≥ e3. Then TNS(Γ,−→e ,V) is the image of a bundle over
G(e2, V1⊗V2)×G(e3, V4⊗V5) whose fiber is the set of tensor network states associated
to a chain of length three.
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5. OTHER WORK
5.1 Second osculating spaces
Definition 5.1.1. Let X ⊂ PN be a smooth submanifold of the projective space PN
and let x be a point on X. The tangent space of X at x is defined to be
TxX := {c′(0) | c : (−, ) 7→ X is a smooth curve through x on X}.
The second osculating space of X at x is defined to be the linear span of c′(0) and
c′′(0) for all smooth curves c(t) on X passing through x. It is denoted by T (2)x X.
Let Permn := GLn2 · [permn] be the orbit closure of the permanent polynomial
permn of degree n. We view permn as an element of the vector space S
n(E ⊗ F ).
[permn] is the element of PSn(E ⊗ F ) determined by permn. Since Permn is an
orbit closure of permn, the tangent space and the second osculating space of Permn
at the point [permn] have the following explicit expression:
T := T[permn]Permn = gln2 .permn,
T (2) := T
(2)
[permn]
Permn = gln2 .gln2 .permn.
It is known that the stabilizer of permn in GL(E⊗F ) is T (GL(E)×GL(F ))oSn×
Sn o Z2, therefore both T and T (2) are Sn ×Sn-modules.
Proposition 5.1.2. As Sn ×Sn-modules, T is isomorphic to
([(n)]⊗ [(n)])⊕ ([(n− 1, 1)]⊗ [(n− 1, 1)]) (5.1)
⊕([(n)]⊕ [(n− 1, 1)]⊕2 ⊕ [(n− 2, 2)]⊕ [(n− 2, 1, 1)])⊗ ([(n− 1, 1)]⊕ [(n)]) (5.2)
⊕([(n− 1, 1)]⊕ [(n)])⊗ ([(n)]⊕ [(n− 1, 1)]⊕2 ⊕ [(n− 2, 2)]⊕ [(n− 2, 1, 1)]) (5.3)
⊕([(n)]⊕ [(n− 1, 1)]⊕2 ⊕ [(n− 2, 2)][(n− 2, 1, 1)])⊗2. (5.4)
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Proof. We first identify E⊗F with Cn2 and we fix bases {ei}, {fi} of E and F . Let
X
(ij)
(kl )
be the element of gl(E ⊗ F ) = End(E ⊗ F ) that sends er ⊗ fs to δ(
r
s)
(ij)
ek ⊗ fl,
where δ
(rs)
(ij)
is the Kronecker delta. Then we have a decomposition of End(E ⊗ F ) as
a vector space as follows:
End(E ⊗ F ) = span{X(
i
j)
(ij)
}
⊕ span{X(
i
j)
(il)
| j 6= l}
⊕ span{X(
i
j)
(kj )
| i 6= k}
⊕ span{X(
i
j)
(kl )
| i 6= k, j 6= l}
We denote by V1 the space span{X(
i
j)
(ij)
}. Then V1.permn is an Sn×Sn submodule
of T. We count the dimension of V1.permn. It is easy to see the inclusion
V1.permn ⊂ (SnE)0 ⊗ (SnF )0 ⊕ (S(n−1,1)E)0 ⊗ (S(n−1,1)F )0
where (SnE)0 is the SL(E)-weight zero subspace of S
nE and we use similar notations
for other modules.
It is known that (SpiE)0 ∼= [(pi)] as Sn-modules for any partition pi of n so we
have an inclusion of Sn ×Sn-modules:
V1.permn ⊂ [(n)]⊗ [(n)]⊕ [(n− 1, 1)]⊗ [(n− 1, 1)].
Now It is easy to see that dim(V1.permn) = n
2− (2n−2) since the Lie algebra of the
stabilizer of permn is contained in sl0(E ⊗ F ) and has dimension 2n − 2 Therefore
we have
V1.permn ∼= [(n)]⊗ [(n)]⊕ [(n− 1, 1)]⊗ [(n− 1, 1)]
Let V2 = span{X(
i
j)
(il)
| j 6= l} then V2.permn is again an Sn×Sn-sub-module of T
and that {X(
i
j)
(il)
permn | j 6= l} is a set of basis of V2.permn by counting dimensions.
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One can prove that V2.permn is isomorphic to the second line of the module in
the Proposition by calculating the character of this module. Then same calculation
applies to other components and this complete the proof.
It would be complicated to compute the Sn ×Sn-module structure of T (2). But
it is easy to identify the structure of the sub-module V1.V1.permn of T
(2), where V1
is the vector space defined above.
Proposition 5.1.3. As an Sn ×Sn-module, V1.V1.permn is isomorphic to
[(n)]⊗[(n)]⊕[(n−1, 1)]⊗[(n−1, 1)]⊕[(n−2, 2)]⊗[(n−2, 2)]⊕[(n−2, 1, 1)]⊗[(n−2, 1, 1)].
Proof. We use M to denote the module in the proposition. By Pieri’s formula, it is
easy to see that V1.V1.permn is contained in M . It suffices to show that V1.V1.permn
contains at least 4 linearly independent ∆(Sn)-invariants. We have the following 4
linearly independent invariants:
F1 =
∑
σ∈Sn
x
σ(1)
σ(1)x
σ(2)
σ(2)permn−2(σ(1), σ(2) | σ(1), σ(2)),
F2 =
∑
σ∈Sn
x
σ(1)
σ(1)x
σ(2)
σ(3)permn−2(σ(1), σ(2) | σ(1), σ(3)),
F3 =
∑
σ∈Sn
x
σ(1)
σ(3)x
σ(2)
σ(4)permn−2(σ(1), σ(2) | σ(3), σ(4)),
F4 =
∑
σ∈Sn
x
σ(1)
σ(2)x
σ(2)
σ(1)permn−2(σ(1), σ(2) | σ(2), σ(1)),
where permn−2(i, j | k, l) is the permanent of the sub-matrix obtained by removing
i, j-th rows and k, l-th columns.
It is easy to verify that these 4 polynomials are linearly independent and this
proves the proposition.
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5.2 Linear subspaces on the hypersurface defined by permn
We have a more general result:
Proposition 5.2.1. Let P ∈ Sn(E⊗F ) be a polynomial of degree n in n2 variables
and assume that p is a SL(E) × SL(F ) weight zero vector. Let X = Zeroes(p) ⊂
Pn2−1, and let x = (xij) ∈ X be any point. Then there exists a linear subspace
L ∼= P2n−3 of Pn2−1 such that x ∈ L ⊂ X
Proof. Let uj = (a
1
j , ..., a
n
j )
T for j = 1, ..., n. Then x = (u1, ...un). Let Uj =
(0, ..., 0, uj, 0, ..., 0) for j = 2, ..., n so Uj ∈ X and Uj is a most singular point of
X. Let
U1 =

y1 0 . . . 0
y2 0 . . . 0
...
...
...
...
...
...
yn 0 . . . 0
 with y
i’s are unknowns.
Consider
p(U i11 , ..., U
in
n ) = 0,
where i1 + ...+ in = n, 1 ≤ ik ≤ n and p is the polarization of the polynomial p.
Since each Uj is a most singular point of X, we just need to consider
p(U1, ...Un) = 0
This is a linear equation with variables y1, ..., yn and it has a solution
a11 0 . . . 0
...
...
...
...
...
...
an1 0 . . . 0
 .
So it has at least n−1 dimensional solutions. These solutions together with U2,...,Un
span a linear subspace of dimension 2n− 3 in Pn2−1.
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6. SUMMARY
6.1 Summary
In this dissertation, we study two objects: immanants and tensor network states.
Both of these two objects are closely related to the Geometric Complexity Theory
(GCT) program. In section three, we locate immanants as trivial (SL(E)×SL(F ))o
∆(Sn)-modules contained in the space S
n(E ⊗ F ) of polynomials of degree n on
the vector space E ⊗ F . We prove that the stabilizer of an immanant associated
to any non-symmetric partitions is T (GL(E) × GL(F )) o ∆(Sn) o Z2/N , where
T (GL(E)×GL(F )) is the group of pairs of n×n diagonal matrices with the product
of determinants 1, ∆(Sn) is the diagonal subgroup of Sn×Sn and N is the subgroup
of T (GL(E)×GL(F )) of pairs of matrices of the form (αIdE, α−1IdF ) where α is a
nonzero complex number. We also prove that the identity component of the stabilizer
any immanant is T (GL(E)×GL(F ))/N . In section four, we answer a question asked
by Grasedyck by proving that the tensor network states associated to a triangle is not
Zariski closed and we give two reductions of tensor network states from complicated
cases to simple cases. In section five, we give some results about the tangent space
and second osculating space of Permn at [permn] and passing through any point of
the hyper-surface defined by a weight zero polynomial, we find a linear subspace of
dimension 2n− 3 contained in the hypersurface.
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APPENDIX 1
COMPLEXITY THEORY
L. Valiant defined classes V P and V NP as algebraic analogues of P and NP .
V P and V NP are defined in terms of arithmetic circuits.
Definition 1.0.1. An arithmetic circuit C is a finite, acyclic, directed graph with
vertices of in-degree 0 or 2 and exactly one vertex of out-degree 0. The vertices of
in-degree 0 are labelled by elements of C ∪ {x1, ..., xn}, and those of in-degree 2 are
labelled with + or ∗. The size of C is the number of vertices.
Remark 1.0.2. From an arithmetic circuit C, one can construct a polynomial pC in
the variables x1, ..., xn over C.
Definition 1.0.3. The class V P is the set of sequences (pn) of polynomials of degree
d(n) in v(n) variables, where d(n) and v(n) are bounded by polynomials in n and
such that there exists a sequence of arithmetic circuits (Cn) of polynomially bounded
size such that Cn computes pn.
The class V P is closed under linear projections
Proposition 1.0.4. Let pin : Cv(n) 7→ Cv
′
(n) is a sequence of linear projections, and
a family (pn) is in V P , then the family (pin ◦ pn) is also in V P .
Proof. See [7, Chap.21] or [39].
Example 1.0.5. The sequence of determinants (detn) is a famous example of a
sequence in V P
Let g = (gn) be a sequence of polynomials in variables x1, ..., xn of the form
gn =
∑
e∈{0,1}n
fn(e)x
e1
1 · · ·xenn ,
where (fn) ∈ V P .
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Definition 1.0.6. V NP is the set of all sequences that are projections of sequences
of the form g.
Example 1.0.7. The sequence (permn) of permanent polynomials is a famous ex-
ample of a sequence in V NP . See [3] for the proof.
Definition 1.0.8. The class V Pws is the set of sequences (pn) where deg(pn) is
bounded by a polynomial and such that there exists a sequence of circuits (Cn) of
polynomially bounded size such that Cn computes pn, and such that at any multi-
plication vertex of Cn, the component of the Cn of one of the two edges coming in
is disconnected from the rest of the circuit by removing the multiplication vertex.
Such a circuit is called weakly skew.
Example 1.0.9. (detn) is in V Pws.
Definition 1.0.10. A problem P is hard for a complexity class C if all problems
in C can be reduced to P (i.e., there is an algorithm to translate nay instance of
a problem in C to an instance of P with comparable input size). A problem P is
complete for C if it is hard for C and P ∈ C.
Example 1.0.11. (detn) is V Pws-complete and (permn) is V NP -complete. See [40]
for the proof of the first statement and [41] for the proof of the second statement.
Next we give the definition of closures of complexity classes.
Definition 1.0.12. Let C be a complexity class defined in terms of a measure LC(p)
of complexity of polynomials, where a sequence (pn) is in C if LC(pn) is bounded by
a polynomial in n. For p ∈ SdCv, write LC(p) ≤ r if p is in the Zariski closure of
the set {q ∈ SdCv | LC(q) ≤ r}, and define the class C to be the set of sequences pn
such that LC(pn) is bounded by a polynomial in n
For our purpose, we use the determinantal complexity of a polynomial.
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Definition 1.0.13. Let p be a polynomial. Define the determinantal complexity
dc(p) of p to be the smallest integer such that p is an affine linear projection of
detdc(p). Define dc(p) to be the smallest integer δ such that there exists a sequence of
polynomials pt, of constant determinantal complexity δ for all t 6= 0 and lim
t→0
pt = p.
Remark 1.0.14. We can rephrase the Conjecture 1.1.2 as: dc(permn) is not bounded
by any polynomial in n.
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