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ABSTRACT. – We study the nonlinear wave equation:
u+ |u|4u= 0 in Rt ×Ω,(1)
with Dirichlet boundary conditions, whereΩ is the exterior of a strictly convex domain ofR3. We first prove
a structure theorem for bounded energy sequences of solutions to the linear wave equation in Ω , following
a method introduced by H. Bahouri and the second author. The proof requires a non-concentration theorem
for such sequences, the proof of which involves semi-classical measures. We then infer, using Strichartz
estimates proved by H. Smith and C. Sogge, the description of bounded energy sequences of solutions
of (1), up to remainder terms, small both in energy and in Strichartz norms. As corollaries, we obtain an a
priori bound for the Strichartz norms in terms of the energy, as well as a Lipschitz estimate for the nonlinear
evolution group. Ó 2001 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction and statement of results
The aim of this article is to study the following problem:{
un + |un|4un = 0 in Rt ×Ω, un|Rt×∂Ω = 0,
(un, ∂tun)|t=0 = (ϕn,ψn),(1)
whereΩ is the exterior of a compact, strictly convex, smooth domain of R3, and where (ϕn,ψn)
is a sequence of functions, bounded in the energy space E(Ω) def= H˙ 10 (Ω) × L2(Ω). We have
written H˙ 10 (Ω) for the closure of C
∞
0 (Ω) for the norm ||∇ · ||L2(R3), in H˙ 1(R3). The space
E(Ω) is endowed with the Hilbert norm:∥∥(ϕ,ψ)∥∥
E
= (‖∇ϕ‖2
L2(Ω) + ‖ψ‖2L2(Ω)
)1/2
.
Unless specified otherwise, we shall identify elements of E(Ω) with their extensions by 0 in
H˙ 1(R3)×L2(R3).
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Before stating the main results of the paper, let us start by recalling a few known facts
concerning (1), starting with the case Ω = R3. In that case, global existence of solutions for
smooth data is known since W. Strauss [30] for small data, J. Rauch [26] for small energy data,
M. Struwe [31] for radially symmetric data, and finally M. Grillakis ([14,15]) for the general
case. When the data is in the energy space H˙ 1×L2(R3), J. Shatah and M. Struwe proved in [27]
existence and uniqueness of solutions in the class
u ∈C0(Rt , H˙ 1(R3))∩L5loc(Rt ,L10(R3)), ∂tu ∈ C0(Rt ,L2(R3)).(2)
Note that the space L5([0, T ],L10(R3)) corresponds to a so-called “Strichartz norm”, defined
more generally as Lq([0, T ],Lr(R3)), with 1/q + 3/r = 1/2: in [13], it is proved that for any
function f such that (f, ∂tf ) ∈C0([0, T ], H˙ 1×L2(R3)),
‖f ‖Lq([0,T ],Lr (R3)) 6 Cr
(‖∇f |t=0‖L2(R3) + ‖f ‖L1([0,T ],L2(R3))),(3)
with 1/q + 3/r = 1/2, and q > 2. A simple scaling argument shows that Cr does not depend
on T .
Using in a crucial way that Strichartz estimate, still in the case whereΩ =R3, H. Bahouri and
the second author proved in [1] a structure theorem for the solution of (1), up to small remainder
terms, both in energy and in Strichartz norms. Our aim is to prove a similar result in the case
of a domain Ω ⊂ R3. In the case where Ω is the exterior of a strictly convex domain of R3,
which is our case, H. Smith and C. Sogge proved in [28] existence and uniqueness of smooth
solutions to (1) for smooth initial data. The non-concentration result proved in [28] (Lemma 3.3),
along with the method followed by [27] when Ω = R3, implies in fact in an easy way existence
and uniqueness of solutions when the data are in the energy space: we shall not write the details
here. In [28] is proved the following fundamental Strichartz estimate, which is at the basis of our
study: for any f ∈ C0([0, T ], H˙ 10 (Ω))∩ C˙1([0, T ],L2(Ω)),
‖f ‖Lq([0,T ],Lr (Ω)) 6 CT,r
(‖∇t,xf |t=0‖L2(Ω) + ‖f ‖L1([0,T ],L2(Ω))),(4)
with 1/q + 3/r = 1/2 and q > 2. Note that a recent paper by H. Smith and C. Sogge ([29])
proves that CT,r does not depend on T . That fact will not be used in the sequel.
In order to study the solution of (1),we shall be led, following [1], to studying the linear
equation with the same Cauchy data, and we shall start by proving a structure theorem for the
following equation: {
vn = 0 in Rt ×Ω, vn|Rt×∂Ω = 0,
(vn, ∂tvn)|t=0 = (ϕn,ψn).(5)
DEFINITION 1.1. – Let (ϕ,ψ) ∈ H˙ 1(R3)×L2(R3), and let (hn, xn, tn) ∈ (R+×R3×R)N be
such that for some (x∞, t∞) ∈R3×R,
lim
n→∞(hn, xn, tn)= (0, x∞, t∞).
Then the linear concentrating wave associated with (ϕ,ψ,hn, xn, tn) is the solution of the
following linear wave equation:
pn = 0 in Rt ×Ω, pn|Rt×∂Ω = 0,
(pn; ∂tpn)|t=tn =
(
1
h
1/2
n
PΩ
(
ϕ
( · − xn
hn
))
; 1
h
3/2
n
1Ω(·)ψ
( · − xn
hn
))
,
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where PΩ is the orthogonal projection from H˙ 1(R3) onto H˙ 10 (Ω).
Remark 1.2. – (1) Unless specified otherwise, in this paper a linear concentrating wave will
always solve the linear wave equation in the domain Ω .
(2) Up to a subsequence and to a translation in time, one can assume that the sequences (hn)
and (tn) of Definition 1.1 satisfy
tn
hn
−→
n→∞+∞,−∞ or 0.(6)
In the following, we shall call concentrating data quantities such as (ϕ,ψ,hn, xn, tn) appearing
in Definition 1.1. We shall say that (hn, xn, tn) and (h˜n, x˜n, t˜n) are orthogonal, as in [1], if:
either
∣∣∣∣log( h˜nhn
)∣∣∣∣ −→n→∞+∞, or h˜n = hn and |(xn, tn)− (x˜n, t˜n)|hn −→n→∞+∞.
We recall that the energy of any function u is defined by:
E0(u, t)
def=
∫
Ω
(∣∣∇u(t, x)∣∣2 + ∣∣∂tu(t, x)∣∣2)dx,(7)
and is independent of t when u satisfies the linear wave equation.
In the whole of this paper, we shall assume that the initial data is compact at infinity, in the
sense that
lim
n→∞
∫
|x|>R
(∣∣∇ϕn(x)∣∣2 + ∣∣ψn(x)∣∣2)dx −→
R→∞0.(8)
We are now ready to state our first result, concerning (5).
THEOREM 1. – Let vn be the solution of (5), where (ϕn,ψn) is bounded in E(Ω) and
satisfies (8). Then there exist a finite energy solution to the linear wave equation, v, orthogonal
concentrating data (ϕ(j),ψ(j), h(j)n , x(j)n , t(j)n ), for j ∈ N∗, such that vn can be decomposed as
follows, up to the extraction of a subsequence: for any ` ∈N∗,
vn(t, x)= v(t, x)+
∑`
j=1
p
(j)
n (t, x)+w(`)n (t, x),(9)
where p(j)n is the linear concentrating wave associated with (ϕ(j),ψ(j), h(j)n , x(j)n , t(j)n ), where
the remainder w(`)n satisfies, for every T > 0,
lim
n→∞
∥∥w(`)n ∥∥L∞([−T ,T ],L6(Ω)) −→`→∞0,(10)
and finally where the energies are orthogonal, in the sense that, for any `,
E0(vn)=E0(v)+
∑`
j=1
E0
(
p
(j)
n
)+E0(w(`)n )+ o(1), n→+∞.(11)
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Now let us consider the nonlinear equation (1). We shall start by proving a theorem comparing
a linear concentrating wave and the solution of the nonlinear wave equation with the same
Cauchy data.
DEFINITION 1.3. – Let (ϕ,ψ,hn, xn, tn) be concentrating data, and pn the associate linear
concentrating wave. Then the nonlinear concentrating wave associated with pn is the solution
of the following equation:{
qn+ |qn|4qn = 0 in Rt ×Ω, qn|Rt×∂Ω = 0,
(qn, ∂tqn)|t=0 = (pn, ∂tpn)|t=0.
Before stating the theorem, let us define the rescaled domain
Ωn
def= Ω − xn
hn
.(12)
We shall see in Section 2.1, that one can define a limit domain to Ωn, as n goes to infinity.
DEFINITION 1.4. – LetMn andM be two open subsets of R3. We shall say thatMn converges
towards M as n goes to infinity if the two following properties hold:
(i) ∀K compact subset of M , ∃N ∈N, ∀n>N , K ⊂Mn,
(ii) ∀K ′ compact subset of cM¯ , ∃N ′ ∈N, ∀n>N ′, K ′ ⊂ cM¯n.
Notice that a sequence of open subsets may converge towards different limits – for instance
the sequence of balls of radius n centered at 0 converges towards any dense open subset of R3.
However, the closure of these limits will be the same.
We shall prove the following result in Section 2.1:
PROPOSITION 1.5. – Let (hn, xn) be defined as in Definition 1.1, and let Ωn be as defined in
(12). Then as n goes to infinity, up to a subsequence, Ωn takes one of the three following limits:
∅, R3 or a half-spaceH , depending on the position of xn with respect to ∂Ω .
Finally we define the following scattering operator: let us recall that in [1,2] is studied a
scattering operator S, as well as wave operators W±. Using that notation, and analogously to
[1], formula (1.17), we shall define the following linear concentrating waves associated with a
linear concentrating wave (pn).
DEFINITION 1.6. – Let pn be a linear concentrating wave, associated with concentrating data
(ϕ,ψ,hn, xn, tn). Let Ω∞ be the limit of Ωn, as defined in Definition 1.4. If Ω∞ is a half-space,
we denote by RΩ∞ the skew-symmetric reflection with respect to ∂Ω∞, and by PΩ∞ the operator
defined by PΩ∞(f, g) def= (PΩ∞f,1Ω∞g) for any (f, g) ∈ H˙ 1(R3)×L2(R3).
Then we associate with (pn) two linear concentrating waves, denoted p±n , associated with
concentrating data (ϕ±,ψ±, hn, xn, tn) in the following way:
(ϕ−,ψ−) def=

(ϕ,ψ) if tn
hn
−→
n→∞+∞,
PΩ∞W
−RΩ∞(ϕ,ψ) if
tn
hn
−→
n→∞0,
PΩ∞S
−1RΩ∞(ϕ,ψ) if
tn
hn
−→
n→∞−∞,
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(ϕ+,ψ+) def=

PΩ∞SRΩ∞(ϕ,ψ) if
tn
hn
−→
n→∞+∞,
PΩ∞W
+RΩ∞(ϕ,ψ) if
tn
hn
−→
n→∞0,
(ϕ,ψ) if tn
hn
−→
n→∞−∞.
THEOREM 2. – Let pn be the linear concentrating wave associated with concentrating data
(ϕn,ψ,hn, xn, tn), and let qn be the associate nonlinear concentrating wave, in the sense of
Definition 1.3. Then (qn) is bounded in L5loc(R;L10(Ω)), and satisfies the following properties,
with the notation of Definition 1.6: for any T > 0, we have:
lim
n→∞
(
sup
−T6t6tn−λhn
E0(p
−
n − qn, t)1/2 + ‖p−n − qn‖L5([−T ,tn−λhn],L10(Ω))
)
−→
λ→∞0;
lim
n→∞
(
sup
tn+λhn6t6T
E0(p
+
n − qn, t)1/2 + ‖p+n − qn‖L5([tn+λhn,T ],L10(Ω))
)
−→
λ→∞0.
We shall actually be proving a stronger result than that stated in Theorem 2, with a precise
analysis of the behavior of qn around t = tn, i.e. for times t ∈ [tn − λhn, tn + λhn]. That will
enable us to infer, using the methods of [1], the following theorem:
THEOREM 3. – Let (ϕn,ψn)n∈N be a bounded sequence in E(Ω) satisfying (8), and let un be
the solution of (1) associated with (ϕn,ψn). Then with the notation of Theorem 1, and up to the
extraction of a subsequence, we can write, for any ` ∈N∗,
un(t, x)= u(t, x)+
∑`
j=1
q
(j)
n (t, x)+w(`)n (t, x)+ r(`)n (t, x),
where u is a solution of the nonlinear wave equation, where q(j)n is the nonlinear concentrating
wave associated with p(j)n , and where for any T > 0,
lim
n→∞
(
sup
−T6t6T
E0
(
r(`)n , t
)1/2 + ∥∥r(`)n ∥∥L5([−T ,T ],L10(Ω))) −→`→∞0.
Remark 1.7. – (1) The results in this paper can be understood, in terms of geometrical optics,
in the following way: outside strictly convex obstacles, nonlinear geometrical optics have been
reduced to linear geometrical optics, associated with scattering in the whole space R3 or in half-
spaces. Notice that, contrary to the case of the whole space (Ω =R3, see [1]), our results are only
local in time. However, using the recent results of [29], it is likely Theorem 3 can be extended to
a global in time result, as in [1], up to enlarging our collection of scattering operators.
(2) The proofs of Theorems 2 and 3 are based on the Strichartz estimate (4), which is the
reason why we are restricted to the case where Ω is the exterior of a strictly convex domain:
that is the only situation for which, to our knowledge, such an estimate is available. However,
supposing (4) holds in more general cases, problems would still remain. For instance, the time-
orthogonality of the linear concentrating waves is proved using the following non-concentration
result, for which the form of Ω has an important role to play. Its proof involves semi-classical
measures (see [9,10,22]), and is given in Section 2.3.
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PROPOSITION 1.8. – Let (pn) be the linear concentrating wave associated with concen-
trating data (ϕ,ψ,hn, xn, tn = 0). Then for any bounded interval I ⊂ R, for any sequence (εn)
such that limn→∞ εnhn =+∞, we have
lim
n→∞‖pn‖L∞(I\[−εn,εn],L6(Ω)) = 0.
(3) As a corollary to Theorem 3, we shall prove the following a priori estimate:
COROLLARY 1. – Let T > 0 be fixed. There exists a non-decreasing function, A : [0,∞[→
[0,∞[, such that if u satisfies (1), then
‖u‖L5([0,T ],L10(Ω)) 6A
(
E0(u)
)
.
In the global case Ω =R3, that a priori estimate was proved in [1], and, by different methods,
by K. Nakanishi in [25]. However it is not clear whether the methods of [25] can be easily adapted
to the case of a domain, as they are closely linked to Besov spaces and dyadic decompositions.
(4) Using Corollary 1 and Theorem 3, a Lipschitz estimate can be proved.
COROLLARY 2. – Let F map initial data (ϕ,ψ) ∈ E(Ω) to the solution u of (1). Then F is
Lipschitz on bounded subsets of E(Ω).
Such a result does not hold in the supercritical case (see [19]).
The structure of the paper is as follows. In Section 2, we prove some preliminary results
which will be used in the following sections: Section 2.1 is devoted to some analysis on linear
concentrating waves and on the rescaled domain Ωn defined in (12), Section 2.2 to the notion
and propagation of strictly (hn)-oscillatory functions, and finally Section 2.3 to the proof of
Proposition 1.8 stated above. In Section 3, we prove Theorem 1, whereas Theorems 2 and 3
are proved respectively in Sections 4.1 and 4.2. Finally corollaries 1 and 2 are proved in the
Appendix.
2. Preliminary analysis
In this preliminary section, we are going to present some notation we shall be using throughout
this study, as well as preliminary results. We will start by defining more precisely the structure
of linear concentrating waves in a domain Ω of R3; then we will address the question of (hn)-
oscillatory sequences and their propagation; finally, we will prove a crucial non-concentration
property for linear concentrating waves outside a convex domain, stated in Proposition 1.8.
2.1. Linear concentrating waves and rescaled domains
We gave in Definition 1.1 the definition of a linear concentrating wave; let us note that if pn is
such a wave, associated with concentrating data (ϕ,ψ,hn, xn, tn), then the rescaled function
Pn(s, y)
def= h1/2n pn(tn + hns, xn + hny), (s, y) ∈R×R3,(1.1)
satisfies the following system:{
Pn = 0 in Rs ×Ωn, Pn|Rs×∂Ωn = 0,
(Pn, ∂sPn)|s=0 = (PΩnϕ,1Ωnψ),
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where Ωn is defined by
Ωn
def= Ω − xn
hn
.(1.2)
It will be useful in the following to have some information on the behavior of Ωn as n goes to
infinity: let us recall that we have defined in Definition 1.4 the notion of a limit domain to Ωn.
We are going to prove Proposition 1.5 in this section.
Let us first introduce some notation: we have defined x∞ ∈ R3 as the limit of the sequence
(xn). In the case where x∞ ∈ ∂Ω , let us denote by φ a defining function of Ω near x∞:
Ω = {x ∈R3|φ(x) > 0}, ∇φ 6= 0 on ∂Ω.(1.3)
From now on, when x∞ ∈ ∂Ω , we shall write
ω
def= ∇φ(x∞) and α def= lim
n→∞
φ(xn)
hn
,(1.4)
limit which exists in R up to extracting a subsequence.
Then we define the sets:
Hα,ω
def= {y ∈R3|y ·ω >−α} if α ∈R, H+∞,ω =R3 and H−∞,ω = ∅.(1.5)
Finally two concentrating data (ϕ,ψ,hn, xn, tn) and (ϕ˜, ψ˜, h˜n, x˜n, t˜n) will be said to be
equivalent if the difference of the associate linear concentrating waves goes to zero in energy
as n goes to infinity.
PROPOSITION 2.1.1. – Let (hn, xn) andΩn be defined as in Definition 1.1 and (1.2). Then as
n goes to infinity, Ωn takes, up to a subsequence, one of the following limits Ω∞:
(i) If x∞ ∈Ω , thenΩ∞ =R3 and for any (ϕ,ψ) ∈ H˙ 1×L2(R3), for any sequence (tn), the
linear concentrating wave pn associated with (ϕ,ψ,hn, xn, tn) satisfies
E0(pn) −→
n→∞‖∇ϕ‖
2
L2(R3) + ‖ψ‖2L2(R3).(1.6)
(ii) If x∞ ∈c Ω , then Ω∞ = ∅ and all concentrating data are equivalent to zero.
(iii) If x∞ ∈ ∂Ω , then Ω∞ = Hα,ω, and for any sequence (tn), all concentrating data
(ϕ,ψ,hn, xn, tn) are equivalent to (PHα,ωϕ,1Hα,ωψ,hn, xn, tn).
Note that the proposition above holds for any open, C1 domain, bounded in R3 or the exterior
of any such domain.
Proof of the proposition. – We restrict our attention to case (iii). The arguments for (i) and (ii)
are easier and left to the reader.
Let us start by recalling that by definition,
y ∈Ωn⇐⇒ φ(xn + hny) > 0.(1.7)
Let us suppose α =+∞, and let K be a compact subset of R3. Since xn→ x∞, we have:
∀y ∈K, φ(xn + hny)
hn
= φ(xn)
hn
+∇φ(x∞) · y + o(1), n→∞,(1.8)
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by Taylor’s formula, uniformly in y ∈ K . So since α = +∞, we have for n large enough,
φ(xn + hny) > 0, hence Ω∞ = R3. Conversely if α = −∞, the same formula implies that
Ω∞ = ∅. Now if α ∈R, let K be a compact subset of Hα,ω. Then
∀y ∈K, ∇φ(x∞) · y =−α+m(y) with m(y) > 0,(1.9)
hence for n large enough, uniformly in y ∈ K , we have φ(xn + hny) > 0. Conversely, if K is
a compact subset of cHα,ω , then for any y ∈ K , for n large enough uniformly in y , we have
φ(xn + hny) < 0. So the result follows: Ω∞ =Hα,ω.
To conclude the proof of the proposition, let (ϕ,ψ,hn, xn, tn) be concentrating data, with
associate linear concentrating wave pn, and let pα,ωn be the linear concentrating wave associated
with (ϕα,ω,ψα,ω,hn, xn, tn), where(
ϕα,ω,ψα,ω
) def= (PHα,ωϕ,1Hα,ωψ).(1.10)
Conservation of energy yields:
E0
(
pn − pα,ωn
)= h−3n ∫
R3
∣∣∣∣∇(PΩ(ϕα,ω(x − xnhn
))
−PΩ
(
ϕ
(
x − xn
hn
)))∣∣∣∣2 dx
+ h−3n
∫
R3
∣∣∣∣1Ω(x)ψα,ω(x − xnhn
)
− 1Ω(x)ψ
(
x − xn
hn
)∣∣∣∣2 dx
=
∫
R3
∣∣∇PΩnϕα,ω(y)−∇PΩnϕ(y)∣∣2 + ∫
R3
∣∣1Ωn(y)ψα,ω(y)− 1Ωn(y)ψ(y)∣∣2 dy.
Then all we need to prove is the strong convergence of PΩnf towards PΩ∞f in H˙ 1(R3), as well
as that of 1Ωng towards 1Ω∞g in L2(R3), for any f ∈ H˙ 1(R3) and any g ∈ L2(R3).
LEMMA 2.1.2. – Let Ωn converge towardsΩ∞, in the sense of Definition 1.4, where Ω∞ is a
half-space, ∅ or R3. Then the following properties hold:
(i) H˙ 10 (Ω∞)= {u ∈ H˙ 1(R3)| suppu⊂Ω∞};
(ii) ∀f ∈ H˙ 1(R3), PΩnf −→
n→+∞PΩ∞f in H˙
1(R3);
(iii) ∀g ∈ L2(R3), 1Ωng −→
n→+∞1Ω∞g in L
2(R3).
Proof of the lemma. – The cases Ω∞ = ∅ or R3 are obvious, so let us suppose that Ω∞ is a
half-space, defined for instance by
Ω∞
def= {x ∈R3|x3 > 0}.(1.11)
(i) Let us consider u ∈ H˙ 1(R3), supported in Ω∞, and let us prove that u ∈ H˙ 10 (Ω∞). We can
suppose that u has compact support; now let ρ ∈C∞0 (R3) be such that suppρ ⊂ {x ∈R3|x3 > 0}.
If ρε is the smoothing kernel ρε(x) def= 1
ε3
ρ
(
x
ε
)
, then the function
uε
def= u ∗ ρε(1.12)
satisfies uε ∈C∞0 (Ω∞), and converges towards u in H˙ 1(R3). That proves (i).
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(ii) Let us notice that for any domain M ⊂ R3, the function v def= PMf is the solution of the
following equation:
1v =1f in M, v ∈ H˙ 10 (M).
We have indeed, for any ϕ ∈ H˙ 10 (M):∫
R3
∇(v − f ) · ∇ϕ dx =
∫
R3
(−1fϕ −∇f · ∇ϕ)dx = 0.
Now let vn
def= PΩnf , which is bounded in H˙ 1(R3), hence has weak limit points in H˙ 1(R3). Let
v be such a limit point. We claim that v =PΩ∞f : if ϕ ∈ C∞0 (Ω∞), then for n large enough, we
have ϕ ∈ C∞0 (Ωn), hence ∫
R3
1vnϕ dx =
∫
R3
1fϕ dx,(1.13)
which implies that 1v = 1f in Ω∞. Moreover, if ϕ ∈ C∞0 (cΩ∞), then for n large enough,
ϕ ∈C∞0 (cΩn), hence ∫
R3
vnϕ dx = 0,(1.14)
so we have v|cΩ¯∞ = 0, namely v ∈ H˙ 10 (Ω∞) in view of (i).
The strong convergence of vn towards v is due to the following identity:∫
R3
|∇vn|2 dx =
∫
R3
∇vn · ∇f¯ dx −→
n→∞
∫
R3
∇v · ∇f¯ dx =
∫
R3
|∇v|2 dx.
(iii) Let gn def= 1Ωng, which converges weakly in L2(R3) towards a function g˜. Let us prove
that g˜ = 1Ω∞g: if ϕ ∈C∞0 (Ω∞), then we have∫
R3
(g − g˜)ϕ dx =
∫
R3
gϕ dx − lim
n→∞
∫
R3
1Ωngϕ dx.
But for n large enough, we have ϕ ∈C∞0 (Ωn), hence
lim
n→∞
∫
R3
1Ωngϕ dx =
∫
R3
gϕ dx,
hence g˜ = g on Ω∞. If ϕ ∈ C∞0 (cΩ¯∞) similar arguments imply that g˜ = 0 in cΩ¯∞. So
g˜ = 1Ω∞g.
Finally the strong convergence is simply due to the fact that∫
R3
|gn|2 dx =
∫
R3
1Ωngg dx,
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hence
∫
R3 |gn|2 dx converges towards
∫
R3 g˜g dx =
∫
R3 |1Ω∞g|2 dx .
So the lemma is proved, and the proof of Proposition 2.1.1 is complete. 2
Finally, the next proposition will be used many times in the rest of the paper.
PROPOSITION 2.1.3. – Let Ωn be an open domain in R3, converging towards Ω∞ as n goes
to infinity, where Ω∞ is a half space, ∅ or R3. Consider (f 0n , f 1n ), a bounded sequence in
H˙ 1 × L2(R3), supported in Ωn, and converging weakly (resp. strongly) towards (f 0, f 1) in
H˙ 1×L2(R3).
Then the solution of {
fn = 0 in Rt ×Ωn, fn|Rt×∂Ωn = 0,
(fn, ∂tfn)|t=0 = (f 0n , f 1n )(1.15)
converges weakly (resp. strongly) towards f in L∞loc(Rt ; H˙ 1(R3)), and ∂tfn converges weakly
(resp. strongly) towards ∂tf in L∞loc(Rt ;L2(R3)), where:{f = 0 in Rt ×Ω∞, f |Rt×∂Ω∞ = 0,
(f, ∂tf )|t=0 =
(
f 0, f 1
)
.
Proof of the proposition. – Let ϕ,ψ ∈ C∞0 (Ω∞). In view of equation (1.15) and Definition 1.4,
the sequences of functions t 7→ (fn(t, ·), ϕ)H˙ 1(R3) and t 7→ (∂tfn(t, ·),ψ)L2(R3) are locally
equicontinuous. Using Lemma 2.1.2, these properties can be extended by density to arbitrary
functions ϕ ∈ H˙ 1(R3), ψ ∈L2(R3). The rest of the proof is very similar to that of Lemma 2.1.2,
and we omit it. 2
2.2. Propagation of h-oscillatory sequences
First we introduce an abstract definition.
DEFINITION 2.2.1. – Let H be a Hilbert space, A be a selfadjoint (unbounded) operator on
H, and (hn) a sequence of positive numbers converging to 0. A bounded sequence (un) in H is
said (hn)-oscillatory with respect to A if
lim
n→∞
∥∥1|A|> Rhn un∥∥ −→R→∞0.(2.1)
Sequence (un) is said strictly (hn)-oscillatory with respect to A if it satisfies (2.1) and moreover
lim
n→∞
∥∥1|A|6 εhn un∥∥−→ε→0 0.(2.2)
Remark 2.2.2. – (a) In the caseH= L2(Rd ), A= |Dx |, the above notions were considered in
[9,10,7,8,1,2]. In that case, we shall speak simply of (hn)-oscillatory sequences.
(b) It is easy to check that a sequence (un) is (hn)-oscillatory with respect to A if and only if,
for every δ > 0, there exists a sequence (uδn) in D(A) such that:
sup
n
hn
∥∥Auδn∥∥<+∞ and limn→∞∥∥un − uδn∥∥6 δ.(2.3)
(c) Given a bounded sequence (un) in H, the spectral theorem for A implies that, for every n,
the functional
µn :f ∈ C0(R) 7−→
(
f (hnA)un,un
)(2.4)
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is a nonnegative Radon measure with total mass ‖un‖2. Hence, by Helly’s lemma, a subsequence
(µnk ) is convergent to some measure µ for the weak-∗ topology of measures. Then (un) is (hn)-
oscillatory with respect to A if and only if (µn) is tight, or, equivalently, if ‖un‖2→ µ(R) for
any such µ. Moreover, under those conditions, (un) is strictly (hn)-oscillatory if and only if
µ({0})= 0 for any such µ. As a consequence, a (hn)-oscillatory sequence (un) is strictly (hn)-
oscillatory if and only if:
lim
n→∞
∥∥(i +RhnA)−1un∥∥2 −→
R→+∞0.(2.5)
The purpose of this section is to investigate how those notions change when the operator A
changes. Let us start with a general result.
PROPOSITION 2.2.3. – Let Λ :H1→H2 be a continuous linear map between Hilbert spaces
H1, H2. Let A1 be a selfadjoint operator on H1, A2 be a selfadjoint operator on H2. Assume
there exists C > 0 such thatΛ(D(A1))⊂D(A2),Λ∗(D(A2))⊂D(A1) and, for any u ∈D(A1),
v ∈D(A2),
‖A2Λu‖6 C
(‖A1u‖ + ‖u‖),(2.6)
∥∥A1Λ∗v∥∥6 C(‖A2v‖ + ‖v‖).(2.6)′
If a bounded sequence (un) in H1 is (strictly) (hn)-oscillatory with respect to A1, then (Λun) is
(strictly) (hn)-oscillatory with respect to A2.
Proof. – Assume (un) is (hn)-oscillatory with respect to A1. By Remark 2.2.2.(b), for every
δ > 0, let (uδn) be a sequence in D(A1) such that limn→∞‖un − uδn‖6 δ and hn‖A1uδn‖6 C(δ).
Then limn→∞‖Λun −Λuδn‖6Kδ, since Λ is continuous, and, by estimate (2.6),
hn
∥∥A2Λuδn∥∥6 (C(δ)+ hn∥∥uδn∥∥)6 C˜(δ)
since (un) is bounded. Therefore (Λuδn) is (hn)-oscillatory with respect to A2. Assume moreover
that (un) is strictly (hn)-oscillatory with respect to A1. From the obvious inequality∥∥hnA21hn|A2|6ε(Λun)∥∥6 ε
and estimate (2.6)′, we obtain, setting wn =Λ∗1hn|A2|6εΛun,
‖hnA1wn‖ =O(ε+ hn),
hence ∥∥1hn|A1|6√εwn −wn∥∥= ∥∥1hn|A1|>√εwn∥∥=O(√ε+ hn√ε
)
.(2.7)
On the other hand,∥∥1hn|A2|6ε(Λun)∥∥2 = (wn,un)= (wn − 1hn|A1|6√εwn,un)+ (wn,1hn|A1|6√εun).(2.8)
Putting together (2.7) and (2.8) through the Schwarz inequality, we conclude
∣∣∣∣1hn|A2|6ε(Λun)∣∣∣∣2 =O(√ε+ hn√ε + ∣∣∣∣1hn|A1|6√εun∣∣∣∣
)
,
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therefore (Λun) is strictly (hn)-oscillatory with respect to A2. 2
Now we come to the main result of this section. Let Ω ⊂ Rd be a smooth open subset with
compact boundary. On the Hilbert space H= H˙ 10 (Ω)× L2(Ω), define a selfadjoint operator A
by: 
D(A)=
{
U =
(
u
u˙
)
∈ H˙ 10 (Ω)×H 10 (Ω),1u ∈L2(Ω)
}
,
A
(
u
u˙
)
= i
(
u˙
1u
)
.
It is well known that A is the infinitesimal generator of the wave group with Dirichlet boundary
conditions.
PROPOSITION 2.2.4. – A bounded sequence (Un) = ( unu˙n ) in H˙ 10 (Ω) × L2(Ω) is (strictly)
(hn)-oscillatory with respect to A if and only if the sequences (∇un), (u˙n) extended by zero
to Rd are (strictly) (hn)-oscillatory with respect to |D| on L2(Rd).
Proof. – It requires several steps.
Step 1. Localization. Let χ be a smooth function on Rd such that χ is constant outside a
compact subset. Observe that the map Λ :U 7→ χU defined by χ( u
u˙
)= ( χu
χu˙
) is bounded on H=
H˙ 10 (Ω)×L2(Ω). Moreover, one checks easily that Λ satisfies assumptions of Proposition 2.2.3
with A1 =A2 =A.
Therefore, we conclude that (hn)-oscillation and strict (hn)-oscillation are preserved by χ .
Let χj , 1 6 j 6 N be C∞0 functions on Rd such that each χj is supported into a coordinate
patch for ∂Ω and
∑N
j=1 χj = 1 near ∂Ω . Set χint = (1 −
∑N
j=1 χj )1Ω ; observe that χint
is C∞, constant outside a compact subset of Rd , and dist(supp(χint),Ωc) > 0. Since U =
χintU +∑Nj=1 χjU for every U ∈ H, the stability result we have just proved implies that the
(strict) (hn)-oscillation of a sequence (Un) in H is equivalent to the (strict) (hn)-oscillation
of the sequences (χintUn), (χjUn), j = 1, . . . ,N . Let B be the selfadjoint operator i( 0 11 0 ) on
H˙ 1(Rd)×L2(Rd). We claim that the (strict) (hn)-oscillations of (χintUn) with respect to A and
with respect to B occur simultaneously. Indeed, let χ ′int ∈ C∞(Rd) be such that χ ′intχint = χint
and
dist
(
supp
(
χ ′int
)
,Ωc
)
> 0.
Then, for every U ∈H, χ ′intU ∈D(A) if and only if χ ′intU ∈D(B) and, in this case, A(χ ′intU)=
B(χ ′intU). Since the estimate ‖χintUn − V δn ‖ 6 δ implies ‖χintUn − χ ′intV δn ‖ 6 Cδ, this proves
the claim concerning (hn)-oscillation. Moreover, the elementary estimates∥∥(i + εA)−1χint− χ ′int(i + εB)−1χint∥∥=O(ε),
∥∥(1− χ ′int)(i + εB)−1χint∥∥H˙ 1(Rd)×L2(Rd) =O(ε)
prove the claim concerning strict (hn)-oscillation. Finally, by use of Fourier transform, one
checks easily that |B| = ( |D| 00 |D| ), hence a sequence (Vn) = ( vnv˙n ) in H˙ 1(Rd ) × L2(Rd) is(strictly) (hn)-oscillatory with respect to B if and only if the sequences (∇vn), (v˙n) are (strictly)
(hn)-oscillatory with respect to |D| in L2(Rd ).
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As a conclusion to this first step, we are reduced to proving Proposition 2.2.4 for Un supported
in a coordinate patch for ∂Ω .
Step 2. Changing variables. Let θ : ω˜→ ω be a diffeomorphism between a neighbourhood of
0 in Rd and a neighbourhood in Rd of some point x0 ∈ ∂Ω , such that θ({y1 > 0} ∩ ω˜)=Ω ∩ω.
Observe that if u is a function on ω, (1u)◦θ = L(u◦θ), whereL= div(a∇)+b ·∇ is an elliptic
differential operator on ω˜, with smooth coefficients a valued in positive definite matrices and b
valued in vectors. Let K be a compact subset of ω and K˜ = θ−1(K). Let a˜ be a smooth positive
definite matrix-valued function on Rd such that a˜ is constant outside a compact subset and a˜ = a
in a neighbourhood of K˜ . We set H˜ = H˙ 10 ({y1 > 0}) ∩ L2({y1 > 0}) endowed with the Hilbert
norm:
‖V ‖˜ = [(a˜∇v,∇v)L2 + ‖v˙‖2L2]1/2, V = (vv˙
)
,
and we define 
A˜
(
v
v˙
)
= i
(
v˙
div(a∇v)
)
,
D(A˜)=
{(
v
v˙
)
∈ H˜, v˙ ∈H 10 ({y1 > 0}),div(a∇v) ∈ L2
}
.
Then it is easy to check the following estimates, for every U ∈H supported in K:
1
C
‖U‖6 ‖U ◦ θ ‖˜ 6 C‖U‖,
1
C
(∥∥A˜(U ◦ θ∥∥˜ − ‖U‖)6 ‖AU ◦ θ ‖˜ 6 C(∥∥A˜(U ◦ θ)∥∥˜ + ‖U‖),
∥∥χ[(i + εA)−1(U) ◦ θ]− (i + εA˜)−1(U ◦ θ)∥∥˜ 6 Cε|U‖,
where χ ∈ C∞0 (ω˜) equals 1 near K˜ .
Using these inequalities and Remarks 2.2.2(b) and 2.2.2(c), we infer that a sequence (Un) of
H supported in a fixed compact subset of ω is (strictly) (hn)-oscillatory with respect to A if and
only if the sequence (Un ◦ θ) is (strictly) (hn)-oscillatory with respect to A˜ in H˜.
Finally, one can get rid of matrix a˜ as follows. Let H′ = H˙ 10 ({y1 > 0}) × L2({y1 > 0})
endowed with the usual norm
‖V ‖′ = (‖∇v‖2
L2 + ‖v˙‖2L2
)1/2
, V =
(
v
v˙
)
,
and let: 
A′
(
v
v˙
)
= i
(
v˙
1v
)
,
D(A′)=
{(
v
v˙
)
∈H′, v˙ ∈H 10 ({y1 > 0}),1v ∈ L2
}
.
Then usual elliptic regularity estimates for the Dirichlet problem in a half-space (see for instance
[12]) imply that the identity map Λ : H˜→ H′ and operators A˜,A′ satisfy the assumptions of
Proposition 2.2.3, as well as Λ−1, A′, A˜. As a consequence, the (strict) (hn)-oscillation of (Un)
with respect to A is equivalent to the (strict) (hn)-oscillation of (Un ◦ θ) with respect to A′.
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Step 3. Getting rid of the boundary. We are reduced to proving the analog of Proposition 2.2.4
whenΩ is the half-space {y1 > 0} in Rd . Again we consider the selfadjoint operatorB = i( 0 11 0 )
on H˙ 1(Rd )×L2(Rd), and we define
Λ : H˙ 10 ({y1 > 0})×L2({y1 > 0})−→ H˙ 1(Rd)×L2(Rd )(
u
u˙
)
−→
(
v
v˙
)
,
by the formula v(y1, y ′)=−u(−y1, y ′), v˙(y1, y ′)=−u˙(−y, y ′).
Notice that 2−1/2Λ is an isometry onto the B-invariant subspace Hodd of odd functions with
respect to y1 in H˙ 1(Rd)×L2(Rd ), and that
∀U ∈D(A′), Λ(U) ∈D(B) and BΛ(U)=ΛA′(U).
In view of Proposition 2.2.3, we infer that (Un) is (strictly) (hn)-oscillatory with respect to A′ if
and only if (Λ(Un)) is (strictly) (hn)-oscillatory with respect to B . Recall from the last part of
step 1 that a sequence
(
vn
v˙n
)
satisfies the latter property if and only if the sequences (∇vn), (v˙n)
are (strictly) (hn)-oscillatory with respect to |D| in L2(Rd). Our argument is completed by the
following lemma:
LEMMA 2.2.5. – For every f ∈ L2(Rd), define:
f˜ (y1, y
′)= sgn(y1)f
(
y1, y
′).
Then the (strict) (hn)-oscillations with respect to |D| of (fn) and (f˜n) are equivalent.
Proof. – In view of definition (2.1), it is enough to prove∥∥1|D|>b sgn(y1)1|D|6a∥∥L2→L2 −→ 0(2.9)
as a/b→ 0. Indeed, (2.9) implies that (hn)-oscillation is conserved by the action of sgn(y1),
while the conservation of strict (hn)-oscillation is a consequence of the adjoint estimate. We
prove (2.9) by means of Fourier transform. If g = 1|D|>b sgn(y1)1|D|6af and 3a < b, we have:
gˆ(ξ)= c1|ξ |>b
∫
|(η1,ξ ′)|6a
fˆ (η1, ξ ′)
ξ1 − η1 dη1.
Notice that |ξ1|> b−|ξ ′|> b−a and |η1|6 a, hence |ξ1|> 2|η1| and |ξ1−η1|> |ξ1|2 . Therefore,
by the Plancherel formula,
‖g‖L2 6 2|c|
( ∫
|η1|6a,|ξ1|>b−a
dη1dξ1
ξ21
)1/2
‖f ‖L2
6 4|c|
(
a
b− a
)1/2
‖f |L2,
whence (2.9). 2
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In order to complete the proof of the analog of Proposition 2.2.4 for Ω = {y1 > 0}, we just
need to observe that 1y1>0f = 12 (f + f˜ ), hence, if (fn) is a sequence of even or odd functions
with respect to y1, the (strict) (hn)-oscillations of (fn) and of (1y1>0fn
)
are equivalent.
CONCLUSION. – We conclude the proof of Proposition 2.2.4 by coming back to x-coordinates:
if (vn, v˙n) is bounded in H˙ 1(Rd)×L2(Rd) and supported in a fixed compact subset of ω – with
the notation of step 2 – then the (strict) (hn)-oscillations of (∇vn, v˙n) and of (∇(vn ◦ θ), v˙n ◦ θ)
are equivalent. This can be done either by mimicking the argument of step 2 – this time in the
whole space – or by using the invariance of semiclassical measures by change of coordinates (see
[9]).
Since (strictly) hn-oscillatory sequences with respect to an operator A are conserved by
bounded functions of A, we infer from Proposition 2.2.4 the following result:
PROPOSITION 2.2.6. – Let (ϕn,ψn) be a bounded sequence of H˙ 10 (Ω) × L2(Ω), such that
(∇ϕn,ψn) is (strictly) (hn)-oscillatory in L2(R3). Let vn be the solution of:{
vn = 0 in Rt ×Ω, vn|Rt×∂Ω = 0,
(vn, ∂tvn)|t=0 = (ϕn,ψn).
Then (∇vn(t), ∂t vn(t)) is (strictly) (hn)-oscillatory in L2(R3) for every t ∈R, uniformly in t .
In [1, Lemma 3.2(iii)] it is proved that every bounded sequence (fn) in L2(Rd) has a
subsequence (fn(j)) which can be written as
fn(j) = gj + sj ,(2.10)
where gj is strictly (hn(j))-oscillatory, and sj is (hn(j))-singular, namely∥∥1a6hn(j)|D|6bsj∥∥L2 −→j→∞ 0, ∀b > a > 0.(2.11)
Given the subsequence (fn(j)), such a sequence (gj ) is unique up to a sequence going strongly to
0, and is called the strictly hn(j)-oscillatory component of the subsequence (fn(j)). Notice that,
in view of decomposition (2.10), a bounded sequence (fn) in L2(Rd ) is (hn)-singular if and only
if, for every strictly (hn)-oscillatory sequence (gn), the scalar product (fn, gn)L2 goes to 0.
Coming back to Proposition 2.2.6, we obtain, in view of the conservation of the energy scalar
product, the following result:
COROLLARY 2.2.7. – Let (vn), (v˜n) be sequences of solutions of v = 0, v|R×∂Ω =
0, such that (∇vn(0), ∂tvn(0)) is bounded in L2(Ω), and (∇v˜n(0), ∂t v˜n(0)) is its strictly
(hn)-oscillatory component. Then, for every sequence (tn) of real numbers,
(∇v˜n(tn), ∂t v˜n(tn)) is the strictly (hn)-oscillatory component of (∇vn(tn), ∂tvn(tn)).
2.3. A non-concentration property
The goal of this section is to prove the following result. HereΩ is the complement of a smooth
strictly convex obstacle, and (ϕ,ψ) ∈ H˙ 1(R3)×L2(R3).
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PROPOSITION 2.3.1. – Let pn be the linear concentrating wave associated with a concentrat-
ing data (ϕ,ψ,hn, xn, tn = 0), namely:
pn = 0 in Rt ×Ω, pn|Rt×∂Ω = 0,
(pn, ∂tpn)|t=0 =
(
1
h
1/2
n
PΩ
(
ϕ
( · − xn
hn
))
,
1
h
3/2
n
1Ωψ
( · − xn
hn
))
.
(3.1)
Then, for every bounded interval I , for every sequence (εn) such that εnhn −→n→∞∞, we have:
‖pn‖L∞(I\[−εn,εn],L6(Ω)) −→n→∞ 0.(3.2)
Proof. – We may assume that x∞ ∈ Ω . We shall distinguish between the cases x∞ ∈ Ω and
x∞ ∈ ∂Ω . In both cases, we shall prove the following two facts separately,
(a) for every sequence θn such that θn→ t 6= 0, ‖pn(θn)‖L6(Ω)→ 0 as n→∞,
(b) for every sequence εn such that εn→ 0, εnhn →∞, ‖pn(εn)‖L6(Ω)→ 0 as n→∞.
We shall see that (b) is a degenerate version of (a), which can be obtained in a similar – in fact
simpler – way after rescaling the coordinates. Let us briefly explain our strategy to prove part (a),
already used in [7]. Introduce the time-dependent energy density on Ω ,
en(t)=
(∣∣∂tpn(t, x)∣∣2 + ∣∣∇xpn(t, x)∣∣2)dx,(3.3)
which satisfies in R×Ω
∂ten = divx(∂tpn∇xpn).(3.4)
Notice that, since ∂tpn|R×∂Ω = 0, equation (3.4) still holds in R× R3 if we extend en and pn
by 0 outside Ω . As a consequence, en is equicontinuous as a measure-valued function of t and
the limit points e∞ of en are continuous measure-valued functions of t . Therefore property (a)
above will be a consequence of
e∞(t)
({x0})= 0, ∀x0 ∈Ω, ∀t 6= 0,(3.5)
through the concentration-compactness principle (see for instance [21, Lemma 1.1]). In order
to prove (3.5), we shall calculate e∞(t) using semiclassical Wigner measures. Recall (see for
instance [9,22,10]) that the correlation functions
cn(t, x, k, `)=
4∑
a=0
∂apn
(
t − hn k2 , x − hn
`
2
)
∂apn
(
t + hn k2 , x + hn
`
2
)
,(3.6)
where ∂0 = ∂t , ∂j = ∂xj for 16 j 6 3, satisfy, up to the extraction of a subsequence,
∀f ∈ C∞0
(
Rt ×Ωx ×Rk ×R3`
)
,
∫
f cn −→
n→∞
∫
fˆ (t, x, τ, ξ)dµ(t, x, τ, ξ),(3.7)
where fˆ denotes the Fourier transform of f with respect to variables (k, `), and µ is a positive
Radon measure. The following properties are classical:∫
Rτ×R3ξ
µ(t, x,dτ,dξ)6 e∞(t)dt,(3.8)
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τ 2 − |ξ |2)µ= 0 (characteristic equation),(3.9)
(τ∂t − ξ · ∇x)µ= 0 (transport equation).(3.10)
Suppose we are able to exhibit some measure µ∗ such that:
µ> µ∗,(3.11) ∫
µ∗(t, x,dτ,dξ)= e∗(t)dt,(3.12)
where e∗ is continuous for t 6= 0, valued in measures on Ω and satisfying, for every t 6= 0,
e∗(t)(Ω)= ‖∇PΩ∞ϕ‖2L2 + ‖1Ω∞ψ‖2L2 .(3.13)
We observe that the right-hand side of (3.13) is the total mass of e∞(0). Moreover, by
conservation of energy and finite propagation speed, the total mass of e∞(t) is independent of t .
On the other hand, by (3.8), (3.11) and continuity with respect to t 6= 0, we have:
e∗(t)6 e∞(t), t 6= 0.(3.14)
Since (3.13) implies that the total masses of these measures are equal, (3.14) is in fact an equality.
If µ∗ is explicit, it will therefore be possible to check property (3.5). Our main task in the sequel
will be to find explicit measures µ∗ satisfying (3.11), (3.12), (3.13).
2.3.1. The case x∞ ∈Ω
Let us denote by un the extension of pn by 0 outside Ω , and introduce the semiclassical
measure µ of ∇t,xun, defined similarly to (3.7) by:〈
∇t,xun
(
t − hn k2 , x − hn
`
2
)
,∇t,xun
(
t + hn k2 , x + hn
`
2
)〉
(3.15)
−→
n→∞
∫
R×R3
e−i(kτ+`·ξ)µ(t, x,dτ,dξ).
Despite the singularity induced by the extension by 0, it is still possible to prove that µ is
supported by the characteristic set {τ 2 = |ξ |2} (see for instance [9] for the stationary case,
where the proof is similar, or [4]). Moreover, we have trivially µ = 0 if x ∈Ωc. The problem
is to understand the behavior of µ as x approaches ∂Ω . For x ∈ ∂Ω , denote by N(x) the
unitary normal vector to ∂Ω at point x , pointing outward with respect to Ω . Then, in view of
equation (3.10), measureµ has a traceµ∂ as (t, x, τ, ξ) approaches the set {x ∈ ∂Ω, ξ ·N(x) 6= 0}
from {x ∈Ω} (see for instance [16, Theorem 4.4.8′]). The distribution µ∂ inherits the positivity
of µ, hence is a positive measure. Therefore, outside the set {x ∈ ∂Ω, ξ ·N(x)= 0}, (3.10) can
be continuated as
τ∂tµ− ξ · ∇xµ= (ξ ·N)µ∂ ⊗ δ∂Ω.(3.16)
Observe that, near the set {x ∈ ∂Ω, ξ ·N(x) 6= 0, τ 2 = |ξ |2}, the wave operator ∂2t −1x is strictly
hyperbolic with respect to the normal coordinate to ∂Ω . Moreover un|R×∂Ω = 0 by the Dirichlet
condition. Consequently (see for instance [9,4,23]), we have:
LEMMA 2.3.2. – For x ∈ ∂Ω , denote by jx the symmetry with respect to the tangent plane
Tx(∂Ω), given by
jx(ξ)= ξ − 2
(
ξ ·N(x))N(x)
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and define J on R× ∂Ω ×R×R3 by:
J (t, x, τ, ξ)= (t, x, τ, jx(ξ)).
Then
J (µ∂)= µ∂.(3.17)
We now collect the above informations on µ to obtain an integral representation of µ using
the billiards flow aboveΩ .
Given x ∈Ω , τ 6= 0, ξ ∈R3, the set
S(x, τ, ξ)=
{
t ∈R, x − t ξ
τ
/∈Ω
}
is an open bounded interval, since Ωc is an open bounded convex set in R3. Denote by I (x, τ, ξ)
the component of S(x, τ, ξ)c which contains 0, and by t0(x, τ, ξ), if it exists, the finite endpoint
of I (x, τ, ξ). Time t0(x, τ, ξ) is therefore the nearest time to 0 such that x − t ξτ ∈ ∂Ω . We set,
for every real number t :
Gt(x, τ, ξ)=
(
x − t ξ
τ
, τ, ξ
)
if t ∈ I (x, τ, ξ),
Gt (x, τ, ξ)=
(
x − t0 ξ
τ
− (t − t0) ξ
′
τ
, τ,
ξ ′
τ
)
, where ξ ′ = j
x−t0 ξτ (ξ),
if t /∈ I (x, τ, ξ).
(3.18)
Observe that (Gt )t∈R is a (time-discontinuous) flow on {ξ ∈Ω} × {τ 6= 0} × {ξ ∈ R3}. Among
the points (x, τ, ξ) such that S(x, τ, ξ) = ∅, a special role is played by those such that the ray{
x − t ξ
τ
, t ∈R} hits the boundary ∂Ω tangentially. We denote by D the set of such “diffractive”
points, near which the analysis is a little more intricate (see for instance [5]) – but we shall not
need this analysis here.
LEMMA 2.3.3. – Let f ∈ C∞0
(
(Ωx ×Rτ \ {0} ×R3ξ ) \D
)
. Then, for every t ∈R:∫
f
(
G−t (x, τ, ξ)
)
µ(t, dx,dτ,dξ)=
∫
f (x, τ, ξ)dµ0(x, τ, ξ),(3.19)
where
dµ0(x, τ, ξ)= 12δ(x − x∞)
∑
±
δ
(
τ ∓ |ξ |)∣∣ψˆ(ξ)± i|ξ |ϕˆ(ξ)|2 dξ
(2pi)3
.(3.20)
Proof. – Let us calculate the distributional derivative of the left-hand side of (3.19). Observe
that f (y, τ, η)= 0 if y lies near ∂Ω , hence f (G−t (x, τ, ξ))= 0 if t lies near −t0(x, τ, ξ). As a
consequence, in view of (3.18), t 7→ f (G−t (x, τ, ξ)), is smooth and
∂
∂t
f
(
G−t (x, τ, ξ)
)= ξ
τ
· ∇xf
(
x + t ξ
τ
, τ, ξ
)
1−t∈I (x,τ,ξ)(3.21)
+ ξ
′
τ
· ∇xf
(
x − t0 ξ
τ
+ (t + t0) ξ
′
τ
, τ,
ξ ′
τ
)
1−t /∈I (x,τ,ξ).
I. GALLAGHER, P. GÉRARD / J. Math. Pures Appl. 80 (2001) 1–49 19
On the other hand, since f is supported outsideD, so is f ◦G−t . The point is that, by the implicit
function theorem, t0 is a C∞ function outside D, and
∇x t0(x, τ, ξ)= τN(x − t0
ξ
τ
)
ξ ·N(x − t0 ξτ )
,(3.22)
in particular ξ
τ
· ∇x t0 = 1. Consequently,
ξ
τ
· ∇x
[
N
(
x − t0 ξ
τ
)]
= 0 and ξ
τ
· ∇x(ξ ′)= 0.
We conclude, in view of (3.18):
ξ
τ
· ∇xf
(
G−t (x, τ, ξ)
)= ξ
τ
· ∇xf
(
x + t ξ
τ
, τ, ξ
)
1−t∈I(3.23)
+ ξ
′
τ
· ∇xf
(
x − t0 ξ
τ
+ (t + t0) ξ
′
τ
, τ,
ξ ′
τ
)
1−t /∈I ,
which is the same as the right-hand side of (3.21). Using (3.16), we conclude:
∂
∂t
∫
f
(
G−t
(
(x, τ, ξ)
)
µ(t, dx dτ dξ
)
=
∫
ξ ·N
τ
f
(
G−t (x, τ, ξ)
)
µ∂ ⊗ δ∂Ω(t, dx dτ dξ)
=
∫
{t ξ
τ
·N(x)>0}
ξ ·N
τ
f
(
x + t jx(ξ)
τ
, τ, jx(ξ)
)
µ∂ ⊗ δ∂Ω(t, dx dτ dξ)
+
∫
{t ξτ ·N(x)<0}
ξ ·N
τ
f
(
x + t ξ
τ
, τ, ξ
)
µ∂ ⊗ δ∂Ω(t, dx dτ dξ),
which is 0 by using ξ ·N(x)=−jx(ξ) ·N(x) and Lemma 2.3.2.
It remains to prove (3.19) for |t| small enough. Let fn be the solution to the free wave equation:
fn = 0, (t, x) ∈R×R3,
fn(0, x)= 1√
hn
ϕ
(
x − xn
hn
)
,
∂t fn(0, x)= 1
h
3/2
n
ψ
(
x − xn
hn
)
.
(3.24)
By finite propagation speed, it is easy to prove that, for |t|< d(x∞, ∂Ω),∥∥∇t,x(pn − fn)(t)∥∥L2(Ω) −→n→∞0.(3.25)
Therefore µ coincides for |t| < d(x∞, ∂Ω) with the semiclassical measure of ∇t,xfn, which
is well known (see for instance [7]) and satisfies (3.19), (3.20). This completes the proof of
Lemma 2.3.3. 2
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It is now easy to carry out the program sketched in (3.11), (3.12), (3.13) with
µ∗(t, x, τ, ξ)= 1O(x, τ, ξ)Gt(µ0)(x, τ, ξ)dt,
O = {(t,Gt (x, τ, ξ)), (x, τ, ξ) ∈ (Ω ×R \ {0} ×R3) \D}.
Indeed, (3.13) holds becauseΩ∞ =R3 and the set of directions ξ such that the line {x∞+sξ, s ∈
R} is tangent to ∂Ω is a null set for the Lebesgue measure by Sard’s Theorem – or by a direct
computation, since Ωc is a convex set here. We conclude
e∞(t)
({x0})= µ0({(x, τ, ξ) ∈Ω × (R \ {0})×R3,pxGt (x, τ, ξ)= x0}),(3.26)
where px denotes the projection onto the x space. Using (3.20), (3.26) becomes
e∞(t)
({x0})=∑
±
∫
E±(t)
Γ±(ξ)dξ,(3.27)
when Γ± ∈ L1(R3) and
E±(t)=
{
ξ ∈R3/pxGt (x∞,±|ξ |, ξ)= x0}.(3.28)
Observe that pxGt(x∞,±|ξ |, ξ) = Ft
(∓ ξ|ξ |) where Ft (ω) = x∞ + tω if [x∞, x∞ + tω] ⊂Ω ,
and Ft (ω) = x∞ + t0(ω)ω + (t − t0(ω))ω′ if [x∞, x∞ + t0(ω)ω] is the component of x∞ in
[x∞, x∞ + tω] ∩Ω , ω′ = jx∞+t0(ω)ω(ω).
We claim that, for every t 6= 0, the map Ft :S2→Ω is one-to-one. This implies that E±(t) is
either empty, or is a half-line in R3; in any case E±(t) is a null set and (3.27) implies (3.5).
The fact that Ft is one-to-one for all t 6= 0 is an elementary geometrical fact. Let us prove it
for the convenience of the reader. Assume:
Ft (ω1)= Ft (ω2).(3.29)
We have to discuss whether the segments [x∞, x∞+ tωj ]meetΩc or not. If both are contained
inΩ , Ft (ωj )= x∞+ tωj , and ω1 = ω2. If one of the segments meetsΩc, the triangle inequality
shows that the other one must meet Ωc too.
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Set t0(ωj ) = tj , yj = x∞ + tjωj ∈ ∂Ω , and Nj = N(yj ). Up to changing ωj into −ωj , we
may assume t > 0, hence tj > 0. Set
Ft(ωj )= yj + λjω′j , λj > 0.
Then, by (3.29),
(y1 − y2) ·
(
ω′1 −ω′2
)= (−λ1ω′1 + λ2ω′2) · (ω′1 −ω′2)(3.30)
=−(λ1 + λ2)
(
1−ω′1 ·ω′2
)
6 0.
On the other hand,
(y1 − y2) ·
(
ω′1 −ω′2
)= (t1ω1 − t2ω2) · (ω1 −ω2)
− 2(y1 − y2) ·N1(ω1 ·N1)(3.31)
+ 2(y1 − y2) ·N2(ω2 ·N2).
The last two terms of the right-hand side of (3.31) are nonnegative because of the convexity of
Ωc. Therefore (3.31) implies
(y1 − y2) ·
(
ω′1 −ω′2
)
> (t1 + t2)(1−ω1 ·ω2) > 0
unless ω1 = ω2. This completes the proof of property (a) if x∞ ∈Ω .
Remark 2.3.4. – Notice that, in the last part of the proof above, the geometry of Ω played a
crucial role – indeed, Proposition 2.3.1 is clearly wrong in the case of other geometries.
Let us close this subsection by proving part (b) when x∞ ∈Ω . Coming back to the solution fn
to the free problem (3.24), we observe that convergence (3.25) is uniform for |t|6 12d(x∞, ∂Ω),
say, hence (3.25) holds with t = εn.
Hence we are led to proving ∥∥fn(εn)∥∥L6(R3) −→n→∞ 0,(3.32)
which for instance can be done similarly to the case |t| small enough above, by computing the
semi-classical measure of ∇s,ygn, where
gn(s, y)= ε1/2n fn(εns, εny),(3.33)
associated with the scale δn = hnεn → 0.
2.3.2. The case x∞ ∈ ∂Ω
We begin with proving part (a), namely (3.5). Of course we may assume, say, t > 0. The
strategy sketched before Subsection 2.3.1 will be completely carried out if we prove the following
result:
LEMMA 2.3.5. – The semiclassical measure µ of ∇t,xpn above {x ∈Ω,τ 6= 0} satisfies, for
all t > 0,
µ(t, x, τ, ξ)> δ
(
x − x∞ + t ξ
τ
)
λ0(τ, ξ),(3.34)
where λ0 is a measure, absolutely continuous with respect to the Lebesgue measure on the cone
{τ 2 = |ξ |2, ξ
τ
·N(x∞) > 0}, with total mass given by:
TM(λ0)= ‖∇PΩ∞ϕ‖2L2 + ‖1Ω∞ψ‖2L2 .(3.35)
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Observe that Lemma 2.3.5 makes sense since the right-hand side of (3.34) is a measure above
{x ∈Ω}, in view of the specific geometry of Ω .
Proof of Lemma 2.3.5. – Since we already know that µ satisfies τ∂tµ − ξ · ∇xµ = 0 above
{x ∈Ω}, (3.34) is true for every t > 0 if and only if it is true for some t > 0. Hence we are led
to proving (3.34) for small t > 0. As a consequence we only need to study µ above a convenient
neighbourhood of t = 0, x = x∞ intersected by ]0,+∞[×Ω .
In order to accomplish this program, we introduce the following normal coordinates near x∞.
By rotational invariance, we may assume:
N(x∞)= (0,0,1).
Then there exists a local parametrization of ∂Ω , m: {|z|< 1} ⊂R2→ ∂Ω ⊂R3, such that
m(0)= x∞, ∂m
∂z1
(0)= (1,0,0), ∂m
∂z2
(0)= (0,1,0).(3.36)
Set N(z)=N(m(z)) for simplicity. For r0 > 0 small enough, the mapping
{|z|< 1} × {|r|< r0} ⊂R2 ×R−→m(z)− rN(z) ∈R3(3.37)
induces local coordinates near x∞ in R3, so that Ω = {r > 0}. We denote by vn the local
extension of pn in a neighbourhood of x = x∞ by the reflexion formula:
vn(t, x
′)=−vn(t, x) if z(x ′)= z(x), r(x ′)=−r(x).(3.38)
Then vn satisfies a wave equation with variable coefficients,
ρ∂2t vn − div(A∇vn)= 0,(3.39)
in a neighbourhood of t = 0, x = x∞, where ρ, A are continuous piecewise smooth functions
with interface on ∂Ω . Of course, if x ∈Ω , ρ(x) = 1 and A(x) is the identity matrix. Next we
introduce the Wigner correlation functions:
Cabn (t, x, k, `)=Uan
(
t − hn k2 , x − hn
`
2
)
U
b
n
(
t + hn k2 , x + hn
`
2
)
,(3.40)
where Un = (√ρ∂tvn,
√
A∇xvn), and index a = 0 corresponds to coordinate t . Notice that the
above expression ofUn is motivated by the energy associated to (3.39), namely ‖√ρ∂tvn(t)‖2L2+
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‖√A∇xvn‖2L2 . Using [10], we have, up to a subsequence,
Cabη (t, x, k, `)⇀
∫
R×R3
e−i(τk+ξ ·`)Vab(t, x,dτ, dξ)(3.41)
in the distributional sense, where (Vab)06a,b63 is a positive matrix-valued measure. Observe
that the local feature of the Wigner transform implies that the restriction of ν = (V) to {x ∈Ω}
is exactly µ. Next we prove that, outside {τ = ξ = 0}, V is determined by ν. For simplicity,
introduce the following notation:
∂(t,x) := ∂, ∂(k,`) := ∂˙,(3.42)
f±n (t, x, k, `) := fn
(
t ± hn k2 , x ± hn
`
2
)
,(3.43)
for every sequence fn = fn(t, x).
Set Vn = (∂tvn,∇xvn), Dabn = (V an )−(V bn)+, and
P =
(√
ρ 0
0
√
A
)
.(3.44)
Then
Cn = P−DnP+(3.45)
and, by the Schwarz identity,(
1
2
hn∂c − ∂˙c
)
Dabn =
(
1
2
hn∂a − ∂˙a
)
Dcbn .(3.46)
Passing to the limit in (3.45), (3.46), we conclude:
V(t, x, τ, ξ)= (
√
ρτ,
√
Aξ)⊗ (√ρτ,√Aξ)
ρτ 2 +Aξ · ξ ν(t, x, τ, ξ)(3.47)
outside {τ = ξ = 0}.
Therefore we can derive the localization law for ν: from (3.39) we have:(
1
2
hn∂t − ∂k
)(
ρ−∂t v−n ∂tv+n
)−(1
2
hn divx −div`
)(
A−∇v−n ∂tv+n
)= 0.(3.48)
Passing to the limit in (3.48), we obtain, outside {τ = 0}, in view of (3.47),(
ρτ 2 −Aξ · ξ)ν = 0.(3.49)
Finally we have to derive a transport equation analogous to (3.10).
Observe that cn = tr(Cn) satisfies:
cn = ρ−∂tv−∂tv+ +A−∇v− · ∇v+ +En,
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where En goes to 0 weakly in k, x, `, uniformly in t . Therefore a straightforward calculation
leads to the identity – where we dropped subscripts n for simplicity –
∂cn
∂t
− ∂En
∂t
= divx
[
A−∇v−∂t v+ + ρ
−
ρ+
∂tv
−A+∇v+
]
− ∂t v−∇
(
ρ−
ρ+
g
)
· ∇v+
(3.50)
−
(
1
2
hn∂t − ∂k
)[
` · ∇˜ρ
ρ+
∇v− ·A+∇v+ − ` · ∇˜A∇v− · ∇v+
]
with the notation
g˜(x, `)=
1/2∫
−1/2
g(x + hnθ`)dθ.
From (3.50) we deduce several pieces of information. First, since A,ρ are Lipschitz functions,
we observe that, for some sequence E˜n going to 0 weakly in x, k, ` and uniformly in t , the
quantity ∂
∂t
(cn − E˜n) is bounded in t , valued in D′x,k,`.
We conclude that the sequence cn is equicontinuous in t , in particular ν is continuous in t , and
its value ν0 at t = 0 is the inverse Fourier transform of the limit of cn(t = 0).
Next we multiply (3.50) by εg( r(x)
ε
)
, where g ∈ C∞0 (R) satisfies g′(0) = 1. Passing to the
limit as n→∞, then as ε→ 0, and taking the inverse Fourier transform in (k, `), we obtain, for
τ 6= 0,
1r=0 ∇r(x) ·A(x)ξ ν = 0,(3.51)
which, since {r = 0} = {x ∈ ∂Ω} and A(x)= I on ∂Ω , means exactly
ν
({
x ∈ ∂Ω, ξ ·N(x) 6= 0, τ 6= 0})= 0.(3.52)
In view of (3.52), it is now possible to pass to the limit in (3.50), using the following lemma:
LEMMA 2.3.6. – Let fn, gn be bounded sequences in L2loc(D), where D is an open domain in
Rd . Let a be a Lipschitz function on D, C1 outside a closed subset F of D and let b ∈ L∞(D),
continuous outside F . Assume the Wigner measure V of (fn, gn) satisfies
tr(V)((F ×Rd)∩G)= 0,(3.53)
where G is some open subset of T ∗Rd . Then
a(y + hn z2 )− a(y − hn z2 )
hn
fn
(
y − hn z2
)
gn
(
y + hn z2
)
⇀
∫
Rd
e−iz·ηλ(y, dη),(3.54)
where the distribution λ satisfies
λ|G =−i divη
[∇yaV12]∣∣G.
Similarly, we have:
b
(
y + hn z2
)
fn
(
y − hn z2
)
gn
(
y + hn z2
)
⇀
∫
Rd
e−iz·ηb(y)V12(y, dη).(3.54)′
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We postpone the proof of Lemma 2.3.6 and show how to get Lemma 2.3.5. By (3.52), we
may apply Lemma 2.3.6 to components of Un, with F = ∂Ω and G is the complement of
{τ = 0} ∪ {x ∈ ∂Ω, ξ ·N(x)= 0}. Therefore (3.50) leads to the following equation in G:
τ
∂ν
∂t
= divx
[
Aξ
ρ
ν
]
+ 1
2
divξ
[(∇ρ
ρ2
Aξ · ξ − 1
ρ
(∇A)ξ · ξ
)
ν
]
,(3.55)
which is the transport equation along the Hamiltonian vector field associated with the wave
symbol 12
(
τ 2 − 1
ρ
Aξ · ξ). The problem is that coefficients ∇ρ, ∇A are discontinuous. One can
resolve this difficulty by means of the following elementary lemma:
LEMMA 2.3.7. – Let b be a piecewise smooth vector field on a domainD ⊂RN with interface
localized on a hypersurface S ⊂D. We assume that the normal component of b to S is continuous
through S and does not vanish. Then, for every X0 ∈RN , there exists a unique maximal solution
to the differential equation
X˙(t)= b(X(t)), X(0)=X0,(3.56)
interpreted in the distributional sense in the t variable. The maps Gt :X0 7→ X(t) constitute a
Lipschitz local flow on D, and, for every positive measure ν on [0, T ] ×D satisfying:
∂ν
∂t
+ div(bν)= 0 on ]0, T [×D,
ν([0, T ] × S)= 0,
ν|t=0 > ν∗
(3.57)
such that, ∀X0 ∈ supp(ν∗), Gt(X0) exists for t ∈ [0, T [, we have, for every t ∈ [0, T [,
ν(t)>Gt(ν∗).(3.58)
The proof of Lemma 2.3.7 is based on the observation that, if X0 ∈ S, X(t) cannot stay in S
since b(X) is transverse to S. The whole proof is an easy adaptation of the usual arguments for
Lipschitz vector fields and is left to the reader.
In order to apply Lemma 2.3.7 to our context, we need some information about ν|t=0, which,
as already observed, is the inverse Fourier transform of the weak limit of the correlation function
cn at t = 0.
Denote by vn,± the solution to:
ρ∂2t νn,+ − div(A∇vn,+)= 0,
vn,+(0, x)=PΩ
(
1√
hn
ϕ
(
x − xn
hn
))
,
∂t vn,+(0, x)= 1Ω(x) 1
h
3/2
n
ψ
(
x − xn
hn
)
,
(3.59)
and set
vn,−(t, x)= vn,+(t, x ′).(3.60)
Then we have vn = vn,+ − vn,−. Arguing as in Proposition 2.1.3, one proves easily that the
function φn,+ defined by
φn,+(k, `)= h1/2n vn,+(hnk, xn + hn`)(3.61)
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converges strongly for the energy norm to the solution φ+ of
φ+ = 0, φ+|k=0 =PΩ∞ϕ, ∂kφ+|k=0 = 1Ω∞ψ,(3.62)
locally uniformly with respect to k. We have a similar result for vn,− and the corresponding
solution φ− of φ− = 0, so that
vn(hnk, x)= 1√
hn
[
φ+
(
k,
x − xn
hn
)
− φ−
(
k,
x − x ′n
hn
)]
+ o(1)(3.63)
in the energy norm. Plugging (3.63) into (3.40) with t = 0, and passing to the limit as n→∞,
we obtain, after a straightforward calculation,
ν0(x, τ, ξ)= δ(x − x∞)
∑
±
δ
(
τ ∓ |ξ |)H±(ξ)dξ,(3.64)
where 
H±(ξ)= 12
(∣∣ψˆ(ξ)± i|ξ |ϕˆ(ξ)∣∣2 + ∣∣ψˆ(j (ξ))± i|ξ |ϕˆ(j (ξ))∣∣2) if Ω∞ =R3,
H±(ξ)= 12
∣∣1̂Ω∞ψ(ξ)− 1̂Ω∞ψ(j (ξ))e2iαξ ·N
± i|ξ |(P̂Ω∞ϕ(ξ)− P̂Ω∞ϕ(j (ξ))e2iαξ ·N)∣∣2 if Ω∞ = {ξ ·N > α}.
(3.64)′
In both cases, j = jx∞ , N =N(x∞).
We set λ0(ξ, τ ) = 1 ξ
τ
·N>0
∑
± δ(τ ∓ |ξ |)H±(ξ)dξ . Then an elementary calculation yields
(3.35).
Finally, we observe that, if ξ
τ
·N > 0, then Gt(x∞, τ, ξ)=
(
x∞ − t ξτ , τ, ξ
)
stays aboveΩ for
t > 0, hence we can apply Lemma 3.7 with
νε∗ = 1 ξ
τ
·N>εν0
for all ε, and get finally inequality (3.34). This completes the proof of Lemma 2.3.5. Now we
come back to the proof of Lemma 2.3.6. We prove only formula (3.54), the arguments for (3.54)′
being similar. Up to cutting off functions fn, gn, we may assume that fn, gn are bounded in
L2(Rd). Let χε ∈ C∞(Rd) such that χε(x)= 1 for (x,F )6 ε, and χε(x)= 0 for d(x,F )> 2ε.
We denote by Λn(y, z) the left-hand side of (3.54). For fixed ε, we have, in S ′(Rdy ×Rdz ),(
1− χ2ε (y)
)
Λn(y, z) ⇀
n→∞z ·
(
1− χ2ε
)
k∇yaVˆ12(y, z)(3.65)
since (1− χ2ε )∇ya is continuous.
On the other hand, for every k ∈ S(Rd ×Rd ):∫
k(y, z)χ2ε (y)Λn(y, z)dy dz=
∫
k(y, z)
a+ − a−
hn
(χεfn)
−(χεgn)+ dy dz+ o(1)(3.66)
as n goes to infinity. Let Qn be the operator of kernel 1hdn k
( y+y ′
2 ,
y−y ′
hn
)
. Then (3.66) reads as
∫
kχ2ε Λn dy dz=
(
1
hn
[a,Qn]χεfn,χεgn
)
L2
.(3.67)
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Choose q = kˆ ∈ C∞0 (G) and q˜ ∈ C∞0 (G) such that q˜ = 1 near supp(q). If Q˜n denotes the
operator corresponding to q˜ , the pseudodifferential calculus implies:
Qn −QnQ˜n =O
(
h∞n
)
in B
(
L2
)
.(3.68)
On the other hand ∫
kχ2ε Λn dy dz=
(
1
hn
[a,Qn]Q˜n(χεfn),χεgn
)
L2
(3.69)
+
(
1
hn
[a,Qn −QnQ˜n]χεfn,χεgn
)
L2
+ 1
hn
(
Qn[a, Q˜n](χεfn),χεgn
)
L2 .
In the right-hand side of (3.69), the first term is bounded by C‖Q˜n(χεfn)‖L2‖χεgn‖L2 , the sec-
ond term goes to 0 in view of (3.68), while the third term is bounded by ‖χεfn‖L2‖Q∗n(χεgn)‖L2 .
Passing to the limit as n→∞, we obtain:
lim
n→∞
∣∣∣∣ ∫ kχ2ε Λn dy dz∣∣∣∣6 C˜ sup(|q| + |q˜|)
(∫
G
|χε|2d tr(V)
)1/2
(3.70)
which goes to 0 as ε→ 0 in view of assumption (3.53). Combining (3.70) and (3.65) completes
the proof of Lemma 2.3.6.
We close this section by indicating briefly how to modify the above proof in order to prove part
(b) in the case x∞ ∈ ∂Ω . Denote by v˜n(t, z, r) the expression of vn in the normal coordinates
(3.37) near x∞, and set:
wn(s, y)= ε1/2n v˜n
(
εns, zn + εny ′, εny3
)
,(3.71)
where (zn, rn) are the normal coordinates of xn. Our goal will be attained if we prove∥∥wn(1)∥∥L6y −→n→∞0,(3.72)
which we prove once again using Wigner measures corresponding to the scale δn = hnεn . Indeed,
wn is solution to a wave equation
ρn∂
2
t wn − div(An∇wn)= 0,(3.73)
where ρn, An are sequences of continuous piecewise smooth functions of y with interface on
{y3 = 0}, and which satisfy moreover
|ρn − 1| + |An − I | −→ 0, |∇ρn| + |∇An| −→ 0(3.74)
uniformly on compact subsets.
Then one can copy formulae (3.40)→ (3.50) in this context, the limiting process being much
simplified by (3.74). One finds that the Wigner measure ν˙ associated with (∇s,ywn) satisfies:(
σ 2 − |η|2)ν˙ = 0, (σ∂s − η · ∂y)ν˙ = 0.(3.75)
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Moreover the computation of ν˙|s=0 can be done similarly to formulae (3.59) → (3.63).
This allows one to conclude as before, using conservation of energy and the concentration-
compactness principle. We leave the easy details to the reader. 2
Remark 2.3.8. – An alternative strategy in order to deal with measures of solutions to the
Dirichlet problem for the wave equation could be to use measures on the Melrose compressed
cotangent bundle as introduced by Lebeau in [18] (see also the recent paper by Burq and Lebeau
[6]).
3. The linear equation
The aim of this section is to prove Theorem 1 stated in the introduction. For the convenience
of the reader, let us recall the statement. We consider a sequence (vn) of finite energy solutions
to the following problem: {
vn = 0 in Rt ×Ω, vn|Rt×∂Ω = 0,
(vn, ∂tvn)|t=0 = (ϕn,ψn),
where (ϕn,ψn) is bounded in E(Ω), and compact at infinity (see the introduction, equation (8)).
We shall prove that up to an extraction, vn can be decomposed as follows:
vn(t, x)= v(t, x)+
∑`
j=1
p
(j)
n (t, x)+w(`)n (t, x),(1)
where v is the weak limit of vn, and where the p(j)n ’s and w(`)n satisfy the following properties:
• p(j)n is the linear concentrating wave associated with concentrating data(
ϕ(j),ψ(j), h
(j)
n , x
(j)
n , t
(j)
n
)
, where if j 6= k,
∣∣∣∣ log(h(j)n
h
(k)
n
)∣∣∣∣ −→n→∞∞ or h(j)n = h(k)n and
∣∣(x(j)n , t(j)n )− (x(k)n , t(k)n )∣∣
h
(j)
n
−→
n→∞∞.
• The remainder w(`)n satisfies, for every T > 0
lim
n→∞
∥∥w(`)n ∥∥L∞([−T ,T ];L6(Ω)) −→`→∞0.(2)
• The energies are orthogonal, in the following sense:
E0(vn)=E0(v)+
∑`
j=1
E0
(
p
(j)
n
)+E0(w(`)n )+ o(1), n→∞.(3)
Without loss of generality we can suppose that the initial data satisfies:
(ϕn,ψn) ⇀
n→∞(0,0) in E(Ω),(4)
hence that v ≡ 0.
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The structure of the proof is as follows: in the first part, we extract the scales h(j)n of
concentration, using results proved in [8]. In the second part, we consider a fixed scale h,
and decompose a strictly h-oscillatory function into a sum of concentrating waves, with data
at time t (j)h concentrated at a point x
(j)
h , and satisfying the properties required in the theorem.
The combination of both steps yields the result.
e
3.1. Extraction of scales
Let us prove the following proposition:
PROPOSITION 3.1. – Under the assumptions of Theorem 1, the function vn can, up to an
extraction, be decomposed in the following way: for any ` ∈N∗,
vn(t, x)=
∑`
j=1
v
(j)
n (t, x)+ ρ(`)n (t, x),(1.1)
where each v(j)n is a strictly (h(j)n )-oscillatory solution of the linear wave equation in Ω , where
h
(j)
n −→
n→∞0, and where ∣∣∣∣log h(j)n
h
(k)
n
∣∣∣∣ −→n→∞+∞ if j 6= k.(1.2)
Moreover, we have, for every T > 0,
lim
n→∞
∥∥ρ(`)n ∥∥L∞([−T ,T ],L6(Ω)) −→`→∞0(1.3)
as well as
E0(vn)=
∑`
j=1
E0
(
v
(j)
n
)+E0(ρ(`)n )+ o(1), n→∞,(1.4)
and
∀j 6= k, ∥∥v(j)n v(k)n ∥∥L∞(Rt ,L3(Ω)) −→n→∞ 0.(1.5)
Proof. – The proof is an adaptation of [8], using the propagation of h-oscillation proved in
Proposition 2.2.6. Indeed, the functions ∇ϕn and ψn are bounded in L2(R3), hence can be (see
[8]) decomposed in the following way, up to the extraction of a subsequence:
∀` ∈N∗, (ϕn,ψn)=
∑`
j=1
(
ϕ
(j)
n ,ψ
(j)
n
)+ (Φ(`)n ,Ψ (`)n ),
where the ϕ(j)n ’s and the ψ(j)n ’s are strictly (h(j)n )-oscillatory, h(j)n −→
n→∞0, and where
lim
n→∞
(∥∥∇Φ(`)n ∥∥B˙02,∞ + ∥∥Ψ (`)n ∥∥B02,∞) −→`→∞0.(1.6)
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Let us recall that for any function f :
‖f ‖B˙02,∞
def= sup
k∈Z
( ∫
2k6|ξ |62k+1
∣∣fˆ (ξ)∣∣2 dξ)1/2,(1.7)
where fˆ is the Fourier transform of f .
Moreover we have the orthogonality property:
∀` ∈N∗, ∥∥(ϕn,ψn)∥∥2E =∑`
j=1
∥∥(ϕ(j)n ,ψ(j)n )∥∥2E + ∥∥(Φ(`)n ,Ψ (`)n )∥∥2E + o(1), n→∞,
and h(j)n is orthogonal to h(k)n for all j 6= k, in the sense that:∣∣∣∣log h(j)n
h
(k)
n
∣∣∣∣ −→n→∞∞ if j 6= k.(1.8)
Now we know from Proposition 2.2.6, that strict (hn)-oscillation is propagated by the wave
equation in Ω . That implies that, up to the extraction of a subsequence, we can write:
vn(t, x)=
∑`
j=1
v
(j)
n (t, x)+ ρ(`)n (t, x),(1.9)
where each v(j)n is strictly (h
(j)
n )-oscillatory, satisfies the equation:{
v(j)n = 0 in Rt ×Ω, v(j)n |Rt×∂Ω = 0,(
v
(j)
n , ∂t v
(j)
n
)∣∣
t=0 = (ϕ(j)n ,ψ(j)n ),
(1.10)
and conservation of energy yields
E0(vn)=
∑`
j=1
E0
(
v
(j)
n
)+E0(ρ(`)n )+ o(1), n→∞.(1.11)
Now let us prove that for any T > 0,
lim
n→∞
∥∥ρ(`)n ∥∥L∞([−T ,T ],L6(Ω)) −→`→∞0.(1.12)
Let ε > 0 be fixed. According to (1.6), we have for ` large enough,
lim
n→∞
(∥∥∇Φ(`)n ∥∥B˙02,∞ + ∥∥Ψ (`)n ∥∥B˙02,∞)6 ε.(1.13)
Now let (hn) be a sequence of scales, and let (∇Φ˜(`)n , Ψ˜ (`)n ) be the strictly (hn)-oscillatory
component of (∇Φ(`)n ,Ψ (`)n ). According to [1], equality (3.14), we get from (1.13) that:
lim
n→∞
(∥∥∇Φ˜(`)n ∥∥L2(R3) + ∥∥Ψ˜ (`)n ∥∥L2(R3))6 Cε,(1.14)
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where C is a universal constant.
Now we use Corollary 2.2.7: we infer that for ` large enough, for any sequence (hn) of scales
and (tn) of real numbers, the strictly (hn)-oscillatory component of (∇ρ(`)n (tn), ∂tρ(`)n (tn)), noted
(f˜
(`)
n , g˜
(`)
n ), satisfies by conservation of energy:
lim
n→∞
(∥∥f˜ (`)n ∥∥L2(R3) + ∥∥g˜(`)n ∥∥L2(R3))6 Cε.(1.15)
Using again [1], equality (3.14), we infer that
lim
n→∞
∥∥∇ρ(`)n ∥∥L∞(R,B˙02,∞) −→`→∞0.(1.16)
Now it is just a matter of using the refined Sobolev inequality proved in [11] (see also [1]), which
states that
∀f, ‖f ‖L6(R3) 6 C‖∇f ‖1/3L2(R3)‖∇f ‖
2/3
B˙02,∞
,(1.17)
which proves (1.12).
We are finally left with the proof of the orthogonality property (1.5). It is due to the following
lemma:
LEMMA 3.2. – Let hn and h˜n be two orthogonal scales, and let (fn) and (f˜n) be two
sequences such that ∇fn (resp. ∇f˜n) is strictly (hn) (resp. h˜n)-oscillatory. Then we have:
lim
n→∞‖fnf˜n‖L3(R3) = 0.(1.18)
Proof. – We suppose for instance that h˜n
hn
−→
n→∞0. Let us start by assuming that the Fourier
transforms of fn and f˜n are both localized in a ring of R3, of the type
Cn =
{
ξ ∈R3 | a 6 hn|ξ |6 b
}
, b > a > 0.(1.19)
Then we have, by Hausdorff–Young’s inequality,∥∥fnf˜n∥∥L3(R3) 6C∥∥fˆn ∗ ̂˜f n∥∥L3/2(R3)
6C
∥∥fˆn∥∥L1(R3)∥∥̂˜f n∥∥L3/2(R3),
which implies that
∥∥fnf˜n∥∥L3(R3) 6 C( 1hn
)3/2
‖fn‖L2(R3)
(
1
h˜n
)1/2∥∥f˜n∥∥L2(R3) 6 C h˜1/2n
h
1/2
n
,
since ‖fn‖L2(R3) 6 a−1hn‖∇fn‖L2(R3) by the spectral localization assumption on fn, and
similarly for f˜n. So the result is proved in that case.
If fn (resp. f˜n) is not spectrally localized, then the strict (hn)-oscillatory assumption enables
one to approximate fn by f δn with:
lim
n→∞
∥∥∇(fn − f δn )∥∥L2(R3) 6 δ,(1.20)
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and supp fˆ δn ⊂ Cn. Then it is just a matter of using Hölder’s and Sobolev’s inequalities, which
yield ∥∥(fn − f δn )f˜n∥∥L2(R3) 6 ∥∥fn − f δn ∥∥L6(R3)∥∥f˜n∥∥L6(R3)
6Cδ
∥∥∇f˜n∥∥L2(R3),
and the lemma is proved, and with it, Proposition 3.1. 2
3.2. Extraction of times and cores of concentration
Each function v(j)n obtained in the previous section is going to be decomposed into a sum
of orthogonal concentrating waves. To simplify the notation, we shall consider a strictly h-
oscillatory family of functions, noted vh(t, x).
PROPOSITION 3.3. – Let vh be a strictly h-oscillatory family of functions. Then up to an
extraction, there exist linear concentrating waves p(k)h , associated with concentrating data
(ϕ(k),ψ(k), h, x
(k)
h , t
(k)
h ), such that for any ` ∈N∗, and up to a subsequence,
vh(t, x)=
∑`
k=1
p
(k)
h (t, x)+w(`)h (t, x);(2.1)
∀j 6= k, |(x
(j)
h , t
(j)
h )− (x(k)h , t(k)h )|
h
−→
h→0+∞;(2.2)
E0(vh)=
∑`
k=1
E0
(
p
(k)
h
)+E0(w(`)h )+ o(1), h→ 0;(2.3)
∀T > 0, lim
h→0
∥∥w(`)h ∥∥L∞([−T ,T ],L6(Ω)) −→`→∞0.(2.4)
Remark 3.4. – It is clear that Proposition 3.3, combined with Proposition 3.1, proves
Theorem 1.
Proof of the proposition. – The proof is inspired by the method introduced in [24]. Let us start
by defining some notation. For any sequence (x(k)h , t
(k)
h ), we define the operatorD
(k)
h , which acts
on any f defined on Rt ×R3 in the following way:
D
(k)
h f (y)
def= (h1/2f (t(k)h , x(k)h + hy), h3/2∂tf (t(k)h , x(k)h + hy)).(2.5)
If f satisfies the linear wave equation in Ω , then we define the function:
W(k)h f (s, y)
def= h1/2f (t(k)h + hs, x(k)h + hy),(2.6)
which satisfies the linear wave equation in
Ω
(k)
1/h
def= Ω − x
(k)
h
h
,(2.7)
and we have (W(k)h f, ∂sW(k)h f )|s=0 =D(k)h f . Finally, we define the exhaustion function δ by:
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∀u def= (uh)h>0, δ(u) def= sup
x,t
{‖∇ϕ‖2
L2(R3) + ‖ψ‖2L2(R3),(2.8)
Dhuh ⇀ (ϕ,ψ), up to a subsequence
}
.
Let us prove the following result:
LEMMA 3.5. – For any bounded energy sequence (uh)h>0 of functions, we have:
∀T > 0, lim
h→0 ‖uh‖L∞([−T ,T ],L6(R3)) 6 Cδ(u)
1/3 lim
h→0E0(uh)
1/6.(2.9)
Proof. – It is based on the result proved in [8]; let th be an arbitrary sequence of real numbers,
and let us write, up to an extraction and according to [8], Proposition 4.1,
uh(th, x)=
∑`
j=1
1
h1/2
ϕ(j)
(
x − x(j)h
h
)
+W(`)h (x), ∀` ∈N∗,(2.10)
with, ∀` ∈N∗,
E0(uh)=
∑`
j=1
E0
(
ϕ(j)
)+E0(W(`)h )+ o(1), h→ 0,(2.11)
and
lim
h→∞
∥∥W(`)h ∥∥L6(R3) −→`→∞0.(2.12)
It is easy to see that up to an extraction (see [8], Remark 1.2(b)):
lim
h→0
∥∥uh(th, ·)∥∥6L6(R3) = ∞∑
j=1
∥∥ϕ(j)∥∥6
L6(R3),(2.13)
and also
lim
h→0
∥∥∇uh(th, ·)∥∥2L2(R3) > ∞∑
j=1
∥∥∇ϕ(j)∥∥2
L2(R3).(2.14)
By the embedding of H˙ 1(R3) into L6(R3), we get:
lim
h→0
∥∥uh(th, ·)∥∥6L6(R3) 6C limh→0∥∥∇uh(th, ·)∥∥2L2(R3) supj ∥∥∇ϕ(j)∥∥4L2(R3)
6C lim
h→0E0(uh)δ(uh)
2.
The lemma is proved. 2
Let us now proceed to the extraction of the x(k)h ’s and t
(k)
h ’s: we can suppose that δ(v) > 0,
otherwise Lemma 3.5 shows that there is nothing to be proved. Now let us choose (ϕ(1),ψ(1)) ∈
H˙ 1×L2(R3) and (x(1)h , t(1)h )h>0 such that:
∥∥∇ϕ(1)∥∥2
L2(R3) +
∥∥ψ(1)∥∥2
L2(R3) >
1
2
δ(v),(2.15)
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and
D
(1)
h vh ⇀
h→0
(
ϕ(1),ψ(1)
)
.(2.16)
Then p(1)h is the linear concentrating profile associated with (ϕ(1),ψ(1), h, x
(1)
h , t
(1)
h ).
LEMMA 3.6. – Let w(1)h
def= vh − p(1)h . Then
E0(vh)=E0
(
p
(1)
h
)+E0(w(1)h )+ o(1), h→ 0.
Proof. – It is an easy computation. Let B be the bilinear form associated with the energy:
B(a, b)
def=
∫
Ω
(
∂t a · ∂t b(x)+∇a · ∇b(x)
)
dx.(2.17)
All we need to prove is that
B
(
vh,p
(1)
h
)= E0(p(1)h )+ o(1), h→ 0,(2.18)
which is a straightforward consequence of conservation of energy combined with Proposi-
tion 2.1.1 and Lemma 2.1.2. 2
Now the expansion of vh given in Proposition 3.3 follows by induction: let us suppose that
vh(t, x)=
K∑
k=1
p
(k)
h (t, x)+w(K)h (t, x),(2.19)
where
E0(vh)=
K∑
k=1
E0
(
p
(k)
h
)+E0(w(k)h )+ o(1), h→ 0,(2.20)
and where p(k)h is a linear concentrating wave, associated with data (ϕ(k),ψ(k), h, x
(k)
h , t
(k)
h )
where the (x(k)h , t
(k)
h )k6K are orthogonal:
∀j 6= k, (j, k) ∈ {1, . . . ,K}2, |(x
(k)
h , t
(k)
h )− (x(j)h , t(j)h )|
h
−→
h→0∞.(2.21)
Exactly as previously, we can suppose that δ(w(k)) > 0, and we can define
(ϕ(K+1),ψ(K+1), x(K+1)h , t
(K+1)
h ) such that:∥∥∇ϕ(k+1)∥∥2
L2 +
∥∥ψ(k+1)∥∥2
L2 >
1
2
δ
(
w(K)
)
,(2.22)
D
(K+1)
h W
(K)
h ⇀
h→0
(
ϕ(K+1),ψ(K+1)
)
,(2.23)
and p(K+1)h is the linear concentrating wave associated with the data
(ϕ(K+1),ψ(K+1), h, x(K+1)h , t
(K+1)
h ).
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Then Lemma 3.6 applied to w(K)h and p
(K+1)
h implies that:
E0
(
w
(K)
h
)= E0(p(K+1)h )+E0(w(K+1)h )+ o(1), h→ 0,(2.24)
where w(K+1)h =w(K)h − p(K+1)h ; hence to conclude the proof of the proposition, all we need is
to prove the orthogonality of (x(K+1)h , t
(K+1)
h ) and (x
(j)
h , t
(j)
h ) for j 6K , as well as the fact that
for any T > 0,
lim
h→0
∥∥w(K)h ∥∥L∞([−T ,T ],L6(Ω)) −→K→∞0.(2.25)
The latter fact is due to Lemma 3.6 which yields, with conservation of energy,
E0(vh)=
K∑
k=1
(∥∥∇ϕ(k)∥∥2
L2 +
∥∥ψ(k)∥∥2
L2
)+E0(w(K)h )+ o(1), h→ 0.(2.26)
In turn that implies that
E0(vh)=
∞∑
k=1
(∥∥∇ϕ(k)∥∥2
L2 +
∥∥ψ(k)∥∥2
L2
)+E0(wh)+ o(1), h→ 0,(2.27)
where we replaced K by a sequence Kh−→
h→0∞.
So in particular, the series of general term ‖∇ϕ(k)‖2
L2
+‖ψ(k)‖2
L2
converges. But by definition
of (ϕ(k),ψ(k)) in (2.22), we have
δ
(
w(k)
)
6 2
(∥∥∇ϕ(k+1)∥∥2
L2 +
∥∥ψ(k+1)∥∥2
L2
);(2.28)
that implies that
lim
K→∞ δ
(
w(K)
)= 0,(2.29)
and Lemma 3.5 yields the result: we have
lim
h→0
∥∥w(K)h ∥∥L∞([−T ,T ],L6(Ω)) −→K→∞0.(2.30)
Finally we are left with the proof of the orthogonality of the concentration cores x(k)h and times
t
(k)
h . In the following, considering two families (z
(j)
h )h>0 and (z
(k)
h )h>0 of elements of R
d
, d > 1,
we shall write z(j)h ⊥h z(k)h if |z
(j)
h −z(k)h |
h
−→
h→0∞, and symmetrically, we will write z
(j)
h 6⊥h z(k)h if
|z(j)h −z(k)h |
h
−→
h→0λ ∈R
+
.
Let us prove the following result:
LEMMA 3.7. – Let {j, j ′} ∈ {1, . . . ,K}2 be such that(
x
(j)
h , t
(j)
h
) 6⊥h (x(K+1)h , t(K+1)h ) and (x(j)h , t(j)h )⊥h (x(j ′)h , t(j ′)h ).
ThenW(j)h w(K+1)h andW(j)h p(j
′)
h go weakly to zero in the energy space, as h goes to zero (see
(2.6) for the definition ofW(j)h ).
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Proof. – Let us start by considering the case ofW(j)h w(K+1)h . By assumption, there exist τh ∈R
and ξh ∈R3 such that
t
(j)
h = t(K+1)h + τhh, x(j)h = x(K+1)h + ξhh,(2.31)
and τh−→
h→0τ ∈R, ξh−→h→0ξ ∈R
3
. By definition ofW(j)h w(K+1)h given in (2.6), we have
W(j)h w(K+1)h (s, y)= h1/2w(K+1)h
(
t
(j)
h + hs, x(j)h + hy
)
,(2.32)
soW(j)h w(K+1)h satisfies the following equation:W
(j)
h w
(K+1)
h = 0 in Rs ×Ω(j)1/h, W(j)h w(K+1)h |Rs×∂Ω(j)1/h = 0,(W(j)h w(K+1)h , ∂sW(j)h w(K+1)h )|s=0 =D(j)h w(K+1)h .(2.33)
Now let us define
w˜
(j,K+1)
h (s, y)
def= W(j)h w(K+1)h (s − τ, y − ξh).(2.34)
Then (2.33) becomesw˜
(j,K+1)
h = 0 in Rs ×Ω(K+1)1/h , w˜(j,K+1)h |Rs×∂Ω(K+1)1/h = 0,(
w˜
(j,K+1)
h , ∂sw˜
(j,K+1)
h
)|s=τ−τh =D(K+1)h w(K+1)h .(2.35)
Now it is just a matter of using Proposition 2.1.3: we know, by definition, that:
D
(K+1)
h w
(K+1)
h ⇀
h→0(0,0) in E(Ω),(2.36)
which implies that
W(j)h w(K+1)h (· − τ, · − ξh)⇀ 0(2.37)
in the energy space, so the result is proved forW(j)h w(K+1)h .
Now let us study the case ofW(j)h p(j
′)
h : we have by definition:
W(j)h p(j
′)
h (s, y)= h1/2p(j
′)
h
(
t
(j)
h + hs, x(j)h + hy
)
.(2.38)
But by definition of p(j
′)
h , Proposition 3.3.1 implies that
lim
h→0
∥∥p(j)h (t(j)h + hs, ·)∥∥L6(R3) = 0, ∀s ∈R,(2.39)
which after rescaling yields
lim
h→0
∥∥W(j)h p(j ′)h (s, ·)∥∥L6(R3) = 0, ∀s ∈R,(2.40)
which the expected resultW(j)h p(j
′)
h , in the case of time-orthogonality.
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Now let us consider the case where t(j)h 6⊥h t(j
′)
h . It is enough to prove that
D
(j)
h p
(j ′)
h ⇀ (0,0).(2.41)
So let (g1, g2) ∈ (C∞0 (R3))2. By time-equicontinuity, we can suppose to simplify that t(j)h =
t
(j ′)
h . Then we have:∫
R3
D
(j)
h p
(j ′)
h (y) ·
(
g1, g2
)
(y)dy =
∫
R3
P
Ω
(j)
1/h
ϕ(j
′)
(
y + x
(j)
h − x(j
′)
h
h
)
g1(y)dy
+
∫
R3
1
Ω
(j)
1/h
ψ(j
′)
(
y + x
(j)
h − x(j
′)
h
h
)
g2(y)dy
=
∫
R3
P
Ω
(j ′)
1/h
ϕ(j
′)(z)g1
(
z− x
(j)
h − x(j
′)
h
h
)
dz
+
∫
R3
1
Ω
(j ′)
1/h
(z)ψ(j
′)(z)g2
(
z− x
(j)
h − x(j
′)
h
h
)
dz,
and (2.41) follows from the fact that g1 and g2 are compactly supported.
Now we are ready to prove the orthogonality result; let us define:
jK =max
{
j ∈ {1, . . . ,K} | (t(j)h , x(j)h ) 6⊥h (t(K+1)h , x(K+1)h )},(2.42)
supposing such an index exists.
Lemma 3.7 implies that
W(jK)h w(K+1)h ⇀ 0.(2.43)
We may suppose that t(jK)h = t(K+1)h and x(jK)h = x(K+1)h . Then
W(jK)h p(K+1)h (y)=W(K+1)h p(K+1)h (y).(2.44)
Which implies thatW(jK)h p(K+1)h has a weak limit which is not zero. But by definition of w(jK)h ,
we have
w
(jK)
h =
K+1∑
k=jK+1
p
(k)
h +w(K+1)h ,(2.45)
so we infer from (2.36) and (2.43) that
W(jK)h
(
K+1∑
k=jK+1
p
(k)
h
)
⇀
h→0 0.(2.46)
If jK =K , the contradiction is obvious. If not, the definition of jK and Lemma 3.7 imply that
W(jK)h (
∑K
k=jK+1 p
(k)
h ) goes weakly to 0, which contradicts (2.46) and (2.44).
So Proposition 3.3 is proved, along with Theorem 1. 2
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4. The nonlinear equation
4.1. Proof of Theorem 2
To simplify the notation, we shall consider concentrating data (ϕ,ψ,h, xh, th), h > 0, and we
shall only deal with the case th
h
−→
h→0+∞; the other cases are similar and left to the reader. Recall
that the function ph solves:
ph = 0 in Rt ×Ω, ph|Rt×∂Ω = 0,
(ph, ∂tph)|t=th(x)=
(
1
h1/2
PΩ
(
ϕ
(
x − xh
h
))
,
1
h3/2
1Ω(x)ψ
(
x − xh
h
))
.
(1.1)
Introduce the following nonlinear wave:{
qh + |qh|4qh = 0 in Rt ×Ω, qh|Rt×∂Ω = 0,
(qh, ∂t qh)|t=0 = (ph, ∂tph)|t=0,(1.2)
and call Ph the function (notedWhph in Section 3)
Ph(s, y)
def= h1/2ph(th + hs, xh + hy),(1.3)
which satisfies the linear wave equation in Ω1/h
def= Ω−xh
h
. As seen in Section 2.1, the domain
Ω1/h converges, as h goes to zero, towards a limit domainΩ∞, and we will denote P the solution
of the linear wave equation in Ω∞:{
P = 0 in Rs ×Ω∞, P |Rs×∂Ω∞ = 0,
(P, ∂sP )|s=0 = (PΩ∞ϕ,1Ω∞ψ).(1.4)
Then we can associate with P the following nonlinear equation:{
Qλ + ∣∣Qλ∣∣4Qλ = 0 in Rs ×Ω∞, Qλ|Rs×∂Ω∞ = 0,(
Qλ,∂sQ
λ
)∣∣
s=−λ = (P, ∂sP )|s=−λ,
(1.5)
where λ is a positive real number. We call qλh the associate rescaled function
qλh(t, x)
def= 1
h1/2
Qλ
(
t − th
h
,
x − xh
h
)
.(1.6)
Finally, let us define SΩ∞
def= PΩ∞SRΩ∞ , with the notation of Definition 1.6. Define the solution
P˜h of the following equation:{
P˜h = 0 in Rs ×Ω1/h, P˜h|Rs×∂Ω1/h = 0,(
P˜h∂s P˜h
)∣∣
s=0 = SΩ∞(PΩ∞ϕ,1Ω∞ψ),
(1.7)
and set
p˜h(t, x)
def= 1
h1/2
P˜h
(
t − th
h
,
x − xh
h
)
.(1.8)
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This section is devoted to the proof of the following results:
lim
h→0
(
sup
−T6t6th−λh
E0(ph − qh, t)1/2 + ‖ph − qh‖L5([−T ,th−λh],L10(Ω))
)
−→
λ→∞0;(1.9)
lim
h→0‖|qh − q
λ
h‖|Iλh −→λ→∞0;(1.10)
lim
h→0
(
sup
th+λh6t6T
E0(p˜h − qh, t)1/2 + ‖p˜h − qh‖L5([th+λh;T ],L10(Ω))
)
−→
λ→∞0,(1.11)
where T > 0 is arbitrary, and where we have defined
‖|f ‖|Iλh
def= sup
th−λh6t6th+λh
E0(f, t)
1/2 + ‖f ‖L5([th−λh;th+λh],L10(R3)).(1.12)
The proof of (1.9)–(1.11) obviously yields Theorem 2.
Proof of (1.9). – The result is due to a straightforward adaptation of the linearization theorem
of [7] to the case of an open domain, since Proposition 2.3.1 implies that:
lim
h→0 ‖ph‖L∞([−T ,th−λh],L6(Ω)) −→λ→∞0.(1.13)
We omit the details, as they are contained in [7], Section 3.
Proof of (1.10). – We shall separate the proof into two parts: let us start by defining Qλh, the
solution of: {
Qλh +
∣∣Qλh∣∣4Qλh = 0 in Rs ×Ω1/h, Qλh|Rs×∂Ω1/h = 0,(
Qλh, ∂sQ
λ
h
)∣∣
s=−λ = (Ph, ∂sPh)|s=−λ,
(1.14)
where Ph was defined in (1.3). We shall start by proving that
lim
h→0 ‖|Q
λ
h −Qλ‖|λ = 0, ∀λ ∈R,(1.15)
where similarly to (1.12), we have defined
‖|f ‖|λ def= sup
s∈[−λ,λ]
E0(f, s)
1/2 + ‖f ‖L5([−λ,λ],L10(R3)).(1.16)
Let us start by noticing that Qλh converges weakly towards Qλ, as h goes to zero, by similar
arguments to those leading to Proposition 2.1.3. Then conservation of energy yields the strong
convergence in the energy space, so we are left, to obtain (1.15), with the proof of:
lim
h→0
∥∥Qλh −Qλ∥∥L5([−λ,λ],L10(R3)) = 0, ∀λ.(1.17)
Hölder’s inequality enables us to write that∥∥Qλh −Qλ∥∥5L5([−λ,λ],L10(R3))(1.18)
6
∥∥Qλh −Qλ∥∥L∞([−λ,λ],L6(R3))∥∥Qλh −Qλ∥∥4L4([−λ,λ],L12(R3)).
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But Qλ and Qλh both satisfy Strichartz’ estimate, so (1.18) becomes, using the convergence to
zero in the energy space:∥∥Qλh −Qλ∥∥5L5([−λ,λ],L10(R3))(1.19)
6 Cελ(h)
(∥∥(ϕ,ψ)∥∥2
E
+ ∥∥Qλ∥∥20
L5([−λ,λ],L10(R3)) +
∥∥Qλh∥∥20L5([−λ,λ],L10(R3))),
where ελ(h) satisfies
ελ(h)−→
h→0 0, ∀λ ∈R.(1.20)
It is easy to see, by rescaling in time, that the constant C appearing in (1.19) does not depend on
λ, nor on h, provided hλ is bounded.
So finally we obtain:∥∥Qλh −Qλ∥∥5L5([−λ,λ],L10(R3))(1.21)
6 Cελ(h)
(∥∥(ϕ,ψ)∥∥2
E
+ ∥∥Qλ∥∥20
L5([−λ,λ],L10(R3)) +
∥∥Qλh −Qλ∥∥20L5([−λ,λ],L10(R3))),
and we conclude by superlinear bootstrap (see for instance [1], Lemma 2.2); (1.17) is proved.
Now we are left with the proof of the following limit:
lim
h→0 ‖|Qh −Q
λ
h‖|λ −→
λ→∞0,(1.22)
where
Qh(s, y)
def= h1/2qh(th + hs, xh + hy).(1.23)
Let us define Rλh
def= Qh −Qλh, which satisfies the following equation:
Rλh +
∣∣Rλh +Qλh∣∣4(Rλh +Qλh)− ∣∣Qλh∣∣4Qλh = 0 in Rs ×Ω1/h,
Rλh |Rs×∂Ω1/h = 0,(
Rλh, ∂sR
λ
h
)∣∣
s=−λ = (Qh, ∂sQh)|s=−λ − (Ph, ∂sPh)|s=−λ.
(1.24)
The method of proof of (1.22) follows closely [2]. Equation (1.9) implies that
lim
h→0E0
(
Rλh,−λ
) −→
λ→+∞0,(1.25)
so by Strichartz’ estimate, we have for any T0 >−λ:∥∥Rλh∥∥L5([−λ,T0],L10(R3))
6 C
(
ε(λ,h)+
5∑
j=1
∥∥(Rλh)j (Qλh)5−j∥∥L1([−λ,T0],L2(R3))
)
(1.26)
6 C
(
ε(λ,h)+
5∑
j=1
∥∥Rλh∥∥jL5([−λ,T0],L10(R3))∥∥Qλh∥∥5−jL5([−λ,T0],L10(R3))
)
,
where limh→0ε(λ,h) −→
λ→+∞0.
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Now according to (1.17), we can replace Qλh by Qλ in (1.26). Moreover, it is easy to see that
Qλ converges, as λ goes to infinity, both in energy and in Strichartz norms, to Q− solution of:{
Q− + |Q−|4Q− = 0 in Rs ×Ω∞, Q−|Rs×∂Ω∞ = 0,
E0(Q− − P, s) −→
s→−∞0.
(1.27)
Since Ω∞ is either ∅, R3 or a half-space, we know from [3] that Q− is an element of
L5(R,L10(Ω∞)). So we can choose λ and |T0| large enough so that ‖Q−‖L5([−λ,T0],L10(R3))
is small enough, and we infer by superlinear bootstrap that
lim
h→0
∥∥Rλh∥∥L5([−λ,T0],L10(R3)) −→λ→∞0.(1.28)
The rest of the proof is a simple deformation argument and left to the reader (see for instance
[2]).
Proof of (1.11). – It is identical to (1.9), using the scattering results of [1,2], which extend by
reflection to the case when Ω∞ is a half-space.
Theorem 2 is proved. 2
Remark 4.1. – By Proposition 2.2.6, ph and p˜h are strictly (h)-oscillatory functions. More-
over, qλh is clearly an h-oscillatory function, so (1.9)–(1.11) imply that:
qh is an h-oscillatory function.(1.29)
4.2. Proof of Theorem 3
To prove Theorem 3, we shall follow closely the strategy used in [1]: we know from Theorem 1
that any finite energy solution to the linear wave equation can be decomposed into concentrating
waves, and Theorem 2 provides the analysis of the nonlinear equation, compared to the linear
equation with concentrating data. The combination of both theorems yields Theorem 3. As most
arguments are identical to the case of the whole space studied in [1], we shall merely recall most
results here, and give proofs only when differences appear.
Let us recall the statement of Theorem 3: with the notation of Theorem 1, we shall prove that
the solution of: {
un + |un|4un = 0 in Rt ×Ω, un|Rt×∂Ω = 0,
(un, ∂tun)|t=0 = (vn, ∂t vn)|t=0 ⇀(0,0) in E(Ω)(2.1)
can be decomposed in the following way:
un(t, x)=
∑`
j=1
q
(j)
n (t, x)+w(`)n (t, x)+ r(`)n (t, x),(2.2)
where q(j)n is the nonlinear concentrating wave associated with p(j)n , and where
lim
n→∞
(
sup
−T6t6T
E0
(
r(`)n , t
)1/2 + ∥∥r(`)n ∥∥L5([−T ,T ],L10)) −→`→∞0, ∀T > 0.(2.3)
Let us define the function β in the following way:
∀ω ∈C, β(ω) def= |ω|4ω.(2.4)
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LEMMA 4.2. – Let (q(j)n )n∈N, for 1 6 j 6 `, be nonlinear concentrating waves associated
with (p(j)n )n∈N. Then we have, for any T > 0:
lim
n→∞
∥∥∥∥∥β
(∑`
j=1
q
(j)
n
)
−
∑`
j=1
β
(
q
(j)
n
)∥∥∥∥∥
L1([−T ,T ],L2)
= 0.(2.5)
Proof. – As in [1], let us write, for any T > 0,∥∥∥∥∥β
(∑`
j=1
q
(j)
n
)
−
∑`
j=1
β
(
q
(j)
n
)∥∥∥∥∥
L1([−T ,T ],L2)
=
∑
16j1,...,j56`
∥∥∥∥∥
5∏
k=1
q
(jk)
n
∥∥∥∥∥
L1([−T ,T ],L2)
,(2.6)
where at least two q(jk)n ’s are different. Let us suppose for instance that
lim
n→∞
∣∣∣∣log h(j1)n
h
(j2)
n
∣∣∣∣=+∞.(2.7)
Then we write, by Hölder’s inequality,∥∥∥∥∥
5∏
k=1
q
(jk)
n
∥∥∥∥∥
L1([−T ,T ],L2)
6
∥∥q(j1)n q(j2)n ∥∥L∞([−T ,T ],L3)
∥∥∥∥∥
5∏
k=3
q
(jk)
n
∥∥∥∥∥
L1([−T ,T ],L6)
.(2.8)
On the one hand, we have∥∥∥∥∥
5∏
k=2
q
(jk)
n
∥∥∥∥∥
L1([−T ,T ],L6)
6
5∏
k=3
∥∥q(jk)n ∥∥L3([−T ,T ],L18),(2.9)
which is bounded, by Strichartz’ estimate. As to the term q(j1)n q(j2)n , (1.33) states that q(j1)n (resp.
q
(j2)
n ) is strictly (h(j1)n ), (resp. (h(j2)n ))-oscillatory. Hence by Lemma 3.2, we have
lim
n→∞
∥∥q(j1)n q(j2)n ∥∥L∞([−T ,T ],L3(R3)) = 0,(2.10)
so the result follows in the case where two scales are orthogonal.
Otherwise, let us suppose that h(j1)n · · · = · · · = h(j5)n = hn, and let us write generically, by
Hölder’s inequality:
∑
16j1,...,j56`
∥∥∥∥∥
5∏
k=1
q
(jk)
n
∥∥∥∥∥
L1([−T ,T ],L2)
6C
∥∥q1nq2n∥∥L5/2([−T ,T ],L5).(2.11)
Writing, for any i ∈ {1,2},
qin(t, x)=
1
h
1/2
n
Qin
(
t − t in
hn
,
x − xin
hn
)
,(2.12)
and defining s = t−t2n
hn
and y = x−x2n
hn
, we have
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=
∫
s∈In
(∫
R3
|Q1n|5
(
t2n − t1n
hn
+ s, x
2
n − x1n
hn
+ y
)∣∣Q2n∣∣5(s, y)dy
)1/2
ds,
where In =
[−t2n−T
hn
,
−t2n+T
hn
]
. Supposing, without loss of generality, that t
2
n
hn
−→
n→∞+∞ or 0, let us
write In =⋃3j=1I j,λn , where
I 1,λn =
[−t2n − T
hn
,−λ
]
and I 2,λn = [−λ,λ].(2.14)
Theorem 2 yields
lim
n→∞
(
sup
s∈I 1,λn
E0
(
Q2n −P 2n , s
)+ ∥∥Q2n − P 2n ∥∥L5(I 1,λn ,L10)) −→λ→∞0,(2.15)
and it is easy to see that (2.15) implies
lim
n→∞
(
sup
s∈I 1,λn
E0
(
Q2n −P 2, s
)+ ∥∥Q2n − P 2∥∥L5(I 1,λn ,L10)) −→λ→∞0;(2.16)
similarly we have
lim
n→∞
(
sup
s∈I 3,λn
E0
(
Q2n − P˜ 2, s
)+ ∥∥Q2n − P˜ 2∥∥L5(I 3,λn ,L10)) −→λ→∞0,(2.17)
where P˜ 2 satisfies the linear wave equation in Ω∞, with initial data (SΩ∞(PΩ∞ϕ,1Ω∞ψ)). So∥∥Q1nQ2n∥∥L5/2(I 1,λn ∪I 3,λn ;L5) 6 ∥∥Q1n∥∥1/2L5(In;L10)(∥∥Q2n − P 2∥∥L5(I 1,λn ;L10) + ∥∥P 2∥∥L5(I 1,λn ;L10)
+ ∥∥Q2n − P˜ 2∥∥L5(I 2,λn ;L10) + ∥∥P˜ 2∥∥L5(I 3,λn ;L10)).
Now P 2 and P˜ 2 satisfy global Strichartz estimates, so choosing λ large enough, we can have
‖P 2‖L5([−∞,−λ],L10) + ‖P˜ 2‖L5([λ;+∞[,L10) arbitrarily small. Then (2.16) and (2.17), along with
Strichartz’ estimate on Q1n, yield the result for I
1,λ
n and I 3,λn .
Finally, we can write:∥∥Q1nQ2n∥∥5/2L5/2(I 2,λn ;L5)(2.18)
6
λ∫
−λ
( ∫
R3
∣∣Q1n −Q1,λ∣∣5( t2n − t1nhn + s, x
2
n − x1n
hn
+ y
)∣∣Q2n∣∣5(s, y)dy
)1/2
ds
+
λ∫
−λ
( ∫
R3
∣∣Q1,λ∣∣5( t2n − t1n
hn
+ s; x
2
n − x1n
hn
+ y
)∣∣Q2n∣∣5(s, y)dy
)1/2
ds.
One can approximate Q1,λ by compactly supported functions, and then (1.10) along with the
orthogonality of (x1n, t1n) and (x2n, t2n), yield the result.
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So Lemma 4.2 is proved. 2
The next lemma can be found in [1,2] in the case R3. Its proof remains unchanged in the case
of a domain:
LEMMA 4.3. – Let T > 0 be fixed. There exists δ1 > 0 such that if
lim
n→∞‖vn‖L5([−T ,T ],L10) 6 δ1,(2.19)
then Theorem 3 is proved.
So we are left with the case where the L5t L10x norms are not small. Let us prove the following
result:
LEMMA 4.4. – Let δ > 0 be fixed, and let q˜n be a sequence in L5([0, T ],L10), such that
lim
n→∞
∥∥q˜n∥∥L5([0,T ],L10) 6 δ.(2.20)
Then for any δ′ > δ, there exists a finite decomposition of [0, T ],
[0, T ] =
L⋃
i=1
I (i)n ,
where the I (i)n ’s are closed intervals, such that the sequence
Γn
def=
∑`
j=1
q
(j)
n + q˜n
satisfies
lim
n→∞‖Γn‖L5(I (i)n ,L10) 6 δ
′.
Proof. – We start with the case `= 1, and separate the study according to the various limit of
t
(1)
n
h
(1)
n
, as in [1]. If limn→∞ t
(1)
n
h
(1)
n
=+∞, then let us write:
[0, T ] = [0, t(1)n − λh(1)n ]∪ [t(1)n − λh(1)n , t(1)n + λh(1)n ]∪ [t(1)n + λh(1)n , T ],(2.21)
with λ > 0 to be determined. Writing I (1)n =
[
0, t(1)n − λh(1)n
]
, we know from Section 4.1,
equation (1.9), that ∥∥q(1)n ∥∥L5(I (1)n ,L10(Ω)) 6 ε(n,λ)+ ∥∥p(1)n ∥∥L5(I (1)n ,L10(Ω)),(2.22)
where limn→∞ε(n,λ)−→
λ→∞0, which also reads, for n large enough,∥∥q(1)n ∥∥L5(I (1)n ,L10(Ω)) 6 ε(n,λ)+ 2∥∥P (1)∥∥L5(]−∞,−λ],L10(R3))(2.23)
with P (1) defined as in Section 4.1, equation (1.14). So for λ large enough,
lim
n→∞
∥∥q(1)n ∥∥L5(I (1)n ,L10(Ω)) 6 δ′ − δ.(2.24)
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The case of I (3)n is identical, replacing everywhere p(1)n by p˜(1)n . Finally in the case of I (2)n , we
write, according to Section 4.1,∥∥q(1)n ∥∥L5(I (2)n ,L10(Ω)) 6 ε(n,λ)+ 2∥∥Q(1),−∥∥L5([−λ,λ],L10(R3)),(2.25)
where Q(1),− is defined as in Section 4.1, equation (1.27). Then we just need to decompose
[−λ,λ′] into a finite number of intervals I (i)λ on which the L5(I (i)λ ,L10(R3)) norm of Q(1),− is
small enough, which yields the result.
The cases t
(1)
n
h
(1)
n
−→
n→∞−∞ or 0 are similar and left to the reader. So the case `= 1 is proved. The
induction is straightforward: if Γn satisfies:
lim
n→∞‖Γn‖L5(I (i)n ,L10(R3)) 6
δ′ + δ
2
,(2.26)
then as above one can find two intervals on which the L5t L10x norm of q
(`+1)
n is smaller than δ
′−δ
2 ,
and decomposing [0, T ] using the intersection of all those intervals yields the result.
The end of the proof of Theorem 3 is similar to the case of the whole space: we refer to [1] for
details (Lemma 4.4 is slightly different to Lemma 4.4 of [1] but yields the result in the same way:
see the work of S. Keraani in [17], in the context of Schrödinger equations, for instance). 2
Appendix. Strichartz estimates and Lipschitz bounds for the nonlinear evolution group
In this Appendix, we prove Corollary 1 and Corollary 2.
Proof of Corollary 1. – Let T > 0, M > 0. We intend to prove that, for every solution of
u+ |u|4u= 0 in R×Ω, u|R×∂Ω = 0(A.1)
such that E(u)6M , the following Strichartz estimate holds:
‖u‖L5([0,T ],L10(Ω)) 6A(M).(A.2)
In a first step, let us assume moreover that (u(0), ∂tu(0)) is supported in the closed ball BR of
radius R centered at 0, and let us prove (A.2) with a right-hand side A(M,R). By contradiction,
there would exist a sequence (un) such that E(un)6M , supp(un(0), ∂tun(0))⊂ BR , and
‖un‖L5([0,T ],L10(Ω)) −→
n→∞+∞.
By Theorem 3 we can decompose a subsequence of (un) as a sum of a fixed solution u, almost
orthogonal concentrating waves q(j)n , and of a remainder term rn such that, say,
lim
n→∞‖rn‖L5([0,T ],L10) 6 1.
Calculating the L5T L10 norm of this subsequence as in Lemma 4.2, we get a contradiction.
Now let us prove (A.2) in its general context. Let R > 0 such that
Ωc ⊂ BR0 with R0 <R− 2T .(A.3)
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Let χ0 ∈ C∞0 (R3) such that χ0 = 1 near BR0 , and supp(χ0) ⊂ B◦R−2T . Moreover, let χ ∈
C∞0 (R3) such that χ = 1 near BR .
For every solution u of (A.1) such that E(u)6M , denote by uin the solution of (A.1) defined
by:
(uin, ∂tuin)|t=0 = χ(u, ∂tu)|t=0(A.4)
and by u0 the solution of:
u0 + |u0|4u0 = 0 in Rt ×R3(A.5)
defined by:
(u0, ∂tu0)|t=0 = χ(1− χ0)(u, ∂tu)|t=0.(A.6)
By the first step of the proof, we have
E(uin)6A1(M).(A.7)
Moreover, by Corollary 2 of [1],
Ef (u0)6A2(M),(A.8)
where Ef is the energy for the free nonlinear problem (A.5). By the principle of finite
propagation speed, we have uin = u0 for t ∈ [0, T ], x outside BR−T . Now let r be the solution
of:
r + |u0 + r|4(u0 + r)− |u0|4u0 = 0 in Rt ×R3,(A.9)
defined by:
(r, ∂t r)|t=0 = (1− χ)(u, ∂tu)|t=0.(A.10)
By finite propagation speed, if t ∈ [0, T ], r(t) is supported outside BR−T , thus r is also solution
of (A.9) with u0 replaced by uin, and with the boundary condition r|R×∂Ω = 0. As a consequence
of the uniqueness for the Cauchy problem for (A.1), we conclude, in view of (A.4), (A.10),
u= uin + r = uin + u0 + r − u0,
and (A.2) follows from (A.7), (A.8) and
Ef (u0 + r)6A3(M)(A.11)
by the same argument as for (A.8). 2
Proof of Corollary 2. – Let us state again Corollary 2 in a more precise way.
PROPOSITION A.1. – For every T > 0, consider the nonlinear map:
F :E(Ω)−→C([0, T ],E(Ω))
(ϕ,ψ) 7−→ (u, ∂tu)
where u is the solution of (A.1) such that:
(u, ∂tu)|t=0 = (ϕ,ψ).
Then F is a Lipschitz map on bounded subsets of E(Ω).
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Proof. – The strategy is to compute the (real) tangent map of F at every point of E(Ω), and
to show, using Corollary 1, that this map is bounded on bounded subsets of E(Ω). This can be
done through the following lemma:
LEMMA A.2. – Let q1, q2 ∈ L1([0, T ],L3(Ω))= L1T L3. Then, for every (ϕ˙, ψ˙) ∈E(Ω), the
equation: {
v + q1v + q2v = 0 in Rt ×Ω, v|Rt×Ω = 0,
(v, ∂t v)|t=0 = (ϕ˙, ψ˙),(A.12)
has a unique solution v such that (v, ∂t v) ∈C([0, T ],E(Ω)). Moreover we have the estimate
sup
06t6T
∥∥(v, ∂t v)(t)∥∥E 6 eC[‖q1‖L1T L3+‖q2‖L1T L3 ] × ∥∥(ϕ˙, ψ˙)∥∥E.(A.13)
Proof. – Given w = w(t, x) such that (w, ∂tw) ∈ C([0, T ],E(Ω)), the Sobolev embedding
implies q1w+ q2w ∈ L1([0, T ],L2(Ω)). Therefore on can define the solution w˜ to:
w˜+ q1w+ q2w = 0 in Rt ×Ω, (w˜, ∂t w˜)|t=0 =
(
ϕ˙, ψ˙
)(A.14)
with (w˜, ∂t w˜) ∈ C([0, T ],E(Ω)).
Let k > 0, to be fixed further on; we set:
N(t, w˜)= ∥∥(w˜, ∂t w˜)(t)∥∥2E(Ω) e−k ∫ t0 (‖q1(s)‖L3+‖q2(s)‖L3 )ds.
Using (A.14), we have
d
dt
N(t, w˜)=−k(∥∥q1(t)∥∥L3 + ∥∥q2(t)∥∥L3)N(t, w˜)(A.15)
− 2Re(q1(t)w(t)+ q2(t)w(t), ∂t w˜(t))e−k ∫ t0 (‖q1‖L3+‖q2‖L3 )ds
6
(∥∥q1(t)∥∥L3 + ∥∥q2(t)∥∥L3)[− kN(t, w˜)+CN(t,w)1/2N(t, w˜)1/2]
by means of the Sobolev inequality. Using Cab6 ka2 + C24k b2, we conclude
sup
06t6T
N(t, w˜)6
∥∥(ϕ˙, ψ˙)∥∥
E(Ω)
+ C
2
4k
(‖q1‖L1T L3 + ‖q2‖L1T L3) sup06t6T N(t,w).(A.16)
Choosing k = C22 ‖q‖L1([0,T ],L3) we infer from (A.16) with ϕ˙ = ψ˙ = 0, that, for every (ϕ˙, ψ˙),
the affine map w 7→ w˜ is a contraction for the norm ‖w‖ = sup06t6T N(t,w)1/2. Therefore,
for every (ϕ˙, ψ˙), a unique fixed point v exists. Coming back to (A.15) which k = C, we obtain
(A.13). 2
Given (ϕ,ψ) ∈ E, (ϕ˙, ψ˙) ∈ E, we denote by u the solution to (A.1) and by v the solution to
(A.12) with q1 = 3|u|4, q2 = 2|u|2u¯2. Observe that
d
dε
|u+ εv|4(u+ εv)|ε=0 = q1v + q2v,
and that q1, q2 ∈ L1([0, T ],L3(Ω)) since u ∈ L4([0, T ],L12(Ω)). We claim:
LEMMA A.3. – ddεF ((ϕ,ψ)+ ε(ϕ˙, ψ˙))|ε=0 = (v, ∂t v).
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Proof. – Let uε be the solution to (A.1) with data (ϕε,ψε)= (ϕ,ψ)+ ε(ϕ˙, ψ˙). Set
uε = u+ εv + εrε.
We get, in view of (A.1),
rε + q1rε + q2rε = fε, (rε, ∂t rε)|t=0 = 0,
|fε|6 C
(|u|3|ε||v+ rε|2 + ε4|v + rε|5).
For every τ 6 T , we set
Mε(τ)= ‖rε‖L5([0,T ],L10) + sup
06t6τ
∥∥(rε, ∂t rε)(t)∥∥E.
Then, by the Strichartz estimate (A.2) and the energy inequality:
Mε(τ)6 C˜
[(‖q1‖L1([0,T ],L3) + ‖q2‖L2([0,T ],L3))Mε(τ)+ |ε|(Mε(τ)2 +Mε(τ)5)].(A.17)
By a standard bootstrap argument, we conclude from (A.17)Mε(τ)=O(ε) for |τ | small enough.
Applying the same inequalities successively on small time intervals, we finally conclude that
Mε(T )=O(ε), hence goes to 0.
This yields Lemma A.3. 2
Combining Lemma A.2 and Lemma A.3, we finally observe that∥∥∥∥ ddεF ((ϕ,ψ)+ ε(ϕ˙, ψ˙))|ε=0
∥∥∥∥
E
6 eC‖u‖
4
L4([0,T ],L12)
∥∥(ϕ˙, ψ˙)∥∥
E
.
On the other hand, if (ϕ,ψ) varies in a bounded subset of E(Ω), inequality (A.2) implies that
‖u‖L4([0,T ],L12) remains bounded. We thus complete the proof by a classical argument from
differential calculus on bounded convex subsets of E(Ω). 2
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