The Puzzle of High Temperature Superconductivity in Layered Iron
  Pnictides and Chalcogenides by Johnston, David C.
ar
X
iv
:1
00
5.
43
92
v2
  [
co
nd
-m
at.
su
pr
-co
n]
  1
0 A
ug
 20
10
The Puzzle of High Temperature Superconductivity in
Layered Iron Pnictides and Chalcogenides
David C. Johnston∗
Ames Laboratory and Department of Physics and Astronomy,
Iowa State University, Ames, Iowa 50011, USA
This is a preprint of an article accepted for publication in Advances in Physics
(Dated: August 11, 2010)
The response of the worldwide scientific community to the discovery in 2008 of superconductivity
at Tc = 26 K in the Fe-based compound LaFeAsO1−xFx has been very enthusiastic. In short order,
other Fe-based superconductors with the same or related crystal structures were discovered with
Tc up to 56 K. Many experiments were carried out and theories formulated to try to understand
the basic properties of these new materials and the mechanism for Tc. In this selective critical
review of the experimental literature, we distill some of this extensive body of work, and discuss
relationships between different types of experiments on these materials with reference to theoretical
concepts and models. The experimental normal-state properties are emphasized, and within these
the electronic and magnetic properties because of the likelihood of an electronic/magnetic mechanism
for superconductivity in these materials.
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3FIG. 1: (Color online) Crystal structure of BaRu2As2 with
the body-centered-tetragonal ThCr2Si2-type structure (space
group I 4/mmm).10 The Ru atoms form a planar square lattice
in the a-b plane where each Ru atom is at the center of a
distorted tetrahedron of As atoms, and the Ru2As2 layers
alternate with Ba layers along the c-axis. Reprinted with
permission from Ref. 10. Copyright (2009) by the American
Physical Society.
I. INTRODUCTION AND OVERVIEW
The discovery1 in 2008 of superconducting transition
temperatures up to Tc = 26 K in LaFeAsO1−xFx with
x ∼ 0.11 with the primitive tetragonal ZrCuSiAs-type
(1111-type) structure,2 following the same group’s earlier
discovery in 2006 of superconductivity at Tc up to ∼ 5 K
in isostructural LaFePO1−xFx,
3 captured the imagina-
tions of physicists and chemists worldwide. The crys-
tal structure contains FeAs layers with Fe atoms in a
square planar lattice arrangement, and these layers al-
ternate with LaO layers along the c-axis. Fe metal is a
ferromagnet, and few would have anticipated that an Fe-
containing material could show such an extraordinary Tc.
Applying pressure increases the Tc even further to 43 K.
4
Remarkably, it was found that replacement of the non-
magnetic La by magnetic rare earth elements substan-
tially increased Tc (e.g., Refs. 5–7) to its current record
8
of 56.3 K for this structure class. In contrast to the lower
Tc materials, applying pressure to these higher Tc mate-
rials results in a decrease in Tc.
9 Subsequent work led to
the identification of superconductors with similar FeAs
layers in the body-centered-tetragonal ThCr2Si2-type
(122-type) structure, shown in Fig. 1 for the compound
BaRu2As2.
10 The maximum Tc for this structure class so
TABLE I: Superconducting transition onset temperatures Tc
for several FeAs-based and related compounds.
Compound Tc Ref.
(K)
LaFeAsO0.89F0.11 26 1
CeFeAsO0.85 46.5 5
NdFeAsO1−y 54 6
SmFeAsO1−xFx 55.0 7
Gd0.8Th0.2FeAsO 56.3 8
LaFePO1−xFx 5 3
Ba0.6K0.4Fe2As2 38 11
Sr0.6K0.4Fe2As2 35.6 19,20
KFe2As2 3.8 19
LiFeAs 18 12–14
FeSe 8 16
(Sr4Sc2O6)Fe2P2 17 15
far is 38 K for Ba0.6K0.4Fe2As2.
11 Other similar super-
conducting materials such as LiFeAs (111-type) contain-
ing FeAs layers have been reported.12–14 More exotic su-
perconducting compounds such as (Sr4Sc2O6)Fe2P2 con-
tain thicker layers in between the Fe layers,15 but the su-
perconducting transitions of this class of materials are all
very broad and these materials will therefore not be fur-
ther discussed. Even the binary compound α-FeSe (11-
type) with a layered structure becomes superconducting
with Tc = 8 K.
16 Attention has largely shifted from the
1111- to the 122- and 11-type compounds, even though
the latter two classes of materials have lower Tc, mainly
because large single crystals of the latter compounds can
be grown which allows more definitive characterizations
of the properties, especially by neutron scattering, com-
pared to <∼ 1 mg size crystals of the 1111-type com-
pounds. Single crystals of the 1111-type compounds with
mm size were recently grown by Yan et al. using a NaAs
flux.17
The crystal structures of four of these classes of ma-
terials are compared in Fig. 2.18 The basal planes of the
11-type, 111-type, 1111-type and 122-type compounds at
room temperature are compared in more detail in Fig. 3.
One sees that irrespective of the structure type, the lay-
ers are identical and the composition of a layer within the
unit cell is M2X2, where M is a metal atom and X is ei-
ther a pnictogen Pn = P, As, Sb or chalcogen Ch = S, Se,
Te. For this reason, and by comparison with Fig. 2, one
sees that there are two formula units (f.u.) per unit cell
for all four types of compounds, but only one M -X layer
per unit cell in the 11-type and 1111-type compounds,
because their formula unit contains only one M atom,
and two layers per unit cell in the 122-type compounds
because this formula unit contains two M atoms. This
property correlates with the c-axis parameters which in-
crease in the order ∼ 6 A˚, 8.5 A˚, and 12–13 A˚ for the 11-
type, 1111-type and 122-type compounds, respectively,
4FIG. 2: (Color online) Comparison of the crystal structures of (a) LaFeAsO1−xFx, (b) SrFe2As2, (c) LiFeAs, and (d) Fe1+xTe.
Each of these structures contains a square lattice of Fe atoms at high temperatures that can distort at low temperatures. Each
Fe atom is tetrahedrally coordinated by As (a,b,c) or Te (d). In (b), the outline of the low-temperature orthorhombically
distorted unit cell is shown, and ordered magnetic moments on the Fe atoms below the magnetic ordering temperature are
shown by arrows. In (d), the Fe(2) atoms are the extra x atoms in Fe1+xTe, with x ∼ 1–10%. Reproduced with permission
from Ref. 18, Copyright (2009), with permission from Elsevier.
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FIG. 3: (Color online) Projection of an M -X (M = metal;
X = Pn, Ch) layer onto the ab-plane of the 1111- (e.g.,
LaFeAsO), 111- (e.g., LiFeAs), 11- (e.g., FeSe) and 122-type
(e.g., BaFe2As2) Fe-based compounds. The structure of the
M -X layer is identical in all cases, with the composition
M2X2 within the unit cell. The basal plane unit cell of the 11-
, 111- and 1111-type structures are simply shifted by ( a
4
, a
4
)
with respect to the 122-type cell. The yellow X atoms with
a radial gradient are on one side of the M layer and the X
atoms with diagonal stripes are on the other. This puts each
M atom in a (generally distorted) tetrahedral coordination
by X.
whereas the a-axis is about the same (∼ 4.0 A˚) (see the
tables in the Appendix). In all these compounds, the su-
perconductivity is believed to be associated with the Fe
square lattice layers. A selection of Tc values obtained at
ambient pressure is given in Table I.1,3,5–8,11–14,16,19,20
In this review we will emphasize the FeAs-based 11-,
122- and 1111-type compounds because they have been
the most extensively studied among the Fe-based super-
conductors. We note that the Fe(S,Se,Te) compounds
tend to have significant nonstoichiometry, disorder and
clustering problems that often result in smeared out
properties such as wide superconducting transitions. For
large single crystals of Fe1+y(Te1−xSex), bulk supercon-
ductivity was observed for x ≈ 0.5, y ≈ 0, but the crystals
were highly inhomogeneous.21
A high resolution single crystal structure refinement of
FeTe0.56Se0.44 indicated that the positions of the Se and
Te atoms, which are crystallographically equivalent, are
at different heights in the unit cell (see Table XXVI in the
Appendix), arising from the quite different sizes of the Se
and Te atoms.22 This Se/Te positional disorder results
in disorder in the Fe atomic positions that is reflected
in an elongation of the Fe thermal ellipsoid in the c-axis
direction.22 Similar results were obtained by Louca and
coworkers.23
The undoped nonsuperconducting “parent” com-
pounds of the high Tc FeAs-based materials have high
electrical resistivities ρ at room temperature, as illus-
trated for BaFe2As2 in Fig. 4, where the ab-plane resis-
tivity at 300 K is 430 µΩ-cm and the resistivity aniso-
topy ratio ρc/ρab is about 150.
24 For comparison, the
resistivity of copper metal at room temperature is about
1.6 µΩ cm.25 Other measurements of ρ(T ) of single crys-
tals by Tanatar et al. find a much smaller anisotopy
ρc/ρab ∼ 5 and a dρc/dT < 0 at 300 K for BaFe2As2,26
and ρc/ρab ∼ 2 to 5 for optimally doped superconducting
Ba(Fe0.926Co0.0.074)2As2 between 25 and 300 K, depend-
ing on the temperature.27 Similarly, Moon et al. obtained
ρc/ρab ∼ 4 for a single crystal of EuFe2As2.28 For a single
crystal of LiFeAs, Song et al. find ρc/ρab = 1.4 at 300 K,
increasing to 3.3 at 20 K.29 On the other hand, Kashi-
waya et al. find a resistivity anisotropy ρc/ρab ∼ 120 at
50 K for a PrFeAsO0.7 crystal.
30
The parent 1111 and 122 compounds exhibit appar-
ently coupled structural and commensurate antiferro-
magnetic (AF) transitions, also called “spin density
wave” (SDW) transitions, at ∼ 100–200 K. These transi-
tions result in distinct changes in the magnetic, thermal
and electrical properties such as illustrated for BaFe2As2
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FIG. 4: (Color online) Anisotropic magnetic susceptibility
χ and electrical resistivity ρ versus temperature T for sin-
gle crystals of BaFe2As2.
24 The coupled structural and mag-
netic transition at 138 K is apparent in both measurements.
Reprinted with permission from Ref. 24. Copyright (2009) by
the American Physical Society.
in Fig. 4 where these transitions are both at the same
temperature of 138 K.24 An AF ground state of LaFeAsO
was predicted theoretically early on from first principles
electronic structure calculations.31
Superconductivity is induced upon “doping” the par-
ent compounds by changing the composition, as in
LaFeAsO1−xFx, LaFeAsO1−y, or Ba1−xKxFe2As2 as dis-
cussed above, or upon application of pressure as in
SrFe2As2 or BaFe2As2 which reach Tc’s up to 35 K,
32–37
with a concommitant suppression or elimination of the
structural and magnetic ordering transitions. The Tc of
FeSe remarkably increases from 8 K at ambient pressure
to 37 K at ∼ 9 GPa.38,39 The temperature-composition
phase diagrams of the illustrative CeFeAsO1−xFx and
BaFe2−xCoxAs2 systems are shown in Fig. 5.
40–48 The
phase diagram for LaFeAsO1−xFx (Refs. 49, 50, 51) is
similar to that in the left panel except that the magnetic
and structural transition temperatures show a sharp drop
to zero at the onset of superconductivity at x ≈ 0.04–
0.05. The phase diagrams for SmFeAsO1−xFx,
52,53 the
hole-doped 122-type system Ba1−xKxFe2As2,
41 and the
122-type electron-doped systems BaFe2−xRhxAs2 and
BaFe2−xPdxAs2,
54 SrFe2−xNixAs2,
55 SrFe2−xRhxAs2,
SrFe2−xIrxAs2, and SrFe2−xPdxAs2,
56 are qualitatively
similar to that in the right panel. Interestingly, poly-
crystalline samples in the nominally hole-doped system
SrFe2−xMnxAs2 exhibit no superconductivity for com-
positions 0 ≤ x ≤ 0.30, and the crystallographic tran-
sition is only depressed from 205 K to about 130 K
over this composition range.57 Similarly, single crystals of
BaFe2−xCrxAs2 exhibit no superconductivity for compo-
sitions 0 ≤ x ≤ 0.75, and here again, the crystallographic
transition is only slowly depressed from 140 K to about
60 K at x = 0.36.58 Cheng et al. have studied the vari-
ation of Tc in polycrystalline samples of 25% hole-doped
(Ba0.5K0.5)Fe2As2 with Tc = 34 K upon partially replac-
ing the Fe by Mn or Zn.59 They found that Mn subsitu-
tion rapidly reduces Tc to 12 K at 2.0% doping and to
< 2 K by 4% doping. In contrast, Zn replacement re-
duced Tc at a much smaller rate, with Tc = 33 K at 10%
doping.59
The induction of superconductivity by doping Co or
other transition metals into the Fe site indicates that
atomic disorder in the superconducting Fe layer osten-
sibly does not suppress superconductivity, contrary to
the behaviors of layered cuprate high Tc superconductors
where doping onto the Cu sublattice is always detrimen-
tal to Tc. On the other hand, the maximum Tc in these
systems (38 K for 122-type systems and 56 K for 1111-
type systems) is not reached by substituting onto the Fe
site, suggesting that there may indeed be a suppression
of the maximum Tc due to Fe-sublattice disorder.
Remarkably, the phase diagram of the BaFe2As2−xPx
system shows a similar phase diagram as in the right
panel of Fig. 5, with Tc up to 30 K, even though there
is ostensibly no charge doping involved in the substitu-
tion of As by P.60 Similarly, isoelectronic substitution of
Ru for Fe in SrFe2As2 (Ref. 61) or BaFe2As2 (Refs. 62–
64) also induces superconductivity at temperatures up to
20 K at ∼ 30–55% replacement of Fe by Ru. In contrast,
replacing Cu by any other element at these high concen-
trations in the high-Tc cuprates destroys any possibility
of superconductivity. Thus it is evidently not necessary
to dope additional carriers into the parent compounds
to induce superconductivity, but only to suppress the
crystallographic and long-range-antiferromagnetic tran-
sitions. On the other hand, P substitution for As in the
system CeFeAs1−xPxO does not induce superconductiv-
ity even though it does suppress the crystallographic and
Fe antiferromagnetic transitions to zero temperature by
x = 0.4.65,66
Ko¨hler and Behr have compared the nominal and
measured F contents in the LaFeAsO1−xFx and
SmFeAsO1−xFx samples and concluded that the actual
F contents can be significantly different from the nominal
ones used in constructing the phase diagrams, and there-
fore that the previous phase diagrams for F-containing
systems may need to be revised.67
The phase diagram obtained for the Fe1+y(Te1−xSex)
system68 is somewhat different than discussed above,
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FIG. 5: (Color online) Temperature T versus composition x phase diagrams of illustrative 1111-type electron-doped polycrys-
talline CeFeAsO1−xFx (Ref. 40) and 122-type electron-doped single crystalline Ba(Fe1−xCox)2As2.
46 The regions of the phase
diagrams are: paramagnetic tetragonal (high-temperature regions) for T > TS, Tc; orthorhombic structural distortion between
temperatures TS and TN(Fe), Ort; orthorhombic distortion and long-range antiferromagnetic ordering occurring together (AFM,
Ort); and superconductivity (SC). The inset of the phase diagram for CeFeAsO1−xFx shows the low-temperature ordered Fe
moment µ versus x; the µ(x) data for Ba(Fe1−xCox)2As2 are very similar.
45 In both systems, superconductivity can coexist
with the orthorhombically distorted structure. In CeFeAsO1−xFx, SC and AF do not coexist. In BaFe2−xCoxAs2, SC and AF
coexist at low temperatures over the restricted composition range 0.035 <∼ x <∼ 0.06; note the re-entrant behaviors on the right
side of this region (see Fig. 10 in Sec. IID and Fig. 78 in Sec. IVB6 below). In both systems, the optimum superconducting
transition temperatures are not reached until the long-range structural and magnetic transitions are both completely sup-
pressed. The highest Tc occurs at “optimum” doping x. The lower Tc region at smaller x is called the “underdoped” region and
the lower Tc region at larger x is called the “overdoped” region. See also Refs. 45, 47 and 48 for very similar Ba(Fe1−xCox)2As2
phase diagrams derived from single crystal studies. Reprinted with permission from Refs. 40 and 46. Figure from Ref. 40:
Reprinted by permission from Macmillan Publishers Ltd, Copyright (2008). Figure from Ref. 46: Copyright (2010) by the
American Physical Society.
containing a spin glass phase between the antiferromag-
netic and superconducting phases, as shown in Fig. 6. A
similar phase diagram was obtained in Ref. 69. Long-
range antiferromagnetic ordering ceases for x >∼ 0.1, and
bulk superconductivity does not set in until x exceeds
∼ 0.3 to 0.4. Structural studies indicate that the low-
temperature long-range structural distortion ceases with
increasing x at the same composition at which long-range
antiferromagnetic ordering ceases, and further suggest
that the spin glass phase at low temperatures is accom-
panied by the onset of lattice disorder of some kind.68
As discussed in Sec. III E 3 below, it appears that the
SDW/AFM region corresponds to local moment, rather
than itinerant, antiferromagnetism. Additional evidence
for short-range antiferromagnetic ordering was observed
in other investigations.70–74 The phase diagram of Ref. 72
shows the short-range ordering regime extending all the
way to x = 0.45, overlapping the region of bulk supercon-
ductivity. On the other hand, Ref. 74 also finds short-
range ordering up to x = 0.45, but with no bulk su-
perconductivity. At x = 0.50, bulk superconductivity is
found, but with no static magnetic ordering. The au-
thors suggest that bulk static magnetic order and bulk
superconductivity may be mutually exclusive in this sys-
tem; when they do appear to occur simultaneously, they
may occur in different spatial regions.74
The emergence of high Tc upon destruction of long-
range AF order as illustrated in Fig. 5 is qualitatively
similar to observations in the layered cuprate high Tc
superconductors.75 The close association of AF order-
ing and superconductivity in both types of materials
suggests that the superconductivity may have an elec-
tronic/magnetic mechanism. However, the cuprate par-
ent compounds are antiferromagnetic insulators rather
than metals, which is an important distinction between
these two classes of high Tc superconductors.
Many research papers have been written on the prop-
erties of the above Fe-based and related materials and
their theoretical interpretations since the spring of 2008.
About 2 000 experimental papers and 500 theoretical pa-
pers have been published in journals and/or posted on
the arXiv76 so far. Much of this research is driven by the
following questions: What is the mechanism for Tc? Is
new physics involved in the properties? What is the up-
per limit of Tc for this class of materials? What materials
properties control Tc? Where should we look next to find
new superconductors with high Tc? Should we consider
the materials to be strongly correlated electron systems?
7FIG. 6: (Color online) Temperature-composition phase di-
agrams for the Fe1+y(Te1−xSex) system determined from
measurements on single crystals.68 The phase regions deter-
mined from magnetic susceptibility measurements are tetrag-
onal paramagnetic metal at high temperatures for all com-
positions, spin density wave (SDW), superconductivity (SC),
and short-range spin glass-like (SG) static magnetic ordering.
Nonzero excess iron concentrations y are given in the figure.
The minimum value of y decreases as x increases. The long-
range SDW ordering occurs together with a monoclinic or
orthorhombic lattice distortion, depending on y, whereas the
SG ordering occurs in the tetragonal phase. The term SDW
implies itinerant magnetism. As discussed in Sec. III E 3, the
antiferromagnetism is most likely due to local magnetic mo-
ments, instead of itinerant magnetism as for the other Fe-
based parent compounds. The superconducting transition
temperatures in the figure are onset temperatures. Reprinted
with permission from Ref. 68.
Where are these materials situated with respect to the
two limits of strongly correlated localized magnetism77
and weakly correlated itinerant magnetism?78 What is
the relationship between the properties of the Fe-based
materials and the layered high Tc copper oxides
75 which
contain a Cu square lattice of localized spins 1/2? Is the
superconducting mechanism the same or different com-
pared to the cuprates? Can these materials lead to tech-
nological breakthroughs in the widespread utilization of
superconductors? Also, in view of the ongoing lack of
consensus about the superconducting mechanism in the
cuprates, there is hope that study of the Fe-based ma-
terials might provide insights into the mechanism in the
cuprates.
Reviews of the Fe-based layered superconductor
field have previously appeared.79–84 Reviews specifi-
cally on BaFe2As2 (Ref. 85) and on the Fe(S, Se, Te)
superconductors86 were written. Many topical invited re-
views, most of which are reviews of results from specific
research groups, are collected in a special issue of Phys-
ica C.87 Reviews of layered 1111-type and similar oxyp-
nictides and oxychalcogenides have been published.88–91
A listing and classification of 600 ThCr2Si2-type com-
pounds has been given.92 A conference on Fe-based su-
perconductors was held in December 2008 with published
proceedings.93 A focus issue of New J. Phys. (Feb. 2009)
was devoted to these materials.94 A topical review on the
magnetism in the Fe-based superconductors and parent
compounds has appeared.95 A survey of chalcogenide su-
perconductors is available.96 A review of the effects of
transition metal doping onto the Fe site in BaFe2As2 is
given in Ref. 97.
Herein we provide a selective overview of the large and
growing field of FeAs-based superconductors and related
materials with different emphases than in the above pre-
vious reviews. In particular, we critically evaluate the
experimental results from the literature for the various
properties and the relationships of those properties to
each other and to Tc, with reference to theoretical con-
cepts and models. Although the superconducting proper-
ties are discussed, we emphasize the normal state proper-
ties, and within these the electronic and magnetic prop-
erties as determined from various kinds of studies be-
cause of their likely importance to an electronic/magnetic
mechanism for superconductivity in these materials. We
do not even touch on applied aspects of superconduc-
tivity in these materials such as measurements of the
critical currents or the construction of superconducting
wires. Many tutorials are given as introductions to vari-
ous subjects. We hope that these will be useful not only
to students but also to researchers not specializing in the
described subjects. Many tables and figures of data have
been included for various properties. An overview of the
present state of the field and a summary of the basic
scientific issues remaining to be resolved is given at the
end in Sec. VI. For a quick overview of the main accom-
plishments in this field, the reader can jump directly to
Sec. VI.
A summary of the most common symbols used in this
review is given in Table XXI in the Appendix. In addi-
tion to data tables in the text, we will utilize the data
tables in the Appendix that give listings of various crys-
tallographic and physical properties of the compounds
along with the associated references. Although no index
is provided, one can use the table of contents and/or do
a search of the pdf document for specific keywords.
II. STRUCTURAL PROPERTIES
A. Overview
All of the FeAs-based high Tc superconductors contain
square lattice layers of Fe atoms where each Fe atom is
at the center of a (usually) distorted As tetrahedron to
form an equiatomic FeAs layer such as shown in Fig. 1 for
isoelectronic Ru in place of Fe. These FeAs layers are sep-
arated by spacer/charge donation layers along the c-axis
such as Ba layers in body-centered-tetragonal BaFe2As2
or LaO layers in primitive tetragonal LaFeAsO. The same
structures are sometimes formed when P replaces As,
8Fe
bTbO
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aO
FIG. 7: (Color online) Relationships between the basal plane
a and b axes of the high-temperature tetragonal (T, dashed
blue outline, see Fig. 1) and the low-temperature orthorhom-
bic (O, solid green outline) structures of the 1111-type and
122-type FeAs-based compounds. For clarity, only the Fe
atoms in a single layer parallel to the a-b plane of the struc-
tures are shown in the figure. The basal-plane lattice param-
eters are related to each other by aT = bT, aO ≈ bO ≈
√
2 aT.
In this review, we consistently quote orthorhombic lattice pa-
rameters such that cO > aO > bO for both the 1111-type and
122-type compounds.
and/or when Co, Ni or other transition metals partially
and/or completely replace the Fe. As seen in Fig. 2, the
11-type Fe1+y(Te1−xSex) system has no charge reservoir
layer.
The high Tcs in the Fe-based materials are observed for
compounds that must be doped or put under pressure to
reduce or eliminate the combined structural and mag-
netic transitions seen in the phase diagrams exemplified
in Figs. 5 and 6. In all these systems of parent com-
pounds, the high temperature structures are tetragonal
and the low-temperature structures are distorted vari-
ants. The high-temperature tetragonal lattice parame-
ters for the four main classes of Fe-based materials are
given in the Appendix.
As noted above, partially replacing isoelectronic P
for As in BaFe2As2 suppresses the long-range struc-
tural and antiferromagnetic transitions and induces
superconductivity.60 Since P is smaller than As, this
substitution results in a shrinking of the unit cell, cor-
responding to what is called “chemical pressure.” On
the other hand, it is known that by substituting isoelec-
tronic Sr for Ba, the unit cell shrinks to the same volume
for which BaFe2(As1−xPx)2 becomes superconducting,
but the Sr substitution does not suppress the crystal-
lographic/antiferromagnetic transition temperature T0
or induce superconductivity.98 In fact, Sr substitution
monotonically enhances T0 from 137 K for the pure Ba
compound to 205 K for the pure Sr compound. There-
fore, the unit cell volume is not the only parameter deter-
mining whether the crystallographic and magnetic tran-
sitions are suppressed and superconductivity is induced.
Rotter, Hieke and Johrendt have discovered a
significant crystallographic difference between the
(Ba1−xSrx)Fe2As2 and BaFe2(As1−xPx)2 systems.
99
They find that due to the large size mismatch between
P and As, these two atoms are at different heights from
the Fe layers, even though they nominally occupy the
same crystallographic position (see Table XXV in the
Appendix). This is the same situation as noted above
in the Fe1+y(Te1−xSex) system, in which the Se and Te
atoms have different heights from the Fe layers.22,23 From
the crystallographic data and band calculations, Rotter
et al. infer that the different heights of the P and As lay-
ers in the BaFe2(As1−xPx)2 system have a dramatic in-
fluence on suppressing the magnetic and crystallographic
transitions in favor of superconductivity, due to the gi-
ant magnetoelastic coupling described in Sec. III C be-
low. Quoting Ref. 99, “Phosphorus doping suppresses
the SDW state by increasing the width of the d-bands,
which in turn leads to shorter Fe-As bonds due to its
strong coupling to the magnetic state.”
Low-temperature structure data are given for the 1111-
type and 122-type FeAs-based materials in Appendix Ta-
bles XXVIII and XXIX, respectively. The low temper-
ature structures are distortions of the high temperature
structures, rather than a complete rearrangement of the
atoms. Remarkably, even though second order transi-
tions between the two structures are allowed by sym-
metry since the orthorhombic space groups are, respec-
tively, subgroups of the tetragonal space groups, some of
these transitions are reported to be first order such as
in CaFe2As2,
100,101 SrFe2As2,
102 and BaFe2As2.
103 On
the other hand, Wilson et al. found that their magnetic
and structural neutron diffraction data on a single crystal
of BaFe2As2 near the SDW transition temperature were
consistent with a second order phase transition.104
The relationship between the a-b plane axes in the
tetragonal and orthorhombic structures of the 122-
and 1111-type compounds is shown in Fig. 7. One
would expect twinning to occur because the orthorhom-
bic distortion is small (<∼ 1%, see the tables in the
Appendix). Twins have indeed been observed opti-
cally below the respective tetragonal-orthorhombic tran-
sition temperature in AFe2As2 (A = Ca, Sr, Ba)
105
and Ba(Fe0.985Co0.015)2As2.
106 The twin boundaries run
along the orthorhombic [110] and [11¯0] directions (tetrag-
onal [100] and [010] directions) and form planes that tra-
verse the materials parallel to the c-axis and are sepa-
rated in the a-b plane by ∼ 10–50 µm. Transmission elec-
tron microscopy of the AFe2As2 compounds gives simi-
lar results except that the twin boundaries are separated
by only 0.1–0.4 µm.107 In addition, a fine tweed pat-
tern is found in CaFe2As2.
107 It is not clear why optical
and electron microscopies give different results for the
twin boundary spacing. The reason is possibly associ-
ated with the sample preparation needed for the TEM
measurements that require extremely thin samples.
Within anMX 4 tetrahedron whereM is the transition
metal atom and X is a pnictogen (Pn = P, As, Sb, Bi)
or chalcogen (Ch = S, Se, Te), there is a twofold X-M-X
bond angle where the two X atoms are on the same side
of the M atom layer along the c axis, and a fourfold X-
M-X bond angle where the two X atoms are on opposite
sides of theM layer (see Fig. 1). The twofold and fourfold
9X-M-X bond angles are given by10
θ2 = arccos
[
−a24 + (z − α)2c2
r2
]
(twofold)
θ4 = arccos
[−(z − α)2c2
r2
]
(fourfold)
where (1)
r2 =
a2
4
+ (z − α)2 c2
and α = 0, 1/4, 1/2 and 1 for the FeSe-type (11-type),
BaFe2As2-type (122-type), LaFeAsO-type (1111-type)
and LiFeAs (111-type) structures, respectively. Here a
and c are the tetragonal lattice parameters, z is the c-
axis position parameter of the X atom in a unit cell of
the respective structure (e.g., z ≈ 0.25 in FeSe, z ≈ 0.35
in BaFe2As2, z ≈ 0.65 in LaFeAsO, and z ≈ 0.75 in
LiFeAs), and r is the nearest-neighbor M-X distance
within an M -centered MX4 tetrahedron (all four M -X
nearest-neighbor distances are the same in each of the
structures). The average bond angle for all six X-M-X
bonds is close to the value of 109.47◦ for an undistorted
tetrahedron. Thus if θ2 > 109.47
◦ then θ4 < 109.47
◦,
and vice versa. The M atoms in each structure form a
square lattice where the fourfold nearest-neighbor M -M
distance in all four structures is dM−M = a/
√
2. The dis-
tance (height h) between an M layer and either adjacent
X layer is h = |z − α|c.
B. Relationship between Pn-T-Pn Bond Angle and
Tc
Studies of structure-property relationships of the Fe
pnictide-based superconductors have suggested correla-
tions with the superconducting transition temperature
Tc. Early on, Lee and coworkers
108,109 and Zhao and
coworkers40 reported a correlation for a wide range of
parent compounds Ba(Fe,Ni)2P2, R(Fe,Ni)(P,As)O and
TbFeAsO0.9F0.1 where R is a rare earth element, that
the highest Tc occurred for the doped materials in which
the respective FePn4 or NiPn4 tetrahedra were least dis-
torted (Pn = P, As). The angle plotted in Refs. 108
and 109 that is correlated with Tc is the twofold Pn-M-
Pn bond angle in Eqs. (1). More recently, from mea-
surements of the structure versus applied pressure for
BaFe2As2, Kimber et al. concluded that the structure
is more important than doping in inducing supercon-
ductivity in this compound.110 Another correlation was
found by Mikuda and coworkers among RFeAsO1−δ com-
pounds, where the Tc was found to increase monotoni-
cally with increasing 75As nuclear quadupole resonance
frequency 75νQ, which in turn reflects the local coordina-
tion and bonding of the As atoms.111,112
Shown in Fig. 8 is a plot of Tc versus the twofold Pn-
M-Pn angle for a variety of 122-type and 1111-type com-
pounds, where each data point corresponds to a sample
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FIG. 8: (Color online) Superconducting transition onset
temperature Tc versus room-temperature two-fold Pn-M -
Pn angle for a variety of layered transition metal pnictides,
where Pn = P, As, and M is the 3d transition metal atom.
Each plotted point represents a sample with an individually
measured Tc and crystal structure refinement. The verti-
cal arrows pointing downwards indicate that superconduc-
tivity is not observed above the indicated temperature for
the respective compound. The dashed vertical line indicates
the equal twofold and fourfold Pn-M -Pn bond angles of
arccos(−1/3) ≈ 109.47◦ for an undistortedM -centeredMPn4
tetrahedron.
with both a measured Tc and a measured structure. From
the figure, a unique correlation between Tc and bond
angle is not present. On the other hand, the envelope
containing all the data in the figure has an obvious peak
near the angle of 109.47◦ corresponding to an undistorted
pnictogen tetrahedron centered by the transition metal
M . This suggests that the potential for high Tc is great-
est for undistorted MPn4 tetrahedra, although in that
view other factors are clearly also affecting Tc. Horigane
et al. have shown that FeSe1−xTex samples also follow
the overall behavior in Fig. 8, where the Tc is between 6
and 14 K and the twofold bond angle is between 96◦ and
104◦.113
However, it is not obvious that the non-FeAs-based
compounds plotted have the same mechanism for Tc
as the FeAs-based ones, and thus it is not clear that
they should be considered together with the FeAs-based
materials with respect to the structure-Tc relationship.
When viewed in this light, the only correlation remain-
ing from the plot is that all of the FeAs-based com-
pounds have about the same bond angle, irrespective
of Tc, which may simply be a reflection of the specific
chemistry of the FeAs-based materials. We note that
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FIG. 9: (Color online) Superconducting transition onset tem-
perature Tc versus the distance (height) between the transi-
tion metal M layer and either adjacent pnictogen Pn layer,
where Pn = P or As. Each plotted point represents a sam-
ple with an individually measured Tc and crystal structure
refinement. The vertical arrows pointing downwards indicate
that superconductivity is not observed above the indicated
temperature for the respective compound.
within the Ba1−xKxFe2As2 system plotted as the filled
red circles, it appears that the highest Tc within this
system corresponds to an angle equal to the angle of
109.47◦ for an undistorted FeAs4 tetrahedron. However,
the two data points on the right-hand side of the verti-
cal dashed line, which define the existence of the peak
in Tc, are for samples where, coincidentally(?), the mag-
netic/structural transitions have not yet been completely
suppressed by K doping and which might therefore have
suppressed Tcs due to these transitions.
C. Relationship between Pnictogen Height and Tc
Several authors have suggested a related alternative
correlation between the Tc and the distance (height h)
mentioned above between the Fe layer and either adja-
cent pnictogen layer for a specific selected subset of Fe-
based layered superconductors.114,115 In particular, they
considered only the maximum Tc that occurs within a
given system, and omitted certain compounds such as
KFe2As2 in their plotted data. This work was motivated
by a theoretical study by Mizuguchi et al. discussed in
the following paragraph.116 In Fig. 9, Tc is plotted versus
h for each of the samples plotted in Fig. 8. Here again,
there is no unique correlation, although the envelope of
the data has a peak around h ∼ 1.38 A˚, as previously
noted.114,115 Huang and coworkers have found a corre-
lation between the Se height parameter z and the Tc of
FeSe0.5Te0.5 epitaxial thin films.
117
On the theoretical side, Kuroki and coworkers have cal-
culated that for spin-fluctuation-mediated superconduc-
tivity, the value of h is “a possible switch” between high-
Tc nodeless sign reversing s
± pairing (large h) and low-Tc
nodal (either d-wave or nodal s-wave) pairing (small h)
in the iron-based superconductors.116 Here, they com-
pare high-Tc FeAs-based superconductors that appear to
be nodeless with LaFePO with a low Tc that appears
to have nodes in the superconducting wave function. In
these calculations, since the spin fluctuation mechanism
for superconductivity in both the low- and high-Tc Fe-
based compounds is assumed to be the same, the enve-
lope function in Fig. 9 in this case is physically mean-
ingful over the whole range of h encompassing all of the
plotted Fe-based compounds. It is unclear whether or
not the 1111-type and 122-type compounds in the figure
that do not contain Fe would fit into this scenario.
D. Relationship between Orthorhombic Distortion
and Superconductivity
According to the phase diagram for Ba(Fe1−xCox)2As2
in Fig. 5, there is a small composition (x) region where
superconductivity coexists with the orthorhombic struc-
tural distortion at low temperatures. Nandi and co-
workers have investigated the temperature T dependence
of the orthorhombic distortion δ ≡ (c−a)/(c+a) in crys-
tals of Ba(Fe1−xCox)2As2 in this region of the phase dia-
gram, as shown by the remarkable data in Fig. 10.46 Two
significant features were found. First, the long-range an-
tiferromagnetic transition at TN has no discernable influ-
ence on δ(T ). Second, δ is found to couple strongly to the
superconductivity: δ is suppressed upon cooling through
the superconducting transition temperature Tc, with the
suppression increasing with increasing x. In fact, for
x = 0.063, the distortion is completely suppressed by the
superconductivity at the lowest temperatures, which is a
so-called re-entrant behavior of δ. A similar suppression
of δ below Tc was subsequently found in single crystals
of Ba(Fe0.961Rh0.039)2As2.
118
E. The Fe1+y(Te1−xSex) System
These materials crystallize in the anti-PbO-type prim-
itive tetragonal structure shown in Fig. 2. The crystal
data are given in the Appendix in Table XXVI. Here we
discuss the 11-type Fe1+y(Te1−xSex) system separately
because of complications in its crystal structure. The
formula is written this way instead of Fe(Te1−xSex)1−z
because structure refinements and mass density measure-
ments for Fe1+yTe show that (i) there are excess (y)
Fe atoms present beyond those needed to fill the fully-
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FIG. 10: (Color online) Orthorhombic distortion δ =
(a − b)/(a + b) versus temperature T for single crystals of
Ba(Fe1−xCox)2As2.
46 As x increases, the Ne´el temperature
TN and the tetragonal-to-orthorhombic structural transition
temperature TS decrease (see the phase diagram in Fig. 5).
These samples are in the region of the phase diagram where
coexistence of superconductivity, long-range antiferromag-
netism, and the orthorhombic crystallographic distortion oc-
curs. The sharp cusps in the temperature dependence occur
at the respective superconducting transition temperature Tc.
Reprinted with permission from Ref. 46. Copyright (2010) by
the American Physical Society.
occupied Fe positions in the Fe square lattice layers,
and (ii) the excess Fe atoms go into interstitial positions
within the Te layers as shown in Fig. 2, distinct from the
Fe positions in the Fe square lattice layers.119 The min-
imum amount y of excess Fe incorporated into the crys-
tal structure decreases as x increases. Furthermore, we
write the composition of this system as Fe1+y(Te1−xSex)
instead of Fe1+y(Se1−xTex) because the undoped x = 0
composition, Fe1+yTe, is an antiferromagnetic metal for
which the antiferromagnetic transition is driven to zero
temperature and superconductivity appears by partially
substituting Se for Te. Thus by writing Fe1+y(Te1−xSex),
the sequence of phases with increasing x is the same as
in the other classes of Fe-based superconductors.
Statements are sometimes made in the literature
that Fe1+yTe1−xSex compounds with x = 0 are
“nonmetallic”120 and others are metallic. Such state-
ments may be based on the negative temperature coeffi-
cient of the in-plane resistivity ρ for the former materials
at low temperatures, such as shown for a single crystal of
Fe1.05Te in Fig. 11 for temperatures above the Ne´el tem-
perature TN = 65 K.
120 However, there is no evidence
in the literature that any of the Fe1+yTe compounds are
insulating for T → 0 as would be expected for a semicon-
ductor (i.e., non-metal). Indeed, the magnitude of the
normal state in-plane resisitivity of Fe1.05Te in Fig. 11
is similar to that of BaFe2As2 in Fig. 4 above. Liu et
al. have suggested that weak charge carrier localization
occurs in samples with excess Fe (y ∼ 0.11).121 However,
this suggestion was based on ρ(T ) data that increased
by only ∼ 15–50% upon cooling over the discussed tem-
perature ranges. In addition, their heat capacity mea-
surements below 12 K showed very similar large elec-
tronic specific heat coefficients γ for both Fe1.04Te and
Fe1.11Te single crystals (see the Appendix).
121 These γ
values presumably both reflect the presence of a degen-
erate Fermi liquid. Furthermore, it is well-known that
crystalline disorder in metallic chalcogenides can induce
a negative temperature coefficient of resistivity, such as
was shown to occur in the gold-colored superconducting
NaCl-structure defect-compound Zr1−xS with Tc = 2.5–
4.5 K.122,123 In Zr1−xS, the lattice disorder arises from
disordered vacancies on the Zr sites for large x and on
both the Zr and S sites for smaller x.123 Thus we sug-
gest that the term “nonmetallic” should not be applied
to the Fe1+yTe1−xSex system until convincing evidence
for ρ→∞ as T → 0 is demonstrated.
According to Ref. 21, bulk superconductivity only oc-
curs in the PbO-type system Fe1+y(Te1−xSex) for x ≈ 0.5
according to their heat capacity measurements. How-
ever, heat capacity and low-field magnetic susceptibility
measurements for polycrystalline Fe1.01Se (x = 1) by Mc-
Queen et al.,124 magnetic susceptibility measurements of
FeSe0.974 by Pomjakushina et al.,
125 and heat capacity
measurements of a Fe1.03Te0.63Se0.37 single crystal by Liu
et al.121 indicate bulk superconductivity for these com-
positions as well.
In Fe1+y(Te1−xSex) compounds with compositions x >∼
0.3 for which bulk superconductivity is observed, Sales
and coworkers noticed that the superconductivity can
become non-bulk if the amount of excess Fe y becomes
large.21 Furthermore, Yang et al. found bulk super-
conductivity via magnetic susceptibility measurements
for a Fe1.04(Te0.67Se0.33) single crystal but not for a
Fe1.12(Te0.70Se0.30) single crystal
126 (see Table XXXV in
the Appendix). Similar results were found by Liu et al.
from heat capacity measurements121 and by Viennois et
al.127
Fe1+ySe
In this section the Fe1+ySe system is considered in
more detail because much information of various kinds
is available for it. The phase diagram of the Fe-Se sys-
tem was obtained by Okamoto in 1991.128 The tetragonal
anti-PbO-type Fe1+ySe phase of interest in this review
decomposes on heating to 457 ◦C and has a small homo-
geneity range from 49.0 to 49.4 at% Se [misquoted as 45
to 49.4 at% Se in Ref. 16] at 380 ◦C,128 which corresponds
to the formulas Fe1.02Se to Fe1.04Se, respectively. Various
studies refine the structure with either excess Fe or with
12
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FIG. 11: (Color online) Electrical resistivity ρ in the ab-
plane versus temperature T for a single crystal of Fe1.05Te.
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The inset shows an expanded plot of the 2 K hysteresis ob-
served upon heating and cooling through the combined crys-
tallographic and antiferromagnetic first order transition at
TN ≈ 65 K. Reprinted with permission from Ref. 120. Copy-
right (2009) by the American Physical Society.
Se vacancies, but irrespective of that, the results all indi-
cate nearly stoichiometric (i.e., 1:1) FeSe. From Ref. 128,
Fe1.04Se is in equilibrium with metallic Fe. This means
that if the samples are more Fe-rich than Fe1.04Se, they
will be contaminated by ferromagnetic Fe metal impuri-
ties. Therefore it is puzzling that Refs. 16, 129 and 130
studied the superconducting and other properties of iron-
rich polycrystalline samples with nominal compositions
Fe1.22Se, Fe1.09Se and Fe1.22(Te1−xSex) (0 ≤ x ≤ 1),
respectively. In the first and third studies that report
magnetic susceptibility data, the authors did not report
M(H) isotherm measurements (see Sec. III E 2 below)
to assess the contribution of ferromagnetic impurities to
the measured magnetizations. The less-studied phase di-
agram of the Fe-Te system also shows that metallic Fe
is in equilibrium with the PbO-type Fe1+yTe phase.
131
Thus potential problems associated with contamination
of the samples by ferromagnetic Fe metal impurities are
evidently present throughout the Fe1+y(Te1−xSex) sys-
tem of compounds.
McQueen and coworkers carried out a definitive study
of the variation of the structural and physical proper-
ties of polycrystalline PbO-type Fe1+ySe versus y for
y ≈ 0,124 although they did not report measurements
of the normal state magnetic susceptibility. They found
that optimum bulk superconductivity with Tc = 9 K
was obtained for 1 + y = 1.01, and that neither this
superconducting composition nor the nonsuperconduct-
ing composition 1 + y = 1.03 exhibit long-range mag-
netic ordering as deduced from 57Fe Mo¨ssbauer mea-
surements at 295 and 5 K.124 Their revised phase dia-
gram for y ≈ 0 indicates a homogeneity range of this
phase of 1 + y = 1.01–1.03, slightly lower than the pre-
vious range of 1.02–1.04,128 with decomposition of the
phase occurring below 300 ◦C (a new result) and above
450 ◦C.124 They also found that unless care is exercised
to prevent oxygen contamination, the samples contain
ferromagnetic Fe3O4 impurities. They suggested that
this oxygen contamination is the reason that excess Fe
(above 1+ y = 0.03) was included into previous prepara-
tions in order to obtain reasonably pure polycrystalline
samples of PbO-type Fe1+ySe, i.e., the extra Fe absorbs
(“getters”) the oxygen impurities. Other refinements of
the FeSe crystal structure also show nearly stoichiomet-
ric occupancies of the Fe and Se sites (see Table XXVI
in the Appendix).
Pomjakushina et al. reported a complementary study
of the phase stability of FeSe.125 They found that irre-
spective of starting composition, this phase is nearly a
line compound (a compound with only one composition)
with composition FeSe0.974±0.005. Note that this is writ-
ten as Se-deficient rather than Fe-rich. The authors at-
tempted to refine their neutron powder diffraction data
assuming an Fe-rich model in which the excess Fe atoms
go into the Se layer as the Fe atoms go into the Te layer
in Fig. 2 for Fe1+xTe, but ruled that structural model
out because of poor fits to their diffraction data. Inter-
estingly, the authors found that all of their samples were
superconducting with about the same Tc ≈ 8.3 K, consis-
tent with a narrow homogeneity range for the compound.
Similar results were obtained by Li et al.132 These results
conflict with those of McQueen et al.,124 who found in-
stead that there existed at least one composition within
the homogeneity range of FeSe that is not superconduct-
ing.
Fe1+ySe can exhibit a lattice distortion from primi-
tive tetragonal at room temperature (P4/nmm) to base-
centered orthorhombic (Cmma) upon cooling to low
temperatures.129,133,134 McQueen et al. found that this
transition occurs for y = 0.01 at 90 K, but not for
y = 0.03.133 Pomjakushina et al.125 and Khasanov et
al.135 found this distortion to occur at about 100 K in
each of the two samples they examined at low temper-
atures. The lattice distortion is the same type as seen
in the 1111-type FeAs-based compounds at low temper-
atures.
III. NORMAL STATE PROPERTIES
The key to understanding the superconducting mech-
anism in the Fe-based superconductors is to understand
their normal-state properties, since the superconducting
state grows out of it and the microscopic interactions de-
termining the former are likely to be responsible for the
latter. Therefore the most extensive part of this review
is a description and discussion of the normal state prop-
erties.
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A. Reciprocal Lattices, Brillouin Zones, Band
Structures and Fermi Surfaces
1. Introduction
Many band structure calculations have been carried
out for the Fe-based high Tc superconductors (see the
Appendix). For a transition metal cation at the center
of a tetrahedron of electronegative anions, due to crys-
talline electric field effects one nominally expects the five
d-orbitals to split into a low energy set of two so-called
eg orbitals and a set of three t2g orbitals at higher en-
ergy. In oxides, this splitting is clearly seen. However, in
the FeAs-type materials all five d-orbitals are at about
the same energy, and hence the bands formed from them
overlap near the Fermi energy to a large extent. Further-
more, the electronic density of states at the Fermi energy
is primarily derived from the Fe 3d orbitals, and the As
4p orbitals do not contribute much (see below). This in-
dicates that direct hopping of electrons from Fe atom to
Fe atom is the main mechanism for metallic conduction,
rather than hopping from Fe to As to Fe. Indeed, the
Fe-Fe distance in the AFe2As2 compounds is only about
10% larger than in pure elemental Fe metal. Neutron
diffraction measurements of the magnetic form factor of
SrFe2As2 showed that the form factor is nearly isotropic
and similar to that of elemental iron.136,137 Evidence for
Fe-As bonding was obtained from the spatial distribution
of the magnetization density.136
This situation is entirely different than in the high Tc
cuprates, where an oxygen atom is situated midway be-
tween each pair of Cu atoms. Thus, in order for conduc-
tion to occur on the Cu sublattice the conduction carriers
have to hop from Cu to O to Cu, which results in a large
contribution of the O 2p orbitals to the density of states
at the Fermi energy and a very strong antiferromagnetic
superexchange interaction between the Cu spins 1/2. A
lucid and more extended discussion of relationships be-
tween the FeAs-based and cuprate materials is given by
Sawatzky et al.138 The density of states at the Fermi en-
ergy obtained from band structure calculations on the
Fe-based materials is an important quantity determining
the electronic properties such as the magnetic susceptibil-
ity and is therefore discussed separately in the following
Sec. III D.
A critically important feature of the Fe-based super-
conductors as revealed by band structure calculations
and angle-resolved photoemission spectroscopy (ARPES)
measurements is that they are semimetals. This term has
a very special and specific meaning in condensed matter
physics. It does not mean “almost a metal” or “similar to
a metal.” A semimetal is a true metal, which is defined as
a material having finite conductivity as the absolute tem-
perature T approaches zero Kelvins. Furthermore, this
term must be distinguished from an equally confusing
term “half-metal”, which is also a true metal but one in
which the conduction band is completely spin-polarized
(ferromagnetic). We will not further discuss half-metals
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FIG. 12: (Color online) A sketch showing how a semimetal
comes about in 2 dimensions. The energy E of an electron
is plotted versus the x component k of the crystal momen-
tum (∼ mass times speed) of the electron. The y momentum
component axis points into the page. The pictures are ver-
tical cuts through the centers of two-dimensional bands that
are paraboloids of revolution about their vertical symmetry
axes. The upper band is the conduction band and the lower
band is the valence band. The parts of each band filled by
electrons are shown as solid green. (a) An indirect band gap
semiconductor with a filled lower valence band and an empty
upper conduction band at temperature T = 0. Thus at T = 0
the material is an insulator. (b) A semimetal. Here, the
valence and conduction bands overlap slightly in energy and
some electrons from the valence band spill over to the conduc-
tion band until the energies of the highest occupied electron
states in each band become the same (the Fermi energy), as
shown. This is a true metal with finite conductivity at T = 0.
The current carriers in the valence band are “holes” because
they arise from holes in the electron population at the top of
the band, and are “electrons” at the bottom of the conduc-
tion band, and the numbers of each are the same. Thus one
speaks of hole and electron pockets, respectively, as measured
by ARPES. If the material is “doped” with excess electrons or
holes, then the electron and hole concentrations are no longer
the same. In this case, in the absence of electron correlation
effects even the material in (a) is metallic at T = 0 because
either there are electrons in the conduction band or holes in
the valence band at T = 0, respectively.
in this review.
To explain what a semimetal is, Fig. 12(a) shows a
sketch of the band structure of a two-dimensional semi-
conductor. By definition, the band structure of a mate-
rial is the set of dependencies of the energies of itinerant
(movable) current carriers as a function of their momenta
k (mass times velocity). In Fig. 12(a), the conduction and
valence bands are separated vertically by an energy gap
and their centers of momenta are displaced horizontally
from each other which results in an “indirect band gap”
semiconductor that is an electrical insulator at tempera-
ture T = 0. A semimetal is a metal that derives its metal-
lic character from the same type of horizontally displaced
valence and conduction bands but that overlap slightly
in energy as illustrated in Fig. 12(b) so there is no longer
an energy gap between the two bands. Therefore elec-
trons “spill over” from the previously filled valence band
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FIG. 13: (Color online) The Fermi surfaces of
Ba1−xKxFe2As2 for x = 0 (top panel) and x = 0.45
(bottom panel) as measured by ARPES, in the kx-ky plane
of the Fe layers, where a is the basal plane tetragonal lattice
constant of the unit cell.139 The hole pocket(s) is at the Γ
point and the electron pocket(s) is at the X point of the
Brillouin zone. Band structure calculations indicate that
there are two concentric electron pockets about the Γ point
and two concentric hole pockets about the X point, but these
early ARPES measurements do not resolve the members
of either pair. Higher resolution data are shown below in
Fig. 70. Hole doping occurs by replacing some of the Ba
by K as x increases from 0 to 0.45, and the Fermi energy
decreases so that the hole pockets at the Γ point get larger
and the electron pockets at the X point shrink, as expected
from Fig. 12(b). Reprinted with permission from Ref. 139.
Copyright (2008) by the American Physical Society.
into the conduction band until the energy of the highest-
energy occupied state in each band (the Fermi energy) is
the same. This results in small electron and hole “pock-
ets” of current carriers as described in the figure caption.
These pockets are directly observed in ARPES measure-
ments of the Fermi surface as shown in Fig. 13.139 The
“Fermi surface” is the locus of all points in momentum
space separating the occupied from the unoccupied elec-
tron states at T = 0 [see Fig. 12(b)]. Thus the undoped
FeAs-based parent compounds are “fully compensated”
metals, where the electron and hole concentrations ne
and nh, respectively, are identical. The existence of the
electron and hole pockets allows a new type of supercon-
ducting electron pairing to occur, known as s± pairing.140
This pairing is specific to the type of semimetallic elec-
tronic structure shown in Figs. 12(b) and 13 where there
is a pairing interaction between the electron and hole
pockets in momentum space, and the superconducting
order parameter has opposite signs on the electron and
hole pockets, hence the designation s±.
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FIG. 14: (Color online) Topology of the first Brillouin zones
(BZ) for the body-centered-tetragonal (bct) space group
I 4/mmm (No. 139, for c/a ≈ 2.2 > 1, top, 122-type) and
primitive tetragonal (pt) P4/nmm (No. 129, bottom, 11-,
111- and 1111-types) that Fe-based compounds crystallize in
at room temperature, respectively. The center of the BZ at
k = 0 in each structure is denoted as the Γ point. For the
pt reciprocal lattice in the bottom figure, the reciprocal lat-
tice translation vectors are k =
(
n1
2pi
a
, n2
2pi
a
, n3
2pi
c
)
, where
n1, n2, n3 are integers. Ambiguities in the creation and label-
ing of the reciprocal lattice and BZ for the bct direct lattice in
the top figure are discussed in the text. The most important
of these is that, for pt and bct direct lattices with the same
lattice parameters oriented in the same way in real space, the
X point in the top panel is at the same point in reciprocal
space as the M point in the bottom panel. Reprinted with
permission from Ref. 143.
2. Reciprocal Lattices and Brillouin Zones
A Brillouin zone (BZ) is a Wigner-Seitz primitive
cell of the reciprocal lattice of a crystal.142 The (first)
BZs of the room-temperature body-centered-tetragonal
(bct) 122-type and primitive tetragonal (pt) 11-, 111-
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bct
  fct
FIG. 15: (Color online) Reduction of a face-centered-
tetragonal (fct) reciprocal lattice (red outlined unit cell) to
a smaller body-centered-tetragonal (bct) reciprocal Bravais
lattice (blue outlined unit cell). The filled red circles are the
reciprical lattice points.
and 1111-type Fe-based tetragonal crystal structures are
shown in Fig. 14.143 The top and bottom BZs look differ-
ent from each other because the symmetries of the two
reciprocal lattices are different. The reciprocal lattice of
the pt real-space (“direct”) lattice is another pt lattice,
and the reciprocal lattice of the bct direct lattice is an-
other bct lattice (see below!). Note that the M point in
the bottom panel of Fig. 14 is at a qualitatively different
position in reciprocal space from the M point in the top
panel. The notations for the symmetry lines and points
in the figures are defined in Ref. 144, together with pic-
tures of the first BZs of all fourteen142 three-dimensional
direct Bravais lattices and the symmetry line and point
designations for each.
With regard to notation, the adjective “primitive”
when applied to describing a unit cell in real space means
that there is one lattice point per unit cell. To each lat-
tice point is attached a “basis” of atoms.142 For exam-
ple, for the primitive tetragonal LaFeAsO, there are two
formula units per unit cell, which means that the basis
consists of two formula units, together containing two Fe
atoms. Since each Fe layer contains two Fe atoms within
the unit cell (≡ Fe2), the 1111-type (and 11- and 111-
type) Fe-based superconductors have one Fe layer per
unit cell. For the 122-type bct compound BaFe2As2, on
the other hand, the direct unit cell contains two lattice
points, one at a corner and the other at the body center.
Since there are again two formula units per unit cell, the
basis consists of one formula unit, again containing two
Fe atoms. Since there are four Fe atoms per unit cell,
there are two Fe2 layers per unit cell, which is also seen
directly from Fig. 1. This is an important distinction be-
tween the structures of the 122-type versus the 11-, 111-
and 1111-type Fe-based materials. Similarly, in recipro-
cal space, a primitive unit cell contains one lattice point
per unit cell, and a bct unit cell again contains two lat-
tice points per unit cell. Both real space and reciprocal
space lattices are described by the same set of fourteen
three-dimensional Bravais lattices.
Figure 1 shows that the bct unit cell of the 122-type
compounds contains two Fe layers per unit cell, as just
discussed. The 214-type cuprates such as La2CuO4 at
high temperatures T > 530 K and the doped 214-type
superconducting compositions at all temperatures also
have a bct unit cell (space group I4/mmm).145 However,
due to the very weak electronic and magnetic coupling
between the CuO2 layers, the magnetic and electronic
transport properties are quasi-two-dimensional and one
can treat the two layers per unit cell as equivalent and
can thus ignore for most purposes the body-centering of
the tetragonal unit cell.75 This is not the case with the
122-type FeAs compounds, because their interlayer cou-
pling is much stronger. Indeed, Yaresko et al. showed for
the 122-type (Ba,K)Fe2As2 system that “the bct sym-
metry mixes kz dispersion into the (kx, ky) dispersions.”
Furthermore, Graser et al. showed theoretically that in-
terlayer coupling has an influence on the spin fluctuations
and superconducting pairing strength in BaFe2As2.
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Many experiments indicate significant interlayer elec-
tronic coupling in the 122-type compounds such as in
Fig. 21 below. Thus there is physics in the statement
that there are two layers per unit cell for the 122-type
Fe-based compounds.
In the Fe-based superconductor field, the BZs in pub-
lished calculated figures of the Fermi surfaces for the bct
122-type compounds sometimes do not look like the BZ
in the top panel of Fig. 14. Instead, the BZ is plotted for
convenience in these publications as a rectangular par-
allelopiped, such as in Figs. 18 and 20 below, with the
same volume as the actual Brillouin zone (I. I. Mazin,
private communication).
In the bottom panel of Fig. 14 showing the pt BZ of
the primitive tetragonal direct lattice, the kx, ky , and kz
translation vectors of the reciprocal lattice point along
the conventional pt direct lattice axes, respectively, ac-
cording to142
kx =
2π
a
aˆ,
ky =
2π
a
bˆ, (primitive tetragonal) (2)
kz =
2π
c
cˆ.
However, the labeled kx and ky axes of the conven-
tional (as opposed to primitive) reciprocal lattice of the
body-centered-tetragonal direct lattice are at an angle of
45◦ to the a and b axes of the direct lattice, respectively.
This important fact is not obvious from the top panel
of Fig. 14. The following explanation was provided by
Andreas Kreyssig (private communication). The recipro-
cal lattice of a body-centered direct lattice is in general
face-centered. Thus, the reciprocal lattice of a bct direct
lattice is a face-centered tetragonal (fct) lattice, but the
fct lattice is not a conventional Bravais lattice. However,
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FIG. 16: (Color online) Relationship of the conventional
direct lattice unit vectors aˆ and bˆ for a body-centered-
tetragonal direct lattice with the conventional reciprocal lat-
tice unit vectors kˆx and kˆy of its body-centered-tetragonal
reciprocal lattice.
as shown in Fig. 15, a fct reciprocal lattice unit cell can
be transformed into a smaller bct Bravais reciprocal lat-
tice unit cell by translating the reciprocal lattice by half
the fct reciprocal unit cell height along the kz axis, rotat-
ing the lattice in the kx-ky plane by 45
◦, and decreasing
the kx and ky fct reciprocal lattice vector lengths by a
factor of
√
2. Thus, the reciprocal lattice of a bct direct
lattice is another bct lattice in which the kx and ky re-
ciprocal lattice translation vectors and axes are at angles
of 45◦ to the a and b conventional direct lattice vectors,
respectively. This is a very confusing aspect of the BZ
of the bct direct lattice. Fortunately, the reciprocal lat-
tices of only two of the fourteen three-dimensional direct
Bravais lattices have the directions of their conventional
lattice vectors in different directions than the directions
of the conventional lattice vectors of the respective direct
lattices. One of these exceptions is the bct direct lattice
and the other is the rhombohedral direct lattice.144
The Wigner-Seitz primitive cell of the bct reciprocal
lattice is the first BZ of the bct reciprocal lattice, which
is shown in the top panel of Fig. 14 for a direct bct lat-
tice with c/a > 1 as for the 122-type FeAs-based com-
pounds (the topology of the BZ is different if c/a < 1).143
The conventional reciprocal lattice translation vectors
kα (α = x, y, z) of the conventional bct direct lattice
are written in terms of the conventional lattice vectors a,
b and c of the bct direct lattice with magnitudes a, a,
and c, respectively, as144
kx =
2π
a
(aˆ− bˆ),
ky =
2π
a
(aˆ+ bˆ), (body centered tetragonal) (3)
kz =
4π
c
cˆ,
with magnitudes
|kx| = 2
√
2π
a
,
|ky| = 2
√
2π
a
, (4)
|kz| = 4π
c
,
respectively. Note the differences between these mag-
nitudes for the bct reciprocal lattice translation vectors
and those for the pt reciprocal translation lattice vectors
in Eqs. (2). The relationships between the in-plane bct
direct lattice unit vectors and bct reciprocal lattice unit
vectors are shown in Fig. 16.
In the bottom panel of Fig. 14, the kx-axis of the recip-
rocal lattice for the pt 11-type, 111-type, and 1111-type
FeAs compounds points in the aˆ direction and intersects
a face of the BZ at the X point, and the M point of the BZ
is in the corner with in-plane wave vector
(
1
2 ,
1
2
)
r.l.u. [for
the notation, see Eq. (7) below]. On the other hand, the
aˆ-direction of the direct bct lattice is at a 45◦ angle to the
bct reciprocal lattice kx and ky axes in the top panel of
Fig. 14 as shown in Fig. 16 and intercepts the BZ bound-
ary at the S0 point. A comparison of Figs. 14 and 16
reveals the important fact that, with respect to the con-
ventional tetragonal direct lattices with the same lattice
parameter a, the M point in the pt BZ is at the same posi-
tion in reciprocal space as the X point in the bct BZ . This
confusing notational difference appears in band structure
calculations for the different Fe-based compounds in the
next section. For a pt and a bct direct lattice with the
same basal plane lattice parameter a, the magnitudes of
the reciprocal lattice vectors from the Γ point to the M or
X point, respectively, have the same value Q =
√
2π/a.
This fact will be important when considering Fermi sur-
face nesting, long-range magnetic ordering, and the neu-
tron spin resonance in the superconducting state of the
122-type versus 11-, 111-, and 1111-type Fe-based mate-
rials.
Electron, nonmagnetic neutron, or x-ray diffraction
(elastic scattering) patterns of crystals are Fourier trans-
forms in wave vector space of the atomic positions in
the material and are directly related to the reciprocal
lattice. A peak in the diffraction pattern (in wave vec-
tor space) occurs for an electron, neutron, or x-ray wave
vector change Q satisfying142
Q = hkx + kky + ℓkz, (5)
where kα (α = x, y, z) are the reciprocal lattice transla-
tion vectors of the crystal and (hkℓ) are integers called
Miller indices that label the particular reflection. One
can easily show that in a Bragg diffraction geometry in
which the angle of incidence equals the angle of reflec-
tion from planes of atoms separated by a distance d, the
magnitude of Q is Q = (4π/λ) sin θ, where λ is the elec-
tron, neutron or x-ray wavelength and θ is the Bragg an-
gle. Then using the additional relation Q = 2π/d gives
the Bragg law λ = 2d sin θ. This is often written as
nλ = 2d sin θ with integer n, but when Miller indices are
used to label the diffraction peaks, the n is absorbed into
the values of the Miller indices.
Finally, we mention that the BZs of the tetragonal Fe-
based superconductors have been discussed in the litera-
ture in terms of both “folded” and “unfolded” BZs. Irre-
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spective of the type of Fe-based superconductor, whether
it is 1111-, 111-, 11-, or 122-type, a layer has two Fe
atoms (Fe2) per unit cell. The “folded” BZ of the Fe2
direct lattice is the actual BZ utilizing the actual crystal
structures with two Fe atoms and two chalcogen or pnic-
togen atoms per Fe layer per unit cell. An “unfolded” BZ
arises when the direct lattice is considered to be a pt Fe
square lattice, with only one Fe atom in each Fe layer per
unit cell and ignoring the presence of any other atoms in
the unit cell such as the pnictogen or chalcogen atoms.
From Fig. 3, the translation vectors of the Fe square lat-
tice direct unit cell are rotated by 45◦ with respect to
those of the Fe2 cell, with a unit cell edge that is a factor
of
√
2 smaller. The in-plane BZ of the Fe square lattice is
also rotated by 45◦ with respect to the BZ of the Fe2 one
and is a factor of
√
2 larger than the Fe2 one. This has
been a source of confusion in the literature, in addition
to that discussed above deriving from the 45◦ rotation of
the bct reciprocal lattice with respect to the bct direct
lattice.
It is especially challenging to follow the discourse of a
paper when the reciprocal lattice notations of both the
Fe2 and Fe square direct lattices are used interchangably
in the same figure and/or elsewhere in the paper as for
example occurs in Ref. 147, in which ARPES data for
a crystal of FeTe are presented. We discuss the no-
tations in this paper to illustrate how to convert be-
tween the various notations. At room temperature, FeTe
has a primitive tetragonal crystal structure with two Fe
atoms per lattice point and in-plane lattice parameter
aFe2 = bFe2 = 3.822 A˚ (see Appendix). Reference 147
instead gives the direct lattice as the Fe square lattice
with lattice parameters aFe = bFe = aFe2/
√
2 with one
Fe atom per lattice point, which is reproduced at the top
of Fig. 17 as the dashed square lattice. Then in another
figure, the BZ is shown as the black square at the bot-
tom of Fig. 17 with the M and X points labeled in black
as shown. The authors also show the hole pockets to be
at the Γ point at the center (0,0) of the black BZ and
the electron pockets at the corner M points. Thus, the
black BZ corresponds to the BZ of the Fe2 direct lattice,
because that is the lattice for which the electron pockets
are at the M points of the BZ (see Fig. 18 below), even
though the direct lattice is given in Ref. 147 as the Fe
square lattice. The Fe square lattice BZ is shown as the
red dashed square at 45◦ to the black one in the bottom
panel of Fig. 17. Then, even though the letter designa-
tions M and X correspond to points in the Fe2 BZ, the
numerical values given in Ref. 147 for their coordinates
are the coordinates with respect to the Fe square lattice
BZ. Thus instead of giving the M point coordinates in
the Fe2 BZ as (π/aFe2 , π/aFe2), the coordinates are given
as (π/aFe, 0) in the notation of the Fe square lattice BZ.
Similarly, the coordinates of the black X point147 given
in Fig. 17 for the Fe2 BZ are the coordinates with re-
spect to the Fe square lattice BZ, as shown in the figure.
Additionally, in Fig. 3 of Ref. 147, the labeled reciprocal
space kx and ky translation vectors go from the Γ point
a
bFe
Fe
bFe2
aFe2
Fe
M
Fe2
 = XFe = (π,0)Fe  
          = (π/aFe, 0)Fe
XFe2
 = (π/2, π/2)
         = (π/2aFe, π/2aFe)Fe
MFe = 
  = (π/aFe, π/aFe)Fe
Fe2  BZ Fe  BZ
kx, Fe
ky, Fe
Γ
FIG. 17: (Color online) Relationships between a mixture of in-
plane Brillouin zone notations used for FeTe in Ref. 147. The
top figure gives the magnetic structure in the ordered state.
The Fe square lattice unit cells in dashed lines in the top part
was given in the paper as the direct lattice to be referred to.
The black small square Brillouin zone and black notations in
the lower part of the figure is a mixture of notations for the
“unfolded” Fe BZ for the Fe square lattice containing one Fe
atom per cell per layer (red dashed box), and the tetragonal
“folded” Fe2 unit cell containing two Fe atoms per unit cell
per layer (black solid box). The notations in red were added
by us to solve the puzzle of the notations of these two Brillouin
zones that are both used in the same figure and elsewhere in
Ref. 147, as described in the text. Even though the black BZ
given is the Fe2 BZ, the kx and ky axes referred to in Fig. 3 of
the paper are actually for the Fe square lattice BZ as shown
by the red kxFe and ky Fe BZ axes here.
through two M points of the BZ. As shown by the red
axes in the bottom panel of Fig. 17, these reciprocal lat-
tice vectors are those of the red dashed Fe square lattice
BZ, not of the solid black square Fe2 BZ, even though it
is the latter BZ to which the designation M in Ref. 147
refers.
Reference 148 presents ARPES data, neutron scatter-
ing data and band structure calculations on FeTe0.5Se0.5
and is similarly hard to follow, because the direct lattice
is assumed to be the Fe square lattice, whereas the band
calculations presumably also include the contributions of
the Se/Te atoms, which requires the Fe2 lattice, which in
turn requires a folding of the Fe square lattice Brillouin
zone.
As another example of the ambiguities that can oc-
cur due to various Brillouin zone notations, the authors
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of Ref. 149 present inelastic neutron scattering measure-
ments of Fe1+ySe1−xTex and show in their Fig. 1 the BZs
of both the Fe square lattice and the conventional tetrag-
onal (Fe2) direct unit cell. The labeling of the points in
the two BZs is different. For the Fe2 BZ, the labeling is in
reciprocal lattice units (r.l.u.), whereas for the Fe square
lattice BZ it is in A˚−1 with the basal plane lattice pa-
rameter a set to unity [see Eqs.(6) and (7) and Table VII
below]. Evidently the authors do this to help differen-
tiate certain points in the two respective BZs. Then in
the captions to Figs. 2–4, it is not stated which of the
two BZs the BZ notation refers to. However, because the
units of the reciprocal lattice in the latter three figures
are r.l.u.’s instead of A˚−1, one can infer from the nota-
tion in their Fig. 1 that the BZ being referred to in their
Figs. 2–4 is the Fe2 BZ.
In the remainder of this review, to avoid the above
multiplicity of ambiguities, reciprocal lattice vectors are
usually written with respect to the conventional tetrago-
nal unit cell axis unit vectors aˆ, bˆ, cˆ as
Q(A˚
−1
) =
H2π
a
aˆ+
K2π
a
bˆ+
L2π
c
cˆ
≡
(
H2π
a
,
K2π
a
,
L2π
c
)
, (6)
where H,K,L are real variables (not necessarily inte-
gers). Note the difference in notation for the cˆ com-
ponent compared with that for the bct BZ in Eq. (3). In
the literature, a and c in Eq. (6) are usually set to unity.
A Q is often expressed in reciprocal lattice units (r.l.u.)
implicitly defined by Eq. (6) as
Q = (H,K,L) r.l.u. (7)
For example, the X and M points in the bottom panel of
Fig. 14 have in-plane coordinates
(
1
2 , 0
)
and
(
1
2 ,
1
2
)
r.l.u.,
respectively. As noted above, it is very common in the Fe-
based superconductivity literature to use both notations
in Eqs. (6) and (7) in the same paper, sometimes in the
same sentence or in the same figure. The difference in
notations is that the former one always has “π” in it,
whereas the r.l.u. notation never does. For additional
conversions between notations for particular reciprocal
lattice points, see Fig. 37 below.
The exception to using tetragonal reciprocal lattice no-
tation in this review is when we discuss magnetic ordering
in the orthorhombically distorted low-temperature struc-
tures of the 122- and 1111-type compounds, where the
magnetic structure is most naturally discussed in terms
of the orthorhombic reciprocal lattice notation. The low-
temperature orthorhombic basal plane direct a and b axes
are rotated by 45◦ and the lattice parameters are a fac-
tor of
√
2 longer compared with the high-temperature
tetragonal a- and b-axes in both classes of compounds.
E
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FIG. 18: (Color online) Top: LDA band structure of
LaFeAsO.150 The symmetry designations are given in the bot-
tom panel of Fig. 14. The solid black curves give the band
structure for the observed crystal structure, whereas the blue
dotted lines and green dashed lines are for the As planes
shifted by 0.035 A˚ towards and away from the Fe planes, re-
spectively. This shows the sensitivity of the band structure to
the As positions. From the figure, the hole bands are centered
in the kx-ky plane at Γ, and the electron bands at M. Middle:
Total density of states N versus energy E (solid black curve)
and orbital projected densities of states (dashed lines). Most
of the density of states at the Fermi energy, N(EF), arises
from the Fe orbitals. Bottom: Fermi surfaces, shaded by ve-
locity [dark (blue) is low velocity]. Note that the center Γ
of the Brillouin zone is shifted to the corners of the figure.
The hole Fermi surfaces (pockets) are at the corners of the
figure, through the Γ point, and the electron pockets are in
the middle, through the M point. Reprinted with permission
from Ref. 150. Copyright (2008) by the American Physical
Society.
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3. Band Structures: 122- and 1111-Type Compounds
Calculations of the band structure using density func-
tional theory in the local density approximation (LDA)
for the room temperature primitive tetragonal struc-
ture of LaFeAsO are shown in Fig. 18 (top).150 The
calculations31,150 clearly show the presence of hole bands
near the Fermi energy EF at the Γ point of the Brillouin
zone and electron bands at the M points, which make
a 45◦ angle with respect to the aˆ and bˆ directions and
are at the corners of the BZ. Thus, the electron bands
are located on the axes of the Fe square lattice with re-
spect to the Γ point (see Fig. 3). The calculations in the
top panel of Fig. 18 also show that the energy bands are
very sensitive to the distance of the As planes from the
Fe planes. The density of states versus energy N(E) is
shown in the middle panel of Fig. 18. The states at EF
are primarily of Fe character as noted above, indicating
that the predominent electronic conduction mechanism
is direct Fe-Fe hopping. The main weight of the As 4p
bands is ∼ 3 eV below EF, justifying the often quoted
formal oxidation state of As in the undoped parent com-
pounds as As−3. The strong bonding between the Fe
and As atoms is also reflected in the hybridized Fe and
As bands ∼ 3 eV below the Fermi level. The bottom
panel of Fig. 18 shows the hole Fermi surfaces at Γ and
the electron Fermi surfaces at M. A significant dispersion
occurs along the kz (cˆ) axis, which indicates significant
electronic coupling between adjacent FeAs layers.
A corresponding LDA band calculation for the 122-
type parent compound BaFe2As2 is shown in Fig. 19
for energies near EF.
151 Here, hole bands occur at the
Γ point, as in LaFeAsO, but the electron bands are
now at the X point instead of at the M (∼ M0) point
(see Fig. 14). That is, the electron bands appear to have
rotated their positions in the BZ by 45◦ with respect to
their positions in LaFeAsO. Indeed, all published cal-
culations for the 122-type FeAs-based compounds show
that the electron pockets are at the X points of the BZ.
However, as discussed above in Sec. III A 2, the prim-
itive tetragonal M point is equivalent to the body-
centered-tetragonal X point due to a 45◦ rotation of the
bct reciprocal lattice with respect to the direct lattice. As
also noted there, the point to remember is that the elec-
tron pockets in both types of compounds are at the same
positions in reciprocal space with respect to the respec-
tive direct lattices. This means that the nesting wave
vector between the electron and hole pockets for all of
the Fe-based superconductors and parent compounds is
the same Qnesting =
(
1
2 ,
1
2
)
r.l.u. in tetragonal notation.
We will be returning to this fact in the discussion of the
antiferromagnetic ordering of the parent compounds in
Sec. III F, the spin fluctuations in both the parent com-
pounds and superconductors in Sec. III J, and the neu-
tron spin resonance mode in the superconducting state
in Sec. IVB4.
LDA band calculations for the Fermi surfaces of
10% electron and hole doped BaFe2As2 are shown in
Γ X           Z           Γ N           Z    -6
-5
-4
-3
-2
-1
0
1
2
3
E 
(eV
)
EF
FIG. 19: LDA band structure around the Fermi energy EF for
body-centered-tetragonal (bct) BaFe2As2.
151 One can clearly
see hole bands at the Γ point and electron bands at the X
point(s) (see the Brillouin zone for the bct lattice in Fig. 14).
The X point in the bct Brillouin zone is at the same position
in reciprocal space as the M point for the primitive tetrago-
nal 11-, 111- and 1111-type compounds. Reprinted with per-
mission from Ref. 151. Copyright (2009) by the American
Physical Society.
FIG. 20: (Color online) The Fermi surfaces of the tetragonal
nonmagnetic 10% electron-doped Ba(Fe0.9Co0.1)2As2 (top)
and 10% hole-doped (Ba0.8Cs0.2)Fe2As2 (bottom) obtained
using LDA and the virtual crystal approximation.152 The hor-
izontal plane is in the a-b tetragonal crystal plane, and the
vertical axis is parallel to the crystallographic c-axis. The
hole Fermi surfaces are in the center and the electron Fermi
surfaces are at the corners of the Brillouin zone. The fig-
ure shows that the hole Fermi surfaces shrink and expand
as electrons and holes are doped into BaFe2As2, respectively.
Reprinted with permission from Ref. 152, Copyright (2009),
with permission from Elsevier.
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Fig. 20.152 The band dispersion along the vertical kz-
axis is quite noticable for both cases, similar to the case
of LaFeAsO in Fig. 18 above. Shown in Fig. 21 are exper-
imental contour plots of the occupied states in the kx-kz
plane in 10% electron-doped Ba(Fe0.9Co0.1)2As2 deter-
mined using ARPES.153 These data show a strong disper-
sion of the hole Fermi surface(s) along kz, which means
that the hole Fermi surfaces in this compound are three-
dimensional rather than two-dimensional. This disper-
sion was confirmed from ARPES measurements by other
groups on crystals of the same system.154,155 Another im-
portant point regarding these measurements is that the
observation of kz-axis hole band dispersion proves that
the ARPES measurements on the 122-type FeAs-based
compounds, which probe only ∼ 3–5 A˚ into a material,
are reflecting bulk properties of the material.
In the bottom panel of Fig. 20, one sees that hole dop-
ing by partially replacing Ba+2 by Cs+1 results in an
expansion of the hole FSs about the Γ point in the mid-
dle of the BZ and a contraction of the electron FSs about
the X point in the corners. The compound KFe2As2 cor-
responds to a large doping level of 0.5 hole/Fe. From
ARPES and quantum oscillation studies of the Fermi sur-
face and band structure calculations,156,157 one finds the
two previous hole pockets and an additional hole pocket
about Γ, and a small 3D pocket about (00π). The pre-
vious electron pockets centered at X completely disap-
pear and are replaced by two small quasi-cylindrical hole
pockets with elliptical cross section nearby that are not
centered at X.157
Utfeld and coworkers reported Compton scattering
measurements of the projection of the Fermi surfaces
onto the kxky-plane of an optimally doped crystal of
Ba(Fe0.93Co0.07)2As2, although no other experimental
characterizations of the crystal were given.158 These bulk
data indicate substantial dispersion of one or both hole
Fermi surfaces along kz that are in agreement with LDA
band calculations in the virtual crystal approximation
with the optimized As position, with the best agreement
obtained after rigidly shifting the electron and hole bands
in energy in opposite directions.158
Singh219 and Shein and Ivanovskii159 have carried out
electronic structure calculations for the 111-type com-
pounds LiFeP and LiFeAs and found Fermi surfaces very
similar to those described above for the 1111- and 122-
type parent compounds.
4. Band Structures: 11-Type Fe1+yTe1−xSex Compounds
The band structures and Fermi surfaces of these com-
pounds calculated using LDA are similar to those of the
122- and 1111-type compounds.160
ARPES studies of a single crystal of Fe1+yTe with
y < 0.05 by Xia et al.147 at 10 K (below TN) showed
metallic character at the Fermi energy, where circular
hole pockets at the Γ = (0, 0) point of the tetragonal Bril-
louin zone and elliptical electron pockets at the M point
FIG. 21: (Color online) Fermi surface contours in the kx-kz
plane in Ba(Fe0.9Co0.1)2As2 as measured by ARPES, where
kx is in the plane of the Fe atoms and kz is along the c-axis.
153
The positions of the Γ and Z points in the Brillouin zone are at
kx = 0 and kz ≈ 3.88 and 3.39 A˚−1, respectively. The black
curves are the hole band dispersions calculated using LDA
in the virtual-crystal approximation and are seen to be in
good agreement with the data. These data show that the hole
Fermi surface pockets strongly disperse in the kz direction and
therefore that the compound has three-dimensional, rather
than two-dimensional, hole Fermi surfaces. Reprinted with
permission from Ref. 153. Copyright (2009) by the American
Physical Society.
at
(
1
2 ,
1
2
)
r.l.u. were found, in agreement with the band
calculations.147 As expected for an undoped semimetal,
the numbers of electron and hole carriers were found to
be about the same; i.e., any doping by excess Fe atoms
was too small to be resolved. The bands found from
ARPES are in fairly good agreement with LDA band cal-
culations, but where the bands are compressed in energy
(“renormalized”) by the usual factor of two, presumably
reflecting the presence of many-body correlations of un-
stated origin that increase the effective mass by roughly
a factor of two above the band mass.
Thus the nesting vector between the hole and electron
pockets is
(
1
2 ,
1
2
)
r.l.u. On the other hand, the antifer-
romagnetic propagation vector below the Ne´el tempera-
ture TN is QAF =
(
1
2 , 0
)
r.l.u. (see Table VII and Fig. 43
below), which is at a 45◦ angle to the nesting vector,
suggesting that the AF order is not due to Fermi sur-
face nesting of itinerant electrons/holes. Furthermore,
no gaps in the energy bands were found from the ARPES
experiments147 that would be expected from band fold-
ing effects if the antiferromagnetic ordering were due to
an itinerant spin density wave. On the other hand, the
ARPES data did show weak “shadow Fermi surfaces” at
the X points [= QAF =
(
1
2 , 0
)
r.l.u.] that “might arise
from a band folding due to long-range magnetic order”
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of local magnetic moments. The authors also point out
that the large linear electronic specific heat (Sommerfeld)
coefficient of 34 mJ/mol K2 observed120 for Fe1.05Te ar-
gues against severe gapping of the Fermi surface due to
an itinerant spin density wave.147
Superconducting single crystals with composition
FeTe0.58Se0.42 and Tc = 11.5 K were also studied us-
ing ARPES by Tamai et al.161 As in Fe1+yTe above,
the hole and electron concentrations are equal to within
±0.01 electrons/unit cell, consistent with an undoped
semimetal. At low temperatures, the shapes of the
bands were very similar to those computed using LDA,
which allowed precise estimates of the renormalizations
of the various bands. The authors found remarkably
large Fermi surface sheet-dependent mass enhancements
of from six to twenty times the band mass, qualitatively
consistent with the large electronic specific heat coeffi-
cient of 39 mJ/mol K2 measured by Sales et al.21 for a
crystal with a similar composition. The large mass en-
hancement is also qualitatively consistent with the mass
enhancement for a similar composition of about a fac-
tor of eight higher than the band mass at zero frequency
from an extended-Drude analysis of the optical proper-
ties by Homes et al.162 as discussed below in Sec. III B 3.
The microscopic mechanism for the mass enhancement
remains to be determined.
5. Implications of the Semimetallic Behavior of the
FeAs-type Parent Compounds
The occurrence of high Tc superconductivity in
semimetals suggests that a strategy for searching for new
high Tc superconductors of the type seen in the Fe-based
materials is to look for new semimetals with particular
normal state properties such as the tendency towards an-
tiferromagnetic SDW transitions and high magnetic sus-
ceptibility as discussed below in Sec. III E. From the au-
thor’s personal vantage point of having dealt extensively
with the high Tc copper oxide superconductors, this is
an unfamiliar approach. The reason is that semimetal-
lic parent compounds have the same numbers of electron
and hole conduction carriers, which can only come about
if the compound is a “valence compound” where one can
formally assign (if somewhat arbitrarily) integer oxida-
tion states to the constituent atoms. For example, for
the FeAs-type parent compound BaFe2As2, the oxida-
tion states are often assigned to be Ba+2, Fe+2 and As−3.
This situation of integral oxidation states for transition
metal cations in oxides usually results in an insulating
ground state due to electron correlation effects (“Mott-
Hubbard physics”) instead of a (semi)metallic ground
state. Thus the existence of a metallic ground state
for the FeAs-based superconductor parent compounds
indicates that such electron correlation effects are not
as strong as in the layered high Tc cuprates. However,
we note that the very similar isostructural compound
BaMn2As2 is an antiferromagnetic insulator for T → 0
TABLE II: Useful unit conversion expressions associated with
optics measurements. Unless otherwise stated, the conven-
tional optics units are Gaussian (cgs) units, where, e.g., c is
the speed of light in vacuum in units of cm/s. The excep-
tion is conductivity σ units where the two relevant expres-
sions convert SI units to cgs wave number units. The default
conversion expressions for energy and temperature are for fre-
quencies in cm−1. Caution: to convert scattering rates 1/τ ′
in cm−1 to energy or temperature, as shown, the default con-
version factors in the table for frequencies are multiplied by
2π because of the extra factor of 2π on the right-hand sides
of Eqs. (11) and (22).
Physical Quantity Conversion Expression
energy 1 eV = 8 065.6 cm−1 = 11 605 K
1 cm−1 = 0.12398 meV
1/τ ′: 1 cm−1 = 0.77901 meV
temperature 1 cm−1 = 1.4388 K
1/τ ′: 1 cm−1 = 9.0401 K
angular frequency 1 cm−1 = 2πc rad/s
= 1.8836 × 1011 rad/s
conductivity σ 1 (Ω cm)−1 (SI)a = 9× 1011 s (cgs)
= 59.96 cm−1
spectral weight of σ 1 (Ω cm)−1 cm−1 = 59.96 cm−2
.
aHere “cm” is a unit of convenience; the SI (mks) unit for length
is m.
instead of a metal,163,164 and with a high ordered moment
µ = 3.9µB/Mn and Ne´el temperature TN = 625 K,
164,165
which all indicate that electron correlation effects are
significantly stronger than in the FeAs-based materials.
This compound will be discussed further near the end of
this review in Sec. V.
B. Conduction Carrier Properties from Optics
Measurements
1. Introduction: Units
Before discussing the formalism and the experimen-
tal results of optics measurements and their application
to understand features of the current carriers in the Fe-
based superconductors and parent compounds, it is nec-
essary to first discuss the units and unit conversions used
by practitioners in the condensed matter physics optics
community.
Frequencies and relaxation rates from optics experi-
ments are usually expressed in the same Gaussian (cgs)
wave number (inverse wavelength) units of cm−1. Several
unit conversion expressions are given in Table II. The ba-
sic relationship between wavelength λ and frequency f of
light in vacuum is λf = c, where c is the speed of light
in vacuum in cgs units of cm/s. Thus the wave number
of light is defined as 1λ =
f
c and has cgs units of cm
−1.
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The frequency f is expressed in wave numbers via
f ′[cm−1] ≡ f [s
−1]
c[cm/s]
=
ω[rad/s]
2πc[cm/s]
, (8)
where the angular frequency is ω = 2πf . Thus we also
have
ω = 2πcf ′. (9)
Alternatively, the frequency or wave number can be ex-
pressed in energy units of eV: E = hf = h¯ω = hc 1λ ,
where h is Planck’s constant and h¯ = h/(2π). For sinu-
soidal waves described by the dispersion relation ω = vk
in some medium, v is the phase velocity (speed) of the
wave and k = 2π/λ is the angular wave number which
is a factor of 2π larger than the above definition of wave
number as 1/λ. Sometimes, in optics papers the symbol
“ω” is used to represent frequency in Hz or in wave num-
bers instead of the conventional meaning of the symbol
as angular frequency in rad/s. In this review we adhere
to the conventional definition of the symbol ω as angular
frequency in rad/s.
An ambiguity in optics units is due to an extra factor
of 2π in the definition of the conduction carrier relaxation
rate that is consistently used by the optics community. It
arises in the following way (T. Timusk, private communi-
cation). With the current carrier relaxation time τ ′ and
relaxation rate f ′τ ≡ 1/τ ′ in wave number (cm−1) units,
one has 1/τ ′ = f ′τ = fτ/c where fτ is the relaxation rate
in Hz. Now if τ is the relaxation time in seconds, one
might expect that fτ = 1/τ and therefore
1
τ
= fτ = cf
′
τ = c
1
τ ′
. (Not used) (10)
However, this conversion expression is not the one used
by the optics community. In Eq. (17) below for the
Drude contribution to the real part σ1 of the optical
conductivity from the conduction carriers, this contri-
bution drops to one-half its zero-frequency value when
ω = ω1/2 = 1/τ . Since the left side of this expression has
units of rad/s, 1/τ is considered by the optics community
to be an angular frequency too (T. Timusk, private com-
munication). Therefore, one must include an extra factor
of 2π into Eq. (10) to convert this angular frequency to
frequency, yielding
1
τ
= ω1/2 = 2πf1/2 = 2πcf
′
1/2 = 2πc
1
τ ′
, (11)
instead of Eq. (10). To confirm whether or not the fac-
tor of 2π on the right-hand side is included in a specific
paper’s definition of 1/τ ′ in units of cm−1, one can check
whether or not the observed σ1(ω → 0) agrees with the
value of the measured dc conductivity σdc and/or the
value of σ0 calculated using Eq. (23) below. This is one
reason that σ1(ω → 0), σ0 from Eq. (23) and the mea-
sured dc σdc are all listed in Table V below, if available.
From Eq. (11) we also have
τ =
τ ′
2πc
. (12)
An important feature of the definitions of f ′ [Eq. (9)]
and τ ′ [Eq. (12)] is that
ωτ = f ′τ ′. (13)
At the half-height of the Drude peak in σ1(ω) one has
ω1/2τ = f
′
1/2τ
′ = 1. Therefore in a plot of σ1 versus f
′, a
plotting convention adherred to by the optics community,
one can directly read off the scattering rate in cm−1 from
a plot of the Drude part of the conductivity versus f ′ as
1
τ ′
= f ′1/2. (14)
We make the following comments regarding Eq. (11).
First, “rad” is not a conserved unit; it is a notation that
says that a circle is broken up into 2π parts, as opposed
to 360 parts for the notation “degrees” or 1 part for the
notation “revolutions”. The definition of radian measure
of an angle θ is θ = s/r where s[cm] is an arc length
and r[cm] is the radius of the circle. Thus θ is dimen-
sionless. One must put in the notation “rad” by hand
to designate that a circle is divided into 2π pieces when
radian measure of angle is used. Second, “rad” is put
in or taken out according to whether or not an angu-
lar quantity is being described. The speed v[cm/s] of a
particle going around a circle of radius r[cm] at angu-
lar speed ω[rad/s] is v = ωr. Thus when computing v,
one throws away “rad” from the right-hand side. When
computing ω = v/r, one puts in “rad” by hand on the
right-hand side, as in θ = s/r above. Third, since angu-
lar notations like “rad” are not conserved, the fact that
ωτ is dimensionless, where the angular frequency ω has
“units” of rad/s, does not require 1/τ to be an angular
frequency with “units” of rad/s. In particular, 1/τ can
be in units of 1/s (Hz), and in that case, in the dimen-
sionless product ωτ one simply throws away the notation
“rad”.
Finally, in simple derivations of the dc conductivity ex-
pression in Eq. (18) below,142 the current carrier mean
collision or relaxation time τ (in s) does not have any
angular aspect associated with it and therefore the relax-
ation or collision rate 1/τ is a frequency in Hz and not
an angular frequency in rad/s. In this case one would use
the conversion expression in Eq. (10).
In any event, Eq. (11) is consistently used by the optics
community. This definition leads to Eq. (13) which is
useful in practice as shown in Eq. (14).
A similar ambiguity occurs in the THz spectroscopy
community. In some papers, the numerical values stated
to be the relaxation time “τ” [in s] are actually 2πτ . The
extra factor of 2π is included without telling the reader.
To find out that the factor of 2π is present, one has to
go through the calculation of τ starting from the original
experimental conductivity data that are given.
The conversion expression between conductivity units
of (Ω cm)−1 (SI) and cm−1(cgs) that is widely used by the
optics community and given above in Table II, is implicit
in and derived from Eq. (23) below. In particular, the
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conversion factor in parentheses on the right-hand side
of Eq. (23) is, by definition of “conversion factor”, equal
to unity, so we have
1
59.96 Ω cm
=
1
cm
or
1 (Ω cm)−1 = 59.96 cm−1. (15)
This conversion expression assumes the presence of the
extra factor of 2π in the relationship between τ and τ ′ in
Eqs. (11) and (12).
Usually when the conductivity σ1 is plotted versus
some kind of frequency in optics papers, the σ1 has SI
units of (Ω cm)−1 and the frequency is f ′ in cm−1. Thus
the spectral weight (area under the curve of σ1 versus f
′)
has units of (Ω cm)−1cm−1. However, spectral weights
are often quoted in optics papers in units of cm−2 in-
stead. To get these spectral weight units, one must con-
vert (Ω cm)−1 to cm−1 using Eq. (15) to get
1 (Ω cm)−1cm−1 = 59.96 cm−2, (16)
as listed in Table II.
2. Formalism: Drude Optical Conductivity, dc
Conductivity, and Conduction Carrier Relaxation Rate
The total carrier density (electrons plus holes) can be
estimated experimentally from the real part of the op-
tical conductivity versus light angular frequency σ1(ω)
measurements. This is a distinct advantage over Hall
effect measurements where the contributions from elec-
trons and holes tend to cancel. Because of the difficulty
in reaching quantitative conclusions from Hall effect or
thermoelectric power measurements on multiband con-
ductors such as semimetals, we will not attempt discus-
sions or analyses of these measurements in this review.
All optical conductivity measurements on the FeAs-
based materials (but not on all the 11-type compounds,
see Sec. III B 3 below) have shown a Drude peak cen-
tered at zero frequency that is associated with an at least
partially (see Sec. III H 5 below) coherent metallic state,
given by166
σ1(ω) =
σ0
1 + ω2τ2
, (17)
where the (real) zero-frequency electrical conductivity
σ(0) ≡ σ0 can be written as142,166
σ0 =
ne2τ
m∗
, (18)
and τ is the mean free scattering time for the current
carriers, n is the conduction carrier number density, e is
the fundamental charge, and m∗ is the effective (band)
mass of the current carriers. A plot of the Drude conduc-
tivity σ1 versus ω in Eq. (17) is given below in Fig. 84. If
multiple bands contribute to the conductivity, the total
conductivity σ0 is the sum of the conductivities of the
individual bands: σ0 =
∑
i σ0i. Thus when deriving op-
tical parameters of the current carriers, these are each an
appropriate combination over all contributing bands.
Analysis of optical conductivity data can yield values
of τ and of the plasma angular frequency ωp of the con-
duction carriers.167 The ωp is the angular frequency at
which the entire electron gas would uniformly oscillate
in response to an initial uniform displacement from its
equilbrium position with respect to the positive charge
distribution of the nuclei. It is expressed in terms of n in
SI units as142
ω2p =
ne2
ε0m∗
, (19)
where ε0 = 8.8542 × 10−12 C2/(J m) = 8.8542 ×
10−14 s/(Ω cm) is the dielectric permittivity of free space.
In general, if more than one electron band contributes to
the conductivity, then a different ωp could be associated
with each band, since n/m∗ is in general different for dif-
ferent bands. Using Eq. (19), one can rewrite the dc con-
ductivity in Eq. (18), assuming an effective single-band
model, as
σ0 = ε0ω
2
pτ = ε0
ω2p
1
τ
. (20)
Note that this expression includes the influence of m∗
since it is contained within ωp.
As discussed above in Sec. III B 1, the reported plasma
frequencies from optics experiments are frequencies f ′p
expressed in wave number units of cm−1, not angular
frequencies, so the angular plasma frequency in rad/s is
given by
ωp = 2πcf
′
p. (21)
From Eq. (12) we have
1
τ
= 2πc
1
τ ′
. (22)
Substituting Eqs. (21) and (22) into Eq. (20) gives
σ0 = 2πcε0
f ′p
2
1
τ ′
=
(
1 cm
59.96 Ω cm
)
f ′p
2
1
τ ′
, (23)
where as discussed above and in Sec. III B 1, both f ′p and
1/τ ′ are in optics units of cm−1.
Instead of fitting the observed low-frequency σ1(ω) by
the expected Drude behavior in Eq. (17) (usually to-
gether with additional terms arising from interband tran-
sitions, which together form the so-called “Drude-Lorentz
model”, see Sec. III B 3 below) to obtain ωp and τ , the
value of ωp is sometimes determined from the “spectral
weight” of the Drude peak in σ1(ω), which is the in-
tegral of σ1(ω) from ω = 0 up to some cutoff angular
24
frequency ωc that is applied to avoid including higher
frequency interband transitions in the integral. The op-
tical Drude spectral weight SWDrude is then defined to
be SWDrude =
∫ ωc
0
σ1(ω)dω.
If only the Drude component to the optical conductiv-
ity were present, one could set ωc = ∞ in SWDrude =∫ ωc
0 σ1(ω)dω. If in addition τ were independent of fre-
quency, one would obtain using Eqs. (17) and (20) the
spectral weight ∫ ∞
0
σ1(ω)dω =
π
2
ε0ω
2
p, (24)
where τ drops out of the expression on the right-hand
side. This single-band expression remains valid even
when τ and m∗ are frequency-dependent (T. Timusk,
private communication). In practice, experimentalists
sometimes define an effective plasma angular frequency
ωp, via Eq. (24), by
π
2
ε0ω
2
p ≡
∫ ωc
0
σ1(ω)dω, (25)
where the cutoff angular frequency ωc is chosen to include
as much of the Drude conductivity as possible, but at the
same time to exclude as much as possible contributions
from higher frequency interband transitions that usually
overlap with the Drude conductivity to some extent [see
Figs. 22(c) and 22(d) below]. The cutoff ωc in Eq. (25)
is therefore somewhat arbitrary and the accuracy of the
derived ωp is uncertain.
Using the definition of ωp in Eq. (19), one can rewrite
Eq. (25) to obtain the carrier density n that contributes
to the carrier conduction up to frequency ω by
n(ω) =
h¯
e2
2m∗
πh¯
∫ ω
0
σ1(ω)dω, (26)
where the first factor on the right-hand side is h¯/e2 =
4108 Ω in SI units. The other quantities in the prefactor
to the integral are evaluated in cgs units if σ1 is in SI units
of (Ω cm)−1. Alternatively, defining the carrier density
n as the number of conduction carriers per Fe atom (or
any other type of specified atom), n = NFe/VFe, where
VFe is the volume per Fe atom, using Eq. (26) one can
define the number of carriers per Fe atom contributing
to σ1 up to angular frequency ω as
NFe(ω) = h¯
e2
2m∗VFe
πh¯
∫ ω
0
σ1(ω)dω. (27)
Sometimes a so-called “extended-Drude” analy-
sis of the optical properties is carried out such
as was done for Ba0.55K0.45Fe2As2,
168 EuFe2As2,
169
LaFePO,170 Fe1.06Te0.88S0.14,
171 FeTe0.55Se0.45,
162 and
Ba(Fe0.92Co0.08)2As2 and Ba(Fe0.95Ni0.05)2As2,
172 which
allows a frequency-dependent relaxation rate τ−1(ω) and
effective mass m∗(ω) of the current carriers to be de-
rived. In this analysis, writing the complex conductivity
TABLE III: Theoretical parameters for layered Fe-based ma-
terials. Here ωp is the in-plane plasma angular frequency, n is
the carrier concentration in units of both carriers per cm3 and
in carriers per formula unit [(f.u.)−1], h is Planck’s constant,
and h¯ = h/(2π). If only ωp and not n is given in the reference,
n is determined using Eq. (30) by taking the ratio of the band
mass to the free electron mass to be m∗/me ≡ 1. If both ωp
and n are given in the reference, then m∗/me is calculated
using Eq. (30). The number of carriers per formula unit is
the number of carriers per unit volume times the volume per
formula unit determined using the lattice parameters in the
tables in the Appendix, with two formula units per tetrago-
nal unit cell for both the 1111- and 122-type compounds. The
carrier density per unit volume of LaFeAsO is expected to be
smaller those of the 122-type compounds because the former
contains half the number of Fe atoms per unit cell than the
latter does, whereas the unit cell volume is about 2/3 times
that of the latter.
Compound h¯ωp n n m
∗/me Ref.
(eV) (1021 cm−3) (f.u.)−1
LaFeAsO 3.7a 0.26a 150
LaFeAsO 3.9a 0.28a 31
CaFe2As2 2.60 8.42 0.74 1.72 175
3.02 6.60 0.58 ≡ 1 26
SrFe2As2 3.40 6.66 0.63 0.80 175
2.80 5.68 0.54 ≡ 1 26
BaFe2As2 3.15 5.08 0.52 0.71 175
aDirectly from electronic structure calculations.
as σ(ω) = σ1(ω)+iσ2(ω), one defines
171,173 [see Eq. (20);
SI units]
1
τ(ω)
= ε0ω
2
pℜ
[
1
σ(ω)
]
, (28)
and
m∗(ω)
mb
=
ε0ω
2
p
ω
ℑ
[
1
σ(ω)
]
, (29)
where ωp can be obtained using Eq. (25) and mb is the
band mass.
In cgs units, ε0 in the above formulas is replaced by
1/(4π).
3. Experimental Results
For an early review of optical and Raman spectroscopy
studies of the Fe-based superconductors, see Ref. 174.
a. 122- and 1111-Type Compounds
As expected for semimetals, the carrier concentrations
n of the undoped FeAs-based parent compounds and the
lightly doped superconducting compositions are roughly
25
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FIG. 22: (Color online) Illustration of the results and analysis of optical experiments on layered FeAs-type materials.176 Panels
(a) and (b) show the raw experimental ab plane optical reflectivity R versus wave number f ′ (in our notation) data from the
ab planes of BaFe2As2 and SrFe2As2, respectively. The insets show the respective behaviors of the dc electrical resistivity ρ
versus temperature T . Panels (c) and (d) show the real part σ1 of the optical conductivity obtained from Kramers-Kronig
transformation of the data in parts (a) and (b), respectively. The Drude term (short-dashed green curve) and the first two
Lorentz contributions are also shown at the bottom for the fits at T = 10 K, respectively. The insets show the respective σ1(f
′)
data and total fits up to f ′ = 2500 cm−1 for T = 10 and 300 K. Parts (e) and (f) show the relative changes versus T of the
conduction carrier relaxation rate 1/τ and plasma angular frequency squared ω2p ∼ n/m∗ for the two compounds, obtained
from the Drude parts of the fits in parts (b) and (c), respectively. Reprinted with permission from Ref. 176. Copyright (2008)
by the American Physical Society.
an order of magnitude smaller than those of conventional
metals like lithium, copper and aluminum where n = 4.7,
8.5 and 18.1 × 1022 cm−3, respectively.142 For exam-
ple, LDA band structure calculations for the total (elec-
trons plus holes) carrier concentrations in undoped non-
magnetic LaFeAsO, CaFe2As2, SrFe2As2 and BaFe2As2
are listed in Table III.26,150,175 Perhaps surprisingly, the
band masses are of order one free electron mass. Note
that when normalized per Fe atom, the theoretical car-
rier concentration n ∼ 0.3/Fe is about the same in the
1111- and 122-type structure parent compounds.
High quality sets of experimental optical data and
analyses for single crystals of the 122-type layered
FeAs compounds BaFe2As2 and SrFe2As2 are shown in
Fig. 22.176 This figure illustrates the steps to extract im-
portant information about the conduction carriers from
optical measurements. One starts with measured reflec-
tivity versus frequency data from the ab planes in panels
(a) and (b), respectively. Then by a Kramers-Kronig
transformation, using appropriate extrapolations of the
data to zero and infinite frequency, one obtains the op-
tical conductivity, the real part σ1 of which is plotted
in panels (c) and (d), respectively. Then to isolate the
Drude contribution in Eq. (17), one employs a so-called
Drude-Lorentz fit where σ1(ω) is the sum of the Drude
term in Eq. (17) plus several damped simple harmonic os-
cillator σ1 terms corresponding to interband transitions,
as exemplified in panels (c) and (d) for the data at tem-
perature T = 10 K. From the fits, one obtains the ex-
perimental Drude parameters which are the conduction
carrier plasma frequency f ′p and relaxation rate 1/τ
′, in
addition to parameters describing the interband transi-
tions. Note that in Figs. 22(c) and (d), the Drude and
lowest interband conductivities overlap in frequency to
some extent, as noted above, which is why the value of
the cutoff angular frequency ωc to be used in Eq. (25) is
somewhat ambiguous. The temperature dependences of
the relative values of f ′p and 1/τ
′ for the two compounds
are shown in panels (e) and (f), respectively.
From Eq. (18), one can solve for the conduction carrier
concentration n in terms of ωp as
n =
ε0m
∗
e2
ω2p =
ε0me
h¯2e2
(
m∗
me
)
(h¯ωp)
2
= (0.724× 1021 cm−3)
(
m∗
me
)
(h¯ωp)
2, (30)
where me is the free electron mass and the second
equality is for h¯ωp in units of eV. Instead, in Ta-
ble IV experimental values of f ′p in units of cm
−1 are
listed.162,168–170,172,176–182 The carrier concentrations are
then determined from these values using an expression
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TABLE IV: Experimental in-plane optical parameters for layered Fe-based materials. All the experimental results listed were
obtained on single crystals. Here T is the temperature of the experiment, f ′c is the cutoff frequency in Eq. (25) if applicable,
f ′p is the plasma frequency, n is the total carrier concentration in two different units (see the caption to Table III), 1/τ
′ is the
mean free scattering rate of the current carriers, h is Planck’s constant, and h¯ = h/(2π). The definitions of the symbols are
f ′ ≡ f/c and 1/τ ′ ≡ 1/(2πcτ ), where f is the frequency in Hz, τ is the relaxation time in s, and c is the speed of light in
vacuum in cm/s. See Sec. III B 1 for an extended discussion of the units used by the optics community. The conversion of f ′p
values to n values is accomplished using Eq. (31) assuming a band effective mass m∗/me = 1. The conversion factors for 1/τ
′
in cm−1 to meV and K in the last two columns are given in Table II.
Compound T f ′c f
′
p n n 1/τ
′ Ref. 1/τ ′ 1/τ ′
(K) (cm−1) (cm−1) (1021 cm−3) (f.u.−1) (cm−1) (meV) (K)
LaFeAsO 300 1 400 10 400 1.20 0.098 640 177 500 5790
SrFe2As2 300 13 840 2.13 0.203 950 176 740 8590
10 4 750 0.251 0.024 40 176 31 360
BaFe2As2 300 12 900 1.85 0.189 700 176 550 6330
10 4 660 0.242 0.025 55 176 43 500
BaFe2As2
a 12 700a 1.81a 0.185a 178
BaFe2As2 295 8 630 0.829 0.085 398 179 310 3600
Ba0.55K0.45Fe2As2
a 295 12 900a 1.85a 0.189a 880a 168 690 7960
28 12 900a 1.85a 0.189a 280a 168 230 2620
Ba(Fe0.92Co0.08)2As2 300 4 500
e 0.23e 0.011e 460(40)e 181 360 4160
100 4 500e 0.23e 0.011e 115(15)e 181 90 1040
Ba(Fe0.92Co0.08)2As2 200 2 500 12 000 1.6 0.082 880
b 172 690 7960
30 2 500 12 000 1.6 0.082 450b 172 350 4070
Ba(Fe0.9Co0.1)2As2
c 30 8 500d 0.80d 0.04d 200d 180 160 1810
Ba(Fe0.9Co0.1)2As2
c 200 4 800(1000) 0.26 0.013 115(40) 182 90 1040
Ba(Fe0.95Ni0.05)2As2 300 6 600
e 0.48e 0.025e 500e 181 390 4520
100 6 600e 0.48e 0.025e 220(20)e 181 170 1990
Ba(Fe0.95Ni0.05)2As2 200 2 500 15 000 2.5 0.128 1 000
b 172 780 9040
35 2 500 15 000 2.5 0.128 800b 172 620 7230
EuFe2As2 300 2 500 13 800 2.12 0.196 960 169 750 8680
LaFePO 298 3 000 14 900 1.34 0.090 400b 170 310 3620
10 3 000 14 900 1.34 0.090 150b 170 120 1360
FeTe0.55Se0.45 295 7200(360) 0.58(6) 0.025(3) 414(21) 162 322 3750
200 7200(360) 0.58(6) 0.025(3) 363(18) 162 283 3280
100 7200(360) 0.58(6) 0.025(3) 317(16) 162 247 2870
aGrown in Sn flux: contaminated by Sn impurities.
bFrom a generalized Drude analysis in the low frequency limit.
cTHz conductivity measurement of thin film.
dLarge uncertainty in this parameter.
eFrom a fit containing two Drude terms; this value is for the
narrow Drude part.
similar to Eq. (30) given by
n = (0.724× 1021 cm−3)
(
m∗
me
)(
f ′p
8 066
)2
, (31)
where we have assumed that m∗/me = 1 and have used
the conversion factor between wave numbers and eV in
Table II. The theoretical values for n in Table III are
factors of 2–3 larger than the experimental values for the
tetragonal (high-temperature) phases in Table IV, indi-
cating band enhancements of the current carrier effective
mass above the free electron mass by a number of this or-
der. However, these enhancements are larger than those
in the fourth column of Table III, suggesting the occur-
rence of many-body mass enhancements over the band
theory values. Note the widely different values of n in Ta-
ble IV for Ba(Fe0.92Co0.08)2As2 and Ba(Fe0.95Ni0.05)2As2
depending on the method of deriving the plasma fre-
quency.
When a semimetal is doped, the total carrier concen-
tration of electrons plus holes is expected to remain ap-
proximately unchanged according to Figs. 12 and 13, be-
cause hole doping reduces the concentration of electron
carriers and vice versa. This expectation is supported
in Table IV where the plasma frequencies of BaFe2As2
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TABLE V: Conduction electron transport properties of Fe-based layered materials derived from optical measurements. The
experimental in-plane optical parameters f ′p and 1/τ
′ for layered Fe-based single crystals are from Table IV. The dc conductiv-
ities σcalc0 are calculated from these optical parameters using Eq. (23). The measured zero-frequency limit of the conductivity
σ1(ω → 0) from optical measurements is listed if available. The dc conductivity obtained using conventional dc four-probe
resistivity measurements of the in-plane resistivity of single crysals is given in the last column, where usually a different crystal
was measured than in the optical conductivity measurements.
Compound T f ′p 1/τ
′ σcalc0 σ1(ω → 0) Ref. σdc
(K) (cm−1) (cm−1) (Ω cm)−1 (Ω cm)−1 (Ω cm)−1
LaFeAsO 300 10 400 640 2 800 2 700 177 2 900 [177]
SrFe2As2 300 13 840 950 3 400 3 200 176 2 500 [26]
10 4 750 40 9 400 176 13 000 [26]
BaFe2As2 300 12 900 700 4 000 4 100 176 2 300 [24]
10 4 660 55 6 600 176 4 500 [24]
BaFe2As2 295 8 630 398 3 100 3 400 179 2 300 [24]
Ba0.55K0.45Fe2As2
a 295 12 900a 880a 3 100a 3 200a 168 1 200a [183]
28 12 900a 280a 9 900a 6 000a 168 2 500a [183]
Ba(Fe0.92Co0.08)2As2 300 4 500
e 460(40)e 730 181 2 500 [181]
100 4 500e 115(15)e 2 900e 4050 181 4 800 [181]
Ba(Fe0.92Co0.08)2As2 200 12 000 880
b 2 700 2 800 172 3 300 [172]
30 12 000 450b 5 300 5 200 172 6 700 [172]
Ba(Fe0.9Co0.1)2As2
c 30 8 500d 200d 6000 6 000 180
Ba(Fe0.95Ni0.05)2As2 300 6 600
e 500e 181 2 600 [181]
100 6 600e 220(20)e 181 4 600 [181]
Ba(Fe0.95Ni0.05)2As2 200 15 000 1 000
b 3 800 3 800 172 3 300 [172]
35 15 000 800b 4 700 4 950 172 4 800 [172]
EuFe2As2 300 13 800 960 3 300 2 600 169 2 500 [169]
LaFePO 298 14 900 400b 9 300 7 000 170 2 200 [184]
10 14 900 150b 25 000 170 71 000 [184]
FeTe0.55Se0.45 295 7200(360) 414(21) 2090 2100 162
200 7200(360) 363(18) 2380 2400 162
100 7200(360) 317(16) 2730 2800 162
18 60b 162
aGrown in Sn flux: contaminated by Sn impurities.
bFrom a generalized Drude analysis in the low frequency limit.
cTHz measurement of thin film.
dLarge uncertainty in this parameter.
eFrom a fit containing two Drude terms; this value is for the
narrow Drude part.
(Ref. 178) and Ba0.55K0.45Fe2As2 (Ref. 168) are seen to
be nearly the same at room temperature (above the crys-
tallographic/SDW transition temperature of ≈ 140 K for
BaFe2As2). On the other hand, one also notices varia-
tions in the carrier density of the same compound from
different groups such as for BaFe2As2.
178,179
From the ratios between the high and low tempera-
ture n data for SrFe2As2 and BaFe2As2 in Table IV, one
sees that the SDW transitions result in decreases in the
carrier concentrations by factors of seven to eight, consis-
tent with expectation due to Fermi surface gapping and
reconstruction for a Fermi-surface-nesting-driven SDW
as further discussed below in Sec. III H 4.
Values σcalc0 of the dc conductivity calculated from the
optical constants f ′p and 1/τ
′ via Eq. (23) are given in
Table V,162,168–170,172,176,177,179–181 along with the mea-
sured σ1(ω → 0) obtained directly from the optics
experiments (if available) and with experimental val-
ues σdc obtained from conventional four-probe resistiv-
ity measurements.24,26,169,172,177,181,183,184 One sees that
the reason that the resistivity decreases as the temper-
ature drops below the SDW transition temperatures of
SrFe2As2 and BaFe2As2 (see bottom panel of Fig. 4),
even though the carrier concentration drastically de-
creases, is that the scattering time τ increases even more
than the carrier concentration decreases.
Several studies have analyzed the ab-plane optical
conductivity of Ba(Fe1−xCox)2As2 and other 122-type
crystals in terms of a Drude-Lorentz model with two
Drude contributions.172,181,185–188 Both Drude contribu-
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tions have the same functional form as in Eq. (17), but
the first “narrow” one has a relatively small relaxation
rate 1/τ and the second phenomenological “broad” one
has a large 1/τ . For BaNi2As2 both terms are appar-
ently considered to arise from coherent carriers.187 For
EuFe2As2 the narrow Drude term is taken to arise from
coherent electron carriers and the second broad one from
coherent hole carriers.188
In other studies analyzing the data using two Drude
terms, the first Drude term is assumed to arise from
coherent conduction carriers and the second from “in-
coherent” carriers. By “incoherent” we understand to
mean that the wave vectors of those current carriers are
not good quantum numbers, and the mean-free-path and
mean-free-time τ are not concepts that can be applied
to them. Thus the Drude form of the conductivity ap-
plied to the second class of incoherent carriers is a fitting
function with no clear physical meaning. Both classes of
carriers have nonzero densities of states at the Fermi en-
ergy EF, and hence the conduction states at EF consist
of both coherent and incoherent parts. It is not stated
in any of the relevant papers what causes one part of the
conduction carriers to be coherent and the other part to
be incoherent, or what the origins of the two classes of
carriers are. The narrow Drude part is found to give rise
to a 1/T 2 Fermi liquid-like temperature contribution to
the conductivity. One of the papers claims that both the
coherent and incoherent current carriers contribute to the
superconducting condensate, each with its own supercon-
ducting energy gap.181 Strong-coupling theories predict
the coexistence of coherent and incoherent current carri-
ers, but the coherent carriers are low-energy carriers with
energies near the Fermi energy, whereas the incoherent
carriers are high-energy carriers.189,190 Thus in this case
the incoherent carriers evidently could not be represented
by a Drude term in the optical conductivity.
It seems that the two-Drude conductivity component
description of the current carriers may be oversimplified
when considering that all these materials are multiband
systems where at least four Fermi surface sheets arising
from the Fe atoms are likely to be important to the con-
duction properties.
The c-axis charge dynamics of BaFe2As2 crystals was
studied by Chen et al.191 They found a small anisotropy
ratio of the conductivity at 300 K given by σab/σc ≈ 2.8,
similar to the anisotropy ratio of 3± 1 found by Tanatar
et al. from dc resisitivity measurements.26 The authors
studied the changes in the charge dynamics upon cooling
below TN = 137 K and found significant differences with
the ab-plane charge dynamics, and suggested the origin of
this difference in terms of Fermi surface reconstruction.
The conduction carrier optical properties of the 122-
type FeAs-based superconductors are further utilized be-
low in Sec. III H 5 to obtain quantitative estimates of
their degrees of conduction carrier correlation, where
these values are compared with corresponding values for
a wide variety of other materials.
FIG. 23: (Color online) In-plane electrical resistivity ρ versus
temperature T for a series of Fe1+x(Te1−ySey) crystals (note
the interchange of x and y compared with the text). The tem-
perature dependence of the data for y = 0 is similar to that in
Fig. 11 for a crystal from another group, although the magni-
tude is a factor of two larger than in Fig. 11. This illustrates
the lack of reproducibility between measurements on different
crystals. Inset: Expanded plots of the data at low tempera-
tures, showing more clearly the superconducting transitions.
Reprinted with permission from Ref. 192. Copyright (2009)
by the American Physical Society.
b. 11-type Fe1+yTe1−xSex Crystals
The in-plane optical properties of an Fe1.05Te single
crystal were studied by Chen et al.120 Above TN = 65 K,
σ1 was found to be rather flat, with no obvious signature
of a Drude peak at zero frequency. Thus they inferred
that the charge transport was incoherent in this T range.
However, below TN a clear Drude peak developed, re-
flecting a significant decrease in the conduction carrier
scattering rate. They did not report values of ωp or 1/τ
in this low-T range.
Homes and coworkers measured the in-plane optical
properties versus temperature of a superconducting sin-
gle crystal of FeTe0.55Se0.45 with Tc = 14 K.
162 They
fitted their σ1(ω) data by a Drude-Lorentz model and
obtained the plasma frequency and scattering rates of
the Drude term that are listed in Tables IV and V for
T = 295, 200 and 100 K. From Table IV, the carrier
concentration calculated from the plasma frequency as-
suming m∗/me = 1 is only 0.025 carriers/f.u. The litera-
ture data on the dc resistivity of Fe1+yTe1−xSex crystals,
with which to compare the optical conductivity data,
show variations in magnitude and temperature depen-
dence even for crystals with about the same composition
(see, e.g., Refs. 21 and 192). The data by Pallecchi et
al.192 for a series of crystals is shown in Fig. 23. Irrespec-
tive of the temperature dependence of ρ for the various
compositions, the magnitude of ρ is of order 0.5 mΩ cm
below 300 K, so the conductivity is σ0 ∼ 2000 (Ω cm)−1.
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FIG. 24: (Color online) In-plane free carrier relaxation rate
1/τ obtained from an extended-Drude model versus frequency
f ′ in wave numbers for a single crystal of FeTe0.55Se0.45 with
Tc = 14 K.
162 In the analysis, the values f ′p = 7200 cm
−1
and ε∞ = 4 were used. Data are plotted as solid and dashed
curves for the temperatures indicated. The dips at 204 cm−1
are due to an infrared-active phonon mode. Inset: Effective
mass m∗/mb versus frequency. From the figure, one sees that
the Drude-Lorentz analysis is not valid at the low tempera-
ture of 18 K > Tc because 1/τ becomes strongly frequency de-
pendent, which is indicative of strong electronic correlations.
Reprinted with permission from Ref. 162. Main figure (not
inset): Copyright (2010) by the American Physical Society.
This value is similar to the values calculated from optics
data at 100–295 K for FeTe0.55Se0.45 in Table V.
At a lower temperature of 18 K > Tc, the peak in
σ1(ω) at ω = 0 cannot be fitted any longer by the Drude
model, and the extended-Drude model described above at
the end of Sec. III B 2 was used by Homes et al.162 From
that analysis they obtained the frequency dependence of
the scattering rate 1/τ ′ shown for five different temper-
atures in Fig. 24.162 At 100 K and above, 1/τ ′ is fre-
quency independent up to a frequency of 300 cm−1, and
self-consistently agrees with the relaxation rate obtained
at the respective temperature from the above Debye-
Lorentz model. From the strong frequency dependence
of the data at 18 K > Tc, the authors inferred that
strong electronic correlations have set in upon cooling
from 100 K to 18 K. This is an interesting result that
the degree or strength of electronic correlations can be
strongly temperature dependent in the Fe-based materi-
als. The strong electron correlations are reflected by a
strong enhancement of the effective mass with decreas-
ing temperature as shown in the inset of Fig. 24, which
reaches a value of about 7–8 band masses at low fre-
quency at 18 K. This temperature dependent mass en-
hancement would presumably be reflected in other prop-
erties as well. The 1/τ ′ data in the superconducting state
at 6 K in Fig. 24 were analyzed and indicated the pres-
ence of two superconducting gaps, presumably arising
from different Fermi surface sheets, and that only about
one-fourth of the current carriers participate in the su-
perconducting condensate.162
A Drude peak was also observed in σ1(ω) for a single
crystal of Fe1.06(Te0.88S0.14) at low temperatures (note
that this is sulphur-doped, not selenium-doped).171 From
an extended-Drude analysis, the effective mass m∗ of the
current carriers became negative below 200 K, which is
to be contrasted with the positive values of m∗ in the
inset of Fig. 24 above. The authors concluded that
Fe1.06(Te0.88S0.14) contains an incoherent non-Fermi-
liquid with a pseudogap below 200 K,171 in agree-
ment with theoretical predictions for FeTe1−xSex.
193,194
An interesting question is why this compound differs
from other 11-type compositions that appear to con-
tain an at least partially coherent Fermi liquid as judged
from optical experiments such as those cited above for
FeTe0.55Se0.45 and also differs from the 122-type com-
pounds described in Sec. III H 5 below.
C. Giant Magnetostructural Coupling
A strong coupling between the magnetic state of the
Fe and the lattice was inferred from early conventional
electronic structure calculations.195 This sensitivity was
identified as originating from the degree of covalent Fe-
As bonding.196 When the experimental atomic positions
in the crystal structures of the FeAs-based parent com-
pounds are used in the calculations, the ordered Fe mag-
netic moments at T = 0 are calculated to be far larger
than the experimental values. However, for the exper-
imental structure the total energy of the compound is
calculated not to be at a minimum with respect to the
adjustable height of the As atoms above and below the
Fe planes, which depends on the As “z-coordinate” in
its general position within the structure, and therefore
does not agree with experiment. If the total energy of a
compound is minimized, one gets a somewhat different
z value from the experimental value but remarkably, a
value of the ordered Fe moment is obtained that is much
closer to the experimental value. These calculated As
positions are called “relaxed” or “optimized” positions
in the literature. The calculations described above in-
dicated that the Fe magnetism and As atomic positions
depend very sensitively on each other (see also Fig. 18
above).
There are other indications of an anomalously strong
coupling between the spin state of the Fe atom and the
lattice structure in the FeAs-based materials. For exam-
ple, calculations for CaFe2As2 predict a c-axis param-
eter that is 10% (1.1 A˚!) smaller if the Fe atoms are
nonmagnetic than if they have a magnetic moment.78
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FIG. 25: (Color online) Generalized phonon density of states
GDOS versus energy for BaFe2As2. The top red curve shows
a calculation with no spin on the Fe atoms, whereas the mid-
dle blue curve is a calculation including a spin on the Fe atoms
(but no magnetic order). The bottom black curve is a plot of
experimental data from inelastic neutron scattering measure-
ments at 300 K.197 A comparison of the calculations with the
data indicates that the Fe magnetism has to be included to
explain the lattice vibration properties. Reprinted with per-
mission from Ref. 78, Copyright (2009), with permission from
Elsevier.
The phonon density of states at 300 K (above the SDW
transition temperature of 140 K) as measured by in-
elastic neutron scattering197 can be very well explained
if a magnetic state of the Fe atoms is included in the
calculations, as shown in Fig. 25.78 From calculations
such as this, Yildirim concluded that there is a mag-
netic moment on the Fe atoms at all temperatures and
in the superconducting as well as nonsuperconducting
compositions, and that “the iron magnetism could be in
the form of fluctuating SDW type small magnetic do-
mains or it could be at the atomic limit of paramagnetic
Fe ions (i.e. para-magnon).”78 Similarly, Hahn and co-
workers found that the phonon spectra of CaFe2As2 as
measured at room temperature via inelastic x-ray scat-
tering could be explained best if the calculations were
carried out for the magnetically ordered state, consis-
tent with the observation of short-range SDW order up
to room temperature.198 In the BaFe2−xCoxAs2 system
where the structural transition temperature is greater
than the SDW transition temperature for x > 0, Lester
et al. found that the SDW transition affects the temper-
ature dependence of the structural Bragg peak intensities
from both x-ray and neutron diffraction measurements.45
A dramatic example of the dependence of the spin
state of the Fe on the crystal structure was evident
from diffraction measurements of CaFe2As2 under ap-
plied pressure. Neutron and x-ray diffraction measure-
ments of the crystalline and magnetic structure showed
that at the relatively low pressure of 0.3 GPa (3 kbar),
the lattice volume at 50 K collapses by an astonishing
4.5% with a concomitant loss of the SDW and Fe mag-
netic moment.199,200 On the other hand, LaFeAsO0.9F0.1
with Tc = 28 K and SmFeAsO0.93F0.07 with Tc = 37 K
show no lattice transformations up to pressures of at least
32 GPa and 9 GPa, respectively.201,202
From ARPES measurements, Liu et al. found that
3D dispersion along the kz axis of the hole pocket
in undoped CaFe2As2 occurs below, but not above,
the SDW/structural transition temperature TN where
the dispersion is 2D, and that the electron pocket
does not disperse in either temperature regime.203
From polarization-dependent ARPES measurements on
BaFe2As2, Shimojima et al. also found a drastic change
in the Fermi surfaces below TN to a 3D orbitally ordered
state.204 From comparison with band structure calcula-
tions, they deduced that the Fermi surface transforma-
tion is mainly caused by the antiferromagnetic ordering
rather than the structural transition. Quantum oscilla-
tion experiments on SrFe2As2 (Ref. 205) and BaFe2As2
(Ref. 206) also indicate drastic reconstructions of the
Fermi surfaces from 2D to 3D below the respective TN,
with reductions in carrier concentrations. These results
suggest that spin correlations are important because in
a SDW material like Cr the Fermi surface opens gaps
below TN but is not totally reconstructed. These results
also indicate that the competition between the SDW and
superconductivity apparent from the phase diagrams in
Fig. 5 arises because they compete for the same conduc-
tion electrons. Furthermore, due to the Fermi surface
reconstruction from the SDW, the nesting between hole
and electron Fermi surface pockets required for the s±
inter-orbital pairing mechanism is largely reduced by the
SDW. On the other hand, the giant magnetoelastic cou-
pling may provide an avenue for enhancing the electron-
phonon interaction mechanism for superconductivity (see
Sec. IVG below).
The strong magnetostructural coupling in the FeAs-
based materials has been concluded to occur also in the
FeSe1−xTex system.
188 Here, the height of the Se/Te lay-
ers is concluded to control whether the antiferromagnetic
ordering has the above stripe structure, or whether a dif-
ferent observed double-stripe structure is stable.
D. Density of States at the Fermi Energy
In the BCS theory of superconductivity, the transition
temperature arising from the electron-phonon interaction
is Tc = 1.14ΘD exp[−1/N(EF)V ], where ΘD is the Debye
temperature for the lattice, N(EF) is the bare band struc-
ture density of conduction electron states at the Fermi
energy EF, and V is an electron-phonon coupling con-
stant. By the latter we mean the strength of the coupling
between the conduction electrons and lattice vibrations.
From this expression, one expects a strong positive corre-
31
FIG. 26: (Color online) Superconducting transition tempera-
ture Tc versus the bare nonmagnetic band structure density
of conduction electron states at the Fermi energy for both
spin directions N(EF) for a variety of 112, 1111, and 111
transition metal T pnictides. The vertical arrows pointing
downwards indicate that superconductivity is not observed
above the indicated temperature. Multiple data points for
the same compound (error boxes) indicate the range(s) of
Tc and/or N(EF) reported for the compound. The colored
symbols are for compounds containing FeAs layers. See the
Appendix for the references and Table XXXV for data for the
Fe1+yTe1−xSex system.
lation between Tc and N(EF). Shown in Fig. 26 is a plot
of Tc versus N(EF) for many of the Fe-based and related
compounds. Surprisingly, one sees that there is no corre-
lation between Tc and N(EF), even within the subset of
FeAs-based materials shown with colored symbols. This
is not to say that N(EF) is irrelevant to the value of Tc in
these materials, but rather that other properties that are
changing between the different compounds are at least
as important if not more so. Furthermore, the N(EF)
values from band structure calculations do not include
the influence of electron correlation effects such as spin
fluctuations. These fluctuations may strongly change be-
tween compounds with different Tc’s. Evidence that the
bare N(EF) values can be too low by a factor of order
five is suggested from the dependence of the magnetic
susceptibility on N(EF) in Fig. 32 below and by con-
sideration of the change in the heat capacity at Tc for
Ba1−xKxFe2As2 crystals discussed below in Sec. IVD.
E. Magnetic Susceptibility
1. Introduction: Units and Other Things
Before discussing the results of magnetic susceptibility
measurements on the FeAs-type materials, it is useful to
discuss the units of such measurements. Gaussian (cgs)
units are almost universally used in the presentation of
magnetization and magnetic susceptibility data in the
condensed matter physics literature because of their sim-
plicity. The term “magnetization” is usually reserved for
normalized magnetic moment, e.g., magnetic moment per
mole, per gram, or per unit volume. The Quantum De-
sign, Inc., SQUID magnetometer is currently used world-
wide to measure the magnetic moment of samples. The
software of this instrument outputs the magnetic moment
of a sample in “electromagnetic units”, or “emu”, which
is a Gaussian unit:
1 emu = 1 G cm3 = 1 erg/G. (32)
The Gaussian units of magnetic induction B and mag-
netic field H have the same magnitude,
1 G = 1 Oe, (33)
which is one reason this system of units is so transparent
and widely used. A unit of convenience in the Gaussian
system of units is the Tesla (T):
1 T = 104 G = 104 Oe. (34)
When normalized to a mole of formula units of a mate-
rial, the molar magnetization M is in units of emu/mol
= Gcm3/mol, and the molar magnetic susceptibility
χ = M/H is in units of emu/(Oe mol) = cm3/mol. Dif-
ferent authors sometimes quote magnetic moment and
magnetic susceptibility of a sample, which are not the
same quantities, in the same units of “emu” [compare, for
example, the units for magnetic susceptibility in Fig. 4(a)
above with those in Fig. 28 below that are both repro-
duced from the literature]. Because of this ambiguity
and for ease of unit conversions, in this review (and in all
of my other publications), “emu” units are avoided ex-
cept in some figures reproduced from the literature. The
magnetizationM expressed as magnetic moment per unit
volume has units of emu/cm3 = Gcm3/cm3 = G. The
magnetic susceptibility χ =M/H per unit volume is then
in units of G/Oe = 1, which is dimensionless.
To convert from one normalization of M or χ to an-
other is straightforward if the proper Gaussian units are
used. For example, to convert from molar susceptib-
lity to (dimensionless) volume susceptibility one easily
sees that one should divide the former in cm3/mol by
the molar volume in cm3/mol. In the expression re-
lating the magnetic induction to the magnetic field in
Gaussian units in the absence of demagnetization effects,
B = H +4πM , M is the magnetic moment per unit vol-
ume in units of G. A perfect diamagnet has B = 0 inside
it and therefore has a dimensionless volume susceptibility
χ = M/H = −1/(4π). For this reason, the fraction of
full diamagnetic susceptibility of a superconducting sam-
ple is often expressed for low fields as −4πχ with χ being
the dimensionless Gaussian volume susceptibility.
Ideally, if a material is cooled in a small magnetic field,
the magnetic field is expelled from the material when
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it becomes superconducting. This flux expulsion upon
cooling through Tc is called the “Meissner effect.” If a
metal were cooled in the same field and somehow be-
came a perfect conductor with zero resisitivy, but not a
superconductor, the magnetic flux would be trapped and
not expelled. Thus a superconductor is different than a
perfect conductor. On the other hand, there are very
few materials that exhibit a 100% Meissner effect, be-
cause the flux gets “pinned” and cannot escape when
cooling below Tc. The Fe-based superconductors gen-
erally show small Meissner effects. An upper limit to
the superconducting volume fraction can be obtained by
cooling the sample in zero field (“zero-field-cooling”) and
then applying a small (∼ 10 Oe) field at a low temper-
ature T ≪ Tc and measuring the diamagnetic shielding
volume susceptibility and comparing that to the ideal
value of −1/(4π). This diamagnetic shielding measure-
ment is sometimes improperly called a measurement of
the Meissner effect and/or the shielding fraction as “the
Meissner fraction”, which instead must be measured on
cooling in a fixed field. With a demagnetization factor
N , the ideal value of the volume susceptibility becomes
−1/[4π(1− N)], which is more negative than the previ-
ous value. The reason that diamagnetic shielding only
measures an upper limit to the superconducting volume
fraction is that it only takes a small amount of supercon-
ducting material to provide 100% diamagnetic shielding.
Such a result would occur, for example, for a nonsuper-
conducting copper ball coated with superconducting Pb
(Tc = 7.2 K). An easy and reliable way to check for bulk
superconductivity in a sample is by measuring the heat
capacity jump at Tc (see Sec. IVD).
In local moment systems in which, e.g., nearest-
neighbor spins are coupled by an exchange interaction
(energy) J , theorists often present the calculated mag-
netic susceptibility simply as “χ versus T ”, where both
the magnetic susceptibility χ and the temperature T are
dimensionless. What is actually plotted are the dimen-
sionless quantities χJ/(Ng2µ2B) versus kBT/J , where N
is the number of spins, g is the spectroscopic splitting
factor (g-factor) of the magnetic moment, µB is the Bohr
magneton, and kB is Boltzmann’s constant. Thus, the
theorist’s “χ” is the magnetic susceptibility per spin, in
units of 1/J , where gµB is set equal to unity. The theo-
rist’s “T ” is the thermal energy kBT normalized by the
energy scale J .
The adjective “diamagnetic” or noun “diamagnetism”
refer to a negative value of χ and “paramagnetic” or
“paramagnetism” refer to a positive value of χ. The ad-
jective “paramagnetic” is also sometimes used to refer
to a state of a material that is not long-range magneti-
cally ordered, irrespective of the sign of χ, to distinguish
this state from a magnetically-ordered state, perhaps of
the same material. Alternatively, a state of a material
with no long-range order of any kind at a particular tem-
perature or in a particular temperature range, especially
if that material does exhibit superconductivity or long-
range magnetic order at a lower temperature, is often
called the “normal state” of the material.
2. Influence of Ferromagnetic and Paramagnetic Impurities
on Magnetic Susceptibility Measurements
In the Fe-based superconductor field, it is very common
when carrying out magnetic susceptibility measurements
versus temperature T to simply measure the magnetiza-
tion versus temperature M(T ) at fixed applied magnetic
field H with H ∼ 1–5 T, and then report the suscepti-
bility as χ(T ) ≡ M(T )/H . A major problem with this
procedure, especially with the Fe-containing materials of
interest in this review, is that the samples often contain
ferromagnetic impurities and their contribution to M is
only rarely separately measured and accounted for.
To illustrate the high sensitivity of magnetization mea-
surements to the presence of ferromagnetic impurities
in a sample, suppose a measurement at room tempera-
ture in H = 1 T is being carried out of the magnetic
moment of a typical 0.10 g (3.5 × 10−4 mol) sample
of polycrystalline LaFeAsO containing only 0.10 mol%
(20 µg) of ferromagnetic Fe metal impurity. The fer-
romagnetic ordering (Curie) temperature of Fe metal is
TC = 1043 K and its ferromagnetic saturation moment is
µsat = 2.2 µB/Fe atom = 1.2× 104 G cm3/mol Fe. Here
we have used the very useful conversion expression
NAµB = 5585
G cm3
mol
. (35)
That is, one mole of Bohr magnetons has a magnetic mo-
ment of 5585 G cm3. Using the intrinsic susceptibility of
polycrystalline LaFeAsO at 300 K of 3.3×10−4 cm3/mol
(see Table XXX),207 the intrinsic magnetic moment of
the 0.1 g LaFeAsO sample in H = 1 T is 0.0012 G cm3,
whereas that of the saturated Fe impurity is 0.0042 G cm3
which is a factor of 3.5 times larger than the intrinsic
value. Thus the measured M/H for this hypothetical
sample of LaFeAsO is a factor of 4.5 times larger than the
intrinsic χ value. Therefore, unless it is explicitly stated
in a paper reporting magnetic susceptibility data that the
influence of the contribution of ferromagnetic impurities
toM have been checked for and taken into account,24,207
one should consider reported χ(T ) data such as those in
the tables in the Appendix to be upper limits only. This
is true even for measurements of single crystals, because
crystals can and often do contain inclusions and/or in-
tergrowths of ferromagnetic impurities.
The (zero-field) magnetic susceptibility of a sample
not exhibiting long-range magnetic ordering is formally
defined to be χ = limH→0M(H)/H . Of course, this
definition assumes the absence of ferromagnetic impu-
rities in the sample. For materials with an intrinsic
magnetization Mintrinsic that is proportional to H via
Mintrinsic = χH where χ is the intrinsic susceptibility,
one can determine the temperature-dependent ferromag-
netic impurity contribution to the measured M by car-
rying out and analyzing M(H) isotherm measurements
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FIG. 27: (Color online) Sketch of the observed magnetiza-
tion M versus applied magnetic field H at fixed tempera-
ture T for a hypothetical sample containing ferromagnetic
impurities. The ferromagnetic impurities have magnetization
MFM(H), the intrinsic magnetization of the sample is χH ,
and the observed magnetization is M(H) = MFM(H) + χH .
The magnetization of the ferromagnetic impurities saturates
to a constant value MS above a saturation field HS which in
this example is HS ∼ 2 units. For H > HS, one has the linear
relation M(H) = MS + χH . The intrinsic susceptibility χ is
thus the high-field slope of M(H) and the y-intercept of the
high-field linear behavior is MS.
at various temperatures as sketched in Fig. 27. In this
case one has M(H)|T = χ(T )H + MFM(H)|T , where
MFM(H)|T is the ferromagnetic contribution toM(H)|T .
The MFM(H)|T is nonlinear and typically saturates to
a constant value MS(T ) at “high” fields HS >∼ 1 T (in
Fig. 27, HS ∼ 2 units). Then χ(T ) is the slope of the
high-field linear region of the measured M(H)|T . Al-
ternatively, it is usually much easier to determine χ(T )
fromM(T )|H temperature sweeps at H > HS as follows.
If MS(T ) has been determined separately from M(H)|T
isotherms (typically five such isotherm measurements are
sufficient), one can interpolate the MS(T ) data, usually
using only a simple low-order polynomial in T , and then
use
χ(T ) =
M(T )|H −MS(T )
H
. (H > HS) (36)
However, even if one determines χ(T ) using Eq. (36) or
more directly from M(H)|T isotherms, if the ferromag-
netic impurity contribution to M(T )|H at the measure-
ment field H or at the highest M(H) measurement field,
respectively, is >∼ 10%, then the value of the extracted
“intrinsic” susceptiblity χ can still be significantly in
error because of imperfect modeling of MFM(H) [i.e.,
MFM(H) does not become strictly constant even up to
the highest field of the M(H) measurement].
Sometimes M(T )|H measurements of FeAs-type and
related compounds are carried out at low fieldsH <∼ 0.1 T≪ HS; this drastically accentuates the influence of the
ferromagnetic impurities on the value of the reported
χ ≡ M(T )/H (see Fig. 27). Another disadvantage to
carrying out M(T )|H measurements at H ≪ HS is that
one cannot use Eq. (36) to extract χ(T ). In particular,
in this field region the precise form of MFM(H)|T of the
ferromagnetic impurities is generally temperature- and
magnetic field-history dependent and therefore cannot be
uniquely determined and corrected for.
For an explicit example where the above procedures
were essential to derive the intrinsic anisotropic χαα(T )
from Mαα(H,T ) (α = x, y, z) data, see Ref. 164 describ-
ing magnetization measurements on BaMn2As2 single
crystals. In this study, ∼ 0.1% of ferromagnetic MnAs
impurities with Curie temperature TC ≈ 320 K signifi-
cantly affected the measurements at lower temperatures
and their temperature-dependent magnetization contri-
bution had to be corrected for.
The “intrinsic” χ as defined above that is derived from
M(H)|T isotherms or from Eq. (36) may still not be in-
trinsic, since it can contain the contribution of paramag-
netic local moment impurities that are not magnetically
ordered. These typically give a Curie-Weiss contribu-
tion C/(T − θ) to χ at T >∼ θ at which temperatures
their magnetization is proportional to H . The reported
χ(T ) data for Fe-based superconductor materials often
exhibit such Curie-Weiss like contributions that are evi-
dent from low-temperature upturns in the reported χ(T ),
but these are rarely analyzed and corrected for. Most of
these reported upturns are likely not intrinsic. The Curie
constant C could be used to obtain a rough estimate of
the paramagnetic impurity concentration. In addition, if
the Weiss temperature θ is sufficiently small, the nonlin-
earM(H)|T behaviors of the paramagnetic impurities at
low temperatures T <∼ θ could be analyzed to yield ac-
curate values for both the concentration and the spin of
the paramagnetic impurities. For an example of a high
quality analysis that considers both ferromagnetic and
paramagnetic impurities, see the discussion of the mag-
netization data for a Fe1.12Te single crystal in the next
section.
3. Temperature Dependence of the Magnetic Susceptibility
at High Temperatures
a. 122- and 1111-type FeAs-based Compounds
In this section we consider the temperature dependence
of the magnetic susceptibility χ of the FeAs-type parent
compounds and doped superconductors. At low temper-
atures, χ often shows an upturn, presumably due to para-
magnetic impurities as discussed in the preceding section.
As shown above in Fig. 4 for the BaFe2As2 parent com-
pound and also for Ca(Fe1−xCox)2As2 (0 ≤ x ≤ 0.125,
Ref. 208) and BaFe1.83Co0.18As2,
44 at high temperatures
χ increases with temperature T above ∼ 200 K up to
the highest temperature measured of 700 K. This tem-
perature dependence has been observed for all of the
1111 and 122 compounds in the paramagnetic state at
high temperatures, as described in the review by Zhang
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FIG. 28: (Color online) Magnetic susceptibility versus tem-
perature T for (a) LaFeAsO1−xFx superconducting and non-
superconducting compounds and (b) MFe2As2 nonsupercon-
ducting parent compounds as compiled from the literature.209
The literature references are given in Ref. 209. Reprinted with
permission from Ref. 209. Copyright (2009) by the European
Physical Society.
and coworkers and illustrated in Fig. 28.209 A similar in-
crease in χ with T was previously observed in the lay-
ered cuprate parent compounds in which a local mo-
ment description for the Cu+2 spins 1/2 was conclusively
proved.75 This positive temperature coefficient of χ up to
the maximum measurement temperature of ∼ 1000 K is
due to the fact that the measurement temperature range
was on the low-T side of the broad maximum that hy-
pothetically occurs at ∼ 1500 K due to short-range two-
dimensional antiferromagnetic ordering of the Cu spins.
The observed increase of χ with T in the FeAs-based
compounds has been attributed to itinerant electron anti-
ferromagnetic spin fluctuations,209 or alternatively to AF
correlations between local moments in a strong coupling
description.210 In general, one would expect AF correla-
tions of any sort to depress χ, because those correlations
resist the alignment of the electron spins with the applied
field. As temperature increases, the AF correlations are
expected to decrease, which can cause the observed χ to
increase. The question then is the detailed origin of the
apparent linear temperature dependence, which in the
inset of the top panel of Fig. 4 appears for BaFe2As2
from Ts,N = 138 K all the way up to the maximum mea-
surement temperature of 700 K.
FIG. 29: (Color online) Magnetic spin susceptibility χ ver-
sus temperature T for quasi-free-electron Fermi gases occu-
pying a single parabolic two-dimensional (2D) or 3D elec-
tron band. The Fermi energy EF is the chemical potential at
T = 0 and kB is Boltzmann’s constant. At zero temperature,
χ(0) = µ2BN(EF) in each case, where N(EF) is the respective
density of electron states at EF for both spin directions and
µB is the Bohr magneton. The χ monotonically decreases
with increasing temperature in both cases. This behavior is
qualitatively different from that observed for the FeAs-based
layered compounds as illustrated in Fig. 28, where χ increases
instead of decreases with increasing T in the paramagnetic
state.
An increasing and approximately linear dependence of
the conduction electron Pauli spin susceptibility χPauli on
T was predicted for the FeAs compounds by Korshunov
et al. in a two-dimensional Fermi liquid picture.211 The
slope is proportional to the square of the SDW am-
plitude connecting the nested hole and electron pock-
ets. The authors claimed quantitative agreement with
experiments.211
An alternate proposal for the increase in χ with in-
creasing T was given by Rullier-Albenque et al.212 They
suggested that this results simply from strong ther-
mal excitations of the electrons in the electron bands
at the X point because the Fermi energy is extremely
small there (∼ 25–50 meV) as deduced from ARPES
measurments.213 For a two-dimensional (2D) quasi-free-
electron gas in a parabolic band with energy E versus
wavevector k given by E = h¯2k2/(2m∗), one straightfor-
wardly obtain the following exact expression valid for all
temperatures214
χ(T ) = µ2BN(EF)
[
1− e−EF/(kBT )
]
, (37)
where the Fermi energy EF is the chemical potential at
T = 0, µB is the Bohr magneton, and N(EF) is the den-
sity of electronic states at EF for both spin directions.
A plot of Eq. (37) in Fig. 29 shows that the susceptibil-
ity of a 2D quasi-free-electron gas decreases monotoni-
cally with increasing T . The same qualitative behavior
as in Eq. (37) is found for a 3D parabolic band, as also
shown in Fig. 29, where in this case we have calculated
χ(T ) numerically. These behaviors of χ(T ) for 2D and
3D quasi-free-electron gases both disagree with the ob-
served behaviors in Fig. 28 where the susceptibilities for
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all compounds increase with increasing temperature in
the high-temperature paramagnetic (magnetically disor-
dered) state instead of decrease.
On the other hand, Sales and coworkers calculated that
for a three-dimensional (3D) two-band semimetallic band
structure like that shown in Fig. 12, one could obtain
a χ(T ) that increased with increasing temperature as-
suming parabolic bands.215 The parameters of the model
were also used to estimate the temperature dependent re-
sistivity and Seeback coefficient, in reasonable agreement
with the experimental data for the BaFe2−xCoxAs2 sys-
tem. For the susceptibility fit, the fitted overlap of the
valence and conduction bands was 250 K, and the ef-
fective masses of the electron and hole bands were 17
and 30 times the free electron mass, respectively. These
latter values are much larger than the values of order
2–4 electron masses inferred from ARPES and quantum
oscillation experiments and from band structure calcula-
tions. They also found that the increase in the suscep-
tibility with increasing temperature does not occur for
a 2D electron gas semimetal with parabolic bands, so it
is not clear that their calculations apply to the Fe-based
compounds.
We found that if the conventional LDA band structure
of BaFe2As2 is populated by electrons versus T according
to the Fermi-Dirac distribution function, the χ slightly
decreases by about 1.3% with increasing T between 200
and 400 K,214 instead of strongly increasing as observed
in Fig. 4.
Using LDA + DMFT (local density approximation
combined with dynamical mean field theory) calcula-
tions, Skornyakov, Katanin and Anisimov predicted that
the χ of LaFeAsO increases approximately linearly from
400 to 1000 K before bending over and becoming Curie-
Weiss-like.216 This is in qualitative agreement with the
experimental data from 150–500 K,208 but the pre-
dicted slope is about a factor of four too small com-
pared with the experimental data. Interestingly, the
predicted temperature dependence arises mainly because
the single-particle band structure itself is temperature-
dependent, rather than arising from antiferromagnetic
correlations.216
b. 11-type Fe1+yTe1−xSex Compounds
The reported magnetic susceptibilities χ of
Fe1+yTe1−xSex-type compounds generally show ei-
ther an increase or decrease with decreasing temperature
above TN, depending on the composition. The absolute
values tend to be very large compared to the data in
Fig. 28 for the 122- and 1111-type compounds. A major
problem is that the samples often contain relatively large
amounts of ferromagnetic impurities such as Fe metal
as discussed above in Sec. II E. As with most magnetic
susceptibility studies of the Fe-based superconductors,
very few studies of the Fe1+yTe1−xSex-type compounds
report that they check for, and correct for if appropriate,
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FIG. 30: (Color online) (a) Magnetic susceptibility χ (after
correction for ferromagnetic impurities) versus temperature T
for single crystals of Fe1+yTe1−xSex. Most data are for H ‖ c
but data for H ‖ a are shown for x = 0. (b) Contribution
χFe(I) of the Fe atoms in the Fe square lattice layers, obtained
by correcting the data in (a) for the contribution of the excess
Fe(II) atoms in the Te/Se layers. Most data are for H ‖ c
but data for H ‖ a are shown for x = 0.28. Reprinted with
permission from Ref. 126.
the presence of ferromagnetic impurities. The study
below by Yang et al. is a notable exception.126
Yang and coworkers reported a definitive χ(T ) study of
the Fe1+yTe1−xSex system.
126 First, they carried out the
measurements on single crystals with 0 ≤ x ≤ 1. Second,
they determined the compositions of their crystals from
energy-dispersive x-ray analysis as shown in Table VI,
rather than reporting nominal compositions. Third, they
measured the susceptibility anisotropy for two represen-
tative compositions x = 0 and x = 0.28. Fourth, they
carried out M(H)|T isotherm measurements to obtain
the contributions of ferromagnetic impurities to the mea-
sured magnetizations, and then corrected the observed
M(T )|H data for these ferromagnetic impurity contribu-
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TABLE VI: Curie constants CCurie and Weiss temperatures θ from Curie-Weiss law fits, Eq. (38), to magnetic susceptibility
data for Fe1+yTe1−xSex single crystals.
126 The first set of CCurie and θ parameters are for all Fe atoms in the samples. The
second set of parameters is presumed to arise from the excess y Fe(II) atoms. There was no low-T upturn in the data for
x = 0.45 and 0.48 [see Fig. 30(b)], so no fitting parameters are included here for those compositions. The fitting ranges to
determine the listed χ0 values were 45–300 K (x = 0.33) to 100–300 K (x = 0). The χ0 values and respective fitting temperature
ranges were provided by J. H. Yang (private communication). The data from Ref. 126 (all columns except the last one) are
reproduced by permission of Ref. 126.
Fe Te Se T range χ0 CCurie θ CCurie(II) θII CCurie(II)/y
(K) (10−3 cm3/mol) (cm3 K/mol) (K) (cm3K/mol) (K) (cm3 K/mol)
1.12 1 0 100–300 −0.97 2.24 319 — — —
1.00 0.95 0.05 100–300 −0.50 1.6 260 — — —
1.01 0.88 0.12 20–50 1.05 — — 0.10 52 10
1.07 0.80 0.20 20–50 1.29 — — 0.02 5 0.3
1.12 0.70 0.30 20–50 1.15 — — 0.12 24 1.0
1.04 0.67 0.33 20–50 1.05 — — 0.05 23 1.3
tions to obtain χ(T ) as described above in Sec. III E 2.
For example, the saturation magnetization MS of the
ferromagnetic impurites was found to be nearly inde-
pendent of T up to 200 K for Fe1.12Te, with the value
MS ≈ 15 G cm3/mol, which according to the conversion
expression in Eq. (35) is equivalent to the contribution of
0.12 mol% of ferromagnetic Fe metal impurities with an
ordered moment of 2.2 µB/Fe atom. They derived the
χ(T ) of Fe1.12Te from the M(T )|H data at high fields
of H = 3–5 T, for which MS <∼ 0.1M , thus allowing a
reliable correction for MS.
The χ(T ) data for the Fe1+yTe1−xSex system obtained
by Yang et al., after correction for ferromagnetic im-
purities, are shown in Fig. 30(a).126 Most of the data
are for H ‖ c but data for H ‖ a are also shown for
x = 0. For Fe1.12Te (x = 0) a sharp first-order mag-
netic/crystallographic transition is seen at TN = 69 K.
This transition also appears as a sharp spike in the heat
capacity of a Fe1.05Te crystal at TN = 65 K,
120 and as a
discontinuous and hysteretic resistivity change in Fig. 11
above. Above TN, the χ(T ) is nearly isotropic, as was
also observed by Chen et al. for Fe1.05Te.
120 Below TN,
the χ(T ) becomes nearly independent of T , exhibiting an
anisotropy with χa < χc, again as also observed by Chen
et al. for Fe1.05Te,
120 suggesting that the major compo-
nent of the ordered moment lies in the ab-plane, con-
sistent with magnetic neutron diffraction measurements
of the antiferromagnetic structures discussed below in
Sec. IIIG 4. For x = 0.05, the transition is broader, sug-
gesting a possible second-order transition, and decreases
in temperature to TN ≈ 40 K. The magnitude of χ(T ) of
the Fe1.05Te crystal reported by Chen et al.
120 is roughly
a factor of two larger than for any of the samples in
Fig. 30(a), evidently reflecting the presence of ferromag-
netic impurities in the crystal that were not accounted
and corrected for (N. L. Wang, private communication).
In Fig. 30(a), the normal state χ(T ) data for x = 0–
0.12 have the general appearance of a single Curie-Weiss
term. Therefore Yang et al. fitted the data for x = 0
and 0.05 over the temperature range 100–300 K by a
constant plus the Curie-Weiss law
χ = χ0 +
CCurie
T + θ
(38)
where χ0 is a temperature independent term arising from
orbital (diamagnetic core and paramagnetic Van Vleck)
contributions, plus perhaps T -independent diamagnetic
Landau orbital and paramagnetic Pauli spin susceptibil-
ities from conduction electrons, the Curie constant is
CCurie =
NAg
2µ2BS(S + 1)
3kB
, (39)
NA is Avogadro’s number, g is the spectroscopic split-
ting factor (g-factor), µB is the Bohr magneton, and kB
is Boltzmann’s constant. The fitted χ0 values, Curie con-
stants andWeiss temperatures θ are listed in Table VI.126
These Curie-Weiss fits for these two crystals represent
the average paramagnetic behavior of all Fe atoms in the
crystals.
For 0.20 ≤ x ≤ 0.33, it appears that there is a low-
T upturn riding on a more or less constant or weakly
sloping background in Fig. 30(a). The authors attributed
this upturn to the y excess Fe(II) atoms per formula unit
in the structure, fitted the data for x = 0.12 to 0.33
by Eq. (38) over the low-temperature range 20–50 K,
and obtained the χ0, CCurie(II) and θII fitting parameters
given in Table VI, where the Curie-Weiss term reflects
the magnetic behavior of only the excess Fe(II) atoms.
This analysis is supported by NMR shift measurements in
Sec. III E 7 below for the same system, which do not show
a Curie-Weiss upturn, indicating that the spins giving
rise to it in the susceptibility data are indeed dilute. For
x = 0.45 and 0.48, there was no sign of a Curie-Weiss
type behavior over any T range [see Fig. 30(b)] so no
Curie-Weiss-type fit to the data for these two crystals
was done. As discussed in Sec. II E above, the value of
the excess Fe concentration y of the PbO-type FeAs phase
becomes essentially zero for x = 1, suggesting that the
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lack of a Curie-Weiss upturn at low temperatures for the
x = 0.45 and 0.48 crystals is due to a similar negligible
Fe excess.126
For x = 0 and 0.05, the Weiss temperatures θ in Ta-
ble VI are large, with θ/TN ≈ 4.6 and 6.5 for x = 0
and 0.05, respectively, which in mean field theory for a
local moment system would instead be unity. These large
ratios suggest that the excess Fe atoms and/or fluctua-
tion effects associated with the low dimensionality of the
Fe square lattice may be depressing TN.
Another important result from the fit for x = 0 is
the large (average) value of the Curie constant CCurie =
2.24 cm3 K/mol for all Fe atoms in the crystal, which is
between the values CCurie = 1.88 and 3.00 cm
3 K/mol
expected for localized iron spins S = 3/2 and S = 2 with
g = 2, respectively. This correspondence suggests that
the bulk Fe spins carry a local magnetic moment, con-
trary to the itinerant electron picture most appropriate
for the 122- and 1111-type FeAs compounds. The large
values of the ordered moment for Fe1+yTe in Table X
below are also suggestive of a local moment system. For
S = 2 with g = 2 one expects an ordered moment of
4 µB/Fe which is larger than the largest observed value
≈ 2.5 µB/Fe for Fe1+yTe in Table X. This reduction
may be due to interactions with the excess statistically
distributed Fe(II) atoms, covalency effects, the itinerant
nature of at least some of the otherwise localized Fe va-
lence electrons, and/or low-dimensionality of the Fe(I)
square spin lattice.
The value of CCurie for x = 0 is much too large to arise
from only the y = 0.12 excess Fe(II) atoms per formula
unit. In fact, from the data one cannot resolve whether
the excess Fe atoms carry a magnetic moment or not be-
cause the temperature dependence is dominated by the
bulk Fe spins. There is only one temperature dependence,
instead of the sum of two clear dependences which would
differentiate between the square lattice Fe(I) spins and
the excess Fe(II) spins. In particular, there is no Curie-
Weiss upturn in χ below TN in Fig. 30, which suggests
that if the excess Fe atoms do have local magnetic mo-
ments, they must participate in the long-range antiferro-
magnetic ordering of the bulk Fe spins in the Fe square
lattice layers.
The last column of Table VI gives the Curie constant
per mole of excess Fe atoms, CCurie(II)/y, which ranges
from 0.3 to 10 cm3 K/mol, with an average value of
3.2 cm3 K/mol, close to the value of 3.00 cm3 K/mol
expected for a mole of spins S = 2 with g = 2. A the-
oretical estimate of the magnetic moment of the excess
Fe is 2.4 µB/Fe(II) atom,
217 corresponding to an aver-
age spin 〈S〉 = 1.2, for which one expects CCurie(II)/y =
1.3 cm3 K/[mol Fe(II)], which in turn is close to two of
the values in the last column of Table VI.
Shown in Fig. 30(b) is χFe(I)(T ) for the Fe(I) atoms in
the Fe square lattice layers, obtained by subtracting the
inferred Curie-Weiss contribution of the Fe(II) atoms, us-
ing the parameters in Table VI, from the observed data
in Fig. 30(a).126 For x = 0.45 and 0.48 in Fig. 30(b),
no corrections were made to the raw data (except cor-
rections for ferromagnetic impurities) because as noted
above they showed no Curie-Weiss behaviors to begin
with.
As x increases into the superconducting composition
range x >∼ 0.3 (see Fig. 6), the χFe(I)(T ) data are similar
in magnitude and temperature dependence to those for
the 122- and 1111-type compounds in Fig. 28 above that
are itinerant antiferromagnetic materials. This suggests
a crossover from local moment to itinerant magnetism
with increasing x. Indeed, the phase diagram for the
Fe1+yTe1−xSex system in Fig. 6 shows a static short-
range ordering (∼ spin glass) region for 0.1 <∼ x <∼ 0.4,
which is characteristic of local moment systems.
4. Relationship between Magnetic Susceptibility and Tc
Until the advent of the cuprate high Tc superconduc-
tors in 1986, superconductivity was never observed on
the same sublattice of a structure on which a dense ar-
ray of transition metal magnetic moments resided. Our
experience with the cuprates taught us that magnetism
(in particular, local magnetic moments with antiferro-
magnetic correlations between them) and superconduc-
tivity are not necessarily mutually exclusive. Indeed, a
leading contender for the superconducting mechanism in
the high Tc cuprates is currently an electronic/magnetic
mechanism. Even so, prior to the discovery in 2008 of
high Tc superconductivity in the FeAs-based materials,
ferromagnetic correlations within a material were not
viewed as portending the occurrence of superconductiv-
ity. Since iron metal is a ferromagnet and compounds
showing strong paramagnetic enhancement of the static
magnetic susceptibility χ tend not to become supercon-
ducting, the discovery of high Tc superconductivity in
FeAs-based materials came to many as quite a surprise.
Following up on this idea, shown in Fig. 31 is a plot
of Tc versus the powder-averaged susceptibility χ(300 K)
of various Fe-based compounds. From Fig. 4, the sus-
ceptibility of single crystals is usually anisotropic with
χ measured with the magnetic field H along the c-axis
smaller than when it is in the a-b plane. This anisotropy
is likely mostly due to anisotropy in the orbital suscep-
tibility rather than in the spin susceptibility. We chose
300 K for a comparison temperature for χ in order to re-
duce impurity effects on χ that tend to become more pro-
nounced with decreasing temperature. The data points
plotted are for samples that show no structural or mag-
netic transitions below room temperature. Figure 31
shows that all of the FeAs-based materials plotted have
large susceptibilities, irrespective of their Tc’s. We there-
fore hypothesize that a large χ is a necessary but not
sufficient condition to obtain high Tc in the Fe-based and
related superconductors.
To investigate this correlation further, the magnetic
susceptibility χ of a metal not containing local magnetic
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FIG. 31: (Color online) Superconducting transition tempera-
ture Tc versus powder-averaged magnetic susceptibility χ at
300 K for a variety of 122, 1111, and 111 pnictides that ex-
hibit no structural or magnetic transitions below 300 K. The
vertical arrows pointing downwards indicate that supercon-
ductivity is not observed above the indicated temperature for
the respective compound. The colored filled symbols are for
compounds containing FeAs layers. Multiple data points for
the same compound indicate different values of Tc and/or
χ(300 K) reported for the compound. The χ(300 K) data
are normalized per mole of transition metal T atoms. See the
Appendix for the references and Table XXXV for data for the
Fe1+yTe1−xSex system. The data for this system are off-scale
on the right-hand side.
moments can be written
χ = χcore + χVV + χL + χP, (40)
where the first three terms on the right-hand-side are or-
bital susceptiblities and the last term is the Pauli spin
susceptibility of the conduction electrons that can be en-
hanced from many-body effects. The first three terms
are the diamagnetic atomic core susceptibility, the para-
magnetic Van Vleck susceptibility of the electrons, both
of which are normally independent of temperature, and
the Landau diamagnetic susceptibility of the conduction
electrons. The core and Van Vleck terms tend to com-
pensate each other since they have opposite signs. The
third term is small compared to the fourth in transition
metal compounds and is usually ignored. These contri-
butions have not yet been quantitatively estimated for
the Fe-based superconductor materials. However, as an
example, BaRh2As2 with the ThCr2Si2 structure has val-
ues estimated to be χcore = −0.303× 10−4 cm3/mol and
χVV = 1.43×10−4 cm3/mol, for a net value χcore+χVV =
1.13× 10−4 cm3/mol.218
FIG. 32: (Color online) Magnetic susceptibility at 300 K
χ(300 K) versus the bare nonmagnetic band structure den-
sity of states for both spin directions N(EF) for a variety of
122, 1111, and 111 transition metal T pnictides. Multiple
data points for the same compound indicate the range(s) of
χ(300 K) and/or N(EF) reported for the compound. The
colored symbols are for compounds containing FeAs layers.
The data for all the FeAs-based compounds are significantly
above the sloping straight line shown that is expected from
the degenerate quasi-free-electron gas model. See the Ap-
pendix for the references and Table XXXV for data for the
Fe1+yTe1−xSex system. The data for this system are verti-
cally off-scale.
5. Pauli Spin Susceptibility
The Pauli spin susceptibility χP in Eq. (40) can be en-
hanced from the “bare” value by many-body effects. The
bare value is defined to be the value calculated from the
bare band structure density of states N(EF) according
to142
χP = µ
2
BN(EF ) =
(
3.233× 10−5 cm
3
mol
)
N(EF ), (41)
where µB is the Bohr magneton and the density of states
at the Fermi energy N(EF ) on the far right-hand-side is
expressed in states/(eV f.u.) for both spin directions. As
noted above, a distinguishing feature of the high Tc FeAs-
based materials is their large χ values that evidently re-
flect signficant enhancement of the conduction electron
spin susceptibility.219–221 To broadly examine this fea-
ture, we show in Fig. 32 a plot of χ(300 K) versus N(EF)
for a variety of FeAs-based and related materials. It is
important for the data for the FeAs-based parent com-
pounds in the figure that the χ is quoted at 300 K,
above the structural/antiferromagnetic transition tem-
peratures at 200 K and below, because all of the N(EF)
values plotted are calculated for the nonmagnetic (i.e.,
not long-range magnetically ordered) tetragonal states
of the parent compounds. The sloping straight line is a
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plot of Eq. (41) for the degenerate nearly-free-electron
gas. A striking result obvious from Fig. 32 is that all of
the FeAs-based compounds have χ(300 K) values signif-
icantly above the sloping line, suggesting enhancements
of the spin susceptibility by factors of order five. Such
large enhancements often indicate nearness to itinerant
ferromagnetism. Indeed, in an early paper, Singh and
Du noticed the strong enhancement of the susceptibil-
ity for LaFeAsO, theoretically found a marginally sta-
ble itinerant ferromagnetism ground state, and further
stated, “Here we show that LaOFeAs is in fact close to
magnetism, with competing ferromagnetic and antifer-
romagetic fluctuations, with the balance controlled by
doping.”150 For precise quantitative estimates of the en-
hancement factor, one would need to take into account
the orbital susceptibilities in Eq. (40) and the tempera-
ture dependence of χP.
Independent information about enhancement of χPauli
was found from inelastic neutron scattering stud-
ies of Ba(Fe0.92Co0.08)2As2 crystals by Parshall and
coworkers.222 They found that the SDW fluctuation col-
umn at orthorhombic wave vector (1,0,L) r.l.u. extended
up to high temperatures, with a wave vector width that
was far smaller than expected from band structure cal-
culations. They rationalized this result in terms of ex-
change enhancement of the spin susceptibility at that
wave vector. One could speculate that this enhancement
might also be present to some degree with respect to the
the zero frequency, zero wave vector Pauli spin suscep-
tibility. The authors also suggested from their results
that the magnetic properties are closer to the itinerant
electron limit than the local moment limit.222
The observations suggest that both high Tc and en-
hancement of the Pauli spin susceptibility occur, or don’t
occur, together. One can therefore speculate that the
electronic interactions that cause the enhancement of the
susceptibility and the interactions that are responsible for
the high Tc of the FeAs-based materials are at the least
closely related if not the same. Thus a significant en-
hancement of the spin susceptibility may be a divining
rod for an electronic mechanism for superconductivity in
this class of materials.
It appears that the normal state electronic heat
capacity coefficient γn of the 35 K superconductor
Ba0.6K0.4Fe2As2 is enhanced by roughly the same factor
of 5–6 above band structure calculations (see Sec. IVD
below), suggesting that the enhancement of both χPauli
and γn arise from the same many-body interactions, and
that those are critically important to high Tc. The pre-
cise nature of these many-body interactions has not yet
been identified, but we speculate that they are some-
how associated with antiferomagnetic spin fluctuations
as suggested from inelastic neutron scattering and NMR
results below. Antiferromagnetic spin fluctuations peak
in intensity at a nonzero wave vector, but the enhance-
ment might have a “tail” that increases the static uniform
spin susceptibility at zero wave vector. Recent theory
that predicts a Tc of the right magnitude in the Fe-based
materials explicitly includes antiferromagnetic spin fluc-
tuations in an electronic s± pairing model,223 as will be
discussed in more detail in Sec. IVG. However, as sug-
gested in the following section, this tail is too small to
account for the large measured susceptibilty values. Al-
ternatively, or in addition, Hund’s rule on-site ferromag-
netic coupling (Stoner enhancement) could play a role in
enhancing the static uniform spin susceptibility.
6. Magnetic Spin Susceptibility from Inelastic Magnetic
Neutron Scattering Measurements
It is of interest to see what the static susceptibility
at the antiferromagnetic wave vector QAF determined
from neutron scattering measurements predicts for the
uniform spin susceptibility χPauli. In a fit using theory
for a nearly antiferromagnetic Fermi liquid, we reproduce
here Eq. (107) from later in the review,
χ′(Q, 0) =
C
T + θ + ξ20 |Q−QAF|2
.
Thus the static uniform susceptibility is
χPauli = χ′(0, 0) =
C
T + θ + ξ20 |QAF|2
. (42)
The parameters obtained from the fits to the
neutron scattering data for superconducting
Ba(Fe0.925Co0.075)2As2 were C = 1.2 cm
3 K/mol,
θ = 30 K, and ξ0 = 160 A˚ K
1/2.224 Here
QAF = 2π/aO = 1.13 A˚
−1, where the basal plane lattice
parameter in orthorhombic notation is aO =
√
2 aT
and the tetragonal lattice parameter from Table XXIV
in the Appendix is aT = 3.928 A˚. These values give
an essentially temperature independent value for the
susceptibility of
χPauli =
1.2 cm3 K/mol
33 000 K
= 3.6× 10−5 cm3/mol, (43)
which is about a factor of four too small (see Fig. 33),
but is of the right order of magnitude. The above extrap-
olation from QAF to Q = 0 is not expected to be very
accurate. The lack of a significant predicted temperature
dependence may arise from the assumption that the an-
tiferromagnetic correlation length follows the mean field
behavior ξ ∼ (T + θ)−1/2 (see Sec. III I 9 below).
An estimate of the static uniform spin susceptibility
from neutron scattering data was made for CaFe2As2 in
the paramagnetic state by Diallo et al.225 From their
Eq. (111) below and the parameter values obtained
from their fits to their data, they obtained the nearly
temperature-independent value
χspin = 2.39(2)× 10−4 cm3/mol,
which is in reasonable agreement, but perhaps somewhat
too low, compared with the measured values for this com-
pound in Fig. 28 and in the Appendix.
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7. NMR Knight Shift and Conduction Electron Spin
Susceptibility
a. Introduction
A metal has a paramagnetic Pauli spin susceptibil-
ity χspin of the conduction electrons as discussed above
in Sec. III E 5, so when a metal is placed in a mag-
netic field H it develops a positive spin magnetization
Mspin = χspinH in the direction of the field. This Mspin
is coupled to the nuclei via the contact hyperfine inter-
action, which results in an effective positive change ∆H
of the magnetic field seen by a nucleus compared to the
applied field H . The normalized effective magnetic field
shift is called the Knight shift or spin shift Kspin, which
follows226,227
Kspin =
∆H
H
=
8π
3
〈|uk(0)|2〉EF χtotalspin ≡ Ahfχspin, (44)
where 〈|uk(0)|2〉EF is the expectation value around the
Fermi surface of the periodic part uk(r = 0) of the elec-
tronic wave function at a single nuclear site at r = 0 (each
nucleus interacts with every conduction electron in the
sample due to the delocalized nature of the conduction
electrons), and χtotalspin is the total spin susceptibility of the
sample. The quantity Ahf is called the hyperfine coupling
constant of the nuclear spins to the conduction electron
spins, and χspin is a normalized spin susceptibility (e.g.,
per mole of formula units) that is further discussed be-
low. Due to the periodic boundary conditions on the
conduction electron wave functions, one has the normal-
izaton 〈|uk(0)|2〉EF ∼ 1/V where V is the volume of the
sample, and one also has χtotalspin ∼ V , so Eq. (44) is inde-
pendent of V . Note also that the units of 〈|uk(0)|2〉EF are
1/cm3 due to the normalization of uk(r), and the units
of χtotalspin are cm
3 (see Sec. III E 1 above), so the right-
hand side of Eq. (44) is dimensionless, as required by the
left-hand side.
The total Pauli spin susceptibility of a metallic sample
can be written
χtotalspin =
g2µ2B
4
N(EF)total =
(γeh¯)
2
4
N(EF)total, (45)
where g is the g-factor of the conduction electrons, µB is
the Bohr magneton, N(EF)total is the density of states
at the Fermi energy EF for both spin directions for the
entire sample (the Zeeman degeneracy is included) and
γe = gµB/h¯ is the gyromagnetic ratio of the electron.
Then Eq. (44) can be rewritten as
Kspin =
2π
3
(γeh¯)
2〈|uk(0)|2〉EF N(EF)total ≡ Ahfχspin.
(46)
Ambiguity currently exists about how to write the re-
lationship between the actual observed Kspin and the ac-
tual observed χspin of a material using Eq. (44). It would
be highly desirable to quote both Ahf and χspin in di-
mensionless units, which would allow a unique value of
the hyperfine coupling constant Ahf to be derived from
a measured Knight shift and spin susceptibility. In the
case of χspin, this would correspond to inserting χspin as
the dimensionless volume susceptibility (discussed above
in Sec. III E 1) into Eq. (44). However, the NMR com-
munity writes Eq. (44) in terms of a hyperfine coupling
constant Ahf that is (almost) always quoted in units of
Oe/µB. This means that χspin has to be expressed in
units of µB/Oe, but it is not always clear whether this
is per atom, or per a certain type of atom, or per a cer-
tain group of atoms, the choice being called a formula
unit (f.u.) here. Thus the value of Ahf depends on the
definition of “f.u.”
If Ahf in Eq. (44) is expressed in units of Oe/µB, the
question then is how to express χspin in units of µB/Oe if
the measured susceptibility is in units of cm3/(mol f.u.).
We note that when χ is written in units of cm3/mol, it is
implicitly understood that “mol” refers to a mole of f.u.
Here we have to include f.u. explicitly. In the present
context the units we get for χ are µB/(Oe f.u.), and we
have to include “f.u.” in order that the units of Ahf can
be properly defined. Using the conversion expression in
Eq. (35) one obtains
χspin
[ µB
Oe f.u.
]
= χspin
[
G cm3
Oe mol f.u.
]
× NAµB
5585G cm
3
mol
= χspin
[
cm3
mol f.u.
]
× NAµB
5585G cm
3
mol
, (47)
where we have used 1 G = 1 Oe and where Avogadro’s
number (a conversion factor) is NA = 6.022× 1023/mol.
This shows that the commonly used units for Ahf are not
expressed correctly. If one is going to use units of Oe/µB
for Ahf , one has to include “f.u.” in the numerator. Then
we get from Eqs. (44) and (47)
Kspin = Ahf
[
Oe f.u.
µB
]
χspin
[
cm3
mol f.u.
]
× NAµB
5585G cm
3
mol
.
(48)
Thus, the value of Ahf depends on the definition of “f.u.”
The NMR community usually writes Eq. (48) instead
as
Kspin =
Ahf
NAµB
χspin. (49)
Clearly, the units are not consistent between the left-
and right-hand sides of this equation. If Ahf has units
of Oe/µB = Oe/(G cm
3) = 1/cm3, NA has units of
mol−1, and χspin has units of cm
3/(mol f.u.), then the
right-hand side of Eq. (49) has units of 1/(G cm3 f.u.),
whereas the left-hand side is dimensionless. Evidently,
Eq. (49) is written by the NMR community as a short-
hand for Eq. (48). But in any case one should not forget
about the “f.u.” issue. To avoid all these complications,
Eq. (44) could be routinely written and used in analyzing
data as Kspin = Ahfχspin, where both Ahf and χspin are
dimensionless.
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FIG. 33: (Color online) Left vertical axis: Temperature T
dependence of the 75As NMR Knight shift K measured along
the c-axis for four single crystals of Ba(Fe1−xCox)2As2, where
the percent doping listed is the value of x.229 Data are only
shown in the paramagnetic phase, above the tetragonal-to-
orthorhombic transition temperature that decreases with in-
creasing x. The downturns at low T arise from the onset of
superconductivity. The vertical solid and dashed arrows indi-
cate spin density wave (TSDW) and superconducting (Tc) tran-
sition temperatures, respectively. The solid curves are fits by
the expression (50) with pseudogap values ∆PG/kB = 711 K
(x = 0), 570 K (x = 0.04), 520 K (x = 0.08), and 490 K
(x = 0.105), respectively. Right vertical axis: Conduction
electron Pauli spin susceptibility χspin obtained from K using
Eq. (49). Reprinted with permission from Ref. 229. Copyright
(2009) by the Physical Society of Japan.
b. Ba(Fe1−xCox)2As2
Imai and coworkers228,229 have estimated the
Pauli spin susceptibility of four single crystals of
Ba(Fe1−xCox)2As2 from a so-called K-χ analysis of
the NMR shift K. The spin part of the shift Kspin
and the static uniform spin susceptibility χspin [χP in
Eq. (40)] are related according to Eq. (48). The total
shift of the resonance is K = Kspin + Kchem, where
Kchem is the “chemical” shift arising from the first three
(orbital) susceptibility terms in Eq. (40). For their
analysis of their c-axis 75As NMR measurements on
BaFe2−xCoxAs2 crystals, they used the value of
75Achf
measured by Kitagawa et al.230 on a single crystal of
BaFe2As2 above TN = 135 K. In order to determine
Kchem, they assumed that Kspin goes to zero for T → 0
in the superconducting state of a sample with x = 0.08,
as in Fig. 67 below. Thus they obtained a χspin that
increased monotonically with increasing T in Fig. 33,
similar to the data in the top panel of Fig. 4 and in
Fig. 28, with a value at 300 K of 2.9 × 10−4 cm3/mol
Fe for x = 0, decreasing to 2.1 × 10−4 cm3/mol Fe for
x = 0.11.229 The value for x = 0 is close to the error
box for the total susceptibility for BaFe2As2 in Fig. 32,
FIG. 34: (Color online) Shift K = Kchem + Kspin of the
77Se NMR resonance versus temperature T in polycrystalline
Fe1+ySe samples.
231 Data for the superconducting sample
with y = 1.01 and Tc = 9 K were obtained up to a pressure of
2.2 GPa as indicated, whereas the data for nonsuperconduct-
ing sample with y = 1.03 are at zero pressure. Reprinted with
permission from Ref. 231. Copyright (2009) by the American
Physical Society.
suggesting that the net orbital susceptibility from the
first three terms of Eq. (40) is relatively small. However,
it is not obvious that the value of Ahf for x = 0 is
the same as for the doped compounds with x > 0. A
similar analysis of ab-plane As Knight shift data for
LaFeAsO0.9F0.1 gave χspin = 1.8 × 10−4 cm3/mol Fe at
300 K,228 significantly smaller than the total susceptibil-
ity for this compound in Fig. 32, suggesting the presence
of a significant positive net orbital susceptibility.
The authors of Ref. 229 suggested that the increase in
χspin with T in Fig. 33 is due to the presence of a spin
pseudogap ∆PG. Thus they fitted their Knight shift data
by
K = A+B exp
[
−∆PG
kBT
]
, (50)
where A and B are constants. The fits are shown as
solid curves in Fig. 33 and the respective ∆PG/kB val-
ues are given in the figure caption. However, the large
∆PG >∼ 40 meV was not observed above Tc in mag-
netic inelastic neutron scattering measurements (see, e.g.,
Fig. 59 below).224
c. Fe1+y(Te1−xSex)
Imai and coworkers measured the 77Se NMR shift
K = Kchem + Kspin versus temperature and pressure of
two polycrystalline samples of Fe1+ySe with y = 0.01
and 0.03 as shown in Fig. 34.231 These are the same
two samples of McQueen et al.124 that were discussed
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FIG. 35: (Color online) Shift K = Kchem +Kspin of the
77Se
NMR resonance and 125Te NMR resonance versus tempera-
ture T in a single crystal of Fe1.04Te0.67Se0.33.
232 Data for
both H ‖ c and H ‖ a are shown. Inset: Expanded plots
of the data at low temperatures. Reprinted with permission
from Ref. 232.
above in Sec. II E. The K is linearly related to χspin
but the hyperfine coupling constant between Kspin and
χspin was not determined, apparently because the normal
state χ(T ) was not measured for these two samples.124
The T dependence of K is proportional to the T de-
pendence of χspin and has a form very similar to that
for the Ba(Fe1−xCox)2As2 crystals in Fig. 33. Interest-
ingly, whether a Fe1+ySe sample is superconducting or
not is not reflected in K(T ). The magnitude and tem-
perature dependence of K for the nonsuperconducting
sample with y = 0.03 are nearly identical to those of the
superconducting sample with y = 0.01 and Tc = 9 K.
Qualitatively similar behaviors of K(T ) were observed
in the normal state of a single crystal of Fe1.04Te0.67Se0.33
with Tc = 15 K by Mishioka et al. from
77Se and
125Te NMR resonance shift measurements, as shown in
Fig. 35.232 The K(T ) data look similar to the normal
state χ(T ) data for the 122- and 1111-type superconduc-
tors in Fig. 28 above. Interestingly, these K(T ) data
show no evidence for a Curie-Weiss-like upturn at low T
like that seen in the bulk χ(T ) for a single crystal of about
the same composition in Fig. 30(a) above. This indicates
that the upturn in those χ(T ) data is due to the low
concentration of excess Fe atoms, thus confirming this
assumption used in the analysis of those data by Yang et
al.126 Another interesting aspect of the data in Fig. 35
is that there is a difference in slope of 125Kc(T ) and
125Ka(T ) at 107.7 MHz, which indicates an anisotropy
in the bulk spin susceptibility χspin(T ). From a K-χ
analysis using their K(T ) data and their χ(T ) data (not
shown in their paper) for their crystal, the authors ob-
TABLE VII: Propagation vectors QAF of the five magnetic
structures in Fig. 36 in the notation of the tetragonal high-
temperature crystal structures that each of the Fe-based su-
perconductors and parent compounds have. Here λ is the
wavelength of the antiferromagnetic spin structure modula-
tion, a is the tetragonal lattice constant, and QˆAF is a unit
vector in the direction of the antiferromagnetic propagation
vector. The values of QAF = (2π/λ)QˆAF are given both
in absolute units of A˚−1 as QAF = (H2π/a)aˆ + (K2π/a)bˆ
according to Eq. (6) and in reciprocal lattice units QAF =
(H,K) r.l.u. according to Eq. (7). Most authors set a = 1
when they quote values of QAF in absolute units.
Stable State λ QˆAF QAF QAF
(A˚−1) (r.l.u.)
Ferromagnet ∞ — (0,0) (0,0)
Stripe
√
2 a (aˆ+ bˆ)/
√
2 (pi
a
, pi
a
) ( 1
2
, 1
2
)
Double stripe 2
√
2 a (aˆ+ bˆ)/
√
2 ( pi
2a
, pi
2a
) ( 1
4
, 1
4
)
Diagonal double stripe 2a aˆ (pi
a
, 0) ( 1
2
, 0)
Ne´el (checkerboard) a aˆ ( 2pi
a
, 0) (1,0)
tained values for the 77Se and 125Te hyperfine coupling
constants and for Kchem.
232
From the decreases in theK(T ) data below Tc shown in
the inset of Fig. 35, the authors inferred that the Cooper
pairs are spin singlets,232 consistent with the same deduc-
tions for other Fe-based superconductors (see Sec. IVA
below).
F. Long-Range Magnetic Ordering: Energetics and
Phase Diagrams
1. Classical Energies of the Ferromagnetic Structure and
the Antiferromagnetic Stripe, Double Stripe, Diagonal
Double Stripe and Ne´el (Checkerboard) Structures
We first examine the classical energetics of the five
types of collinear commensurate in-plane magnetic struc-
tures shown in Fig. 36, where the three exchange in-
teractions considered are also defined in the top left
panel. Because of possible confusion between different
low-temperature unit cells and their Brillouin zones, we
will write down the antiferromagnetic propagation vec-
torsQAF in terms of the conventional in-plane tetragonal
Brillouin zone. The orientation of the high-temperature
tetragonal basal plane for all of the Fe-based supercon-
ductors and parent compounds is shown as the dashed
box in the bottom panel of Fig. 36, from Fig. 3, where
a = b. It is tilted by 45◦ with respect to the Fe square lat-
tice. The antiferromagnetic propagation wave vector of
the various magnetic structures shown has a magnitude
QAF = 2π/λ where λ is the wavelength of the antiferro-
magnetic modulation. The direction of QAF is perpen-
dicular to lines or planes of spins with the same direction.
With these rules, the QAF of the five different magnetic
structures in Fig. 36 are listed in Table VII. The order-
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J1 J2
Ferromagnetic
J3
Stripe
Double Stripe Diagonal Double Stripe
Neel
a
b
FIG. 36: (Color online) Five possible collinear commensurate
in-plane magnetic orderings. These include the ferromagnetic
ordering in the upper left, and antiferromagnetic stripe, dou-
ble stripe, diagonal double stripe, and Ne´el-type structures, as
indicated. Note that the Ne´el structure could also be called a
diagonal stripe structure. The nearest- (J1), second-nearest-
(J2) and third-nearest-neighbor (J3) couplings between spins
are shown in the top left panel. The dashed box in the bot-
tom panel is the basal plane of the tetragonal unit cell of all
of the Fe-based superconductors from Fig. 3. This unit cell is
tilted by 45◦ with respect to the Fe square lattice.
ing wave vectors are shown with respect to the Brillouin
zone in conventional tetragonal notation in Fig. 37.
The relative stabilities of the different magnetic struc-
tures in Fig. 36 depend on the signs and relative strengths
of the nearest- (J1), second-nearest- (J2) and third-
nearest-neighbor (J3) couplings. We note that if, instead
of classifying the exchange constants according to the
physical distances between a central spin and its neigh-
nesting wave vector
and stripe ordering
 (π, π)  or  (1/2, 1/2)
Neel (G-type)
   ordering
(2π, 0)  or  (1, 0)
‘
diagonal double
stripe ordering
(π, 0) or (1/2, 0)
Γ = (0, 0)
b
a
        double stripe
            ordering
(π/2, π/2)  or  (1/4, 1/4)
ferromagnetic
    ordering
!rst Brillouin zone
FIG. 37: (Color online) Ordering wave vectors as listed in Ta-
ble VII for the magnetic structures shown in Fig. 36. The aˆ
and bˆ are unit vectors in the directions of the axes of the con-
ventional direct tetragonal unit cell containing two Fe atoms
per layer per unit cell as in the bottom panel of Fig. 36. The
“nesting wave vector” is the wave vector connecting the elec-
tron and hole Fermi surfaces as in, e.g., Fig. 20 above. The
first notation for a wave vector is in absolute units according
to Eq. (6) with the lattice parameter a set to unity, and the
second one is in reciprocal lattice units (r.l.u.) according to
Eq. (7). The Brillouin zone has a side length of 2π/a, which is
the magnitude of the basal plane reciprocal lattice translation
vectors along the aˆ and bˆ directions.
bors, one were instead counting the number of bonds
from the central spin to its neighboring spins, both J2
and J3 connect spins separated by two bonds from the
central spin, so both would be considered to be second-
nearest-neighbor couplings. The classical Hamiltonian in
zero applied magnetic field is
H = J1S2
∑
〈ij〉
Sˆi · Sˆj + J2S2
∑
〈ik〉
Sˆi · Sˆk + J3S2
∑
〈iℓ〉
Sˆi · Sˆℓ,
(51)
where the sums are over distinct pairs of spins, S is the
magnitude of the spin and Sˆ is a spin unit vector. Re-
ferring to Fig. 36, there are four of each type of neighbor
to a given spin. In Eq. (51) and elsewhere in this re-
view, a positive J means antiferromagnetic coupling and
a negative J means ferromagnetic coupling.
The classical energies of the five different collinear com-
mensurate magnetic structures in Fig. 36 are
Eferromagnetic = 2NS
2(J1 + J2 + J3),
Estripe = 2NS
2(−J2 + J3),
Edouble stripe = 2NS
2J1
2
, (52)
Ediagonal double stripe = 2NS
2(−J3),
ENeel = 2NS
2(−J1 + J2 + J3),
where N is the number of spins in the spin lattice, and
a factor of 1/2 was included on the right-hand sides to
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TABLE VIII: Classical stability conditions for three types of
commensurate collinear in-plane magnetic orderings in Fig. 36
with respect to each other in the J1-J2 model with J3 = 0.
An antiferromagnetic J is positive and a ferromagnetic J is
negative.
Stable State Condition on J1 Condition on J2
1 Ferromagnet J1 < 0 J2 < − J12
2 Stripe no restriction J2 >
|J1|
2
3 Ne´el J1 > 0 J2 <
J1
2
avoid double-counting pairs of spins. From Eqs. (52), the
stripe structure is completely frustrated with respect to
J1, the double stripe structure is completely frustrated
with respect to both J2 and J3, and the diagonal double
stripe structure is completely frustrated with respect to
both J1 and J2.
Interesting differences in the ordered energies of several
of the magnetic structures are
Eferromagnetic − ENeel = 2NS2(2J1), (53)
which only depends on J1,
ENeel − Estripe = 2NS2(2J2 − J1), (54)
which is independent of J3, and
Estripe − Ediagonal double stripe = 2NS2(2J3 − J2), (55)
which is independent of J1.
2. The J1-J2 Model and Phase Diagram
Setting J3 = 0, one obtains the J1-J2 model where
the collinear commensurate ferromagnetic, stripe antifer-
romagnetic and Ne´el antiferromagnetic phases compete.
The conditions on the two exchange constants in the clas-
sical J1-J2 model for a given structure to have the lowest
energy with respect to the other two structures are given
in Table VIII. According to the criteria in Table VIII,
the stripe state is stable for
J2 >
|J1|
2
, (56)
which means that J2 has to be positive (antiferromag-
netic), whereas J1 can be either ferromagnetic or antifer-
romagnetic.
The J1-J2 model on a square lattice has a long history.
The phase diagram for a spin S = 1/2 square lattice is
shown in Fig. 38.233 One sees that the classical criterion
for the stripe phase [or the columnar antiferromagnetic
(CAF) phase as designated in Fig. 38], in Eq. (56) is
not quite correct in this case. According to Fig. 38, the
classical stability ratio J2/|J1| = 0.5 in Eq. (56) instead
results in a quantum-disordered phase, with a somewhat
larger value J2/|J1| >∼ 0.7 required to stabilize the spin
stripe phase. This model has been applied to the Fe-
based materials.77,78
FIG. 38: (Color online) The J1-J2 phase diagram of the spin-
1/2 Heisenberg square spin lattice showing different ordered
phases and the quantum spin liquid (QSL) regimes.233 The
fractional numbers on the periphery of the circle are values of
J2/J1. The two QSL regimes are the two vertically hatched
areas. The boundaries of the QSL regimes are not precisely
known. The other ordered regions of the phase diagram con-
tain the ferromagnetic (FM) phase, the columnar antiferro-
magnetic (CAF) phase which is termed the stripe phase in this
review, and the Ne´el antiferromagnetic (NAF) phase. The lo-
cations of various investigated compounds in the CAF part
of the phase diagram are shown. The radius of the circle is
J/kB = 12.2 K. Reprinted with permission from Ref. 233.
Copyright (2009) by the American Physical Society.
3. The J1-J2-J3 Model and Phase Diagram
A refinement or extension of the J1-J2 model is the J1-
J2-J3 model. The conditions on the three exchange con-
stants in the J1-J2-J3 Heisenberg model for the classical
ground state structure within the set of five competing
commensurate collinear magnetic structures in Fig. 36
are given in Table IX. The classical zero-temperature
phase diagrams constructed from these stability condi-
tions are shown in Figs. 39(a)–39(c). In addition, the
J1-J2-J3 phase diagram determined for spin S = 1/2 and
J1 > 0 from spin wave theory by Moreo et al. is shown in
Fig. 39(d), which includes incommensurate phases that
we have not considered.234 From the phase diagrams in
Figs. 39(a)–39(c), one sees that a positive (antiferromag-
netic) J3 is needed to stabilize either the double stripe or
the diagonal double stripe structure. Interesting features
of Figs. 39(a)–39(c) are that when J1 changes sign from
positive to negative, the Ne´el structure is replaced by the
ferromagnetic structure over a similar part of the phase
diagram, and the double stripe structure becomes stable
over a limited part of the phase diagram. At the same
time, the diagonal double stripe structure remains sta-
ble over roughly the same region of the phase diagram.
The diagonal double stripe structure has been previously
studied in the context of the manganites.235,236 The lack
of this structure in the phase diagram for the S = 1/2
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TABLE IX: Classical stability conditions for the five types of in-plane magnetic orderings in Fig. 36 when they all compete
with each other, where the three exchange constants are J1, J2 and J3. An antiferromagnetic J is positive and a ferromagnetic
J is negative. From the table, if J1 = 0, only the stripe and diagonal double stripe states occur.
Stable State Condition on J1 Condition on J2 Condition on J3
1 Ferromagnet J1 < 0 J2 ≤ 0 J3 < 12 (−J1 − J2)
2 0 < J2 < − J12 J3 < 12 (−J1 − 2J2)
3 Double stripe J1 < 0 0 < J2 ≤ − J12 12 (−J1 − 2J2) < J3 < − J12
4 − J1
2
< J2 < −J1 12 (J1 + 2J2) < J3 < − J12
5 Diagonal double stripe J1 ≤ 0 J2 ≤ 0 J3 > 12 (−J1 − J2)
6 0 < J2 ≤ −J1 J3 > − J12
7 J2 > −J1 J3 > J22
8 J1 > 0 J2 ≤ J12 J3 > 12 (J1 − J2)
9 J2 >
J1
2
J3 >
J2
2
10 Stripe J1 ≤ 0 − J12 < J2 ≤ −J1 J3 < 12 (J1 + 2J2)
11 J2 > −J1 J3 < J22
12 J1 > 0 J2 >
J1
2
J3 <
J2
2
13 Ne´el J1 > 0 J2 <
J1
2
J3 <
1
2
(J1 − J2)
spin wave theory
          S = 1/2
Neel
IC1
IC2
0
1 2
1
J2/J1
J3/J1
2
stripe
J1 > 0
diagonal double
         stripe
0 1 2
1
J2/|J1|
J3/|J1|
−1
2
stripe
J1 < 0
ferromagnet
double stripe
none
diagonal double
         stripe
0 1 2
1
J2
J3
−1
2
stripe
J1 = 0
diagonal double
         stripe
Neel
0 1 2
1
J2/J1
J3/J1
−1
2
stripe
J1 > 0
(a) (b)
(c) (d)
FIG. 39: (Color online) The zero-temperature J1-J2-J3 phase
diagrams of the Heisenberg square spin lattice showing differ-
ent ordered phases. Panels (a), (b) and (c) are the classical
predictions based on the classical stability conditions for the
five competing commensurate collinear phases in Table IX.
For J1 = 0 in panel (c), the only stable phases are the stripe
and double stripe phases. Panel (d) gives the phase diagram
determined by Moreo et al. from spin wave theory for spin
S = 1/2.234 Similar to (a) for J1 > 0, the phase diagram in
(d) contains the Ne´el and stripe phases over similar parts of
the phase diagram, but in (d) two different incommensurate
phases IC1 and IC2 occur than are not in (a) by construc-
tion, and the diagonal double stripe structure is missing in
(d) compared to (a).
system in Fig. 39(d) evidently occurs because this com-
mensurate structure has a higher energy than the two
incommensurate structures shown. However, it might
occur in an Ising model for S = 1/2 that would enforce
collinear antiferromagnetic ordering (E. Dagotto, private
communication).
G. Long-Range Magnetic Ordering: Experimental
Magnetic Structures of the Fe-Based Compounds
1. Introduction
We will consider the antiferromagnetic ordering in the
1111-, 111-, and 122-type FeAs-based parent compounds
separately from those of the 11-type Fe1+yTe1−xSex com-
pounds because these two classes of materials have quite
different low temperature long-range ordered magnetic
structures. Mainly we will be considering the magnetic
structure refinements from neutron diffraction measure-
ments. In any of these materials, at and below the long-
range magnetic ordering temperature TN, every com-
pound is distorted from the respective high-temperature
tetragonal structure to either an orthorhombic structure
or a monoclinic structure. This distortion causes crystal-
lographic and magnetic twins to form as discussed above
in Sec. II A, which can potentially change the magnetic
neutron diffraction intensities and hence significantly af-
fect the inferred ordered Fe moments if the twinning is
not properly taken into account. The occurrence and
impact of twinning is rarely100 explicitly discussed in re-
ports of the magnetic structures of the Fe-based com-
pounds obtained from magnetic neutron diffraction mea-
surements.
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TABLE X: Iron Ne´el temperatures TN for long-range anti-
ferromagnetic ordering and low-temperature ordered Fe mo-
ments µ for 1111-, 122-, 111-, and 11-type Fe-based com-
pounds.
Compound TN, Fe µ Ref.
(K) (µB/Fe)
LaFeAsO 137 0.36(5) 49, 237
0.63(1) 238
≈ 0.35 239
0.78(8) 240
CeFeAsO 138(4) 0.94(3) 40
140 0.85 66
PrFeAsO 127 0.48(9) 241
∼ 85 0.35(5) 242
NdFeAsO 141(6) 0.25(7) 243
150 0.9(1) 244
137 0.54(1) 245
CaFeAsF 114(3) 0.49(5) 246
SrFeAsF 133(3) 0.58(6) 247
CaFe2As2 173 0.80(5) 100
SrFe2As2 220 0.94(4) 248
205 1.01(3) 249
1.04(1) 137
BaFe2As2 142 0.87(3) 103
136 0.93(6) 104
136(1) 0.91(21) 250
EuFe2As2 190 0.98(8) 251
NaFeAs 37 0.09(4) 252
Fe1.05Te 72.5(10) 2.54(2) 253
Fe1.068Te 67
c 2.25(8)a 254
Fe1.09Te ∼ 70 1.86(2)
b 255
Fe1.14Te 0.76(2)
b 70
Fe1.02Te0.96Se0.04 49 2.09(3) 69
Fe1.02Te0.95Se0.05 47 1.68(6) 69
Fe1.02Te0.92Se0.08 22 0.33(2) 69
Fe1.09Te0.75Se0.25 none 255
Fe1.08Te0.67Se0.33 none 70
FeTe0.584Se0.416 none 254
FeTe0.507Se0.493 none 254
aThe cited value is the magnitude of the ordered moment. The
components of the ordered moment along the monoclinic a- b- and
c-axes are −0.7(2), 2.0(7), and 0.7(1) µB/Fe, respectively. Thus the
in-plane ordered moment is oriented along the b-axis. The authors
speculate that the c-axis component is due to the presence of the
interstitial Fe(2) spins.
bIncommensurate antiferromagnetic structure.
cThe simultaneous structural/magnetic transition is reported to
be first order.
2. 1111-, 111-, and 122-type FeAs-Based Compounds
In-plane Component of the Magnetic Structures
As noted with respect to Fig. 4 above, most of
the undoped 1111-, 111- and 122-type FeAs-based par-
ent compounds exhibit structural transitions at TS and
commensurate antiferromagnetic (AF or spin density
wave SDW) ordering transitions at Ne´el temperatures
TN ∼ 100–200 K. Magnetic neutron diffraction measure-
ments have determined the magnetic structures and or-
dered magnetic moments per Fe (µ).18 Low-temperature
crystal and magnetic structure data for the 1111-type
and 122-type FeAs-based compounds are listed in Ta-
bles XXVIII and XXIX in the Appendix, respectively.
A summary of the Fe antiferromagnetic ordering tem-
peratures and ordered Fe magnetic moments is given in
Table X.40,66,70,100,103,104,237–255 For the RLaFeAsO com-
pounds, whether the rare earth element R is magnetic or
not has little influence on the Fe ordering temperature.
Interestingly, the TN for the AFe2As2 compounds shows
a nonmonotonic variation with alkaline earth A radius.
One sees from Table X that the Fe ordered moment
is small and variable for the FeAs-based compounds.
This is often an indicator for itinerant electron mag-
netism instead of local moment magnetism. Indeed, the
ordered moments (0.1–1 µB/Fe atom) in Table X are
anomalously small compared to values found for Fe+2
ions in ionic insulators which are nominally d6 ions with
high spin S = 2, with a corresponding ordered moment
µ = gSµB = 4 µB/Fe atom, respectively, where g ≈ 2
is the spectroscopic splitting factor (g-factor) of the Fe
ions and µB is the Bohr magneton. For example, the
ordered moment of Fe in FeO is 3.32 µB/Fe atom.
256
The observed ordered moments in the FeAs-type mate-
rials would imply a spin S <∼ 1/2 per Fe atom, which is
hard to understand in a local moment model. Alternative
views have been put forward that the low ordered mo-
ments result from magnetic frustration77,257,258 and/or
fluctuation189,259,260 effects in a large-local-moment sys-
tem. However, the small effective moment of Fe ob-
served by inelastic neutron scattering experiments in the
paramagnetic state of CaFe2As2
225 argues against this
possibility and instead indicates that the magnetic or-
dering transitions are spin density wave (SDW) tran-
sitions associated with itinerant electron antiferromag-
netism. Schmidt et al. have studied frustrated local-
moment models for the magnetism of the Fe-based super-
conductors and parent compounds, and concluded that
“the anomalously low moment in the pnictides is not ex-
plained by quantum fluctuations in effective localized mo-
ment models but needs a more microscopic viewpoint in-
cluding the itinerant multiorbital nature of the magnetic
state. ... This does not invalidate, however, the excepti-
nal usefulness of the simple J1a,b-J2 model to describe
the low-energy spin excitations.”262
For the Fe1+yTe compounds, the ordered moments for
the smaller y values are signficantly larger than for the
FeAs-based compounds, suggesting an important differ-
ence with the latter materials. Indeed, analysis of the
magnetic susceptibility data in Sec. III E 3 above sug-
gests that a local moment picture for the magnetism is
more appropriate for these materials.
The structural and magnetic transitions are apparently
coupled, since the transition temperatures TS and the
TN values are either the same as observed in the 11-,
111- and 122-type Fe-based parent compounds, or with
TS >∼ TN as found for the 1111-type and some doped
47
b
a
J1a
J1b
J2
a > b 
FIG. 40: (Color online) In-plane commensurate antiferromag-
netic structure of the 111-, 1111- and 122-type FeAs-based
parent compounds. The Fe atoms (filled circles) are on the
corners of a square lattice at temperatures T > Ts ≥ TN
and of a slightly (∼ 1%) orthorhombically distorted (a > b)
square lattice for T < Ts, where Ts is the tetragonal-to-
orthorhombic structural transition temperature and TN is the
antiferromagnetic, or spin-density-wave, transition tempera-
ture. The basal plane orthorhombic unit cell is shown as the
dashed box. The room temperature tetragonal basal plane
has edges that are smaller by a factor of
√
2 and are ro-
tated by 45◦ with respect to the orthorhombic axes. The
collinear ordered moment direction is in the a-b plane of the
orthorhombic structure and is directed along the longer a-
axis. The red and blue arrows represent spins on the red
and blue sublattices of Fe atoms, that respectively consist of
next-nearest-neighbors. Each sublattice is individually anti-
ferromagnetically ordered in a commensurate collinear Ne´el
(Ising-like) configuration. When both spin lattices are con-
sidered together, this intralattice ordering causes spin stripes
to form along the b-axis, which also causes magnetic frus-
tration between the two sublattices irrespective of whether
the intersublattice coupling is ferromagnetic or antiferromag-
netic. The nearest-neighbor exchange coupling constants J1a
and J1b (between sublattices) and the next-nearest-neighbor
coupling constant J2 (within each sublattice) in a local mo-
ment description of the orthorhombic phase are shown. An
anisotropy between J1a and J1b is needed for the system to
choose whether the stripe orientation is vertical (as observed)
or horizontal.
122-type compounds.
Within the Fe planes, the magnetic structure in
the orthorhombic AF-ordered state of the undoped
111- (NaFeAs), 1111- and 122-type parent compounds
has been found to be the same interesting collinear
“stripe” configuration from both magnetic neutron
diffraction measurements (see the references in Ta-
bles XXVIII and XXIX in the Appendix) and 75As NMR
measurements,230,263 as depicted in Fig. 40. In partic-
Γ X Γ
Μ
FIG. 41: (Color online) Real part of the in-plane wave
vector-dependent noninteracting static susceptibility χ(Qab)
for primitive tetragonal LaFeAsO calculated at Qz = π/c
using density functional theory.140 The Brillouin zone let-
ter symmetry point notations are given in the lower panel
of Fig. 14. The χ(Qab) peaks at the same wave vector
Qnesting =
(
1
2
, 1
2
)
r.l.u. (tetragonal notation) at which Fermi
surface nesting occurs in Figs. 18 and 20, which is also the in-
plane propagation vector for the observed antiferromagnetic
stripe magnetic structure. Reprinted with permission from
Ref. 140. Copyright (2008) by the American Physical Soci-
ety.
ular, this magnetic structure is not a collinear checker-
board Ne´el state where the nearest-neighbor spins of each
Fe spin are antiparallel to that of the given spin, but is
the stripe state in Fig. 36. As shown in Tables XXVIII
and XXIX and Fig. 40, the ordered Fe moment in the
FeAs-based materials is always directed along the longer
orthorhombic a-axis in the a-b plane, as also shown from
75As NMR measurements in the magnetically ordered
states of BaFe2As2 (Ref. 230) and SrFe2As2.
263
The nesting wave vector for the hole and electron
Fermi surface pockets in Figs. 18 and 20 is the same
as QAF =
(
1
2 ,
1
2
)
r.l.u. in tetragonal notation for the
observed stripe antiferromagnetic propagation vector in
Table VII, but does not match that of any of the other
magnetic structures. This suggests that the antiferro-
magnetic ordering is a spin density wave (SDW) due to
Fermi surface nesting of itinerant electrons rather than
to local magnetic moments. This interpretation is con-
firmed by a calculation of the wave vector dependent
static susceptibility χ(Q) for LaFeAsO by Mazin et al. in
Fig. 41,140 which shows a peak at QAF, which is at the
corner M point of the primitive tetragonal Brillouin zone
in the bottom panel of Fig. 14 above. A similar enhance-
ment of χ(Q) at the M point was found for LaFeAsO in
more refined calculations by Monni et al.264 Utfeld et al.
have calculated that the noninteracting χ(Q) for opti-
mally doped Ba(Fe0.93Co0.07)2As2 still has a pronounced
peak near the nesting wave vector, in spite of signifi-
cant 3D dispersion of one of the hole Fermi pockets,158
and Yaresko et al. also found peaks in the noninteracting
χ(Q) for both doped and undoped LaFeAsO1−xFx and
(Ba1−xKx)Fe2As2,
266 thus supporting the s± supercon-
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ducting pairing model (see below). An early unbiased nu-
merical investigation of a two orbital model gave robust
evidence for the stability of the stripe state in the un-
doped iron arsenides.267 The in-plane component of the
nesting and AF wave vector in tetragonal notation can
be written in absolute units (as opposed to r.l.u. above)
as QAF(A˚
−1
) =
(
π
a ,
π
a
)
, which is usually abbreviated as
QAF = (π, π) by setting a = 1.
An alternate interpretation is that the antiferromag-
netic ordering can be understood using a local moment
picture.77 The interpenetrating blue and red sublattices
in Fig. 40 each separately exhibit collinear Ne´el antifer-
romagnetic order. Considering both sublattices together,
ferromagnetically aligned “stripes” of spins occur that
are oriented vertically in the figure, along the shorter b
axis of the orthorhombic basal plane. However, in a lo-
cal moment picture this does not necessarily mean that
the interactions between spins along the vertical stripes
on the two different sublattices are ferromagnetic. On
the contrary, this spin structure can be due to a dom-
inant antiferromagnetic (AF) next-nearest-neighbor ex-
hange interaction J2 >∼ |J1|/2 within each of the two sub-
lattices as shown above in Fig. 38.77,265 For equal anti-
ferromagnetic or ferromagnetic nearest-neighbor AF in-
teractions J1a = J1b ≡ J1 between opposite sublattices,
the interactions are fully frustrated: the spins on either
sublattice could collectively rotate by any angle with re-
spect to the spins in the other sublattice without chang-
ing the energy of the system. However, Yaresko et al.
found from local spin density approximation calculations
on LaFeAsO and BaFe2As2 that this local moment de-
scription fails.266 In particular, they found that the en-
ergy of the system strongly depends on the angle between
the two spin sublattices. They further state, “The depen-
dence of the energy on the angle between the Fe moments
in the two sublattices cannot be described by the sim-
ple J1-J2 Heisenberg model, but may be reproduced by
a biquadratic term proportional to (Si · Sj)2, which fa-
vors collinear stripe AFM order.”266 To our knowledge,
no experimental results have been modeled using the bi-
quadratic term.
Continuing with the local moment description, each
Fe spin in an approximately square lattice layer has four
nearest neighbor spins and four next-nearest-neighbor
spins (see Fig. 40), and two nearest-neighbor spins along
the c-axis. One can extend the Heisenberg spin Hamil-
tonian to three dimensions via a J1-J2-Jc model as
H = J1
∑
〈ij〉a,b
Si ·Sj+J2
∑
〈ik〉ab
Si ·Sk+J1c
∑
〈iℓ〉c
Si ·Sℓ (57)
with periodic boundary conditions, where J > 0 corre-
sponds to AF interactions and J < 0 to ferromagnetic
(FM) interactions as usual, the first sum is over nearest-
neighbor spin pairs in the a-b plane, the second sum is
over next-nearest-neighbor spin pairs in the a-b plane,
the third sum is over nearest-neighbor spin pairs along
the c-axis, and each spin pair is only counted once.
To lift the frustration between the two sublattices
within the stripe state and obtain the particular orienta-
tion of the stripes in Fig. 40 that occurs for all of the 111-
, 1111- and 122-type FeAs-based parent compounds re-
quires J1a > J1b, which is an extension of the J1-J2 model
discussed above in Sec. III F 2. This in turn suggests
that the observed tetragonal to orthorhombic structural
distortions in the FeAs-based parent compounds may
be driven by magnetic interactions.78 Electronic struc-
ture calculations alternatively indicate that the observed
stripe state is in itinerant spin density wave (SDW) state
that arises from Fermi surface nesting of the itinerant
electron and hole Fermi surfaces.140,141
If J1a and J1b are different in the low-temperature or-
thorhombic structure, the spin Hamiltonian (57) becomes
H = J1a
∑
〈ij〉a
Si · Sj + J1b
∑
〈ij〉b
Si · Sj
+ J2
∑
〈ik〉ab
Si · Sk + J1c
∑
〈iℓ〉c
Si · Sℓ. (58)
The stripe state in Fig. 40, now termed here the “stripe-
b” state with the stripes running along the b-axis as ob-
served, competes not only with the Ne´el state, but also
with the “stripe-a” state with the stripes running along
the a-axis. The classical energies of the three ordered
states are
Estripe b = NS
2(−2J1a + 2J1b − 4J2)/2,
Estripe a = NS
2(2J1a − 2J1b − 4J2)/2, (59)
ENeel = NS
2(−2J1a − 2J1b + 4J2)/2,
where J2 > 0. From Eqs. (59) one obtains two classical
stability conditions for the stripe-b state in Fig. 40 as
J1a > J1b and J2 > J1b/2. (60)
This solution allows J1b to be negative (ferromagnetic).
As seen from Fig. 40, a situation with antiferromagnetic
J1a, J2 > 0 and ferromagnetic J1b < 0 would result in a
nonfrustrated stripe-b magnetic structure.
The c-axis Component of the Magnetic Structures
Regarding the c-axis ordering, the ordering between
nearest-neighbor Fe atoms along the c-axis in adjacent
planes is generally found to be antiferromagnetic (AF,
Jc > 0), as shown by the experimental data in Ta-
bles XXVIII and XXIX in the Appendix. For ferromag-
netic alignment along the c-axis, the ordering wave vector
in the 122-, 111-, and 1111-type compounds is (100) r.l.u.
in orthorhombic notation and in the 11-type compounds
(see also Sec. IIIG 4 below) is (100) r.l.u. in tetragonal
notation.
There is some confusion in the literature about how
to write the three-dimensional (3D) AF propagation vec-
tor for the Fe-based compounds if the Fe spin alignment
49
along c is AF. Let the Fe2 interplane distance be d.
In all the Fe-based compounds, when the interplane Fe
spin alignment is AF the wavelength of the AF prop-
agation vector component in the c-axis direction is 2d.
As discussed above in Sec. III A 2, the 122-type com-
pounds are body-centered-tetragonal with two Fe2 layers
per unit cell, so that 2d = c. Therefore for the 122-
type compounds, the 3D AF stripe-b propagation vec-
tor is (1,0,1) r.l.u. in orthorhombic notation. On the
other hand, the 11-, 111-, and 1111-type compounds are
primitive tetragonal containing one Fe2 layer per unit
cell. Therefore with respect to the c-axis component of
antiferromagnetic propagation vector, the wavelength is
2d = 2c. The corresponding 3D propagation vectors for
AF interplane spin alignment are then
(
1, 0, 12
)
r.l.u. in
orthorhombic notation for stripe-b in-plane ordering in
the 111- and 1111-type compounds and the same wave
vector in tetragonal notation for diagonal double stripe
in-plane ordering in the 11-type compounds (see also
Sec. IIIG 4 below).
In some papers on the 1111-type compounds, the AF
propagation vector for AF interplane spin alignment is
instead given as (1,0,1) r.l.u.,246 which is implicitly with
respect to the reciprocal lattice of themagnetic real space
lattice instead of the conventional notation as the recip-
rocal lattice of the crystallographic lattice. These two
reciprocal lattices are different when 2d = 2c for AF Fe
interlayer spin alignment. In this review and in the tables
in the Appendix, the AF ordering wave vector is always
given in terms of the reciprocal lattice of the crystallo-
graphic lattice, in agreement with convention.
Interestingly, below 15 K the c-axis Fe spin alignment
in NdFeAsO (TN Fe = 137 K) switches from antiferro-
magnetic to ferromagnetic, even though the Nd moments
order at a lower temperature of 6 K.245
3. EuFe2As2
The magnetic ordering in the 122-type compound
EuFe2As2 is interesting because it contains two differ-
ent magnetic species. In addition to the Fe sublattice,
the Eu sublattice consists of spin-only Eu+2 ions with
spin S = 7/2. The Fe sublattice exhibits long-range
SDW ordering below the tetragonal-orthorhombic tran-
sition temperature of 190 K, whereas the Eu lattice ex-
hibits an independent antiferromagnetic ordering transi-
tion at TN = 19 K.
251,268 The Fe sublattice in Fig. 42
orders in a stripe structure with the ordered moment
along the orthorhombic a-axis as in the other AFe2As2
(A =Ca, Sr, Ba) compounds. However, the Eu sublattice
orders in a so-called A-type antiferromagnetic arrange-
ment, where the Eu spins within a layer are all ferro-
magnetically aligned, but the alignment between layers
is antiferromagnetic. The ordered Eu moment is along
the long orthorhombic a axis as is the ordered Fe mo-
ment. Interestingly, the neutron diffraction data indi-
cated weak or negligible coupling between the Fe and Eu
FIG. 42: (Color online) Magnetic structure of EuFe2As2 at
2.5 K determined from neutron diffraction measurements.251
The unit cell shown is the orthorhombic chemical and mag-
netic unit cell. All spins point along the a-axis. The Fe spins
order in an antiferromagnetic stripe structure below 190 K
with orthorhombic ordering wave vector (101), with the fer-
romagnetically aligned stripes running along the b-axis. The
Eu spins S = 7/2 order in an A-type antiferromagnetic struc-
ture below 19 K with wave vector (001), where the Eu spins
are ferromagnetically aligned within a plane parallel to the
a-b plane, and the spins in adjacent planes are antiferromag-
netically aligned. Reprinted with permission from Ref. 251.
Copyright (2009) by the American Physical Society.
spin lattices.251
4. 11-type Fe1+y(Te1−xSex) Compounds
The magnetism of Fe1+yTe1−xSex is complicated be-
cause of the y excess Fe atoms in interstitial Fe(2) po-
sitions in the Te/Se layers (see Fig. 2), which appear
to carry local moments that affect both the param-
agnetic and magnetically ordered states, and because
both incommensurate and commensurate antiferromag-
netic structures occur for x = 0 depending on the ex-
cess iron concentration y.18 The experimental magnetic
susceptibiities for Fe1+yTe compounds exhibit a Curie-
Weiss component that is evidently associated with mag-
netic moments on the excess Fe atoms as discussed above
in Sec. III E 3, and a theoretical density functional study
of this system also strongly indicated that the excess Fe
atoms are magnetic.217
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FeTe Magnetic Structure
J1
b
a
J2
a > b 
J3
FIG. 43: (Color online) Commensurate collinear in-plane an-
tiferromagnetic diagonal double stripe structure of Fe1+yTe
for small values of the excess Fe concentration y. The in-plane
ordering wave vector isQAF =
(
1
2
, 0
)
r.l.u. in tetragonal nota-
tion (see Table VII). The tetragonal/monoclinic basal plane
a- and b-axes and basal plane crystallographic unit cell outline
(dashed lines) are indicated.
TABLE XI: Values of the exchange constants in the J1-J2-
J3 Heisenberg model for FeTe and FeSe derived from spin-
polarized band theory.271 Also included are the energies of
the four magnetic structures in Fig. 36 calculated from spin-
polarized band calculations (bottom),271 and our calculations
of the classical energies from Eqs. (52) using the listed ex-
change constants. Here S is the spin of the Fe atom and N
is the number of Fe atoms. One sees that the antiferromag-
netic diagonal double stripe phase is predicted to be the most
stable structure for FeTe and and the single stripe structure
for FeSe in the local moment picture. The former prediction
is in agreement with experiment, as shown in Fig. 43. The
itinerant polarized band calculations also correctly predict the
ground state magnetic structure for FeTe, where the listed en-
ergy values are with respect to the energy of the nonmagnetic
state.
Quantity FeTe FeSe
Heisenberg J1-J2-J3 model
J1S
2 (meV) 2.1 71
J2S
2 (meV) 15.8 48
J3S
2 (meV) 10.1 8.5
Eferromagnetic/N (meV) 28.0 128
Edouble stripe/N (meV) 1.1 35.5
Edoub diag stripe/N (meV) −10.1 −8.5
Estripe/N (meV) −5.7 −39.5
ENeel/N (meV) 23.8 −14.5
Spin-polarized band theory
Eferromagnetic/N (meV) −90 183
Edoub diag stripe/N (meV) −166 −89
Estripe/N (meV) −156 −152
ENeel/N (meV) −98 −101
a. Fe1+yTe
Bao and coworkers have shown that in Fe1+yTe crys-
tals, incommensurate antiferromagnetic (AF) ordering at
large y = 0.165 and 0.141 gives way to commensurate AF
ordering at smaller y = 0.076.70 The commensurate an-
tiferromagnetic in-plane component of the AF structure
of Fe1.05Te (Ref. 253), Fe1.068Te (Ref. 254) and Fe1.076Te
(Ref. 70) is shown in Fig. 43. Along the c-axis, the spins
are antiferromagnetically aligned with each other. The
in-plane structure is an interesting antiferromagnetic di-
agonal double stripe structure as also shown above in
Fig. 36. Referring to Table VII, the three-dimensional
antiferromagnetic propagation vector is
(
1
2 , 0,
1
2
)
r.l.u.
This magnetic structure is in strong contrast with that
of the 11-, 122- and 1111-type compounds in Fig. 40, be-
cause even though the latter three classes of compounds
have an in-plane stripe structure, those stripes are sin-
gle stripes and they run along the Fe square lattice axis
directions with in-plane propagation vector
(
1
2 ,
1
2
)
r.l.u.,
whereas in FeTe, there are double stripes running along
the Fe square lattice diagonal directions. Furthermore,
the ordered moment direction is along the shorter mono-
clinic b-axis in FeTe, but is along the longer orthorhombic
a-axis in the other compounds. On the other hand, an
important similarity is that the stripe axis, which is the
b-axis in both the low-temperature monoclinic structure
here and in the orthorhombic structure for the other ma-
terials, is the shorter of the two basal plane axes, suggest-
ing that a similar type of magnetostriction effect occurs
in the antiferromagnetically ordered phase of both classes
of materials.
A similar Fe antiferromagnetic diagonal double stripe
structure was found from neutron diffraction measure-
ments on a polycrystalline sample of the compound
La2O2Fe2OSe2, even though there was no obvious evi-
dence of a temperature-induced lattice distortion.269 In
this compound the Fe atoms form square lattice layers
as in the Fe-based superconductors, and O atoms are in-
corporated into the Fe2O layers via an anti-CuO2 layer
structure. Thus, O atoms are at the centers of one-half
of the Fe4 squares, and are arranged in an ordered way
in the Fe layer. The Ne´el temperature is TN ≈ 90 K
and the ordered moment is 2.83(3) µB per Fe atom, far
larger than in the FeAs-based superconductor materi-
als but similar to values for the Fe1+yTe compounds,
as listed in Table X. The ordered moments are in the
ab-plane but the relative orientation of the ordered mo-
ments in the two Fe spin sublattices was not determined.
A resistivity measurement on a polycrystalline sample
by Zhu et al. indicated semiconducting behavior with an
activation energy of 0.19 eV, and their χ(T ) data indi-
cated TN = 93 K, consistent with the neutron diffraction
measurements.270
From Table VII the in-plane antiferromagnetic prop-
agation vector for the diagonal double stripe structure
QAF =
(
1
2 , 0
)
r.l.u. is at a 45◦ angle to the Fermi surface
nesting vector
(
1
2 ,
1
2
)
r.l.u. between the electron and hole
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pockets from Figs. 18 and 20. From this one might in-
fer that the magnetic ordering in FeTe has to arise from
interactions between local moments. However, from spin-
polarized electronic structure calculations, Ma et al. cor-
rectly predicted the observed antiferromagnetic diagonal
double stripe structure in FeTe as shown at the bottom
of Table XI.271 In addition, their band calculations pre-
dict an ordered moment of 2.2–2.6 µB/Fe,
271 which is in
agreement with the experimental data for FeTe in Ta-
ble X above.
To further address this issue, Ma et al. also calculated
from their spin polarized band theory results the effective
exchange constants between the Fe magnetic moments in
FeTe and FeSe in the local moment J1-J2-J3 Heisenberg
model, as listed in Table XI.271 We calculated the classi-
cal energies of the different ordered states that are listed
in Table XI, using their exchange constants and our en-
ergy expressions in Eqs. (52). Our results reproduce the
results given by Ma et al. In particular, one sees that
the antiferromagnetic diagonal double stripe structure
has the lowest energy for FeTe, and the (single) stripe
structure as in the 1111-, 111- and 122-type FeAs-based
compounds has the lowest energy for FeSe. Due to the
lack of Fermi surface nesting in the QAF direction and
the success of the local moment model in explaining the
observed magnetic structure of FeTe, the authors con-
cluded that the local moment model is the most viable
model to explain the observed antiferromagnetic struc-
ture of FeTe.271 In addition to the results described in
their paper, Ma et al. also calculated the wave vector
dependent susceptibility χ(Q) of the itinerant electrons
and found that it peaks at the nesting wave vector(s)
Q = (12 ,
1
2 ) r.l.u. in tetragonal reciprocal lattice units, as
in Fig. 41 above for LaFeAsO, but not at the observed
diagonal double stripe wave vector Q = (12 , 0) r.l.u., thus
confirming their local moment magnetism interpretation
(Z.-Y. Lu, private communication). As noted above in
Sec. III A 4, ARPES data for FeTe are consistent with lo-
cal moment magnetism rather than itinerant magnetism.
Han and Savrasov have suggested that all eight of
the 4s and 3d valence electrons of the y excess Fe
atoms in Fe1+yTe are donated to the FeTe layers, leav-
ing those Fe atoms in a nonmagnetic [Ar]+8 electronic
configuration.272 This changes the Fermi surface nest-
ing from the above Qnesting =
(
1
2 ,
1
2
)
to the observed
magnetic ordering wave vector
(
1
2 , 0
)
r.l.u. in tetrago-
nal notation, in which case the magnetic ordering results
from itinerant magnetism.272 This scenario conflicts with
both experiment (see Sec. III E 3 above) and theory which
indicate that the excess Fe atoms have a formal oxida-
tion state Fe+1 and carry a large magnetic moment of
2.4 µB.
217 Furthermore, as discussed above in Sec. III A 4,
ARPES experiments on a single crystal of Fe1+yTe found
no evidence for doping by excess Fe atoms to within
the resolution, no evidence for Fermi surface gapping ex-
pected from an itinerant SDW, and no evidence for Fermi
surface nesting at the AF ordering wave vector. Further-
more, the magnetic susceptibility data for Fe1+yTe dis-
cussed above in Sec. III E 3 indicate that a local moment
model for the Fe magnetism is appropriate.
Thus the preponderance of evidence indicates, amaz-
ingly, that in contrast to the itinerant antiferromagnetic
spin density wave ordering in the 1111- 111- and 122-type
compounds, the antiferromagnetic ordering in Fe1+yTe
arises from ordering of local magnetic moments.
In spite of the success of Ma et al.’s predictions for
the ordered magnetic structure of FeTe,271 their predic-
tion of antiferromagnetic stripe ordering in FeSe (see
Table XI), and the same earlier prediction for FeSe by
Subedi et al. from Fermi surface nesting,160 has not held
up to scrutiny. All experimental studies to date on pure
FeSe and solid solutions of FeSe with FeTe indicate that
long-range antiferromagnetic ordering only occurs near
the Te-rich end of the phase diagram in Fig. 6, and
in particular, not for FeSe. Upon replacing Te by Se,
experimentally it is found that there is no long-range
magnetic order in the compositions FeTe0.584Se0.416 and
FeTe0.507Se0.493.
254 However, evidence was found for
short-range magnetic order in these compositions.
In a theoretical study, Fang et al. explained the tran-
sition from commensurate to incommensurate ordering
with increasing y in Fe1+yTe using a local moment J1a-
J1b-J2a-J2b-J3-Jc model.
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b. Fe1+y(Te1−xSex), x > 0
From Fig. 6 and Table X, both the Ne´el temperature
and the ordered moment decrease with increasing x from
x = 0 to x ≈ 0.1. For 0.1 <∼ x <∼ 0.45, this long-range di-
agonal double stripe order at wave vector
(
1
2 , 0,
1
2
)
r.l.u.
is replaced by static short-range “spin-glass” order68–74
with a well-defined but slightly incommensurate wave
vector
(
1
2 − δ, 0, 12
)
r.l.u. with δ ∼ 0.05, that is thus simi-
lar to the long-range diagonal double stripe ordering wave
vector that occurs for x <∼ 0.1 and small y. Xu et al.
report that the short-range ordering becomes more two-
dimensional with increasing x.74 The in-plane component
of the observed static short-range ordering wave vector
is at an approximately 45◦ angle to the in-plane nesting
wave vector
(
1
2 ,
1
2
)
r.l.u. between the hole and electron
Fermi surfaces (see Fig. 37).
H. Electron Correlation Strength
1. Introduction
In this section we discuss where the FeAs-based mate-
rials lie with respect to the limits of strongly correlated
systems like the layered cuprate high-Tc superconductors
and weakly correlated metals such as Cr. In strongly-
correlated magnetic systems, one expects to see well-
defined local magnetic moments that exhibit magnetic
ordering due to interactions between them. For weakly
correlated systems, the magnetic ordering is driven by
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Fermi surface features such as nesting between different
Fermi surface sheets, which means that the Lindhard sus-
ceptibility of the conduction electrons χ(Q) peaks at the
ordering wavevector QAF. One estimate of the degree
of electron correlation can be defined by the ratio of the
Hubbard on-site Coulomb repulsion U to the conduction
electron bandwidth W , where the dividing line between
weakly and strongly correlated systems is at U/W ∼ 1.
For FeAs-based superconductors, the width of the entire
d-band manifold near EF is ∼ 4 eV.150,219 Theoretical
arguments have been made that these materials should
be viewed as weakly correlated,78 strongly correlated
where the parent compounds are “bad metals” on the
verge of a metal-insulator transition,77,189,190,221,274,275
or somewhere in between.276 Several authors have ar-
gued theoretically that the on-site Hund’s coupling JH
rather than U is primarily responsible for the electron
correlations.152,221,276,277 An interesting and informative
early overview of these issues was given by Tesanovic.278
Anisimov, Skornyakov and coworkers have extensively
evaluated theoretically the degree of electron correlations
in the Fe-based materials.279,280 They carried out com-
bined LDA + DMFT (local density approximation com-
bined with dynamical mean field theory) calculations
of the electronic structure and electronic correlations in
LaFeAsO, from which they obtained an average Coulomb
repulsion U¯ = 3–4 eV and JH = 0.8 eV.
279 However, they
noted that the U¯ is strongly screened due to strong co-
valent bonding between the Fe and As atoms. These
authors compared their theoretical predictions with the
observed x-ray and photoemission spectroscopy results
and concluded that the electron correlations are moder-
ate, with a relatively small effective mass enhancement
m∗/mb ≈ 2, where mb is the band mass, consistent with
the renormalization of the LDA band structure needed
to fit ARPES data. Furthermore, they observed that the
spectra for the FeAs-based materials are very different
than for the Mott insulator FeO, and showed no evidence
for the existence of a lower Hubbard band that would be
expected in a strongly correlated electron system. They
carried out similar calculations for LaFePO, with similar
results.281 Aichhorn et al. have carried out similar LDA
+ DMFT calculations on the same compound LaFeAsO
and also concluded that this compound has intermedi-
ate strength correlations with many-body mass enhance-
ments of order two.282 They concluded that LaFeAsO is
not close to a Mott-Hubbard metal-insulator transition.
2. Electrical Conductivity: “Bad Metals”?
The FeAs-based materials have sometimes been char-
acterized as “bad metals” simply because the electrical
conductivity at room temperature is low compared with
metals like Cu (see Table V above). One can write the
conductivity as σ = neµ, where n is the carrier concen-
tration, e is the electron charge, and µ is the mobility.
Therefore, low conductivities can come simply from low
carrier concentations n which is the case for the Fe-based
semimetals.
In condensed matter physics, the term “bad metal”,
originally coined by Emery and Kivelson,283 has a spe-
cific meaning whereby the calculated mean free path ℓ
for conduction electron scattering is of order or less than
an interatomic distance: ℓ/d <∼ 1.283,284 In this case, the
concept of mean free path loses its meaning, the wavevec-
tor is no longer a good quantum number (the electron
excitations are “incoherent”) and the so-called quasipar-
ticle weight at the Fermi energy falls to a small value
or zero. A complementary criterion for a bad metal is
kFℓ <∼ 1, where kF is the Fermi wavevector. However, kF
is ill-defined if there is more than one conduction band
and/or if the Fermi surface(s) is(are) not spherical (3D
bands) or cylindrical (2D bands). Bad metal behavior is
often considered to be indicative of strong electron cor-
relations.
According to Emery and Kivelson,283 “bad metals”
do not exhibit saturation of the resistivity with increas-
ing temperature. Therefore, one can pass from a “good
metal” regime where kFℓ≫ 1 at low temperatures to the
bad metal regime kFℓ <∼ 1 at high temperatures. How-
ever, quoting Emery and Kivelson: “The failure of bad
metals to exhibit resistivity saturation strongly suggests
that any theory based on conventional quasiparticles with
more or less well-defined crystal momenta suffering occa-
sional scattering events does not apply. Since there is no
crossover in the temperature dependence of the resistiv-
ity as the temperature is lowered, this conclusion applies
by continuity even at lower temperatures where the pu-
tative mean free path deduced from the measured values
of the resistivity would not, of itself, rule out the possi-
bility of quasiparticle transport. In other words, a bad
metal behaves as if it is a quasiparticle insulator which
is rendered metallic by collective fluctuations.”283 (Their
emphasis). However, Haule and Kotliar have found that
the FeAs-based materials exhibit a coherent to incoher-
ent conduction carrier crossover on increasing the tem-
perature above a coherence scale T ∗ (see also Sec. III H 4
below).221 In the context of this review of the puzzle
of superconductivity in the Fe-based materials, it seems
most logical and relevant to classify specific Fe-based ma-
terials as bad metals, or not, depending on their low-
temperature (T >∼ Tc) normal state properties, because
the low-temperature properties are most relevant to the
occurrence and mechanism of superconductivity in these
materials. It remains to be seen if this is a valid approach
or not in the context of “bad metals.” Allen emphasized
in 2002 that there was no accepted theory for bad metals
at that time.284
The usual expression for the electrical conductivity σ
of a one-band conductor was given above in Eq. (18).
To make contact with ℓ, one makes the replacement τ =
ℓ/vF, where vF = h¯kF/m
∗ is the Fermi velocity and h¯
is Planck’s constant h divided by 2π. Then Eq. (18)
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Ba(Fe1−xCox)2As2
  x  
FIG. 44: (Color online) In-plane resistivity ρ versus temper-
ature T of Ba(Fe1−xCox)2As2 crystals for various values of x
as indicated on the right edge of the figure. Reprinted with
permission from Ref. 285. Copyright (2009) by the American
Physical Society.
becomes
σ =
ne2ℓ
m∗vF
=
ne2ℓ
h¯kF
. (61)
For nband equally conducting bands with the same kF, the
two expressions on the right would each be multiplied by
nband.
Here we will make an estimate of the product kFℓ for
a two-dimensional (2D) band with a cylindrical Fermi
surface, because the expression obtained is simple with
only two clearly defined parameters contained in it, as
opposed to the 3D case. In this 2D case one obtains n =
k2F/(2π∆c), where ∆c is the distance between conducting
layers, yielding170 from Eq. (61)
kFℓ =
h∆c
ρabe2
= 0.258
∆c
ρab
, (2D conduction) (62)
where the second equality on the right is for ∆c in A˚ and
the electrical resistivity ρab (= 1/σab) in mΩ cm. Re-
markably, this expression only contains two easily mea-
sured and unambiguous quantities ρab and ∆c. For nband
equally conducting bands with the same kF, the value of
kFℓ from Eq. (62) would be divided by nband.
A typical range of in-plane resistivity values for the
FeAs-based systems is shown for the Ba(Fe1−xCox)2As2
system in Fig. 44 for x values from the undoped value
x = 0 to the optimum doping x ∼ 0.08 to heavily over-
doped x = 0.3.285 Note that the ab-plane resistivity at
300 K for x = 0 is about 30% larger than in the different
crystal in the bottom panel of Fig. 4 above, indicating
the variability between different crystals and measure-
ments of nominally the same material. For the opti-
mum superconducting composition with x = 0.08, the
normal state resistivity at low temperatures is seen to
be ρab ≈ 0.12 mΩ cm. Then utilizing Eq. (62) with
∆c = 6.5 A˚ gives kFℓ ≈ 14. According to the Hall coeffi-
cient data in Refs. 212 and 285, in a two-band model with
one band an electron band and the other a hole band, the
electron band contributes most strongly to the conductiv-
ity in this system. The same conclusion was reached from
resistivity and Hall coefficient measurements on single
crystals of BaFe2(As1−xPx)2.
286 Therefore the one-band
estimate kFℓ ≈ 14≫ 1 appears to be reasonable and in-
dicates that the Ba(Fe1−xCox)2As2 system is a coherent
metal, i.e., not a “bad metal.”
Equation (62) is identical to the equation Si and Abra-
hams used early on to prove that the iron arsenides are
bad metals, using LaFeAsO as an example.77 They used
∆c = 8.7 A˚ and ρ(300 K) = 5 mΩ cm to obtain kFℓ ≈ 0.5
from Eq. (62), and thus claimed that this compound is a
bad metal. However, those resistivity measurements were
for a polycrystalline sample, and it is now clear that their
ρ(300 K) value for the in-plane resistivity that they used
for the calculation of kFℓ was at least an order of mag-
nitude too large, and that the actual value is kFℓ >∼ 5 at
room temperature. The value of kFℓ would further in-
crease on cooling because the resistivity decreases. The
other criterion used in Ref. 77 to claim that LaFeAsO is
a bad metal was that there was no Drude peak in the
in-plane optical conductivity of LaFeAsO, which we now
know is not correct from more recent optical measure-
ments on single crystals.177
3. Quantum Oscillation Experiments
Quantum oscillations in the magnetization (de Haas
van Alphen effect) and/or in the resistivity (Shubnikov-
de Haas effect) versus applied magnetic field have been
observed for single crystals of superconducting LaFePO
with Tc = 6 K (Ref. 287) and nonsuperconducting
SrFe2As2,
205 BaFe2As2,
206 CaFe2P2,
288 and SrFe2P2.
289
The quantum oscillations cannot be observed unless the
conduction electron states are coherent. In the cases
of SrFe2As2 and BaFe2As2, the low-temperature Fermi
surfaces (below the SDW transition temperatures) are
in general agreement with LDA band structure calcula-
tions of the reconstructed Fermi surfaces arising from a
nested-Fermi-surface driven SDW. The mean-free-paths
for three bands observed in CaFe2P2 were found to be
1900, 710, and 860 A˚, respectively, much larger than
a lattice parameter.288 These quantum oscillation mea-
surements and large mean-free paths for these five com-
pounds indicate that these compounds are coherent met-
als. The many-body conduction carrier mass enhance-
ments found in the measurements are rather small, of
order 1 to 2 times the LDA band structure values.
de Haas-van Alphen (dHvA) magnetization oscillation
measurements versus applied magnetic field were also
carried out on superconducting KFe2As2 crystals with
Tc = 3 K.
157 These measurements are important be-
cause, as for LaFePO above, there is no intrinsic crys-
tallographic disorder in this superconducting compound.
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The measurements indicated very strong enhancements
of the current carrier masses of from 2.7 to 24 times the
respective band mass, depending on the band.157 These
large enhancements are qualitatively consistent with the
large enhancement of the normal state electronic linear
heat capacity coefficient γ = 69 mJ/molK2 (Ref. 459) by
a factor of almost seven above the LDA band structure
value157 of 10.1 mJ/molK2. The authors stated, “we do
not ascribe the main origin of the mass enhancements
specifically to low-energy spin fluctuations, but we as-
cribe it to band narrowing due to more general electronic
correlations arising from the local Coulomb interaction
on the Fe 3d shell.”157 It is interesting and important
that despite these sometimes very large carrier mass en-
hancements, the corresponding conduction carrier con-
duction must still be coherent since that is required for
observation of the dHvA effect.
4. Itinerant versus Local Moment Magnetism
The degree of electron correlation in a material is often
associated with whether the material exhibits itinerant
(weak electron correlation) or local moment (strong elec-
tron correlation) magnetism. In real materials, however,
because the possible degree of electron correlation forms
a continuum, the possible magnetic behaviors also form
a continuum between these two extreme limits.
The ordered Fe magnetic moments range from
0.25(7) µB for NdFeAsO (Ref. 290) [TS = 150 K
(Ref. 244), TN = 141(6) K (Ref. 290)] to 0.94(4) µB in
SrFe2As2 [TS = TN = 220(1) K].
248 In these parent com-
pounds, one expects a formal oxidation state Fe+2, which
would formally give a d6 electronic configuration. If the
d-electrons were localized in a high-spin state in the five
d-orbitals, one expects a spin S = 2 and an ordered mo-
ment µ = gSµB = 4 µB assuming a g-factor of g = 2,
which is a far larger ordered moment than the observed
ones.
The relatively small and variable µ values observed for
the parent compounds instead suggest that the AF order
is a spin-density-wave (SDW) arising from itinerant elec-
trons, although alternative views based on fluctuation
and/or frustration effects in a large-local-moment sys-
tem have been advanced as outlined above in Sec. III G 2.
This SDW has been argued to arise from Fermi surface
nesting of the hole and electron Fermi surface sheets,
and/or from one-electron band effects.276 Furthermore,
below TN, optical measurements on EuFe2As2, SrFe2As2
and BaFe2As2 show a strong reduction in the carrier
density.176,188 A reconstruction of the Fermi surface as
expected for a conventional itinerant SDW is observed in
BaFe2As2 by ARPES
204,291 that is consistent with the
results of quantum oscillation experiments on SrFe2As2
(Ref. 205) and BaFe2As2.
206 These studies thus indicate
that the magnetic transition is due to itinerant electrons
rather than to exchange interactions between local mag-
netic moments with fixed magnitude.
A theoretical study by Ferndandes and Schmalian
of the optical properties of both doped and undoped
FeAs-based materials, and in particular, the interac-
tion between superconductivity and long-range antifer-
romagnetic ordering, strongly indicated that the mag-
netic ordering is itinerant.292 Additional qualitative the-
oretical support for this conclusion is that the cal-
culated superexchange interactions in the local mo-
ment picture (unphysically) depend on the antiferromag-
netic structure.78,196,266,293 Three- and five-band itiner-
ant magnetism models294,295 can quantitatively repro-
duce the results of magnetic inelastic neutron scattering
measurements such as those shown in Fig. 53 below.
Haule and Kotliar have argued that the FeAs-based
materials exhibit a coherent itinerant magnetism to in-
coherent local moment magnetism crossover on increas-
ing the temperature above a coherence scale T ∗.221 Thus
the magnetic susceptibility is predicted to monotonically
decrease with increasing temperature, from temperature-
independent Pauli paramagnetism to Curie-Weiss-like lo-
cal moment magnetism. However, the observed suscepti-
bility behavior for both the undoped and doped materi-
als is qualitatively different from this prediction, increas-
ing with increasing temperature as illustrated above in
Fig. 28.
From inelastic magnetic neutron scattering measure-
ments, direct estimates of lower limits of the instan-
taneous effective moments in the paramagnetic state
of CaFe2As2 (µeff = 0.47 µB/Fe at a maximum inte-
grated energy of 100 meV) and Ba(Fe1.935Co0.065)2As2
(µeff = 0.31 µB/Fe at a maximum integrated energy of
80 meV) have been obtained by Diallo et al.225 and by
us from the data in Fig. 5 of Lester et al.,304 respectively
(see Sec. III J 2 below). These values are much smaller
than the value µeff = 4.90 µB/Fe expected for a localized
spin S = 2 with g-factor g = 2.
When the parent 1111 and 122 FeAs-based compounds
are doped, both the structural and magnetic transitions
are completely suppressed at the doping level at which
optimum Tc is attained as illustrated above in Fig. 5.
However, all experiments on the FeAs-based materials so
far indicate that the magnetic structure is still, perhaps
surprisingly, commensurate with the lattice upon doping
towards the SDW-superconductivity phase boundary. If
the magnetic ordering is a SDW due to Fermi surface
nesting, one might expect that the ordering wavevector
should depend on the doping level. However, electronic
structure calculations indicate that the commensurability
of the SDW ordering can indeed be retained on doping.
Yaresko et al. found that commensurate ordering is the
most stable SDW state for up to 10% electron doping
of LaFeAsO1−xFx (i.e., up to x = 0.1) and up to 25%
hole doping in (Ba1−yKy)Fe2As2 (i.e., up to y = 0.5).
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Singh et al. have given a qualitative description in terms
of the doping dependence of the Lindhard susceptibility
χ(Q) of why commensurate ordering is stable up to a
finite critical doping level when the nesting wave vector
between the centers of the electron and hole Fermi sur-
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face pockets does not depend on doping as in the present
systems at low doping.296
We note that from magnetic and electrical resistiv-
ity measurements, the related compounds LaCoAsO and
LaCoPO with neighboring Co replacing Fe were found
to be itinerant ferromagnets with Curie temperatures of
66 K and 43 K and low ordered moments of 0.39 and
0.33 µB/Fe, respectively.
297 Above the respective Curie
temperatures, the magnetic susceptibilities of these com-
pounds were found to strongly decrease with increasing
temperature, in contrast to the increase with increasing
temperature seen for the Fe-based compounds in Figs. 28
and 30 above.
5. Optical Spectroscopy
Haule and coworkers have predicted that the FeAs-
based materials are strongly correlated and are near a
correlation-induced metal-insulator transition as noted
above.221,274 Using dynamical mean field theory, they
calculated that the metallic state has no Drude peak
at zero frequency in the frequency-dependent optical
conductivity.274 This is in disagreement with the exper-
imental observations for the 122- and 1111-type com-
pounds which clearly show a Drude peak for different
Fe-based compounds as discussed above in Sec. III A.
However, no clear Drude peak was observed for Fe1.05Te
above TN. They also predicted a much larger carrier
scattering rate than observed experimentally from opti-
cal studies and the existence of a Hubbard band 0.4 eV
below EF which has also not been observed in the 122-
and 1111-type compounds but may have been seen in
Fe1.05Te.
More recently, Qazilbash and coworkers have obtained
a quantitative and intuitive systematic classification of
the degree of conduction electron correlation in a wide
variety of materials ranging from Mott insulators to free
electron metals, including the Fe-based pnictides LaFePO
and BaFe2As2, from the ratio of the experimentally de-
termined optical spectral weight of the conduction car-
rier conductivity (the low-frequency Drude contribution
Kexp) to that (Kband) predicted by band theory.
170 For
example, the strongly correlated integer-valent layered
cuprate parent compound La2CuO4 is predicted by con-
ventional band theory to be a good metal, but instead it
is an electrical insulator due to Coulomb (Mott-Hubbard)
electron correlations and therefore does not have a Drude
peak in the real part of the optical conductivity, thus
giving Kexp/Kband = 0. Therefore one would expect
Kexp/Kband to decrease as the degree of electron corre-
lation increases, with 0 ≤ Kexp/Kband ≤ 1.
The optical spectral weight is defined as the area under
a plot of the real part of the optical conductivity σ1 ver-
sus angular frequency ω up to a cutoff angular frequency
ωc as discussed above in Sec. III B. Following Millis et
al.,298 Qazilbash et al. wrote the Drude spectral weight
in energy units which is therefore termed an optical “ki-
netic energy” K of the conduction carriers.170 This K is
not in general the same as the total kinetic energy of the
conduction carriers, and the terminology is therefore un-
fortunate but has been propagated in the literature. For
example, the total kinetic energy of a quasi-free electron
gas of density n is proportional to n5/2, whereas the op-
tical “kinetic energy” K is directly proportional to n [see
Eq. (64) below]. The explicit definition of K is170,298
K =
h¯
e2
2
π
h¯∆c
∫ ωc
0
σ1(ω) dω. (63)
In SI units, the first factor is an electrical resistance
h¯/e2 = 4108 Ω. The second factor 2/π cancels a fac-
tor π/2 that arises when the integrand of Eq. (63) is
the Drude form of σ1(ω) in Eq. (17) with a frequency-
independent relaxation time τ with ωc = ∞, as shown
in Eq. (24). Indeed, using Eqs. (19) and (25) one can
rewrite K in Eq. (63) in terms of the (effective) plasma
angular frequency ωp or conduction carrier density n and
band mass m∗ as
K =
h¯
e2
h¯∆c ε0ω
2
p =
h¯2n∆c
m∗
. (64)
For a two-dimensional system like the layered iron pnic-
tides or the layered cuprates, the distance ∆c is the dis-
tance between adjacent conducting layers, which is not
the same as the c-axis lattice parameter if there is more
than one conducting layer per unit cell. For example, the
1111- and 122-type compounds each contain two formula
units per unit cell, and each layer contains two Fe atoms
per unit cell, so the 1111-type compounds have one layer
per unit cell and hence ∆c = c, whereas the 122-type
compounds contain two layers per unit cell and there-
fore ∆c = c/2, where c is the respective c-axis lattice
parameter.
Qazilbash et al. found Kexp/Kband ≈ 0.5 and 0.3 for
LaFePO and BaFe2As2, respectively, and compared these
values with corresponding data for a wide variety of other
compounds with varying degrees of electron correlation
as shown in Fig. 45.170 The FeAs-based materials are
found from this analysis to have an intermediate level of
electron correlation. A similar ratio Kexp/Kband ∼ 0.30–
0.38 was subsequently found from the ab plane Drude
conductivity for a single crystal of LaFeAsO by Chen et
al.177
The reduction in the Drude weight (Kexp/Kband < 1)
in a correlated electron system does not necessarily mean
that the missing fraction of Kexp/Kband corresponds to
the fraction of incoherent current carriers. To quote a
sentence from the end of Sec. III H 3 above, “It is inter-
esting and important that despite these sometimes very
large carrier mass enhancements, the corresponding con-
duction carrier conduction must still be coherent since
that is required for observation of the dHvA effect.” In-
stead, Eq. (64) shows that a reduction of Kexp/Kband
from unity can occur if there is a many-body enhance-
ment of the coherent carrier band massm∗ that is not ac-
counted for by the LDA band calculations. For LaFePO
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FIG. 45: (Color online) Ratio of the experimental conduc-
tion carrier optical spectral weight (expressed as a “kinetic
energy”) Kexp to that (Kband) calculated using band theory
for a variety of materials. This ratio is the square of the ratio
of the experimental to the band theoretical plasma frequency
[see Eq. (64)]. The degree of conduction electron correlation
in a material is the degree of suppression of this ratio from
the value of unity. Mott-Hubbard insulators are on the far left
and have ratios close to zero because the measured conduc-
tion carrier density and therefore plasma frequency are close
to zero, whereas band theory predicts that they are metals.
At the opposite extreme, conventional free electron metals
like Cu and Ag are on the far right and have ratios close to
unity. According to this scheme, the Fe-based layered pnic-
tides LaFePO (filled red square) and BaFe2As2 (open red
square) are classified as moderately correlated metals, with
the former less so than the latter. Reproduced by permission
from Ref. 170 and from Macmillan Publishers Ltd: Ref. 170,
Copyright (2009).
and BaFe2As2, many-body mass enhancements of two to
three are sufficient to give the data in Fig. 45. As noted
above, from LDA + DMFT calculations for LaFePO,
Skornyakov et al. obtained mass enhancements of this
order that agree with the results from these optics exper-
iments as well as from a variety of other measurements
on this compound.281
Lucarelli and coworkers have carried out an analysis of
the in-plane optical conductivity of Ba(Fe1−xCox)2As2
crystals with a Drude term from coherent current carri-
ers, plus a phenomenological Drude term from incoherent
current carriers, plus a mid-infrared band, and have esti-
mated the degree of correlation as the ratio of the spec-
tral weights of the two Drude terms to the total spectral
weight of the three terms.186 However, the source of the
incoherent Drude-like conduction carriers is unclear.
6. Other Spectroscopies
An extensive experimental and theoretical study of
x-ray absorption spectroscopy and resonant inelastic x-
ray scattering measurements was carried out for non-
superconducting BaFe2As2 and LaFe2P2 and supercon-
ducting SmFeAsO0.85 by Yang et al.
299 The authors de-
duced that U <∼ 2 eV, and the Hund’s coupling JH ≈
0.8 eV. The data showed no features characteristic of
Fe-based strongly-correlated electronic insulators such as
α-Fe2O3. Thus they categorized the FeAs-based materi-
als as weakly correlated, especially as compared with the
layered high-Tc cuprates.
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The ARPES study of the reconstructed Fermi surfaces
below TN of CaFe2As2 and BaFe2As2 in Ref. 291 cited
above were in agreement with calculations assuming in-
terband coupling between the high-temperature hole and
electron Fermi surface sheets. Furthermore, these au-
thors found a three-dimensional (3D) dispersion of the
reconstructed Fermi surface along kz from the ARPES
data, and that the reconstruction does not occur for kz
values where interband coupling between the hole and
electron Fermi surfaces is not efficient, thus demonstrat-
ing that interband magnetic scattering has an important
role in the magnetic transition. Despite the 3D disper-
sion, there are long cylindrical segments along kz of the
reconstructed Fermi surfaces that evidently make this
role possible. Furthermore, the authors discovered in-
commensurate nesting vectors in the reconstructed Fermi
surface not explained by their model calculations, which
they speculate may be associated with a “failed density
wave order such as the (charge density wave) predicted
by renormalization group studies.”
A combined STM and polarization-dependent ARPES
study of CaFe2As2 concluded that only two electron
bands participate in the SDW, and that the SDW is
driven by Fermi surface nesting and is not due to or-
dering of local magnetic moments.300
7. Summary
The available evidence indicates that most Fe-based
superconductors are moderately correlated, where the
conduction electron correlations arising from Coulomb
repulsion and/or Hund’s coupling are significant but not
as strong as in ionic materials like the layered cuprate
high Tc superconductor family. Various experiments con-
sistently demonstrate that most of the Fe-based super-
conductors are at least partially coherent metals. On the
other hand, Te-rich compounds in the Fe1+y(Te1−xSex)
system appear to be local moment antiferromagnets with
stronger electron correlations than in other Fe-based ma-
terials.
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Q = kf − kikf
Ei
Ef hω = Ef − Ei
Neutron Scattering Geometry
              and Notation
FIG. 46: (Color online) Configuration and notation used for
neutron scattering from a sample. Here Ei and Ef are the
initial and final neutron kinetic energies, and ki and kf are
the initial and final neutron wave vectors. The magnitude of
a neutron wave vector is k ≡ 2π/λ where λ is the de Broglie
wavelength of the neutron. The kinetic energy of a neutron is
E = p2/(2m) = h¯2k2/(2m) where m is the neutron mass and
h¯ is Planck’s constant divided by 2π. The energy transfer to
the sample by each neutron is h¯ω = Ef − Ei, where ω is an
angular frequency, and the momentum transfer to the sample
per neutron is h¯Q = h¯kf − h¯ki. If ω = 0, then the scatter-
ing is elastic and the experiment is usually called “neutron
diffraction” instead of neutron scattering. Usually the term
“scattering” refers to inelastic collisions of the neutrons with
the sample where ω 6= 0. For inelastic scattering, in addition
to the expected positive energy transfer from the neutrons
to the sample, energy can also be transferred to the neutron
beam from a sample at a finite temperature, which would give
a negative value of ω.
I. Spin Dynamics from Inelastic Magnetic Neutron
Scattering Measurements: Formalism
1. Introduction
Many authors have emphasized the potential impor-
tance of magnetism to the superconducting properties of
the Fe-based compounds. The neutron has a magnetic
moment and can therefore interact with electronic mag-
netic moments in a sample. The technique of magnetic
neutron scattering is a quintessential tool to quantita-
tively measure both static and dynamic magnetic proper-
ties of the electrons in a system and has been extensively
used to measure the magnetic properties of the Fe-based
superconductors and parent compounds. Therefore we
will discuss these measurements and their interpretations
in detail.
Many inelastic neutron scattering studies of the doped
superconducting compositions have concentrated so far
on the so-called “spin resonance mode” that occurs below
the superconducting transition temperature and which
will be discussed below in Sec. IVB 4. The data discussed
there indicate that the resonance mode with an energy
gap evolves out of an antiferromagnetic spin fluctuation
background upon cooling below Tc. The present sec-
tion is concerned with the spin dynamics of mainly, but
not exclusively, the nonsuperconducting Fe-based par-
ent compounds. Before reviewing experimental data and
their interpretations, an introduction to the formalism is
given.75,301–304
A sketch of the experimental geometry with associated
notation and nomenclature is shown in Fig. 46 and de-
scribed in the figure caption. In general, the intensity
I of the neutrons scattered by a sample, which is the
number of neutrons per second scattered into solid angle
increment dΩ and into a final neutron energy increment
dEf , is given by
I = I0
d2σs
dΩ dEf
dΩ dEf , (65)
where I0 is the incident neutron intensity, σs is the scat-
tering cross section and d2σs/(dΩ dEf) is called the par-
tial differential cross section. For spin-only magnetic
scattering by N identical and spatially distinct atoms,
one has
d2σs
dΩ dEf
= A(Q)
kf
ki
∑
α,β
(
∆αβ − QˆαQˆβ
)
Sαβ(Q, ω),
(66)
where
A(Q) = Nh¯(γnr0)
2
(g
2
)2
|f(Q)|2e−2W (Q), (67)
Qˆα is the α component of the unit vector Qˆ in the di-
rection of Q, ∆αβ is the Kroneker delta function, γnr0 =
5.391 fm, g ≈ 2 is the g-factor of the electronic mag-
netic moments the neutrons are scattering from, f(Q)
is the magnetic form factor of the magnetic atom which
is the Fourier transform of the real-space spin density,
e−2W (Q) is the Debye-Waller factor that results in a re-
duction in the scattered intensity due to temperature-
induced atomic motion but which is approximately unity
at low temperatures, and α, β = x, y, z.
The function Sαβ(Q, ω) in Eq. (66) contains the in-
formation on the magnetic properties of the sample that
are of interest and can be directly extracted from neu-
tron scattering measurements. This quantity is variously
called the magnetic scattering or response function, or
the dynamic magnetic structure factor. It is the space-
time Fourier transform of the two-spin correlation func-
tion 〈Sα(0, 0)Sβ(R, t)〉 which is often diagonal (β = α
only), where R denotes the magnetic atom position and
〈· · ·〉 denotes a thermal average, according to
Sαβ(Q, ω) =
1
2π
∑
R
eiQ·R
∫ ∞
−∞
eiωt〈Sα(0, 0)Sβ(R, t)〉dt.
(68)
An important point about Eqs. (66) and (68) is that if
Sαβ is diagonal, magnetic neutron scattering only oc-
curs for the component of the scattering vector Q that
is perpendicular to the local spin direction, sometimes
referred to as transverse scattering. Another important
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point is that all neutron scattering measurements have
energy and wave vector resolution functions that are al-
ways convoluted with the theoretical Sαβ(Q, ω) when fit-
ting experimental data.
2. Generalized Dynamical Magnetic Susceptibility χ(Q, ω)
It is often more convenient to express the magnetic
neutron scattering response in terms of a generalized dy-
namical magnetic susceptibility χ(Q, ω) than in terms
of a two-spin correlation function as in Eq. (68). The
complex χ(Q, ω) = χ′(Q, ω) + iχ′′(Q, ω) describes the
linear response of the electronic magnetization M(Q, ω)
to a magnetic field H with wave vector Q and angular
frequency ω, via
Mα(Q, ω) = χαβ(Q, ω)Hβ(Q, ω). (69)
Henceforth considering only diagonal forms of Sαβ (β =
α) that are most often encountered in the present con-
text, the fluctuation-dissipation theorem allows one to
write Sαα(Q, ω) in Eqs. (66) and (68) in terms of the
imaginary (dissipative) part of χ(Q, ω) as305
Sαα(Q, ω) =
h¯
Nπg2αµ
2
B
[1 + n(ω)]χ′′αα(Q, ω)
=
h¯
Nπg2αµ
2
B
χ′′αα(Q, ω)
1− exp[−h¯ω/(kBT )] , (70)
so that one can fit the neutron scattering intensity data
by varying the parameters in the chosen expression for
χ′′(Q, ω). Here gα is the spectroscopic splitting factor,
or g-factor (usually gα ≈ 2), of the electronic spins with
the magnetic field in the α direction and n(ω) + 1 is the
so-called detailed balance factor where
n(ω) =
1
exp[h¯ω/(kBT )]− 1 (71)
is the boson (magnon) occupation number for a magnetic
mode at energy h¯ω. If the ω values of interest satisfy
h¯ω ≪ kBT , then in this “high-temperature approxima-
tion” one can Taylor expand the exponential in Eq. (70)
and retain only the first two terms, giving
Sαα(Q, ω) =
kBT
Nπg2αµ
2
B
χ′′αα(Q, ω)
ω
. (h¯ω ≪ kBT ) (72)
Using the Kramers-Kronig relations that embody
causality, one can obtain the real zero-frequency Q-
dependent susceptibility χ′(Q, 0) from χ′′(Q, ω) as
χ′(Q, 0) =
1
π
P
∫ ∞
−∞
χ′′(Q, ω)
ω
dω. (73)
The conventional uniform (Q = 0) static (ω = 0) mag-
netic spin susceptibility is χ ≡ χ′(0, 0). Alternatively,
using limω→0 χ
′′(Q, ω) = 0 [the dissipation must go to
zero at zero frequency since χ′′(Q, ω) is an odd function
of ω], one can write χ in terms of the full complex dy-
namical susceptibility as
χ = lim
ω→0
χ(Q = 0, ω). (74)
However, if the expression for χ(Q, ω) is used to describe
antiferromagnetic (AF) fluctuations around a nonzero
QAF, then Eq. (74) is not expected to be accurate be-
cause it is then an extrapolation from Q = QAF to
Q = 0.
3. Instantaneous Fluctuating Magnetic Moment Magnitude
It is of particular importance for the Fe-based super-
conductors and parent compounds to be able to measure
the instantaneous value of the fluctuating magnetic mo-
ment of the Fe atoms in the paramagnetic state because
of the ongoing debate about whether a strong correlation
large local moment picture or a weak correlation itiner-
ant small magnetic moment picture is more appropriate
for these materials. Inelastic magnetic neutron scatter-
ing measurements offer a way to directly measure a lower
limit on this quantity, as follows.
One considers only the diagonal αα components of the
dynamical structure factor in Eq. (68). Then one sums
over all Q within the first Brillouin zone of the Fe square
lattice, multiplies both sides by exp(−iωt′) and integrates
over ω to obtain∫ ∞
−∞
dω
∑
Q
Sαβ(Q, ω) = N〈S2α〉, (75)
where N is the number of spins, 〈S2α〉 is the expectation
value of the square of the magnitude of the α compo-
nent of the Fe spin, we have used
∑
Q e
iQ·R = N∆R,0,∫∞
−∞ exp(iωx)dω = 2πδ(x), and have denoted 〈S2α(0, 0)〉
by 〈S2α〉. Usually one assumes Heisenberg spins, for which
〈S2α〉 = S(S + 1)/3, so that Eq. (75) becomes∫ ∞
−∞
dω
∑
Q
Sαα(Q, ω) = N
S(S + 1)
3
. (76)
Equivalently, one can replace the dynamic structure fac-
tor by the imaginary part of the generalized susceptibility
according to Eq. (70) to obtain∫ ∞
−∞
dω
∑
Q
χ′′αα(Q, ω)
1− exp[−h¯ω/(kBT )] =
N2πg2µ2B
h¯
S(S + 1)
3
.
(77)
Using the definition of the effective moment of a spin
given by µ2eff = g
2S(S + 1)µ2B as it occurs in the
Curie Weiss law for the magnetic susceptibility χ =
Nµ2eff/[3kB(T − θ)], Eq. (77) becomes∫ ∞
−∞
dω
∑
Q
χ′′αα(Q, ω)
1− exp[−h¯ω/(kBT )] =
N2π
h¯
µ2eff
3
. (78)
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One can define the imaginary part of the local frequency-
dependent susceptibility χ′′(ω) by
χ′′(ω) =
∑
Q
χ′′αα(Q, ω). (79)
Then Eq. (78) can be more simply written as∫ ∞
−∞
dω
χ′′αα(ω)
1− exp[−h¯ω/(kBT )] =
N2π
h¯
µ2eff
3
. (80)
Thus one can determine the magnitude of the instan-
taneous effective moment of an Fe atom in the paramag-
netic state by integrating the inelastic neutron scattering
spectra over both wave vector and energy. Note that the
effective moment of a localized spin S is larger than the
expectation value gSµB of the magnitude of the moment
itself. This method was used by Diallo et al. to determine
a lower limit on the instantaneous magnitude of the Fe
effective moment in CaFe2As2 crystals by integrating up
to the limit h¯ω = 200 meV,225 and we used it to calcu-
late a lower limit on µeff/Fe from the χ
′′(ω) up to 80 meV
by Lester et al. for Ba(Fe1.935Co0.065)2As2 crystals,
304 as
discussed in Sec. III J 2 below. These experimental val-
ues are lower limits because of experimental limits on the
ranges of the energy integrations.
4. Dynamical Magnetic Susceptibility of Spin Waves
Various forms for χ(Q, ω) have been used in the lit-
erature to fit experimental magnetic neutron scattering
data, depending on the application. The low-energy el-
ementary excitations of a magnetically ordered material
are spin waves. A particular quantized energy h¯ω is asso-
ciated with a particular wave vector Q of the spin wave,
where ω is the angular frequency of the spin wave. To
describe damped spin waves, the response function of a
harmonically driven, damped simple harmonic oscillator,
adapted to the spin wave problem, is often used304
χ(Q, ω) = χ′(Q, 0)
ω20
ω20 − ω2 − iγω
, (81)
yielding
χ′′(Q, ω) = χ′(Q, 0) f(Q, ω), (82)
where
f(Q, ω) =
ω20γω
(ω20 − ω2)2 + γ2ω2
(83)
is a dimensionless scalar function ofQ and ω, ω0 ≡ ω0(Q)
is the spin wave dispersion relation and γ ≡ γ(Q) char-
acterizes the damping of the spin waves at wave vec-
tor Q. The χ′′(Q, ω) in Eq. (82) identically satisfies the
Kramers-Kronig relation (73).
Consider the function f(ω) at fixed Q, γ and ω0 in
Eq. (83). For weak damping γω0 ≪ 1, the full width at
half maximum (FWHM) of the peak in f(ω) at ω ≈ ω0 is
γ and the peak height is ≈ ω0/γ. One therefore expects
that
∫∞
0 f(ω)dω ∼ ω0 and therefore that
∫∞
0 χ
′′(Q, ω) dω
for a given Q is independent of γ for small γ. Indeed, we
find that the integral is given by
lim
γ→0
∫ ∞
0
f(ω)dω =
π
2
ω0 ≈ 1.571ω0. (84)
This result is approximately correct even when γ becomes
of the order of ω0. For example,
∫∞
0
f(ω)dω = 1.566ω0,
1.523ω0, 1.361ω0 and 1.209ω0 for γ/ω0 = 0.01, 0.1, 0.5
and 1, respectively.
When probing energy transfers h¯ω ≈ h¯ω0, one can
expand the first term in the denominator of Eq. (83) as
(ω20−ω2)2 = (ω0+ω)2(ω0−ω)2 ≈ 4ω2(ω0−ω)2, yielding
f(Q, ω) ≈ ω
2
0γ/(4ω)
(ω0 − ω)2 + γ2/4 =
ω20Γ/(2ω)
(ω0 − ω)2 + Γ2 , (85)
where Γ ≡ γ/2 is the half-width at half maximum
(HWHM) of the peak in f(ω) when γω0 ≪ 1. This form
for χ′′(Q, ω) was used to analyze inelastic neutron scat-
tering measurements of the spin wave excitations with
energies up to 25 meV in co-aligned single crystals of
CaFe2As2 in Ref. 306 and at 10–12 meV of BaFe2As2
crystals in Ref. 250. However, note that the form (85)
is not valid at low frequencies, since one requires that
f(Q, ω)→ 0 as ω → 0.
In addition to its use in analyzing magnetic inelastic
neutron scattering data, the imaginary part χ′′(Q, ω) of
the generalized susceptibility is important in the analysis
of the electronic spin dynamics as reflected by the nuclear
spin-lattice relaxation rates 1/T1 in NMR experiments,
as discussed in Sec. III K 2 below.
5. Local Moment Model for the Spin Wave Dispersion in
the Orthorhombic Phase of the 122-Type FeAs-Based
Compounds
Irrespective of whether the layered FeAs-based parent
compounds are itinerant or local moment antiferromag-
nets, the low-energy magnetic excitations are spin waves
that can always be parametrized using a local moment
spin Hamiltonian. Most neutron scattering studies of
these materials to date have used such a parametrization
at low energies (perhaps in addition to other approaches),
and we therefore consider such a local moment model in
detail in this section.
The antiferromagnetic/SDW ordering in the FeAs-
based materials always occurs in the low-temperature or-
thorhombic phase with lattice parameters a, b, c with the
convention c > a > b. As discussed previously, the Fe
layers are in the basal a-b plane and are stacked along the
c-axis. The neutron scattering wave vector Q is formally
defined in terms of the orthorhombic reciprocal lattice
vectors (a∗,b∗, c∗). However, in orthorhombic symme-
try, these are parallel to the respective real-space axis
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unit vectors (aˆ, bˆ, cˆ). Therefore, one can write
Q
(
A˚
−1
)
= H
2π
a
aˆ+K
2π
b
bˆ+ L
2π
c
cˆ, (86)
which can be expressed in the orthorhombic reciprocal
lattice units (r.l.u.) implicitly defined in Eq. (86) as
Q = (H,K,L) r.l.u. (87)
Thus using, e.g., a = aaˆ and Eq. (86), one obtains the
relations
Q · a = 2πH, Q · b = 2πK, Q · c = 2πL (88)
that we will need to use shortly. The lower-case notation
(h, k, ℓ) in reciprocal lattice units will be used to denote
deviations from a given (H,K,L) point in the first mag-
netic Brillouin zone.
The Heisenberg spin Hamiltonian in Eq. (58) has been
extended by Ewings et al.303 to specifically apply to the
orthorhombic phase of the 122-type FeAs-based materials
as
H = J1a
∑
〈ij〉a
Si · Sj + J1b
∑
〈ij〉b
Si · Sj + J2
∑
〈ik〉ab
Si · Sk
+ J1c
∑
〈il〉c
Si · Sl +
∑
i
[D(S2z )i + E(S
2
x − S2y)i] (89)
where the x, y and z axes are along the a, b and c axes, re-
spectively, and each pair of spins in the first four sums is
only counted once. The new term is the last sum that in-
cludes both axial (D) and orthorhombic (E) terms in the
single-ion anisotropy energy where one expects |D| > |E|.
The authors diagonalized Hamiltonian (89) and obtained
dispersion relations for two branches of spin waves that
are nondegenerate due to the single-ion anisotropy terms.
The resulting spin wave dispersion relations, with slight
changes in notation from Ref. 303 and using Eq. (88),
are303
h¯ω±(Q) =
√
A2Q − (C ±BQ)2, (90)
where
AQ = 2S{J1b[cos(πK) − 1] + J1a + 2J2 + J1c
+ (D − 3E)/2},
(91)
BQ = 2S{J1a cos(πH) + 2J2 cos(πH) cos(πK)
+ J1c cos(πL)},
C = −S(D + E),
and S is the ordered spin which is related to the ordered
magnetic moment µ by S = µ/(gµB) where g is the spec-
toscopic splitting factor (g-factor) and µB is the Bohr
magneton. The ordered moment can be obtained from
solving the ordered magnetic structure at low tempera-
tures. As noted in the following Sec. III I 6, the solution
ω+(Q) in Eq. (90) is likely to be unphysical for realistic
exchange and anisotropy parameters.
A slightly different Hamiltonian was utilized by Di-
allo et al.261 in which the single-ion anisotropy term was
written as
∑
iD(Sx)
2
i (R. J. McQueeney, private commu-
nication), where the uniaxial single-ion anisotropy axis is
along the a (x) direction in the plane, instead of along
the c axis, and is thus along the moment ordering di-
rection. The resulting dispersion relation was therefore
slightly different from Eq. (90), given by
h¯ω0(Q) =
√
A2Q −B2Q, (92)
where
AQ = 2S{J1b[cos(πK)− 1]+ J1a+2J2+ J1c+D} (93)
and BQ is the same as given above in Eqs. (91). Thus
Diallo et al. predict a single dispersion relation instead
of two potentially nondegenerate ones as in Eq. (90).
In the absence (D = E = 0) of single-ion anisotropy
that can lead to energy gaps in the spin wave excitation
spectrum, the dispersion relations (90) and (92) derived
in the two studies261,303 are identical. In their analy-
sis of the high-energy spin wave dispersion in CaFe2As2
crystals measured with inelastic neutron scattering (see
Sec. III J 2 below), Zhao et al.308 used the dispersion re-
lation in Eq. (92) after setting D = 0.
Ewings et al.303 also calculated the magnetic response
functions Sαβ(Q, ω) per formula unit of 122-type FeAs-
based materials for magnon creation in Eq. (66) and
found that only the diagonal correlations transverse (yy
and zz) to the ordered magnetic moment ~µ||x contribute
to the scattering function, as expected from the discus-
sion at the end of Sec. III I 1 above. Their expressions for
these are303
Syy(Q, ω) = Seff
AQ −BQ − C
h¯ω+(Q)
[n(ω) + 1]δ[ω − ω+(Q)]
and (94)
Szz(Q, ω) = Seff
AQ −BQ + C
h¯ω−(Q)
[n(ω) + 1]δ[ω − ω−(Q)],
where y||b, z||c, Seff is the “effective spin” which is ex-
pected to be the same as S in the linear spin wave approx-
imation, n(ω) is the boson occupation number in Eq. (71)
and δ(x) is the Dirac delta function. These expres-
sions (94) assume that the spin waves are not damped,
which is a good approximation if the damping energy h¯γ
in Eq. (81) is much less than the neutron spectrometer
energy resolution.
In their analysis of the low-energy spin wave spectra for
Ba(Fe0.96Co0.04)2As2, Christianson et al. used the dis-
persion relation (92) and explicitly included an energy
width via the expression for the damped simple harmonic
oscillator form (83) for χ′′(Q, ω) in their expression for
S(Q, ω), according to309
S(Q, ω) ∝ AQ −BQ
ω0
4
π
Γω0ω
(ω20 − ω2)2 + 4(Γω)2
, (95)
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where Γ ≡ γ/2.
Applegate et al. have also made a study of spin waves
in the orthorhombic square lattice Heisenberg J1a-J1b-J2
model.310
6. Spin Wave Gap: 122-Type Compounds
The energy gaps, or “spin gaps”, in the spin wave spec-
trum at the minima of the dispersion relation at different
points in the Brillouin zone can be obtained by inserting
the appropriate Q = (H,K,L) r.l.u. orthorhombic recip-
rocal lattice units into the dispersion relation. For the
122-type FeAs-based compounds, all studies so far show
the orthorhombic antiferromagnetic propagation vector
to be QAF = (1, 0, 1) r.l.u. (see Table XXIX in the Ap-
pendix). The dispersion relations (90) by Ewings et al.303
give the spin wave gaps at QAF = (1, 0, 1) r.l.u. as
∆+(101) = 2
3/2S
√
E[−(D − E)− 2(2J2 + J1a + J1c)]
(96)
∆−(101) = 2
3/2S
√
(D − E)(2J2 + J1a + J1c − E).
These spin wave gaps do not depend on J1b because the
coefficient of J1b in the expression for AQ in Eqs. (91)
is zero for K = 0. The solution ∆+(101) is unphysi-
cal (imaginary) for likely values of the parameters inside
the square root (see below), in which case the dispersion
relation ω+(Q) itself in Eq. (90) is also unphysical.
The spin wave gap at QAF = (1, 0, 1) r.l.u. obtained
from the ω(Q) of Diallo et al.261 in Eq. (92) is
∆(101) = 2S
√
D[D + 2(2J2 + J1a + J1c)]. (97)
This expression is different from either of the above two
expressions by Ewings et al. in Eqs. (96) with E = 0.
However, Eq. (97) reduces to ∆−(101) in Eqs. (96) with
E = 0 if D ≪ 2(2J2 + J1a + J1c).
On the scale of the full dispersion throughout the Bril-
louin zone, the spin gap is experimentally found to be rel-
atively small (see, Table XIII and Fig. 53 below). Also,
the anisotropy parameter D is found to be very small
compared with the exchange constants J , and can be
safely set to zero except when considering the spin gap
that arises from the anisotropy and/or the neutron scat-
tering intensity in Eq. (95). For example, in Eq. (97),
the second occurrence of D can be set to zero, but not
the first. In that case, one can solve for SD in terms of
the observed ∆(101) as
SD =
[∆(101)]2
8S(J1a + J1c + 2J2)
. (98)
7. Zone-Boundary Spin Wave Energies, Dispersion
Relations, and Neutron Scattering Intensity: 122-Type
Compounds
The values of the spin wave energies at the magnetic
zone boundaries QZB for AF ordering with orthorhom-
bic QAF = (1, 0, 1) r.l.u. can give additional information
on the values of the parameters in the spin Hamiltonian.
By inserting values of Q = QZB into the dispersion rela-
tion (92) of Diallo et al., one obtains
h¯ω(100) = h¯ω(001) =
2S
√
(D + 2J1c)(D + 2J1a + 4J2)
h¯ω(000) = ∆(101) = (99)
2S
√
D[D + 2(J1a + J1c + 2J2)]
h¯ω(111) = h¯ω(010) =
2S
√
[D + 2(J1a − J1b + J1c)]
×
√
(D + 2(2J2 − J1b))
h¯ω(011) = 2S
√
[D + 2(J1a − J1b)]
×
√
[D + 2(2J2 − J1b + J1c)].
With regard to h¯ω(111) and h¯ω(011), recall that the sta-
bility conditions for the stripe-b state in Eqs. (60) are
J1a > J1b and 2J2 > J1b. If one sets J1a = J1b ≡ J1, one
obtains the J1-J2 model.
The band widths are not usually equal to the differ-
ences between any of these values in Eq. (99) and the gap
∆(101), because the dispersion relation can vary non-
monotonically with Q. The band width of a particular
band for a particular combination of Js and D has to be
determined in general by evaluation of the full dispersion
relation, as shown in Fig. 47. In this figure, plots are
made of the dispersion relation for ratios of the exchange
constants that are relevant to the FeAs-based materials
(see Table XIII below). Here one must have J1b/J1a ≤ 1
and J2/J1b ≥ 1/2 for classical stability of the stripe-b
phase as shown above in Eq. (60). We also include plots
for the ratio J1b/J1a = 1 relevant to the J1-J2 model.
Note that in this case one must have J2/J1 ≥ 1/2 in
Eq. (56) for the stripe state to be stable according the
classical model.
The magnetic neutron scattering intensity as a func-
tion of the wave vector of the spin waves is shown in
Fig. 48. One sees that in general, the scattered inten-
sity dies off rather rapidly as the wave vector of the spin
waves moves away from the magnetic Brillouin zone cen-
ter at (h, k, ℓ) = (0, 0, 0) (compare Fig. 48 with Figs. 47).
Exceptions are in the third and fifth panels from the top
of Fig. 48 for the dispersion along the b-axis (the stripe
axis) for (h, k, ℓ) between (0,0,0) and (0,1,0). The first
case is for J2 = 0 and the second is for J2 at its sta-
bility edge J2/J1b = 1/2, where in general one requires
J2/J1b > 1/2 for classical stability of the stripe-b spin
state. Referring to Fig. 47, these two anomalous depen-
dences of intensity along (0,1,0) correspond to the cases
where there is no significant dispersion along this axis,
i.e. ω0(Q) ≈ 0.
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FIG. 47: (Color online) Theoretical spin wave dispersion relations E versus relative wave vector q = (h, k, ℓ) r.l.u. for different
pairs of parameters J1a, J1b, J1c and J2 in Eq. (92) for the Heisenberg model. Here, E is the energy of the spin waves in units
of SJ1a and the single-ion anisotropy energies D and E are set to zero since their influence is small relative to the vertical
energy scales of the figures. The horizontal axes for the different parameter sets are each at E = 0 and are separated vertically
by 10 units of E/(SJ1a). The orthorhombic wave vectors are measured relative to the antiferromagnetic ordering wave vector
(1,0,1), i.e., q = (h, k, ℓ) r.l.u. = [Q− (1, 0, 1)] r.l.u. The left and right panels are for J1c/J1a = 0.05 and 0.2, respectively. Each
plot is for a specific set of J1b and J2 values, as shown. By comparing the two figures, one sees that increasing Jc by a factor
of four has a significant influence on the dispersion relations.
8. Spin Wave Velocity at Low Energy: 122-Type
Compounds
The following generic expression describes the spin
wave dispersion about a magnetic zone center QAF at
low energy
Eq = h¯ω(q) =
√
∆2 + h¯2[v2aq
2
a + v
2
aq
2
b + v
2
c q
2
c ], (100)
where q ≡ Q−QAF = (h, k, ℓ) r.l.u. is the “reduced” spin
wave wave vector, h¯ is Planck’s constant divided by 2π,
∆ is the spin wave energy gap described in the previous
section, and va, vb and vc are the spin wave velocities
in the respective directions. The spin wave dispersion at
small energies about the observed orthorhombic ordering
wave vector QAF = (1, 0, 1) is derived for the 122-type
FeAs-based compounds by expanding ω(Q) in Eq. (92)
as in Eq. (100) using (H,K,L) = (1+h, 0+ k, 1+ ℓ) and
qaa = 2πh, etc., to obtain
h¯va = aS
√
(2J2 + J1a)(2J2 + J1a + J1c),
(101)
h¯vb = bS
√
(2J2 − J1b)(2J2 + J1a + J1c)−DJ1b,
h¯vc = cS
√
J1c(2J2 + J1a + J1c).
where a, b and c are the orthorhombic lattice parameters.
In some cases, only h¯va and h¯vc are measured. In
that case, one can determine SJ1c and the combination
S(J1a + 2J2) from Eqs. (101) as
S(J1a + 2J2) =
c(h¯va)
2
a
√
c2(h¯va)2 + a2(h¯vc)2
,
(102)
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FIG. 48: (Color online) Linear (left) and logarithmic (right) plots of the theoretical magnetic neutron scattering intensity at
ω = ω0(Q) by spin waves of frequency ω0(Q) calculated using S(Q, ω) ∝ (AQ − BQ)/ω0 from Eqs. (92) and (95) for different
pairs of ratios of J1b/J1a and J2/J1a, as shown, with fixed ratios J1c/J1a = 0.1 and D/J1a = 0.0013. Here q = (h, k, ℓ) r.l.u. =
[Q − (1, 0, 1)] r.l.u., and the variable parameter regimes are the same as in Fig. 47. The vertical intensity scales are the
same within each set of eight plots. In the linear plots on the left-hand-side, the horizontal axes are at zero intensity. In the
logarithmic plots on the right-hand-side, the intensity ratio in the vertical direction between adjacent horizontal axes is a factor
of 380.
SJ1c =
a(h¯vc)
2
c
√
c2(h¯va)2 + a2(h¯vc)2
.
Another possibility is that only h¯va and h¯vb are mea-
sured to have different nonzero values, but vc (and there-
fore J1c) is measured to be close to zero. In that case,
one can determine SJ1c and the combination S(2J2+J1a)
and S(2J2 − J1b) from Eqs. (101) as
S(2J2 + J1a) =
h¯va
a
,
(103)
S(2J2 − J1b) = a(h¯vb)
2
b2h¯va
.
Equations (101) place restrictions on the ranges of the
respective exchange constants that allow spin waves to
propage in the different directions (the arguments of the
square roots must be positive). The restriction J2 >
J1b/2 that is required for D = 0 to obtain a real vb > 0 in
Eqs. (101) is the same as one of the two classical stability
conditions in Eq. (60) for the observed magnetic stripe-b
phase. The stripe magnetic structure becomes unstable
with respect to the Ne´el state when vb → 0, and vb is
especially sensitive to the value of J1b. From Eqs. (101),
when J1a = J1b one obtains the perhaps counterintuitive
result that va 6= vb even when D = 0. This difference
between va and vb occurs because the two axes a and b
are not magnetically equivalent in the stripe-b phase, as
is clear from Fig. 40.
From the above equations, only the products of the or-
dered spin S with the exchange constants and anisotropy
parameters can be determined from fitting the experi-
mental dispersion relations by the theoretical ones. How-
ever, S (Seff) can be obtained by fitting the absolute in-
tensity of the scattered neutrons using Eqs. (94). Alter-
natively, as noted above, S is determined independently
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from the fitted ordered moment when solving the low-
temperature ordered magnetic structure if one assumes
a value for the g-factor.
9. Dynamical Susceptibility of the Nearly
Antiferromagnetic Fermi Liquid
Several groups224,225 have analyzed their magnetic in-
elastic neutron scattering results for χ′′(Q, ω) of Fe-
based superconductors and parent compounds in terms
of the quasielastic response for a nearly antiferromagnetic
Fermi liquid.311 Here, the term “quasielastic” means that
the response is diffusive and incoherent, with a peak in
χ′′(Q, ω)/ω at ω = 0, so there is no restoring force for
spin waves (ω0 = 0) and hence no collective spin wave
excitations. However, the form for χ′′(Q, ω) for a nearly
antiferromagnetic Fermi liquid cannot be obtained by a
simple modification of the expression (83) for a damped
simple harmonic oscillator. Instead, the general form of
χ(Q, ω) is derived in independent calculations to be
χ(Q, ω) = χ′(Q, 0)
G
G− i(h¯ω) , (104)
where χ′(Q, 0) is again the static susceptibility at wave
vector Q, G ≡ G(Q), and both χ′ and G depend on
temperature T . Then χ′′(Q, ω) is
χ′′(Q, ω) = χ′(Q, 0)
Gh¯ω
(h¯ω)2 +G2
, (105)
To fit their inelastic neutron scattering data on
the tetragonal optimally-doped superconductor
Ba(Fe0.925Co0.075)2As2, Inosov et al. successfully
used the expression224
χ′′(q, ω)T =
χTΓT h¯ω
(h¯ω)2 + Γ2T (1 + ξ
2
T q
2)2
(106)
with χT =
C
T + θ
,
ΓT = Γ0(T + θ),
ξT =
ξ0√
T + θ
,
and q ≡ Q−QAF,
where χT is a mean-field measure of the strength of the
antiferromagnetic correlations in the normal state (i.e.,
the staggered susceptibility), C is the Curie constant and
θ(q) is the Weiss temperature in the Curie-Weiss law
for χT , ΓT characterizes the magnetic excitation damp-
ing strength, ξT is the mean-field magnetic correlation
length, and QAF is the antiferromagnetic ordering wave
vector.
One can cast the expression (106) for χ′′(Q, ω) into the
general form (105). The static susceptibility is
χ′(q, 0) =
χT
1 + ξ2T q
2
(107)
=
C
T + θ + ξ20q
2
.
Thus the static susceptibility at a given Q is just the
mean-field Curie-Weiss law, but where the Weiss temper-
ature θ + ξ20q
2 depends on Q. At a given T , the χ′(Q, 0)
is largest for q = 0, i.e., for Q = QAF, as expected. The
relaxation rate G in Eq. (105) is obtained directly from
Eqs. (106) as
G = ΓT (1 + ξ
2
T q
2) (108)
= Γ0(T + θ + ξ
2
0q
2).
Note that Γ0 has units of eV/K and ξ
2
0 has units of A˚
2K.
The relaxation rate at fixed q decreases with decreas-
ing T as expected. From the staggered susceptibility for
the ordering wavevector q = 0 in Eq. (107), the expres-
sion (106) for χ′′(q, ω) allows for long-range antiferro-
magnetic order to occur if θ(q = 0) is negative (this θ is
for the staggered q = 0, not the uniform Q = 0, suscep-
tibility).
Diallo et al. used a somewhat different and more com-
plicated expression for G(Q) in Eq. (104) to analyze
their inelastic neutron scattering data on CaFe2As2 sin-
gle crystals in the paramagnetic state with T > TN.
225
The reasons for the different treatment are (1) anisotropy
between the orthorhombic a and b axes continues into
the tetragonal phase above TN (!) and this in-plane (2D)
anisotropy has to be included in χ(Q, ω), and (2) weak
dispersion is observed in the magnetic excitations along
the c-axis that also has to be included. With respect to
the 2D part, the authors used the generalized suscepti-
bility in tetragonal reciprocal lattice notation as
χ2D(Q
2D
AF+q2D, ω) =
χ0
(q22D + ηqxqy)a
2
T +
(
ξT
aT
)−2
− i h¯ωγ
,
(109)
where q2D = (qx, qy) =
2π
aT
(h, k) is the deviation of
the in-plane component of the wave vector from the in-
plane component of the antiferromagnetic wave vector
Q2DAF =
2π
aT
(
1
2 ,
1
2
)
, η is the in-plane anisotropy parame-
ter mentioned above, γ is the Landau damping parame-
ter, χ0 is the staggered susceptibility, aT is the a-b plane
tetragonal lattice parameter, and ξT is a temperature-
dependent correlation length.
The effect of the weak interlayer coupling Jc on the
dynamical susceptibility is taken into account via
1
χ(QAF + q, ω)
=
1
χ2D(Q2DAF + q2D, ω)
+ 2Jc sin
2
(qzc
4
)
(110)
where χ2D(Q
2D
AF + q2D, ω) is given in Eq. (109) and the
scattering vector is Q = QAF+q2D+qzcˆ. The imaginary
part of the dynamical susceptibility used to fit the neu-
tron scattering data is obtained by taking the imaginary
part of Eq. (110), which we will not write down.
SettingQ = 0 and ω = 0 in Eq. (110) gives a prediction
for the static uniform spin susceptibility225
χspin = χ(0, 0) =
χ0
2π2
(
1 + η2
)
+
(
ξT
aT
)−2
+ 2Jcχ0
.
(111)
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FIG. 49: (Color online) A sketch of the Brillouin zones (BZ)
in the Qx-Qy plane in orthorhombic (O, solid red axes and
BZ) and tetragonal (T, dashed blue axes and BZ) notation.
The center of the BZ is at (0,0) in either notation and is
designated by the symbol Γ. The first BZ boundaries are at
QBZ(A˚
−1
) = (± 2pi
a
aˆ, 0) and (0,± 2pi
b
bˆ), where a and b are the
respective a-axis and b-axis lattice parameters in tetragonal
or orthorhombic notation. In reciprocal lattice units (r.l.u.),
these BZ boundaries are designated as (H,K) = (±1, 0)
and (0,±1), respectively. The first BZ boundaries along the
cˆ or L direction (not shown) are at QBZ,c(A˚
−1
) = ± 2pi
c
or
L = ±1 r.l.u. in either tetragonal or orthorhombic nota-
tion. The in-plane component of the antiferromagnetic or-
dering vector for the FeAs-based layered compounds is shown
as a filled green circle, which in orthorhombic notation is
(H,K) = (1, 0) and in tetragonal notation is (H,K) =
(
1
2
, 1
2
)
.
J. Spin Dynamics from Inelastic Magnetic Neutron
Scattering Measurements: Experimental Results
1. Introduction
Before discussing the experiments, it is important to
point out a difference in notation used in different neu-
tron scattering papers to describe spin waves and/or spin
fluctuations in the 122-type and 1111-type FeAs-based
layered compounds. As shown above in Fig. 7, the a-
b plane of the low-temperature orthorhombic structure
is rotated by 45◦ with respect to the high-temperature
tetragonal structure, and the orthorhombic a and b lat-
tice parameters are about a factor of
√
2 larger than
the tetragonal lattice parameter a. The c-axis param-
eter is about the same in the two structures. Long-range
antiferromagnetic ordering is only observed in the low-
temperature orthorhombic structure. What this means
is that the Brillouin zone in the orthorhombic structure
is rotated by 45◦ in the a-b plane with respect to that in
tetragonal notation, and the basal plane Brillouin zone
edges are a factor of
√
2 smaller in orthorhombic nota-
tion as shown in Fig. 49. Thus, the AF ordering wave
vector in orthorhombic notation is (1,0,1) r.l.u., whereas
in tetragonal notation it is (12 ,
1
2 , 1) r.l.u. Furthermore, a
longitudinal scan parallel to the basal plane through the
antiferromagnetic orthorhombic (1,0,1) peak along the
a direction would be a (H ,0,1) scan, whereas in tetrag-
onal notation it would be a (H2 ,
H
2 , 1) scan according to
Fig. 49. Similarly, a transverse scan in the basal plane
through the orthorhombic (1,0,1) r.l.u. peak along the
b direction would be a (1,K,1) r.l.u. scan, whereas in
tetragonal notation it would be a (−K2 , K2 , 1) r.l.u. scan.
With respect to the FeAs-based compounds, it makes
sense to use orthorhombic r.l.u. notation in the or-
thorhombic phase because of its simplicity. In particular,
as seen in Fig. 40 the ordered moment and the antifer-
romagnetic propagation vector component in the basal
plane are both along the orthorhombic a-axis, and the
spin stripes are oriented along the orthorhombic b-axis.
Furthermore, the spin wave dispersion relations (90)
and (92) are expressed in orthorhombic notation. There-
fore we have used orthorhombic notation in the above
sections and will continue to do so unless tetragonal no-
tation is required to discuss particular literature data.
Some groups prefer tetragonal notation and other groups
prefer orthorhombic notation for the orthorhombic phase.
2. 122-Type FeAs-based Compounds
a. Low-Energy Spin Waves at Temperatures T < TN
Studies of the spin dynamics in the FeAs-based mate-
rials have been carried out using inelastic neutron scat-
tering techniques.18,312 As seen above in Eqs. (101), the
spin wave velocities along the orthorhombic a- and b-axes
are not expected to be the same. As shown in Fig. 50,
it is clear from the type of neutron scan made (longitu-
dinal or transverse) which spin wave velocity va or vb is
being measured. Due to time and resource constraints,
usually only va is measured [e.g., longitudinal (H, 0, 1)
scans through the AF wave vector (1,0,1)] in single crys-
tal experiments. To measure vb, one would need to carry
out transverse scans through the AF wave vector such as
(1,K, 1) scans.
Since the in-plane component of the antiferromagnetic
(AF) propagation vector in the 122- and 1111-type FeAs-
based materials is QAF,ab = (±1, 0), for a single domain
orthorhombic crystal at low temperatures there should
be no AF peaks at Qab = (0,±1) in Fig. 50 as required
by the twofold rotation axes in orthorhombic symmetry.
However, most crystals are twinned below the tetragonal-
orthorhombic structural transition temperature, which
switches the aˆ and bˆ lattice directions, resulting in a false
apparent fourfold rotational symmetry if the populations
of the two twins are the same. It is possible that there
can be scattering at the untwinned (1,0) magnetic zone
center from the scattering from twin Brillouin zone cen-
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FIG. 50: (Color online) Sketch showing the influence of twin-
ning on the in-plane magnetic scattering peak at fixed en-
ergy transfer in the first Brilloin zone of the orthorhom-
bic (O) 122-type FeAs compounds. The blue ellipses at
(H,K) = (±1, 0) r.l.u. are the spin wave scattering contours
for an untwinned crystal at the magnetic zone centers. Here
“L” refers to a longitudinal (in-plane radial) scan at fixed L
and “T” to a transverse (in-plane tangential) scan at fixed L
through the ellipse. The ellipse is elongated in the direction
of the smaller spin wave velocity component. Here, since it
is known that va > vb in the 122-type AFe2As2 compounds,
the minor axis of the ellipse is in the radial (aˆ) direction and
the major axis is in the transverse (bˆ) direction. The yellow
ellipses at (H,K) = (0,±1) r.l.u. arise from twins that oc-
cur upon cooling through the tetragonal-orthorhombic tran-
sition temperature, in which the aˆ and bˆ axis unit vectors are
switched. In the figure, from the relative intensities of the blue
and yellow ovals, the populations of the two twins are about
the same in this example. The anistropy in the response at
(1,0) r.l.u. should be the same as at (0,1) r.l.u. for equal twin
populations. However, it is possible that some scattering from
the twin appears at zone center of the untwinned domain,
thus each distorting the spin response near each magnetic
zone center of the other. On the other hand, except when
J1a ≈ J1b, the plots of the intensity versus spin wave wave
vector in Fig. 48 indicate that there is likely little interfer-
ence between the magnetic scattering from the twinned and
untwinned domains if the domains are macroscopic.
ters at (0,1), and vice versa. As seen below in Table XIII,
the exchange constant ranges inferred in different exper-
iments are approximately
J1c
J1a
∼ 0.01 to 2,
J1b
J1a
∼ −0.2 to 0.5, (112)
J2
J1a
∼ 0.5 to 1.
By reference to the spin wave dispersion relation data at
q = (110) r.l.u. in Fig. 47, one sees that it is possible that
there could be interference from the untwinned domains
at the magnetic Brillouin zone centers of the twins, and
vice versa. However, the plots of the intensity versus spin
wave wave vector in Fig. 48 show that there is likely little
interference if the twins are macroscopic. There has been
little explicit discussion in the literature of the influence
of twinning on the observed inelastic neutron scattering
spectra.
As discussed above in Sec. II A, twins have been
observed optically below the respective tetragonal-
orthorhombic transition temperature in AFe2As2 (A =
Ca, Sr, Ba)105 and Ba(Fe0.985Co0.015)2As2,
106 with in-
plane separations ∼ 10–50 µm. Transmission electron
microscopy of the AFe2As2 compounds gives similar re-
sults except that the twin boundaries are separated by
only 0.1–0.4 µm.107 In addition, a tweed pattern is found
in CaFe2As2.
107
Experimental spin wave velocities determined from in-
elastic neutron scattering measurements using the low-
energy dispersion relation (100) are summarized in Ta-
ble XII.250,304,306,308,309,313,314 Rather than report the
spin wave velocities themselves in conventional units of
cm/s, neutron scatterers always report spin wave veloci-
ties multiplied by h¯ in units of eV A˚ [see Eq. (100)]. The
conversion factor is given in the caption to Table XII.
The measurements all show a steep initial dispersion with
large energy gaps ∆ ∼ 6.5–9.8 meV arising presumably
from single-ion spin anisotropy. The spin wave veloci-
ties for the AFe2As2 parent compounds are in the range
h¯vab ∼ 280–560 meV A˚ with vc/vab = 0.2–0.5. Thus the
spin wave dispersion is three-dimensional but anisotropic,
which contrasts with the nearly two-dimensional disper-
sion in the layered cuprates.75 The in-plane spin wave ve-
locities for the 122-type FeAs-based materials are about
a factor of two smaller than the value h¯vab = 0.85 eV A˚
observed for T → 0 for the layered cuprate parent com-
pound La2CuO4 below its Ne´el temperature of 325 K
(Ref. 75) and the coincidentlly nearly identical value of
0.85(10) eV A˚ in the classic itinerant antiferromagnet
Cr metal.315 Exchange constants derived for various Fe-
based compounds from neturon scattering data are given
in Table XIII,250,261,304,306,308,309,313 from which the spin
wave velocities can be calculated using the expressions
in Sec. III I 8, which are then given in Table XII. Values
of the exchange constants calculated by Han et al. using
itinerant models are also listed in Table. XII.316 In the
following we briefly discuss several low-energy spin wave
scattering experiments on the undoped AFe2As2 parent
compounds.
Low-energy spin-wave dispersion data obtained by Mc-
Queeney et al. for co-aligned single crystals of CaFe2As2
are shown in Fig. 51.306 In Figs. 51(a) and (b), as the en-
ergy increases one does not see two peaks emerging from
the data corresponding to counter-propagating spin wave
branches, presumably because the dispersion is so steep
that the observations are resolution-limited in Q, but
one can see that the widths of the peaks in Q increase
with increasing energy. The two counterpropagating spin
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TABLE XII: Parameters characterizing the dispersion of spin waves in single crystals of FeAs-based compounds according
to Eq. (100). The quantities listed are the superconducting and/or crystallographic/magnetic transition temperature Tc, TN
and/or TS ≡ T0, the temperature T at which the measurements were taken, the energy transfer h¯ω range of the measurements,
the spin-wave energy gap ∆, and the ab-plane and c-axis spin wave velocities multiplied by h¯, h¯vab or h¯va, h¯vb and h¯vc. The
va is parallel to the AF propagation vector and perpendicular to the spin stripes, whereas vb is parallel to the spin stripes.
The superconducting compound Ba(Fe0.935Co0.065)2As2 is tetragonal at all temperatures and exhibits no long-range magnetic
ordering above 2 K. To obtain the spin wave velocities va,b and vc in conventional units, the conversion is 1 eV A˚/h¯ =
1.52 × 107 cm/s. An error in parentheses is the error in the last digit of the preceding value.
Compound T0 T h¯ω range ∆ h¯va h¯vb h¯vc Ref.
(K) (K) (meV) (meV) (eV A˚) (eV A˚) (eV A˚)
CaFe2As2 172 14 10–25 6.9(2) 0.42(7) 0.27(10) 306
— — — 2.1b 0.47b 0.29b 0.19b 306
CaFe2As2 10 25–210 ≡ 0 0.50(9)
d 0.35(4)d 0.26(6)d 308
SrFe2As2 200–220 160 1–16 3.5 0.57(11)
d 0.28(6)d 313
7 1–16 6.5 313
BaFe2As2 5 10–12 9.8(4) 0.28(15) 0.057(7) 250
Ba(Fe0.96Co0.04)2As2 11, 58.0(6) 1.6, 20 3–11 8.1(2)
d 0.181(1)d 0.043(1)d 309
Ba(Fe0.953Co0.047)2As2 17,47,60 25 5–10 8(1) ≥ 0.123 0.043(9) 314
Ba(Fe0.935Co0.065)2As2 23,— 7 9–75 10.0(5)
a 0.58(6) 0.23(3)
c
304
aThis spin gap is due to the “spin resonance” in the supercon-
ducting state (see Sec. IVB 4), rather than due to single-ion spin
anisotropy and long-range antiferromagnetic order.
bCalculated using an itinerant model.
cToo small to measure.
dCalculated here from the SJ and SD values in Table XIII using
Eqs. (97) and (101).
TABLE XIII: Exchange and anisotropy parameters characterizing the dispersion of spin waves in single crystals of FeAs-based
compounds in a local moment model. Here S is the spin per Fe atom. For the compounds that exhibit antiferromagntic
ordering, S = µ/(gµB) is the ordered Fe spin where µ is the ordered moment per Fe atom and assuming the g-factor g = 2.
Also, J1, J2 and J1c are the exchange constants in a J1-J2-Jc model, and J1a, J1b, J2 and J1c are the exchange constants
in a J1a-J1b-J2-J1c model. The parameter D is the single-ion axial anisotropy coefficient. The superconducting compound
Ba(Fe1.935Co0.065)2As2 is tetragonal at all temperatures and exhibits no long-range magnetic ordering above 2 K. An error in
parentheses is the error in the last digit of the preceding value.
Compound T h¯ω range S(2J2 − J1b) S(2J2 + J1a) SJ1 or SJ1a SJ1b SJ2 SJc SD Ref.
(K) (meV) (meV) (meV) (meV) (meV) (meV) (meV) (meV)
CaFe2As2 14 10–25 76(14)
e 6.7(30)e 0.07(2)d 306
41b,g 10g 21g 3g 306
CaFe2As2 31.4
g 56.9g 27.6b,g −2.1g 14.6g 316
CaFe2As2 10 24–147 31(7)
b,h 13(8)h 31(3)h 4.5(1) 0.063 261
CaFe2As2 10 25–210 49.9(99)
b −5.7(45) 18.9(34) 5.3(13) ≡ 0 308
SrFe2As2 160 1–16 100(20) 5(1) 0.018(4)
d 313
SrFe2As2 24.8
g 62.5g 35.5b,g 2.2g 13.5g 316
BaFe2As2 5 10–12 71(37)
e 0.27(5)e 250
BaFe2As2 26.6
g 60.1g 36.1b,g −2.6g 12.0g 316
Ba(Fe0.96Co0.04)2As2 1.6, 20 3–11 32.0(1) 0.34(1) 0.25(1) 309
Ba(Fe0.935Co0.065)2As2 7 9–75 3(4)
f 104(10)f 43(7)a,c — 30(3)c ≈ 0 304
aThis value is J1 ≡ J1a = J1b.
bThis value is J1a.
cUses Eqs. (115).
dCalculated here using Eq. (98), the J values in this table, and
the ∆ value in Table XII.
eCalculated here using Eqs. (102) and the va and vc data in Ta-
ble XII.
fCalculated here using Eqs. (103) and the va and vb data in Ta-
ble XII.
gCalculated using an itinerant model.
hCalculated assuming that h¯ω[q = (010)] is between 50 and
150 meV.
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FIG. 51: (Color online) (a) and (b): Magnetic neutron scat-
tering intensity versus wave vector at energy transfers from 10
to 25 meV.306 Scans at different energies are vertically offset
by 160 counts. The solid black curves are fits to the data using
Eq. (85) and the model dispersion relation in Eq. (100), con-
voluted with the instrumental resolution function. The red
dashed lines for h¯ω = 25 meV in (a) and (b) are estimates
of the resolution lineshapes, respectively. (c), (d): Dispersion
relations derived from the fits to the data in (a) and (b). The
notation H and L is different than in (a) and (b); here H and
L refer to the deviation in r.l.u. from the antiferromagnetic
wave vector QAF = (1, 0, 3) (R. J. McQueeney, private com-
munication). In (d), the model dispersion along the [0,0,L]
direction is plotted as a shaded region, indicating that the
data for energies 10–20 meV only give a lower bound on the
spin wave velocity along L. Reprinted with permission from
Ref. 306. Copyright (2008) by the American Physical Society.
wave peaks can be resolved in principle by increasing the
energy transfer h¯ω.
The dispersion relation data in Figs. 51(c) and (d)
were determined by fitting two peaks to the data in
(a) and (b) using Eqs. (85) and (100), as shown by the
solid black curves. The resulting spin wave velocities
are listed in Table XII. An important result emerging
from this study306 is that the in-plane spin wave veloc-
ities are large, comparable to but roughly a factor of
two smaller than in the layered cuprates as mentioned
above,75 and another is that the c-axis spin wave veloc-
ity is a large fraction of the in-plane spin wave veloc-
ity. Thus the FeAs-type parent compounds should be
considered to be anisotropic three dimensional antifer-
romagnets rather than quasi-two-dimensional antiferro-
magnets like the layered cuprates. Furthermore, the au-
thors found that the spin wave velocities could be quan-
titatively explained using band theory, as shown in Ta-
ble XII. They were also able to explain their subsequent
high-energy spin wave dispersion and relaxation data on
this compound261 using an itinerant magnetism model
(see the following section).
Spin wave dispersion data for single crystal BaFe2As2
(Ref. 250) are discussed below with reference to Fig. 54.
Spin wave excitations have also been observed by
Christianson et al. in single crystal Ba(Fe0.96Co0.04)2As2,
which according to the phase diagram in Fig. 5 is a
composition where superconductivity and antiferromag-
netism coexist below Tc, in this case with TN = 58.0(6) K
and Tc = 11 K.
309 They carried out constant energy
(H,H, 1¯) and (12 ,
1
2 , L) r.l.u. scans in tetragonal notation
at 3–11 meV, and analyzed their data using Eqs. (92)
and (95). Their spin wave velocities, and SJ and SD
values, are listed in Tables XII and XIII, respectively.
An interesting result from their measurements is that
the spin wave dispersion is three-dimensional, as in
undoped BaFe2As2, but in contrast to optimally Co-
doped Ba(Fe1−xCox)2As2 where the dispersion is two-
dimensional. In their inelastic neutron scattering study
of single crystal Ba(Fe0.98Ni0.02)2As2, Harriger et al. sug-
gested that the observed decrease in the spin gap to
2 meV upon Ni doping may be due to a decrease in the
c-axis coupling.317
b. High-Energy Magnetic Excitations at Temperatures
T < TN
For magnetic excitations at higher energies up to
200 meV, there are conflicting interpretations of inelas-
tic neutron scattering data at low temperatures for sin-
gle crystals of the same parent compound CaFe2As2.
The report of Diallo et al. favors an itinerant electron
interpretation,261 whereas that of Zhao et al. favors a lo-
cal moment Heisenberg model description.308 As empha-
sized by Diallo et al., one can always fit low-temperature
spin wave dispersion relations for either a local or itin-
erant antiferromagnet state at low energies by a local
moment model.
The spin wave dispersion relations and damping pa-
rameter versus energy at 10 K in CaFe2As2 crystals de-
termined by Diallo et al. from inelastic neutron scattering
measurements are shown in Fig. 52.261 The authors fit-
ted their data by the local moment spin wave dispersion
relation (92) and found good agreement as shown in the
figure with exchange constants listed in Table XIII. By
fitting the absolute neutron scattering intensity, the au-
thors obtained the ordered spin S = µ/(gµB) = 0.40(5),
consistent with the ordered moment measured directly
by solving the low temperature magnetic structure (see
Table XXIX in the Appendix). It is hard to see how a
spin S = 1/2 could arise in a local moment description
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FIG. 52: Left panels: Spin wave energy h¯ω at 10 K in high symmetry directions for CaFe2As2 crystals. The orthorhombic
reciprocal lattice units on the horizontal axes are the deviations q from the antiferromagnetic wave vector (1,0,1).261 Half-
filled circles with error bars: experimental data. Open circles: theoretical maxima in χ′′(q, ω) from ab initio band structure
calculations. Solid curves: global fit of spin wave theory [Eq. (92)] to the data. Dashed curves in far right top subpanel: local
moment dispersion relations for Brillouin zone energies h¯ω(010) = 50 and 150 meV. Right panel: Spin wave relaxation rate Γ
versus energy transfer h¯ω.261 The filled circles with error bars are experimental data and the open circles are Landau damping
rates from density functional theory. Reprinted with permission from Ref. 261. Copyright (2009) by the American Physical
Society.
of the magnetism, as also subsequently noted by Zhao et
al.308 Indeed, Diallo et al. obtained an excellent quanti-
tative description and understanding of all of their data
using band theory as shown in Fig. 52, including the spin
wave damping rates in the right-hand panel. Using this
itinerant magnetism description, they were thus not con-
fronted with explaining why the J values take the values
that they do or how a local spin 1/2 can come about
in a local moment description. They concluded, “the
present results favor an itinerant model for magnetic ex-
citations in the parent CaFe2As2 compound, as opposed
to a local moment Heisenberg model. ... CaFe2As2 is
thus best described as an itinerant three-dimensional an-
tiferromagnet.” In subsequent publications, this research
group continued to favor and extend the itinerant mag-
netism model for the FeAs-based superconductors and
parent compounds.
The dispersions at 10 K in CaFe2As2 crystals measured
by Zhao et al. along different high symmetry directions
at 10 K are shown in Fig. 53.308 The total bandwidth
of the spin wave excitations is about 200 meV. The
data were fitted (solid curves) by a local moment Heisen-
berg model with anisotropy constant D = 0 and with
exchange constants J1a, J1b, J2 and J1c as in Fig. 40
using the dispersion relation (92).308 The fitted J values
are listed in Table XIII and the low-energy spin wave
velocities calculated from these J values are given in Ta-
ble XII. The dashed red curves in Fig. 53 are fits by
an alternative J1-J2 Heisenberg model to the low-energy
data where J1 ≡ J1a ≈ J1b. The large deviation of this
fit from the high-energy data in Fig. 53(c) shows that
setting J1a ≈ J1b is a poor approximation. However,
the large anisotropy between positive (antiferromagnetic)
SJ1a and negative (ferromagnetic) SJ1b in Table XIII is
very hard to understand in a local moment picture in
view of the small orthorhombic distortion (∼ 1%, see
Table XXIX in the Appendix) of this compound below
TN = TS = 170 K. Zhao et al. stated that this co-
nundrum indicates that “magnetism in the parent com-
pounds of iron arsenide superconductors is neither purely
local nor purely itinerant, rather it is a complicated mix
of the two.”308 The energy-dependent damping of the
spin waves is shown at the bottom of Fig. 53(a). The au-
thors did not fit these data by theory, but they suggested
that these data are not consistent with an itinerant mag-
netism description.
Inelastic magnetic neutron scattering measurements
of single-phase LaFeAsO1−xFx samples with x = 0.057
(Tc = 25 K), x = 0.082 (Tc = 29 K), and a strongly over-
doped sample with x = 0.158 (Tc = 7 K, with 10% su-
perconducting volume fraction) was carried out at a tem-
perature of 4 K and at energy transfers up to 15 meV.318
Magnetic scattering was clearly present in the two su-
perconducting samples with x = 0.057 and x = 0.082
at the antiferromagnetic wavevector and at an energy of
∼ 11 meV, but was absent in the poorly superconducting
sample with x = 0.158. From these results the authors
concluded that spin fluctuations arising from Fermi sur-
face nesting are required for superconductivity to occur
in the FeAs-based class of superconductors.
c. Magnetic Excitations in the Paramagnetic State above TN
Neutron scattering measurements at fixed energy
transfer carried out on BaFe2As2 single crystals at tem-
perature T = 5 K by Matan et al. showed spin wave
dispersion both in the a-b plane and along the c-axis as
shown in Fig. 54,250 as expected for anisotropic three
dimensional propagation of spin waves. However, the
data in Fig. 54 at T = 145 K > TN = 136(1) K showed
only propagation of magnetic excitations within the a-b
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FIG. 53: (Color online) Spin wave energy h¯ω in high symme-
try directions for CaFe2As2 at 10 K in orthorhombic recipro-
cal lattice notation.308 The filled circles are data from inelastic
neutron scattering measurements and the solid black curves
are fits by a local moment Heisenberg model. The dashed
red curves are fits by an alternative J1-J2 Heisenberg model
where J1 ≡ J1a ≈ J1b and the blue vertical bars at the bot-
tom of (a) are the experimental spin wave damping values
Γ ≈ 0.15h¯ω. Reproduced by permission from Ref. 308 and
from Macmillan Publishers Ltd: Ref. 308, copyright (2009).
plane, indicating a transition from three-dimensional to
two-dimensional spin correlations at 10–12 meV energy
transfer on heating above TN. Interestingly, these excita-
tions were at the same wave vector as the spin wave exci-
tations at 5 K. Additional measurements at TN = 136 K
showed a peak at (1,0,1) that is not present in the data
in Fig. 54 at 145 K that indicated intralayer magnetic
correlation lengths of 15 A˚ at energy 0.7 meV and 18 A˚
at 12 meV, and critical scattering at and above TN at
0.7 meV,250 in spite of several reports of a first order
transition at TN in this compound.
A first order phase transition has also been reported
at the structural and magnetic transition in CaFe2As2
at TN = 172 K. However, magnetic correlations were ob-
served by Diallo et al. from TN up to their maximummea-
surement temperature of 300 K (1.8TN).
225 They find
that at TN, the spin gap that arises below TN in the spin
wave excitation spectrum closes, and the spin wave ex-
citations at tetragonal Q =
(
1
2 ,
1
2 , L
)
r.l.u. (L = odd)
are replaced by diffusive (quasielastic) excitations at the
FIG. 54: (Color online) Constant energy scans at 10 meV (left
panels) and 12 meV (right panels) through the orthorhom-
bic magnetic Bragg wave vector (1,0,1) r.l.u. at temperatures
of 5 K and 145 K for a single crystal of BaFe2As2 with
TN = 136(1) K.
250 The scans at 5 K in (b), (d), (f), and
(h) were fitted by the low-energy spin wave dispersion re-
lation (100) with parameters given previously in Table XII
(solid curves). The solid curve fits to the data at 145 K in
(a) and (b) are Gaussians convoluted with the instrumental
resolution. The data show that the magnetic excitations at
145 K > TN are uncorrelated between layers. However, the
magnetic excitations at TN and at a low energy of 0.7 meV
do show dispersion along the c-axis (not shown). The dot-
ted curves in (a)–(d) and (f) and (h) show the spectrometer
resolution and the dotted lines in (e) and (g) show the esti-
mated background. Reprinted with permission from Ref. 250.
Copyright (2009) by the American Physical Society.
same wave vectors that extend up to high energies of
at least 60 meV.225 Contrary to the above results for
BaFe2As2 crystals, modulations of the scattered inten-
sity along L occur all the way to 300 K, as shown in
Fig. 55.225 The authors’ analysis is consistent with itiner-
ant spin fluctuations overdamped by particle-hole excita-
tions. They used a theory for a nearly antiferromagnetic
Fermi liquid as outlined above in Sec. III I 9 to fit their
data. From a fit to their high quality data at 180 K, they
obtained the parameters in the expression (110) for the
generalized 3D susceptibility as
γ = 43(5) meV,
η = 0.55(36), (113)
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FIG. 55: (Color online) Wave vector scans
(
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)
r.l.u.
(a,c) and (H,H, 3) r.l.u. (b,d) in tetragonal notation at fixed
energy transfer h¯ω = 10 meV for single crystals of CaFe2As2
at 180 K (c,d) and 300 K (a,b).225 The solid curves in (a) and
(c) are fits to the data by the imaginary part of Eq. (110).
The solid curves in (b) and (d) are guides to the eye. The
dashed lines are estimates of the background scattering. The
shaded areas are the estimated magnetic scattering contribu-
tions. Reprinted with permission from Ref. 225. Copyright
(2010) by the American Physical Society.
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FIG. 56: Magnetic structure factor S(Q,ω) versus energy h¯ω
at tetragonal Q =
(
1
2
, 1
2
, L
)
r.l.u. An estimate of the nonmag-
netic background has been subtracted. The oscillations in the
scattered intensity versus L as seen in Fig. 55 are present here
but not as clearly defined. The solid curve is a fit of the data
by the imaginary part of Eq. (110) using the parameters in
Eq. (113). Reprinted with permission from Ref. 225. Copy-
right (2010) by the American Physical Society.
χ0 = 0.20(5)
µ2B
meV f.u.
= 0.007(2)
cm3
mol
,
ξT = 7.90(10) A˚,
ηc ≡ Jcχ0 = 0.20(2),
where the substitution qz = 2π(L − 1)/c was made. A
fit to their data at 180 K by this theory is shown in
Fig. 56. Their theory forQ nearQAF can be extrapolated
to ω = 0 and Q = 0 to obtain a prediction for the static
uniform susceptibility as discussed above in Secs. III E 5
and III I 9.
From their fit to the data, the authors also estimated
the instantaneous effective Fe moment µeff according to
Eq. (78).225 The fit model is not necessarily expected
to be applicable in the high energy range > 200 meV.
With this caveat, the value obtained for µeff depends
on the cutoff energy on the fit function as follows (R.
J. McQueeney, private communication). The µeff val-
ues obtained for the indicated cutoffs in parentheses are
0.47 (100), 0.66 (200),225 0.90 (400), 1.16 (800) and
1.41 µB/Fe atom (1600 meV). These values are all signif-
icantly smaller than the effective moment of 1.73 µB for
the smallest possible localized quantum spin (S = 1/2)
with g-factor g = 2. This result is thus inconsistent with
proposed scenarios where the small ordered moments ob-
served in the antiferromagnetically ordered states of the
FeAs-based materials are suppressed due to frustration
and/or fluctuation effects in a large-local-moment (e.g.,
S = 2, µeff = 4.9 µB/Fe) system. Inosov et al. gave the
value of the wave vector- and energy-integrated χ′′ up
to 35 meV for optimally doped Ba(Fe1.925Co0.075)2As2
(see also below),224 which together with Eq. (78) gives
µeff = 0.28 µB/Fe, consistent with the above µeff versus
energy-cutoff behavior for CaFe2As2.
For a polycrystalline sample of the 1111-type com-
pound LaFeAsO with TN ∼ 140 K, two-dimensional mag-
netic scattering was observed from TN all the way up to
300 K.319
An inelastic neutron scattering study of
Ba(Fe0.92Co0.08)2As2 single crystals detected mag-
netic excitations above Tc at the SDW wavevec-
tor (1, 0, L) r.l.u. that were independent of L for
−2.5 <∼ L <∼ 0.5, again indicating that the spin fluctua-
tions were quasi-two-dimensional.222 Furthermore, these
authors found that the spin fluctuation intensity was
present all the way up to 200 K, where the intensity was
still ∼ 1/4 of that at Tc.222
d. Spin Excitations in Paramagnetic Tetragonal Doped
Compounds
d1. Ba(Fe1.935Co0.065)2As2
Lester and coworkers observed spin wave-like excita-
tions in the paramagnetic tetragonal structure of su-
perconducting Ba(Fe1.935Co0.065)2As2 single crystals as
shown in Fig. 57 (see Fig. 50).304 They did not observe
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FIG. 57: (Color online) Energy transfer h¯ω versus tetrago-
nal wave vector for magnetic excitations in co-aligned sin-
gle crystals of tetragonal Ba(Fe1.935Co0.065)2Ass at a tem-
perature of T = 7 K, which is below the superconducting
transition temperature Tc = 23 K.
304 Panels (a)–(d) show
data for constant energy scans along tetragonal (H,H,L)
directions, which in orthorhombic notation are longitudinal
(H, 0, L) scans through the in-plane wave vector (1,0,L). Pan-
els (e)–(h) show data for constant energy scans along tetrago-
nal (H,−H,L) directions, which in orthorhombic notation are
transverse (0,K, L) scans through the in-plane wave vector
(1,0,L) (see Fig. 50). In panels (d) and (h) for h¯ω = 9.5 meV,
data are also shown for T = 26 K > Tc to illustrate the
development of the spin gap as part of the “spin resonance”
below Tc. Reprinted with permission from Ref. 304. Copy-
right (2010) by the American Physical Society.
any evidence of long-range magnetic order down to a
temperature of 2 K. By extending the energy range to
9–75 meV, they were able to clearly resolve two coun-
terpropagating spin excitation branches in the a-b plane
at the higher energies as seen in the figure. No disper-
sion along the c-axis was detected, which means that the
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FIG. 58: (Color online) The dispersion of the mag-
netic excitations in aligned single crystals of tetragonal
Ba(Fe0.935Co0.065)2As2 at temperature T = 7 K (T < Tc =
23 K) along (a) q‖ and (b) q⊥ as determined from fitting the
data in Fig. 57 by Eq. (82).304 Here, the longitudinal q‖ = qa
is along the orthorhombic a-axis direction and the transverse
q⊥ = qb is along the orthorhombic b-axis direction. These
(qa, qb, L) values are the deviations from the orthorhombic
(1, 0, 0) point in the orthorhombic Brillouin zone. There is
no measurable dispersion along the c-axis in this study. The
solid curves are the fits of the data by Eq. (100) with vc = 0.
Even without the fits, it is obvious from the figures that the
longitudinal spin wave velocity is significantly larger than the
transverse one. This is an unexpected result in a tetragonal
structure where aT = bT. The symbols denote L values: filled
squares (L even); filled circles (L odd); filled diamonds (L
non-integer). The spin gap at q = 0 [Q = ( 1
2
, 1
2
, L) r.l.u. in
tetragonal notation] is due to the resonance mode that devel-
ops below Tc (see Sec. IVB4). The dashed blue lines are the
corresponding dispersions for CaFe2As2 by Zhao et al.
308 as
quoted by Ref. 304. Reprinted with permission from Ref. 304.
Copyright (2010) by the American Physical Society.
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spin excitations are purely two-dimensional and in the
a-b plane, consistent with an inelastic neutron scattering
study of single crystal Ba(Fe1.92Co0.08)2As2,
320 and in
contrast to the strong c-axis dispersion of spin waves in
the BaFe2As2 parent compound as described above. Re-
markably, the excitations have the same in-plane wave
vector
(
1
2 ,
1
2
)
T
= (1, 0)O and similar energy versus wave
vector dispersion as those in the antiferromagnetically
ordered orthorhombic structure of the undoped 122-type
parent compounds. In particular, this wave vector sug-
gests that spin waves are propagating in a short-range or-
dered antiferromagnetic structure that is locally the same
as the long-range stripe-ordered antiferromagnetic struc-
ture in the orthorhombic parent compounds in Fig. 40.
From Fig. 7, if the spin correlations had instead been
Ne´el-type in the a-b plane, the wave vector of the fluctu-
ations would have been (1, 1) in orthorhombic notation
or (1, 0) and/or (0, 1) in tetragonal notation.
Furthermore, as shown in Fig. 57, Lester et al. observed
an anisotropy in the spin wave dispersion between the
orthorhombic (H, 0, 0) and (0,K, 0) directions, with the
same sign of the anisotropy as predicted by Eqs. (101) for
spin waves in the long-range ordered orthorhombic anti-
ferromagnetic stripe-b phase.304 Because these spin waves
occur in the tetragonal paramagnetic state in which there
is no long-range magnetic ordering, these similarities sug-
gest that there is a so-called nematic degree of freedom in
the doped materials, where there is a distinct directional
nature to the spin excitations that “remember” the spe-
cific nature of the stripe-b-type long-range antiferromag-
netic ordering in the orthorhombic parent compounds, or
vice versa.304 The authors suggested that this might arise
from an “order-from-disorder” effect in a local moment
picture but they point out that it can also arise in an
itinerant description.
One might ask whether the in-plane anisotropy in
the inelastic neutron scattering results for the nomi-
nally tetragonal phase might arise from inhomogeneous
crystals containing macroscopic regions of orthorhom-
bic, long-range antiferromagnetically ordered, material.
However, Lester et al. examined this issue and stated,
“Elastic neutron scattering revealed no evidence of mag-
netic order at this doping level at temperatures down to
2 K.”304 There was also no evidence for an orthorhombic
crystallographic distortion (S. Hayden, private communi-
cation). These results indicate that the volume fraction
of orthorhombic material, which would show long-range
antiferromagnetic ordering, is negligible and that the de-
duction of a nematic degree of freedom in the tetragonal
phase is correct.
Lester et al. analyzed their magnetic inelastic neutron
scattering data for single crystal Ba(Fe1.935Co0.065)2As2
at 7 K < Tc in Fig. 57 using the damped harmonic oscil-
lator response function (82) to determine the dispersion
of the magnetic excitations. These data are plotted in
Fig. 58 for the two scan directions. In Fig. 58, q‖ is the
same as qa in orthorhombic notation and q⊥ is the same
as qb in orthorhombic notation. These data were fitted
using the low-energy spin wave dispersion relation (100),
where vc in Eq. (100) was taken to be zero, and the fits
are shown as the solid curves in Figs. 58(a) and (b). To
within the errors, there are no deviations of their data
from Eq. (100). The spin gap ∆ and the anisotropic spin
wave velocities va and vb obtained from the fits are listed
in Table XII, where they are seen to be similar to the
corresponding values for the undoped parent compounds.
The spin gap at Q = (12 ,
1
2 , L) r.l.u. (tetragonal notation)
is due to the resonance mode that develops below Tc (see
Sec. IVB4).
One can attempt to interpret the spin wave velocities in
terms of a local moment model. However, with two spin
wave velocities and six parameters in Eqs. (101) one must
make some assumptions and/or approximations in order
to arrive at quantitative interpretations. The approach
of Lester et al.304 was to set Jc = 0 because they detected
no spin wave dispersion along c, and set D = 0 which is a
very good approximation. They also set J1a = J1b ≡ J1,
which is an approximation with unknown error, form-
ing the J1-J2 model discussed above in Sec. III F. Then
Eqs. (101) become304
h¯va = aOS(2J2 + J1)
(114)
h¯vb = aOS
√
(2J2 + J1)(2J2 − J1),
where aO =
√
2 aT is the basal plane lattice parameter
in orthorhombic notation, yielding
SJ1 =
h¯va
2aO
[
1−
(
vb
va
)2]
,
(115)
SJ2 =
h¯va
4aO
[
1 +
(
vb
va
)2]
.
Their values of SJ1 and SJ2 are listed in Table XIII.
Alternatively, we have analyzed the spin wave veloci-
ties va and vb using Eqs. (103) to obtain S(2J2 + J1a)
and S(2J2 − J1b), as listed in Table XIII. Interestingly,
the latter analysis indicates that J2 is close to J1b/2,
which according to Eq. (60) is the classical stability con-
dition for stripe-b type of long-range antiferromagnetic
ordering. However, it is not clear that spin wave theory
should be applicable to metallic compounds not exhibit-
ing long-range antiferromagnetic order.
Lester et al. integrated t eir χ′′(Q, ω) data over Q
to obtain the local susceptibility χ′′(ω) according to
Eq. (79) and plotted their result in their Fig. 5.304 We fit-
ted their χ′′(ω) data for 26 K > Tc and for h¯ω < 80 meV
by an odd-function polynomial in ω, ω3 and ω5, and then
calculated µeff represented by this energy interval from
−80 to 80 meV according to Eq. (80), yielding µeff =
0.31 µB/Fe atom. This lower-limit value is a factor of 16
smaller than the value µeff = 2
√
6 µB ≈ 4.90 µBFe atom
expected for an Fe localized spin S = 2 with g = 2.
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FIG. 59: Imaginary part χ′′ of the dynamical susceptibil-
ity of a Ba(Fe0.925Co0.075)2As2 single crystal at temperature
T = 60 K versus 2D in-plane wave vector q = |Q−QAF| and
magnetic excitation energy h¯ω, where QAF = (
1
2
, 1
2
, L) r.l.u.
in tetragonal notation and h¯ ≡ 1 in the figure.224 The units of
χ′′ in the figure are µ2B eV
−1 f.u.−1, where f.u. means formula
unit. Such 3D isothermal plots for temperatures from 5 to
300 K are available.224 The wave vector scans from which the
figure was constructed were longitudinal ( 1
2
+h, 1
2
+h,L) r.l.u.
scans (L = 1, 3), i.e. q = (h, h, 0) r.l.u., and the anisotropy of
the magnetic excitations in the Qx-Qy plane was not exam-
ined (D. S. Inosov, private communication). Reprinted with
permission from Ref. 224.
Li and coworkers have carried out detailed inelas-
tic neutron scattering measurements on optimally-doped
Ba(Fe1.926Co0.074)2As2 single crystals.
321 They con-
firmed the in-plane anisotropy in the spin excitations
found by Lester et al. and in addition found evidence for a
crossover from diffusive to collective “quasi-propagating”
spin wave excitations above an energy of ∼ 100 meV.
They concluded that these spin waves disperse only in
the transverse (0K0) r.l.u. direction in orthorhombic no-
tation, which is in the direction of the ferromagnetically
aligned spin stripes in the magnetically ordered state of
the undoped FeAs-based compounds. The derived high-
energy transverse spin wave velocity is vb ∼ 0.40 eV A˚,
which is similar to other values for the 122-type FeAs-
based class of compounds in Table XII that were obtained
from lower-energy measurements.
d2. Ba(Fe1.925Co0.075)2As2
Inosov and coworkers have carried out inelastic mag-
netic neutron scattering measurements on one large sin-
gle crystal of Ba(Fe1.925Co0.075)2As2 over a range of tem-
perature T , and energy h¯ω and wave vectorQ transfer.224
An example of their normal state data for χ′′(q, ω) at
T = 60 K is shown in the 3D plot in Fig. 59. The mag-
netic excitations disperse in q with increasing energy but
the energy range is evidently not sufficient to resolve the
branches seen in Fig. 57 at h¯ω ≥ 57 meV for crystals with
nearly the same composition. A vertical cut through the
data at q = 0 in Fig. 59 is shown in Fig. 60, together
with additional data at q = 0 for T = 4 and 280 K. The
data at 4 K, below Tc = 25 K, reflect the presence of a
“spin resonance mode” at 9.5 meV in the superconduct-
FIG. 60: (Color online) Imaginary part χ′′ of the dynami-
cal susceptibility of a Ba(Fe0.925Co0.075)2As2 single crystal at
temperatures T = 4, 60, and 280 K at in-plane wave vector
q = |Q − QAF| = 0 versus magnetic excitation energy h¯ω,
where QAF = (
1
2
, 1
2
, L) r.l.u. in tetragonal notation.224 The
units of χ′′ in the figure are µ2B eV
−1 f.u.−1, where f.u. means
formula unit. The data at 60 K are from a vertical cut at
q = 0 of the data in Fig. 59. The solid curves are guides to the
eye. The dashed curves are cuts in a global fit to the normal
state data by Eq. (106) based on the itinerant nearly antifer-
romagnetic Fermi liquid model, with parameter values given
in Eq. (116). Reproduced by permission from Ref. 224 and
from Macmillan Publishers Ltd: Ref. 224, Copyright (2010).
ing state that will be discussed later in Sec. IVB 4.
The authors analyzed the normal state (T > Tc) data
using the itinerant nearly antiferromagnetic Fermi liquid
model according to the expression (106) for χ′′(Q, ω) and
obtained the values of the fitting parameters in Eq. (106)
as
C = 3.8(10)× 104 µ
2
B K
eV f.u.
= 1.2(3)
cm3 K
mol f.u.
,
θ = +30(10) K,
ξ0 = 163(20) A˚ K
1/2, (116)
and Γ0 = 0.14(4)
meV
K
.
The global fit is shown as the dashed lines in Fig. 60.
Overall, the global fit to the data is very good. The
authors attributed the discrepancy in the fit to the data
at the higher energies at 60 K in Fig. 60 possibly to “the
presence of several bands in the system, which shifts the
maximum of χ′′60K(Q, ω) to a higher value of ∼ 20 meV.”
We extrapolated the fitted normal state χ(Q ≈
QAF, ω) to (Q = 0, ω = 0) to obtain a predicted esti-
mated Pauli susceptibility in Sec. III E 5 above, and the
prediction has the right order of magnitude but with no
significant temperature dependence, contrary to observa-
tion. However, the extrapolation is not expected to be
accurate.
This study has an important bearing on the debate
75
about local moment versus itinerant pictures for the mag-
netism in the FeAs-based compounds, since it showed
that an itinerant model is viable over the temperature,
wave vector and energy ranges examined.
3. 11-type Fe1+y(Te1−xSex) Compounds
Inelastic neutron scattering studies on the Fe1+yTe
end member compound have not been reported. Such
measurements can give information on the spin wave
dispersion relations of the magnetic excitations associ-
ated with the diagonal double stripe static ordering at
wave vector
(
1
2 , 0,
1
2
)
r.l.u. Indeed, Babkevich et al. de-
tected incommensurate magnetic excitations at wave vec-
tor
(
1
2 − δ, 0, 12
)
(δ ≈ 0.03) r.l.u. for a crystal of non-
superconducting Fe1.10Te0.75Se0.25 at relatively low en-
ergy transfers of 2–6 meV.73 The data indicated “a quasi-
two-dimensional system with weak interactions along
c.” The measurements also demonstrated that the mag-
netic excitations persisted up to temperatures of at least
150 K.73 At present there are no dispersion relations re-
ported in either the long-range ordered or spin glass re-
gion for the spin wave excitations originating from the
statically ordered diagonal double stripe structure with
tetragonal in-plane wave vector
(
1
2 , 0
)
r.l.u.
In addition to the above magnetic excitations at(
1
2 − δ, 0, 12
)
r.l.u. associated with spin wave excitations
of the diagonal double stipe magnetic structure, inelas-
tic neutron scattering studies have found excitations in
Fe1+yTe1−xSex crystals with 0.05 <∼ x <∼ 0.5 at wave vec-
tors with in-plane components ∼ ( 12 , 12) r.l.u. that are
similar to the nesting/stripe-ordering wave vector found
in all the other Fe-based superconductors and parent
compounds.73,74,95,148,322–325 Even in the long-range an-
tiferromagnetically ordered regime of the phase diagram
in Fig. 6, a crystal of Fe1.02Te0.95Se0.05 with an ordered
moment of 1.68(6) µB showed incommensurate magnetic
excitations at
(
1
2 + ε,
1
2 − ε
)
r.l.u. with ε = 0.10(1).69 Xu
et al. found that bulk superconductivity only occurs if in-
elastic neutron scattering shows excitations at the nesting
wave vector ∼ ( 12 , 12) r.l.u.74 For superconducting com-
positions with x ∼ 0.3–0.5, a main interest has been in
the neutron spin resonance mode that develops in the
superconducting state below Tc at or near the in-plane
wave vector
(
1
2 ,
1
2
)
r.l.u. as discussed below in Sec. IVB 4.
Here we further discuss the normal state aspects of the
spin excitations.
A study of the magnetic excitations near
(
1
2 ,
1
2
)
r.l.u.
and their evolution with increasing energy was reported
by Lumsden et al. as shown in Fig. 61 for a non-bulk su-
perconductor Fe1.04Te0.73Se0.27 at a temperature of 5 K
(top four panels) and a bulk superconductor (Tc = 14 K)
FeTe0.51Se0.49 at 3.5 K (bottom four panels).
149 In ad-
dition to these data, the authors found that the exci-
tations are quasi-two-dimensional, with little dispersion
along the c-axis. At low energy the excitations in Fig. 61
are incommensurate (upper and lower left-hand panels),
but with increasing energy the excitations disperse to-
wards the (1,0) r.l.u. points (upper and lower right-hand
panels). The authors emphasize the four-fold symmetry
of the excitations around the (1,0) r.l.u. point(s), which
according to Fig. 37 corresponds to the wave vector for
G-type (Ne´el or checkerboard) static antiferromagnetic
ordering. The data were successfully fitted by the so-
called Sato-Maki function for χ′′(Q, ω) that was previ-
ously applied to the cuprates, because it incorporates
such a four-fold symmetry, which the authors suggest in-
dicates a similarity between the superconducting mecha-
nisms in the two types of compounds. However, making
this identification between the natures of the Fe-based
and cuprate superconductors is puzzling. The undoped
and low-doped cuprates order antiferromagnetically at
or near the (1,0) r.l.u. wave vector and the spin waves
for these and more highly doped samples disperse away
from this wave vector at high energies.75,326 On the other
hand, none of the Fe-based superconductors or parent
compounds show any inclination to order antiferromag-
netically at or near (1,0) r.l.u., and the magnetic exci-
tations in Fig. 61 disperse towards, not away from, the
(1,0) r.l.u. and equivalent points with increasing energy.
Other studies have established the occurrence of in-
commensurate magnetic excitations in the normal state
of Fe1+yTe1−xSex single crystals using inelastic neutron
scattering measurements. Argyriou et al. reported mag-
netic excitations in FeTe0.6Se0.4 (Tc = 14 K) in the
normal state at wave vectors
(
1
2 ± ε, 12 ∓ ε
)
r.l.u. with
ε = 0.09(1) at energies up to 80 meV.322 These wave
vectors are isolated wave vectors at a given energy and
are not part of a spin-wave cone, suggesting itinerant
magnetism.322 The authors qualitatively described these
data using a four-band itinerant model. Lee et al. found a
similar discrete incommensurability of the magnetic ex-
citations at wave vectors transverse to
(
1
2 ,
1
2
)
r.l.u. in
FeTe0.5Se0.5 and suggested that this arises from coupled
spin-orbital excitations.148 They further suggested that
“If correct, it follows that these nematic fluctuations are
involved in the (neutron spin) resonance and could be
relevant to the pairing mechanism.”148
Li and coworkers reported an hour-glass shaped dis-
persion of the spin excitations in the normal state of
FeTe0.6Se0.4 at low energies of 1–10 meV.
325 The au-
thors suggested that “spin excitations and superconduc-
tivity in FeTe0.6Se0.4 are connected with that of the cop-
per oxide superconductors in an unexpected way,” and
that “among the different Fe-based superconductors, the
FeSexTe1−x family is the closest material to the copper
oxides.”325 This latter assessment is consistent with the
discussion in Sec. III E 3 above for FeTe that suggested
that this compound is a local moment antiferromagnet.
On the other hand, the susceptibility data for Se-doped
crystals in Sec. III E 3 suggested a crossover to itinerant
magnetism, which is dissimilar to the local moment mag-
netism of the cuprates. Further study of Se-doped crys-
tals is needed to more definitively establish the nature of
the magnetism in that region of the phase diagram.
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FIG. 61: (Color online) Evolution of the inelastic neutron scattering plots projected onto the H-K plane with increasing
constant energy transfer (left to right) of single crystals of a non-bulk superconductor Fe1.04Te0.73Se0.27 at 5 K (top four
panels) and a bulk superconductor (Tc = 14 K) FeTe0.51Se0.49 at 3.5 K (bottom four panels).
149 Note the large differences in
the calibrations of the color scales to the right of the respective figures. Reproduced by permission from Ref. 149 and from
Macmillan Publishers Ltd: Ref. 149, Copyright (2010).
TABLE XIV: Some useful nuclei for NMR measurements on
Fe-based superconductors and parent compounds. The prop-
erties listed are the natural abundance, the nuclear spin I , the
gyromagnetic ratio γn/(2π), and the nuclear quadrupole mo-
ment in units of barns (10−24 cm2).327 Nuclei with spins 1/2
do not have a nuclear quadrupole moment. The Korringa
constant is Sn = (γe/γn)
2[h¯/(4πkB)]. For a noninteracting
electron gas, the Korringa ratio K2T1T/Sn = 1, where K is
the Knight shift, T1 is the nuclear spin-lattice relaxation rate
and T is the absolute temperature. Also included is γe for the
electron (e−).
nucleus abundance I γ/(2π) Q Sn
(%) (MHz/T) (b) (s K)
19F 100 1/2 40.054 — 2.9756× 10−7
31P 100 1/2 17.235 — 1.6071× 10−6
57Fe 2.19 1/2 1.3758 — 2.5221× 10−4
75As 100 3/2 7.2919 0.3 8.9783× 10−6
77Se 7.58 1/2 8.118 — 7.244 × 10−6
125Te 6.99 1/2 13.45 — 2.639 × 10−6
e− — — 28025.0 — —
K. Spin Dynamics from Nuclear Magnetic
Resonance (NMR) Measurements
1. Introduction
Here we first provide a brief introduction to the no-
tation and implementation of nuclear magnetic reso-
nance (NMR) measurements to probe electronic spin
dynamics.226,227 In a conventional pulsed NMR experi-
ment, the nuclear magnetization Mn is initially at equi-
librium at a specified temperature, pointing in the direc-
tion of an applied dc magnetic field H which is normally
taken to be the z direction. The equilibrium z component
ofMn is given by the nuclear Curie lawM
z
n (∞) = Cn/T ,
where the notation Mzn (∞) is used for reasons discussed
below and Cn is the nuclear Curie constant associated
with the spin I and gyromagnetic factor γn of the partic-
ular nucleus. Then in a typical experiment one or more
radio frequency (rf) pulses are applied that tip the nu-
clear magnetization from its equilibrium direction by 90◦,
in which case the pulses are called “π/2” pulses. The Mn
precesses around H at the nuclear Larmor angular fre-
quency
ωn = γnH, (117)
the z component of which is monitored by the amplitude
of the ac voltage at angular frequency ωn induced in a
coil wound around the sample due to Faraday’s law of
induction. The nuclear gyromagnetic ratio γn is differ-
ent for different nuclei, as shown in Table XIV.327 For
a free electron, the Zeeman levels are split by energy
h¯ω = geµBH , where ge = 2.002 319 is the spectroscopic
splitting factor, or “g-factor”, of the free electron and µB
is the Bohr magneton, so the gyromagnetic ratio of the
electron is
γe =
ωe
H
=
geµB
h¯
, (118)
with the numerical value given in Table XIV.
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The energy of the nuclear spin system in the ap-
plied field is given by the conventional expression E =
−Mn · H = −MznH where H = H zˆ. Thus the low-
est energy state is the equilibrium state with the nuclear
magnetization pointing in the direction of the applied
field. The process by whichMzn relaxes to its equilibrium
value Mzn (∞) is called “longitudinal”, or “nuclear spin-
lattice”, relaxation and thus requires the net transfer of
energy from the nuclear spin system to its environment
(heat bath), which is called the “lattice”. Here, the term
“longitudinal” means that the direction of relaxation of
the z-axis component of the nuclear spins is in the di-
rection of the applied magnetic field. In the absence of
nuclear electric quadrupole effects, this relaxation occurs
exponentially with a relaxation time and rate denoted
by T1 and 1/T1, respectively. For example, when the nu-
clear magnetization is initially tipped by π/2 rad using
π/2 pulses, the component Mzn (0) is initially zero (“sat-
urated”) just after the application of the pulses. Then
as time t passes, the magnetization relaxes towards its
equilibrium value according to
Mzn (t) =M
z
n (∞)
(
1− e−t/T1
)
. (119)
In the literature, typically the superscript z and sub-
script n are left off, with the understanding that M(t)
then refers to the z component of the nuclear magnetiza-
tion. One typically tests whether the nuclear spin-lattice
relaxation is described by a single exponential by rewrit-
ing Eq. (119) as
1− M
z
n (t)
Mzn (∞)
= e−t/T1 , (120)
or
ln
[
1− M
z
n (t)
Mzn (∞)
]
= − t
T1
. (121)
Thus if a plot of the experimentally determined left-
hand side of Eq. (121) versus t is linear, then one has
single-exponential relaxation where a least square fit to
the data gives the slope which is −1/T1. This is often
how 1/T1 at a particular temperature is determined ex-
perimentally for single-exponential decays. Sometimes a
prefactor A (≈ 1) is included before the exponential in
Eq. (120) to take into account possible incomplete satu-
ration at time t = 0.
If different nuclei in a sample see different local mag-
netic fields due to, e.g., different magnetic environments
in the sample, then their individual Larmor frequencies
will be different, resulting in “inhomogenous” broadening
of the NMR absorption line. Therefore, after a satura-
tion pulse, the different nuclear spins in the sample will
“fan out” in the xy plane and get out of phase with each
other in their precession around the applied field. This
is an energy-conserving process since the z component of
the nuclear magnetization is not affected. The relaxation
rate of the xy plane magnetization in a frame of refer-
ence rotating about the z axis at the average Larmor
frequency is called the “transverse relaxation rate” and
is denoted by 1/T2, where the term “transverse” refers
to relaxation of the spins in a plane perpendicular to the
applied magnetic field.
When the nuclear spin I = 1/2, the nucleus does not
have an electric quadrupole moment. In this case there
are no crystalline electric field (CEF) effects on the nu-
clear Zeeman levels and the nuclear spin-lattice relax-
ation is a single exponential. Similarly, for any I, if a
nucleus with an electric quadrupole moment is in a site
of cubic symmetry, there is no gradient in the CEF at
the nuclear site, and therefore there is again no electric
quadrupole effect on the nuclear Zeeman levels, and the
longitudinal relaxation is again single-exponential. How-
ever, when I ≥ 1 and the nuclear site symmetry is lower
than cubic, then the nuclear Zeeman energies at zero field
are changed by the gradient in the CEF at the nuclear
site and the decay of the nuclear magnetization following
saturation is no longer necessarily a single exponential,
but is usually a well-defined sum of several exponentials,
each containing 1/T1 as a parameter. Thus even in these
cases a well defined value of 1/T1 can be obtained from
fitting the nuclear magnetization relaxation versus time
data. For example, many NMR studies of the FeAs-type
materials have been carried out using the 75As nucleus
that has I = 3/2. If only the central Iz = 1/2 ↔ −1/2
line is irradiated, then in place of Eq. (120) the magne-
tization decay follows
1− M
z
n (t)
Mzn (∞)
= 0.1 e−t/T1 + 0.9 e−6t/T1 . (122)
However, if the entire spectrum could be irradiated in-
cluding the side bands Iz = ±3/2 ↔ ±1/2, the magne-
tization decay would again be a single exponential as in
Eq. (120).
2. Electron Spin Dynamics from NMR 1/T1
The electronic spin dynamics in a material are reflected
by the longitudinal nuclear spin-lattice relaxation rate
1/T1 of embedded nuclei, because fluctuations in the elec-
tronic spin magnetization couple to the nuclear spins and
induce transitions between the nuclear Zeeman levels, re-
sulting in longitudinal relaxation. The properties of sev-
eral useful nuclei for NMR in the FeAs-based materials
are listed in Table XIV.327 In general, 1/(T1T ) is ex-
pressed in terms of the component perpendicular to the
applied field of the imaginary part χ′′M⊥(Q, ωn) of the
dynamic susceptibility per mole of electronic spins at the
nuclear Larmor angular frequency ωn, as
328–330
1
T1T
=
2γ2nkB
N2A
∑
Q
| A(Q) |2 χ
′′
M⊥(Q, ωn)
ωn
, (123)
where NA is Avogadro’s number, the sum is over wave
vectors Q within the first Brillouin zone, A(Q) is the
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FIG. 62: (Color online) Projection down the c axis of an FeAs
plane in orthorhombic unit cell notation for the 1111-type and
122-type FeAs-based compounds. The small red spheres are
Fe atoms forming a square lattice in the a-b plane. The large
circles are As atoms above (orange with radial gradient) and
below (vertical stripes) the plane of the Fe atoms, placing the
Fe atoms in distorted tetrahedral coordination by As. The As
atoms above and below the Fe plane are in planes that are, re-
spectively, equal distances (zAs−α)c along the c-axis from the
Fe plane [see Eqs. (1) and the tables in the Appendix], thus
placing each Fe atom in distorted tetrahedral coordination by
As (see also Fig. 1).
form factor of the hyperfine interaction between the elec-
tronic and nuclear spins as a function of Q in units of
Oe/µB, χ
′′
M⊥(q, ωn) is the imaginary part of the dynam-
ical susceptiblity per mole of spins (per mole of Fe in
our case), and χ
′′
M⊥(q, ωn)/NA is expressed in (unconven-
tional) units of µB/Oe. An important aspect of Eq. (123)
is that the relaxation rate depends on the integral of
χ′′M⊥(Q, ωn) over Q, including, in particular, a contri-
bution for antiferromagnetic systems at a nonzero wave
vector that can dominate the temperature dependence of
1/T1T . Thus the temperature dependence of 1/T1T can
be quite different from that of the uniform static suscep-
tibility χ ≡ χ′(0, 0).
For a given type of nucleus, the diagonal components
(assumed isotropic) of the hyperfine coupling tensor of
the nuclear spin to the nearest-neighbor Fe spins are
A(Q) =
∑
i
Bi exp(Q ·Ri), (124)
where Bi is the short-range transferred hyperfine cou-
pling constant for coupling the nuclear spin to Fe spin i
and Ri is the position vector of Fei with respect to the
nucleus. Thus, referring to Fig. 62 in orthorhombic unit
cell notation, for 57Fe and 75As nuclei, respectively, one
has ∣∣57A(Q)∣∣ = 2 57B[cos(Qaa/2) + cos(Qbb/2)]
(125)∣∣75A(Q)∣∣ = 4 75B cos(Qaa/4) cos(Qbb/4),
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FIG. 63: (Color online) 75As nuclear spin-lattice relaxation
rate divided by temperature 1/(T1T ) versus T for single crys-
tals of BaFe2As2 grown from FeAs flux for the field oriented
in the a-b plane (H ‖ [110]orth) and parallel to the c-axis
(H ‖ c).230 The Ne´el temperature is TN = 135 K. At low
temperatures the relaxation is the Korringa relaxation of a
Fermi liquid [1/(T1T ) = constant] because the anisotropy gap
of the spin waves freezes out relaxation from spin waves. At
high temperatures T > TN, the H ‖ [110]orth data indicate
the progressive development of stripe-type antiferromagnetic
correlations in this plane on cooling towards TN. Reproduced
with permission from Ref. 230. Copyright (2008) by the Phys-
ical Society of Japan.
where as noted above we have assumed that the coupling
B ≡ Bi is isotropic and independent of i for each type of
nucleus. One can express the in-plane part of Q in terms
of orthorhombic notation as Q = (H2π/a,K2π/b) and
then Eqs. (125) become∣∣57A(Q)∣∣ = 2 57B[cos(Hπ) + cos(Kπ)]
(126)∣∣75A(Q)∣∣ = 4 75B cos(Hπ/2) cos(Kπ/2).
One sees from Eqs. (126) that neither stripe-type
[(H,K) = (1, 0)] nor Ne´el-type [(H,K) = (1, 1)] Fe spin
correlations cause As nuclear relaxation to occur in the
undistorted tetragonal phase from diagonal coupling of
the As nuclear spins to the Fe electronic spins. The
reason is associated with the fact that an As atom is
symmetrically located with respect to its four Fe nearest
neighbors in the tetragonal phase. However, Kitagawa
and coworkers found that there exist off-diagonal compo-
nents to the As hyperfine coupling tensor B defined by
the internal field at the As site Hint = B ·M† where M†
is the Fe staggered magnetization. The stripe-b configu-
ration of Fe spin moments oriented along the a-axis re-
sults in a net c-axis effective local internal magnetic field
at the As site, which can be understood by replacing the
Fe atoms by magnetic dipoles aligned along the a-axis.230
The off-diagonal As hyperfine coupling constant for stripe
ordering in BaFe2As2 at Q = (100) [or (101)] is found to
be Bac = 0.43 T/µB for coupling to each Fe spin.
230 This
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FIG. 64: (Color online) 75As nuclear spin-lattice relaxation
rate divided by temperature 1/(T1T ) versus T for a sin-
gle crystal of Ba(Fe1−xCox)2As2 grown from FeAs flux for
H ‖ ab.331 The compositions x of the respective samples are
given in the box. The optimum doping concentration for su-
perconductivity is about 7% (see Fig. 5), so the data cover
compositions from the highly underdoped to highly overdoped
regimes. The solid curves are fits by a Korringa term plus
a Curie-Weiss term arising from the antiferromagnetic spin
stripe fluctuations (see text). Reprinted with permission from
Ref. 331. Copyright (2010) by the American Physical Society.
analysis is consistent with, and indeed was motivated by,
their observation that a stronger temperature variation
of the As 1/(T1T ) occurred in the tetragonal phase for
the applied field in the ab-plane than when it was parallel
to the c-axis, as shown in Fig. 63.230 They also found the
diagonal components in the paramagnetic state from a
K-χ analysis (Q = 0) to be Baa = Bbb = 0.66(2) T/µB
and Bcc = 0.47(2) T/µB for coupling to each Fe spin.
The relationship of these Bαβ parameters with |A(Q)|
in Eq. (123) is |Aαβ(Q)| = 4Bαβ(Q). The authors thus
concluded that their observed anisotropy in 1/(T1T ) in
the tetragonal phase above TN was due to spin-space
anisotropy of the stripe-type (nematic) spin fluctuations,
and suggested that such anisotropy might also be ob-
served in the tetragonal doped superconducting com-
positions and indeed might have an important role in
their superconductivity. This anisotropy in the tetrago-
nal structure of both the undoped and doped compounds
was indeed found in inelastic magnetic neutron scattering
measurements already discussed above in Sec. III J.
Ning and coworkers carried out detailed 75As NMR
1/T1 measurements for H ‖ ab (cf. above discussion and
Fig. 63) on single crystals of the electron-doped system
Ba(Fe1−xCox)2As2 covering the entire composition range
from undoped (x = 0) to highly overdoped (x = 0.26) as
shown in Fig. 64 where 1/(T1T ) is plotted versus T .
331
The data are for so-called As(0) atoms that have four
Fe nearest neighbors and no Co nearest neighbors. A
smooth evolution versus composition was found. The
data for x = 0 are in agreement with the correspond-
ing data for H ‖ ab in Fig. 63. At the other extreme,
the temperature dependence of the data for x = 0.26 is
similar to the static uniform spin susceptibility χspin(T )
data for various compositions in this system in Fig. 33
and in Ref. 64, indicating that (T1T )
−1(T ) for this x
range is due to Korringa relaxation by contact interac-
tion of the nuclear spins with conduction electron spins
giving 1/(T1T ) ∼ χ2spin(T ), and therefore that antifer-
romagnetic spin stripe correlations are not significant in
highly overdoped samples. The authors rationalized this
result by considering that in the highly electron over-
doped samples, the hole pockets have been filled up by
electrons, so that there are no longer hole Fermi sur-
face pockets at the Γ point of the Brillouin zone. Since
the antiferromagnetic correlations in the itinerant mag-
netism scenario arise from Fermi surface nesting between
the electron and hole pockets, the elimination of the hole
pockets upon electron doping eliminates the spin stripe
correlations.331 The solid curves in Fig. 64 are fits by
a sum of a T -dependent Korringa term and a Curie-
Weiss-like interpocket antiferromagnetic spin fluctuation
term CQAF/(T + θ) at the antiferromagnetic wave vector
QAF.
331 The θ value is found to become negative with de-
creasing x at x ≈ 0.06, which is the value at which long-
range antiferromagnetic ordering begins with decreasing
x, consistent with the assumptions of the model.
These results constitute strong evidence that antiferro-
magnetism in this system is itinerant rather than arising
from local magnetic moments, and furthermore that spin
stripe fluctuations are important to the superconducting
mechanism in this system.331 In this scenario, supercon-
ductivity is not suppressed by these spin fluctuations, but
rather, enhanced. On the other hand, the long-range spin
density wave transition at TN in the underdoped samples
competes with superconductivity for the same conduc-
tion electrons, and hence optimum superconductivity is
not observed until the long-range antiferromagnetic or-
dering is completely suppressed, in agreement with the
experimental phase diagrams (see Fig. 5). These two re-
quirements for optimum Tc are therefore not mutually
exclusive as might have otherwise been anticipated.
As noted in the Introduction, the compound FeSe has
a Tc that increases from 8 K to 37 K under a pressure of
9 GPa.38,39 Imai and coworkers carried out a 77Se NMR
study of FeSe under pressure to study how the spin dy-
namics evolve as Tc increases.
231 Similar to the data in
Fig. 64 for Ba(Fe1−xCox)2As2, the authors found that
the spin fluctuations are enhanced as the Tc increases,
consistent with a spin-fluctuation mediated mechanism
for superconductivity.
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3. Relationships between Electron Spin Dynamics from
NMR 1/T1 and from Inelastic Neutron Scattering:
Ba(Fe1−xCox)2As2
It is useful to quantitatively relate the extensive re-
sults of inelastic magnetic neutron scattering measure-
ments in Sec. III J to expectation for NMR 1/T1 mea-
surements. First we note that the energy of a photon at
the experimental nuclear Larmor frequency h¯ωn ∼ h(10–
100) MHz <∼ 0.4 µeV ≈ 5 mK (h is Planck’s constant)
is very small compared to the above inelastic neutron
scattering energies, so Eq. (123) corresponds to a low-
frequency limit in this regard. Thus even a small gap ∆
in the spin excitation spectrum can prevent NMR from
probing the spin fluctuations if kBT ≪ ∆. To probe
the bulk antiferromagnetic spin fluctuations one should
therefore carry out measurements in the paramagnetic
state.
For the doped Ba(Fe1−xCox)2As2 system, the mean-
field nearly antiferromagnetic Fermi liquid theory
was successful in fitting most of the inelastic mag-
netic neutron scattering data for optimally doped
Ba(Fe1.925Co0.075)2As2 as described above.
224 Taking the
limit ω → 0 of Eq. (106), as is appropriate in the para-
magnetic state for the relatively low NMR frequencies as
discussed above, gives
χ′′(q, ω)T
ω
=
h¯χT
ΓT (1 + ξ2T q
2)2
(127)
with χT =
C
T + θ
,
ΓT = Γ0(T + θ),
ξT =
ξ0√
T + θ
,
and q ≡ Q−QAF,
We calculate the part of 1/T1 coming from antiferro-
magnetic fluctuations that are sharply peaked in wave
vector at QAF = (1, 0) r.l.u. in orthorhombic notation,
and we assume that only these contribute to the sum in
Eq. (123), so we set the upper limit of the sum to q =∞
giving
∑
Q
|A(Q)|2 χ
′′
M⊥(Q, ωn)
ωn
→
|Aac(QAF)|2
(
1
2π
L
)D ∫ ∞
0
χ′′(q, ω)T
ω
dDq
= |Aac(QAF)|2 h¯χT
ΓT
L2
4πξ2T
(D = 2)
(128)
= |Aac(QAF)|2 h¯χT
ΓT
V
8πξ3T
, (D = 3)
where D is the space dimensionality of the spin lattice
giving rise to the spin fluctuations, L is the linear size,
L2 is the area and V = L3 is the volume of the system.
From Eqs. (123), (127) and (128), this mean-field the-
ory predicts
1
T1T
∼ 1
T + θ
(D = 2) (129)
1
T1T
∼ 1
(T + θ)1/2
(D = 3).
The antiferromagnetic fluctuation parts of the fits to the
(T1T )
−1(T ) data in Fig. 64 by Ning et al.331 are in agree-
ment with the 2D result in Eq. (129) with the Curie-
Weiss form, and therefore also in agreement with the
neutron scattering results which showed that the anti-
ferromagnetic correlations in the doped systems are two-
dimensional with weak or negligible spin coupling be-
tween Fe layers. Thus the fits of the antiferromagnetic
fluctuation part of (T1T )
−1(T ) data by a Curie-Weiss
like behavior331 is justified in mean field theory for two-
dimensional fluctuations.
A more rigorous and demanding test of the relation-
ship between the NMR and neutron scattering results is
to predict the magnitude of the temperature-dependent
antiferromagnetic fluctuation part of the 75As 1/T1 from
the inelastic neutron scattering fitting parameters224
for optimally doped Ba(Fe1.925Co0.075)2As2. From
Eqs. (123), (127) and the 2D result in Eq. (128) we have
1
T1T
=
2γ2nkB
N2A
|Aac(QAF)|2 h¯χT
ΓT
L2
4πξ2T
=
CQAF
T + θ
. (130)
The NMR 1/T1T Curie constant for Q = QAF is, using
L2 = V/c where c is the c-axis lattice parameter,
CQAF =
γ2nh¯kBV |Aac(QAF)|2C
2πcN2AΓ0ξ
2
0
(131)
and C is the Curie constant in Eq. (127) per mole of Fe
atoms. The values of the various parameters are obtained
from the lattice parameter data in the Appendix, from
the neutron scattering fitting parameters in Eqs. (116),
and from Table XIV as
γn = 2π(7.292 MHz/T) for
75As
V
NAc
=
a2c
4c
= 15.7 A˚
2
(area/Fe atom)
|Aac(QAF)| = 1.72 T/µB
C
NA
= 1.9× 104 µ
2
B K
eV Fe atom
(132)
ξ0 = 160 A˚ K
1/2,
and Γ0 = 0.14
meV
K
.
Inserting all these values into Eq. (131) gives
CQAF = 4.7 s
−1, (133)
with no adjustable parameters. This value is of the
same order as the value CQAF = 24(4) s
−1 obtained by
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Ning et al. from their fits of their (T1T )
−1(T ) data for
Ba(Fe1−xCox)2As2 for x = 0 to x = 1 in Fig. 64 by a
Curie-Weiss type behavior for the antiferromagnetic fluc-
tuation part.331 This is reasonable agreement considering
the simplicity and assumptions of our model, the many
fixed parameters used in the calculation, and the extrap-
olation of the inelastic neutron scattering fit at high en-
ergies to ω ≈ 0. Indeed, this semiquantitative agree-
ment supports the applicability of the itinerant nearly
antiferromagnetic Fermi liquid model that was used by
Inosov et al. to analyze their neutron scattering data for
Ba(Fe1.925Co0.075)2As2.
224
4. NMR Korringa Ratio K2T1T/Sn for Conduction
Electrons
a. Introduction
The longitudinal nuclear magnetization can be relaxed
by interactions with conduction electron spins in a metal,
a process called Korringa relaxation. The Korringa re-
laxation rate 1/T1 is given by
226
1
T1T
=
16π3h¯3kBγ
2
eγ
2
n
9
〈|uk(0)|2〉EFN2(EF), (134)
where 〈|uk(0)|2〉EF is the average over the Fermi surface
of the square of the periodic part of the conduction elec-
tron wave function at the position of a nucleus as in
Eq. (44) for the spin shift, and N(EF) is the conduc-
tion electron density of states at the Fermi energy for
both spin directions. Important features of Eq. (134) are
that 1/T1 is simply proportional to T with a slope that
goes as the square of N(EF).
The factor 〈|uk(0)|2〉EF in Eq. (134) also appears in the
expression (46) for the Knight shift, and therefore can be
eliminated from both Eqs. (46) and (134) yielding
K2spin
1
T1T
= K2spinT1T =
h¯
4πkB
(
γe
γn
)2
. (135)
The constant on the right-hand side is called the Korringa
constant Sn. It is specific to the particular nucleus n with
Sn =
h¯
4πkB
(
γe
γn
)2
. (136)
Values of Sn for several relevant nuclei are given above
in Table XIV. The Korringa ratio is defined as
RK ≡
K2spin
Sn
T1T
=
K2spinT1T
Sn
∼ 1. (137)
A very appealing feature of Eq. (137) is that the hyper-
fine coupling constant Ahf ∼ 〈|uk(0)|2〉EF between the
nuclei and conduction electrons was eliminated from the
expression.
FIG. 65: (Color online) Resonance shift K versus tempera-
ture for 75As nuclei in single crystals of Ba(Fe1−xCox)2As2 as
in Fig. 64,331 but with H ‖ c (F. L. Ning, private communica-
tion). The inset shows a plot of 1/(T1T )
1/2 versus K that was
done in order to separate the spin and chemical (i.e., orbital)
parts ofK [see Eq. (139)], where theK data are for H ‖ c (un-
published; F. L. Ning, private communication). Also shown
in the inset is a plot of 1/(T1T ) versus K. Reprinted with
permission from Ref. 331. Copyright (2010) by the American
Physical Society.
The above expressions for Kspin and 1/(T1T ), and
therefore for RK in Eq. (137), were derived assuming
a noninteracting electron gas or a nearly-free-electron
Fermi liquid. Therefore deviations of RK from unity
can give information about many-body interactions af-
fecting the conduction electrons. A value RK ∼ 2 has
been observed in many heavy fermion compounds. A
value RK < 1 can result from antiferromagnetic conduc-
tion electron correlations because the dynamical conduc-
tion electron susceptibility can peak at finite wave vec-
tor, increasing 1/T1, but which can have little influence
on Kspin, which is proportional to the zero-frequency,
zero-wave vector susceptibility. The value of RK can also
serve as a diagnostic for situations where the generalized
spin susceptibility can be deconvoluted into contributions
from different ranges of Q and ω, as was done in the pre-
vious section to analyze 1/T1 versus composition in the
Ba(Fe1−xCox)2As2 system.
331 In the following we look
again at this system, but this time with respect to the
Korringa ratio.
b. Ba(Fe1−xCox)2As2
The 75As NMR shift versus temperature behaviors
for single crystals of Ba(Fe1−xCox)2As2 are shown in
Fig. 65.331 In general, like the magnetic susceptibility,
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the NMR shift K has orbital and spin contributions
K(T ) = Kchem +Kspin(T ), (138)
where the subscript “chem” refers to the orbital part that
comes from coupling of the nuclei to the orbital part of
the magnetic susceptibility that is nominally independent
of T . For the highly overdoped sample with x = 0.26,
the K in Fig. 65 increases with T , as does 1/T1T for this
crystal in Fig. 64, suggesting that the Korringa ratio may
be independent of T for this composition. Presuming
that these samples do not contain local moments, using
Eq. (137) gives√
1
T1T
= Kchem + αKspin, (139)
with T as an implicit parameter, where
α =
1√
RKSAs
. (140)
Indeed, in the inset of Fig. 65, the authors plotted
1/
√
T1T versus K and obtained a linear behavior
331 de-
scribed by a horizontal intercept Kchem and slope α, in-
dicating a temperature independent Korringa ratio RK.
Using the observed α, the value of the Korringa constant
SAs from Table XIV, and Eq. (140), one obtains the Ko-
rringa ratio (F. L. Ning, private communication)
RK = 0.85(10) for x = 0.26. (141)
The slight suppression of RK from unity suggests that an-
tiferromagnetic correlations are still not completely sup-
pressed even at x = 0.26.
Comparison of the data in Figs. 64 and 65 shows that
as x decreases from 0.26, RK becomes T dependent and
decreases strongly with decreasing T , consistent with the
increase with decreasing temperature of the generalized
susceptibility at wave vector Q = QAF found from the
above inelastic neutron scattering experiments on this
system.
L. Electronic Heat Capacity
The “bare” normal-state electronic heat capacity of
a degenerate nearly-free-electron gas is proportional to
absolute temperature, Ce = γ0T , with a slope γ0 that is
proportional to the bare N(EF) according to
142
γ0 =
π2k2B
3
N(EF) = (2.359)N(EF), (142)
where the right-hand equality is for γ0 in mJ/mol K
2 and
N(EF) in states/(eV f.u.) for both spin directions. In
the presence of electron-phonon coupling, the measured
γ becomes
γ = γ0(1 + λe−ph), (143)
FIG. 66: (Color online) Experimental Sommerfeld electronic
linear heat capacity coefficient γ versus the calculated bare
nonmagnetic band structure density of states for both spin
directions N(EF) for undoped 1111 and 122 transition metal
T pnictides. Multiple data points for the same compound in-
dicate the range(s) of γ and/or N(EF) reported for the com-
pound. The colored filled symbols are for compounds contain-
ing FeAs layers. The data for the FeAs-based compounds are
below the sloping straight line shown that is expected for a
nearly-free-electron gas, indicating reductions in N(EF) due
to SDW transitions in these undoped compounds. See the
Appendix for the references.
where λe−ph ≥ 0 is the electron-phonon coupling param-
eter. Thus one expects the observed γ to be greater than
or equal to γ0.
We have plotted the experimentally measured γ values
versus the bare band structure N(EF) for a variety of
FeAs-based and other related materials in Fig. 66. These
γ values are typically obtained at temperatures between
roughly 2 and 10 K. We note that with the single ex-
ception of BaRh2As2, where the experimental γ value
may be in error, the data points for the non-FeAs com-
pounds in Fig. 66 (black open symbols) are all on or
above the sloping line, in agreement with expectation.
All of the data for the FeAs-based materials (colored filled
symbols) are for the nonsuperconducting undoped parent
compounds because the superconducting state interferes
with the determination of the normal-state γ (but see
Sec. IVD below). A striking feature from Fig. 66 is that
all of the FeAs-based parent compounds have γ values
below the minimum sloping line predicted for the quasi-
free-electron gas in Eqs. (142) and (143). This situation
is in stark contrast to the enhanced spin susceptibilities
at 300 K discussed above.
Optical spectroscopy measurements versus tempera-
ture indicated that a large fraction of the conduction
carrier density is removed by the SDW transitions be-
low 140–200 K in the parent compounds SrFe2As2 and
BaFe2As2 as discussed above in Sec. III A. Similarly,
quantum oscillation experiments on SrFe2As2 (Ref. 205)
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and BaFe2As2 (Ref. 206) indicate reconstructions of the
Fermi surfaces from 2D to 3D below the respective TN,
with reductions in carrier concentrations. Therefore one
also expects a significant reduction in N(EF) at low tem-
peratures compared with the bare nonmagnetic values,
consistent with the data in Fig. 66 for the nonsuper-
conducting FeAs-based parent compounds. Indeed, elec-
tronic structure calculations by Ma, Lu and Xiang175
give N(EF) values in the nonmagnetic (stripe-ordered
AF) state of 3.95 (1.22), 3.27 (1.92), and 3.93 (2.41)
states/(eV f.u.) for both spin directions for CaFe2As2,
SrFe2As2, and BaFe2As2, respectively. On the other
hand, the same calculations yield ordered moments in
the AF phase to be 2.0, 2.2, and 2.3 µB/Fe, respectively,
whereas the observed values are all <∼ 1 µB/Fe.
M. Nematic Correlations
In several places in this review, the concepts of ne-
matic correlations, or nematic degrees of freedom, have
appeared, or will appear, which will be summarized here.
Additional evidence for nematicity will also be discussed.
Kimber et al.332 provided a definition of what the term
nematic means. We quote, “Nematic phases are fre-
quently found in organic matter. The defining character-
istic of these phases is orientational order in the absence
of long range positional order, resulting in distinctive uni-
axial physical properties. It has also been proposed that
nematic order exists in some electronic systems, and may
even play a role in mediating high temperature supercon-
ductivity. ... This breaking of the electronic symmetry
compared to that of the underlying lattice is a hallmark
of electronic nematic phases.”332 (My emphasis). In the
present context, a nematic behavior is one in which there
is anisotropy in a property that locally breaks the sym-
metry of the crystal and/or reciprocal lattice structure
but globally preserves it, which will be specifically illus-
trated below.
As noted above in Sec. III J 2, from inelastic neu-
tron scattering measurements Lester et al. observed an
anisotropy in the magnetic excitation dispersion relation
in optimally-doped tetragonal Ba(Fe1.935Co0.065)2As2
between the orthorhombic (H, 0, 0) and (0,K, 0) direc-
tions, with the same sign of the anisotropy as predicted
by Eqs. (101) for spin waves in the long-range ordered
orthorhombic antiferromagnetic stripe-b phase.304 This
anisotropy corresponds to magnetic nematic correlations.
In particular, Fig. 58 shows that there is an anisotropy in
the magnetic dispersion relations between in-plane longi-
tudinal and transverse scans through the
(
1
2 ,
1
2 , L
)
r.l.u.
position with fixed L in tetragonal notation, which are
the (1, 0, L) r.l.u. and equivalent positions in orthorhom-
bic notation as noted above. This anisotropy is the same
as illustrated in Fig. 50, where the blue and yellow ellipse
neutron scattering intensity contours for the orthorhom-
bic twins are equivalent to each other in the tetrago-
nal structure. Perhaps counterintuitively, according to
Fig. 50 this orthorhombic-like local symmetry in recip-
rocal space still preserves the global fourfold rotational
symmetry about the c-axis of the tetragonal reciprocal
lattice. In real space, these magnetic correlations cor-
respond to short-range stripe antiferromagnetic order as
found in the orthorhombic long-range ordered state of
the undoped parent compounds. Thus, the microscopic
interactions giving rise to the stripe antiferromagnetic
structure in the low-temperature orthorhombic crystal
structure of the undoped parent compound BaFe2As2
are still present and are causing short-range antiferro-
magnetic stripe order in the optimally-doped tetragonal
Ba(Fe1.935Co0.065)2As2 compound.
Additional evidences of magnetic nematic behaviors
were found in other studies. From Sec. III J 3, Lee et al.
found discrete incommensurability of the magnetic exci-
tations at in-plane wave vectors transverse to
(
1
2 ,
1
2
)
r.l.u.
in tetragonal FeTe0.5Se0.5 and suggested that this arises
from coupled spin-orbital excitations.148 They further
suggested that “If correct, it follows that these nematic
fluctuations are involved in the (neutron spin) resonance
(see Sec. IVB 4 below) and could be relevant to the pair-
ing mechanism.”148 Li et al. showed from inelastic neu-
tron scattering measurements of Ba(Fe1.926Co0.074)2As2
single crystals that the in-plane anisotropy of the spin
fluctuations in the normal state, reflecting a magnetic
nematic degree of freedom as discussed above, is very
similar in the neutron spin resonance mode.321
As discussed above in Sec. IIIK 2, Kitagawa and
coworkers concluded that their observed anisotropy in
the NMR 1/(T1T ) in the tetragonal phase of BaFe2As2
above TN was due to spin-space anisotropy of the stripe-
type (nematic) spin fluctuations, and suggested in ad-
vance of the above neutron scattering measurements that
such anisotropy might also be observed in the tetragonal
doped superconducting compositions and indeed might
have an important role in their superconductivity.230
As discussed below in Sec. IVE2, Chuang et al. de-
tected one-dimensional inhomogeneities on the surface of
an underdoped Ca(Fe0.97Co0.03)2As2 crystal using tun-
neling microscopy measurements at T = 4.3 K.333 They
interpreted their data in terms of nematic electronic
correlations. However, according to the above defini-
tion of Kimber et al.,332 the correlations were not ne-
matic because their symmetry was consistent with the
twofold rotational symmetry about the c-axis of the low-
temperature orthorhombic crystal structure at the tem-
perature (4.3 K) of the measurements.
Decisive evidence for electronic nematic behav-
ior was found by Chu et al. via anisotropic elec-
trical resistivity measurements on single crystals of
Ba(Fe1−xCox)2As2.
334 First, using a uniaxial pressure
clamp device, they were able to prevent orthorhombic
twins from forming on cooling below the structural tran-
sition temperature TS (see the phase diagram in Fig. 5).
Because the b-axis lattice parameter of the orthorhom-
bic structure is smaller than the a-axis lattice parame-
ter, the compressive stress favors b-axis alignment along
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the direction of application of the stress. Second, for
the composition range that exhibits a low-temperature
structural and magnetic transition (x = 0–0.051), they
found a large (up to a factor of 2!) anisotropy between
the in-plane resistivity along the short b-axis (along the
ferromagnetically aligned Fe spin stripes, see Fig. 40)
and along the long a-axis of the orthorhombic struc-
ture (along the direction of antiferromagnetically aligned
nearest-neighbor spins), with ρb > ρa. This large in-
plane resistivity anisotropy is, at first sight, very surpris-
ing given the small (≤ 0.4%, depending on x)335 in-plane
distortion between the a- and b-axis lattice parameters
in the orthorhombic phase. The large anisotropy evi-
dently results from the different nearest-neighbor spin
alignments along the a- and b-axes as described above.
This resistivity anisotropy described so far is not a result
of a nematic degree of freedom, because the low tem-
perature crystal structure has the same symmetry as the
resistivity anisotropy.
The electronic nematic degree of freedom becomes ap-
parent from the in-plane resistivity measurements by Chu
et al. on the above Ba(Fe1−xCox)2As2 crystal with x = 0
in the tetragonal phase at T > TS.
334 Here, the same sign
of the anisotropy in ρb/ρa was observed under applied
uniaxial pressure as for T < TS, albeit with a smaller
magnitude that diminished with increasing T for T > TS.
The same nematic electronic behavior was revealed un-
der uniaxial pressure in a tetragonal crystal with x = 0.07
that did not show a structural transition. The authors
concluded, “These results indicate that the structural
transition in this family of compounds is fundamentally
electronic in origin.”334 That is, the structural transition
is driven by the coupled electronic charge and magnetic
nematic degrees of freedom.
Untwinned crystals of CaFe2As2 and BaFe2As2 were
produced by Tanatar et al. by applying a uniaxial ten-
sile stress, which favors a-axis alignment (instead of the
above b-axis alignment from compressive stress) along
the axis of the applied stress.336 The authors found
ρb/ρa = 1.2 and 1.5 just below TS for the Ca and Ba com-
pounds, respectively, which is the same sign of anisotropy
as found by Chu et al. above. They observed nematic
electronic anisotropy above TS for BaFe2As2 but not for
CaFe2As2, which reflects the fact that the phase transi-
tion in the Ca compound is strongly first order whereas
that in the Ba compound is second order or weakly first
order.336
The anisotropic T -dependent optical properties of
untwinned Ba(Fe1−xCox)2As2 crystals with x = 0
and 0.025 under uniaxial pressure were studied.337 As
with the anisotropic resistivity measurements above,
anisotropy in the optical properties along the orthorhom-
bic a- and b-axes was observed in the high-temperature
tetragonal phase, confirming the above electronic nematic
degree of freedom. Interestingly, the authors found that
the antiferromagnetic transition partially gaps the opti-
cal conductivity σ1 versus angular frequency ω for the
b-axis while at the same time enhancing the optical con-
ductivity along the a-axis. From the observed anisotropy
in σ1(ω) extending to high frequencies h¯ω ≫ kBTS, the
authors further stated, “These results are consistent with
a scenario in which orbital order plays a significant role
in the tetragonal-to-orthorhombic structural transition,”
thus adding yet another degree of freedom to the possible
origins of the structural transition.
A pronounced softening of the shear modulus on cool-
ing towards TS (for x = 0) or towards Tc (for x = 0.08)
was observed by Fernandes and coworkers from resonant
ultrasound spectroscopy measurements on single crystals
of Ba(Fe1−xCox)2As2.
338 The authors developed a the-
ory for the softening, consistent with the data, which
indicated that the orthorhombic structural transition is
driven by magnetic fluctuations and that the unconven-
tional superconductivity in the iron pnictides is associ-
ated with the magnetic and electronic nematic degrees of
freedom.338
IV. SUPERCONDUCTING PROPERTIES
We have already considered the relationships between
(i) Tc and doping in Sec. I (e.g., Figs. 5 and 6); (ii)
Tc and structural characteristics in Figs. 8, 9 and 10;
(iii) Tc and the density of states at the Fermi energy in
Fig. 26; and (iv) Tc and the magnetic susceptibility in
Fig. 31. Here we discuss additional aspects of the super-
conducting properties of the Fe-based materials. We do
not discuss superconducting doped crystals of BaFe2As2
grown in Sn flux because such crystals are contaminated
by Sn impurities that drastically affect the properties of
the crystals. Applied aspects such as critical currents
and the synthesis of superconducting wires are also not
addressed.
A. Spin of a Cooper Pair
In the Bardeen-Cooper-Schrieffer (BCS) theory of
superconductivity339 that was originally developed for
conventional superconductors with the electron-phonon
mechanism for superconductivity, the superconducting
state consists of bound electron pairs (Cooper pairs)340
in which both the intrinsic angular momenta (spins) and
wavevectors (∼ velocities) of the two electrons are in op-
posite directions to each other, respectively. Each elec-
tron by itself is a fermion with intrinsic spin 1/2 but the
Cooper pair has a net spin of zero. Most known supercon-
ductors are of this “conventional” type, called spin singlet
superconductors. Quantum mechanics tells us that the
wave function of a Cooper pair has to be antisymmetric
with respect to interchange of the two electrons in the
pair, which means that the integer n in the expression
for the orbital angular momentum L = nh¯ of a Cooper
pair must be an even positive integer or zero, where h¯
is Planck’s constant divided by 2π. If n = 0 or 2, one
has an s-wave or d-wave pairing, respectively, where the
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LaFeAsO0.7
FIG. 67: Knight shift of 57Fe in LaFeAsO0.7 versus temper-
ature T . The observation that the Knight shift goes to zero
for (T → 0) provides evidence that the spin state of a Cooper
pair is a nonmagnetic singlet. Reproduced with slight mod-
ification by permission of Ref. 343. Copyright (2009) by the
Physical Society of Japan.
notation is taken from atomic physics. All conventional
superconductors like Sn or Pb are spin singlet s-wave
superconductors, but the layered cuprate high-Tc super-
conductors are spin singlet d-wave superconductors.341
On the other hand, if the two spins of the electrons in a
Cooper pair line up in the same direction, then the super-
conductor is called a triplet superconductor and the inte-
ger n has to be an odd positive integer giving, e.g., a “p-
wave superconductor” if n = 1 or “f -wave superconduc-
tor” if n = 3. The compound Sr2RuO4 with Tc ≈ 1.5 K
is thought to be a spin-triplet p-wave superconductor.342
All known superconductors contain Cooper pairs of one
type or the other, and the type of Cooper pair in the new
FeAs-based superconductors is important to determine.
The most direct indication of the net spin of a Cooper
pair is a measurement by NMR of the Knight shift of a
nucleus in a superconducting material. As discussed pre-
viously in Sec. III E 7, the Knight shift is the fractional
shift of the NMR resonance frequency of an embedded
nucleus arising from the polarization of the conduction
electron spin magnetization induced by the applied mag-
netic field. In a spin singlet superconductor, the Knight
shift K goes to zero at T = 0 because the relatively small
NMR applied magnetic field cannot polarize the nonmag-
netic Cooper pairs, whereas in a spin triplet superconduc-
tor it does not.342 57Fe NMR Knight shift measurements
in LaFeAsO0.7 (Tc = 28 K) showed that
57K decreased
strongly below Tc and that
57K(T → 0) ≈ 0 (Fig. 67),
indicating that the net spin of a Cooper pair is zero.343
The same conclusion was reached from 75As Knight shift
measurements for H ‖ ab and H ‖ c on a single crystal of
Ba(Fe0.9Co0.1)2As2 (Tc = 22 K),
344 on PrFeAsO0.89F0.11
(Ref. 345) and LaFeAsO0.89F0.11 (Tc = 28 K),
346 and
from 57Fe Knight shift measurements on Ba0.6K0.4Fe2As2
(Tc = 38 K).
347
FIG. 68: Josephson critical current Ic versus magnetic flux
threading the junction Φ for (a) an s-wave superconductor
with zero phase shift between the two edges as shown and (b)
a superconductor with a π rad phase shift between the two
edges.348 Reproduced by permission from Ref. 348.
FIG. 69: Josephson critical current versus applied magnetic
field threading a corner SNS tunneling junction s-wave super-
conductor Pb (Tc = 7 K)/Au/BaFe1.8Co0.2As2 (Tc = 22 K)
at a temperature of 1.2 K.348 Reproduced by permission from
Ref. 348.
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B. Superconducting Energy Gaps 2∆ and
Symmetry of the Superconducting Order Parameter
in Momentum Space
1. Phase-Sensitive and Tunneling Measurements
Since the net Cooper pair spin in the FeAs-based su-
perconductors appears to be zero, the Cooper pair or-
bital angular momentum should correspond to s-wave
or d-wave pairing as discussed above. To determine
which case is correct, experiments measuring the rela-
tive phase of the superconducting order parameter on
adjacent edges of a crystal via quantum mechanical tun-
neling of Cooper pairs (“Josephson tunneling”) between
an s-wave superconductor and the superconductor under
study are directly relevant. Figure 68 shows the expected
results for the critical current “diffraction pattern” for a
corner junction between an s-wave superconductor and
(a) another s-wave superconductor and (b) a dx2−y2 -
wave superconductor.348 For the layered cuprate high
Tc superconductors, such measurements demonstrated
that the superconducting state is a dx2−y2-wave state.
341
Such a “corner junction” tunneling measurement at 1.2 K
between a 300 nm thick layer of superconducting Pb
(Tc = 7 K) and the a-b plane of a superconducting sin-
gle crystal of BaFe1.8Co0.2As2 (Tc = 22 K) is shown
in Fig. 69.348 The Pb and sample were separated by
40 nm of Au, forming a superconductor-normal metal-
superconductor (SNS) junction. The result is consistent
with an s-wave or dxy symmetry of the order parameter
in this compound.
Josephson tunneling experiments along the c-axis of
Ba1−xKxFe2As2 crystals (Tc = 26–29 K) from Pb point
contacts and Pb:In planar contacts ruled out pure p-
wave and d-wave superconducting pairing symmetries,
but were consistent with s-wave symmetry (including
the currently favored s± type140). These measurements
also confirmed that the tunneling entities were Cooper
pairs with a net charge magnitude of 2e, where e is the
magnitude of the charge on an electron. 75As Knight
shift measurements in BaFe1.8Co0.2Fe2As2 crystals be-
low Tc = 22 K were consistent with an s-wave pairing
state but inconsistent with p-wave pairing.344
Observation of a persistent current in a superconduct-
ing loop consisting of a wire of the s-wave supercon-
ductor Nb (Tc = 9 K) in series with a polycrystalline
sample of NdFeAsO0.88F0.12 (Tc = 43 K) indicated that
NdFeAsO0.88F0.12 is a spin-singlet superconductor.
349
Furthermore, these authors also observed jumps in the
magnetic flux threading the superconducting loop by
half-integral multiples of the flux quantum Φ = hc/2e,
demonstrating the existence of a sign change in the su-
perconducting order parameter between the surfaces of
adjoining grains in the NdFeAsO0.88F0.12 sample, and
thus providing strong evidence for the s±-wave pairing
scenario.349
FIG. 70: (Color online) Superconducting gap magnitude |∆|
versus angle θ in the kx-ky plane around (a) the α and β
hole pockets at the Γ point of the Brillouin zone and (b)
the δ and γ electron pockets at the M point of the Brillouin
zone that is shown in (c) (see also Figs. 12 and 13) of single
crystal Ba0.6K0.4Fe2As2.
350 Panels (d) and (e) explicitly show
|∆| versus θ for the hole and electron pockets, respectively,
illustrating that |∆| is independent of θ for each Fermi sur-
face sheet, and that |∆| on the β hole pocket is significantly
smaller than on the other three Fermi surface sheets. Repro-
duced with permission from Ref. 350. Copyright (2009) by
the European Physical Society.
2. ARPES Measurements
The temperature-dependent superconducting order
parameter below Tc can usually be identified with an en-
ergy gap 2∆ at the Fermi surface for single electron or
hole (“quasiparticle”) excitations. Breaking up a Cooper
pair produces two quasiparticles, which costs an energy
2∆. An s-wave superconductor has no nodes (zeros) in ∆
around the Fermi surface. In the BCS theory for s-wave
superconductivity, the relationship 2∆/kBTc = 3.53 is
obtained. In the above s±-type model, uniform s-wave
order parameters develop on each of the electron and
hole Fermi surface pockets (or sheets), but where they
have opposite signs.140 Doping changes the sizes of the
Fermi surface sheets and in any case they need not have
the same N(EF), so in general one does not expect the
two gaps to have the same magnitude. Measurements
of various types have indeed broadly indicated the ex-
istence of two distinct and nearly uniform energy gap
magnitudes on the Fermi surface sheets in the FeAs-
type superconductors. Many angle-resolved photoelec-
tron spectroscopy (ARPES) measurements of the mag-
nitude of the superconducting energy gap (not including
the sign of the order parameter corresponding to a phase
of ±π rad) have been carried out and are unanimous
in their conclusion that there are no nodes in the en-
ergy gap in the observed Fermi surface sheets within the
basal kx-ky plane in the Brillouin zone, strongly support-
ing s-wave-like pairing. A high-resolution ARPES study
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TABLE XV: Minimum (∆min) and maximum (∆max) super-
conducting gap values for T → 0 determined from different
measurements on single crystals at temperatures T < Tc for
several compounds from representative measurements. Note
that the energy gap for the breakup of a Cooper pair, produc-
ing two quasiparticles, is 2∆. The measurement methods are
angle resolved photoemission spectroscopy (ARPES), scan-
ning tunneling spectroscopy (STS), optical reflectivity (op-
tics), temperature T -dependent heat capacity Cp(T ), and T -
dependent magnetic penetration depth λ(T ).
Compound Tc ∆min ∆max method Ref.
(K) (meV) (meV)
SmFeAsO0.8F0.2 44 4.2(4) 6.5(8) λ(T ) 355
NdFeAsO0.9F0.1 53 15(2) 15(2) ARPES 356
Ba0.68K0.32Fe2As2 38.5 3.5 12 Cp(T ) 357
Ba0.6K0.4Fe2As2 37 5.8 12.3 ARPES 350
Ba0.6K0.4Fe2As2 37 6 12 ARPES 358
Ba0.6K0.4Fe2As2 37 5 13 ARPES 359
Ba0.6K0.4Fe2As2 38 4 12 ARPES 360
Ba(Fe0.95Co0.05)2As2 18.5 1.1(2) 4.0(5) λ(T ) 361
Ba(Fe0.942Co0.058)2As2 24 2.1 5.1 Cp(T ) 48
Ba(Fe0.935Co0.065)2As2 24.5 3.3 9.7 optics 362
Ba(Fe0.93Co0.07)2As2 21 1.65 3.75 Cp(T ) 363
Ba(Fe0.926Co0.074)2As2 22.2 1.50 3.60 λ(T ) 364
Ba(Fe0.925Co0.075)2As2 21.4 1.8 4.1 Cp(T ) 365
Ba(Fe0.92Co0.08)2As2 22.5 1.92(6) 6.8(9) optics 366
LiFeAs 17 3.1(3) 3.1(3) ARPES 367
Fe1.05Te0.85Se0.15 14 2.3 2.3 STS 368
Fe1.03Te0.7Se0.3 13 4 4 ARPES 369
FeTe0.55Se0.45 14 2.5 5.1 optics 162
FeTe0.5Se0.5 14.6 0.51(3) 2.61(9) λ(T ) 370
of Ba0.6K0.4Fe2As2 (Tc = 37 K) is shown in Fig. 70,
350
where the superconducting gaps are found to be indepen-
dent of angle around each of the four Fermi surface sheets
(two electron and two hole pockets) within the plane of
the Fe layers, with values of 5.8 and 12.3 meV on the hole
pockets and 11.4 and 12.2 meV on the electron pockets
of the Brillouin zone. These gap values correspond to
the ratios 2|∆|/kBTc = 3.6, 7.7, 7.1, and 7.6. Thus this
compound is a “multi-gap” superconductor as previously
observed in, e.g. NbSe2,
351 MgB2,
352 and V3Si,
353 which
significantly influences the temperature dependences of
a variety of other measurements in the superconduct-
ing state. Evtushinsky et al. compiled the values of
2|∆|/kBTc inferred from 26 different measurements on
FeAs-based and FeSe1−x materials and found that they
could be grouped into two ranges 2|∆|/kBTc = 2.5± 1.5
and 7 ± 2,354 which straddle the BCS s-wave value of
3.53. Superconducting gap values at T → 0 determined
using ARPES and other measurements are listed in Ta-
ble XV.162,350,355–370 From the table, the maximum gaps
determined by optics measurements are generally larger
than from other measurements on the same material.
From Fig. 70(c), the inner hole α Fermi surface pocket
in hole-doped Ba0.6K0.4Fe2As2 clearly has better nesting
with the γ and δ electron Fermi surface sheets than does
the outer hole β Fermi surface pocket. The degree of
nesting is correlated with the superconducting gap 2∆,
since the α pocket has a larger gap than the β pocket.
On the other hand, in electron-doped BaFe1.85Co0.15As2
the nesting is better between the β hole pocket and
the two electron pockets and also the superconducting
gap is larger on the β hole pocket than on the α hole
pocket.371 Together, these results strongly support the
proposal that the high temperature superconductivity in
these systems is due to an inter-orbital pairing mecha-
nism between the hole and electron pockets arising from
Fermi surface nesting between these pockets.
Additional ARPES measurements have indicated
that the band structure near the Fermi energy of
BaFe1.8Co0.2As2 is three-dimensional (3D) as shown pre-
viously in Fig. 21, where a strong dispersion of the hole
pockets along Γ-Z is found.153 In turn, the degree of nest-
ing between the hole and electron pockets thought neces-
sary for superconducting pairing in the s± model would
depend on kz , which in turn suggests that the magni-
tude of the superconducting gap could strongly depend
on kz. The dispersion of the superconducting gap along
kz has not yet been directly measured for this system.
However, the magnetic neutron scattering resonance in
BaFe1.9Ni0.1As2 single crystals (Tc = 20 K) was found to
disperse along kz (Ref. 372) as discussed in Sec. IVB 4
below, which may be an indication that the supercon-
ducting gap also disperses along kz in this compound.
372
The ARPES results in Fig. 21 indicate that strongly re-
duced dimensionality as in the layered cuprate supercon-
ductors is not required for high Tc superconductivity, at
least for Tc <∼ 56 K.
Evidence for dispersion of the superconducting en-
ergy gap along kz has been obtained from two sepa-
rate ARPES measurements of high quality crystals of
Ba0.6K0.4Fe2As2 with Tc = 37–38 K.
359,360 Both studies
resolved a third hole sheet at the center of the Brillouin
zone that had not been previously observed. Both stud-
ies are in general agreement with each other regarding
the dispersion of the superconducting gap. The gap on
the electron pocket studied does does not disperse with
kz, whereas the gap on one of the hole pockets shows
rather strong dispersion of order 50%.359,360
Graser et al. have reported a theoretical study of the
influence of three-dimensionality in the electronic struc-
ture on the superconducting pairing interaction in un-
doped and doped 122-type BaFe2As2 and have found a
significant influence.146
3. Thermal Conductivity Measurements
Thermal conductivity κ measurements have been im-
portant to help establish the superconducting gap struc-
ture of the Fe-based superconductors. As a base line,
the in-plane thermal conductivity data for an undoped
and nonsuperconducting single crystal of BaFe2As2 from
measurements down to 40 mK by Kurita and coworkers
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FIG. 71: (Color online) Thermal conductivity κ divided by
temperature T versus T 2 for an undoped crystal of BaFe2As2
in zero applied magnetic field, with the heat flow in the a-
b plane.373 The blue solid curve is a fit to the data (open red
circles) by the power law shown over the whole temperature
range with the listed values of fitting parameters. The dot-
ted green line assumes an exponent α = 3 and the fit is for
T < 0.1 K. The horizontal dashed line is the value calculated
from the Wiedemann-Franz law using the measured zero tem-
perature electrical resistivity, which shows that this law holds
in the present case at T = 0 where the phonon thermal con-
ductivity is zero. Reprinted with permission from Ref. 373.
Copyright (2009) by the American Physical Society.
are shown in Fig. 71,373 together with power law fits by
κ
T
= a+ bTα−1, (144)
where the first term on the right is from conduction elec-
trons and the second term is from phonons and magnons.
Note that these data were taken in the orthorhombic,
SDW phase. From Table XII, the SDW phase has an
anisotropy gap ∼ 110 K in the spin wave excitation spec-
trum, so the contribution to κ from magnons is negligi-
ble at these low temperatures. One nominally expects
the phonon exponent to be α = 3 if the phonon scatter-
ing mean free path is limited by the sample boundaries,
but various mechanisms can lower this exponent.373 From
Fig. 71, for reference, the electronic contribution in the
ab plane for T → 0 is
lim
T→0
κ
T
= 252 µW/K2 cm. (BaFe2As2) (145)
The Wiedemann-Franz law states that the thermal and
electrical conductivities of the conduction electrons in
a metal are proportional to each other, according to
limT→0[κ(T )/T ] = L0/ρ(T = 0), which is the param-
eter a in Eq. (144), where the Lorenz number is L0 =
π2k2B/(3e
2) = 2.45 × 10−8 WΩ/K2 and ρ(T = 0) is the
measured electrical resistivity.25,142 Using the measured
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FIG. 72: (Color online) Thermal conductivity κ di-
vided by temperature T versus T for three crystals of
Ba(Fe1−xCox)2As2 in various applied magnetic fields H as
indicated, with the heat flow in the a-b plane.374 The curves
are fits to the data for H = 0 (red) and H = 15 T (black) by
Eq. (144). To convert the vertical scale to units of W/K2m
to compare with Fig. 71, divide by 10 000. Reprinted with
permission from Ref. 374. Copyright (2010) by the American
Physical Society.
ρ(T = 0) = 95 µΩcm in the a-b plane, the Wiedemann-
Franz law is found to be obeyed for BaFe2As2,
373 as
shown by the horizontal dashed line in Fig. 71. The ex-
cess thermal conductivity above the horizontal dashed
line is the contribution from phonons, the second term in
Eq. (144).
Due to the energy gap 2∆ for single quasiparticle
excitations in superconductors, the contribution of the
conduction electrons to the thermal conductivity in su-
perconductors comes only from quasiparticles that are
thermally excited above the gap. This means that for
a fully superconducting sample at very low tempera-
tures, one has a = 0 in Eq. (144). In general, the
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FIG. 73: (Color online) Thermal conductivity κ divided by
temperature T at T = 0, a(T = 0,H) [see Eq. (144)], divided
by the normal state value aN, versus magnetic field H divided
by the superconducting upper critical magnetic field Hc2 for
four crystals of Ba(Fe1−xCox)2As2 (see Fig. 72).
374 Data for
additional materials are included for comparison as described
in the text. The lines are guides to the eye. Reprinted with
slight modifications with permission from Ref. 374. Copyright
(2010) by the American Physical Society.
coefficient a = a(T,H) is both temperature- and field-
dependent in the superconducting state. The power
of low-temperature thermal conductivity measurements,
then, is that they are very sensitive to the presence of
thermally excited quasiparticles as opposed to the super-
conducting condensate. For example, an s-wave super-
conductor that is not fully superconducting will show a
value of a(T → 0, H = 0) in Eq. (144) that is propor-
tional to the non-superconducting volume fraction. Al-
ternatively, for a fully superconducting sample, the mag-
nitude at T = 0 and temperature and magnetic field
dependences of a can give important information about
the presence of nodes in the superconducting order pa-
rameter in momentum space.
Thermal conductivity measurements were carried out
on four single crystals from the underdoped to the over-
doped regime of Ba(Fe1−xCox)2As2 (see the phase dia-
gram in Fig. 5) by Tanatar et al. as shown in Fig. 72.374
Fits to the data by Eq. (144) are shown as the solid curves
forH = 0 and 15 T. For theH = 0 fits, the values of a are
equal to zero to within the experimental uncertainty of
±5 µW/K2 cm [compare with Eq. (145)], demonstrating
the lack of (line) nodes in the superconducting order pa-
rameter in the a-b plane over the full range of doping from
underdoped to overdoped. The same result was obtained
by Dong et al. for the even more overdoped composition
x = 0.135 with Tc = 8.1 K.
375 Machida et al. obtained for
an optimally doped crystal of Ba(Fe0.93Co0.07)2As2 the
nonzero value κ/T = 12 µW/(K2 cm) for T → 0,376 but
this value is still a factor of 21 smaller than in Eq. (145)
for pure BaFe2As2. These results rule out d-wave super-
conductivity over the whole composition range374 and are
consistent with the s± scenario for the pairing symmetry.
The authors ruled out symmetry-imposed point nodes in
the superconducting order parameter unless they are lo-
cated on the kz axis with respect to at least one of the
electron or hole Fermi surfaces.374 However, as far as is
known, there are no Fermi surfaces in this system with
sections that could potentially satisfy this condition (see,
e.g., Figs. 20 and 21 above). Theoretically, the interac-
tion of a static SDW in the underdoped regime with the
superconducting state is not expected to lead to nodes in
the superconducting gap if the pairing symmetry is s±,
but would if the pairing symmetry is the conventional
s++-type.377 From comparison with the experimental re-
sults, this treatment thus supports the s± pairing state.
The field dependence of the electronic thermal conduc-
tivity in a Type-II superconductor is also a very useful
indicator for the symmetry of the superconducting order
parameter. A popular way of presenting such data is to
plot the ratio of the extrapolated a0(H) ≡ a(H,T → 0)
to the normal state electronic aN from Eq. (144) versus
the ratio H/Hc2. Such a plot for the three samples in
Fig. 72 is shown in Fig. 73, together with corresponding
data for the clean and dirty s-wave superconductors Nb
and InBi, respectively, for a borocarbide superconductor
LuNi2B2C, and for a d-wave high Tc cuprate Tl2201.
374
The data for the underdoped and optimally doped sam-
ples with x = 0.048 and 0.074 are similar to those for the
s-wave superconductors, but the data for the overdoped
sample with x = 0.114 indicate a substantial reduction
in the minimum gap in the system. The authors estimate
that the ratio of the minimum to the maximum gaps for
this composition to be about 1/6.374 This variation in the
gap magnitude may arise from the corrugation in the hole
Fermi surfaces as illustrated above in Figs. 20 and 21,
and the resultant variations in the degree of nesting with
the electron Fermi surfaces in the antiferromagnetic spin
fluctuation scenario for the pairing mechanism.
Thermal conductivity measurements on crystals of
Ba0.72K0.28Fe2As2 (Tc = 30 K) at temperatures down
to 50 mK ruled out the existence of line and in-plane
point gap nodes, thus ruling out an in-plane d-wave pair-
ing symmetry.378 However, a significant magnetic field
H dependence of the thermal conductivity for H ≪ Hc2
and T → 0 indicated that the minimum gap is very small
on part of the Fermi surface,378 consistent with the above
suggestion of a corrugated dependence of the supercon-
ducting gap |∆| on kz . The zero-field measurements fol-
lowed the relation in Eq. (144), where the residual elec-
tronic coefficient (expected to be zero for a gap without
in-plane nodes) was the almost negligible value a = 5–
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FIG. 74: (Color online) Ratio of the thermal conductivity
in the superconducting state parallel to the c-axis to that in
the normal state for T → 0, κ0/κN, multiplied by Tc, ver-
sus composition x for Ba(Fe1−xCox)2As2 crystals (left-hand
scale).382 Also shown is the heat capacity jump ∆C at Tc,
divided by Tc, versus x (right-hand scale).
383 The white area
is the superconducting composition region. Reprinted with
permission from Ref. 382.
7 µW/(cm K2), which is a factor of 50 smaller than for
undoped BaFe2As2 in Fig. 71. The phonon scattering
exponent was α = 2.5–2.65.378
Thermal conductivity measurements down to 1.2 K in-
dicated that single crystal Ba1−xKxFe2As2 (with unspec-
ified x) is a clean-limit superconductor, where the ratio
of the mean free path to the coherence length at 1.2 K is
ℓ/ξ ∼ 60.379
Similar measurements were carried out for single crys-
tals of BaFe1.9Ni0.1As2 (Tc = 20.3 K) at temperatures
down to 60 mK.380 These authors found the parameter
a = (−3±2) µW/(cm K2) and α = 2.02(1), the null result
for a again indicating nodeless superconductivity parallel
to the a-b plane. The magnetic field dependence of a was
consistent with s-wave or s±-wave superconductivity.380
Thermal conductivity measurements were carried out
in the ab-plane on a single crystal of FeSe with onset
Tc = 8.8 K and transition width ∼ 3 K at temperatures
down to 0.12 K and in magnetic fields up to 14.5 T.381
In zero field, the data were fitted from 0.15 to 0.7 K by
Eq. (144) with a = 16(2) µW/(cm K2) and α = 2.47.
The (residual) value of a is too small to correspond to a
superconducting gap with nodes, and suggests that part
of the sample was not superconducting. Together with
the field dependence of a, the authors concluded that
FeSe is a multi-gap nodeless superconductor.381
Reid and coworkers reported thermal conductivity
measurements both parallel to the ab-plane and to the
c-axis of Ba(Fe1−xCox)2As2 crystals.
382 The ab-plane
data reproduce the above measurements, showing no ev-
idence for nodes in the superconducting order parameter
at zero field. Along the c-axis, the thermal conductivity
κ(T → 0)/T was close to zero for the optimum doping
concentration x = 0.06, but increased rapidly with in-
creasing deviation from this concentration as shown in
Fig. 74. The authors attributed this increase to the de-
velopment of nodes in the superconducting order param-
eter along the c-axis as the composition deviates from
the optimum one for superconductivity. Interestingly,
the increase in the c-axis thermal conductivity tracks the
decrease in the observed heat capacity jump ∆C/Tc at
Tc,
383 as shown on the right scale in Fig. 74. Kogan
has interpreted the latter as arising from strong pair-
breaking that reduces both Tc and ∆C/T |Tc at the same
time.384,385
An alternative explanation of the two sets of data in
Fig. 74 is in terms of a reduction of superconducting vol-
ume fraction (and increase in the normal fraction) with
decreasing Tc upon underdoping or overdoping as dis-
cussed more fully below in Secs. IVD and IVE. But then
one could argue that if the normal fraction of the crystals
increased with decreasing Tc, both the ab-plane and c-
axis thermal conductivities would show κ(T → 0)/T > 0,
and therefore this explanation cannot be correct because
in the ab-plane, κ(T → 0)/T = 0 for all superconducting
values of x. However, one must consider how the normal
component might be distributed in the crystals. Suppose
the normal component formed thin plates or rods paral-
lel to the c-axis in a superconducting matrix. Then for
the ab-plane thermal conductivity, the superconducting
regions would encapsulate the normal regions in the di-
rection of thermal transport, in which case the supercon-
ducting regions would dominate the thermal transport at
low temperatures, giving κ(T → 0)/T = 0. However, for
c-axis thermal transport, the superconducting and nor-
mal regions would be in parallel, so the normal regions
would dominate, giving κ(T → 0)/T > 0.
4. Neutron Spin Resonance Mode
Inelastic neutron scattering measurements have con-
strained the symmetry of the superconducting order
parameter in the doped (Ca,Sr,Ba)Fe2As2 and 11-type
compounds.312 Such measurements observe a magnetic
neutron scattering “spin resonance mode” in the super-
conducting state that has the same in-plane wavevector(
1
2 ,
1
2
)
r.l.u. as the magnetic neutron scattering in the
normal state above Tc arising from nesting between the
hole and electron Fermi surface pockets. For the 122-
and 1111-type compounds, this wave vector is the same
as the in-plane component of the long-range SDW stripe-
b ordering in the undoped parent compounds. This res-
onance in the superconucting state is believed to arise
from scattering of electrons between different regions of
Fermi surface with opposite signs of the superconduct-
ing order parameter, thus supporting the s± pairing
model.386,387 In the Fe(Se,Te) materials, the wave vec-
tor
(
1
2 ,
1
2
)
r.l.u. of the resonance mode is still the span-
ning vector between the electron and hole Fermi sur-
face pockets, even though the static ordering wave vec-
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tor
(
1
2 , 0
)
r.l.u. in Fe1+yTe is different. This common-
ality between the 122-, 1111- and 11-type compounds
strongly suggests that the same superconducting mech-
anism is at play in all Fe-based superconductors con-
sidered in this review. As discussed previously in this
review, Utfeld et al. have calculated that the noninter-
acting χ(Q) for optimally doped Ba(Fe0.93Co0.07)2As2
has a pronounced peak near the nesting wave vector, in
spite of significant 3D dispersion of one of the hole Fermi
pockets,158 thus further supporting the s± superconduct-
ing pairing model. Maier and coworkers have suggested
that additional neutron scattering experiments be done
to search for resonances in other parts of the Brillouin
zone to distinguish between different gap structures.388
A summary of literature data for the resonance mode
energy in different Fe-based superconductors is given in
Table XVI.73,224,309,314,320–323,389–394
An early example of neutron spin resonance mode data
is shown in the top panel of Fig. 75 for polycrystalline
Ba0.6K0.4Fe2As2.
391 As shown in the bottom panel of
Fig. 75, the intensity of the resonance is zero above Tc
and grows monotonically with decreasing temperature
below Tc.
391 In Ref. 391, the authors show that this in-
crease in intensity comes at the expense of intensity at
lower energy, which has been confirmed in many subse-
quent experiments. This resonance occurs naturally in a
d-wave superconductor which has both positive and neg-
ative superconducting order parameters around a single
Fermi surface. For the FeAs-based superconductors, in
view of the above ARPES and other measurements of
the nodeless s-wave nature within the FeAs plane of the
superconductivity on each observed Fermi surface sheet,
the observation of the resonance mode in neutron scat-
tering measurements strongly supports the s±-wave sce-
nario for superconductivity in which the sign of the su-
perconducting order parameter is the same within each
Fermi surface sheet at the Γ point or the M point, but
has opposite signs at these two points.391 As noted above
for the FeAs-based materials, the in-plane wavevector of
the resonant scattering below Tc is the same as that at
which the SDW fluctuations occur above Tc, and at which
the long-range SDW ordering occurs in the undoped par-
ent compounds. For Ba0.6K0.4Fe2As2, the horizontal re-
peat wavelength λ between the iron atoms in the verti-
cal spin stripes in Fig. 40 is λ =
√
2a = 5.53 A˚, where
a = 3.91 A˚ is the tetragonal basal plane lattice parame-
ter (see Fig. 1) of this compound. The wavevector asso-
ciated with this wavelength is |Q| = 2π/λ = 1.14 A˚−1, in
agreement with the observed resonance mode wavevector
in the top panel of Fig. 75. The energy of the resonant
mode, ER ≈ 15 meV, corresponds to ER/kBTc ≈ 4.6
where kB is Boltzmann’s constant, remarkably similar to
values of ≈ 5 obtained for the resonance mode in the
layered cuprate high Tc superconductors.
395,396
A more recent inelastic neutron scattering study of a
Ba(Fe0.925Co0.075)2As2 single crystal is shown in Fig. 76
for temperatures equal to (25 K) and far below (5 K)
Tc.
224 In this study, the characteristics of the resonance
(a) (b)
FIG. 75: (Color online) Top two panels: Contours of neutron
scattering energy transfer S versus momentum transfer |Q|
for polycrystalline Ba0.6K0.4Fe2As2. The intense scattering
(red) at the bottom of parts (a,b) comes from elastic nuclear
scattering and the intense scattering near the right edges of
(a,b) comes from inelastic nuclear scattering. The data are
taken at temperatures of 7 K (a) and 50 K (b) at incident
neutron energies of 60 meV. The color scales on the right
sides of (a,b) are in units of mb/(sr meV mol). The increase
of scattering centered at energy ∼ 15 meV and |Q| ∼ 1.15A˚−1
at 7 K compared to 50 K is due to a “neutron spin resonance
mode” associated with the superconductivity that develops
below Tc = 38 K. Bottom panel: Neutron scattering inten-
sity of the resonance mode at an incident neutron energy of
60 meV as in (a,b), integrated over the |Q| range from 1.0
to 1.3 A˚−1 and energy range from 12.5 to 17.5 meV, versus
temperature. Reproduced by permission from Ref. 391 and
from Macmillan Publishers Ltd: Ref. 391, Copyright (2008).
mode are very similar to those described above.
Additional evidences for the existence of a neu-
tron resonance mode in the superconducting state of
the Fe-based superconductors at the nesting wavevec-
tor were found from inelastic neutron scattering mea-
surements on single crystals of Ba(Fe1.935Co0.065)2As2
(Tc = 23 K),
304 Ba(Fe1.92Co0.08)2As2 (Tc = 22 K),
222,320
Ba(Fe1.95Ni0.05)2As2 (Tc = 20 K),
372,390 FeTe0.5Se0.5
(Tc ∼ 14 K),323 and FeTe0.6Se0.4 (Tc = 14 K).392 These
compounds have lower Tc than Ba0.6K0.4Fe2As2 (38 K)
but showed similar ratios of ER/kBTc, confirming a scal-
ing of ER with Tc, and confirming the opening of a spin
gap that compensates the increased scattering at ER.
The transfer of spectral weight to the resonance energy
from lower energy within the superconducting gap for
Ba(Fe1.92Co0.08)2As2 upon cooling below Tc is shown in
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FIG. 76: (Color online) Imaginary part χ′′ of the dynami-
cal magnetic susceptibility of a Ba(Fe0.925Co0.075)2As2 sin-
gle crystal at temperatures T = 5 K (< Tc = 25 K, top)
and 26 K (> Tc, bottom) versus 2D in-plane wave vector
q = |Q − QAF| and magnetic excitation energy h¯ω, where
QAF = (
1
2
, 1
2
, L) r.l.u. in tetragonal notation and h¯ ≡ 1 in the
figure.224 The units of χ′′ in the figure are µ2B eV
−1 f.u.−1,
where f.u. means formula unit. Additional 3D isothermal
plots for temperatures from 5 to 300 K are available.224 The
wave vector scans from which the figure was constructed were
longitudinal ( 1
2
+ h, 1
2
+ h, L) r.l.u. scans (L = 1, 3), i.e.
q = (h, h, 0) r.l.u., and the anisotropy of the magnetic exci-
tations in the Qx-Qy plane was not examined (D. S. Inosov,
private communication). The spin gap and spin resonance
mode are both present at 5 K ≪ Tc (note that ω = 0 is on
the far left edge) and are both absent at 26 K > Tc. Reprinted
with permission from Ref. 224.
Fig. 77.320 The resonance peak thus evidently forms from
a redistribution of the spin fluctuation spectral weight
that already exists above Tc (see also the other references
above and/or in Table XVI).
Measurements of the resonance mode for
Ba(Fe1.92Co0.08)2As2 showed little dispersion of the
resonance peak along Qz as also shown in Fig. 77.
320
The in-plane bandwidth was estimated to be 70 meV
with a lower limit of 60 meV, whereas the c-axis disper-
sion was very weak with an estimated bandwidth of 0.6
meV and upper limit of 1.5 meV. Thus the ratio of the
in-plane to out-of-plane bandwidths was ∼ 120 with a
lower bound of 40.320 From comparison with the much
more three-dimensional spin wave dispersions found for
undoped AF-ordered BaFe2As2, the authors inferred that
doping with Co strongly enhances two-dimensionality
of the magnetic excitations. Furthermore, the spin
fluctuation scattering above Tc in BaFe1.84Co0.16As2 was
also found to be quasi-two-dimensional.222 Similarly, the
magnetic resonance mode in FeTe0.6Se0.4 was also found
TABLE XVI: Neutron spin resonance mode energies ER for
Fe-based superconductors and the wave vectors QR at which
they were observed in orthorhombic reciprocal lattice unit
(r.l.u.) notation. The designation (1,0,0) r.l.u. is the nesting
wave vector between hole and electron Fermi surface pockets,
which is
(
1
2
, 1
2
, 0
)
r.l.u. in tetragonal notation. The listed su-
perconducting transition temperature Tc values are the onset
temperatures for superconductivity and may overestimate the
bulk Tc. The ratio of ER to kBTc is also shown, where kB is
Boltzmann’s constant.
Compound Tc ER QR
ER
kBTc
Ref.
(K) (meV) (r.l.u.)
Ba0.6K0.4Fe2As2
g 38 14 (1,0,1) 4.3 391
Ba(Fe0.96Co0.04)2As2 11
d 4.5(5) (1,0,1) 4.7 309
Ba(Fe0.953Co0.047)2As2 17
a 5 (1,0,1) 3.4 314
8 (1,0,0) 5.5 314
Ba(Fe0.926Co0.074)2As2 22.2 8.3(1) (1,0,0) 4.3 321
Ba(Fe0.925Co0.075)2As2 25 9.5(5) (1,0,1) 4.4 224
Ba(Fe0.92Co0.08)2As2 22 8.6(5) (1,0,1) 4.5 320
Ba(Fe0.9625Ni0.0375)2As2
b 12.3c 5 (1,0,1) 4.7 389
7 (1,0,0) 6.6 389
Ba(Fe0.95Ni0.05)2As2 20 8.7(4) (1,0,1) 5.0 390
7.2(7) (1,0,0) 4.2 390
Ba(Fe0.95Ni0.075)2As2
b 15 6 (1,0,1) 4.6 389
8 (1,0,0) 6.2 389
Fe(Se0.4Te0.6) 14 6.51(4) (1,0,0) 5.4 392
Fe(Se0.4Te0.6) 14.6 7.1(1) (1,0,0) 5.6 393
Fe(Se0.4Te0.6) 14 6 (1,±ε, 0)
f 5.0 322
Fe(Se0.5Te0.5) 14
e 7 (1,0,0) 5.8 323
Fe1.01(Se0.5Te0.5) 14
e 7 (1,0,0) 5.8 73
LaFeAsO0.92F0.08
g 29 13 (1,0,0) 5.2 394
aThe sample also has a structural transition temperature TS =
60 K and an antiferromagnetic ordering temperature TN = 47 K.
bNominal composition.
cThis sample also has an antiferromagnetic ordering temperature
TN = 58 K.
dThis sample also has an antiferromagnetic ordering temperature
TN = 58.0(6) K.
eBroad superconducting transition.
fSlightly incommensurate with ε = 0.035(10). The transverse
scan with a flat top in Fig. 3(a) of Ref. 323 might also be interpreted
to arise from incommensurability.
gPolycrystalline sample.
to be quasi-two-dimensional.392 In the latter study,
the authors showed theoretically that the resonance is
consistent with a bound state associated with s± pairing
arising from (imperfect) quasi-two-dimensional Fermi
surface nesting.
In contrast, the neutron scattering measurements on
underdoped Ba(Fe1−xNix)2As2 (Refs. 372, 389, 390) and
Ba(Fe0.953Co0.047)2As2 (Ref. 314) showed significant c-
axis dispersions of the resonance mode energy (see Ta-
ble XVI). The authors of Refs. 389, 372 and 390 sug-
gested that if the resonance energy reflects the supercon-
ducting pairing interaction via spin fluctuations, then one
would expect a modulation of the superconducting gap
along kz, as is actually suggested from ARPES measure-
ments of the band structure in Sec. IVB 2 above, pre-
sumably arising from interlayer spin correlations.314,389
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FIG. 77: (Color online) Difference between 10 K and 30 K
scans of neutron scattering intensity versus magnetic excita-
tion energy for the three fixed wavevectors Q = ( 1
2
1
2
L) r.l.u.
given in the figure for single crystal BaFe1.84Co0.16As2 (Tc =
22 K). The data show little dispersion of the magnetic exci-
tation energy along the c-axis (i.e., with different L). The
data also illustrate the redistribution of spectral weight from
the spin gap (or spin pseudogap) region at low energies to the
resonance energy of about 8.5 meV upon cooling from above
Tc to below Tc. Reprinted with permission from Ref. 320.
Copyright (2009) by the American Physical Society.
The above anisotropy (or lack thereof) in the spin
correlations of the resonance mode refer to anisotropy
along the c-axis. Li et al. showed from inelastic neu-
tron scattering measurements of Ba(Fe1.926Co0.074)2As2
single crystals that the in-plane anisotropy of the spin
fluctuations in the normal state, reflecting a “nematic
degree of freedom,” is very similar in the neutron spin
resonance mode,321 which again demonstrates that the
resonance mode grows out of, and consists of a redistri-
bution in energy of, the normal state antiferromagnetic
spin fluctuations.
In their neutron scattering study of the spin resonance
in FeTe0.4Se0.6, Mook and coworkers suggested that the
spin fluctuations giving rise to the spin resonance are
distinct from the spin fluctuations giving rise to the
superconductivity.323 However, the transverse scan with
a flat top in Fig. 3(a) of Ref. 323, on which this suggestion
is based, might also be interpreted to arise from incom-
mensurability (see Table XVI and Ref. 322). Lee and
coworkers studied the in-plane anisotropy of the neutron
spin resonance in FeTe0.5Se0.5 and found a distinct split-
ting of the neutron spin resonance in wave vector space
along the
(
1
2 ,
1
2
)
r.l.u. direction.148 They attributed this
structure to a coupling of spin and orbital correlations.
An inelastic polarized neutron scattering study of the
neutron spin resonance was carried out on single crystals
of optimally doped Ba(Fe0.95Ni0.05)2As2 with Tc = 20 K
by Lipscombe et al.397 They confirmed that the resonance
is purely magnetic in origin and that the resonance is cen-
tered within the a-b plane at the reciprocal space position
(12 ,
1
2 ) r.l.u. in tetragonal notation. They also found that
there is a preferential orientation of the spin fluctuations
to be within the a-b plane as opposed to, e.g., being uni-
formly distributed in direction. They point out that this
is very surprising in the paramagnetic state and suggest
that the same anisotropy leading to magnetic anisotropy
in the magnetically ordered state in the undoped and
underdoped compounds is still present in the optimally
doped superconducting composition. They further point
out that this spin-space anisotropy is not expected from
current theories of the spin resonance.
Several measurements of the influence of a magnetic
field on the neutron spin resonance mode have been
reported.393,398,399 The onset temperature of the reso-
nance and its magnitude decrease as the field increases,
as does the Tc itself, further confirming the close connec-
tion between the spin resonance and superconductivity.
The study by Bao et al. was carried out on three co-
aligned single crystals of FeTe0.6Se0.4 with a total mass of
15.3 g and a bulk Tc = 14.6 K.
393 The neutron scattering
resonance peak in an applied magnetic field H = 14 T
splits into three peaks, consisting of an unshifted central
lobe plus two side lobes.393 The magnetic field was ap-
plied along the c-axis, perpendicular the the Fe square
lattice planes. The total integrated magnetic scattering
intensity of the resonance peak(s) is independent of mag-
netic field to within the errors. The authors fitted their
data at both fields by a central peak plus the two field-
dependent side lobes at energies
h¯ω = h¯Ω0 ±
√
∆2 + (gµBH)2 (146)
and obtained the values of the g-factor g = 2.54 and
anisotropy energy ∆ = 1.2(4) meV fitting parameters,
and the energy level diagram versus field.393 The data
and fits are consistent with a transition between a
singlet ground state and a triplet excited state of a
pair of antiferromagnetically coupled quasiparticles,
each with spin S = 1/2, but there was no explanation
for the unusual value of the g-factor. Interestingly,
extrapolating the lowest energy level data to energy
E = 0 gives a critical field of 47(9) T, which happens
to be the same as the value inferred from high-field
resistivity data for the upper critical field Hc2(T = 0).
393
This suggests an intimate relationship between the spin
resonance mode, and in particular the triplet species
associated with it, and the superconducting condensate.
The authors conclude, “The high field neutron data
show that magnetic fluctuations play a central role in
iron superconductivity and suggest that the formation of
a triplet bound state actually drives superconductivity
in FeTe0.6Se0.4.”
393
Summary The evidence is strong that the neutron
scattering spin resonance mode arises from a redistribu-
tion of magnetic scattering spectral weight from energies
below the maximum superconducting gap to the reso-
nance peak, where the wavevector of the resonance for
all the Fe-based compounds is the same as the nesting
wavevector between the electron and hole Fermi surface
pockets. For the FeAs materials, this nesting wave vec-
tor is the same as the SDW wave vector in the respective
nonsuperconducting parent compounds. Indeed, the en-
ergy dispersion versus wavevector of the in-plane spin
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excitations around the resonant wavevector is similar to
those in the undoped parent compounds around the AF
ordering wavevector above TN, and many measurements
indicate that the resonance mode consists of spin fluctua-
tions that pre-exist in the normal state. The observation
and properties of the neutron spin resonance mode, to-
gether with other measurements that indicate a uniform
superconducting gap within the a-b plane for each elec-
tron or hole band, provide strong support for the s± pair-
ing symmetry in which the signs of the superconducting
order parameter are reversed between the electron and
hole Fermi surface pockets as illustrated in the inset of
Fig. 78(c) in Sec. IVB 6.
5. Quasiparticle Interference (QPI) Measurements
a. Introduction
In a scanning tunneling microscopy (STM) image of
a metallic surface taken at bias eV = h¯ω, the differen-
tial tunneling conductance dI/dV is proportional to the
electronic density of states at energy h¯ω in the imaged
surface, times the appropriate Fermi-Dirac distribution
function. In the presence of nonmagnetic and/or mag-
netic impurities in a material, the conduction carriers
scatter off (screen) these impurities and set up an electron
standing wave pattern resulting from Friedel-like oscilla-
tions in the electron density and also in the local density
of states at and near the Fermi energy, which shows up as
lighter and darker areas in the STM image that are dis-
tinct from the positions of the atoms themselves. These
oscillations thus arise from coherent quasiparticle inter-
ference (QPI), and the resulting interference pattern is
called a QPI pattern. By Fourier-transforming an STM
image that contains a QPI pattern resulting from the
presence of impurities in metals, one can obtain a FT-
STM image in q-space.400
Here we quote from Ref. 400. “The enhanced signal in
the FT-STM image at wave vector q and bias eV = h¯ω
corresponds to a large amplitude for (quasiparticle) scat-
tering off of an impurity. Qualitatively, this amplitude
depends on the number of available initial and final states
at a given energy in regions of the Brillouin zone sepa-
rated by q.” Thus the amplitude A(q, ω) in the FT-STM
image is
A(q, ω) ∝
∫
Nk(ω)Nk+q(ω)f(h¯ω)[1− f(h¯ω)]dk, (147)
where Nk(ω) is the momentum- and energy-dependent
density of states and f(h¯ω) is the Fermi-Dirac distribu-
tion function. The probability that an initial conduction
electron state at energy h¯ω is occupied is f(h¯ω), and the
probability that a final state at energy h¯ω is unoccupied
is 1− f(h¯ω). Then, “The greater the number of ‘match-
ing’ pairs of initial and final states, the more a quasi-
particle (elastically) scatters from one into another, pro-
ducing a feature in the FT-STM image.” The integrand
in Eq. (147) is maximum on the Fermi surface, so the
FT-STM technique allows to map the Fermi surface (in
wave vector space) at the surfaces of simple metals such
as Be(0001) and Cu(111).401,402 For other metals, the in-
terpretation of the FT-STM images can be more compli-
cated, as discussed in Ref. 400 and further illustrated in
the following section. The FT-STM technique is comple-
mentary to low-energy electron diffraction (LEED) and
ARPES measurements.401
Wang and coworkers pointed out that FT-STM mea-
surements can distinguish between s++ and s± supercon-
ducting pairing scenarios.403 In the following section, the
use of this technique for this purpose is described.
b. Results: Ca(Fe0.97Co0.03)2As2
Hanaguri reported STM measurements at 0.4 K on
a single crystal of tetragonal FeTe0.60Se0.40 with Tc ∼
14 K.404 They found peaks in FT-STM images at in-
plane wave vectors q1 =
(
2π
a ,
2π
a
)
, q2 =
(
π
a ,
π
a
)
and
q3 =
(
2π
a , 0
)
in tetragonal notation where a is the tetrag-
onal basal plane lattice parameter. They identified the
peak at q1 as a Bragg peak arising from electron diffrac-
tion from the lattice (q1 is a reciprocal lattice vector, see
Sec. III A 2) and was not further considered. They further
studied the peak at wave vector q2, which is the nesting
wave vector between the electron and hole pockets, and
q3 connecting different electron pockets, and considered
these to be QPI peaks. From the magnetic field depen-
dences of the peaks at q2 and q3, they concluded that
the superconducting pairing must be of the s± type.
However, Mazin and Singh noticed that q3 in the study
of Hanaguri et al. is also a reciprocal lattice vector of the
tetragonal crystal structure and that the peak width ac-
cording to their calculations was much too narrow for a
QPI peak, so they concluded that the peak at q3 is an-
other Bragg peak.405 They also concluded that the peak
at q2 is also too narrow to be a QPI peak, and sug-
gested that it might arise from surface reconstruction.
In response, Hanaguri et al. replied that the claimed QPI
peaks q2 and q3 were too broad to be Bragg peaks, and
that q3 consisted of overlapping QPI and Bragg peaks.
406
6. Interaction of Superconductivity with Long-Range
Antiferromagnetic Order
As seen in the phase diagrams in Fig. 5 and in other
phase diagrams discussed in Sec. I, the tetragonal-to-
orthorhombic structural transition and the long-range
antiferromagnetic (AF) transition must both be sup-
pressed before the optimum Tc is obtained in any of the
FeAs-based systems. This suggests that superconductiv-
ity SC and long-range AF ordering strongly interact, and
in fact compete with each other. Important additional
information about this issue was obtained in the sys-
tems Ba(Fe1−xMx)2As2 (M = Co, Ni, Rh) in which the
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phase diagrams show regions where SC and long-range
AF order appear to coexist. Such coexistence could oc-
cur either from macroscopic phase segregation of SC and
AF phases or from coexistence of the two phenomena in
the same volume element. Strong evidence for the sec-
ond possiblility was obtained by measuring the ordered
Fe moment in underdoped samples versus temperature
upon traversing Tc.
In the Ba(Fe1−xCox)2As2 system, the first direct in-
dications of coupling between the SC and AF order pa-
rameters were found by Lester et al., where the temper-
ature T dependence of the AF order parameter, which
is the sublattice magnetization M (also called the stag-
gered magnetization), showed subtle slope changes ver-
sus T on passing through Tc for crystals with x =
0.045 and 0.051.45 Then Pratt et al.407 and Christian-
son et al.309 published back-to-back papers showing a
well-defined decrease in M on cooling through Tc for
x = 0.047 and 0.04, respectively. This latter effect
was also subsequently observed in single crystals of
Ba(Fe0.9625Ni0.0375)2As2 (nominal composition)
277 and
Ba(Fe0.961Rh0.039)2As2.
118 Christianson et al. suggested
that the decrease in magnetic spectral weight associated
with the loss in Bragg intensity is transferred to the su-
perconducting resonance mode described in the previous
section.309 The most likely interpretation of these data
is that SC and long-range AF order coexist in the same
volume element, because if the SC and AF existed in
different regions/grains, it is hard to see how the M in
the AF regions would have been affected by SC in other
regions, or alternatively how AF regions could be con-
verted to SC regions. In addition, there is no evidence
that the fraction of superconducting material increases
with decreasing T below Tc. Thus the data again indi-
cate that SC competes with long-range AF order in these
compounds. Furthermore, additional measurements and
theory of the phase diagram and especially of the coex-
istence of SC and AF that are discussed in the following
paragraph are consistent with the interpretation in which
SC and AF can homogeneously coexist in the same vol-
ume element.
A systematic study of the effect of SC on the AF sub-
lattice magnetization M(T ) in the Ba(Fe1−xCox)2As2
system was carried out by Fernandes et al. using mag-
netic neutron diffraction measurements, as shown in
Fig. 78(b).408,409 These remarkable data indicate that
M(T ) for x = 0.059 is re-entrant (returns to a zero value)
upon cooling to low T . Figure 78(a) shows the phase di-
agram, including data from the new neutron diffraction
measurements. Figures 78(c)–(f) show theoretical calcu-
lations of the phase diagram (c, e) and M(T ) (d, f) for
the conventional s++ and unconventional s+− (or s±) SC
pairing states. The s++ pairing state is one in which the
sign of the superconducting order parameter is the same
on the electron and hole Fermi surface pockets, whereas
in the s+− pairing state the sign of the order param-
eter is opposite on the electron and the hole pockets.
The calculations for the s+− pairing state are obviously
in much better agreement with experiment than for the
s++ pairing state. The authors find that AF and conven-
tional phonon-mediated SC cannot coexist. They con-
clude that “s+− pairing and magnetic order (can) com-
pete but coexist microscopically, whereas both phases are
mutually exclusive in case of s++ pairing. ... This con-
clusion is robust and independent of specific details of
the model.” The authors further conclude, “Our find-
ings strongly suggest that superconductivity is uncon-
ventional (i.e., s+−) in all members of the iron arsenide
family.”
Vorontsov, Vavilov and Chubukov carried out an ex-
tensive theoretical investigation of the possible coexis-
tence between superconductivity and a SDW in a two-
band quasi-two-dimensional semimetal.410 In agreement
with Refs. 408 and 409, they found that it is much more
likely that this coexistence occurs if the orbital pairing
symmetry of the superconducting state is s± instead of
s++.410 Furthermore, they found that coexistence of su-
perconductivity with a commensurate SDW is only pos-
sible if the hole and electron Fermi surfaces have different
Fermi velocities and also different cross-sectional shapes
(e.g., circular versus elliptical). Amazingly, Refs. 292
and 410 both found that a coexisting superconducting
and SDW state can develop, on cooling, out of a pre-
existing completely gapped (i.e., semiconducting) SDW
state. Parker et al. have also theoretically analyzed the
coexistence of superconducting and spin density wave
order.377 They noted that “the SDW observed in un-
derdoped pnictide compounds does not have any con-
siderable destructive effect on the s± superconductivity,
besides the obvious competition between the two insta-
bilities for the density of states at the Fermi level” that
causes Tc to decrease in the presence of the SDW.
Chauvie`re et al. carried out inelastic light (Ra-
man) scattering measurements on crystals in the
Ba(Fe1−xCox)2As2 system, with a focus on the small
composition region of coexistence between superconduc-
tivity and long-range antiferromagnetic ordering.47 They
found that the superconducting gap was significantly de-
pressed for samples in the coexistence composition range.
Their results were interpreted as due to the competition
between itinerant antiferromagnetism and superconduc-
tivity for the same conduction carriers, consistent with
the above theoretical considerations.
7. Magnetic Penetration Depth
a. Introduction
For an s-wave (or s±-wave) superconductor, the su-
perconducting gap exists over the entire Fermi surface(s),
and one therefore expects that physical properties involv-
ing quasiparticle excitations above the superconducting
quasiparticle energy gap 2∆ should decay exponentially
for T → 0, i.e., at temperatures sufficiently below the
smallest gap. Such quantities include the electronic spe-
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FIG. 78: (Color online) (a) The T -x phase diagram of the Ba(Fe1−xCox)2As2 system determined from neutron diffraction
(solid symbols) and bulk thermodynamic and transport (open symbols, Ref. 42) measurements. The phase regions are the high
temperature tetragonal phase (Tet), the orthorhombic phase (Ort), the combined antiferromagnetic (AFM) and Ort phase,
and the superconducting (SC) phase. See also Fig. 5 above. (b) Square of the normalized ordered moment M/M0 versus
temperature T measured by neutron diffraction for five different compositions x, where M0 ≡M(x = 0, T = 0) = 0.87 µB/(Fe
atom). (c), (e): The phase diagrams obtained theoretically for unconventional s+− and conventional s++ pairing states (insets),
respectively. In (c), there is a region of coexistence of AFM and SC (shaded green), but in (e) there is not. In (e), a first order
transition occurs in a very narrow regime between the AFM and SC states as shown. In the insets of (c) and (e), the vertical
axis is the superconducting order parameter ψ = ∆exp(iφ) where ∆ is the magnitude and φ is the phase. For the s++ state,
φ = 0 on both hole and electron pockets, whereas for the s+− state φ is 0 on the electron pockets and π rad on the hole pockets
(or vice versa). The momentum px and py directions are along the tetragonal a- and b-axes, respectively. (d), (f): Theoretical
M2(T ) for the s+− and s++ states, respectively. In (b), (d) and (f), the subpanel on the right is an expanded plot of the data
in the left subpanel, respectively, for the three samples with the largest Co dopings of x = 0.047, 0.054, and 0.059. Reprinted
with permission from Ref. 408. Copyright (2010) by the American Physical Society.
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cific heat, the London penetration depth, and nuclear
spin-lattice relaxation rates 1/T1 obtained from NMR
measurements. However, most 1/T1 measurements of the
Fe-based superconductors below Tc indicate a power law
dependence on temperature (∼ T 3) instead of an expo-
nential decrease (see references cited in Ref. 411). Sim-
ilarly, magnetic penetration depth measurements reveal
power-law behavior T n at the lowest temperatures such
as for BaFe1.93Co0.07As2 single crystals, where n = 2.4(1)
was obtained and attributed to either the existence of
gapless regions or point nodes on the Fermi surface in the
superconducting state.412 Electronic heat capacity Ce(T )
measurements (after subtraction of the phonon contribu-
tion from the measured data) have also indicated power
law rather than exponential behavior. For example, Zeng
et al. reported that near-optimally doped single crystals
of both Ba(Fe0.92Co0.08)2As2 and Ba(Fe0.95Ni0.05)2As2
follow Ce(T ) = γ0T + AT
3 at T ≪ Tc, where γ0 is the
“residual” Sommerfeld coefficient at T = 0 and A is a
constant.413 However, impurity effects and spatial inho-
mogeneities can also contribute to such behaviors.
For penetration depth measurements such as rf and mi-
crowave measurements, the measured penetration depth
λ(0) at T → 0 is related to the London penetration depth
by414
λ(0) = λL(0)
√
1 +
ξ0
ℓ
, (148)
where
ξ0 =
h¯vF
π∆(0)
(149)
is the BCS coherence length, ℓ is the quasiparticle mean
free path, vF is the Fermi velocity and ∆(0) is one-half
the zero-temperature energy gap for quasiparticle excita-
tions. The limit ξ0/ℓ → 0 is called the clean limit and
the opposite limit the dirty limit. An equivalent way to
express this is to substitute ℓ = vFτ , where 1/τ is the
scattering rate of quasiparticles by impurities and τ is
the mean free scattering time. Thus the criteria for clean
and dirty limits can be expressed in equivalent ways as
ξ0
ℓ
,
h¯vF
π∆(0)ℓ
,
h¯
π∆(0)τ
≪ 1, (clean limit)
(150)
ξ0
ℓ
,
h¯vF
π∆(0)ℓ
,
h¯
π∆(0)τ
≫ 1. (dirty limit)
In the following we further consider penetration depth
measurements and then 1/T1 measurements.
b. Penetration Depth Measurement Results
A sensitive measurement of the change in the mag-
netic penetration depth λ versus T can be performed
by measuring the change ∆f = f − f0 in the resonant
frequency f = (2π
√
LC)−1 with respect to the unper-
turbed resonant frequency f0 ≈ 14 MHz of a resonant
circuit containing a capacitor C and a coil of inductance
L in which the sample is placed using a tunnel diode
resonator (TDR) circuit.415 Using this circuit, the reso-
lution of the ∆f measurements is 0.1 Hz out of 14 MHz,
i.e., about 7 ppb, which corresponds to a resolution in a
change ∆λ in λ of about 1 A˚ for mm-size crystals. The
amplitude of the ac field seen by the sample is ∼ 10 mOe,
which is much less than the lower critical field and the
samples are hence in the Meissner state in zero applied
dc field. In terms of the dimensionless differential mag-
netic volume susceptibility χ = dM/dH of the sample,
for |∆fmax|/f0 ≪ 1 one has
∆f(T )
f0
= −G 4πχ(T ),
where G is a dimensionless calibration constant. In the
application of the technique to penetration depth mea-
surements, one obtains415
∆f(T )
f0
= G
{
1−
√
µλ(T )
R
tanh
[
R
√
µ
λ(T )
]}
, (151)
whereR is an “effective” linear sample dimension, λ is the
penetration depth of the corresponding “nonmagnetic”
material, and µ is the dimensionless relative magnetic
permeability of the sample (µ = 1 in free space) which
can be temperature dependent. Usually µ ≈ 1 except for
samples containing magnetic ions such as the Nd ions in
the compound NdFeAsO0.9F0.1, for which ignoring the
deviation of µ(T ) from unity gives the wrong T depen-
dence of λ at the lowest T .416 In particular, the acti-
vated temperature dependence reported for PrFeAsO1−y
by Hashimoto et al.,417 which continues to be cited as
evidence for a nodeless superconducting order parame-
ter, is most likely an artifact due to the magnetism of
the Pr+3 ions.416
As discussed above in Sec. III E 1, complete diamag-
netism corresponds to 4πχ = −1 (in the absence of de-
magnetization effects which make this value more nega-
tive) where χ is the dimensionless volume susceptibility
in Gaussian units. In Eq. (151) this situation corresponds
to λ(T → 0)/R = 0 and therefore ∆f(T → 0)/f0 = G.
Thus, from Eq. (151) the calibration constant G can
be determined by measuring the frequency shift upon
pulling the sample out of the coil from a completely su-
perconducting state. Alternatively, G can be determined
by measuring the temperature-dependent skin depth δ of
a sample in the normal state above Tc using the TDR
technique, which takes the place of λ in the above equa-
tions, and then comparing the result with the measured
dc resistivity of the same sample. The δ and resistivity
ρ are related in SI units by418
δ = (504 m)
√
ρ
µf
, (152)
where the relative permeability µ is dimensionless as
above, ρ is in Ω m and the frequency f is in Hz. For
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FIG. 79: (Color online) (a) Change ∆λ in the London pen-
etration depth λ versus the square of the tempererature T 2
for a variety of Fe-based superconductors, normalized to the
square of the superconducting transition temperature Tc.
The codes for the plots are: (1) Ba(Fe0.942Co0.058)2As2; (2)
Ba(Fe0.941Co0.059)2As2; (3) Fe1.001(Te0.632Se0.367); and (4)
LaFeAsO0.9F0.1. Inset: ∆λ versus T up to temperatures
above the respective Tcs. (b) Fitted exponent n in the power-
law dependence ∆λ = ATn for T → 0 for the various com-
pounds as indicated. A fitted value n >∼ 4 to the data would
be consistent within the errors with an exponential temper-
ature dependence, but that is not observed. Reprinted with
permission from Ref. 429. Copyright (2010) by the American
Physical Society.
a typical Fe-based material with a normal state resistiv-
ity of 0.1 mΩ cm, and using an rf frequency of 14 MHz
and µ = 1, Eq. (152) gives δ = 0.13 mm, which is smaller
than a typical linear in-plane dimension of 1–2 mm for
crystals used in the measurements.
Penetration depth measurements are also car-
ried out in the superconducting state using other
types of measurements. Zero-temperature penetra-
tion depths λ(T → 0) for various Fe-based supercon-
ductors determined using the various techniques de-
scribed in the table caption are summarized in Ta-
ble XVII.180,181,185,355,361,362,370,419,420,422–428
A survey and comparison of the low-T behaviors of
the penetration depths in a variety of Fe-based super-
conductors measured by the TDR technique is shown in
Fig. 79(a).429 As exemplified in the figure, all Fe-based
crystals examined using TDR by Prozorov’s group all
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FIG. 80: (Color online) Change ∆λab(T ) in the ab-plane
London penetration depth divided by the zero-temperature
value λab(0) versus temperature T for a single crystal of
Ba0.45K0.55Fe2As2 (open blue circles).
430 Fits to the data
from 1.8 to 14 K by Fits 1 and 2 in Eq. (153) with fitting
parameters in Eqs. (154) are shown as solid red and dotted
blue curves, respectively.
had power law behaviors with exponents around 2 at
low temperatures as shown in Fig. 79(b). In particular,
none showed exponential temperature dependences even
at the lowest temperatures (R. Prozorov, private com-
munication). This group developed an Al-coating tech-
nique for obtaining absolute values of λab(0) from the
TDR technique, which they used to measure λab(0) of
Ba(Fe1−xCox)2As2 crystals.
423 They found that λab(0) is
approximately constant (≈ 260 nm) for 0.047 ≤ x ≤ 0.10,
but was much larger (640–920 nm) for x = 0.039 and
0.042.
Hashimoto and coworkers carried out in-plane pene-
tration depth λab measurements on Ba0.45K0.55Fe2As2
crystals (Tc = 25–33 K) with different impurity concen-
trations using a 28 GHz cavity perturbation technique
and have suggested an exponential dependence of the
penetration depth at low temperatures in the cleanest
crystal (#3), but found power law-like dependences in
two less pure crystals.430 We digitized the penetration
depth data for the cleanest crystal #3 from the inset of
Fig. 3 of Ref. 430 and the data are plotted as open cir-
cles in Fig. 80. Then we carried out both exponential
and power law fits to the data over various temperature
ranges. The functions fitted to the data were
T n Fit 1 :
∆λab(T )
∆λab(0)
= A+BT n
exp Fit 2 :
∆λab(T )
∆λab(0)
= exp[−∆0/(kBT )] (153)
exp Fit 3 :
∆λab(T )
∆λab(0)
=
√
π∆0
2kBT
exp[−∆0/(kBT )],
where ∆λ ≡ λ(T ) − λ(1.8 K), ∆0 ≡ ∆(T = 0) and
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TABLE XVII: Magnetic penetration depths at low temperatures for Fe-based superconductors. The methods used are tunnel
diode resonator (TDR), magnetic force microscope (MFM), torque magnetometer (TM), muon spin relaxation (µSR), infrared
spectroscopy (IR), teraHertz (THz) conductivity, and small angle neutron scattering (SANS) measurements. The second to
last column gives the ratio of the zero-temperature superconducting condensate density ρS(0) to the normal state coherent
carrier concentration n calculated using the λab(T → 0) data, the f ′p data in Tables IV and V, and Eq. (160), denoted “method
1”. This method is equally valid for pair-breaking and non-pair-breaking impurities. The last column gives “method 2” of
calculating ρS(0)/n from the largest zero-temperature superconducting gap datum for a given compound ∆(0) in Table XV
and the quasiparticle scattering rate 1/τ ′ data in Table IV according to Eq. (163). Method 2 assumes that the quasiparticle
scattering centers are not pair-breaking, i.e., that there are no quasiparticle states in the superconducting gap.
Compound Tc λab(T → 0) method Ref.
ρS(0)
n
ρS(0)
n
(K) (nm) method 1 method 2
Fe1.03Te0.63Se0.37
a 13 560(20) TDR 419 0.20
FeTe0.5Se0.5
a 14.6 491(8) µSR 370 0.26 0.60f
λc :1320(14) µSR 370
FeTe0.5Se0.5
b 14.6 534c–703 µSR 420
RbFe2As2
b 2.5 267(5) µSR 421
Ba0.6K0.4Fe2As2
a 37 200(8) IR 422 0.41
Ba(Fe0.961Co0.039)2As2
a ? 905(40) TDR 423
Ba(Fe0.961Co0.039)2As2
a ? 670(40) TDR 423
Ba(Fe0.942Co0.058)2As2
a ? 170(40) TDR 423
Ba(Fe0.939Co0.061)2As2
a 23.6 189.4(11) µSR 424
Ba(Fe0.926Co0.074)2As2
a 22.1 224.2(6) µSR 424 0.16
Ba(Fe0.900Co0.100)2As2
a ? 170(40) TDR 423 0.33
Ba(Fe0.899Co0.101)2As2
a 14.1 332.2(22) µSR 424
Ba(Fe0.890Co0.110)2As2
a 10.3 453.8(26) µSR 424
Ba(Fe0.95Co0.05)2As2
a 18.5 325(50) MFM 361
Ba(Fe0.94Co0.06)2As2
a 25 277(25)e IR 185
Ba(Fe0.935Co0.065)2As2
a 23.5 270 IR 362
Ba(Fe0.92Co0.08)2As2
a 25 350(35)e IR 181
Ba(Fe0.92Co0.08)2As2
a 20 315(30)e IR 185
Ba(Fe0.9Co0.1)2As2
b 23 450(20) THz 180 0.18d
Ba(Fe0.95Ni0.05)2As2
a 20 300(30)e IR 181
Sr(Fe0.87Co0.13)2As2
a 16.2 325.5(5) µSR 424
LaFeAsO0.925F0.075
b 22 364c–447 µSR 425
LaFeAsO0.9F0.1
b 26.0 254c–333 µSR 425
SmFeAsO1−xFx
a 44 140(20) TDR 355
SmFeAsO0.8F0.2
a 46.0 210(30) TM 426
SmFeAsO1−xFx
b 45 190c µSR 427
LiFeAsa 17 210(20) SANS 428
aSingle crystal sample.
bPolycrystalline sample.
cCalculated for the high-anisotropy limit.
dCalculated from the complex σ(ω).
eFrom a fit containing two Drude terms; this value is for the
narrow Drude term.
fFrom the 1/τ ′ obtained in a low-frequency limit of a generalized
Drude fit at 18 K. A much smaller value of ρS/n is obtained if the
1/τ ′ value from a conventional Drude-Lorentz fit at 100 K is used.
exp Fit 2 and exp Fit 3 are single-parameter (∆0/kB)
fitting functions approximately valid at T/Tc <∼ 1/2 for
the dirty and clean limits, respectively.431 The power law
Fit 1 function instead has three adjustable parameters A,
B and n.
We fitted all three expressions in Eqs. (153) to the
experimental data in Fig. 80 over variable temperature
ranges from 1.8 K up to a maximum fit temperature from
6 to 20 K ≈ Tc/2. The goodness of fit was computed as
χ2/DOF, where χ2/DOF = (1/DOF)
∑Nfit
i=1 (yi − yi fit)2,
Nfit is the number of data points fitted, and the num-
ber of degrees of freedom DOF equals Nfit minus the
number of fitting parameters. The χ2/DOF values for
the three expressions in Eqs. (153) fitted to the data in
Fig. 80 over temperature ranges from 1.8 K to the indi-
cated maximum fit temperature are plotted in Fig. 81(a).
The T n Fit 1 and exp Fit 2 functions fitted the data
equally well for maximum fitting temperatures less than
16 K and both are superior to exp Fit 3. For a maxi-
mum fitting temperature of 14 K, the important fitting
parameters are
n = 2.72(9) (T n Fit 1)
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FIG. 81: (Color online) (a) Goodness of fit χ2/DOF for the
three fitting expressions in Eqs. (153) to the data in Fig. 80
over temperature ranges from 1.8 K to the indicated maxi-
mum fit temperature, where the latter ranged from 6 K to
20 K. From panel (a), the exp Fit 2 and Tn Fit 1 fitted the
data equally well for maximum fitting temperatures less than
16 K. (b) Fitting parameter ∆/kB for exp Fit 2 (left vertical
scale) and n from Tn Fit 1 (right vertical scale) versus the
maximum fit temperature.
(154)
∆0
kB
= 32.3(2) K (exp Fit 2).
The second of Eqs. (154) gives 2∆0/(kBTc) ≈ 1.9,
which is much less than the BCS value of 3.52. This
suggests that if the fit is valid, then there are multiple
superconducting gaps in the material with one of them
significantly less than predicted by the BCS theory, con-
sistent with ARPES and other data discussed above. On
the other hand, the power law Fit 1 function fits the data
equally well, with a power n that is significantly less than
expected (≥ 4) if the data followed an exponential or
two-fluid power law temperature dependence. However,
the experimental data are not sufficiently precise to dis-
tinguish between activated and power law temperature
dependences.
Most studies of the temperature dependence of λ re-
quire the presence of two distinct gaps to fit the data,
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FIG. 82: (Color online) In-plane optical conductivity σ1 ver-
sus frequency f ′ (denoted “ω” in the figure) at the indi-
cated temperatures for a single crystal of Ba0.6K0.4Fe2As2
with Tc = 37 K.
422 A superconducting energy gap is seen
to develop below Tc in the frequency range below 310 cm
−1.
The inset shows the “missing area” A in Eqs. (155), (156)
and (158). Reprinted with permission from Ref. 422. Copy-
right (2008) by the American Physical Society.
similar to those found by ARPES above. A summary of
the literature values of the two gaps found from differ-
ent types of measurements, including penetration depth
measurements, is given by Evtushinsky et al.354 A survey
of optical and THz measurements of the superconducting
gap(s) and penetration depths in the Fe-based materials
is given by Dressel et al.432
c. Superconducting Condensate Density
When a material becomes superconducting, at least
some fraction of the conduction carriers condense into
the superconducting state. The corresponding part of the
optical conductivity spectral weight is transferred into
a Dirac delta function at ω = 0 (Ref. 414) that is not
accessible from optics measurements due to a lower limit
on the measured frequency range. This missing spectral
weight (“missing area A”) in a plot of σ1 versus ω in cgs
units is simply defined by
A =
∫ ∞
0
σn1 (ω)dω −
∫ ∞
0
σs1(ω)dω, (155)
where σn1 (ω) and σ
s
1(ω) are the real parts of the elec-
tronic conductivity in the normal and superconducting
states, respectively. The missing spectral weight gener-
ally occurs in the far infrared part of the electromagnetic
spectrum where the energy of a photon is less than the
superconducting energy gap h¯ω < 2∆. Measuring the
frequency range over which suppression of the optical
conductivity occurs allows an estimate of the supercon-
ducting energy gap to be determined. Defining ρS as the
number density of normal state current carriers that have
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condensed into the superconducting state, from Eqs. (26)
and (155) one gets414
ρS =
2m∗
πe2
A, (156)
where m∗ is the effective mass of the individual quasi-
particles.
Thus by measuring the low-frequency optical conduc-
tivity spectral weights above and below Tc and subtract-
ing them, one can determine the superconducting carrier
density. Because the measured spectral weights are single
particle spectral weights, this ρS is the density of single
conduction carriers in the superconducting condensate,
not the density of Cooper pairs which is a factor of two
smaller. Using the expression relating ρS to the magnetic
penetration depth λ,414
ρS =
m∗c2
4πe2λ2
, (157)
one can also derive λ from A using Eqs. (156) and (157),
yielding the simple relation414
1
λ
=
√
8A
c
, (158)
in which m∗ has dropped out, so Eq. (158) allows an
unambiguous measure of λ.
We emphasize that the superconducting condensate
density ρS is not just another name for the inverse square
of the penetration depth. It is a distinct, physically
meaningful, and measurable quantity via Eq. (156). For
example, since ρS is a scalar, which is obviously isotropic,
the anisotropy in λ for FeTe0.5Se0.5 in Table XVII pre-
sumably results from the anisotropy in m∗. Also, from
Eqs. (148) and (157), a reduction in the mean-free path
towards the dirty limit evidently reduces ρS , assuming
that m∗ remains constant. Finally, we remark that the
expression (156) does not depend on the nature of the
scattering centers in a material, i.e., whether they are
pair-breaking or not.
An early example of relevant ab-plane optical con-
ductivity data is shown in Fig. 82 for a single crys-
tal of Ba0.6K0.4Fe2As2 with Tc = 37 K.
422 The data
clearly show the opening of a superconducting gap be-
low Tc. The σ1 is zero to within the errors for f
′ <
150 cm−1, suggesting a full s-wave-like superconducting
gap 2∆ ≈ 150 cm−1 = 19 meV = 220 K, which gives
2∆/kBTc = 5.9.
422 This 2∆ corresponds to the smaller of
the two gaps seen by ARPES, as expected.422 The “miss-
ing area” A in Eqs. (155), (156) and (158) is shown in
the inset of Fig. 82. From the value of A, λ = 200(8) nm
was determined from Eq. (158).422 Several values of λ
determined this way from optics measurements on other
Fe-based superconductors are also listed above in Ta-
ble XVII. These values are similar to values determined
from other types of measurements on comparable mate-
rials.
A plot of the Tc versus the in-plane 1/λab(0)
2 ∼
ρS/m
∗ (“Uemura plot”433) for Fe-based superconductors
λ  μ
FIG. 83: (Color online) Uemura plot of the superconducting
transition temperature Tc versus the inverse square of the
zero-temperature in-plane London penetration depth, λ−2ab ,
for various Fe-based compounds. The red star datum for
Fe1+ySe1−xTex is from Ref. 370. The references for the other
data points plotted are cited in Ref. 370. Reprinted with per-
mission from Ref. 370. Copyright (2010) by the American
Physical Society.
by Bendele and coworkers is shown in Fig. 83.370 A gen-
erally positive correlation is seen between the two quan-
tities, as was previously observed for the cuprate super-
conductors as indicated by dashed and dotted lines in the
figure, which demonstrates that Tc increases with ρS/m
∗.
An improved correlation between Tc and ρS was sug-
gested for the cuprates by Homes et al., namely ρS ∝
σ0Tc,
434,435 where σ0 is the dc conductivity just above
Tc. Wu and coworkers
181 and Li et al.422 found that
this correlation works well for their samples of Fe-based
superconductors.
Using Eq. (157) and the expression for the plasma an-
gular frequency ωp of the normal state coherent current
carriers given above in Eq. (19), one can derive the ra-
tio of the zero-temperature superconducting condensate
density ρS(0) to the normal state coherent carrier density
n as
ρS(0)
n
=
[
c
λ(0)ωp
]2
. (159)
Note that the factor m∗ has dropped out of the expres-
sion, the right-hand side of the expression contains only
two reasonably well-defined experimental quantities, and
the same expression is valid in both cgs and SI units. Us-
ing Eq. (21), one can rewrite the dimensionless ratio (159)
in commonly used units as
ρS(0)
n
=
[
(2π × 10−7)λ(0) f ′p
]−2
, (160)
where λ(0) is in units of nm and f ′p = ωp/(2πc) is the
plasma frequency expressed in cgs optics units of cm−1 as
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FIG. 84: (Color online) Real part σ1 of the Drude optical con-
ductivity, normalized by the zero frequency value σ0, versus
angular frequency ω in units of (1 rad)/τ (solid red curve).
The value of ω that is equal to (1 rad)/τ is shown by the
upper horizontal arrow. Note that h¯ω is the magnitude of the
energy of a quasiparticle as measured from the Fermi energy.
Also shown by the lower horizontal arrow and vertical blue
dashed line is an arbitrary value 2∆/h¯ of the superconducing
quasiparticle energy gap in angular frequency units of rad/s.
When a material becomes superconducting, the optical spec-
tral weight for 0 ≤ ω ≤ 2∆/h¯ collapses into a Dirac delta
function at ω = 0. The superconducting carrier density ρS is
thus proportional to this spectral weight, which decreases as
2∆/h¯ decreases.
in Tables IV and V above. For simple conventional super-
conductors in the clean limit, one would expect this ratio
to be close to unity, because all of the conduction carri-
ers are expected to become superconducting. However,
in correlated electron materials and/or superconductors
containing impurities that scatter the current carriers,
it is of interest to examine how this ratio varies between
compounds because of the possibility that not all current
carriers contribute to the superconducting condensate.
The ratio ρS(0)/n as determined using Eq. (160)
(“method 1”) is given in the next-to-last column of Ta-
ble XVII for several samples. These values suggest that
a significant fraction of the current carriers do not con-
tribute to the superconducting condensate. This was also
previously suggested by Homes and coworkers who mea-
sured the in-plane optical properties versus temperature
of a superconducting single crystal of FeTe0.55Se0.45 with
Tc = 14 K and deduced that only about 18% of the cur-
rent carriers became superconducting,162 similar to val-
ues of ρS(0)/n for Fe1+yTe1−xSex in the next-to-last col-
umn of Table XVII. They inferred that the small ratio
resulted because the compound is approaching the dirty
limit, where the carrier scattering rate becomes signifi-
cant compared to the superconducting energy gap 2∆ for
quasiparticle excitations.
An explanation follows of how the superconducting
condensate density decreases as the quasiparticle scatter-
ing rate from non-pairbreaking impurities increases in an
effective single band model, with assistance from Raphael
Fernandes and Christopher Homes (private communica-
tions). Shown in Fig. 84 is a plot of the Drude optical
conductivity in Eq. (17) versus angular frequency, where
it is important to note that h¯ω is the magnitude of the
energy of a quasiparticle as measured from the Fermi en-
ergy. Also shown is an arbitrary value of the quasiparticle
energy gap 2∆/h¯ in angular frequency units of rad/s, and
of the angular frequency (1 rad)/τ corresponding to the
fixed mean scattering rate. When a material becomes
superconducting, the quasiparticles within an energy ∆
on either side of the Fermi surface condense, by defini-
tion, into the superconducting state at T = 0 (here we
do not consider pair-breaking impurities that introduce
quasiparticle states into the superconducting gap, see e.g.
Ref. 385). In terms of Fig. 84, this means that the optical
spectral weight up to ω = 2∆/h¯ condenses at T = 0 into
a Dirac delta function at ω = 0. By inspection of the
figure, if 2∆/h¯≫ 1/τ , all of the carriers (with total con-
centration n) condense. However, as also seen from the
figure, as 2∆/h¯ decreases, so does the superconducting
condensate density. Using Eqs. (17), (18) and (26), one
obtains
ρS(T = 0)
n
=
2m∗
πe2n
∫ 2∆(0)/h¯
0
σ1(ω)dω
=
2
π
arctan
[
2τ∆(0)
h¯
]
(161)
=
2
π
arctan
[
4π∆(0)
h/τ
]
.
The clean limit corresponds to 2∆(0)τ/h¯ ≫ 1, whereas
the dirty limit corresponds to 2∆(0)τ/h¯ ≪ 1. These
criteria are essentially the same as the criteria for the
clean and dirty limits given above in Eq. (150). For the
clean limit, one obtains ρS(0) = n from Eq. (161), as
expected. In the dirty limit 2∆/h¯ ≪ 1/τ , one instead
obtains
ρS(0)
n
=
8∆(0)
h/τ
≪ 1. (dirty limit) (162)
Using Eq. (12), one can express the quasiparticle scat-
tering rate 1/τ , which is in units of s−1 in Eq. (161),
in terms of the scattering rate 1/τ ′ expressed in optics
papers in units of cm−1. Then Eq. (161) becomes
ρS(0)
n
=
2
π
arctan
[
16.13
∆(0)
1/τ ′
]
, (163)
where on the right-hand-side ∆(0) is in meV and 1/τ ′ is
in cgs optics units of cm−1. Using the largest ∆(0) datum
for a given compound in Table XV and the 1/τ ′ data in
Table IV, several values of ρS/n were computed using
Eq. (163) and are listed in the last column of Table XVII
(“method 2”).
All of the values in the last two columns of Table XVII
are significantly smaller than unity. This indicates that
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FIG. 85: (Color online). 57Fe nuclear spin-lattice relax-
ation rate 1/T1, divided by its value 1/T1(Tc) at Tc, versus
temperature T divided by Tc, for polycrystalline samples of
Ba0.6K0.4Fe2As2 and LaFeAsO0.7. Different multiple super-
conducting gap models in panels (a) and (b), respectively,
are used to fit the data for the two compounds as shown by
the solid curves. Reproduced by permission from Ref. 347.
Copyright (2009) by the Physical Society of Japan.
the Fe-based superconductors are approaching the dirty
limit. This quasiparticle scattering mechanism of reduc-
ing ρS(T = 0)/n below unity leaves normal state con-
duction carriers that do not condense into the super-
conducting state. These uncondensed quasiparticles do
not exhibit low-energy excitations such as a Sommerfeld
electronic heat capacity at low temperatures T ≪ Tc,
because according to Fig. 84 their spectral weight is at
thermally inaccessible energies h¯ω > 2∆ for non-pair-
breaking impurities.
From their data in Table XVII, Williams et al.
found that 1/λ2ab(0) ∝ T 2c for single crystals in the
Ba(Fe1−xCox)2As2 system, instead of varying linearly
with the doping concentration x, indicating that the su-
perconducting condensate density decreases as the com-
position x deviates from the optimum value x0.
424 They
suggested that either spatial phase separation into super-
conducting and normal regions occurs on a fine scale with
increasing x−x0, or that there is phase separation in mo-
mentum space where some fraction of the current carriers
remains normal below Tc.
424 On the other hand, Gordon
et al. did not observe a decrease in ρS(0) for x > x0
in their Ba(Fe1−xCox)2As2 crystals up to x = 0.10.
423
They attributed their observed strong decrease in ρS(0)
for x < x0 in the region of coexistence of superconductiv-
ity and SDW (see Fig. 5 and Table XVII) to competition
between these two transitions for the same conduction
carriers,423 as predicted theoretically.292
8. NMR 1/T1 Measurements below Tc
Many NMR measurements of the nuclear spin-lattice
relaxation rate 1/T1 of different nuclei have been carried
out below Tc for various Fe-based superconductors. Al-
most all of them show a power law behavior 1/T1 ∼ T n
with n ∼ 3–5 instead of an exponential dependence ex-
pected if there were no nodes in the superconducting or-
der parameter in momentum space. Shown in Fig. 85
are illustrative 57Fe nuclear spin-lattice relaxation rate
1/T1 measurements versus T of polycrystalline samples
of Ba0.6K0.4Fe2As2 and LaFeAsO0.7.
347 The data can be
fitted by power laws with n = 4.4 and 3, respectively, as
shown by the straight lines with slopes corresponding to
n = 5 and 3 in the figure, suggesting the absence of full
gaps in these compounds. However, the large exponent
of 4.4 for Ba0.6K0.4Fe2As2 suggests the presence of a con-
ventional s-wave gap. Indeed, both data sets were fitted
by two different models, each with multiple full gaps as
shown by the solid curves through the respective data
sets in Fig. 85(a) and (b).347
The influence of multiple gap values on 1/T1 would be
exacerbated by interband scattering between the electron
and hole pockets by nonmagnetic impurities which could
introduce quasiparticle states within the superconducting
gap or even make the superconductor gapless.411,436–441
For s± pairing, nonmagnetic impurities are “pairbreak-
ing”, acting like magnetic impurities in a conventional
s-wave superconductor. Thus, these impurities also re-
duce Tc in the s
± pairing scenario, in addition to intro-
ducting quasiparticle states in the superconducting gap.
Conversely, intraband scattering off magnetic impurities
are pairbreaking whereas interband scattering is not with
little effect on pairing or Tc.
442
Not all superconductors crystallizing in the 1111- or
122-type structures show such ambiguities in behavior of
1/T1 below Tc shown above in Fig. 85. Data for two
polycrystalline samples of LaNiAsO1−xFx are plotted in
Fig. 86.443 The data show a peak at Tc for each sample,
called the Hebel-Slichter peak, which is a signature of
a conventional s-wave superconducting state. The data
follow exponential temperature dependences below Tc,
indicated as solid curves in the figure, with supercon-
ducting energy gaps 2∆ that are close to the BCS value
of 3.53 kBTc.
9. Summary
The available evidence indicates that the intrinsic su-
perconductivity in the FeAs-based compounds involves
spin-singlet s-wave-like (s±-wave) pairing with multiple
gaps on the different electron and hole Fermi surface
sheets in momentum space, but where the minimum
superconducting gap may vary strongly with momen-
tum component kz of the Fermi surface(s). The non-
exponential temperature dependences of the penetration
depth and 1/T1 at low temperatures, and the lack of a
clear superconducting gap with no in-gap states in the
scanning tunneling spectroscopy measurements discussed
in Sec. IVE2 below, can be ascribed in this scenario to
the influence of these multiple superconducting gaps in
the kx-ky plane together with a modulation of the super-
conducting gap in the kz-direction, possibly exacerbated
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FIG. 86: (Color online). 75As nuclear spin-lattice relaxation
rate 1/T1 versus temperature T for two polycrystalline sam-
ples of LaNiAsO1−xFx. The respective Tc’s for the two sam-
ples are indicated by vertical arrows. Each sample shows a
“Hebel-Slichter peak” at Tc that is indicative of conventional
s-wave electron-phonon pairing. Each solid curve is a fit to
the respective data by an isotropic (s-wave) superconducting
gap with the indicated value. These data and fits indicate
that not all Fe-based superconductors show unconventional
behavior of 1/T1 below Tc. Reprinted with permission from
Ref. 443. Copyright (2010) by the American Physical Society.
by chemical/spatial inhomogeneity, or impurity scatter-
ing effects that introduce quasiparticle states into the
minimum superconducting gap.
C. Upper Critical Field Hc2 and Superconducting
Coherence Length ξ
The Fe-based superconductors are found to be Type-
II superconductors. The upper critical fields Hc2 of all
of them have been measured to some extent, although
Hc2(T = 0) turns out to be of order 60 T or higher at
T → 0, so most laboratory fields are not sufficient to ob-
tain the full Hc2(T ) behaviors. Here, except for KFe2As2
which has low Hc2, we only consider Hc2 measurements
on single crystals that attain fields H >∼ 50 T, because
these give definitive information on the superconducting
anisotropy at low temperatures as well as its temperature
dependence.
Several values of Hc2(T ) are collected in Ta-
ble XVIII.307,444–454 For Ba0.6K0.4Fe2As2, the ratio
γ ≡ Hc2,ab
Hc2,c
TABLE XVIII: Upper critical magnetic fields Hc2 measured
at the indicated temperatures T for single crystals of Fe-based
superconductors with onset superconducting transition tem-
perature Tc. The notation Hc2,ab means that the applied
magnetic field is in the ab-plane, and Hc2,c means that the
applied field is parallel to the c-axis.
Compound Tc T Hc2,c Hc2,ab Ref.
(K) (K) (T) (T)
NdFeAsO0.7F0.3 47 35 9
a 54a 444
47 20 30a — 444
Ba0.55K0.45Fe2As2
b 32 14 57 68 445
Ba0.6K0.4Fe2As2 28.2 10 56 57 446
Ba(Fe0.92Co0.08)2As2 22.1 1 50
a 53a 447
Ba(Fe0.9Co0.1)2As2 22 10 41
a 25a 448
Sr(Fe0.9Co0.1)2As2 20 1 46
c 46c 307
KFe2As2 2.79 0.3 1.25
a 4.40a 449
Fe1.05(Te0.85Se0.15) 14.1 1.5 46
c 45c 450
Fe1.11(Te0.6Se0.4) 14
d 1.5 43a 42a 451
Fe(Te0.6Se0.4) 14
e 3 46a 46a 452
Fe1.14(Te0.91S0.09) 7.8
f 0.2 27a 26a 453
Fe(Te0.52S0.48) 15 1.5 47
a 44a 454
a50% normal resistance criterion for Tc.
bContaminated with Sn from the Sn flux used to grow the crystals.
c90% normal resistance criterion for Tc (Tc onset).
dThe superconducting transition width measured by zero-field-
cooled magnetic susceptility in a low (30 Oe) field along the c-axis
is comparable to Tc itself.
eThe superconducting transition width measured by zero-field-
cooled magnetic susceptility in a low (10 Oe) field along the ab-
plane is about 2 K and the superconducting diamagnetism at 3 K
is about 75% of −4piχ.
fThe zero-field resistive transition width (1.3 K) was rather large.
decreases monotonically with decreasing temperature
from a value of ≈ 2 near Tc to a value of ≈ 1 at 10 K.446
The data thus indicate that this compound is a nearly
isotropic superconductor for T → 0 with respect to Hc2.
Using the expression414
Hc2 =
Φ0
2πξ2
, (164)
where Φ0 = hc/(2e) = 2.07 × 10−7 G cm2 is the
flux quantum, one obtains superconducting coherence
lengths ξ(10 K) ≈ 2.4 nm. The extrapolated zero-
temperature upper critical field is Hc2(T → 0) ∼ 70 T.
For Sr(Fe0.9Co0.1)2As2 and Ba(Fe0.92Co0.08)2As2 with
Tc = 20–22 K, the measured γ ≈ 1 at 1 K.307,447 Thus
the 122-type superconductors are isotropic at T ≪ Tc,
despite their layered crystal structure. A similar be-
havior is seen for Fe1+y(Te1+xSex). However, as noted
in the table, the superconducting transition width of
Fe1.11(Te0.6Se0.4) from magnetic measurements at low
field can be about the same as Tc itself,
451 so in these
cases the reliability of these data is uncertain. The data
of Khim et al. for this system show that γ decreases from
≈ 3 near Tc = 14 K to 0.99 at 3.8 K.452
The upper critical fields for NdFeAsO0.7F0.3 with Tc =
47 K are so high, and Hc2,c shows positive curvature over
the observed T range, that no accurate extrapolation of
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FIG. 87: (Color online) Top panel: Heat capacity divided
by temperature C/T versus temperature T for a single crys-
tal of Ba0.6K0.4Fe2As2 and applied magnetic fields of zero and
9 T.455 The dashed blue line is an estimate of the normal state
heat capacity, where the electronic specific heat coefficient
is γ = limT→0 C(T )/T = 63.3 mJ/mol K
2.455 This normal
state heat capacity satisfies the constraint that the entropies
of the normal and superconducting states must be the same
at Tc.
455 The inset shows an expanded plot of the data near
Tc ≈ 36 K. Bottom panel: Expanded plot of the data around
Tc for a similar crystal.
457 The straight black lines show an
entropy-conserving construction to determine Tc and the ide-
alized heat capacity jump ∆C/Tc at Tc.
457 Reprinted with
permission from Refs. 455 and 457. Copyrights (2009) by the
American Physical Society.
Hc2 to low temperatures can be made.
445 The authors
quote γ = 9.2 at 44 K and 5 at 23 K.
D. Specific Heat Jump at Tc
An important thermal property associated with the
onset of superconductivity in a material is the “jump”
∆C in the electronic component of the heat capacity
C at Tc. A nearly discontinuous increase in C at Tc
only occurs if a sample has a single well-defined Tc that
is not smeared out due to inhomogeneities in the sam-
ple. For Fe-based superconductors, this ideal behavior
is rare. The nearly ideal type of behavior was observed
for single crystals of Ba0.6K0.4Fe2As2 as shown in the
top panel of Fig. 87.455 A similarly sharp transition in
C(T ) at Tc for a polycrystalline sample of the same com-
position was found in Ref. 456. The heat capacity data
for a crystal of the same material as studied in Ref. 455
is shown in the bottom panel of the figure,457 where
the idealized vertical heat capacity jump at Tc is seen
to be ∆C/Tc = 100 mJ/mol K
2. BCS theory predicts
that ∆C/(γTc) = 1.43. The available values of the bare
band structure density of states for Ba1−xKxFe2As2 for
x=0.4–0.5 are 3.9 to 6.2 states/(eV f.u.) for both spin
directions,219,277,458 which from Eq. (142) give γ0 = 9.2
to 14.6 mJ/mol K2, which in turn give ∆C/(γ0Tc) = 6.8–
10.9, far larger than the BCS value of 1.43. Such large
values of ∆C/(γTc) have not been previously observed
for any superconductor, which suggests that the actual
γ value is much larger than the bare band structure pre-
diction γ0.
Indeed, from an analysis of superconducting state data,
Mu et al. concluded that the normal state Sommerfeld co-
efficient value is γ = 63.3 mJ/mol K2 as shown by the
T = 0 intercept of the dashed blue line in the top panel of
Fig. 87,455 which is 4–5 times larger than the bare band
structure prediction, and gives a ratio ∆C/γTc = 1.58
that is close to the BCS value of 1.43. The dashed blue
normal state C/T curve also satisfies the requirement
that the superconducting state entopy and the normal
state entropy are the same at Tc.
455 Fukazawa et al. found
that the end member KFe2As2 has a similarly large nor-
mal state γ = 69.1 mJ/mol K2,459 which is a factor of
6.8 larger than predicted157 from LDA band calculations.
This large discrepancy between the experimental γ and
the bare band structure γ0 points towards the presence
of an some mechanism for enhancing the experimental
γ far above γ0. In view of the antiferromagnetic spin
fluctuations observed at and above Tc that are converted
below Tc into the resonance mode observed in neutron
scattering, it seems likely that the enhancement of γ0 by
the necessary factor of 4–7 is due to interaction of the
current carriers with antiferromagnetic spin fluctuations,
which are also implicated in the superconducting mech-
anism (see Sec. IVG below). From analysis of optical
data for a single crystal of Ba(Fe0.92Co0.08)2As2, Wu et
al. discovered that this mechanism can indeed explain the
enhancement.460
Subsequent work has confirmed these experimental
findings for the Ba1−xKxFe2As2 system and has been
extended to the Eu1−xKxFe2As2 system. A large value
∆C/Tc = 70 mJ/mol K
2 was obtained by Jeevan
and Gegenwart for polycrystalline Eu0.5K0.5Fe2As2 with
Tc = 32 K.
462 Storey and coworkers obtained ∆C/Tc =
48 mJ/mol K2 for polycrystalline Ba0.7K0.3Fe2As2 with
Tc = 35 K.
463 They also inferred the normal state elec-
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tronic specific heat coefficient γ = 47 mJ/mol K2, yield-
ing ∆C/(γTc) = 1.02 which is significantly smaller than
the BCS value of 1.43. Popovich and coworkers obtained
a very large ∆C/Tc = 120 mJ/mol K
2 for a 13.6 mg
single crystal of Ba0.68K0.32Fe2As2 with a very sharp su-
perconducting transition at Tc = 38.5 K.
357 They also in-
ferred γ = 50 mJ/mol K2, yielding ∆C/(γTc) = 2.4, indi-
cating strong-coupling superconductivity. Furthermore,
their electronic specific heat data below Tc indicated two-
gap superconductivity, consistent with the above ARPES
measurements in Sec. IVB 2. As pointed out by Popovich
et al., and as seen in the above and in many other sets
of data, the value of ∆C/Tc is evidently sensitive to the
homogeneity and perfection of the sample, which also
determines the associated width of the superconducting
transition.357
As mentioned above in Sec. IVB 3 with reference to the
right-hand scale of Fig. 74, the C(T ) in the vicinity of Tc
has been studied for single crystalline samples with dif-
ferent values of x and Tc in the systems BaFe2−xCoxAs2
and BaFe2−xNixAs2 by Bud’ko and coworkers.
383 Plot-
ting these values for their crystals together with litera-
ture values for FeAs-based superconductors, they found
that ∆C/Tc ∼ T 2c . Kogan explained this result theo-
retically in terms of pairbreaking effects,384 whereas Za-
anen proposed that this result arises from “a normal
state that is a quantum critical metal undergoing a pair-
ing instability.”464 An alternative interpretation is that
this result arises because the superconducting fraction
decreases as Tc decreases, as discussed next.
Gofryk and coworkers have made a detailed study of
the low-temperature heat capacity of single crystals of
Ba(Fe1−xCox)2As2 from the underdoped to the over-
doped regime.465 They corrected their data for the lattice
contribution of BaFe2As2 and for a small Schottky-like
upturn at the lowest temperatures. The corrected heat
capacity data constitute the electronic contribution and
are shown in Fig. 88(a). A pronounced zero-temperature
Sommerfeld coefficient γ0 appeared in the superconduct-
ing state for both underdoped and overdoped composi-
tions, as plotted in Fig. 89(a). Even the optimum doping
concentration gives a nonzero γ0. The normal state γn
values were determined by entropy balance as indicated
by the dashed lines in Fig. 88(a). Then, the data in
Fig. 88(a) were replotted as [C − Cn − CSch](T )/T , nor-
malized by the part γs ≡ γn − γ0 of γ associated with
the superconductivity, as shown in Fig. 88(b) where the
data are plotted versus T/Tc. In these normalized plots,
∆C/γsTc associated with the superconducting electrons
can be read off the plots. Thus, for the optimally doped
composition x = 0.08, one sees that ∆C/γsTc ≈ 1.6
which is close to the BCS value of 1.43, decreasing to
1.1 for the broad transition for x = 0.045. From the
data in Fig. 88(b), it appears that the Tc is developing a
distribution of unknown width as the composition devi-
ates from optimum doping, which may be at least partly
responsible for the drop in the value of ∆C/γsTc.
Gofryk et al. interpreted the ratio γ0/γn as an indica-
(a)
(b)
FIG. 88: (Color online) (a) Heat capacity C, corrected for the
lattice Cph and Schottky CSch contributions, divided by tem-
perature T , versus T for single crystals of Ba(Fe1−xCox)2As2
with compositions as indicated. (b) (C−Cn−CSch)/T divided
by γn − γ0, versus T where Cn is the normal state electronic
(γnT ) plus phonon contribution, γn is the normal state Som-
merfeld coefficient and γ0 is the measured T → 0 γ value in
zero magnetic field. Reprinted with permission from Ref. 465.
Copyright (2010) by the American Physical Society.
tion of the non-superconducting fraction of the respec-
tive crystals, and augmented this result by other mea-
surements as shown in Fig. 89(b).465 For highly under-
doped and overdoped samples, one sees that this anal-
ysis indicates that the crystals are less than 50% su-
perconducting. The non-superconducting fraction seems
to have qualitatively the same composition dependence
as the zero-temperature c-axis thermal conductivity and
the suppression of the heat capacity jump ∆C/Tc at
Tc in Fig. 74 above, suggesting a possible causal rela-
tionship between these three quantities. From inelastic
light scattering (Raman) experiments on single crystals
of the Ba(Fe1−xCox)2As2 system, Chauvie`re et al. also
found that the superfluid density showed a sharp decrease
for x values deviating from the optimum doping value
x = 0.065.47
Mu and coworkers have obtained very similar results
for the heat capacity versus temperature and composi-
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(a)
(b)
FIG. 89: (Color online) (a) Normal state Sommerfeld coeffi-
cient γn, measured T → 0 value γ0 and the difference γn − γ0
versus composition x of Ba(Fe1−xCox)2As2 single crystals.
(b) Non-superconducting volume fraction of the crystals ver-
sus composition x, as deduced from different measurements as
indicated. Reprinted with permission from Ref. 465. Copy-
right (2010) by the American Physical Society.
tion of single crystals of BaFe2−xCoxAs2, including the
nonzero value of γ0 for the optimum doping concentra-
tion, and the minimum in γ0 and the maximum of ∆C/Tc
at the optimum doping concentration.466
Hardy et al. have carried out a detailed heat capacity
C(T ) study of 13 crystals of Ba(Fe1−xCox)2As2 over the
composition range 0 ≤ x ≤ 0.203 from T = 0.4 K up
to above Tc(x).
48 They isolated the electronic contribu-
tion Ce(T ) by subtracting an appropriate lattice contri-
bution. Their findings for Ce(T ) were: (i) Crystals with
x = 0, 0.035, 0.140, 0.153 and 0.203 showed no evidence
for superconductivity; (ii) None of the crystals showed
a Schottky-like upturn in Cp(T ), indicating high purity;
(iii) The superconducting transitions were sharp except
for the superconducting end-point compositions x = 0.04
and 0.12, indicating good crystal homogeneity; (iv) The
normal state Sommerfeld coefficient γn increases linearly
from x = 0 to the optimum x = 0.0575, attributed to the
suppression of the SDW gap with increasing x, and then
decreases linearly from x = 0.0575 to x = 0.20; (v) The
superconducting ∆C/γnTc shows a sharp peak at the op-
timum doping concentration x = 0.0575 and strongly de-
creases on either side; (vi) A residual zero-temperature γr
is present for all crystals. The minimum value is found for
optimum doping, and strongly increases as x approaches
the endpoints of the superconducting composition range;
and (vii) The superconducting state data were best fitted
by a two-gap model, and the gaps were determined ver-
sus composition x. For optimum doping, the gaps were
∆ = 2.1 and 5.1 meV.48 Results (v) and (vi) are simi-
lar to those already noted above.465,466 The result (iv) is
consistent with the maximum Tc being associated with
the maximum normal state density of states at the Fermi
energy. The decrease in γn for larger x is suggested to
arise because the hole Fermi pockets are being eliminated
due to the electron doping, which is also consistent with
the decrease in Tc in an interband coupling scenario for
the mechanism.48
A critically important question in these studies is
whether the superconducting and normal fractions co-
exist in the same volume element. If not, what causes
the spatial phase separation of superconducting and non-
superconducting regions, and what are their sizes? If so,
is strong pair-breaking involved?
Regarding the ∆C/Tc versus Tc of Ba(Fe1−xCox)2As2
crystals in the above studies, it would be very interest-
ing to see if annealing the crystals could sharpen up the
superconducting transitions, especially in the lower-Tc
crystals, and to see if the γ0 values observed in the heat
capacities of the superconducting crystals at low temper-
atures T ≪ Tc could be eliminated.
Theoretically, Bang has claimed that in an s± pair-
ing scenario, when the electron and hole pockets have
different superconducting gaps and when impurity scat-
tering is present, a nonzero Sommerfeld coefficient in
the superconducting state γ0 = limT→0 C/T can occur,
whereas due to coherence factors in the superconduct-
ing state the electronic thermal conductivity is, nonintu-
itively, limT→0 κ(T )/T = 0.
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E. Real Space and Momentum Space
Inhomogeneities
1. Introduction
Several studies have indicated the presence of spatial
inhomogeneities on the nanometer scale as well as mo-
mentum space inhomogeneities in the Fe-based super-
conductors as discussed in the following two sections.
Spatial inhomogeneities, if present, can have potentially
large impacts on the macroscopic thermodynamic (heat
capacity and magnetic susceptibility), thermal and elec-
tronic transport, and superconducting properties of the
samples. The Fe-based superconductivity research com-
munity has not paid sufficient attention to these possi-
ble effects. For example, one wonders whether such ef-
fects cause underdoped and overdoped crystals of super-
conducting Ba(Fe1−xCox)2As2 to exhibit the large Som-
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merfeld coefficients γ0 observed in their specific heats in
H = 0 for T → 0 as illustrated above in Figs. 88(a)
and 89(a) and, coincidentally(?), correspondingly small
values of the specific heat jump ∆C/Tc at Tc as illus-
trated above in Fig. 74, broadening of the superconduct-
ing transitions as shown in Fig. 88(b), and a reduction
in the superconducting condensate density.424 Does the
broadening of the transitions in Fig. 88(b) for under-
doped and overdoped crystals result from a distribution
of Tc, and if so, how broad is the Tc distribution? Does
it extend to Tc = 0, thus causing the nonzero γ0 values
in Figs. 88(a) and 89(a)? Are the nonzero γ0 values in-
dicative of a large volume fraction of nonsuperconducting
material in these crystals as suggested in Fig. 89?465 Are
these nonzero γ0 values associated with itinerant con-
duction carriers, or are they associated with localized
electrons/holes? Are such suggested nonsuperconducing
fractions or related effects relevant to explain the nonzero
thermal conductivity κ/T (T → 0) values along the c-axis
in Fig. 74 that only occur for underdoped and overdoped
crystals and not for the optimally doped composition, or
do these κ/T (T → 0) results indicate the presence of
intrinsic c-axis nodes in the superconducting order pa-
rameter as concluded in Ref. 382? Regarding momen-
tum space inhomogeneities, the main issues are related
to the effects of impurities on causing electronic states in
the superconducting gap, the dependence of the super-
conducting order parameter in momentum space on its
kz-component, and whether there is “phase separation”
in momentum space between superconducting and nor-
mal electrons below Tc. These are all critically important
questions that remain to be resolved.
2. Real-Space Inhomogeneities
We have referred above to possible nanoscale phase
separation between superconducting and normal regions,
and/or between regions with differing superconducting
condensate densities, to understand the results of heat ca-
pacity, penetration depth and superconducting conden-
sate measurements. Here we discuss several additional
evidences for nanoscale spatial inhomogeneities.
As noted above in Sec. II A, transmission electron mi-
croscopy of the AFe2As2 (A = Ca, Sr) compounds in
the low-temperature orthorhombic structure showed the
presence of twin boundaries that are separated by only
0.1–0.4 µm.107 In addition, a nanoscale tweed pattern is
found in CaFe2As2.
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Massee et al. examined a clean surface of a crystal
of Ba(Fe0.93Co0.07)2As2 (Tc = 22.0 K) at 4.2 K using
scanning tunneling microscopy (STM) and scanning tun-
neling spectroscopy (STS).468,469 The surface was pre-
pared by cleaving the crystal at room temperature un-
der ultra high vacuum. No surface reconstruction was
observed using low-energy electron diffraction (LEED)
just after the STM/STS measurements. The STM mea-
surements at 4.2 K showed an irregular mottled appear-
ance for both doped Ba(Fe0.93Co0.07)2As2 and undoped
BaFe2As2 crystals, which the authors suggest is a result
of “partial liftoff of the Ba ions upon cleavage.” The STS
data are obtained by measuring the differential conduc-
tance dI/dV versus sample-tip voltage V . Two impor-
tant features of the data were examined as a function of
position on the surface: the superconducting gap 2∆ and
the zero-bias conductance, i.e., dI/dV at V = 0. They
found a wide distribution of gap values 2∆/kBTc = 5.3
to 10.7, with the median value 7.4, all of which are larger
than the BCS weak-coupling s-wave value of 3.53. The
length scale of these variations (∼ 8 A˚) was close to the
average in-plane Co-Co distance of ∼ 10 A˚, suggesting
that the origin of these gap variations was Co clustering
that inevitably occurs statistically. The zero bias con-
ductance was found to anticorrelate with the gap value,
as expected.
An important finding of Massee et al. with respect to
the above penetration depth, 1/T1 and specific heat re-
sults in Secs. IVB and IVD was that all of the STS scans
showed a large nonzero zero bias conductance.468 That is,
none of the STS spectra showed a clear quasiparticle en-
ergy gap at the Fermi energy at 4.2 K, which therefore in-
dicated the presence of a significant density of electronic
states inside the superconducting gap. Regions without
a superconducting gap at all (normal regions) were not
observed for this optimally doped crystal. Similar spa-
tial inhomogeneity of the superconducting gap and a fi-
nite density of states inside the superconducting gap were
detected from STS measurements of Ba(Fe0.9Co0.1)2As2
crystals with Tc = 25.3 K in zero magnetic field by Yin
et al.470 On the other hand, Hanaguri et al. observed a
clear quasiparticle gap from STS measurements at 0.4 K
on a single crystal of FeTe0.60Se0.40 with Tc ∼ 14 K.404
For comparison, a beautiful textbook example of STS of
an s-wave superconductor with no states in the gap (Nb,
Tc = 9.3 K) is given in Fig. 1(b) of Ref. 471 that shows
electron tunneling data at 0.335 K between nonsupercon-
ducting Au and superconducting Nb, together with the
theoretical curve.
Kim and coworkers have studied nonuniformity on
the surface of optimally-doped single crystals of approx-
imate composition Ba(Fe0.925Co0.075)2As2 using four-
probe scanning tunneling spectroscopy and scanning elec-
tron microscopy with wavelength-dispersive x-ray com-
positional analysis.472 They found uniform regions with
sharp Tc = 22.1(2) K and other regions where the re-
sistively measured transition width was several degrees.
From the microprobe compositional analysis, they found
evidence for Co-concentration variations on the surface
that are evidently responsible for the variations in Tc.
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Chuang et al. have detected inhomogeneities on the
surface of an underdoped Ca(Fe0.97Co0.03)2As2 crys-
tal using spectroscopic imaging-scanning tunneling mi-
croscopy (SI-STM) and FT-STM (see Sec. IVB5) mea-
surements at T = 4.3 K.333 The surface showed elec-
tronic structures oriented along the a-axis that were
about 2.2 nm long. The authors further found that “the
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FIG. 90: (Color online) Preliminary phase diagram for
the Ca(Fe1−xCox)2As2 system constructed from literature
data.208,474–476 Here T0 is the crystallographic/magnetic tran-
sition temperature (filled symbols) and Tc is the supercon-
ducting transition temperature (open symbols).
delocalized electronic states detectable by quasiparticle
interference (QPI, see Sec. IVB 5) imaging are disper-
sive along the b axis only and are consistent with a ne-
matic α2 band with an apparent band folding having
(wavelength 2.2 nm) along the a-axis.” The authors con-
cluded that “As none of these phenomena are expected
merely due to crystal symmetry, underdoped ferropnic-
tides may exhibit a more complex electronic nematic
state than originally expected.” This latter statement
is puzzling, since the twofold rotational symmetry of the
observed effects is the same as the twofold rotational sym-
metry of the bulk orthorhombic low-temperature struc-
ture (see below). Knolle et al. subsequently theoretically
explained the QPI peaks as arising from “quasiparticle
scattering between bands involved in the SDW forma-
tion. Because of the ellipticity of the electron pocket and
the fact that only one of the electron pockets is involved
in the SDW, the resulting QPI has a pronounced one-
dimensional structure.”473
The nematic features proposed by Chuang et al.333 are
a type of real space inhomogeneity/anisotropy in a mate-
rial. With regard to the quasiparticle interference (QPI)
and scanning tunneling microscopy (STM) images of
Chuang et al.,333 Kimber et al.332 objected that the low-
temperature crystal structure examined by Chuang et al.
was an orthorhombic distortion of the high-temperature
tetragonal structure. Thus the in-plane nanoscopic elec-
tronic features identified in the SI-STM images had the
same twofold rotational asymmetry as the lattice. Kim-
ber et al. carried out band calculations for this phase
and concluded “that this asymmetry is consistent with
the underlying long range magnetic order and that LDA
electronic structure provides a better description of the
QPI images than the 1D band structure conjectured by
Chuang et al.”332
Chuang et al. did not characterize the bulk crystal-
lographic or physical properties of their crystal.333 They
claimed from their SI-STM data that their crystal was or-
thorhombically distorted at 4.3 K. However, they did not
report what the tetragonal-to-orthorhombic and SDW
transition temperatures were, or whether or not the crys-
tal was superconducting. According to the supplemen-
tary material, “Unlike Ba(Fe1−xCox)2As2 samples, these
exhibit significant spatial variations in Co density from
location to location but this is the trade off required, at
present, to achieve excellent surfaces for SI-STM.” The
influence of this spatial compositional disorder on the SI-
STM/QPI measurements was not discussed. The phase
diagram for the Ca(Fe1−xCox)2As2 system is unknown
in detail at present, but we have collected the available
literature data208,474–476 and constructed a preliminary
phase diagram which is presented in Fig. 90. Accord-
ing to Fig. 90, the authors’ crystal with composition
x = 0.030(5) apparently had T0 ∼ 150 K, thus confirming
the conclusion of Chuang et al. that their crystal had the
distorted orthorhombic structure at their measurement
temperature of 4.3 K. According to Pramanik et al., the
optimum Tc occurs for x = 0.056–0.065, and the super-
conducting volume fraction decreases on either side of
this maximum,476 similar to the Ba(Fe1−xCox)2As2 sys-
tem discussed above. In particular, their crystal with
x = 0.051 exhibited only 30% diamagnetic shielding.
Therefore it is likely that the crystal with x = 0.030(5)
studied by Chuang et al.333 was not a (bulk) supercon-
ductor.
3. Momentum-Space Inhomogeneities
Here we first summarize several points previously dis-
cussed in this review that are relevant to momentum-
space inhomogeneities in the Fe-based superconductors.
Then the influence of impurities on momentum-space in-
homogeneity will be separately discussed. An intrinsic
inhomogeneity that is probably present is the supercon-
ducting gap inhomogeneity, or perhaps more properly
called “modulation”, along the kz axis of momentum
space. If the superconducting mechanism depends on
nesting between the electron and hole Fermi surfaces as
is widely believed, then the modulation of the Fermi sur-
faces along the kz axis as shown theoretically in Figs. 18
and 20 and experimentally in Fig. 21 above would pre-
sumably also cause a modulation in the magnitude of the
superconducting energy gap along kz. Indeed, dispersion
of the superconducting energy gap in the kz direction on
at least one of the hole Fermi surface pockets was inde-
pendently observed for single crystals of Ba0.6K0.4Fe2As2
by two different groups.359,360 This modulation could
contribute to the power-law behaviors of the penetration
depth and 1/T1 in the superconducting state as discussed
above. It would be interesting to study this modulation
in other members of the Fe-based superconductor family.
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In addition to these intrinsic inhomogeneities, momen-
tum space inhomogeneities in the electronic properties
could arise from statistical distributions of impurities.
Most of the Fe-based superconductors are produced by
partial substitution of one element for another, which
leads to electrostatic inhomogeneities (see below). Pair-
breaking impurities385 would depress Tc and introduce
states in the superconducting gap at the same time. Such
substitutional impurities disturb both the real space and
momentum space homogeneity of the crystals, especially
if the impurities reside on the transition metal (Fe or Ni)
sublattice. The 59Co and 75As NMR studies versus tem-
perature of a single crystal of Ba(Fe0.9Co0.1)2As2 with
Tc = 22 K by Ning et al. demonstrated that the substi-
tuted Co atoms are nonmagnetic impurities rather than
magnetic impurities carrying a local moment.344
The heat capacity data in Fig. 88(a) suggest that only
part of the conduction carriers become superconducting
for non-optimally-doped crystals of Ba(Fe1−xCox)2As2,
and that that fraction has very low energy excitation
modes that are sufficiently small to give rise to a nonzero
Sommerfeld specific heat coefficient. A very interesting
possibility that deserves further experimental and theo-
retical attention is whether this differentiation is in mo-
mentum space and not in real space. From optics mea-
surements of FeTe0.55Se0.45 with Tc = 14 K, Homes and
coworkers concluded that only about one-fourth of the
current carriers condensed below Tc into the supercon-
ducting state and cited this result as evidence that this
compound is a dirty superconductor, which is the usual
explanation for this suppression.162 That is, Planck’s con-
stant times the quasiparticle scattering rate is larger than
the quasiparticle gap 2∆. Williams et al.424 and Gordon
et al.423 also suggested momentum space segregation of
superconducting and normal carriers below Tc as a pos-
sible explanation of their respective measurements of the
magnetic penetration depth versus x in single crystals of
Ba(Fe1−xCox)2As2.
a. Impurities
Proposals have been made that the seeming inconsis-
tencies between the nodeless s± pairing scenario and the
power law temperature behaviors observed for the pene-
tration depth and many 1/T1 measurements below Tc can
be explained by the presence of pair-breaking impurities
that introduce quasiparticle states into the superconduct-
ing gap (in momentum space). Due to its importance in
interpreting the superconducting state properties of the
Fe-based materials, we discuss the presence and role of
impurities here in more detail.
The discussion in Sec. III H 2 indicates that the Fe-
based superconductors are coherent metals at tempera-
ture just above Tc, but impurity scattering at such tem-
peratures is certainly not negligible. In fact, accord-
ing to the last column of Table IV, (1) the Fe-based
superconductors are experimentally found to be in the
limit kBTc ≪ h/τ , where 1/τ is the quasiparticle trans-
port scattering rate. Furthermore, the superfluid fraction
data in the last two columns of Table XVII indicate that
the Fe-based materials are dirty superconductors. (2)
The impurities in most cases are evidently nonmagnetic,
i.e., they do not carry local magnetic moments.344 Con-
straints (1) and (2) are the two main experimental con-
straints on theory with respect to the impurities. The-
ories distinguish between intraband and interband scat-
tering, and these two types of scattering generally have
different influences on the superconducting properties.
Several theoretical investigations will now be highlighted
that treat impurity scattering.
Chubukov, Efremov, and Eremin formulated a two-
orbital semimetallic model leading to small, equally pop-
ulated electron and hole Fermi surfaces at the center and
corners of the Brillouin zone at zero doping.436 They
noted that no new physics is found in a four-band model
except to reveal the correct antiferromagnetic structure.
They treated antiferromagnetism and superconductivity
on an equal footing. For the undoped case, they found
that the SDW with the calculated transition tempera-
ture TSDW > Tc, where Tc is for the s
± pairing state,
whereas in the doped case the order of the transition
temperatures is reversed and superconductivity wins, as
observed. They found that when carriers are scattered
between hole and electron pockets by nonmagnetic im-
purities, the result is to break superconducting pairs and
the impurity acts like a magnetic impurity in a conven-
tional s-wave superconductor, and the s± state can even
become gapless. On the other hand, they found that the
nonmagnetic impurities have no effect in the s++ pair-
ing state in which the sign of the superconducting order
parameter on the electron and hole pockets is the same.
They demonstrated that nonmagnetic impurity scatter-
ing in the s± pairing state causes the otherwise expected
exponential temperature dependence of 1/T1 below Tc to
change to an approximate T 3 temperature dependence
over a wide temperature range below Tc,
436 as often ob-
served. Their theory also predicts the observed neutron
spin resonance mode for the s± pairing state at energy
< 2∆ due to the sign change between the superconduct-
ing order parameters on the electron and hole pockets.
Finally, they predicted the temperature dependence of
the NMR Knight shift K below Tc, which was found
to be influenced by impurities. At impurity concentra-
tions that are sufficiently small that the superconducting
state is not gapless, both 1/T1 and K are expected to fol-
low an exponential temperature dependence at very low
temperatures.436
Ng formulated a Ginzburg-Landau theory of dirty s±
two-band (electron and hole bands) superconductors con-
taining nonmagnetic impurities.477 The author concluded
that “the dirty two-band superconductor behaves as an
effective dirty one-band superconductor in the regime
Tc ≪ 1/τt where measurement of superfluid proper-
ties cannot distinguish between whether the system is
originally a single-band or a two-band superconductor.”
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The author stated that because different superconducting
gaps were observed in the Fe-based superconductors, this
finding implied that “existing materials are located in the
weak interband scattering regime Tc ≥ 1/τt”, which con-
flicts with the above experimental observations. Thus
the applicability of this theory to the Fe-based super-
conductors is questionable. In a related paper, Ng and
Avishai predicted that with s± pairing, nonmagnetic im-
purities always suppress superconductivity and introduce
states into the superconducting gap and are thus pair-
breaking.478
Bang, Choi and Won studied the influence of impurity
scattering on the s± pairing state using the T matrix
method.437 They found that strong scattering from im-
purities can produce a V-shaped density of states versus
energy inside the superconducting gap, which can ex-
plain the observed power-law temperature dependence of
1/T1. They also found that magnetic and nonmagnetic
impurites depress Tc by about equal amounts.
The strong pair-breaking theory of Kogan385 can ex-
plain various reported anomalous superconducting fea-
tures such as ∆C/Tc ∼ T 2c and penetration depth ∆λ ∼
T 2. This theory describes gapless superconductivity of a
material with a highly anisotropic superconducting order
parameter (such as in s± pairing) in the limit Tc/Tc0 ≪ 1,
where Tc0 is the Tc in the absence of impurities, sim-
ilar to the theory of Abrikosov and Gor’kov for mag-
netic impurities in isotropic s-wave superconductors in
the gapless regime. This regime was also studied briefly
by Chubukov et al.436 Both nonmagnetic and magnetic
impurities are pairbreaking. It is further assumed that
the average order parameter over all Fermi surfaces in
momentum space is zero, 〈∆(k)〉FS = 0. Interestingly,
the calculated Tc0 is of order room temperature, but Ko-
gan points out that probably one cannot increase Tc to
room temperature by removing impurity scattering be-
cause the source of the scattering such as antiferromag-
netic spin fluctuations may itself be needed for the su-
perconducting mechanism.385 With respect to the valid-
ity of the approach, the main outstanding question is
whether the Fe-based superconductors are in the strong
pair-breaking limit as required by the theory.
Summary Various formulations of the theory for the
s± superconducting pairing state are able to explain the
anomalous temperature dependences of the penetration
depth and 1/T1 if the s
± pairing state is complemented
by impurity scattering. To quantitatively test the latter
theories, estimates of the theoretical scattering parame-
ters in terms of experimental quantities such as resistiv-
ities and/or quasiparticle scattering rates are needed to
verify that the theoretically required quasiparticle scat-
tering strength is indeed attained.
F. Unconventional Fe-based Superconductors with
Clear Nodes in the Superconducting Order
Parameter
Evidence indicates non-s-wave superconductivity with
nodes in the superconducting order parameter in mo-
mentum space in 1111-type LaFePO and 122-type
BaFe2As2−xPx compounds.
In-plane penetration depth measurements using the
TDR technique on single crystals of LaFePO with Tc ≈
6 K indicated a nonexponential temperature dependence
at low temperatures,479 qualitatively similar to those de-
scribed above for FeAs-based superconductors where the
penetration depth varied as a power law ∆λ ∼ T n with
n ≈ 2. However, for LaFePO crystals with Tc = 5.6 K,
an even smaller exponent n = 1.2(1) was obtained, in-
dicative of nodes in the order parameter. The exponent
is close to the value of unity expected for line nodes
in the clean limit. As noted by the authors, the lin-
ear T dependence of ∆λ is difficult to produce from
extrinsic sources. A similar exponent n = 1.1(1) for
the penetration depth was subsequently confirmed us-
ing a scanning SQUID susceptometer.480 Furthermore,
in-plane thermal conductivity measurements at low tem-
peratures were consistent with nodes in the gap.481 The
field dependence of these measurements suggested the
presence of gapped 3D and 2D Fermi surface(s), and ad-
ditional 2D Fermi surface(s) that have the nodes. The
authors suggest that “the nodal s±-wave structure can be
the best candidate for the gap symmetry of LaFePO.”
Hashimoto and coworkers reported penetration
depth and thermal conductivity measurements on
BaFe2As0.67P0.33 crystals with Tc = 30 K that indicate
the presence of line nodes in the superconducting order
parameter.482 Nakai et al. reported a linear temperature
dependence of 31P 1/T1 for a sample of BaFe2As0.67P0.33
below Tc = 30 K, indicating a residual density of states
at the Fermi energy at temperatures below Tc, again
indicating the presence of line nodes in the gap.483
G. Superconducting Mechanism
Calculations of the electron-phonon coupling in La-
NiPO showed that the observed Tc = 3–4.2 K
can be explained as arising from the electron-phonon
interaction.484 On the other hand, similar calcula-
tions for LaFeAsO1−xFx compounds showed that this
mechanism produces a maximum Tc that is much too
low.274,461 Ultrafast pump-probe optical spectroscopy
studies have experimentally confirmed that the electron-
phonon coupling constant λep is quite small in the FeAs-
based materials, being in the range of ≈ 0.12–0.25
for the compounds BaFe2As2, SrFe2As2, SmFeAsO and
Ba(Fe0.92Co0.08)2As2.
485–488 Several groups have argued
that since the strong magnetoelastic coupling in the Fe-
type materials (see Sec. III C) has not yet been con-
sidered within the theory for superconductivity via the
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TABLE XIX: Isotope effect exponents α in Eq. (165) for var-
ious Fe-based compounds for the superconducting transition
temperature Tc and the antiferromagnetic, or spin density
wave, transition temperature TN. The element for which the
isotopic mass was changed is indicated. All samples are poly-
crystalline.
Compound Tc TN element α Ref.
(K) (K)
Hg 4.15 Hg 0.44(5)a 491
SmFeAsO 130 O −0.05(1) 492
SmFeAsO 130 Fe 0.39(2) 492
SmFeAsO1−y 54.0 Fe −0.024(15) 493
SmFeAsO0.85F0.15 41 O −0.06(1) 492
SmFeAsO0.85F0.15 41 Fe 0.34(3) 492
BaFe2As2 137 Fe 0.36(2) 492
Ba0.6K0.4Fe2As2 37.3 Fe 0.37(3) 492
Ba0.6K0.4Fe2As2 37.8 Fe −0.18(3) 494
FeSe0.975 8.21 Fe 0.81(15) 135
aThis work was published in 1950, before the BCS theory was
published in 1957. The quoted α was obtained by us from a fit of
the given Tc(M) data by Eq. (165).
electron-phonon mechanism, it is premature to conclude
that the electron-phonon mechanism is not relevant to
these materials.78,489,490
A nonzero effect of changing elemental isotopes on
Tc or TN (“isotope effect”) is often taken to mean that
phonons are involved in the superconducting or magnetic
mechanism, respectively. The isotope effect of a particu-
lar element is expressed as
Tc or N ∼ 1
Mα
, (165)
where M is the mass of the isotope and α is the iso-
tope effect exponent. The α is the negative of the slope
determined from a linear fit to lnTc or N versus lnM .
For pure sp-type elemental superconductors such as Hg,
one obtains α ≈ 1/2 (see Table XIX),491 as expected
from the conventional electron-phonon mechanism for
superconductivity.414 The results of isotope effect experi-
ments on the Tc and TN of Fe-based superconductors and
parent compounds are shown in Table XIX.135,492–494
Significant Fe isotope effects on TN of BaFe2As2
and SmFeAsO and Tc of Ba0.6K0.4Fe2As2 and
SmFeAsO0.85F0.15 were observed, which indicate
that the magnetism and superconductivity are both
somehow coupled to phonons, respectively.492 Note that
the signs of α are opposite to each other between the
two studies in Table XIX of the Fe isotope effect on Tc
of Ba0.6K0.4Fe2As2. A similar disagreement was found
for the Fe isotope effect on Tc in the SmFeAsO-type
compounds.492,493 It is difficult to identify the source(s)
of these disagreements. Khasanov et al. obtained a large
Fe isotope effect on Tc of FeSe0.975 (Table XIX), but they
cautioned that part of this isotope shift might be due
to their observed isotope effect on the low-temperature
crystal structures, such as a slight change in the Se-Fe-Se
bond angle.135 After accounting for this slight structural
change, the authors estimated α ≈ 0.4.135
We remark that a nonzero isotope effect on Tc does not
necessarily mean that the electron-phonon mechanism is
responsible for the superconductivity. The isotope effect
could simply reflect the indirect influence of phonons on
the actual pairing mechanism. In the present instance,
we know that there is a very strong magnetoelastic in-
teraction in the Fe-based materials (see Sec. III C), so
a nonzero isotope effect on Tc would not be particularly
surprising if the actual superconducting mechanism is as-
sociated with the exchange of antiferromagnetic bosons.
As noted above in Sec. IVB2, the larger superconduct-
ing gap on the two hole pockets of both electron- and
hole-doped BaFe2As2 occurs on the hole pocket with the
better Fermi surface nesting with the electron pockets,
suggesting that the superconducting mechanism is asso-
ciated with Fermi surface nesting between the hole and
electron pockets.
NMR Knight shift measurements consistently indicate
that the spin of the Cooper pairs is zero (spin singlets).
The orbital pairing symmetry seems to be consistently
s±,140 on the basis of all experimental data so far. How-
ever, the identification of the pairing symmetry as s±
does not itself imply a specific mechanism of supercon-
ductivity, although it appears to rule out the electron-
phonon interaction. 77Se NMR measurements of FeSe
under applied pressure p showed that the increase of Tc
from 9 K to 18 K with increasing p from zero to 2.2 GPa
was correlated with an increase in the nuclear spin-lattice
relaxation rate 1/T1T at Tc which evidently results from
enhanced AF fluctuations.231 Thus these measurements
“suggest a link between spin fluctuations and the super-
conducting mechanism in FeSe.”
The extensive inelastic neutron scattering studies we
have described in detail consistently show that spin fluc-
tuations occur above Tc in all of the Fe-based supercon-
ductors examined, and they all peak at the same in-plane
wave vector Qnesting =
(
1
2 ,
1
2
)
r.l.u., which is the nesting
wave vector between the electron and hole Fermi sur-
faces (and for the FeAs-based materials, this is also the
in-plane antiferromagnetic ordering wave vector). This
is true even for the system Fe1+yTe1−xSex which ex-
hibits antiferromagnetic ordering at a different wave vec-
tor QAF =
(
1
2 , 0
)
r.l.u. for the non-superconducting com-
positions with x ≈ 0, but still shows the magnetic fluc-
tuations above Tc at Qnesting =
(
1
2 ,
1
2
)
r.l.u. in the su-
perconducting compositions x ∼ 0.4–0.6, as predicted by
Subedi et al.160 Furthermore, the neutron spin resonance
that occurs only below Tc develops out of the existing an-
tiferromagnetic spin fluctuation background with a peak
at wave vector Qnesting. The neutron spin resonance is
understood to occur between Fermi surfaces, or parts
thereof, that have opposite signs of the superconduct-
ing order parameter. In the cuprates, this occurs within
a single Fermi surface due to d-wave pairing, whereas in
the Fe-based compounds it occurs between separate elec-
tron and hole Fermi surfaces due to unconventional s±
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pairing.
It seems that the occurrence of these universal fea-
tures in the Fe-based superconductors is much more
than just a coincidence, and indeed strongly point to-
wards an antiferromagnetic spin fluctuation model for
the pairing mechanism. Indeed, Wu et al. have ex-
tracted the electron-boson spectral density α2F (ω) ver-
sus energy h¯ω from optics measurements on optimally
doped Ba(Fe0.92Co0.08)2As2 crystals and found remark-
able agreement with χ′′(ω) obtained from inelastic mag-
netic neutron scattering measurements on a similar
sample.460 They concluded that this agreement gives
“compelling evidence that in iron-based superconductors
spin fluctuations strongly couple to the charge carriers
and mediate superconductivity.”460 Zhang and coworkers
have calculated Tc on the basis of this mechanism and ob-
tained a value of 70 K,223 which is close to the maximum
Tc ≈ 56 K observed experimentally. Furthermore, they
find that their superconducting state is consistent with
the fully gapped s± pairing symmetry discussed above.
As discussed in Sec. IVE, it appears that the nodal
states suggested by penetration depth measurements and
by some 1/T1, c-axis thermal conductivity, and heat ca-
pacity measurements may be impurity, inhomogeneity,
and/or “accidental” effects rather than intrinsic features
of the Fe-based superconductors.
V. THE SEARCH FOR NEW
SUPERCONDUCTORS: EXAMPLES OF A FEW
POSSIBLE STEPPING STONES TO THE
FUTURE
As a result of the discovery of high temperature super-
conductivity in iron-based materials, new materials have
been synthesized and studied that were not previously
investigated. Many of the materials already discussed in
this review and/or listed in the tables in the Appendix
were discovered through this process. Less well known
are studies of materials that did not result in new super-
conductors but are still important nevertheless. Here we
consider a few such studies. As repeatedly proven in the
past, new materials research is one of the main avenues
for quantum leaps to occur in condensed matter and ma-
terials physics. As a community, we should continue to
pursue the dream of room-temperature superconductiv-
ity through a continuing program of new-materials re-
search. As a side benefit, exciting discoveries in other
contexts are bound to occur along the way.
A. The Peculiar Case of BaMn2As2
The element Mn is a 3d element that is adjacent to
Fe in the periodic table, and hence might be expected to
have similar chemical properties. Indeed, the compound
BaMn2As2 exists and has the same tetragonal ThCr2Si2-
type structure as BaFe2As2 has at room temperature.
c
a
b
Ba
Mn
As
c
a
b
Ba
 Fe
As
BaMn2As2 BaFe2As2
FIG. 91: (Color online) Comparison of the magnetic struc-
tures of BaMn2As2 and BaFe2As2. The room-temperature
tetragonal ThCr2Si2-type crystal structures are shown. The
arrows on the Mn and Fe atoms indicate the directions of the
magnetic moments of these atoms in the antiferromagneti-
cally ordered structures. In BaMn2As2, the magnetic struc-
ture is a Ne´el structure with the ordered moments along the
c-axis, whereas in BaF2As2 the magnetic structure is a stripe
structure with the stripes in the tetragonal [11¯0] direction
(orthorhombic b-axis direction) and with the antiferromag-
netic propagation vector in the tetragonal [110] direction (or-
thorhombic a-axis direction). Due to the limitations of the
two-dimensional figure, it appears that the ordered Fe mo-
ments in BaF2As2 have a vertical component, but they do
not. The Fe moments are aligned within the basal plane and
are oriented along an axis of Fe square lattice (see Fig. 40).
However, there the similarity stops. Although both com-
pounds exhibit antiferromagnetic ordering, the physical
properties of BaMn2As2 are highly divergent from those
of BaFe2As2 as indicated in Fig. 91 and Table XX.
163–165
Band theory calculations by An et al.163 correctly pre-
dicted the primary magnetic properties before they were
measured,164,165 and also the electronic transport prop-
erties, including the small band gap semiconducting na-
ture of the compound, the magnetic structure, the high
ordered moment and the high Ne´el temperature. The di-
vergence in the electronic and magnetic properties from
those of BaFe2As2 was found to arise from the strong
Hund’s coupling, the stability of the half-filled d-shell of
the Mn+2 (d5) ion, and strong spin-dependent Mn-As
hybridization.163
The tetragonal unit cell volume versus 3d transition
metal T in the series of 122-type BaT2As2 compounds is
plotted in Fig. 92. The Mn compound clearly stands out
from the rest. It is well known that the high-spin state
of a Mn, Fe, or Co atom has a larger volume than the
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TABLE XX: Comparison of the properties of BaMn2As2 and
BaFe2As2. Here “AF” means antiferromagnetic, TN is the
Ne´el temperature and µB is the Bohr magneton. The ordered
moment is per transition metal (Mn or Fe) atom. The data
for BaMn2As2 are from Refs. 163, 164 and 165.
Property BaMn2As2 BaFe2As2
ground state AF insulator AF metal
ground state crystal structure tetragonal orthorhombic
TN (K) 625 137
ordered moment (µB) 3.9 0.9
moment direction µ ‖ c µ ‖ ab
magnetic structure Ne´el stripe
likely magnetic type local moment itinerant
dominant Fe-Fe interactions nearest-neighbor 2nd-neighbor
190
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240
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FIG. 92: (Color online) Tetragonal unit cell volume at
room temperature versus 3d transition metal T for 122-type
BaT2As2 compounds.
lower-spin states.495 Therefore this figure shows that Mn
is special in that it can evidently be considered to be a lo-
cal moment ion that is in a higher spin state than for any
of the other 3d metal T atoms shown. Furthermore, the
T = Cr, Fe, Co, Ni, and Cu compounds all have metallic
ground states instead of the insulating ground state for T
=Mn. In particular, the compounds with T = Cr and Fe,
on either side of T = Mn in the periodic table, are pre-
dicted and observed to be an itinerant antiferromagnets
instead of insulating local moment antiferromagnets.496
Thus, with respect to the properties, BaMn2As2 is
situated between BaFe2As2 and the high Tc cuprates.
On this basis BaMn2As2 was suggested to be a po-
tential superconductor parent compound that might
form a bridge between these two classes of high Tc
superconductors.164,165
The magnetism of the Mn spins in the 1111-type com-
pound PrMnSbO is similar to that in BaMn2As2. In
PrMnSbO, the Mn spins exhibit antiferromagnetic or-
dering at a relatively high temperature TN = 230 K with
FIG. 93: (Color online) Body-centered tetragonal crystal
structure of Sr2Mn3As2O2.
498 Due to magnetic frustration ef-
fects, the Mn(2) moments in Sr2Mn3As2O2 do not order long-
range, although evidence for two-dimensional short-range or-
dering is found. Reprinted with permission from Ref. 499.
Copyright (2010) by the American Physical Society.
a C-type structure, in which the in-plane Mn spins are
antiferromagnetically aligned as in BaMn2As2, but with
the ordered moment in the ab-plane instead of in the
c-axis direction, and with ferromagnetic instead of an-
tiferromagnetic alignment between layers.497 The com-
pound undergoes a tetragonal to orthorhombic transi-
tion below 35 K, and the ordered moments at 4 K are
3.69(3) µB/Mn, similar to that of Mn in BaMn2As2, and
2.96(3) µB/Pr.
497
B. The Even More Peculiar Case of
Sr2Mn3As2O2-Type Compounds
Compounds based on Sr2Mn3As2O2 are body-
centered-tetragonal (I 4/mmm) with a = 4.14 A˚ and
c = 18.82 A˚ for Sr2Mn3As2O2 and with 2 f.u./unit
cell.498 As shown in Fig. 93, the crystal structure con-
sists of Mn(1)O2 layers that are isostructural with the
CuO2 layers in the layered cuprate high Tc superconduc-
tors, that are interlaced with Mn(2)As layers that are
isostructural with the FeAs layers in the iron arsenide
high Tc superconductors.
499 These two types of layers
are separated by layers of Sr. This interleaving of the
two types of layers along the c-axis suggests interesting
avenues to search for new high-Tc superconductors.
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FIG. 94: Ordered moments versus temperature for Mn(1),
in the MnO2 layers, and Mn(2), in the Mn(As,Sb) layers, in
Sr2Mn3As2O2 and Sr2Mn3Sb2O2. Due to magnetic frustra-
tion effects, the Mn(1) moments in Sr2Mn3As2O2 do not or-
der long-range, although evidence for two-dimensional short-
range ordering is found. Reproduced with permission from
Ref. 500, Copyright (1996), with permission from Elsevier.
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Sr2Mn3Sb2O2
amag
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FIG. 95: (Color online) Magnetic structure of Sr2Mn3Sb2O2.
The magnetic unit cell has lattice parameters amag = amag =√
2 a, cmag = c, where a and c are the tetragonal structural
unit cell parameters. The basal plane of the tetragonal unit
cell is shown at the bottom as dashed lines. From the data
in this figure and in Fig. 94, the two Mn sublattices order in-
dependently. Adapted from Ref. 500, Copyright (1996), with
permission from Elsevier.
FIG. 96: (Color online) Magnetic structures of Sr2Mn3As2O2
(left) and Sr2Mn2CuAs2O2 (right).
499 The former compound
is a G-type antiferromagnet in which the Mn spins in the
MnO2 layers do not exhibit long-range magnetic ordering,
whereas the latter is an A-type ferrimagnet in which the Mn
spins in both the MnO2-type and Mn2As2 layers participate
in long-range magnetic ordering. Reprinted with permission
from Ref. 499. Copyright (2010) by the American Physical
Society.
Fascinating similarities and differences were found by
Brock and coworkers between the magnetic properties of
Sr2Mn3As2O2 and Sr2Mn3Sb2O2.
500 The two Mn sub-
lattices in the Sb compound order antiferromagnetically
with quite high ordered moments around 4 µB/Mn atom
as shown in Fig. 94, but the two sublattices also have
very different ordering temperatures and magnetic struc-
tures in Sr2Mn3Sb2O2. The magnetic structure is shown
in Fig. 95,500 where it is seen that the two Mn sublat-
tices seem to order independently of each other. One
sees from Fig. 95 that the interlayer interactions of the
Mn(1) spins are frustrated, both with the adjacent Mn(2)
layer and the nearest-neighbor Mn(1) layer. This frus-
tration is only lifted by interactions with the second-
neighbor Mn(1) layer. For this reason, the long-range
Mn(1) ordering temperature is much less than that of
Mn(2) in Sr2Mn3Sb2O2, and is completely eliminated
in Sr2Mn3As2O2. However, evidence was found for
short-range two-dimensional antiferromagnetic ordering
of the Mn(1) spins in the latter compound below about
70 K.500,501
Nath and coworkers have succeeded in replacing
approximately one out of the three Mn atoms in
Sr2Mn3As2O2 by Cu.
499 The hope was that the Cu would
replace the Mn in the MnO2 layers, giving CuO2 layers as
in the layered cuprates, alternating with Mn2As2 layers
like the Fe2As2 layers in the Fe-based high Tc supercon-
ductors. Instead, from refinement of neutron diffraction
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patterns the Cu was found to replace about half of the Mn
in the Mn2As2 layers. On the other hand, resistivity mea-
surements indicated that this replacement may have re-
sulted in metallic character instead of the insulating char-
acter observed for Sr2Mn3As2O2 and Sr2Zn2MnAs2O2.
Single crystal resistivity measurements are needed to con-
firm this metallic result for Sr2Mn2CuAs2O2. Remark-
ably, the partial replacement of Mn by Cu resulted in
a completely different magnetic structure, as shown in
Fig. 96.499 The G-type Ne´el (checkerboard) antiferro-
magnetic ordering in Sr2Mn3As2O2, where the nearest
neighbor spins to a given spin are all aligned antiparal-
lel to the given spin, is replaced by A-type ferrimagnetic
ordering in which the spin per formula unit per layer in
the two types of layers are not equal, and are aligned fer-
romagnetically within a layer but antiferromagnetically
between layers.
Many opportunities to explore a diverse range of other
layered oxychalcogenides and oxypnictides have been
summarized.88–91 We have illustrated above the chem-
ical flexibility in this class of compounds. Another nice
example is the study of pure and Li-doped BaTi2As2O by
Wang et al.502 Thus there is reason to hope that some
members of this class of layered oxypnictide and oxy-
chalcogenide materials might be doped to become super-
conducting, perhaps even at high temperatures.
VI. SUMMARY AND OUTLOOK
We have given an overview of the scientific landscape
of the Fe-based superconductors. These superconduc-
tors evolve by doping or pressurizing semimetallic par-
ent compounds (see Figs. 12 and 13) that exhibit long-
range spin-density-wave (SDW) and concomitant struc-
tural transitions at 70–200 K. These parent compounds
thus have equal numbers of electron and hole conduction
carriers because they are “valence compounds”. Opti-
mum superconductivity emerges when these long-range
transitions are both completely suppressed by doping
or pressure, but where dynamic short-range antiferro-
magnetic spin correlations are retained, thus suggest-
ing an unconventional electronic/magnetic mechanism
for the superconductivity, qualitatively similar to that
believed responsible for superconductivity in the cuprate
high temperature superconductors. The magnetic sus-
ceptibilities of all of the high-Tc Fe-based compounds are
strongly enhanced as shown in Fig. 32, which at first
sight seems to conflict with the dynamic antiferromag-
netic ordering just mentioned which would be expected
to depress the uniform susceptibility. This conundrum
has not been specifically addressed theoretically. These
observations suggest that to find new superconductors of
the Fe-based type, one could profitably look for other
semimetals that have enhanced uniform static suscep-
tibilities but which also exhibit (seemingly conflicting)
SDW instabilities. As shown in Fig. 26, there is no obvi-
ous correlation between Tc and the bare density of states
at the Fermi energy N(EF) from band structure calcula-
tions.
In contrast to the cuprates where an effective one-band
electronic conduction model is sufficient to describe the
low-energy electronic excitations, in the Fe-based com-
pounds it is very clear that at least four bands con-
tribute as evidenced by their distinct Fermi surfaces (see
Fig. 70). These Fermi surfaces are corrugated along the
kz axis (Figs. 18, 20, 21), indicating an anisotropic three-
dimensional band structure, again in contrast to the
cuprates which are much more two-dimensional. These
differences are correlated with the different conduction
mechanisms in the two types of compounds. In the
cuprates, from structural considerations electron conduc-
tion has to occur primarily via hopping from Cu to O
to Cu, whereas in the Fe-based compounds direct Fe-
Fe hopping dominates. These features are reflected in
the orbital-decomposed densities of states at the Fermi
energy N(EF) from band calculations. In the cuprates,
there is a large O 2p contribution to N(EF), whereas for
the Fe-based compounds N(EF) is dominated by the Fe
3d orbitals.
A many-body mechanism is evidently responsible for
the mass enhancements of the bands in Fe1+yTe1−xSex as
observed from ARPES161 and optical measurements,162
for the factor of four to seven enhancement of nor-
mal state electronic specific heat of Ba0.6K0.4Fe2As2
(Refs. 455 and 457) and KFe2As2,
157 and of the mag-
netic susceptibility and ARPES measurements of the Fe-
based superconductors generally. Many statements in
the Fe-based superconductor literature have been made
that such many-body mass enhancements (reductions of
the LDA band widths) are observed, but there is usu-
ally no discussion as to the microscopic origin of these
enhancements. From analysis of optical data for a single
crystal of Ba(Fe0.92Co0.08)2As2, Wu et al. showed that
these enhancements are consistent with expectation for
the interaction of the conduction carriers with antiferro-
magnetic spin fluctuations.460
Unlike the cuprates, there appears to be no pseudogap
in the spin excitation spectrum above Tc for optimally
doped Ba(Fe1−xCox)2As2.
224
There have been some suggestions put forward that
the small ordered moments observed at the lowest tem-
peratures in the FeAs-based materials that show antifer-
romagnetic transitions, which all have the same in-plane
component of the antiferromagnetic ordering wave vec-
tor QAF =
(
1
2 ,
1
2
)
r.l.u. in tetragonal notation (Table X),
arise from frustration and/or fluctuations in a large-local-
moment system. In this regard we note the oft-repeated
statement that even for an itinerant electron system, a lo-
cal moment Heisenberg model can be used to fit the spin
wave dispersion relations, at least at low energies. How-
ever, the preponderance of the experimental data for the
FeAs-based superconductors, as extensively discussed in
Sec. III H 4, argue against this possibility and instead in-
dicate that the magnetic ordering transitions are spin
density wave (SDW) transitions associated with itiner-
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ant electron antiferromagnetism.
As discussed in Sec. III J 2, from inelastic magnetic
neutron scattering measurements, direct estimates of
lower limits of the instantaneous effective moments in
the paramagnetic state of CaFe2As2 (µeff = 0.47 µB/Fe
at a maximum integrated energy of 100 meV) and
Ba(Fe1.935Co0.065)2As2 (µeff = 0.31 µB/Fe at a maxi-
mum integrated energy of 80 meV) were obtained by Di-
allo et al.225 and by us from the data in Fig. 5 of Lester
et al.,304 respectively. These values are far smaller than
the value µeff = 4.90 µB/Fe expected for a localized spin
S = 2 with g-factor g = 2.
In further support of the itinerant magnetism scenario
for the FeAs-based compounds we mention the successes
in fitting the energy and wave vector dependences of
inelastic magnetic neutron scattering data on various
FeAs-based systems by itinerant magnetism models as in
Figs. 55 and 56 (Ref. 225) and Figs. 59 and 60.224 Addi-
tional strong support for the itinerant magnetism model
was obtained by us in Sec. III K 3 of this review by show-
ing that the generalized magnetic susceptibility χ′′(Q, ω)
obtained using the nearly antiferromagnetic Fermi liquid
model to fit inelastic magnetic neutron scattering data
for single crystals of the Ba(Fe1−xCox)2As2 system
224
could be used, with no adjustable parameters, to quanti-
tatively fit the temperature dependence and semiquanti-
tatively fit the magnitude of the antiferromagnetic spin
fluctuation component of the 75As 1/T1 NMR data
331 for
crystals of the same system. This itinerant antiferromag-
netism interpretation is further confirmed by a calcula-
tion of the wave vector dependent static susceptibility
χ(Q) for LaFeAsO by Mazin et al. in Fig. 41,140 which
shows a peak at QAF. Furthermore, Schmidt et al. have
theoretically studied frustrated local-moment models for
the magnetism of the Fe-based superconductors and par-
ent compounds in detail, and concluded that “the anoma-
lously low moment in the pnictides is not explained by
quantum fluctuations in effective localized moment mod-
els but needs a more microscopic viewpoint including the
itinerant multiorbital nature of the magnetic state.”262
On the other hand, as discussed in Secs. III A 4, III E 3
and III G 4, local-moment physics appears to be valid in
the Fe1+y(Te1−xSex) system for compositions near the
Te-rich end with x ≈ 0.
This issue of itinerant magnetism versus local mo-
ment magnetism bears directly on the more general ques-
tion of the degree of electron correlations present in the
Fe-based superconductors beyond LDA band structure
calculations. Certainly, with the possible exception of
Fe1+yTe, the Fe-based materials show strong evidence for
at least partially coherent normal state electronic con-
duction. As discussed in Sec. III B 3, the optical con-
ductivities of most of the Fe-based materials at low fre-
quencies have been successfully fitted by a Drude contri-
bution arising from coherent quasiparticles. Sometimes
these fits have also included a phenomenological Drude-
like term attributed to incoherent carrier conduction, but
the nature and/or origin of these incoherent conduction
carriers is unclear. By “coherent”, one means that the
wave vectors of the current carriers are well-defined, and
that the mean-free-time and mean-free-path for current
carrier scattering are valid concepts to apply. For “in-
coherent” transport, none of these concepts apply any
more. In any case, because at least four bands con-
tribute to the carrier conduction in the Fe-based super-
conductors and parent compounds as discussed above, it
seems likely that more than a two-band description of
the current carriers is needed for a rigorous description
of the optical conductivity of these carriers. A quanti-
tative assessment of the degree of electron correlation in
Fig. 45 based on optical measurements of the conduc-
tion carriers170 indicates that the Fe-based materials are
intermediate between strongly correlated La2CuO4 and
weakly correlated silver metal. This assessment is at least
qualitatively corroborated by many other measurements
on these materials.
The homogeneity of Fe-based superconductors is cur-
rently an open subject as discussed in Secs. IVD
and IVE. The study of the low-temperature heat capac-
ity C of Ba(Fe1−xCox)2As2 single crystals revealed val-
ues of γ0 ≡ limT→0 C/T in zero magnetic field that grow
as the deviation of x from the optimum value x0 ≈ 0.06
increases [Fig. 89(a)].465,466 Even the optimally doped
composition x = x0 showed a nonzero γ0. One interpre-
tation of γ0 is that it arises from a nonsuperconducting
volume fraction that grows as |x− x0| increases.465 This
interpretation is consistent with the observed383 strong
decrease in the heat capacity jump ∆C/Tc at Tc with
increasing |x − x0|, with the decrease in the supercon-
ducting carrier density with increasing |x−x0|,47,424 and
possibly with the increase in c-axis thermal conductivity
limT→0 κ/T with increasing |x− x0|.382
A very interesting topic that deserves further experi-
mental and theoretical attention is whether this differ-
entiation between superconducting and normal fractions
occurs in momentum space or in real space as discussed in
Secs. IVB7 and IVE3. For example, we are not aware
of any studies of the influence, either positive or nega-
tive, of annealing Fe-based superconductor crystals on
their properties. Local surface measurements such as
scanning tunneling spectroscopy measurements indicate
spatial inhomogeneity in the superconducting order pa-
rameter. These observations have potential consequences
for the interpretation of other data below Tc such as the
above power law dependences of 1/T1 and λ and the
temperature dependence of the c-axis thermal conduc-
tivity. Similarly, for the Fe1+y(Te1−xSex) superconduc-
tors, the reported superconducting transition widths are
often very large, indicating a broad distribution of Tc
values. The occurrence of such finite-width Tc distribu-
tions would impact the analysis of the temperature de-
pendences of various types of data below Tc in terms of
theory such as for multigap superconductivity.
Many experiments of various kinds cited in Sec. IV
indicate that the FeAs-based materials are spin-singlet,
s±-wave140 dirty Type-II superconductors with an un-
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conventional spin fluctuation mechanism. The s±-wave
pairing means that there are no intrinsic nodes in the
superconducting order parameter on any Fermi surface
sheet (or “pocket”), but the superconducting order pa-
rameter has opposite signs on the hole versus the elec-
tron sheets. This mechanism depends on nesting between
the Fermi surface hole pockets at the center Γ point of
the Brillouin zone and the electron pockets at the cor-
ner M points for the 11-, 111-, 1111-type compounds
or the equivalent X points for the 122-type compounds,
which follows as an inherent feature of their semimetal-
lic band structure as discussed in Sec. III A 1. From
ARPES measurements (Fig. 21)153 and theory, the hole
pockets are found to have three-dimensional dispersion
that evidently affects the nesting condition with the elec-
tron pockets and both it and its consquences need to be
further addressed both experimentally and theoretically.
Indeed, dispersion of the superconducting energy gap in
the kz direction on at least one of the hole Fermi sur-
face pockets was independently observed for single crys-
tals of Ba0.6K0.4Fe2As2 by two different groups.
359,360
These ARPES and other results such as anisotropic elec-
tronic conductivity26 and near isotropic superconducting
upper critical fields for T → 0, especially for the 122-
type compounds (Table XVIII), indicate that quasi-two-
dimensionality as in the layered cuprates is not required
for high Tc superconductivity in the Fe-based systems.
The s± pairing scenario would be expected to give rise
to an exponential temperature dependence of 1/T1 and
of the magnetic penetration depth λ at low tempera-
tures below Tc, but power law behaviors are often ob-
served instead: (λ: Fig. 79)429 and (1/T1: Fig. 85).
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This apparent conflict appears to arise because ARPES
measurements are sensitive to the maximum gap at each
kz cut of the Fermi surface, where the superconducting
gap can and at least sometimes does disperse with kz,
whereas the λ and 1/T1 measurements are sensitive to
the minimum gap and also to nonmagnetic impurities
that evidently act as pair breakers and introduce quasi-
particle states into the superconducting gap as discussed
in Sec. IVE. Thermal conductivity measurements are
perhaps the most conclusive regarding the gap in the
ab-plane and they indicate a superconducting state that
is gapless for heat transport in the ab-plane (Figs. 72,
73).374 On the other hand, the same type of measure-
ments along the c-axis versus composition x for single
crystals in the Ba(Fe1−xCox)2As2 show nonzero coeffi-
cients limT→0 κ/T for x values deviating from the op-
timum value x0 for superconductivity, suggesting that
kz-axis nodes develop in the superconducting order pa-
rameter in these compositions.382
Bang has theoretically claimed that in an s± pairing
scenario, when the electron and hole pockets have differ-
ent superconducting gaps and when impurity scattering
is present, a nonzero γ0 can occur, whereas, surprisingly,
due to coherence factors in the superconducting state,
the electronic thermal conductivity obeys the seemingly
conflicting behavior limT→0 κ(T )/T = 0.
467
The relationships between the theoretical parameters
of pair-breaking impurities that are invoked to explain
the above λ and 1/T1 measurements need to be clearly
expressed in terms of experimentally measurable quanti-
ties such as the quasiparticle scattering rates and/or con-
ductivity values in Tables IV and V. The relationships of
traditional measures of impurity effects to the properties
of the Fe-based superconductors also need to be clarified.
For example, the superconducting condensate fraction
data in the last two columns of Table XVII and associated
discussion in Sec. IVB 7 were interpreted in terms of the
relatively benign influence of non-pair-breaking impuri-
ties in a dirty superconductor, because the impurities giv-
ing rise to the quasiparticle scattering were assumed not
to introduce quasiparticle states into the superconduct-
ing gap. But it appears that most impurities in the Fe-
based superconductors such as in Ba(Fe1−xCox)2As2 are
nonmagnetic, which theory predicts are pair-breaking in
the s± pairing scenario. These pair-breakers are needed
in order to introduce quasiparticle states inside the su-
perconducting gap that can in turn help to explain the
above anomalous 1/T1 and λ(T ) measurements. Thus
some traditional measures of how “dirty” a supercon-
ductor is, such as discussed in Sec. IVB 7, are probably
still qualitatively valid but need to be re-evaluated for
their quantitative applicability. Also, the conditions un-
der which doping produces magnetic versus nonmagnetic
impurities remain to be clarified both experimentally and
theoretically. Finally, it seems possible that some frac-
tion of doped carriers could be localized with internal
degrees of freedom. Such carriers might contribute to
a zero-temperature Sommerfeld heat capacity coefficient
that is observed in, e.g., superconducting samples of the
Ba(Fe1−xCox)2As2 system, but not to the electronic or
thermal transport properties.
As discussed in Sec. IVG, the electron-phonon
mechanism appears to be too weak to give rise
to the high Tc values observed in the Fe-based
superconductors.274,461,485–488 The proximity of the su-
perconducting compositions to those with long-range an-
tiferromagnetic/spin density wave order suggests that
an electronic mechanism might be responsible that in-
volves the exchange of antiferromagnetic spin fluctua-
tions. Indeed, the experimental evidence is strong that
the highest-Tc Fe-based superconductors are spin sin-
glet, s±-wave superconductors with this superconducting
mechanism. Furthermore, a Tc = 70 K was calculated
on the basis of this mechanism with a superconducting
state that is consistent with the fully gapped s± pair-
ing symmetry.223 Wu et al. have extracted the electron-
boson spectral density α2F versus energy h¯ω from op-
tics measurements on Ba(Fe0.92Co0.08)2As2 crystals and
found remarkable agreement with χ′′(ω) obtained from
inelastic magnetic neutron scattering measurements.460
They concluded that this agreement gives “compelling
evidence that in iron-based superconductors spin fluctu-
ations strongly couple to the charge carriers and medi-
ate superconductivity.”460 Convincing evidence has been
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presented that long-range antiferromagnetic ordering and
bulk superconductivity coexist in the same volume ele-
ment in an underdoped composition region of the system
Ba(Fe1−xCox)2As2, irrespective of the possible spatial
inhomogeneity discussed above.408 This observed micro-
scopic coexistence has been concluded to rule out con-
ventional s++ pairing, but is fully consistent with s±
pairing.408,409
It thus appears that the nodal states suggested by
penetration depth, 1/T1, and c-axis thermal conductiv-
ity measurements for most FeAs-based superconductors
may be impurity, inhomogeneity, or “accidental” effects
rather than intrinsic features.
Two special Fe-based superconductors are LaFePO
and BaFe2(As1−xPx). Convincing experimental evi-
dence of various kinds has been presented by sev-
eral groups for nodal superconductivity in these
compounds,479,480,482,483 as discussed in Sec. IVF.
Several examples of potential avenues for discovering
new high temperature superconductors were given in
Sec. V. There are unlimited exciting opportunities for
new materials research in this field. There is far too little
activity in this area, particularly in view of the fact that
the cuprate and the Fe-based high-Tc superconductors
were both discovered from such new-materials research.
The major goal of this review was to answer the ques-
tion, “what is so special about Fe in the Fe-based su-
perconductors?” There are some clear answers and also
some important unanswered aspects to this question. We
hope that this review will be useful to the research com-
munity to further develop the field and to others follow-
ing its development. The puzzle of high temperature su-
perconductivity in the layered iron pnictides and chalco-
genides will certainly provide an interesting and challeng-
ing playground for many years to come.
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Appendix: Abbreviations and Additional Data
Tables
In this Appendix we first give a list of the most
common abbreviations used in the text, and then give
tables of additional literature data on the properties
of materials described in this review, along with the
respective references.
Caption to Table XXVIII: Low-temperature
crystal and magnetic structure data for polycrystalline
ZrCuSiAs-type (1111-type) FeAs-based parent com-
pounds RFeAs(O,F). In the high temperature primitive
tetragonal P4/nmm structure, Z = 2 formula units
per unit cell, one has c > a and the Wyckoff atomic
positions are R: 2c (14 ,
1
4 ,zR); Fe: 2b (
3
4 ,
1
4 ,
1
2 ); As: 2c
(14 ,
1
4 ,zAs); O,F: 2a (
3
4 ,
1
4 ,0). In the low temperature
1111-type orthorhombic Cmma (the notation was
recently changed to Cmme) structure, Z = 4, the
lattice parameters satisfy c > a > b and the Wyckoff
atomic positions are R: 4g (0, 14 ,zR); Fe: 4b (
1
4 ,0,
1
2 ); As:
4g (0, 14 ,zAs); O,F: 4a (
1
4 ,0,0). For the orthorhombic
crystal structure, some authors define a and b such that
b > a, which we have reversed here to give a > b so
that the same convention is used for all listings. Also
included are the low-temperature ordered magnetic
moment per Fe or R atom ~µ or magnitude µ and
the antiferromagnetic ordering wave vector QAF with
respect to the low-temperature Fmmm orthorhombic
unit cell (see Figs. 7 and 40) determined from magnetic
neutron diffraction measurements. For the ordered
moment direction, the unit vectors aˆ, bˆ, and cˆ are
in the directions of the orthorhombic a, b and c axes,
respectively. The QAF is expressed in orthorhombic
reciprocal lattice units (r.l.u.) (2π/a, 2π/b, 2π/c). For
QAF = (100), the nearest-neighbor ordered moments are
antiferromagnetically aligned along the orthorhombic a
axis, and ferromagnetically aligned along b, which is the
magnetic stripe axis for the Fe spins, see Fig. 40. The
last digit “0” in the ordering wavevector means that the
nearest neighbor Fe spins along c are ferromagnetically
aligned. In tetragonal r.l.u. notation, the ordering wave
vector is
(
1
2
1
20
)
. For QAF = (10
1
2 ), the last entry “
1
2” in
the ordering wavevector means that the nearest neighbor
Fe spins along c are antiferromagnetically aligned. In
tetragonal r.l.u. notation, the ordering wave vector is(
1
2
1
2
1
2
)
.
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TABLE XXI: Common symbols used in this review and their units. The units used in this review are Gaussian (cgs) units
unless indicated as SI units. In Gaussian units, 1 G = 1 Oe and the Tesla (T) is a unit of convenience: 1 T = 104 Oe.
Symbol Physical Quantity Represented Units
a, b, c lattice parameters A˚
A, B NMR hyperfine coupling constant µB/Oe
ARPES angle-resolved photoemission spectroscopy —
B magnetic induction G
bct body-centered-tetragonal —
BZ Brillouin zone —
c speed of light in vacuum cm/s
C Curie constant cm3 K/mol, cm3 K/atom, cm3 K/f.u.
EF Fermi energy eV
f frequency Hz (s−1)
f ′ frequency cm−1
f ′p plasma frequency cm
−1
f.u. formula unit —
(h, k, ℓ) reduced reciprocal lattice units —
(H,K,L) reciprocal lattice units —
h Planck’s constant erg s
h¯ Planck’s constant/(2π) erg s
H magnetic field Oe, G, T
ℑ imaginary part —
J exchange coupling constant eV
kB Boltzmann’s constant erg/K
K NMR shift —
K Drude spectral weight erg
m∗ effective or band mass gram
me free electron mass gram
mb band mass gram
M magnetization G, G cm3/mol
n carrier concentration cm−3
N(EF) Density of states at EF 1/(eV f.u.), both spin directions
pt primitive tetragonal —
Q momentum transfer, momentum erg s/cm
ℜ real part —
T temperature K
Tc superconducting transition temperature K
TN Ne´el temperature K
Γ, γ relaxation rate s−1
γ Sommerfeld specific heat coefficient mJ/mol K2
γn/(2π) nuclear gyromagnetic ratio MHz/T
γe/(2π) electron gyromagnetic ratio MHz/T
ε0 dielectric permittivity of free space C
2/(J m) = s/(Ω cm) (SI)
θ Weiss temperature K
θ2, θ4 bond angle degrees
µ magnetic moment G cm3 = erg/G
µB Bohr magneton G cm
3 = erg/G
ξ correlation length A˚, nm
ρ electrical resistivity Ω cm (SI)
σ = 1/ρ electrical conductivity (Ω cm)−1 (SI)
σ0 dc electrical conductivity (Ω cm)
−1 (SI)
σ1 real part of electrical conductivity (Ω cm)
−1 (SI)
τ relaxation time s
1/τ ′ relaxation rate cm−1
χ magnetic susceptibility cm3, cm3/mol, dimensionless
ω = 2πf angular frequency rad/s
ωp plasma angular frequency rad/s
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TABLE XXII: Crystal data for tetragonal rare-earth and FeAs-based ZrCuSiAs-type RFeAsY (1111-type) compounds. Here, R
is a rare-earth, Y is O and/or F, zA and zX are the c-axis position parameters of atoms A and X, respectively, θ2 and θ4 are the
two-fold and four-fold X-M -X bond angles within an M -centered MX4 tetrahedron, respectively, and hMX is the separation
of a plane of M atoms from either of the two adjacent planes of X atoms. The temperature T at which the diffraction data
were obtained is given (“RT” means room temperature), along with the structural and/or magnetic transition temperature T0
and the superconducting transition temperature Tc for the sample if given. Samples are polycrystalline unless otherwise noted.
Compound T T0 Tc a c zA zX dM−X θ2 θ4 hMX Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
LaFeAsO RT 150 4.03533(4) 8.74090(9) 0.14154(5) 0.6512(2) 2.412 113.5 107.5 1.322 1
LaFeAsO 175 137, 155 4.03007(9) 8.7368(2) 0.1418(3) 0.6507(4) 2.407(2) 113.7(1) 107.41(7) 1.317 237
LaFeAsO 300 160 4.03268(1) 8.74111(4) 0.14134(4) 0.65166(7) 2.4131 113.35 107.57 1.326 503
LaFeAsO 300 145 4.0345(1) 8.7387(4) 0.1420(3) 0.6498(4) 2.4048 114.04 107.24 1.309 504
LaFeAsO RT 4.0322(2) 8.7364(4) 0.1416(4) 0.6508(5) 2.4084 113.67 107.41 1.317 238
LaFeAsO RT 140,152(4) 4.0316(1) 8.7541(1) 0.1405(2) 0.6543(3) 2.4265 112.35 108.05 1.351 240
LaFeAsO0.88
a RT 28 4.02291(8) 8.7121(2) 0.1453(3) 0.6527(4) 2.4116 113.04 107.72 1.330 108
LaFeAsO0.92F0.08 175 26 4.0229(1) 8.7142(2) 0.1446(3) 0.6527(4) 2.412(2) 113.0(3) 107.72(6) 1.331 237
LaFeAsO0.89F0.11 RT 28 4.0277(2) 8.7125(5) 0.1455(3) 0.6522(5) 2.411 113.27 107.60 1.326 505
LaFeAsO0.87F0.13 1.5 26 4.0245(3) 8.713(1) 0.1442(8) 0.6541(8) 2.419 112.6 107.9 1.343 506
LaFeAsO0.86F0.14 300 20 4.02460(2) 8.69525(5) 0.14725(6) 0.65319(10) 2.4132 113.00 107.74 1.332 503
LaFeAsO0.85F0.15 RT 4.02447(3) 8.6948(1) 0.1450(4) 0.6540(4) 2.417 112.72 107.87 1.339 238
LaFe0.89Co0.11AsO 300 14.3 4.0351(1) 8.7132(3) 0.1412(3) 0.6505(4) 2.4063 113.96 107.28 1.311 504
CeFeAsO 175 3.99591(5) 8.6522(1) 0.1413(3) 0.6546(2) 2.4044 112.40 108.03 1.338 40
CeFeAsO0.84F0.16 60 40 3.98470(3) 8.6032(1) 0.1480(4) 0.6565(3) 2.4046 111.90 108.27 1.346 40
PrFeAsO RT 3.985(1) 8.595(3) 0.1399(2) 0.6565(3) 2.404 111.95 108.24 1.345 507
PrFeAsOa 175 3.97716(5) 8.6057(2) 0.1397(6) 0.6559(4) 2.3988 111.99 108.23 1.342 241
PrFeAsO0.85F0.15
a 5 52 3.9700(1) 8.5331(4) 0.1504(1) 0.6548(5) 2.3843 112.72 107.87 1.321 241
PrFeAsO0.85
a 5 52 3.9686(1) 8.5365(3) 0.1450(7) 0.6546(5) 2.3831 112.75 107.86 1.320 241
NdFeAsO 175 1.96, 150 3.9611(1) 8.5724(2) 0.1393(3) 0.6580(4) 2.3994 111.27 108.58 1.354 244
NdFeAsO0.95
a RT 3.96666(7) 8.5699(2) 0.1390(2) 0.6571(3) 2.3971 111.66 108.39 1.346 108
NdFeAsO0.92
a RT 35 3.95940(6) 8.5550(2) 0.1413(2) 0.6586(3) 2.4000 111.15 108.64 1.357 108
NdFeAsO0.86
a RT 44 3.95365(7) 8.5581(2) 0.1429(3) 0.6587(3) 2.3984 111.02 108.70 1.358 108
NdFeAsO0.83
a RT 51 3.94755(7) 8.5446(2) 0.1440(3) 0.6600(3) 2.4010 110.58 108.92 1.367 108
NdFeAsO0.83
a 10 51 3.9423(1) 8.5129(3) 0.1434(3) 0.6624(4) 2.4076 109.91 109.25 1.382 108
NdFeAsO0.8F0.2 1.5 50 3.9495(1) 8.5370(3) 0.1421(4) 0.6599(4) 2.4006 110.69 108.87 1.365 244
SmFeAsO 300 3.9390(1) 8.4980(1) 0.1372(1) 0.6599(2) 2.3928 110.79 108.81 1.359 508
SmFeAsO RT 3.9391(2) 8.4970(4) 0.1368(2) 0.6609(4) 2.3976 110.47 108.98 1.367 509
SmFeAsO0.93F0.07 RT 35 3.9344(2) 8.4817(5) 0.1397(2) 0.6611(5) 2.3952 110.43 108.99 1.366 509
SmFeAsO1−xFx 295 52 3.9339(1) 8.4684(6) 0.1411(1) 0.6609(2) 2.3928 110.58 108.92 1.363 510
SmFeAsO0.8F0.2 20 54 3.92699(3) 8.4413(1) 0.1420(1) 0.6608(2) 2.3871(9) 110.69 108.87 1.357 52
SmFeAsO0.68(3)
a RT 55 3.90236(8) 8.4315(3) 0.1437(2) 0.6628(4) 2.3854(18) 109.76(12) 109.33(6) 1.373 511
SmFeAsOa,b 295 3.9427(1) 8.4923(3) 0.1372(1) 0.6603(1) 2.3955(6) 110.76(4) 108.83(2) 1.3613(9) 512
Sm0.89Th0.11FeAsO
a,b 295 49.5 3.9369(1) 8.4510(6) 0.1411(1) 0.6611(1) 2.3937(9) 110.64(6) 108.89(3) 1.3615(9) 512
Sm0.90Th0.10(5)FeAsO
a 295 51.5 3.9404(2) 8.4730(6) 0.1421(3) 0.6618(7) 2.400(3) 110.3(1) 109.0(3) 1.371 512
15 51.5 3.9357(2) 8.4327(6) 0.1424(3) 0.6595(7) 2.384(3) 111.3(1) 108.6(3) 1.345 512
GdFeAsO1−y
a RT 54 3.90311(9) 8.4137(3) 0.1399(1) 0.6630(1) 2.3853 109.81 109.30 1.371 109
TbFeAsO0.9F0.1
a RT 46 3.8634(3) 8.333(1) 0.1447(4) 0.6654(6) 2.373 108.98 109.72 1.378 513
ahigh-pressure synthesis
bsingle crystal
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TABLE XXIII: Crystal data for additional tetragonal ZrCuSiAs-type AMXY (1111-type) compounds. Here, A is an alkaline
earth or rare earth metal, M is a transition element, X is a pnictogen (P, As), Y is O and/or F, zA and zX are the c-axis
position parameters of atoms A and X, respectively, θ2 and θ4 are the two-fold and four-fold X-M -X bond angles within an
M -centered MX4 tetrahedron, respectively, and hMX is the separation of a plane of M atoms from either of the two adjacent
planes of X atoms. The temperature T at which the diffraction data were obtained is given (“RT” means room temperature),
along with the structural and/or magnetic transition temperature T0 and the superconducting transition temperature Tc for
the sample if given.
Compound T T0 Tc a c zA zX dM−X θ2 θ4 hMX Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
LaFePO RT 4c 3.96358(2) 8.51222(7) 0.14870(6) 0.6339(2) 2.2862 120.18(8) 104.39(4) 1.140 3
LaFePOd RT 6 3.941(2) 8.507(5) 0.14890(2) 0.63477(10) 2.280 119.62 104.65 1.146 287
LaFePO 298 < 0.35 3.96306(4) 8.5087(1) 0.1487(2) 0.6348(3) 2.2895(1) 119.87 104.53 1.147 514
LaFePO 298 7b 3.9610(1) 8.5158(2) 0.1496(2) 0.6362(6) 2.295(3) 119.3(2) 104.8(1) 1.160 515
PrFePOd RT 3.9113(6) 8.345(2) 0.14830(7) 0.6396(3) 2.276(2) 118.4 105.2 1.165 516
SmFePO RT 5 3 3.88069(5) 8.2054(1) 0.14502(9) 0.6423(4) 2.265 117.9 105.4 1.168 517
SmFePO RT 3.878(1) 8.205(1) 0.1482(7) 0.642(4) 2.26(2) 118.0 105.4 1.165 516
CaFeAsF 300 120 3.875 8.582 2.392 108.2 110.1 518
CaFe0.88Co0.12AsF 300 24 3.879 8.539 2.386 108.7 109.9 518
SrFeAsF 297 175 3.9930(1) 8.9546(1) 0.1598(2) 0.6527(2) 2.420(1) 111.2(1) 108.7(1) 1.367 519
SrFeAsF 240 133,180 3.9996(1) 8.9618(4) 0.1583(2) 0.6515(1) 2.417(2) 111.7 108.4 1.358 247
SrFeAsF 300 3.99938(3) 8.9727(1) 0.15903(13) 0.6528(2) 2.4246 111.13 108.65 1.371 520
SrFe0.875Co0.125AsF 300 4.0
a 4.00182(2) 8.94345(8) 0.15821(12) 0.6510(2) 2.4138 111.99 108.23 1.350 520
LaCoPO RT 43e 3.9681(9) 8.3779(1) 0.1509(5) 0.6321(9) 2.2719 121.69 103.73 1.107 297
LaCoPO RT 3.9678(9) 8.379(3) 0.155(1) 0.617(6) 2.21(2) 127.4 101.3 0.980 516
LaNiAsO 297 2.4 4.12309(1) 8.18848(6) 0.14697(9) 0.6368(1) 2.3463(7) 122.95(6) 103.18(3) 1.120 521
LaNiPO RT 4.3 4.0453(1) 8.1054(3) 0.15190(9) 0.6257(5) 2.265(2) 126.5(2) 101.7(1) 1.019 522
LaNiPO 298 4.2 4.04669(6) 8.1089(2) 0.1530(2) 0.6244(2) 2.261 127.0 101.5 1.009 523
ThCuPOd RT 3.8995(4) 8.2939(7) 524
UCuPOd RT 220 3.7958(2) 8.2456(4) 524
CeRuPO RT 4.026(1) 8.256(2) 0.14716(4) 0.6419(2) 2.329(1) 119.6 104.7 1.172 516
a8 vol% diamagnetic shielding fraction
b48 vol% diamagnetic shielding fraction
c18 vol% diamagnetic shielding fraction
dsingle crystal
eferromagnetic Curie temperature
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TABLE XXIV: Crystal data for body-centered-tetragonal ThCr2Si2-type AM2As2 (122-type) compounds. Here, M is a 3d
transition element possibly mixed with a 4d transition element, zAs is the c-axis position parameter of As atom, θ2 and θ4 are the
twofold and fourfold As-M -As bond angles within an M -centered MAs4 tetrahedron, respectively, and hMAs is the separation
of a plane ofM atoms from either of the two adjacent planes of As atoms. The temperature T at which the diffraction data were
obtained is given (“RT” means room temperature), along with the magnetic and/or crystallographic transition temperature T0
and the superconducting transition temperature Tc for the sample if given.
Compound T T0 Tc a c zAs dM−As θ2 θ4 hMAs Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
SrCr2As2
a RT 3.918(3) 13.05(1) 0.367 2.484 104.1 112.2 1.527 525
BaCr2As2
a RT 3.963(3) 13.60(1) 0.361 2.491 105.4 111.5 1.510 525
BaCr2As2
b RT < 2 3.9678(4) 13.632(3) 0.361 2.429 105.3 111.6 1.513 496
BaMn2As2
b RT < 1.8 4.1686(4) 13.473(3) 0.3615(3) 2.569 108.44 109.99 1.502 164
KFe2As2
a RT 3.6 3.842 13.838 0.3533 2.394 106.72(14) 1.429 526
CaFe2As2
b 300 173 3.879(3) 11.740(3) 100
CaFe2As2
b,c 297 20 3.872(9) 11.730(2) 0.3665(9) 2.370(9) 109.5(2) 109.4(6) 1.367 527
SrFe2As2
a 297 3.9243(1) 12.3644(1) 0.3600(1) 2.388(1) 110.5(1) 108.9(1) 1.360 528
SrFe2As2
b 250 3.9289(3) 12.3172(12) 0.36035(5) 2.3890(4) 110.63(3) 108.90(2) 1.359 529
Sr0.33Ca0.67Fe2As2
b 250 3.9066(8) 11.988(5) 0.36423(7) 2.3855(7) 109.94(4) 109.24(2) 1.369 529
SrFe1.8Co0.2As2
a RT 19 3.9278(2) 12.3026(2) 0.3613(1) 2.3941 110.23 109.09 1.369 530
SrFe1.4Ru0.6As2
a RT 19.3 3.99178(2) 12.0635(1) 0.3599(1) 2.396 112.81 107.83 1.326 61
SrFe1.3Ru0.7As2
a RT 19.3 4.00507(2) 12.0087(1) 0.3598(1) 2.398 113.28 107.60 1.319 61
SrFe1.2Ru0.8As2
a RT 17.6 4.01090(2) 11.9835(1) 0.3598(1) 2.399 113.46 107.51 1.316 61
BaFe2As2
b 250 136.0 3.948 12.947 104
BaFe2As2
a 297 140 3.9625(1) 13.001(1) 0.35393(8) 2.403(1) 111.1(1) 108.7(1) 1.360 531
BaFe2As2
a RT 140(3) 3.963 13.016 0.3545 2.403 111.09(15) 1.360 526
BaFe2As2
b 175 140(2) 3.9622(4) 13.001(1) 0.35393(8) 2.3980(6) 111.41(4) 108.52 1.352 99
BaFe2As2
b RT 137 3.9633(4) 13.022(2) 0.35424(6) 2.402(2) 111.18(3) 108.62(2) 1.358 63
Ba(Fe0.62Ru0.38)2As2
b RT 7 4.0342(5) 12.749(2) 0.35328(8) 2.409(2) 113.73(4) 107.39(2) 1.317 63
Ba0.89K0.11(6)Fe2As2
a RT 115(3) 2.5 3.949 13.088 0.3545 2.402 110.60(14) 1.367 526
Ba0.82K0.18(5)Fe2As2
a RT 90(5) 25.4 3.937 13.155 0.3552 2.406 109.82(16) 1.383 526
Ba0.70K0.30(6)Fe2As2
a RT 36.4 3.919 13.263 0.3542 2.398 109.58(14) 1.382 526
Ba0.63K0.37(6)Fe2As2
a RT 38.6 3.915 13.294 0.3541 2.397 109.49(16) 1.383 526
Ba0.56K0.44(6)Fe2As2
a RT 36.8 3.907 13.335 0.3537 2.394 109.39(14) 1.383 526
Ba0.38K0.62(6)Fe2As2
a RT 29.6 3.887 13.506 0.3544 2.401 108.12(14) 1.409 526
Ba0.29K0.71(6)Fe2As2
a RT 14.6 3.880 13.569 0.3548 2.406 107.53(14) 1.422 526
Ba0.15K0.85(6)Fe2As2
a RT 8.9 3.852 13.735 0.3535 2.394 107.15(14) 1.421 526
Ba0.10K0.90(6)Fe2As2
a RT 8.9 3.848 13.793 0.3539 2.399 106.63(14) 1.433 526
Ba0.7K0.3FeAs2
a 300 36 3.9257(1) 13.2702(3) 0.3545(1) 2.4033 109.5 109.4 1.387 456
EuFe2As2
a 297 3.9062(1) 12.1247(2) 0.3625(1) 2.382(1) 110.1(1) 109.1(1) 1.364 528
(Sr3Sc2O5)Fe2As2 300 < 4.2 4.0781(1) 26.8386(5) 2.431(1) 113.8(1) 107.4(1) 532
apolycrystalline sample
bsingle crystal sample
cpowder sample with Na partially substituted for Ca
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TABLE XXV: Crystal data for body-centered-tetragonal ThCr2Si2-type AM2X2 (122-type) compounds. Here, M is a 3d or
4d transition element, X is a pnictogen (P, As), zX is the c-axis position parameter of atom X, θ2 and θ4 are the twofold and
fourfold X-M -X bond angles within an M -centered MX4 tetrahedron, respectively, and hMX is the separation of a plane of
M atoms from either of the two adjacent planes of X atoms. The temperature T at which the diffraction data were obtained
is given (“RT” means room temperature), along with the magnetic and/or crystallographic transition temperature T0 and the
superconducting transition temperature Tc for the sample if given.
Compound T T0 Tc a c zX dM−X θ2 θ4 hMX Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
CaCo2As2
a RT 3.989(3) 10.33(1) 0.372 2.359 115.4 106.6 1.260 525
SrCo2As2
a RT 3.935(7) 11.83(2) 0.362 2.372 112.1 108.2 1.325 525
BaCo2As2
a RT 3.958(5) 12.67(2) 0.361 2.428 109.2 109.6 1.406 525
BaCo2As2
b RT < 2 3.9537(1) 12.6524(6) 533
CaNi2As2
a RT 4.053(6) 9.90(2) 0.370 2.349 119.2 104.8 1.188 525
SrNi2As2
a RT 4.151(6) 10.23(4) 0.363 2.376 121.8 103.7 1.156 525
BaNi2As2
a RT 4.142(4) 11.65(4) 0.355 2.405 118.9 105.0 1.223 525
BaNi2As2
b RT 0.7 4.112(4) 11.54(2) 0.3476(3) 2.344 122.6 103.3 1.126 534
SrNi2As2
b 124 0.62 4.1374(8) 10.188(4) 0.3634(1) 2.369 121.64 103.75 1.155 535
EuNi2As2
b 124 < 0.4 4.0964(6) 10.029(3) 0.3674(2) 2.3625 120.22 104.38 1.177 535
SrCu2As2
a RT 4.271(1) 10.18(2) 0.377 2.496 117.6 105.6 1.293 525
BaCu2As2
a RT 4.446(5) 10.07(1) 0.374 2.550 121.4 103.9 1.249 525
SrRu2As2
a RT < 1.8 4.1713(1) 11.1845(4) 0.3612(2) 2.4283 118.38 105.21 1.244 10
SrRu2As2
a RT 4.16911(2) 11.1706(1) 0.3591(1) 2.415 119.38 104.76 1.219 61
BaRu2As2
a RT < 1.8 4.15248(8) 12.2504(3) 0.3527(1) 2.4277 117.57 105.58 1.258 10
BaRh2As2
b RT < 1.8 4.0564(6) 12.797(4) 0.3566(3) 2.444 112.15 108.15 1.364 218
BaMn2P2
b RT 4.037(1) 13.061(1) 0.3570(3) 2.455(2) 110.63(9) 108.90(5) 1.398 536
CaFe2P2
b RT 3.855(1) 9.985(1) 0.3643(3) 2.240(2) 118.74(9) 105.04(4) 1.141 536
SrFe2P2
b RT 3.825(1) 11.612(1) 0.3521(8) 2.251(5) 116.4(3) 106.1(1) 1.186 536
BaFe2(As0.71P0.29)2
b,c 175 3.9178(1) 12.7610(7) As: 0.3544(1) 2.3689(7) 111.57(5) 108.44 1.332 99
P: 0.3402(1) 2.272(4) 119.1(3) 104.9 1.151 99
BaFe2(As0.53P0.47)2
b,c 175 3.9065(1) 12.7355(6) As: 0.3542(1) 2.361(1) 111.6(2) 108.4 1.327 99
P: 0.3438(4) 2.289(3) 117.1(2) 105.8 1.195 99
BaFe2(As0.24P0.76)2
b,c 175 3.8660(3) 12.592(1) As: 0.3571(4) 2.357(3) 110.2(2) 109.1 1.349 99
P: 0.3430(4) 2.260(2) 117.6(1) 105.6 1.171 99
BaFe2P2
b 175 3.8435(4) 12.422(2) 0.3459(1) 2.2614(9) 116.39(7) 106.12 1.191 99
BaFe2P2
b RT 3.840(1) 12.442(1) 0.3456(4) 2.259(3) 116.4(2) 106.1(1) 1.189 536
EuFe2P2
a RT 29.5 (Eu) — 3.8178(1) 11.2372(3) 0.3548(2) 2.243 116.7(1) 106.0 1.178 537
CaCo2P2
b RT 3.858(1) 9.593(1) 0.3721(4) 2.257(2) 117.5(1) 105.62(6) 1.171 536
CaNi2P2
b RT 3.916(1) 9.363(1) 0.3774(5) 2.293(3) 117.3(1) 105.70(7) 1.193 536
BaNi2P2
b RT 3.947(1) 11.820(1) 0.3431(3) 2.260(2) 121.71 103.72 1.100 538
CaCu1.75P2
b RT 4.014(1) 9.627(1) 0.3831(4) 2.381(2) 114.9(1) 106.83(5) 1.281 536
SrCu1.75P2
b RT 4.166(1) 9.607(1) 0.3805(4) 2.431(2) 117.9(1) 105.42(5) 1.254 536
EuCu1.75P2
b RT 4.110(1) 9.591(1) 0.3810(5) 2.409(2) 117.1(1) 105.79(6) 1.256 536
apolycrystalline sample
bsingle crystal sample
cThe As and P z parameters were refined separately
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TABLE XXVI: Crystal data for primitive tetragonal FeX-type (11-type, anti-PbO structure) compounds in space group
P4/nmm (No. 129, second setting), Z = 2 formula units per unit cell. Atomic positions: Fe in 2(a) (1/4, 3/4, 0); X = Se,
Te in 2(c) (1/4, 1/4, z) with z ∼ 0.25. Here, zX is the c-axis position parameter of atom X, θ2 and θ4 are the twofold and
fourfold X-Fe-X bond angles within an Fe-centered FeX4 tetrahedron, respectively, and hFeX is the separation of a plane of
Fe atoms from either of the two adjacent planes of X atoms. The temperature T at which the diffraction data were obtained
is given (“RT” means room temperature), along with the magnetic and/or crystallographic transition temperature T0 and the
superconducting transition temperature Tc for the sample if given. Not included are crystal data for any excess Fe atoms (y in
the formula Fe1+yTe1−xSex) in the X layers. The compositions given are those deduced from structure refinements, if available,
rather than the nominal compositions.
Compound T T0 Tc a c zX dFe−X θ2 θ4 hFeX Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
Fe1+yTe
a 300 73 3.8219(1) 6.2851(1) 0.2792(4) 2.594 94.88 117.23 1.755 253
Fe1.087Te
b RT 67 3.826(1) 6.273(3) 0.28141(8) 2.603 94.60 117.38 1.765 127
Fe1+yTe0.95Se0.05
a 300 50h 11.0 3.8184(1) 6.2617(1) 0.2763(4) 2.576 95.63 116.80 1.730 253
Fe1+yTe0.9Se0.1
a 300 11.9 3.8160(1) 6.2381(1) 0.2746(4) 2.564 96.17 116.51 1.713 253
Fe1+yTe0.85Se0.15
a 300 12.7 3.8133(1) 6.2116(1) 0.2729(4) 2.551 96.72 116.20 1.695 253
Fe1+yTe0.80Se0.20
a 300 13.6 3.8114(1) 6.1843(1) 0.2714(4) 2.539 97.26 115.90 1.678 253
Fe1.049Te0.79Se0.21
b RT 14 3.815(2) 6.187(4) 0.2789(4) 2.572 95.73 116.75 1.726 127
Fe1.035Te0.78Se0.22
b RT — 6 3.806(3) 6.187(6) 0.2779(4) 2.565 95.80 116.71 1.719 127
Fe1.053Te0.73Se0.27
b RT 5 3.807(3) 6.153(7) 0.2787(4) 2.562 95.97 116.62 1.715 127
Fe1.013Te0.68Se0.32
b RT — 11 3.803(2) 6.136(3) 0.2767(3) 2.549 96.48 116.33 1.698 127
FeTe0.56Se0.44
b 173 13 3.7996(2) 5.9895(6) Se: 0.2468(7)c 2.407(3) 104.1(1) 112.15(6) 1.478 22
Te: 0.2868(3)c 2.561(1) 95.75(4) 116.74(2) 1.718
Se-Fe-Te: 99.99(9) 114.32(5)
Fe1.03Te0.43Se0.57
a 295 40 13.9 3.800742(4) 5.99263(3) 0.27388(9) 2.5110(4) 98.37(2) 115.29(1) 1.641 539
FeSe0.92
a,d 295 70g 8 3.77376(2) 5.52482(5) 0.2652(1) 2.389 104.34 112.10 1.465 129
Fe0.987Se
a,e 298 3.7747(1) 5.5229(1) 0.2669(2) 2.395 104.02 112.26 1.474 124
Fe0.997Se
a,f 298 3.7734(1) 5.5258(1) 0.2672(1) 2.396 103.91 112.32 1.477 124
FeSe1.003
a,d 298 60–80g 8 3.7724(1) 5.5217(1) 0.2673(2) 2.395 103.91 112.32 1.476 134
Fe1.01Se
a,e 298 90g 8.5 133
Fe1.03Se
a,e 298 none none 133
FeSe0.975(3)
a, i 290 100 8.21 3.77381(2) 5.52330(5) 0.26732(14) 2.396 103.91 112.32 1.476 125
FeSe0.975(4)
a, i 250 100 8.21 3.76988(5) 5.51637(9) 0.2674(3) 2.394 103.91 112.32 1.475 135
aPolycrystalline sample.
bSingle crystal sample.
cThe z parameters of the statistically distributed Se and Te atoms
on the 2(c) sites were found to be different.
dThe structure was refined for Se deficiency, rather than Fe excess.
eContained small amounts of Fe and Fe3O4.
fContained small amounts of Fe, Fe7Se8 and δFeSe.
gOrthorhombic structural transition temperature only.
hMagnetic and monoclinic structural transition temperature.
iContained small amounts of Fe and δFeSe.
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TABLE XXVII: Crystal data for primitive tetragonal AFeX 111-type compounds in space group P4/nmm (No. 129, second
setting), Z = 2 formula units per unit cell. Atomic positions: A in 2(c) (1/4, 1/4, zA); Fe in 2(a) (1/4, 3/4, 0); X in 2(c)
(1/4, 1/4, zX). Here, A is an alkali metal, X is a pnictogen (P, As), zA is the c-axis position parameter of atom A, zX is
the c-axis position parameter of atom X, θ2 and θ4 are the two-fold and four-fold X-Fe-X bond angles within an Fe-centered
FeX4 tetrahedron, respectively, and hFe−X is the separation of a plane of Fe atoms from either of the two adjacent planes of
X atoms. The temperature T at which the diffraction data were obtained is given (“RT” means room temperature), along
with the magnetic and/or crystallographic transition temperature T0 and the superconducting transition temperature Tc for
the sample if given.
Compound T T0 Tc a c zA zX dM−X θ2 θ4 hMX Ref.
(K) (K) (K) (A˚) (A˚) (A˚) (deg) (deg) (A˚)
LiFeAsb 215 18 3.7914(7) 6.364(2) 0.3459(15) 0.7635(1) 2.421 103.11 112.75 1.505 12
LiFeAsa 295 none 10 3.776360(4) 6.35679(1) 0.3464(2) 0.76285(3) 2.4162(1) 102.793(6) 112.910(3) 1.508 14
NaFeAsa 70 37c,45 5 3.94481(3) 6.99680(8) 0.3535(2) 0.7976(1) 2.4282(4) 108.64(3) 109.89 1.416 252
LiFePa RT? 6 3.69239(2) 6.03081(2) 0.3480(1) 0.7800(5) 2.273 108.59 109.91 1.327 540
aPolycrystalline sample.
bSingle crystal sample.
cOrdered magnetic moment at 5 K = 0.09(4) µB/Fe.
127
TABLE XXVIII: The caption for this table is placed at the beginning of the Appendix, due to its length.
Compound T a b c zAs zR ~µ or µ QAF
d Ref.
(K) (A˚) (A˚) (A˚) (µB) (r.l.u.)
LaFeAsO 175 4.03007(9) = a 8.7368(2) 0.6507(4) 0.1418(3) 237
8a 5.7096 5.6819 8.7262(5) 0.36(5)
(
10 12
)
237
LaFeAsO 300 4.03268(1) = a 8.74111(4) 0.65166(7) 0.14134(4) 503
120 5.71043(3) 5.68262(3) 8.71964(4) 0.65129(7) 0.14171(4) 503
LaFeAsO 175 4.03007(9) = a 8.7368(2) 0.6507(4) 0.1417(3) 49
2 5.70988(9) 5.68195(9) 8.7265(1) 0.6506(3) 0.1430(3) 0.36(5) 49
LaFeAsO 300 4.0345(1) = a 8.7387(4) 0.6498(4) 0.1420(3) 504
4 5.7103(2) 5.6823(2) 8.7117(4) 0.6501(4) 0.1424(3) 504
LaFeAsO RT 4.0322(2) = a 8.7364(4) 0.6508(5) 0.1416(4) 238
2 5.7063(4) 5.6788(4) 8.7094(6) 0.6505(5) 0.1420(4) 0.63(1) aˆ
(
10 12
)
238
LaFeAsOe 9.5 0.78(8) aˆ 240
CeFeAsO 175 3.99591(5) = a 8.6522(1) 0.6546(2) 0.1413(3) 40
1.4 5.66263(4) 5.63273(4) 8.64446(7) 0.6553(1) 0.1402(2) 40
40 — — — — — Fe: 0.8(1) aˆ (100) 40
1.7 — — — — — Fe: 0.94(3) aˆ (100) 40
1.7 — — — — — Ce: 0.83(2)b 40
PrFeAsO 175 3.97716(5) = a 8.6057(2) 0.6559(4) 0.1397(6) 241
5 5.6374(1) 5.6063(1) 8.5966(2) 0.6565(3) 0.1385(5) Fe: 0.48(9) aˆ (100) 241
5 Pr: 0.84(4) cˆ AF 241
PrFeAsO 30 5.701 5.672 8.689 Fe: 0.35(5) aˆ 242
1.4 Fe: 0.53(20) 242
1.4 Pr: 0.83(9) (101)f 242
NdFeAsO 30 — — — — — Fe: 0.25(7)
(
10 12
)
? 243
NdFeAsO 175 3.9611(1) = a 8.5724(2) 0.6580(4) 0.1393(3) 244
0.3 5.6159(1) 5.5870(1) 8.5570(2) 0.6584(4) 0.1389(2) Fe: 0.9(1) aˆ (100) 244
0.3 Nd: 1.55(4)c (100) 244
NdFeAsO 30 — — — — — Fe: 0.54(1) aˆ
(
10 12
)
245
10 — — — — — Fe: 0.32(2) aˆ (100) 245
1.5 — — — — — Fe: 0.41(5) aˆ (100) 245
1.5 — — — — — Nd: 1.30(5)b (100) 245
SmFeAsO 295 3.93880(2) = a 8.51111(7) — — 52
20 5.55105(5) 5.57884(5) 8.47014(9) 0.6612(2) 0.13741(8) 52
CaFeAsF 2 — — — — — 0.49(5) aˆ
(
10 12
)
246
SrFeAsF 297 3.9930(1) = a 8.9546(1) 0.6527(2) 0.1598(2) 519
10 5.6602(1) 5.6155(1) 8.9173(2) 0.6494(2) 0.1635(2) 519
SrFeAsF 240 3.9996(1) = a 8.9618(4) 0.6515(1) 0.1583(2) 247
2 5.6689(1) 5.6260(1) 8.9325(2) 0.6525(1) 0.1584(1) 0.58(6) aˆ 247
.
aThe low temperature structure was indexed in Ref. 237 on
a P112/n monoclinic (M) unit cell instead of the currently
accepted503 higher symmetry Cmma (or Cmme) orthorhombic
(O) unit cell. We have converted the originally reported M
lattice parameters to the O ones using the Supplementary In-
formation to Ref. 237 which gives aO = aM
√
2(1 − cos γM),
bO = aM
√
2(1 + cos γM) and cO = cM with aM = 4.0275(2)A˚,
cM = 8.7262(5)A˚, and γM = 90.279(3)
◦ . See also Ref. 49 by the
same group.
bNoncollinear Ce spin structure (tentative) or noncollinear Nd
spin structure, respectively.
cThe observed magnetic ordering transition for both Fe and Nd
is at 1.96(3) K. The Nd magnetic moment points approximately
along the orthorhombic [101] axis. The upper limit for the ordered
moment for separate Fe moment ordering at higher temperatures
as in LaFeAsO is 0.17 µB/Fe.
dWhenever a paper listed the propagation vector as (101) r.l.u.
in orthorhombic notation, this was replaced by
(
10 1
2
)
r.l.u. in
orthorhombic notation (see Sec. III G 2). The (101) r.l.u. notation
is with respect to the magnetic unit cell, not the crystallographic
unit cell as conventionally used.
eSingle crystal.
fThe c-axis designation is due to Pr ordering: there are two layers
of Pr per unit cell.
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TABLE XXIX: Low-temperature crystal and magnetic structure data for ThCr2Si2-type (122-type) AFe2As2 parent compounds.
In the high temperature tetragonal I4/mmm structure, Z = 2 formula units per unit cell, the Wyckoff atomic positions are A:
2a (0,0,0); Fe: 4d ( 1
2
,0, 1
4
); As: 4e (0,0,z). In the low temperature 122-type orthorhombic Fmmm structure, Z = 4, the lattice
parameters satisfy c > a > b and the Wyckoff atomic positions are A: 4a (0,0,0); Fe: 8f ( 1
4
, 1
4
, 1
4
); As: 8i (0,0,zAs). For the
orthorhombic crystal structure, some authors define a and b such that b > a, which we have reversed here to give a > b so that
the same convention is used for all listings. Other notation is as described in the caption to Table XXVIII.
Compound T a b c zAs ~µ or µ QAF Ref.
(K) (A˚) (A˚) (A˚) (µB) (r.l.u.)
CaFe2As2
a 300 3.879(3) = a 11.740(3) — 100
10 5.506(2) 5.450(2) 11.664(6) 0.3664(5) 0.80(5) aˆ (101)c 100
CaFe2As2
b 50 5.5312(2) 5.4576(2) 11.683(1) 0.3689(5) 199
SrFe2As2
a 150 5.5695(9) 5.512(1) 12.298(1) — 248
10 — — — — 0.94(4) aˆ (101)c 248
SrFe2As2
b 297 3.9243(1) = a 12.3644(1) 0.3600(1) 528
90 5.5783(3) 5.5175(3) 12.2965(6) 0.3612(3) 528
SrFe2As2
b 220 — — — 0.3602(2) 249
1.5 — — — 0.3604(2) 1.01(3) aˆ (101)c 249
SrFe2As2
a 10 — — — 1.04(1) 137
BaFe2As2
b 297 3.9625(1) = a 13.0168(3) 0.3545(1) 531
20 5.6146(1) 5.5742(1) 12.9453(3) 0.3538(1) 531
BaFe2As2
b 175 3.95702(4) = a 12.9685(2) 0.35405(8) 103
5 5.61587(5) 5.57125(5) 12.9428(1) 0.35406(7) 0.87(3) aˆ (101)c 103
BaFe2As2
a 3 — — — — 0.93(6) aˆ (101)c 104
BaFe2As2
a — — — — — 0.91(21) 250
EuFe2As2
b 297 3.9062(1) = a 12.1247(2) 0.3625(1) 528
10 5.5546(2) 5.4983(2) 12.0590(4) 0.3632(1) 528
EuFe2As2
a 2.5 5.537(2) 5.505(2) 12.057(2) 0.363(5) Fe: 0.98(8) aˆ Fe: (101)c 251
2.5 Eu: 6.8(3) aˆ Eu: (001)d 251
.
aSingle crystal sample
bPolycrystalline sample
cThe nearest-neighbor ordered moments are antiferromagnetically
aligned along the orthorhombic a and c axes, and ferromagnetically
aligned along b, which is the magnetic stripe axis. See Fig. 40
below. In tetragonal reciprocal lattice unit notation, the ordering
wave vector is
(
1
2
1
2
1
)
.
dThis is so-called A-type collinear antiferromagnetic ordering.
The R spins are aligned ferromagnetically within an R plane paral-
lel to the a-b plane and are aligned antiferromagnetically between
planes along the c axis.
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TABLE XXX: Physical property data for 1111-type LaFeAsO1−xFx compounds. The data shown are magnetic and/or structural
transition temperature(s) T0, superconducting transition onset temperature Tc, bare band structure density of states for both
spin directions N(EF ), measured magnetic susceptibility χ(300 K), and Sommerfeld coefficient γ and Debye temperature ΘD
from heat capacity data. The samples are polycrystalline unless otherwise noted.
LaFeAsO1−xFx T0 Tc N(EF ) χ(300 K) γ ΘD
x (K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
0 150 [1] 2.62b [150] 4.9 [1] 1.6 [541]
0 155 [541] 2.34c [542] 4.1 [503] 3.7 [141] 282 [141]
0 145, 160 [239] 2.43c [543] 2.7 [239]
0 138, 156 [544] 1.85b [31] 3.35e [207]
0 2.00d [545]
0 2.17 [546]
0 2.52b [547]
0 3.80d [277]
0 140,154.5a [17] χab = 8.2
a [17]
χc = 3.9
a [17]
χ¯ = 6.8a [17]
0.01 134, 151 [207] 3.5e [207]
0.02 132, 151 [207] 3.6e [207]
0.025 150 [541] 6.7 [503] 3.2 [541]
0.04 122, 147 [207] 3.9e [207]
0.05 25 [1] 1.30b [31] 9.1 [1] 3 [541] 319 [541]
0.05 25 [503] 1.86b [547] 10.0 [503]
0.05 21 [207] 3.2e [207]
0.06 20 [207] 3.2e [207]
0.10 27 [207] 1.28b [140] 3.3e [207] 0.7 [548] 316 [548]
0.10 1.56b [547] χspin = 1.8 [228]
0.10 2.01d [277]
0.11 26 [503] 6.7 [503] 4.1 [505] 325 [505]
0.11 3 [541] 308 [541]
0.125 18 [207] 3.2e [207]
0.14 15 [503] 4.1 [503] 8 [541] 332 [541]
asingle crystals
bExperimental lattice parameters and optimized atomic coordi-
nates were used in the calculations
cOptimized lattice parameters and atomic coordinates were used
in the calculations.
dthe experimental crystal structure was used in the calculations
ethe data were corrected for ferromagnetic impurities
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TABLE XXXI: Physical property data for various 1111-type compounds. The data shown are magnetic and/or structural
transition temperature(s) T0, superconducting transition onset temperature Tc, bare band structure density of states for both
spin directions N(EF ), measured magnetic susceptibility χ(300 K), and Sommerfeld coefficient γ and Debye temperature ΘD
from heat capacity data. The samples are polycrystalline unless otherwise noted.
Compound T0 Tc N(EF ) χ(300 K) γ ΘD
(K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
NdFeAsO 2.0, 141 [244,290] 1.99 [546]
NdFeAsO0.89F0.11 52 [5]
LaFe0.925Co0.075AsO 13
a [549]
LaFe0.89Co0.11AsO 14
b [504] [504]c
LaFe0.875Co0.125AsO 1.63
d [543]
LaFe0.75Co0.25AsO 0.75
d [543]
SrFeAsF 175 [519] 2.14 [545] 1.5 [519] 339 [519]
SrFeAsF 173e [550] 1.54d [551] 3.3e [550]
SrFeAsF 122, 175 [552] 3.3 [552] 3.4f [552]
SrFeAsF 180 [520] 4.4 [520]
SrFe0.875Co0.125AsF 5
g [520] 2.4 [520]
CaFeAsF 120 [553] 1.83 [545]
CaFeAsF 1.895d [551]
CaFe0.95Ni0.05AsF 15
h [553]
CaFe0.9Co0.1AsF 23
h [553]
LaFePOi 6.6i [184] 3.4 [554] 3i,j [184] 12.7i [184] 268i [184]
LaFePO 3.9 [555] 3.2 [556] 4.5 [555]
LaFePO <0.35 [514] 2.3k [514] 12.5k [514]
LaNiAsO 2.4 [521] 1.62 [542]
LaNiAsO0.9F0.1 3.8 [557] 7.3
l [557]
LaNiPO 4.3 [522] 2.2 [558]
a10% superconducting diamagnetic shielding fraction
b90% superconducting diamagnetic shielding fraction
cA chaotic dependence of χ(T ) on Co content is reported
dOptimized lattice parameters and atomic coordinates were used
in the calculations.
eSignificant contamination by SrF2 is reported
fNonconventional fit to the C(T ) data
g8% superconducting diamagnetic shielding fraction
hFrom resistance measurements only
iSingle crystals
jSample contained 1–2% ferromagnetic Fe2P
kSample contained 0.7% La2O3 and 2% FeP
lObtained in the normal state under magnetic field H = 10 T
> Hc2.
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TABLE XXXII: Physical property data for polycrystalline and single crystalline BaFe2As2-based 122 compounds. The data
shown are magnetic and/or structural transition temperature T0; superconducting transition onset temperature Tc; bare band
structure density of states for both spin directions for the nonmagnetic state N(EF ); measured magnetic susceptibilities
χab(300 K), χc(300 K), the powder-averaged χ¯(300 K); and low-T Sommerfeld coefficient γ, inferred normal state γn for
superconducting samples and low-T Debye temperature ΘD from heat capacity measurements.
Compound T0 Tc N(EF ) χab(300 K) χc(300 K) χ¯(300 K) γ ΘD
(K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
BaFe2As2 140
d [531] 4.59a [219] 10.7e [24] 7.2e [24] 9.5e [24]
BaFe2As2 3.06
c [219]
BaFe2As2 4.69
a [218]
BaFe2As2 136
e [559] 4.76a [57] 6.1e [559] 186e [559]
BaFe2As2 132
e [562] 4.22f [563] 6.8e [562] 6.5e [562] 6.7e [562]
BaFe2As2 137
e [44] 4.55a [458] 10.7e [44]
BaFe2As2 3.93
c [175] 8.9e [104]
BaFe2As2 4.90
a [277]
BaFe2As2 3.30
c [62]
BaFe2As2 138
e [564] 4.45e [564]
Ba0.7K0.3Fe2As2 35
d [463] 1.8d [463] 257d [463]
γn = 47
d [463]
Ba0.68K0.32Fe2As2 38.5
e [357] 1.2e [357] 270e [357]
γn = 50
e [357]
Ba0.6K0.4Fe2As2 38
d [11] 6.2a [277]
Ba0.6K0.4Fe2As2 35.6
e [455] 7.7e [455] 274e [455]
γn = 63
e [455]
Ba0.5K0.5Fe2As2 35.6
d [559] 5.53 [458] 9.1d [559] 246d [559]
Ba0.5K0.5Fe2As2 3.90
c [219]
BaFe1.884Co0.116As2 30
e [42] 23e [42] 9.8e [42]
BaFe1.852Co0.148As2 22
e [42] 7.1e [42]
BaFe1.84Co0.16As2 21
e [562] 10.6e [562] 5.9e [562] 9.0e [562]
BaFe1.8Co0.2As2 22
e [565] 7.0e [565] 4.9e [565] 6.3e [565]
BaFe1.8Co0.2As2 23
e [44] 7.3e [44]
BaFe1.5Ru0.5As2 5.78 [62]
BaFe1.25Ru0.75As2 21
b [62]
auses experimental structural data
b31 vol% superconductivity at 4 K
cthe experimental lattice parameters and optimized internal co-
ordinates were used
dpolycrystalline sample
esingle crystal grown using self-flux
fthe crystal structure parameters of Ba0.6K0.4Fe2As2 were used
in the calculations
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TABLE XXXIII: Physical property data for polycrystalline and single crystalline FeAs-based 122-type and Fe-based 111-type
compounds. The data shown are magnetic and/or structural transition temperature T0; superconducting transition onset
temperature Tc; bare band structure density of states for both spin directions for the nonmagnetic state N(EF ); measured
magnetic susceptibilities χab(300 K), χc(300 K), the powder-averaged χ¯(300 K); and low-T Sommerfeld coefficient γ, low-T
Debye temperature ΘD and inferred normal state Sommerfeld coefficient γn from heat capacity measurements.
Compound T0 Tc N(EF ) χab(300 K) χc(300 K) χ¯(300 K) γ ΘD
(K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
KFe2As2 none 3.3 [459] 4.28
d [157] γn = 69.1(2) [459]
SrFe2As2 198
a [566] 4.91d [57] 13.6a [566] 7.1a [566] 11.4a [566] 3.3a [566] 248a [566]
SrFe2As2 200
a [20] 3.27e [175] 8.6 [263] 7.4 [263] 8.2 [263] 6.5a [20] 245a [20]
SrFe2As2 203
b [528]
SrFe2As2 202
a [564] 4.2a [564]
SrFe1.8Co0.2As2 20 [567]
SrFe1.7Co0.3As2 13 [567] 4.90
d [567,57]
SrFe1.5Ru0.5As2 4.4 [61]
SrFe1.5Ru0.5As2 3.17 [568]
SrFe1.4Ru0.6As2 19.3 [61] 4.2
g [61] 6.2 [61] 232 [61]
SrFe1.3Ru0.7As2 19.3 [61] 4.0
g [61] 7.3 [61] 229 [61]
SrFe1.2Ru0.8As2 17.6 [61] 3.9
g [61] 6.7 [61] 231 [61]
SrFe1.0Ru1.0As2 3.5 [61] 6.2 [61] 232 [61]
CaFe2As2 165
c [560] 6.17d [57] 14.1c [560] 8.0c [560] 12.1c [560]
CaFe2As2 169
a [569] 3.95e [175]
CaFe2As2 171
a [561] 14.7a [561] 12.2a [561] 13.9a [561] 8.2a [561] 292a [561]
CaFe2As2 170
a [101] 4.7a [101] 258a [101]
CaFe2As2 170
a [474] 12.9a [474] 8.2a [474] 11.3a [474]
Ca0.5Na0.5Fe2As2 18
b [559] 25.1b [559] 217b [559]
EuFe2As2 19
c [570], 190b [528]
Eu0.5K0.5Fe2As2 32
b [571]
NaFeAs 9f [572] 1.97d [573] 4.9h [572]
LiFeAs 18 [12,13] 2.26d [573]
LiFeAs 16 [14] 1.93d [574]
LiFeAs 1.79e [219]
LiFeAs 1.91e [159]
LiFeP 1.68e [159]
acrystals grown using Sn flux
bpolycrystalline sample
csingle crystal grown using self-flux
duses experimental structural data
ethe experimental lattice parameters and optimized internal co-
ordinates were used
f5.6 vol% superconductivity at 2 K
ginterpolated
hlarge (∼ 2/3) contribution of ferromagnetic impurity to the mag-
netization
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TABLE XXXIV: Physical property data for AT2(As,P)2 compounds with A = Ca, Sr, Ba, La and T = Cr, Co, Ni, Ru, Rh, Ir.
The data shown are the magnetic and/or structural transition temperature T0, superconducting transition onset temperature
Tc, bare nonmagnetic band structure density of states for both spin directions N(EF ), measured magnetic susceptibilities
χab(300 K), χc(300 K), the powder-averaged χ¯(300 K), and Sommerfeld coefficient γ and Debye temperature ΘD from heat
capacity data.
Compound T0 Tc N(EF ) χab(300 K) χc(300 K) χ¯(300 K) γ ΘD
(K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
SrRh2As2 3.399
e [575]
BaRh2As2 < 1.8
a [218] 3.49 [218] 0.32a [218] 0.40a [218] 0.35a [218] 4.7a [218] 171b [218]
BaRh2As2 3.651
e [575]
BaRu2As2 < 1.8
b [10] 1.713e [575] −0.135b [10] 4.9b [10] 271b [10]
SrRu2As2 < 1.8
b [10] 1.9 [61] −0.205b [10] 4.1b [10] 271b [10]
SrRu2As2 1.708
e [575]
BaCo2As2 < 2 [533] 8.5
e [533] 41c [533]
SrNi2As2 0.62
a [535] 3.17 [576] 8.7a [535] 244a [535]
BaNi2As2 130–137
a [577] 0.7a [577] 3.97 [576] 3.02c [562] 1.84c [562] 2.63c [562] 10.8a [577] 206a [577]
BaNi2As2 0.68
a [578] 12.3a [578]
BaCr2As2 3.7
e [496] 19.3c [496]
LaRu2P2 4.1 [579] −0.50 [579]
BaRh2P2 1.0
a [580] 9.4a [580]
CaRh2P2 1.0
a [580] 10.9a [580]
BaIr2P2 2.1
a [580] 10a [580]
SrNi2P2 325
d [581] 1.5d [581] 3.43f [576] 1.55h,d [581] 15d [581] 348d [581]
BaNi2P2 3 [582] 3.73
g [583]
BaNi2P2 3.97
f [576]
acrystals grown using Pb flux
bpolycrystalline sample
csingle crystal grown using self-flux
dcrystals grown using Sn flux
euses experimental lattice parameters, optimized As positions
ftheoretically optimized crystal structure used in calculations
guses experimental structural data
hT = 350 K, crystal, isotropic susceptibility
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TABLE XXXV: Physical property data for Fe1+yTe1−xSex compounds. The data shown are the magnetic and/or structural
transition temperature T0, superconducting transition onset temperature Tc, bare band structure density of states for both
spin directions N(EF ) (nonmagnetic unless otherwise noted), measured magnetic susceptibilities χab(300 K), χc(300 K), the
powder-averaged χ¯(300 K), and Sommerfeld coefficient γ and Debye temperature ΘD from heat capacity data.
Compound T0 Tc N(EF ) χab(300 K) χc(300 K) χ¯(300 K) γ ΘD
(K) (K)
(
states
eV f.u.
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
10−4 cm
3
mol
) (
mJ
mol K2
)
(K)
Fe1.05Te 65 34 141 [120]
FeTe 1.83a [160]
FeTe 2.03a [271]
FeTe 1.98a,b [271]
Fe1.04Te
c 72 33 [121]
Fe1.11Te
c 65 27 [121]
Fe1.12Te
c 69 27e [126] 27e [126] 27e [126]
Fe1.00Te0.95Se0.05
c non-bulk (0.8%f) 28e [126]
Fe1.01Te0.88Se0.12
c non-bulk (7.5%f) 20e [126]
Fe1.07Te0.80Se0.20
c 9f 14e [126]
Fe1.12Te0.70Se0.30
c non-bulk (8.9%f) 14e [126]
Fe1.04Te0.67Se0.33
c 9f, 14.5g 11e [126]
Fe1+yTe0.55Se0.45
c 9.5e [126]
Fe1+yTe0.52Se0.48
c 10.5e [126]
Fe1.04Te0.64Se0.36
c none 39 174 [21]
Fe1.01Se-300
◦Cd 90 [124,133] 9 5.4(3) 204(1) [124]
Fe1.03Se
d none [124,133] none [124,133] 1.3(6) 200(1) [124]
FeSe 0.95a [160]
FeSe 1.29a [271]
FeSe 0.48a,b [271]
Fe1+ySe
c 8e [126]
acalculated using experimental lattice parameters, but optimized
As positions
bcalculated for the diagonal double stripe antiferromagnetic struc-
ture
csingle crystal sample
dpolycrystalline sample
ecorrected for ferromagnetic impurities
fmeasured from zero-field-cooled susceptibility (onset)
gmeasured from resistivity (onset)
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