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Abstract
Recently ConvNets or convolutional neural networks
(CNN) have come up as state-of-the-art classification and
detection algorithms, achieving near-human performance
in visual detection. However, ConvNet algorithms are typ-
ically very computation and memory intensive. In order to
be able to embed ConvNet-based classification into wear-
able platforms and embedded systems such as smartphones
or ubiquitous electronics for the internet-of-things, their en-
ergy consumption should be reduced drastically. This paper
proposes methods based on approximate computing to re-
duce energy consumption in state-of-the-art ConvNet accel-
erators. By combining techniques both at the system- and
circuit level, we can gain energy in the systems arithmetic:
up to 30× without losing classification accuracy and more
than 100× at 99% classification accuracy, compared to the
commonly used 16-bit fixed point number format.
1. Introduction
Recently neural networks have made an impressive
comeback in the field of machine learning. ConvNets
or Convolutional neural networks (CNN) are consistently
pushing the state-of-the-art in areas like computer vision
and speech processing. One of the reasons for this revival is
the increasing availability of computing power. Multicore
CPU’s, GPU’s, and even clusters of GPU’s are no longer
prohibitively expensive and make it possible to train and
evaluate larger networks.
Unfortunately, the increase in computing power is in-
evitably accompanied by an increase in energy consump-
tion. While high energy consumption is no big concern
during the network’s training phase - which typically takes
place on a computer cluster - it poses a problem when the
network needs to be evaluated on mobile hardware like
smartphones, smart glasses and other wearable devices.
In this paper, we investigate how energy consumption
can be reduced through principles of approximate comput-
∗Equally contributing authors.
ing. Our analysis shows that it is possible to quantize ex-
isting networks and drastically reduce the number of bits
that encode the weights and inputs of each layer, with only
a minimal loss in accuracy and without the need to retrain
the networks. With an appropriate hardware architecture
this knowledge can be used to reduce energy consumption
in many neural network applications and even dynamically
scale energy consumption depending on the current appli-
cation.
Our contribution is threefold:
1. We show how computational precision can be scaled in
several ConvNet architectures for image classification
through quantization of the layer’s inputs and weights.
The possible quantization varies per architecture, per
application and even per layer within a single Con-
vNet.
2. We show how this approximate computing / preci-
sion scaling can lead to reduced energy consumption
in ConvNet-accelerators. This is achieved through a
combination of algorithmical and circuit-level tech-
niques:
- Applying precision scaling on ConvNet-accelerator
circuits.
- The number of zero-valued parameter and input-
values of ConvNet-layers increases through precision
scaling. Their computations can be skipped.
3. Based on this analysis of algorithmic accuracy and
energy savings, we demonstrate achievable energy-
accuracy curves for three popular ConvNet architec-
tures for image classification.
2. Related work
While ConvNets have a long history in the field of com-
puter vision, only recently they have become the go-to tech-
nique for classification and detection problems. This new-
found popularity is a result of their impressive performance
on a number of benchmarks, reaching super-human accu-
racy on tasks like handwritten character recognition [13]
and near-human performance on large scale classification
challenges like ILSVRC [4]. Record-breaking ConvNet ar-
chitectures are being developed in academia [10] [16] and
industry [17] [21].
A ConvNet has a hierarchical structure consisting of
a number of layers. Most architectures contain multiple
blocks of convolutional layers, rectified linear units (ReLU)
and pooling layers, followed by a number of fully connected
layers. The network is trained with the backpropagation al-
gorithm, which iteratively updates the weights in the con-
volutional and fully connected layers in order to minimize
a certain loss function.
The success of these algorithms has led to the inter-
est of the embedded vision community. A number of
ConvNet hardware optimizations [2] [15], coprocessors
[6] and accelerators such as DianNao [1] have been pro-
posed. Although all of these works meant a significant
step forward, the realization of a high-performance, energy-
efficient and real-time ConvNet-architecture, which could
work autonomously from the cloud is not yet complete.
The optimized architectures named above, can however be
optimized further by exploiting ConvNet’s inherent error-
resilience. The effect of quantization errors on regular neu-
ral networks have been studied in [8] and [5].
Error resilient applications can be made more energy ef-
ficient through approximate computing. This is a collection
of hardware-level techniques enabling energy savings at the
expense of reduced computational accuracy. This can be
achieved in various ways, leading to either a static (fixed af-
ter design-time) or a dynamic (adaptable after design-time)
trade-off. Static examples in literature make use of approx-
imate digital building blocks for arithmetic functions [11],
or use approximate logic synthesis methods [20]. Dynamic
approximate computing mainly uses the principle of preci-
sion scaling, in which the number of bits used in computa-
tions is varied at run-time [18] [3] [14]. In this work, we
use precision scaling to achieve energy gains in ConvNet-
acceleration. Since precision scaling can be applied dynam-
ically, the energy consumption of the targeted accelerator
can be adapted to the varying precision requirements of the
used ConvNet network and even of the ConvNet network
layer.
Approximate computing through precision scaling low-
ers the active power consumption of a digital circuit. The to-
tal power consumption consists of a dynamic and a leakage
component. It can be summarized as P = αCfV 2+Pleakage
where α is the circuit switching activity, f is the clock fre-
quency, C is the total switching capacitance and V is the
circuit’s supply voltage. By scaling precision (i.e., dynam-
ically scaling the number of bits that encode the network’s
weights and inputs), the switching activityα can be substan-
tially reduced. Figure 1 illustrates the achievable energy-
accuracy trade-off in a typical digital multiplier. Note that a
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Figure 1: Energy-accuracy trade-off in digital multipliers
through precision scaling (a) By scaling the used number
of bits from 4 to 2 the number of active blocks drops from
20 to 6. (b) Energy consumption versus root-mean-square-
error under precision scaling. Precision scaling can gain
12× in energy at 1% RMSE.
striking 12× energy gain can be achieved at an output error
of 1% root-mean-square-error (RMSE).
A first attempt in combining neural networks with ap-
proximate computing has been done in [19]. Their work
only looks into regular neural networks and requires retrain-
ing of the network. In this work we focus on convolutional
neural network architectures, which perform much better in
computer vision applications. Furthermore, we do not re-
quire network retraining.
3. Analysis and experiments
We examine the performance- and energy-related effects
of quantization on three different network architectures for
image classification. Because it is impossible to cover
the entire spectrum of architectures and applications, we
choose three popular networks as representatives of small-,
medium-, and large scale architectures that differ signifi-
cantly in their number of parameters:
• LeNet-5 on MNIST [12]: LeNet-5 is a small network
with two convolutional and two fully connected layers.
It is designed to classify handwritten digits (20x20 im-
ages) in the MNIST dataset where it achieves an accu-
racy of 99.0%.
• CifarQuick on Cifar-10 [9]: CifarQuick is a medium-
sized architecture with three convolutional and two
fully connected layers. It has more filters per layer
than LeNet-5 and operates on color images instead of
grayscale images. It classifies images of the Cifar-10
dataset, which consists of small 32x32 color images di-
vided into ten classes. It reaches an accuracy of 75.3%.
• AlexNet on ImageNet [10]: AlexNet is a large net-
work with five convolutional and three fully connected
layers. It reaches a top-5 accuracy of 80.0% on
ILSVRC2012, a large scale classification challenge
with 1000 categories.
For our experiments we customized the open-source
deep learning framework Caffe [7] to be able to simulate
quantization of the network’s weights and inputs. All ex-
periments are run on the validation sets of the discussed
benchmarks. We always report the relative accuracy, i.e.
the ratio of the accuracy after quantization and the accuracy
of the original network.
Note that our techniques can be used to reduce the energy
consumption during evaluation of the network, but not nec-
essarily during the training phase. When training the net-
work, the weight quantization would cause the backpropa-
gation algorithm to quickly get stuck in local optima.
3.1. Influence of quantization on classification ac-
curacy
Typically, ConvNets run on high precision machines us-
ing 32-bit floating point number representations. Dedicated
embedded platforms use 16-bit fixed point hardware for
ConvNet computations. However, such high precision is
not always necessary in. The energy spent in high precision
computations, does not lead to more accurate classification
by the algorithm. To reduce the energy consumption of the
ConvNet’s computations, our main strategy is to quantize its
weights and the inputs to its layers. Such quantization leads
to a network that is only an approximation of the original
network. Our goal is to find out the influence of quantiza-
tion on a network’s accuracy and whether the effects dif-
fer significantly across network architectures. We are inter-
ested in how far we can push the quantization of a network
without sacrificing too much classification accuracy.
Before quantizing the weights and inputs, it is impor-
tant to rescale them properly according to the distribution
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Figure 2: Relative accuracy of three architectures as a func-
tion of the number of quantization bits. Layer inputs and
weights are first rescaled so they can be quantized more ef-
fectively. We compare two rescaling strategies: (a) Uniform
rescaling: all inputs and weights are scaled with the same
value. (b) Per-layer rescaling: inputs and weights are scaled
on a per-layer basis.
of their values. If there is a mismatch between the inter-
val in which these values lie and the interval over which we
quantize, the accuracy will drop even at very low quantiza-
tion settings. For this reason, we rescale all layer inputs and
weights in the network with a single value that corresponds
to the maximal input or weight value (rounded to the next
factor of two) observed during a complete run over the data.
This ensures that the limits of the quantization interval cor-
respond to the limits of the data, and no bits are wasted.
Mathematically, this scaling is the same as multiplying the
results with a factor of 2, or shifting data in a fixed point
number representation. This operation has a limited hard-
ware energy footprint and only needs to be performed at
convolutional outputs.
3.1.1 Uniform quantization
As a first experiment we choose a single quantization setting
for all layers in the network, and call this uniform quantiza-
tion. Later, we also introduce per-layer quantization, where
each layer is quantized separately.
Figure 2a shows the relative accuracy of our three net-
works as a function of the number of quantization bits. As
can be seen in the figure, the relative accuracy stays equal
to one for all three networks up to quantization with 19
bits, meaning that the quantized network reaches the exact
same accuracy on its dataset as the original network. At a
quantization with 18-bit however, the accuracy for AlexNet
starts dropping quickly, rendering it useless for any practi-
cal application. At 11-bit the same effect can be seen for the
smaller LeNet-5.
We can do better than this by applying the scaling in a
more fine-grained way; we choose a different scaling fac-
tor for each layer. This is clarified by a simple exam-
ple: AlexNet’s first and sixth layer weight statistics are
shown in Figure 3. All weights of layer 1 are within the
[−0.5, 0.5] interval, while the weights of layer 6 are within
the [−0.0625, 0.0625] interval. By allowing to quantize
the weights in layer 6 over this smaller interval instead of
over [−0.5, 0.5] we recover 3 bits that would otherwise be
wasted. A similar reasoning holds for the layer’s inputs.
The effect of the per-layer scaling is significant, as can
be seen in Figure 2b. Compared to the previous , we can
now quantize much more aggressively without sacrificing
accuracy. Each network performs at its original accuracy
up to quantization with no more than 8 bits. After that, the
accuracy again drops quickly. The reason for this improve-
ment is the fact that input and weight statistics differ greatly
among layers. Per-layer rescaling allows to set the optimal
quantization interval in each layer.
3.1.2 Per-layer quantization
Just as we do per-layer rescaling, we can also do per-layer
quantization: instead of quantizing all weights and inputs of
the network with the same number of bits, we choose a dif-
ferent setting in each layer. The idea is again to find an opti-
mal setting for each layer by exploiting the variations of the
layer-specific input and weight distributions. Another effect
of the per-layer quantization is that we can set the operating
point (i.e. the desired minimal relative accuracy) more pre-
cisely and thus control the energy-accuracy trade-off tightly,
as discussed later in section 3.3. This is not possible with
uniform quantization: e.g. between quantization with 5 and
4 bits, the relative accuracy of LeNet-5 drops from 99.4%
immediately to an unusable 86.6%.
In order to find a good quantization setting for each layer,
we do a greedy search over the parameters: starting at the
first layer, its input is quantized until the accuracy drops
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Figure 3: AlexNet’s first and sixth layers weight statistics.
Layer 1 should be projected on the [-0.5,0.5] interval and
layer 6 on the [-0.0625,0.0625] interval to minimize the
needed number of bits. If layer 6 would be projected on
the [-1,1] interval, 4 extra bits would be needed.
to the target accuracy. Next, the quantization of the input
is kept fixed while the quantization of its weights is maxi-
mized in the same way. The same process is applied in the
next layers until the last one. If a value goes out of range,
we clip it to the respective minimum or maximum repre-
sentable value with the chosen quantization. The full sweep
can take many hours, depending on the network size. This
poses no real problem, as the procedure has to be performed
only once and can be done off-line.
The amount of bits that can be saved with per-layer quan-
tization at a target accuracy of 99%, compared to uniform
quantization at 100% relative accuracy, is visualized for
each reference network in Figure 4. The results are ad-hoc,
but there is a general trend of needing less bits in the lower
layers of the network than in the higher layers. This is partly
a result of the forward parameter sweep, but we hypothesize
that the difference in input and weight statistics between
lower and higher layers also plays a significant role.
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Figure 4: Comparison of uniform and optimal per-layer quantization. Data points at integer values show quantization of the
layer weights. Other data points show quantization of the layer inputs. Maximum achievable quantizations: (a) LeNet-5: 1-6
bit. (b) CifarQuick: 5-8 bit. (c) AlexNet: 5-9 bit.
3.2. Proposed energy reduction through precision
scaling and computation skipping
This section indicates how this increased quantization
can lead to energy savings in real hardware architectures.
To quantify the possible energy gains of approximate com-
puting in ConvNet-acceleration, we model the energy con-
sumption of the necessary convolutional arithmetic (multi-
ply and add) for a full ConvNet-algorithm. This analysis
does not incorporate the energy overheads of control, I/O,
data- and program-memory interfacing and the clock net-
work, as these are highly architecture dependent. It can thus
be considered as the maximum potential energy savings
through approximate computing. Furthermore, the number
of zero-valued weights and inputs of typical ConvNets in-
creases at higher quantization. This can be exploited al-
gorithmically by skipping unnecessary computations with
zero-valued inputs. This will lead to large additional energy
savings.
3.2.1 Precision scaling
Precision scaling is an approximate computing technique
allowing major energy savings in digital circuits. Lower
precision computing, i.e. computing using less bits, reduces
the switching activity. Figure 1 and [14] show how this con-
cept can be applied to a common digital multiplier.
Based on simulations in a 40nm technology, an energy
model for common digital building blocks is proposed in
Table 1. The reduced switching activity, and hence energy
consumption, solely depends on the circuit architecture and
can reduce quadratically (multiplier), or linearly (adders,
register files, wiring). Using the energy-modelling from Ta-
Table 1: First order estimation of power consumption in
digital basic building blocks under accuracy scaling, based
on simulations in a 40nm CMOS technology. The mod-
elled blocks are multipliers (×), adders (+), registers, wires
and SRAM memory. In the power equation (P ), only the
switching activity α decreases as a function of the used
number of bits n.
P = αCfV 2dd × + Reg. Wire SRAM
α O(n2) O(n) O(n) O(n) O(nmax)
ble 1, we can estimate the impact of increased quantization
arithmetic on the energy consumption of a full ConvNet-
algorithms.
In order to apply precision scaling efficiently in such a
system, architectural changes have to be made. First, the
positioning of the sign-bit in the fixed number representa-
tion is crucial. The MSB-bit should always be placed at
the MSB position, otherwise toggling sign bits will lead to
high switching activity. Second, The number of bits in a
fixed point implementation tends to expand due to numeri-
cal operations. In order to make sure the number of bits re-
mains limited throughout different stages of the algorithm,
repetitive rounding or truncation is needed after every stage.
Third, data- and parameter rescaling should be implemented
between the convolutional layers using arithmetic shifting.
3.2.2 Computation skipping
An interesting feature of many modern convolutional neu-
ral networks is the appearance of Rectified Linear Unit
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Figure 5: (a) Impact of precision scaling on the average number of zeroes in the weights and input values of all three
examples. (b) Relative energy reduction compared to the case without computation skipping.
layers (ReLU layers). These put all negative inputs
to zero and pass on positive values unchanged, as in
Output = max(0, Input). Since many layers in ConvNet-
classification algorithms only output positive values when
certain features are present, a large amount of ReLU-
outputs will be zero and do not have to be used for further
computations. The ReLU layers thus allow for additional
energy reductions by not computing unnecessary computa-
tions through computation skipping.
Figure 5 shows the impact of precision scaling on the
average number of zeroes in our ConvNet examples. For
all architectures, the ratio of zeroed values lies between
50 − 90% of the total input values, depending on the used
quantization setting. The number of zeroed values is sig-
nificantly larger under precision scaling, from an average of
45% on all LeNet-5 outputs at 16-bit to 65% at 5-bit.
It is very difficult to achieve such computation skipping
in a software solution, since checking for zero-valued inputs
in a scalar core consumes time. Using techniques for sparse
matrix multiplication is not possible either, because the used
convolutional kernels are typically very small on the order
of 11× 11, 5× 5 or 3× 3. However, computation skipping
can be achieved in a hardware accelerator with dedicated
hardware support. Flags can indicate if upcoming data is
zero and prevent circuitry from switching if this is the case.
As ConvNet-weights are fixed, these flags can be computed
beforehand.
3.3. Achievable energy-accuracy trade-off in Con-
vNets
By combining both precision scaling and algorithmi-
cal computation skipping, major energy savings can be
achieved in ConvNets. Figure 6a shows the effect of uni-
form quantization on the energy consumption of our bench-
mark algorithms, if both precision scaling and computa-
tion skipping are combined. Note how the energy reduces
5− 20× for an 8-bit implementation.
Figure 6b shows curves in the energy-accuracy space for
our ConvNet benchmarks. It shows the trade-off for the
95 − 100% classification accuracy window. All curves are
given for both uniform and per-layer quantization, and are
compared to the typically used uniform 16-bit number rep-
resentation, without adequate precision scaling and compu-
tation skipping. If per-layer quantization is used, the trade-
off is less steep than in the uniform case. This means more
energy can be gained, while losing less classification accu-
racy in the process. All discussed networks gain at least an
additional factor of 2 in energy consumption if a reduced
classification accuracy of 99% is allowed.
Figure 7 gives an overview of the effect of each im-
provement on the relative energy consumption. Per-layer
rescaling and computation skipping lead to the largest en-
ergy gains. Per-layer quantization leads to additional major
energy gains if a reduced accuracy of 99% can be allowed.
4. Conclusion
ConvNet algorithms are typically very computation and
memory intensive. In order to be able to embed ConvNet-
based classification into wearable platforms, their energy
consumption should be reduced significantly. In this
work, we show how the energy consumption of dedicated
ConvNet-accelerators can be drastically reduced by apply-
ing approximate computing. ConvNets for image classifi-
cation are fault-tolerant and allow computation using 4-10
bits in stead of the previously used 16- or 32-bit formats.
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Figure 6: (a) Relative energy consumption for uniform quantization. A striking 5− 20× lower energy consumption at 8-bit,
compared to the commonly used 16-bit used in previous literature. (b) Energy-accuracy plot for per-layer quantization and
scaling and with computation skipping. All considered ConvNet-networks gain at least an additional factor of 2 in energy
consumption if 99% accuracy is allowed.
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Figure 7: Energy comparison between our three benchmarks in different cases. (A) 16-bit (B) Per-layer scaling, uniform
quantization at 100% accuracy (C) Same as B, with computation skipping (D) Per-layer scaling, per-layer quantization and
computation skipping at 99% accuracy.
By using requantized number representations, the energy
consumption in a ConvNet-accelerator can be reduced in
two complementary ways. First, energy consumption can
be lower through precision scaling. Second, more quan-
tization further increases the number of zeroed parameter
and input values in a ConvNet-algorithm. Since zero-valued
numbers do not contribute to the algorithm’s output, their
computations can be skipped. The combination of these two
techniques can lead to significant energy savings in several
ConvNet-networks. We show energy reductions of up to
30× compared to the commonly used 16-bit fixed point im-
plementations, without sacrificing algorithm performance.
If the classification accuracy can be reduced to 99%, addi-
tional energy savings can be achieved on the same network
architecture, through per-layer optimization. In this case an
additional 7.5× reduction can be achieved.
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