The mammalian nervous system is constructed of many neuronal cell types, but the 9 principles underlying this diversity are poorly understood. To begin to assess brain-wide 
Introduction

23
The extraordinary diversity of vertebrate neurons has been appreciated since the proposal of the 24 neuron doctrine (Cajal, 1888). Typically, this diversity is characterized by neuronal morphology, 25 physiology, molecular expression, and circuit connectivity. The exact number of neuronal cell types For each sorted cell type, the procedure identifies the weights (coefficients) of component 134 clusters (cell types) from the SCRS datasets ( Figure 2A ). As expected, cell types present in the SCRS 135 studies, but not profiled in NeuroSeq, (e.g. L4 neurons, VIP interneurons and oligodendrocytes), 136 were not matched (purely blue columns in Figure 2A ). Other cell types matched perfectly to a 137 single SCRS cell type (e.g., microglia, astrocytes, ependyma) or matched to more than one, implying Improved metrics to quantify differential expression 158 Analysis of expression differences between individual groups is the basis of most profiling efforts.
159
Variance-based metrics, such as Analysis of Variance (ANOVA) F-Value or coefficient of variation (CV) 160 are commonly used for this purpose. These metrics are jointly affected by the information content 161 of the differential expression (pattern) and the robustness of the differences (effect size) and so 162 cannot readily separate these two parameters. As a complement to traditional metrics and to begin 163 mining our extensive and complex dataset for novel insights, we developed two easily calculated 164 metrics that better separate the information content and the robustness of expression differences. that the gene distinguishes 65% of the pairs, while a value of 0 indicates that the gene distinguishes 172 none (i.e., expressed at similar levels in all cell types).
173
The ability to detect transcriptional differences between cell types depends on both magnitude 174 of difference and associated noise. To quantify this in our second metric, we defined the Signal Genes may also contribute to cell type differences through differential splicing. homeobox TFs have uniformly low expression in OFF cell types (e.g. Figure 4A ). We quantified this 229 "OFF noise" for all genes and found that homeobox genes are enriched among genes that have 230 both low OFF noise and at least moderate ON expression levels (red dashed region in Figure 4B ).
231
Since tight control of expression may reflect closed chromatin, we measured chromatin acces-232 sibility using ATAC-seq (Buenrostro et al., 2013) on 7 different neuronal cell types (see Methods). Long genes contribute disproportionately to neuronal diversity 311 We found that neuronal effector genes such as ion channels, receptors and cell adhesion molecules 312 have the greatest ability to distinguish cell types (highest DI; Figure 3C ). Previously, these categories Figure 4E , but using long neuronal genes and short neuronal genes rather than functionally defined gene families. Z-score is 33.2 for long and 22.1 for short neuronal genes. The dataset presented here is the largest collection of cell type-specific neuronal transcriptomes 398 obtained by RNA-seq (Table 1) adult mammalian nervous system suggests that they likely also contribute to the maintenance of 441 neuronal identity. Long genes shape neuronal diversity 452 Our study suggests that long genes contribute disproportionately to neuronal diversity ( Figure   453 6A,F,G). Increases in the number of alternative start and splice sites present in longer genes To calculate DI, the following criteria were used to assign a "1" or "0" to each element in the On the Origin of Neuronal Diversity distinguishing cell classes based on ANOVA across cell classes. However, simply taking the top 584 ANOVA genes lead to highly biased gene selection since some cell types exhibited much larger 585 transcriptional differences than others (e.g. many ANOVE selected genes were specific to microglia). 586 We therefore selected genes so as to minimize the overlap between the cell types distinguished.
587
Beginning with the highest ANOVA gene (highest ANOVA F-value), genes were selected only if their 588 DM (Differentiation Matrix defined in Figure 3 ) differed from those previously selected, defined 589 with a Jaccard index threshold of 0.5. We chose 300 genes from each dataset, yielding a total of 590 563 genes when all three sets were combined. This gene set was then used for all decompositions.
591
Decompositions were performed on average profiles created by summing NeuroSeq replicates 592 or by summing single-cell profiles using cluster assignments provided by the authors. NNLS was 593 implemented using the Python scipy library (http://www.scipy.org). On the Origin of Neuronal Diversity in these list (i.e. in more than 1 list) were used as TFs. Anatomical regions used as constraints are 631 defined in a hierarchical manner (see Supplementary Table 5 ).
632
The TF tree is constructed recursively using the following algorithm: 
675
Tissue data 676 In addition to cell type-specific data obtained in this study, we analyzed publicly available RNA-677 seq and DNase-seq data using tissue samples. Information on these samples are described in Random forest decomposition. A random forest classifier (500 decision trees) was trained from single cell profiles and their cluster assignment (column labels) and then used to decompose NeuroSeq cell types (row labels). Coefficients are the ratio of the votes from the 500 trees (coefficient ranges from 0 to 1 and 1 indicates all trees vote for a single class). The pattern of coefficients is similar to that obtained by NNLS (Figure 2A ) suggesting the decomposition is relatively robust and does not reflect a peculiarity of the NNLS algorithm. The relationship between DI, calculated without considering replicates, and MI with expression levels discretized into 2 levels (left) and 5 levels (right). Although increasing the number of discrete expression levels decreases the degree of correlation, they remain monotonically and closely related.
− ( | ) represents reduction of the mutual information by noise.
982
The second term ( ) is the entropy of marginal distribution ( ) and represents the main information content of cell types encoded in expression levels. This can be rewritten using counts in the contingency table as:
Thus, it takes maximum when all 's are 0 or 1, which corresponds to the case where one expression 983 level corresponds to one cell type, making all cell types distinguishable by the expression levels.
984
This is when the discretization levels are larger than number of samples. When the number of 985 discretization levels ( ) is smaller than the number of samples ( ), ( ) takes the maximum 986 value of log when all the samples are distributed equally to each bin.
987
To explore the relationship between ( ) and DI, the log in the first term is replaced (approximated) by ( − 1) (first two terms in the Taylor expansion of log around = 1.): More formally, since both ℎ( ) = ∑ log and ( ) = ∑ ( − 1) = 
As stated above, this is also when the entropy ( ) takes the maximum value of log 2 in the unit TF tree constructed using stronger anatomical constraints. Similar to Figure 5 , but the constraints on anatomical boundaries are enforced during each bisection. However, TF expression was not constrained to be uniform within a group, leading to some subgroups that do not match the expression of the dividing gene. 
