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• (true dependency) a X b X
b a 2.1 S2
load A[i] S1 store A[i]
• (anti-dependency) a X b X
b a
2.1 S3 store A[i] S2 load A[i]
• (output dependency) a X b
X b a
2.1 S3 store A[i] S1 store A[i]
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• (input dependency) a X b X
b a 2.1
S5 load B[i] S1 load B[i]
• (control dependency) a b a
b a
2.1 S1 S5
2.1. 9
1
for (i=0; i<IMAX; i++){
A[i] = B[i];
C[i] = A[i];
A[i] = C[i-1];
B[i-1] = D[A[i]];
D[i] = B[i];
}
S1
S2
S3
S4
S5
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• (loop-independent dependency)
• (loop-carryied dependency)
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i=k X i=k+1
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1 DOALL
DOACROSS
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1. SISD (Single Instruction / Single Data)
1 1 1
SISD
(a) (PC) 1
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SISD 1
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SISD (b) PC 1
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4. SIMD (Single Instruction / Multiple Data)
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5. MIMD (Multiple Instruction / Multiple Data)
SISD (a) PC
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2.
[4]
SSA 3.1
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1
N = 10000;
i = 0;
while (i < N) {
b = B[i];
tmp1 = y+2;
if (b < tmp1){
b = b+1;
} else {
b = tmp1;
}
tmp2 = b*12;
B[i+1] = tmp2;
i = i+1;
}
N = 10000;
i0 = 0;
while (i1 =φ(i0, i2), i1 < N) {
b0 = B[i1];
tmp1 = y+2;
if (b0 < tmp1){
b1 = b0+1;
} else {
b2 = tmp1;
}
b3 =φ(b1, b2);
tmp2 = b3*12;
B[i1+1] = tmp2;
i2 = i1+1;
}
SSA
3.1: SSA
if-else b b1, b2
(b1, b2)
then b1 else b2
3.2.2 GPDG
PDG
PDG 4
3.2. 17
(Guard)
START END
START END
3.2.3 GPDG
GPDG 3.2
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START
END
(cc1)i2 = i1+1(cc1)tmp1 = y+2(cc1)b0 = B[i1]
(cc1)cc2 = b0<tmp1
(*cc1) i1 =φ(i0, i2)
(cc1&cc2)b1 = b0+1 (cc1&!cc2)b2 = tmp1
(cc1&*cc2)b3 =φ(b1, b2)
(cc1)tmp2 = b3*12
(cc1)B[i2] = tmp2
cc1 = i1<N
(!cc1)exit
真依存
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中間コード
GPDGの生成
レジスタ生存グラフの生成
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プレスケジューリング
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3.
4.
(dominance tree)
CFG
(inner-most loop)
SSA (Static Single Assignment)
CFG A
B A B
B A (dominate)
A A 2
(strictly
dominate) A 2 B
C C B B
C A (immediately dominate) C
A
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4.3. 33
D[n] n pred[n]
n D[n]
D[n] = n ∪ ( ⋂
p∈pred[n]
D[p])
D[n]
n
(inner-most loop)
CFG
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1. ( )
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3.
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SSA
SSA
SSA 1
SSA
4.3. 35
SSA
dominance frontier[4] CFG
dominance frontier
X
Y X Y
X Y dominance frontier
CFG succ[n] n idom[n] n
child[n] idom[k] = n k
x dominance frontier (DF [x])
DF [x] = {y ∈ succ[x] | idom[y] 6= x} ∪ ⋃
z∈child[x]
{y ∈ DF [z] | idom[y] 6= x}
S dominance frontier (DF (S))
DF (S) =
⋃
x∈S
DF [x]
DF 1(S) = DF (S) DF i+1(S) = DF (S∪DF i(S)) dominance frontier
DF+(S)
DF+(S) = lim
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DF i(S)
CFG S DF+(S)
2
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dominance frontier
dominance frontier
SSA
CFG x
x1, x2, x3, . . .
dominance frontier
4.4 (a) (b) SSA
4.3. 37
if(r2!=0){
  r6=r4+r5
  r7=r4-r5
  r8=r5+1
  r9=r3>>2
  store(r9,r6)
  sotre(r9,r7)
  r9=r2-1
}else{
  r6=Load(r4)
  r7=r6<<1
  store(r7,r3)
}
      cc1=r2&0
(!cc1)r6=r4+r5
(!cc1)r7=r4-r5
(!cc1)r8=r3>>2
(!cc1)r9=r5+1
(!cc1)store(r8,r6)
(!cc1)store(r8,r7)
(!cc1)r10=r2-1
 (cc1)r11=Load(r4)
 (cc1)r12=r11<<1
 (cc1)store(r12,r3)
(a)サンプルコード (b)SSA変換,ガード付加後
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CDG ( )
CDG (Control Dependence Graph)
CDG
Y X
X Y
Y
CDG
38 4
CFG CDG (post
dominate) CFG A END
B B A
A B B
A B
B A (immediately post dominate)
(post dominance tree)
CFG
CFG
CFG
CFG A B
A B C B
C A
A A
PDG
PDG PDG
1.
(a)
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(b) PDG
(c) PDG
PDG
2. PDG START END
3. START
store END
GPDG
CDG PDG GPDG
GPDG
1. CDG
1
2. PDG
(a)
(b) CDG
PDG
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(c) CDG
PDG
•
•
3. CDG
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4.4 (b) GPDG 4.5
(cc1)r11=Load(r4)
(cc1)r12=r11<<1
(cc1)store(r12,r3)
(cc1)delay (!cc1)r6=r4+r5 (!cc1)r7=r4-r5
(!cc1)store(r8,r6)
(!cc1)r8=r3>>2 (!cc1)r9=r5+1 (!cc1)r10=r2-1
(!cc1)store(r8,r7)
End
Start
(cc1)r2&0
制御依存
データ依存
4.5: GPDG
4.3. 41
4.3.2
GPDG
1. TOP
BOTTOM
2. GPDG
(a) GPDG
(b) GPDG
store store
(c) GPDG
TOP
3.
BOTTOM
4.
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5.
6.
4.5 GPDG 4.6
4.3. 43
top
bottom
r5 r4 r3 r2
r6 r7 delay
r11
r12
store
r8r9 r10
store store
cc1r5 r4 r3 r2
r3
r3
r3
r10
r10
r10
r9
r9
r9
4
4
7
4
4
2
データ依存エッジ 同値エッジ
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44 4
4.3.3
0
GPDG
GPDG START GPDG
1. Start 1
2.
X Y
4.3. 45
3. X X
Y Y
Y
GPDG
GPDG END
1. End END
2. 1
X Y
3. X Y Y
Y Y
GPDG
2 1
( 1) 4.7 1
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3
3
3
3
2
3
X
X
4.7: 1
X 1
1 X
1
( 2) 4.8 2
4.3. 47
2
3
2
2
2
2
delay
1
delay
spill out
spill in
2
4.8: 2
48 4
(cc1) (!cc1)
(cc1&cc2) (cc1&!cc2)
1
1.
2. 1
3. 1
2
(a)
(b)
(c)
(d)
2
4.6 4
4.9
4.3. 49
spill out
top
bottom
r5 r4 r3 r2
r6 r7 delay
r11
r12
r8r9
store store
cc1r5 r4 r3 r2
r3
r3
r3
r10
r9
r9
r9
4
4
4
2
2
2
r2
delay
※網掛けはガードが異なるものを表す
データ依存エッジ 同値エッジ
spill in
store
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4.9
4
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4.3.4
nop
1.
2.
3.
4. (3)
5.
(a)
(b) 1 (1)
6.
(a) (4)
4.3. 51
(b) nop
(4) 2
(c) 1
(1)
7. 1
(a)
(b)
(c)
(d)
(1)
4.9 2
4.10
52 4
top
r5 r4 r3 r2
r6 r7 r11
r12
store
store
cc1r2
r3
r10
r9
r9
4
4
4
r2
delay
spill in
spill out
※網掛けはガードが異なるものを表す
データ依存エッジ 同値エッジ
delay
r8
r3
r6 r7
4
4
4
2
2
r3r4r5
r4
r5
r5
r3 r3
r5
r8r7r5
r3
store
r12r3
r12r3
bottom
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4.3. 53
2 4
GPDG
4.5 GPDG GPDG 4.11
(cc1)r11=Load(r4)
(cc1)r12=r11<<1
(cc1)store(r12,r3)
(cc1)delay (!cc1)r6=r4+r5 (!cc1)r7=r4-r5
(!cc1)store(r8,r6)
(!cc1)r9=r5+1
(!cc1)r10=r2-1
(!cc1)store(r8,r7)
End
Start
(cc1)r2&0
制御依存
データ依存
(!cc1)spill out(r2)
(!cc1)delay
(!cc1)spill in(r2)
(!cc1)r8=r3>>2
仮想依存エッジ
4.11: GPDG
GPDG
GPDG
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1. 1
2. 1 GPDG 1
3.
4.
(a)
(b)
(c)
(d)
i. GPDG
ii. GPDG
GPDG
iii.
(e) 1
(f) 1
(g) 1
4.4. 55
4.4
IA-64 Store
1 Load 2
8 32 2 4
SPECint2000
gcc bc-optab.c,voltex tree0.c,twolf
clean.c,twolf findest.c
GPDG
[5]
8
4.1 32 4.2
32 32
4.3 2 1
4.12 4.13 4.14
56 4
4.1: 8
2 4 2 4
gcc bc-optab.c 32 21 30 21
voltex tree0.c 16 7 11 7
twolf clean.c 27 17 26 17
twolf findest.c 9 8 8 8
1
0
0.2
0.4
0.6
0.8
1
1.2
gcc bc-
optab.c
voltex
tree0.c
twolf
clean.c
twolf
findest.c
従来手法(並列度2)
本手法(並列度2)
従来手法(並列度4)
本手法(並列度4)
4.12: 8
4.4. 57
4.2: 32
2 4 2 4
gcc bc-optab.c 28 19 28 19
voltex tree0.c 11 6 11 6
twolf clean.c 26 17 26 17
twolf findest.c 8 8 8 8
1
0
0.2
0.4
0.6
0.8
1
1.2
gcc bc-
optab.c
voltex
tree0.c
twolf
clean.c
twolf
findest.c
従来手法(並列度2)
本手法(並列度2)
従来手法(並列度4)
本手法(並列度4)
4.13: 32
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4.3: 32
2 4 2 4
gcc bc-optab.c 14 12 12 11
voltex tree0.c 10 9 9 9
twolf clean.c 11 11 11 11
twolf findest.c 9 9 8 8
1
0
0.2
0.4
0.6
0.8
1
1.2
gcc bc-
optab.c
voltex
tree0.c
twolf
clean.c
twolf
findest.c
従来手法(並列度2)
本手法(並列度2)
従来手法(並列度4)
本手法(並列度4)
4.14: 32
nop
4.5. 59
nop
Lazy Code Motion[12]
2,3
32
DOALL DOACROSS 8
4.5
4.5.1
[6][7]
60 4
4.15 4.16
4.5. 61
1
if(r2 != 0){
r6 = r3<<2
store(r6,r3)
}else{
r7 = r4>>2
r6 = r4+4
sotre(r7,r6)
r9 = Load(r5)
r10 = r9+1
store(r10,r5)
r11 = r2+1
}
4.15:
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r2
r3
r4
r5
r6
r7
r8
r9
r10
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実行コード
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CFG
CFG
CFG
in[n] = use[n] ∪ (out[n]− def [n])
out[n] =
⋃
s∈succ[n]
in[s]
n CFG in[n] n
out[n] n pred[n]
n CFG 1 def [n] n
use[n] n n
in[n] = out[n] = n in[n] out[n]
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in out
out CFG 1 in
1 2
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5.1 in out
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1:      A=E+E
2:      A=A*B
3:      C=A/E
4:      F=1
5:      D=C+A
6: LOOP:D=D+F
7:      F=F+1
8:      IF F<E GOTO LOOP
9:      D=E/D
5.3:
5.1:
0 1 2 3
def use in out in out in out in out
1 A E BE ABE BE ABE BE ABE
2 A AB ABE AE ABE AE ABE AE
3 C AE AE ACE AE ACE AE ACE
4 F ACE ACEF ACE ACEF ACE ACEF
5 D AC ACEF DEF ACEF DEF ACEF DEF
6 D DF DEF DEF DEF DEF DEF DEF
7 F F DEF DEF DEF DEF DEF DEF
8 EF DEF DE DEF DEF DEF DEF
9 D DE DE D DE D DE D
2 3
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