





















Tuberculosis  remains  a  global  health  problem,  exacerbated  by  the  increasing  emergence  of 
multi‐drug  resistant  strains.  The  identification  of  new  drug  targets  and  the  discovery  of  new 
anti‐tuberculosis  drugs  is  therefore  a  high  priority.  Although  little  is  currently  known  about 
mycobacterial  cell  division,  the  process  is  essential  for  the  survival  and  expansion  of  all 
bacterial  species  so may  involve proteins  that  represent  excellent drug  targets.  In  this  thesis, 
proven  tools  for  the  study  of  bacterial  cell  division  such  as  live‐cell  time‐lapse  imaging  and 
Fluorescent  Repressor  Operator  System  (FROS)  were  adapted  for  use  in  mycobacteria. 
Application of such techniques, fluorescent tagging of cell division proteins and deletion of parA 






that  regardless  of  cell  length,  the  nucleoid  occupies  almost  the  entire  intracellular  space.  To 
examine  if  the  nucleoid  organisation  is  important  for  cell  division,  a  putative  chromosome 
segregation  gene  parA  was  disrupted.  The  ΔparA  mutant  displayed  a  classic  cell  division 
phenotype characterised by the production of anuclear mini‐cells. The mechanism responsible 
for  the ΔparA mutant phenotype was  studied  further by  applying  live  cell  imaging,  FROS and 
expressing  a  ParA‐mCherry  fusion  protein.  The  data  obtained  from  all  work  presented  was 
collated  and used  to  propose  a  novel model  of  bacterial  cell  division  regulation  applicable  to 
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4.5.  Time  lapse  images  showing  asymmetric  growth  and  division  in  M.  smegmatis 
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caused by an  infectious agent.  In 1873, he  identified slender rods residing within human cells 
whilst studying tissue from leprosy patients and named them ‘Leprosy bacilli’ (145). Although 
not widely accepted at  the  time Hansen had  in  fact  identified  the etiological agent of  leprosy: 
Mycobacterium  leprae,  the  first  member  of  the  mycobacterium  genus.  The  genus  has  since 
expanded to contain more than 120 species, the majority of which are thought to be free living, 
ubiquitous  bacteria  (191,  192).  For  convenience,  the  mycobacteria  have  traditionally  been 
divided  into  3  groups;  rapid  growers,  slow  growers  and  organisms  that  have  special  growth 
requirements. Rapid growers such as Mycobacterium smegmatis are defined as organisms which 
produce  visible  colonies  on  solid  media  within  7  days  of  inoculation.  Slow  growers  such  as 
Mycobacterium tuberculosis are defined as grossly visible colonies apparent only after 7 or more 
days.  Organisms  that  require  special  growth  requirements  include  M.  leprae  which  is  only 
cultivable in the footpad of mice or within the nine‐banded armadillo (9). 
A unique and defining  feature of mycobacteria  is a  thick, waxy cell wall containing  long chain 
mycolic acids (17). The standard microscopic stain for mycobacteria is the Ziehl‐Neelsen stain 
because the unique mycobacterial cell wall  is  impermeable  to common microbiological stains, 
including  the  Gram‐stain.  Although  neither  empirically  Gram‐positive  nor  negative, 





Mycobacteria  have  a  guanine/cytosine  rich  (62‐70%)  genome,  non‐motile,  aerobic  bacteria, 
usually  isolated  as  bacilli  and  are  traditionally  thought  not  to  sporulate.  However,  although 
mycobacteria are most often isolated as rods, many morphologies including branching filament, 
ovoid and coccoid cells have been described leading to the consensus that mycobacteria are in 
fact  pleomorphic  (5,  25,  30,  104,  200).  Very  recently,  an  old  debate  over  the  ability  of 
mycobacteria to produce endospores has been reignited with the isolation of particles from old 
cultures  of Mycobacterium marinum  and Mycobacterium  bovis  BCG  that  displayed  spore‐like 
characteristics  such  as  heat  resistance,  dipicolinic  acid  and  retaining  the  malachite‐safranin 
spore  stain  (59,  179,  193).  Controversy  over  the  production  of  endospores  in  these  species 
centres on the inability of other groups to repeat the work and the striking similarity between 
mycobacterial  and  B.  subtilis  spores,  however  it  may  be  that  very  precise  conditions  are 







Both M.  leprae  and M.  tuberculosis  can cause severe human disease:  leprosy and  tuberculosis, 
respectively.  Leprosy  is  an  intracellular  disease  of  the  nervous  system  and  can  cause  severe 
deformities and disabilities often leading to social exclusion. There is a very effective, curative 
treatment regimen for leprosy based on a multi‐drug therapy and an eradication program was 
set  up  in  1991  by  the  World  Health  Organisation.  This  program  has  been  very  successful, 
reducing global disease burden  from 5.2 million cases  in 1985  to 213,000 cases at  the end of 
2008  (216).  However,  further  logistical  and  political  efforts  will  be  needed  to  completely 
UMAN MYCOBACTERIAL 
eradicate the disease in the most remote areas. 
Tuberculosis  is primarily a pulmonary disease transmitted via  the aerosol  route, although the 
course  and  outcome  of  infection  varies  depending  on  many  strain,  host  and  environmental 
factors  (172).  Approximately  90%  of  infected  individuals  will  mount  an  immune  response 
capable  of  controlling,  but  not  eliminating,  infection  leading  to  lung  granuloma  composed  of 
immune effector cells  ‘walling off’  the  foci of  infection. For  the majority of healthy  individuals 
these  dynamic  immune  structures  can  prevent  disease  progression  indefinitely,  but  any 
reduction  in  immune  competence  (specifically  the  Th1  response)  significantly  raises  the 
chances  of  granuloma  disruption  and  progression  to  active  disease  (172).  For  instance,  co‐
infection with HIV raises the chance of reactivation from ~10% within the individual’s life time 
to 10% annually (29).  
An  active,  progressive  disease  develops  if  the  immune  system  fails  to mount  or maintain  an 
appropriate  response.  Granulomas  fail  to  form  or  break  down  releasing  bacilli  into  the  lung 
tissue allowing growth and replication. In the majority of cases, the infection is restricted to the 
lungs  causing  pulmonary  tuberculosis  which,  if  left  untreated  has  a  mortality  rate  of 
approximately  50%  (133).  A  less  common,  but  more  severe,  outcome  of  infection  is 
dissemination from the  lungs to other vital organs, which  in  its most serious  form can  lead to 
miliary tuberculosis associated with 100% mortality if untreated (176).  
Despite  a  concerted World  Health  Organization  (WHO)  led  global  effort  to  control  TB  since 
1991, TB  remains  a  global health  crisis. Approximately one  third of  the worlds’ population  is 
latently infected with TB, many of them unaware of the infection, and worldwide approximately 
18
1.3  million  deaths  annually  are  attributable  to  TB.  Although  still  considered  a  disease  of 




course  (DOTS)  strategy  which  remains  central  in  the  effort  to  control  TB  (217).  The  DOTS 
programme  consists  of  a  four  drug  cocktail  of  rifampin,  isoniazid,  pyrazinamide  and 
ethanambutol, known as the first line drugs,  taken daily for  two months followed by four to six 
months  of  two  drugs,  usually    rifampin  and  isoniazid  (212).  The  reason  for  such  lengthy 
treatment  stems  from  the  presence  of  metabolically  inactive,  persistent  cells  which  are  not 
susceptible  to  current  drugs  and  may  reactivate  after  shorter  regimens.  The  DOTS  strategy, 
when adhered to, proves to be very effective with cure rates up to 95% and has been successful 
in  reducing  global  TB  incidence  rates  (149).  However,  complex,  high  drug  burden,  long 
treatment regimens promote poor patient compliance which reduces cure rates and increases 
the  risk  of  drug  resistant  strains  emerging.  To  improve  compliance,  the  WHO  recommends 
healthcare  supervision  for  therapy  including  direct  observation,  but  this  requires  developed 
infrastructure,  expertise  and  funding  which  is  lacking  in  many  of  the  less  economically 
developed countries where TB infection rates are highest.  
Despite  these programmes  to  improve  treatment,  isolates  resistant  to  the  two most powerful 
drugs,  rifampin  and  isoniazid  termed  multi‐drug  resistant  (MDR‐TB)  strains,  have  been 
detected worldwide and were estimated  to account  for approximately 4.9% of all TB cases  in 
2007  (149). However, MDR‐TB  is  found at  a  higher  incidence  in  less  economically developed 
countries where DOTS  is  difficult  to  implement,  and much  lower  incidence  in  countries with 





a  longer  treatment period (24 months) and more severe side effects  (212). DOTS‐plus suffers 
the  same  limitations  as  DOTS  but  with  increased  risk  of  strains  resistant  to  the  second  line 
drugs emerging and a  lower cure rate,  thought  to be about 50% for DOTS‐plus (212).  Indeed, 
strains  resistant  to  all  first  line  and  at  least  one  second  line  drug  known  as  extensively‐drug 
resistant TB (XDR‐TB) have been isolated in 57 countries, although with low prevalence (149). 




New  classes  of  drugs,  effective  against  drug  resistant  TB  that  target  novel  cellular  entities 
and/or processes, reduce treatment duration, drug burden and regimen complexity could have 
a  significant  impact  upon  treatment  cost,  compliance  and  as  a  consequence,  reduce  the 
prevalence  of  drug  resistance  and  increase  cure  rates.  A  concerted  global  research  effort  to 
identify  novel  drug  targets  and  synthesise  active  compounds  with  the  above  properties  is 
underway  and  compounds  targeting  DNA,  mycolic  acid  and  protein  synthesis,  and 
mycobacterial  ATPase  are  in  clinical  development  (168,  212).  Despite  recent  progress  in  TB 
chemotherapy  research, more  novel  targets  are  required  as  there  is  no  guarantee  any  drugs 
currently in development will reach the clinic.  









synthesised  and  inserted  into  the  existing  wall  without  compromising  cell  integrity  and  the 
genetic  material  must  be  replicated  faithfully.  During  division,  cell  wall  synthesis  must  be 
altered spatially to produce a septum that will divide the cell in two, ensuring each daughter cell 




Escherichia  coli  and  Bacillus  subtilis  are  examples  of  model  organisms  for  the  study  of  rod‐
shaped  bacterial  growth  and  many  of  their  features  can  be  applied  to  mycobacteria.  Gram‐
positive  and Gram‐negative  bacteria  are  surrounded  by  peptidoglycan  (PG),  a  single  polymer 
comprised of sugars and amino acids which provides rigidity to withstand turgor pressure from 





mycolic  acids  and  free  lipids  (135).  Although  the outer  cell wall  is  likely  to  contribute  to  cell 
rigidity, another major role is thought to be to act as a permeability barrier (similar to the outer 





prevent  bacterial  cell wall  synthesis.  PBPs  are membrane‐bound  enzymes  required  to  extend 
the  glycan  strands  (transglycosylation)  and  crosslink  the  glycan  strands  through  the 





show  redundancy;  PonA,  the M.  smegmatis  homologue  of  PBP1a,  has  transglycosylation  and 
transpeptidation  activity  and  can  be  deleted  (11,  13).  The ΔponA  strain  is  more  sensitive  to 
penicillin suggesting a similar role (11, 13). Furthermore, PBP3 is recruited only to the division 
septa in mycobacteria suggesting a specific role in septum formation analogous to E. coli PBP3 
(32).  Since  PG  provides  shape  and  rigidity  for  the  bacterial  cell,  the  directed  synthesis  and 
therefore sub‐cellular localisation of the enzymes involved in PG synthesis during cell division 
and cell elongation are important for determining how and when a cell elongates and divides.    
Spatial  and  temporal  PG  synthesis  has  been  studied  extensively  in E.  coli  and B.  subtilis  and 
many of the genetic factors that control the process have been elucidated. Early studies of E. coli 
used  radiolabelled  PG  precursors  in  pulse‐chase  experiments  to  probe  PG  synthesis  rate  and 
location. The results indicated that PG is incorporated at multiple sites along the cell  length at 
an  exponentially  increasing  rate  during  elongation  (21).  Synthesis  of  the  division  septa  was 
observed  to  proceed  concomitantly  with  elongation  but  was  dependent  on  PBP3,  a  protein 
unnecessary  for  elongation,  suggesting  that  elongation  and  septation  are  carried  out  by  two 






However, more  recently,  a new method  for  investigating  spatial patterns of PG synthesis was 
devised that allowed unfixed samples to be studied. Vancomycin binds to the terminal D‐ala D‐
ala moieties of nascent PG and PG precursors, preventing their incorporation into the sacculus 
and  thus making  it  a  useful  anti‐microbial.  Based  on  the  assumption  that  PG  precursors  are 
synthesised near  the sites of  incorporation, a  fluorescent vancomycin conjugate  (Van‐FL) was 
used  to  stain  sites of PG  synthesis  in B.  subtilis  (31).  Subsequently  a  fluorescent derivative of 
ramoplanin which also binds to PG precursors was used in the same way (189). This technique 
of using fluorescent antibiotics and the recent improvements in fluorescent microscopy allowed 
a  more  detailed  picture  of  PG  synthesis  to  be  revealed.  In  B.  subtilis,  PG  was  shown  to  be 
synthesised as a lateral helix along the cell length rather than in a diffuse pattern along the cell 




to  the  absence  and  presence  of  the  cytoskeletal  bacterial  actin  homologue,  MreB.  MreB  is 
structurally similar to eukaryotic F‐actin and it acts as a prokaryote cytoskeleton forming helical 







FtsZ which  is  a  structural homologue of  eukaryotic  tubulin  is  thought  to  recruit PG  synthesis 
machinery  to mid‐cell  (12,  37,  162).  FtsZ  polymerises  into  a  ring  on  the  inner  surface  of  the 




FtsZ  also  localises  to  sites  of  division  and  recruits  FtsW and  FtsI  to  the  septum  (32,  43,  156, 
184).  
It is tempting to propose that apical extenders such as mycobacteria, that lack MreB, maintain 
the  FtsZ  ring  at  the  cell  poles  during  elongation  to  act  as  a  scaffold  for  PG  synthesis,  and 






and  Brevibacterium  lactofermentum  (159)  that  all  lack  MreB.  Interestingly,  DivIVA  polar 
localisation  is  thought  to  be  mediated  by  the  proteins  ability  to  detect  negative  membrane 
curvature and it may therefore act as a  ‘polar  landing pad’ and recruit a variety of proteins in 
actinomycetes through protein‐protein interactions, analogous to protein recruitment to the Z‐
ring  (114,  158).  Although  PBPs  of  C.  glutamicum  have  been  demonstrated  to  localise  to  the 





synthesis machinery  can bind, directing PG  synthesis  to  the  interface between  the  lateral  cell 
wall and the curved membrane of the pole. Interestingly, DivIVA is encoded by B. subtilis and is 
localised  to  the  poles  but  its  role  is  the  topological  factor  of  the  B.  subtilis  Min  system  that 





(76).  This  seems  highly  unlikely  because  rod‐shaped  cells  with  a  characteristic  width  of 
approximately 0.5µm emerge from spherical M. smegmatis spheroplasts with a greater diameter 
of approximately 2µm (196). This suggests that the maintenance of cell width is mediated by a 
genetic  factor  similar  to  MreB  in  E.  coli  and  B.  subtilis  cells.  It  therefore  seems  likely  that 





tempting to postulate  that  this contributes  to  the slow growth rate observed  in mycobacteria. 
However, the huge variety of generation times observed for different mycobacterial species and 
the  relatively  rapid  growth  of  C.  glutamicum  that  also  grows  by  tip  extension,  suggests  PG 
synthesis is not the rate limiting process (170). It seems more likely that the extra growth and 
remodelling of  the mycobacterial  cell wall may be more  limiting  and  that  the  extremely  slow 
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growth  rate  of  the  pathogenic  mycobacteria  such  as  M.  tuberculosis  and  M.  leprae  is  an 
adaptation  to  their  intracellular  life  cycle  in  which  immune  evasion  may  represent  a  major 
selective pressure for slowed growth. A further consequence of growth at the poles is that the 
cells are not necessarily restricted to the symmetrical growth implicit with lateral  insertion of 
PG  in a helical pattern. Asymmetric growth  from opposing poles  is much more reminiscent of 
filamentous bacteria and may allow bacterial populations to grow along chemical concentration 
gradients  to  drive  growth  towards  nutrients.  Asymmetric  growth  has  been  postulated  for M. 
tuberculosis  based on  electron micrographs which  show protrusions of differing  lengths  from 
each end of the cell (30). Examples of asymmetric division were also presented but it is unclear 
whether  this  is  due  to  asymmetric  division‐site  selection,  or  to  asymmetric  growth  following 
site‐selection at mid‐cell.   
1.4 MYCOBACTERIAL CELL DIVISION 
Once  a  rod‐shaped  bacterium  has  elongated  to  twice  its  original  length  and  replicated  its 






into  the  Z‐ring  represents  the  initial  step  in  cell  division  and  in E.  coli,  begins  a  recruitment 
cascade  of  10  essential  proteins which  play  roles  in  ring  stabilisation,  synthesis  of  septal  PG, 
DNA segregation and decatenation, and PG hydrolysis (208). Following FtsZ polymerisation, the 
ring  is  thought  to be  stabilised and  tethered at  the  cytoplasmic membrane, mediated by FtsA 
and ZipA, which are both membrane‐associated proteins  that  interact with FtsZ and  locate  to 
the division site (1, 66). FtsK is also recruited to the Z‐ring and is a site‐specific DNA‐translocase 
thought  to  ensure  the  terminus  regions  of  the  newly  replicated  chromosome  are  not  located 
within the central region of the ring during constriction which might lead to guillotining of the 
DNA  (81,  153).  FtsL,  FtsB  and  FtsQ  are  all  trans‐membrane  proteins  with  periplasmic  and 
cytoplasmic domains that form a tripartite complex, independent of the Z‐ring (20). It is thought 
that  the  complex  binds  to  the  Z‐ring  through  an  FtsK‐FtsQ  interaction  and  recruits  ring 
members to the division plane through their periplasmic domains (20). FtsW and FtsI (PBP3), 
also  transmembrane  proteins,  are  then  recruited  to  the  ring,  possibly  as  a  complex  and  are 
involved in PG synthesis at the new septum (152). FtsN is the last essential Z‐ring protein to be 
recruited  and  does  so  through  an  FtsI  interaction  (214).  FtsN  also  interacts  with  PG  and  is 
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part of ring  formation.  Interestingly,  the  large transmembrane protein FtsW of M. tuberculosis 
has been shown to interact directly with FtsZ and hypothesised to be sufficient to stabilise the 
Z‐ring  in  the absence of FtsA and ZipA (32, 157).  In E. coli, FtsZ molecules  forming  the Z‐ring 
rapidly turnover through GTP hydrolysis and the cytoplasmic pool of monomers can completely 
replace  the  polymerised  subunit  in  approximately  9secs  (4).    However, M.  tuberculosis  FtsZ 
displays much weaker GTPase activity, polymerising at a 20‐fold‐lower rate and can form very 
stable  polymers  (118,  209).  It  may  be  that  the  decreased  polymerisation  rate  and  therefore 
turnover  rate,  translates  to  a  more  stable  mycobacterial  Z‐ring  compared  to  E.  coli. 
Mycobacteria Z‐rings may therefore require less stabilisation in the early stages of cell division 
and can function without FtsA and ZipA, stabilised by FtsW only when septum formation begins. 
Also absent  are FtsN and FtsL which pay  roles  linking  the Z‐ring  to  the PG and  triggering PG 
synthesis  at  the  septum. Due  to  the  complex nature of  the mycobacterial  call  envelope which 






timing  of  the  division  site.  Failure  to  regulate  Z‐ring  formation  could  lead  to  anuclear  cells, 
multinucleated  filamentous cells, or cells with damaged DNA caused by Z‐ring  formation over 
the nucleoid. Two systems called nucleoid occlusion and the Min system ensure correct Z‐ring 















as  a  polar  ‘landing  pad’  for  many  proteins,  some  of  which  that  may  not  bind  directly  The 
apparent concentration gradient of MinD from the poles towards the cell centre is probably an 
example of dynamic  localisation  fuelled by  the ATPase. DivIVA  is  a  late  recruit  to  the  septum 
when  the  Z‐ring  is  thought  to  be  no  longer  sensitive  to  FtsZ  inhibitors,  ensuring  that  upon 
division  both  poles  of  the  new  daughter  cells  have  a  high  MinD  and  MinC  concentration 
(128)(Figure 1.1).   
E. coli has a much more elaborate mechanism of MinC  localisation which  involves a  third Min 
protein, MinE. In contrast to DivIVA, MinE causes the MinCD complex to oscillate between the 
cell  poles  with  a  periodicity  of  approximately  40sec,  leading  to  a  time‐averaged  MinC 
concentration, greatest at the poles, protecting them from cell division initiation (161) (Figure 
1.2). MinE is thought to form a spiral on the inner surface of the plasma membrane and interact 
with  MinD  which,  in  its  ATP  bound  form,  is  membrane  associated  and  binds  MinC  (Figure 
1.2A/B).  Upon  MinE  binding,  MinD  hydrolyses  the  bound  ATP  to  release  MinD  from  the 
membrane  (Figure  1.2C).  It  is  thought  that MinD  then  diffuses  in  the  cytoplasm  towards  the 
opposite  pole  down  the  concentration  gradient  until,  nucleotide  exchange  occurs  allowing 
membrane  binding  and  MinC  association  at  the  opposite  pole  (79)  (Figure  1.2D).  When  the 
concentration  of  MinD  exceeds  a  critical  concentration  at  the  opposite  pole,  the  MinE  spiral 








A polar pattern of the MinCD complex is dependent upon the polar localised protein
DivIVA ensuring a high concentration of MinC at both poles (A). The MinCD complex
remains at the poles during elongation (B) until the Z‐ring forms. Once the Z‐ring is no
longer sensitive to FtsZ inhibitors, DivIVA is recruited to the septum (C). The MinCD
complex is therefore also recruited to the septum so that upon division the old and ne
poles have a high concentration of MinC to inhibit Z‐ring polymerisation (D).
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Figure. 1.2 The E. coli Min System
ATP bound MinD associates with the cell membrane and MinC forming a region of high
concentration at a single pole (A). The region of high MinCD concentration spreads
towards mid cell until interaction with the MinE spiral (B). Interaction of MinE
stimulates the MinD ATPase causing ATP hydrolysis and membrane and MinC
dissociation (C). MinD diffuses down the concentration gradient and upon nucleotide
exchange bind MinC and the membrane at the opposing pole to form region of high MinC
concentration at the opposing pole (D). The region of high MinCD concentration spreads
towards mid cell until interaction with the MinE spiral (E). MinE interaction with MinD












FtsZ,  interfering with GTPase activity,  suggesting a direct  role  in Z‐ring disruption, whereas a 
Noc‐FtsZ  interaction  is  yet  to  be  described  (10).  The  nucleoid  of  E.  coli  and  B.  subtilis  is 
replicated  at mid‐cell  and  the  newly  replicated  origins  are  segregated  towards  the  opposing 
poles.   The presence of Noc/SlmA on the nucleoid therefore protects  the central region of  the 
cell  against  aberrant  Z‐ring  formation  prior  to  chromosome  segregation  (190).  Recently,  Noc 







The min  locus  is widespread amongst  the eubacteria but  there are many bacteria  that do not 
encode such a  system. The actinomycetes do not encode homologues of  the Min proteins and 
although they do encode a DivIVA homologue  its role  in actinomycetes appears  to be  in polar 
growth rather than cell division (54, 96, 159). Mycobacteria do encode a Walker A Cytosketetal 
ATPase similar to MinD but  it shows more homology to parA/soj of the par operon associated 
with  chromosome  segregation  discussed  at  greater  length  in  Section  1.6  (82,  110,  177).  It  is 
therefore unclear how mycobacteria protect the cell poles from aberrant Z‐ring polymerisation, 
but the high turnover of PG within these regions during growth may lead to a dynamic cell wall 








greatest MipZ concentration to  the poles, as  this  is where the origin regions are  located (138, 
187).  This  system  directly  couples  chromosome  replication  and  segregation  and  due  to  the 
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diffuse  topology of  the C. crescentus nucleoid which occupies  the entirety of  the cell  including 
the  poles,  does  not  require  a  Min  system  to  protect  them.  Chromosome  organisation  and 
segregation  has  yet  to  be  studied  in mycobacteria,  it  is  not  known where  DNA  is  replicated, 
where and how the chromosomes are segregated or even if multiple rounds of replication occur 
in  a  single  cycle.  Answering  some  of  these  questions  may  help  to  elucidate  the  nature  of 
mycobacterial cell division and the likelihood of a system analogous to Min or a dependence on 
nucleoid occlusion proteins.  
 1.5  ACTERI L CHROMOSOME ORGANISAT ON  














supercoiled  DNA  (215).  It  is  thought  that  the  H‐NS  and  SMC  proteins  may  play  a  role  in 
producing  the stable core as  they have  the ability  to  form  loops around DNA stands, bringing 
distal DNA sequences into close proximity (186). Mutation of smc genes in B. subtilis produces a 
phenotype  characterised  by  anuclear  cells  and  decondensed  chromosomes  that  causes 




The  compaction  of  the  nucleoid  is  further modified  by  transcription,  as  the  RNA  polymerase 
complex  alters  the  supercoiling  upstream  and  downstream  of  the  transcriptional  bubble 
allowing  transcription  to  proceed  (186).  This  suggests  that  transcription  levels  also  help 
determine  the  topology  of  the  chromosome.  The  interplay  between  DNA  gyrase  and 
topoisomerase  enzymes,  the  frequency  and  location  of  RNA  polymerase  complexes  and  the 
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stochastic nature of the DNA sequence that produce topologically distinct domains suggests the 
bacterial  nucleoid  is  a  dynamic  structure  which  is  constantly  changing  shape  and  size.  It  is 
therefore  remarkable  that  within  a  bacterial  cell  the  chromosome  has  a  highly  organised 
architecture where a given locus appears to have a defined intracellular position.  
Bacterial  cells  were  traditionally  viewed  as  ‘bags  of  enzymes’  that  rely  upon  self‐organising 
systems and physical forces; however, this has proven not to be the case. As already discussed 
in Sections 1.3 and 1.4, bacteria encode cytoskeletal proteins that direct enzyme complexes to 
specific  sub‐cellular  locations  ensuring  their  activities  are  defined  to  appropriate  cellular 
regions.  The mechanism  that  controls  nucleoid  architecture  within  the  cell  is  yet  to  be  fully 
understood, but is probably a variety a factors conspiring to produce the consistent localisation 
pattern of specific loci within the cell. 
The  notion  that  the  bacterial  nucleoid  may  have  a  defined  cellular  orientation  was  first 
described  in  studies of  sporulation  in B.  subtilis  (220). During  sporulation,  the  cell  undergoes 
asymmetric division producing a small spore and a large mother cell and SpoEIII is required to 




single  loci  to be  labelled  fluorescently  in  fixed (Fluorescence  in situ Hybridisation (FISH)) and 
living  cells  (Fluorescence  Repressor  Operator  System  (FROS))  which  has  led  to  some 
remarkable insights. 
By  far  the most extensively studied chromosomal  loci are  the origin (oriC) and terminus (ter) 
regions that lie at 0° and 180° on the circular chromosome, respectively. DNA replication begins 
at the origin and proceeds bi‐directionally until the two replication forks meet at the terminus, 
at  which  point  chromosome  replication  is  complete.  Labelling  oriC  and  ter  in  a  number  of 
different species has indicated that these loci are located towards opposing poles in new born 
cells (55, 90, 95, 107, 205).   This pattern was observed in a wide variety of bacteria  including 
those with  a  single  circular  chromosome  such  as B.  subtilis  (205)  and C.  crescentus  (90)  and 
those with more complex genetic arrangements that have multiple chromosomes such as Vibrio 
cholera (55) , Agrobacterium tumefaciens and Sinorhizobium meliloti (95). This similar pattern in 
diverse  species may  suggest  that  bacterial  chromosomal  orientation within  the  cell  is  highly 
conserved. However,  it was  initially unclear  if  the  loci  that  lie between oriC  and  ter  also have 











automated  image  analysis  was  used  to measure  the  sub‐cellular  position  of  each  loci  within 
synchronised  new  born  cells  (201).  The  results  indicated  that  each  locus  has  a  defined  sub‐
cellular position with oriC and ter located at the cell poles (Figure 1.3). This represents a subtle 
but  important difference between B.  subtilis  and C.  crescentus; oriC and  ter  are  located at  the 
poles of C. crescentus but only towards the poles of B. subtilis (Figure 1.3). This may explain why 
C.  crescentus  does not  require  a Min  system  to protect  the  cell  poles;  nucleoid occlusion may 
extend all the way to the poles. However, it was clearly demonstrated that locus position on the 
chromosome map of C. crescentus correlated with its position within the cell between oriC and 





in E.  coli  appeared  to  suggest  a  similar  orientation  to B.  subtilis where  the  origin  region was 
located at mid‐cell or towards a pole and the terminus was located toward the opposing pole or 
toward  mid‐cell  (63,  107,  144).  However,  interpretation  of  results  from  such  studies  was 
complicated by the possibility of multiple rounds of replication going on  in  fast growing cells, 
and  importantly  the  results  were  analysed  assuming  a  longitudinal  orientation  of  the 






Figure 1.3 Chromosome organisation in model organisms
A. In new born B. subtilis cells, the origin and terminus are located towards the poles.
The DNA is orientated longitudinally with the left arm and right arm of the
chromosome running laterally along the cell.
B. In new born C. crescentus cells, the origin and terminus are located at the poles. The
DNA is orientated longitudinally with the left arm and right arm of the chromosome
spanning the length of the cell. The origin region is tethered to the stalked pole
through a parS‐ParB‐PopZ interaction.
C. In new born E. coli cells, the origin is located at mid‐cell but the terminus is more
variably located between the poles. The DNA in E. coli cells is orientated
transversely with the left arm and right arm of the chromosome occupying separate
cell halves.
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Little  is  known  about  chromosome  organisation  mycobacteria  as  loci  specific  chromosome 
labelling  is  yet  to  be  conducted.  However,  it  is  known  that  mycobacteria  possess  a  single 
circular  chromosome  that  can  vary  in  length  between  species.  For  instance,  the  intracellular 
pathogen M.  tuberculosis  has  a  genome  of  approximately  4.4Mbp whereas  the  free  living  soil 
dwelling M.  smegmatis has  a  genome  of  almost  7Mbp.  Due  to  the  rod‐shaped morphology  of 
mycobacteria,  it  is assumed that the chromosome is only replicated once prior to division in a 
similar  fashion  to  E.  coli  and  B.  subtilis  grown  at  slow  rates,  and  a  similar  architecture  is 
assumed  due  to  the  presence  of  genes  encoding  enzymes  involved  in  regulating  DNA 





Prior  to  division,  the  nucleoid  must  be  replicated  and  the  daughter  chromosomes  must  be 
spatially separated within the cell leaving a region free of DNA in which the division septum can 
form. A passive mechanism for such a process was proposed in 1963 in which newly replicated 
chromosomes  are  attached  to  the  cell  membrane  and  are  separated  by  cell  growth  (85). 







cell until  it  is  replicated,  just prior  to division,  suggesting  that B. subtilis  chromosomal DNA  is 
replicated at mid‐cell  (Figure 1.4A‐D) (185). Upon division,  the new born cells  therefore have 
the  characteristic  pattern  of  oriC  located  at  the  old  pole,  ter  located  at  the  new  pole  with 
intervening loci between these two points (Figure 1.4D/E). During sporulation, oriC is captured 
at  the  pole  through  interaction  of  RacA  with  binding  sites  near  oriC  and  the  polar‐localised 
protein DivIVA (218), however  the mechanism  localising oriC  towards  the poles  in vegetative 
cells remains unclear. 
A quite different pattern of chromosome segregation is observed in C. crescentus. Chromosomal 




(Figure  1.5B)  (201).  In  C.  crescentus  the  replication  factory  is  not  static  but moves  from  the 
stalked pole towards mid‐cell where ter is last to be duplicated (89). During DNA replication the 
terminus  region migrates  towards mid‐cell  as  it  is  displaced by new DNA and  the  replication 
factory migrates from the stalked pole towards mid‐cell as replication proceeds (Figure 1.5B‐D). 
A  consequence  of  this  is  that  only  one  of  the  newly  duplicated  loci  is  segregated  toward  the 
flagellated  pole  while  the  other  remains  in  its  original  location  (Figure  1.5C)  (201).  In  C. 
crescentus,  PopZ  is  responsible  for  tethering  oriC  at  the  pole,  although  this  is  not  mediated 
through  a  direct  interaction;  ParB  binds  to parS  sites  proximal  to oriC  and  it  is  a  PopZ‐ParB 
he polinteraction that maintains t ar oriC location (16, 45).  
Chromosome dynamics  in E. coli  is  conceptionally more  complicated  than  in B.  subtilis  and C. 
crescentus. New born E. coli cells have the oriC region located towards mid‐cell and the terminus 
region towards a pole (Figure 1.6A) (143, 202) . The origin region is replicated at mid‐cell and 
the  duplicated  origins  are  segregated  to  cell  quarter  positions  where  they  remain  until  cell 
division (Figure 1.6C/D). Contrary to early evidence (113), it appears that the replication forks 
in E.  coli  are  not  static  but  dissociate  from mid‐cell  and  follow  the path  of  the DNA  template 
(Figure 1.6A‐C) (143). At this point the DNA is thought to be relatively disorganised but as DNA 
replication progresses,  the  ‘left’  and  ‘right’  arms of  the new chromosomes are arranged  to  lie 








such  patterns.  The  proposed  segregation  mechanisms  can  be  broadly  grouped  into  three 
categories: (1) Self‐organising systems base on physical properties, (2) Coupling of segregation 
to  non‐dedicated molecular motors  and  (3)  The  existence  of  a  bacterial mitotic  apparatus.  It 





In a B. subtilis cell that is ready to replicate its DNA, the origin and terminus are both
located at mid cell (A). A static replication factory associates with oriC and begins
replicating the DNA (A‐B). Upon duplication of oriC, the origin regions are rapidly
segregated towards the cell poles where they remain (B‐E). The remaining DNA is
replicated at mid cell and follows the origin towards opposing poles (B‐C). The terminus
is last to be duplicated at mid cell, the site of cell division (D). Following division, two
cells are produced with the origin and terminus positioned towards the poles (E). The




In a C. crescentus cell that is ready to replicate its DNA, the origin and terminus are
located at opposing poles(A). A dynamic replication factory associates with oriC and
begins replicating the DNA, migrating towards mid cell (B‐D). Upon duplication of oriC,
on of the origin regions is rapidly segregated to the opposing pole, displacing the
terminus region (B). The remaining DNA is replicated in its original location and one of
each new locus is segregated towards opposing pole (B‐C). The terminus is last to be
duplicated at mid cell, the site of cell division (D). Following division, two cells are
produced with the origin and terminus positioned at the poles (D/A). The chromosome
is therefore in the correct orientation for another round of division.
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Figure 1.6 Chromosome dynamics in E. coli
In an E. coli cell that is ready to replicate its DNA, the origin and terminus are located at
mid cell with the left and right arms of the chromosome occupying separate halves of
the cell(A). Dynamic replication factories duplicate the origin region which are then
positioned at quarter cell positions (B‐C). The replication factories follow the DNA
template leading to relatively disorganised chromosome in the early stages (B). As
replication proceeds, the ‘left’ and ‘right’ arms of the new chromosomes are arranged to
lie either side of the respective oriC regions (C‐D). The terminus, last to be replicated is
also duplicated at mid cell prior to the polymerisation of the Z‐ring (D). Upon division,
the origin region is located at mid cell and the terminus is located toward a pole (D).
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Cross‐disciplinary  collaborations  between  biologists,  mathematicians  and  physicists  have 
proven fruitful  in the understanding of basic biological systems and offering an explanation to 
the oscillatory dynamics observed in the E. coli Min system (101). Such successes have lead to 
an  increased  enthusiasm  for  such  approaches  in  molecular  biology  and  chromosome 
segregation  has  been  the  subject  of  such  attention,  and  a  model  based  on  entropy  driven 
demixing of  the chromosomes has recently been proposed  (92). The model  suggests  that  two 





segregation,  they  acknowledge  that  other  proteins  such  as  SMC,  H‐NS  topoisomerases  and 
potential mitotic‐like machineries may have local effects on the topology of the DNA which may 
help to explain the exquisite organisation of the segregating chromosomes observed in modern 





subtilis  anchoring  the  origin  region  to  the  pole  during  sporulation  (218)  to  produce  the 
chromosome orientations observed. As demonstrated  in microscopy studies,  it  is  thought  that 
the origins are first to be segregated and are positioned at or near the cell poles (143, 201, 205), 
once captured at  the pole  in this model, SMC proteins begin to condense the DNA providing a 
pulling  energy  in  combination with  the  extrusion  from  the DNA  replication  factory. A  similar 
model, effectively replaces DNA polymerase as the extrusion motor with RNA polymerase (102). 
RNA polymerase is also thought to be immobilised within the cell, displacing the DNA template 
rather  than  running  along  it  and  directionality  is  provided  by  the  observation  that  highly 
expressed genes are orientated so they are transcribed away from oriC (102). These models are 
consistent  with  the  disruption  of  smc  genes  and  inactivation  of  RNA  polymerase  causing 
segregation defects  (19, 102)  and are also attractive because  they couple DNA segregation  to 
fundamental  cellular  process  such  as  DNA  replication  and  transcription  suggesting  early 
evolutionary  development.  However,  it  has  now  been  suggested  that  DNA  polymerase  is  not 
statically  positioned within E.  coli  (166)  contradicting  the  extrusion‐capture model.  It  is  also 
difficult  to  determine  if  the  chromosome  segregation  phenotype  caused  by  RNA  polymerase 
inactivation  is  a  specific  effect  or  an  indirect  effect  caused  by  inhibiting  such  a  fundamental 
cellular process.    
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The  existence  of  a  plasmid  encoded  mitotic‐like  apparatus  required  to  segregate  low‐copy 
number plasmids faithfully during cell division, and the presence of chromosomal homologues 
of such systems raised  the possibility  that chromosomes are segregated  in a similar way. The 
plasmid encoded par locus is responsible for the segregation of low copy number plasmids and 
consists of an ATPase (ParA), a site‐specific DNA binding protein (ParB) and a DNA sequence 
motif  (parS).  The  plasmid  encoded  par  loci  can  be  separated  into  two  categories,  those  that 
encode  an  actin‐like ATPase  (type  II)  and  those  that  encode  a Walker A  Cytoskeletal  ATPase 
(type I), but only homologues of the type I par  locus are also found on bacterial chromosomes 
(44).  
The  mechanism  by  which  the  type  II  par  locus  of  plasmid  R1  segregates  plasmids  is  well 
understood and shares many characteristics with the eukaryote mitotic machinery. Briefly, the 
site‐specific  DNA  binding  protein  (ParR)  binds  to  the  centromere  sequence  (parC)  co‐
operatively forming a nucleoprotein complex, pairing the parC regions of different plasmids at 
mid‐cell. The ATPase (ParM)  interacts with  the nucleoprotein complex, and stimulation of  the 






l   eplasmids toward the po e in contrast to the type II system which pushes th  plasmids (58, 167).   












locus  was  thought  to  be  essential  in  mycobacteria  due  to  the  failure  to  recover  insertional 
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mutants within  a  transposon mutagenesis  screen  of M.  tuberculosis  (171).  However,  a ΔparB 
strain of M.  smegmatis  has  recently  been produced  and  characterised  suggesting  that  the par 
locus is not essential for mycobacteria (87). The role of ParB appears similar in mycobacteria to 

















have also  improved significantly.  Increased sensitivity of cameras helped to  image fluorescent 
structures in bacteria such as the Z‐ring where the structure is sensitive to alterations to protein 
concentration  and  therefore produces  little  fluorescent  signal when FtsZ  is  labelled with GFP 
(4). Also,  the rapid development of computing power has allowed microscope hardware to be 
completely  controlled  by  computer  software,  allowing  rapid  automatic  imaging  that  is  not 
feasible manually. Furthermore, software has been developed to analyse micrographs, allowing 







due  to  their  life‐cycles  which  include  sporulation  for  B.  subtilis  and  cell  differentiation  in  C. 
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crescentus; spores or swarmer cells respectively can be isolated and purified that represent cells 
at  an  identical  cell‐cycle  stage.  Synchronous  growth  and  division  will  then  ensue  for  a  few 
rounds of division when the spores/cells are in conditions permissive for growth. Sampling of 
such synchronised populations allows temporal information of localisation patterns observed to 
be  easily  elucidated  that  is  much  more  difficult  in  non‐synchronised  populations.  The 
synchronisation of mycobacterial cells is complicated as they do not have a developmental life‐





based  on  an  in  vitro  model  of  dormancy  induced  by  gradually  reducing  oxygen  levels  in  the 
media (203, 204). In contrast to transferring mycobacteria to media in which there is no oxygen, 
a slow depletion allows the bacteria time to adapt and go into a non‐replicating dormant state 
until  permissive  growth  conditions  are  encountered.  Although  this  method  appears  to 
synchronise the bacterial population, the survival rate within the culture is not clear, suggesting 
dormant cells would need to be purified from dead cells for microscopic analysis. In contrast to 





cell  time‐lapse  imaging  to  allow  single  cells  to  be  imaged  periodically  over  time,  so  the 
movements  of  a  protein  can  be  observed  directly.  This  method  has  proven  essential  for  the 
observation  of  oscillating  patterns  of  the  Min  system  of  E.  coli  and  the  movement  of 






the  duration  of  the  experiments  as mycobacterial  growth  is  significantly  slower;  a  single  cell 
cycle can take over 20hrs in M. tuberculosis, whereas model organisms can achieve this within 
an  hour.  Ensuring  the  conditions  remain  permissive  for  mycobacterial  growth  and  that  the 
sample  does  not  move  out  of  the  field  of  view  over  the  longer  time  periods  are  therefore 
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considerations. Over  the  last  four  years,  John McKinney’s  Lab has  emerged  as  experts  in  this 
field and has developed highly sophisticated methods for mycobacterial live‐cell imaging (125).  
M. tuberculosis is classified as a group 3 biological agent so work can only be conducted within 
Category  3  containment  (CL3)  facility.  Working  within  a  CL3  facility  is  expensive,  more 
laborious  and  there  are  greater  risks  associated  with  working  with  such  a  pathogen.  Model 
organisms  are  therefore  often  used  that  can  be  worked  with  under  Category  2  containment 
(CL2). M. bovis  is a natural pathogen of cattle and shares >99.5% sequence homology with M. 
tuberculosis at the nucleotide level but can also cause disease in humans so is classified as group 
3  biological  organism.  However,  the  bacille  Calmette‐Guérin  (BCG)  vaccine  used  against 
tuberculosis  is  an attenuated M. bovis  strain, which  is  classified as a group 2 biological  agent, 
making  it a common model organism for M. tuberculosis biology. However, M. bovis BCG has a 
similar growth rate to M. tuberculosis (~24hr doubling time) making progress slow compared to 
work  on  other  bacterial  species.  Although  less  closely  related  to  M.  tuberculosis,  the  non‐
pathogenic  fast growing mycobacterial species are useful models  for mycobacterial biology as 
progress can be made more rapidly. In particular, M. smegmatis is often used as a model because 
colonies  form on a plate within 3 days,  it  is  genetically  tractable and non‐pathogenic.  For  the 
study  of  mycobacterial  cell  division,  it  was  decided  that M.  smegmatis  was  a  suitable  model 







shaped  bacteria  have  changed  our  view  of  the  intracellular  bacterial  environment.  These 
processes are highly organised and orchestrated at  least  in part by cytoskeletal proteins once 
thought  only  to  exist  in  eukaryotes.  The  availability  of  more  than  600  bacterial  genome 
sequences  has  allowed  the  presence  of  important  cell  cycle  proteins  that  are  reasonably 





division,  adapt  methods  used  to  study  cell  division  and  chromosome  segregation  in  other 
















































/ ckinson) with 10% (v v) (OADC) (Becton Di and 0.05% (v/v) sterile Tween 80 (Sigma).  





[1 mg],  ZnSO4 ·  7H2O  [2 mg],  FeSO4 ·  7H2O  [5 mg],  CuSO4 ·  5H2O  [0.2 mg]).  Then,  2.0  g  of  the 
nitrogen  source,  (NH4)2SO4,  was  dissolved  (final  concentration  15  mM),  and  Tween  80  was 
added  to 0.05%, vol/vol. The carbon source,  glycerol, was added  to 27.4 mM (0.2%, vol/vol). 
The  solution was made  up  to  990 ml with  H2O  and  autoclaved.  Finally,  10 ml  of  a  100‐fold‐
concentrated, autoclaved stock of the phosphates was added to yield final concentrations of 8.9 
mM K2HPO4 (1.55 g  liter−1) and 7.08 mM NaH2PO4 (0.85 g  liter−1). The  final pH of  the medium 
was 7.0.  
For broth cultures E. coli was grown in Luria‐Bertani (LB) Broth (Merck) and C. glutamicum and 
B.  subtilis  were  grown  in  Tryptic  Soy  Broth  (TSB)  (Sigma)  each  made  up  according  to 
manufacturer’s instructions (Sigma). Similarly, for growth on solid media E. coli was grown on 
LB  Agar  (Merck)  and    C.  glutamicum  and   B.  subtilis were  grown  on    Tryptic  Soy  Agar  (TSB 
+1.5% Noble agar).  




















A  5ml  overnight  culture  of  the  strain  for  which  a  growth  curve  was  to  be  produced  was 
prepared in standard growth media (Section 2.2). The culture was adjusted to an OD600nm of 
0.05 (+/‐ 0.01) measured using a spectrophotometer (Libra S11, BioChrome) in a total volume 
of  30ml  within  a  125ml  conical  flask  (Corning).  The  culture  was  grown  under  standard 
conditions  and  1ml  aliquots were  removed  periodically  to measure  viable  cell  counts  and/or 
optical density. For viable count determination, the method described by Miles and Misra was 
employed (134). Briefly, the culture was serially diluted and plated out. Three aliquots of 20µl 
for each dilution  to be  tested were spotted onto  standard solid media, allowed  to air dry and 
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incubated  under  standard  growth  conditions.  Spots  that  produced  n=20‐150  colonies  were 




7H9  media.  A  10ml  aliquot  of  cell  suspension  was  pelleted  in  a  15ml  conical  tube  by 
centrifugation at 4,500 x g for 15mins at room temperature. The supernatant was discarded and 
the  pellet  resuspended  in  450µl  GTE  solution  (25mM Tris‐HCL  (pH8.0),  10mM EDTA,  50mM 
glucose) and 50µl of 10mg/ml  lysozyme (Sigma) solution made up  in Tris‐HCL buffer  (25mM 
Tris‐HCL  (pH8.5)).  This  suspension  was  transferred  to  a  2ml  microcentrifuge  tube  and 
incubated overnight at 37°C with shaking at 200rpm.  
A 100µl aliquot of 10% (w/v) Sodium dodecyl sulphate (SDS) solution (Gibco) was added to the 
suspension  and  mixed  gently  by  inversion.    A  10mg/ml  proteinase  K  solution  (Sigma)  was 
prepared and 50µl added, mixed gently and incubated for 30mins at 55°C. Next, 200µl of a 5M 
NaCl  solution was added and mixed gently by  inversion. A 160µl volume of preheated  (65°C) 
10%  (w/v)  cetyltrimethylammonium  bromide  (CTAB)  solution  (10g  Cetrimide  (Sigma)) 
dissolved  in  saline  solution  (4.1g NaCl  dissolved  in  90mls  dH2O) was  added, mixed  gently  by 
inversion and the mixture was incubated at 65°C for 10mins.  
A  1ml  aliquot  of  chloroform‐isoamyl  alcohol  (24:1)  was  added,  the  solution  mixed  and 
centrifuged at 16,100 x g for 5mins at room temperature. The aqueous layer was aspirated and 
transferred to a fresh 2ml microcentrifuge tube. An equal volume of chloroform‐isoamyl alcohol 
(24:1) was  added, mixed  and  centrifuged  at  16,100  x  g  for  5mins  at  room  temperature.  The 
aqueous layer was aspirated and transferred to a fresh 1.5ml microcentrifuge tube. Isopropanol 
was added at 0.7 x the aliquot volume, and mixed gently by inversion until the DNA precipitated 
out  of  solution.  The  solution  was  incubated  for  a  further  5mins  at  room  temperature  then 
centrifuged at 16,100 x g for 10mins at room temperature. The supernatant was aspirated and 
1ml 70% ethanol was added, mixed gently by  inversion  to wash  the pellet and centrifuged at 
16,100 x g for 5mins at room temperature. The supernatant was aspirated and the DNA pellet 
allowed  to  air  dry  for  15mins.  The  pellet  was  covered  with  50µl  of  dH2O  and  stored  at  4°C 
overnight to allow the pellet to dissolve. The DNA solution was stored at ‐20°C.   
2.5 POLYERASE CHAIN REACTION (PCR) 





Step No.   Step   Time  Temperature  Comments  
1   Activation   5min  95°C   
2   Denaturation   15sec  94°C   







5   Final  sion  Exten 20min  72°C   




DNA  sequences  that were  not  used  for  subsequent  cloning were  amplified  using  a  non‐proof 
reading  DNA  polymerase  supplied  in  a  buffered  mastermix  (Biomix,  (Bioline))  according  to 
manufacturer’s  instructions.  The  PCR  cycling  protocol  used  is  shown  in  Table  2.4  and  the 
annealing temperatures for the primer used are shown in Table 2.4.   
 
Step No.   Step   Time  Temperature 
1   Denaturation  1min  94°C 
2   Annealing  1min  Variable 
3  Extension 30secs/Kb  72°C 
4   Final Extension  10min  72°C 






The  gel was  prepared  by  dissolving  electrophoresis  grade  agarose  in  a  1x  Tris‐Acetate‐EDTA 
buffer  (TAE)  (Fisher).  SYBR  Safe  solution  (Invitrogen)  was  added  to  the  molten  agarose 









DNA  was  purified  from  PCR  and  restriction  enzyme  digest  reactions  in  preparation  for 
subsequent  reactions  using  a  QIAquick  PCR  purification  kit  or  a  QIAquick  gel  extraction  kit 
(Qiagen)  according  to manufacturer’s  instructions. Briefly,  the  solution  containing  the DNA  is 
adjusted to ensure the pH is <7.5 and the salt concentration is high. DNA fragments >100bp do 
not bind the membrane based on the constituents of the resuspension buffer. The silica bound 
DNA  is washed with  an  ethanol  containing  buffer  to  remove  salts  prior  to  elution  in  30‐50µl 
dH2O.  
2.8 RESTRICTION ENZYME DIGEST REACTIONS 
All  restriction endonucleases were purchased  from New England Biolabs. The  reactions were 




Insert:Vector molar  ratios  between  1:1  and  6:1 were  routinely  tested  for  the  optimization  of 
specific ligation reactions.  
2.10 PREPARATION  MICALLY  OMPETENT E  coli DH5α cells 
Chemically  competent  E.  coli  DH5α  cells  were  prepared  as  described  by  Inoue  et  al  (80). 
Bacterial  colonies  (10‐12)  from  a  fresh  overnight  plate were  used  to  inoculate  250ml  of  SOB 
(Difco).    The  cells  were  grown  at  18°C  with  shaking  at  200rpm  until  the  OD600nm  was 
approximately  0.6.  The  cells  were  incubated  on  ice  for  10mins  prior  to  pelleting  by 
centrifugation at 2500 x g for 10min at 4°C. The pellet was resuspended in 80ml ice‐cold Inoue 












tubes  in  a  preheated  water  bath,  followed  by  incubation  on  ice  for  2.5mins.  Following 
transformation, 250μl of S.O.C media (Invitrogen) that contains readily available carbon sources 
to  aid  rapid  recovery was added  to  the  cell  suspension  and  the  tubes  incubated at  37°C with 
shaking at 200rpm for 1hr.  
Cell aliquots (20µl and 200µl) were plated on to LB agar (Section 2.2) supplemented with the 





Briefly,  the bacterial  cells  are  lysed  through alkaline  treatment  in  the presence of RNase. The 
suspension  is  then  adjusted  to  high  salt  conditions  and  neutralised.  Cell  debris  and 
chromosomal DNA is removed by centrifugation before adsorption of the plasmid DNA onto the 




Sequencing  was  carried  out  by  the  DNA  Sequencing  Service  at  the  MRC  CSC  Genetics  Core 
Facility, Imperial College. Samples were prepared for sequencing by adding 300ng/Kb of DNA to 
be sequenced to 3.2pMols of primer and made up to a total volume of 10μl with sterile dH2O.  
The  samples were  sequenced  using  a  BigDye  Terminator  v3.1  Cycle  Sequencing  Kit  (Applied 





The  DNA  was  purified  by  adding  5μl  of  125mM  EDTA  and  30μl  100%  Ethanol  to  the  10μl 







removal of  the ethanol by centrifugation with plate  face down on  lint  free  tissue at 85 x g  for 
1min. The final DNA pellet was resusupended in 10‐12μl of HiDi Formamide. The resuspended 

















mCherry was  amplified by PCR using HotStar HiFidelity Polymerase  from pcDNA3.1  (+)‐Neo‐




were  digested  with  NdeI  and  PacI  and  mCherry  was  cloned  into  each  vector  backbone  to 




used  that did not  incorporate  an RBS. M.  tuberculosis  PBP1a was amplified  incorporating a 5’ 






the parA  start  codon. pMEND‐mCherry  (Section 2.16.1)  and  the parA  amplicon were digested 
with BamHI and NdeI and  ligated  together  to produce pMEND‐parA‐mCherry Sequencing was 
performed over the pMEND multiple cloning site to ensure the mCherry sequence was correct. 
The  integrase cassette  from pMEND‐int was excised by digestion with AgeI and MfeI  and was 
produce the integrative version. cloned into the AgeI and MfeI sites of pMEND‐parA‐mCherry to 
2.16.4 Other vectors used in this study     








a dilution of 1:500 and grown at 37°C with  shaking at 180rpm. Once  the  cell  suspension had 
reached an OD600nm of approximately 1.2 (late‐log), the cells were incubated on ice for 1.5hrs 
prior to pelleting the cells by centrifuged at 3000 x g for 10mins at 4°C. The pellet was washed 






Num er  b Target  Pr e imer typ RES  Sequence  
An g nealin
temp 
1  pMEND‐MCS  Forward  ‐  5' GCTCTCGGTCAAGCACGTCG  52°C 
2     Reverse  ‐  5' TCATCCGAATCAATACGGTCG  52°C 
3  p2nil‐MCS  Forward  ‐  5' GATTTCATACACGGTGCC  52°C 
4     Reverse  ‐  5'ATACATAGGATCCGGTCGACC  52°C 
5  TOPO‐MCS  Forward  ‐  5' GGTTTTCCCAGTCACGAC  52°C 
6     Reverse  ‐  5' ACAGGAAACAGCTATGAC  52°C 
7  parA Homology equencing  S Forward 1  ‐  5'  ACTGCGTTAGCAATTAACT  52°C 
8     Forward 2  ‐  5' CGAATGTTTACAGTGAAA  52°C 
9     Forward 3  ‐  5' ACCAACATCTTCGTGGAC  52°C 
10     Forward 4  ‐  5' AAGACGACGACGGCAGT  52°C 
11     Forward 5  ‐  5' ACATCGAGATGGTCAAGG  52°C 
12     Forward 6  ‐  5' ATGGGTTGAGCCCGAA  52°C 
13  LacI‐mCherry  I  nternal 1 ‐  5' ATTAAGTTCTGTCTCGGC  52°C 
14     I  nternal 2 ‐  5 ATTCATTAATGCAGCTGG  52°C 
15  mCherry  Forward  NdeI  5' ATTGCATATGCCGGTCATGGT  48°C 
16     Reverse  PacI  5' GGACTTAATTAACGGGTCACTTGTACA  48°C 
17  RBS‐mCherry  Forward  NdeI  5' ACGTCATATGAGGTGCCG  48°C 
18     Reverse  Pa I c 5'CAGGCCAGCTTAATTAACGGGTCATGTACAGCTCG  48°C 
19  oriC FISH Probe  Forward 1  ‐  5' ATCACTGCATCCGCTCCCGC  62°C 
20     Forward 2  ‐  5' ACGAGACCGAGACCGTCGCC  62°C 
21     Forward 3  ‐  5'AACCGGCATGTGGGAAGCCG  62°C 
22     Reverse 1  ‐  5' CCAACACCGGGATGGTGGGC  62°C 
23     Reverse 2  ‐  5' TCGCGGTCGAGGACTACCCG  62°C 
24     Reverse 3  ‐  5' TCCCGAGACGTGGTAGCGGC  62°C 
25  Msmeg_6923 Left Flank  Forward  PstI  5' TAAGATCTGCAGTGCTGGTGCTCGTCCGCC  55°C 
26     Reverse  HindIII  5' TGCAGGAAGCTTGTCGGCCACATCGAGACC  55°C 
27  Msmeg_6923 Right  Flank Forward  KpnI  5'TGCGACTATGGTACCAGCGTGCACGGGTTGACC  70°C 
28     Reverse  NotI  5' TAATATGCGGCCGCGCGAGGCGTGGAAGTACC  70°C 
29  LacI  Forward  BamHI  5' ATTAGGATCCAGGAGGTATTCACCATGGTGGTGAAT  68°C 
30     Reverse  NdeI  5' TTATCACATATGCAACAGCTCCTCGCCCTTG  68°C 
31  Hygromycin  be Southern  Pro Forward  ‐  5' GGCGAGAGCACCAACCCCGTACTG  56°C 
32     Reverse  ‐  5' GTCGCCCCGGAAGGCGTTGAGATG  56°C 
33  Hygromycin cassette  Forward  NcoI  5' CTCCATGGTCTGACAGTTACCAATGC  52°C 
34     Reverse  N I co 5' ATCCATGGAGATGATCGAGGATGCCA  52°C 
35  ParA Southern Probe  Forward  ‐  5' ACGTGGATCCAGGAGGTGATGAGCATGGGTTCGG  56°C 
36     Reverse  ‐  5' TAATCATATGCTGCTGGCGCG  56°C 
37  Msmeg_6929  Forward  BamHI  5' ACGTGGATCCAGGAGGTGATGAGCATGGGTTCGG  56°C 
38     Reverse  NdeI  5' TAATCATATGCTGCTGGCGCG  56°C 
39  parA region of homology  Forward  HindIII  5' TATAAAGCTTTTCGAGCGCAAG  65°C 
40     Reverse  Hin III d 5' ATCAAGCTTATCGAGTGCACGA  65°C 
41  ΔparA screen Left Flank   Forward  ‐  5' CGGTCGTCAGCATCGAGGGG  67°C 
42     Reverse  ‐  5' CTGGCGCAGTTCCTCTGGGG  67°C 
43  ΔF
parA screen Right 
lank   Forward  ‐  5' AGGCGTTGACGATGACGGGC  67°C 































































(150).  Cell  aliquots  (200µl)  were  thawed  on  ice.  DNA  (~100ng)  to  be  introduced  to  M. 
smegmatis was added and the cell:DNA mix was then incubated on ice for a further 30mins. The 
cells  were  transferred  to  an  electroporation  cuvette  with  a  2mm  gap  (Equibio)  and 
electrop g a  ene Pulser with the following conditions: orated usin Biolabs G
• ance    Resist = 1000Ω




a  1.5ml  microcentrifuge  tube  and  the  cells  were  incubated  for  at  least  3hrs  at  37°C  in  a 
waterbath.  Cell  aliquots  (50µl  and  500µl)  were  plated  on  to  7H11  agars  (Section  2.2) 










incubated on  ice  for 1hr prior  to centrifugation at 3000 x g  for 10mins at 4°C. The pellet was 
washed  in  decreasing  volumes  of  10%  glycerol,  (50ml,  25ml,  25ml,  5ml),  aliquoted  (200µl), 
flash‐frozen in a dry ice ethanol bath and stored at ‐80°C.  
2.20 SOUT TING   smegmatis GENOMIC DNA 
Aliquots of M. smegmatis  gDNA were digested with  the appropriate  restriction endonucleases 
prior  to  separation  by  electrophoresis  on  a  0.8%  agarose  gel.  The DNA was  transferred  to  a 
positively  charged  nylon  transfer  membrane  (Hybond‐N+  (Amersham))  by  capillary  transfer 
(165).  Briefly,  the  gel was  soaked  for  15min  at  room  temperature  in  alkaline  transfer  buffer 
(0.4MNaOH, 1m NaCl) with constant agitation, the buffer was changed and the gel soaked for a 








guidelines. For probe  labelling, 300ng of probe DNA was added to  the reaction and  incubated 
overnight  at  37°C.  Labelling  efficiency  was  estimated  by  comparison  to  DIG‐labelled  control 
DNA as described in the manufacturer’s instructions. Probes were hybridised to the fixed gDNA 




68°C.  Immunological  detection was  carried  out  as  described  in  the manufacturer’s  guidelines 













half  the  cell  generation  time  (90min  for M.  smegmatis,  11hrs  for M.  bovis  BCG,  45min  for  C. 






A  32.5µl  aliquot  was  removed  from  the  M.  smegmatis  culture  to  be  examined.  DRAQ5 
(Biostatus) 5mM was added to a final concentration of 40µM and the cells were incubated in a 
37°C  water  bath  for  10mins.  The  samples  were  mounted  as  described  in  Section  2.21  for 
microscopic examination. 
2.24 STAINING THE MYCOBACTERIAL MEMBRANE 
N‐(3‐trimethylammoniumpropyl)‐4‐(6‐(4‐(diethylamino)  phenyl)  hexatrienyl)  pyridinium 
dibromide (FM 5‐95) (Invitrogen) was used to visualise mycobacterial membranes. A working 
stock  at  100μg/ml  was  made  up  in  dH2O  and  protected  from  light.  A  100µl  aliquot  of  M. 





(Section  2.2).  A  250µl  aliquot  of  the  bacterial  suspension was  applied  to  the  coverslip  in  an 
uncoated  glass‐bottom‐dish  (Matek)  and  subsequently  aspirated  removing most  of  the  liquid. 
The glass‐bottom‐dish was then filled with 3ml standard growth broth containing 0.6% Noble 
agar (Sigma) at 37°C. This was supplemented with 20ng/ml tetracycline for induction of PBP1a‐
mCherry  from pMEND  or with  2µg/ml  FM 5‐95  depending  on  the  experiment.  The  agar was 
incubated at  room temperature  for 45mins  to ensure complete solidification before mounting 
the  specimen  on  the microscope within  Perspex  housing  at  an  ambient  temperature  of  37°C. 
The  cells  were  viewed  and  images  captured  using  a  Zeiss  Axiovert  200  inverted  widefield 
microscope  fitted  with  an  EM‐CCD  (C9100‐02)  camera  (Hammamatsu).  Image  analysis  was 
done using Compix SimplePCI software. 
2.26 INDUCTION OF GENE EXPRESSION FROM pMEND DERIVED PLASMIDS 
The  tetracycline  inducible  mycobacterial  expression  vectors,  pMEND  and  pMEND‐int  (213) 
were used to express mCherry, PBP1a‐mCherry and ParA‐mCherry in M. smegmatis. For static 
imaging,  the M.  smegmatis  stain  was  grown  to mid‐log  phase  in  Hartman’s  de  Bont minimal 
media  and  tetracycline  (Sigma)  was  added  to  a  final  concentration  of  20ng/ml.  The  cell 


















After overnight incubation at 37°C
Scale bar = 20µm
Figure 3.1. Growth ofM. smegmatis on an agar pad under a coverslip.
Images A‐D are representative fields of view of agar pads seeded with mid‐log phase
culture diluted 1:100, 1:75, 1:5 and 1:25, respectively prior to overnight incubation at
37°C. Images E‐H are representative fields of view of the agar pads after overnight
incubation at 37°C. All the cell dilutions tested gave sparse cell densities prior to
incubation. After overnight incubation at 37°C all of the pads displayed evidence of
growth in the form of microcolonies.
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that  had been  induced  for  3.5hrs with  tetracycline were  seeded  into  a  glass‐bottom‐dish  and 
imaged as described in Section 2.25. 
2.27 PERMEABILISAT  MYCOBACTERIAL CELL ENVELOPE   












 Immunofluorescence  microscopy  was  carried  for  detection  of  intracellular  GFP  to  test  the 
efficiency  of M.  smegmatis  permeabilisation  protocols  as  described  (27). M.  smegmatis  cells 




incubated with  a AlexaFluor594  goat  anti‐mouse  IgG  (1:100 dilution)  for  30mins  then  rinsed 
three  times  with  PBS  prior  mounting  with  Mowiol  4‐88  mounting  medium.  Slides  were 
examined at 630x magnification using a Zeiss Axiovert 200 inverted widefield microscope.  
2.29 PRODUCTION OF FISH PROBES  
Three DNA  sequences  surrounding oriC,  totalling  10Kb were  amplified  by PCR using primers 
19‐24  and  digested  into  100‐1000bp  fragments  using  appropriate  restriction  endonucleases. 
The  DNA  fragments  were  labelled  with  Ulysis  AlexaFluor‐488  Nucleic  Acid  Labelling  Kit 
(Invitrogen)  following  manufacturer’s  instructions.  Briefly,  the  dye  molecule  is  cross‐linked 
using a platinum‐dye complex that forms a stable adduct with the N7 position of guanine and to 
a  lesser extent, adenine. The  labelled DNA was then purified  from unbound  label using Centri 
Sep spin columns (Princeton Separations). The DNA concentration and Base:Dye ratio for each 





M.  smegmatis  cells  were  permeabilised  as  described  in  Section  2.27.  The  slide  with 
permeabilised  cells  attached was  placed  in methanol  (‐20°C)  for  10 min,  acetone  (‐20°C)  for 
30secs  and  allowed  to  dry.  The  slides were washed  twice  in  2  x  SSCT  (300mM NaCl,  30mM 
NaCitrate, 0.1% Tween20, pH 7.0) for 5 min and incubated in 2 x SSCT + 50% formamide at 37° 










2.2). Antibiotic (100µl) was added to well(s) of  the  first column (100µl) at  twice  the required 






The Needleman‐Wunsch algorithm  (140)  (http://www.ebi.ac.uk/emboss/align/)  is  a dynamic 
programming algorithm that looks for the optimal global alignment of two amino acid or DNA 
sequences. The optimal alignment is calculated by a best‐path strategy where the two sequences 




2.33  TIGR  (THE  INSTITUTE  FOR  GENOMIC  RESEARCH)  GENOME  REGION 
COMPARISON TOOL 
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TIGR  now  part  of  the  JCVI  (J.  Craig  Venter  Institute)  possesses  a microbial  genome  database 




used  in  the  genome  comparison  tool.  A  genome  locus  query  is  presented  to  the  tool  and  the 
organisms for comparison are selected. The tool  first,  takes the genome locus query and finds 
similar proteins in other organisms using the All v/s All search results. Then the supplied locus 
and  its  surrounding  genes  are  aligned with  genome  regions  that  encode  similar  proteins  and 
surrounding  genes  from  the  selected  reference  organisms.  The  search  results  are  displayed 
graphically allowing the user to see regions of similarity that two or more genomes may have in 
common.  Stringency  of  search  results  can be modified  but  default  values  show all  hits  ≥40% 
similarity,  ≥10%  identity  or  ≤1.0  P  Value.    As  the  name  suggests,  the  Genome  Region 
Comparison  tool  is  useful  for  identifying  similar  gene  clusters  and  potential  operon  between 













cell ultrastructure. Recently,  scanning electron microscope  images have been used  to uncover 
some interesting aspects of mycobacterial cell division (30). These images indicated that during 
cell division M. tuberculosis cells can form transient branching structures and approximately 5% 
of  cells  are  V‐shaped,  thought  to  be  undergoing  a  ‘snapping  post‐fission’  mechanism  of  cell 
division (30, 100). Although electron micrographs allow high cellular detail to be visualised they 
do  have  disadvantages.  For  example,  they  do  not  offer  any  insight  into  the  dynamics  of  cell 
division  as  a  single  cell  cannot  be  imaged  throughout  the  cell  cycle,  specimens  must  be 
extensively  processed,  which  may  incorporate  artefacts  or  cellular  abnormalities,  and 
distinguishing specific proteins within the cell remains a challenge (72).   
Fluorescence  light  microscopy  can  be  used  to  study  living  cells.  Specific  proteins  can  be 
visualised  within  the  cell  by  fusion  to  fluorophores  such  as  GFP  and  fluorescent  dyes  are 
commercially available  to view numerous cellular  structures. However,  the  resolution  limit of 
even  the most  advanced  light microscopy  techniques  is  approximately  30nm  (56) much  less 




single‐cell,  time‐lapse  fluorescence  microscopy  has  been  used  to  elucidate  the  oscillatory 
dynamics of the E. coli FtsZ inhibitor protein, MinC, during cell division  (161), the spatial and 
temporal organisation of E. coli chromosomes (107) and more recently to study the dynamics of 
the  FtsZ  inhibitor  protein,  MipZ,  and  the  spatial  and  temporal  organisation  of  C.  crescentus 
chromosomes (107, 187). Live‐cell imaging of single cells has made a significant impact on our 
 inv  technique.  understanding of bacterial cell division and has become an aluable
Two  general  approaches  to  live  cell  imaging  have  been  employed  in  these  studies:  growing 
bacteria on thin agar pads (52, 116, 187) or growing bacteria in microchannels (103, 125, 182). 
Presumably,  the reason  for using agar or microchannels  is  to restrict Brownian motion of  the 
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bacteria such that specific cells can be tracked and imaged over time. The methods using agar 
pads  ‘sandwich’  the  cells  between  a  coverslip  and  the  agar,  before  sealing  the  coverslip.  The 
advantages of this technique are that it is simple and relatively inexpensive to set up and there 
are no physical barriers in the X and Y dimensions allowing expansive growth. However, once 
the  coverslip  is  sealed,  the  environmental  conditions  cannot  be manipulated which  limits  the 
variety of experiments that can be performed and it is unclear if the growth of aerobic cells will 
be affected in a sealed environment where the oxygen concentration will be in gradual decline. 
This  technique  is  therefore best  suited  to,  and has been used most  successfully  in,  short  time 
studies  where  no  manipulation  of  the  culture  conditions  are  required,  such  as  tracking 
fluorescent  proteins  in  a  cell  over  3‐4  hours  (187).  The  use  of  microchannels  is  more 
sophisticated, often combined with microfluidic devices, and is consequently, a more expensive 




experiment  so  longer  and more  varied  experiments  can  be  performed. However,  the  channel 
represents a physical barrier to growth in the X or Y plane growth of a microcolony into a chain 
which is not necessarily the natural pattern for all bacteria and may prevent significant aspects 
of  cell  division,  such  as  snapping  in  rod  shaped  actinomycetes  (Dahl,  2004,  Letek,  2008a, 
Krulwich, 1971).  
Differences  in  the  way  mycobacteria  grow  and  divide  when  compared  to  other  rod‐shaped 
bacteria must  be  taken  into  consideration when  developing  a  time‐lapse  imaging  protocol  to 
study  cell  division.  The  two most  notable  features  are  their  slow  growth  rate  (M.  smegmatis 
doubling time approximately 2.5hrs, M. bovis BCG doubling time approximately 24hrs) and that 
they appear  to snap upon cell division. The slow growth will  require  long experiments which 
are better  suited  to microchannel‐type experiments,  but  the microchannels may prevent post 
fission snapping, a phenomenon we would like to study. Current agar pad methods are not well 
suited to long‐term experiments, but are less physically restrictive to the cells and are a simpler 









log  phase  (Appendix  1)  was  diluted  1:25,  1:50  1:75  and  1:100  in  dH20  and  5µl  of  each  cell 




agar  pad  for  each  cell  dilution.  After  overnight  incubation  at  37°C,  micro‐colonies  were 
observed  on  all  agar  pads, where  cell  division  has  occurred  (Figure  3.1  A‐H).  The  initial  cell 
density  on  the  agar  pad  does  not  seem  to  be  critical  as  single  cells were  observed  at  all  cell 




The  results  obtained  in  Section  3.1.1  indicated  that M.  smegmatis  would  grow  on  agar  pads 
under coverslip, therefore, a time‐lapse imaging experiment using this method was performed. 
Agar  pads were  prepared  as  described  in  Section  2.25.  The  slide was  incubated  at  37°C  and 
viewed using a Zeiss Axiovert 200 inverted widefield microscope. In the first attempt, a single 
cluster of cells was selected by eye, brought into focus and an image was captured every 3mins 
for  12hrs.  Although  the  cells  grew,  demonstrating  that  the  conditions within  the microscope 
housing are suitable for growth, the cell images obtained were out of focus within 30mins of the 
start of  the experiment,  suggesting  the cell  sample moved within  the Z‐plane over  time (Data 
not  shown). The agar pads may shrink/expand due  to  slight  temperature  fluctuations and/or 
in the Z plane. liquid evaporation from the agar pads, leading to the movement of cells with
3.1.3 Optimisation of image capture to obtain in‐focus images   







mycobacterial  cells  imaged  using  Differential  Interference  Contrast  (DIC).  However,  the 
autofocus  failed  to  select  the  correct  focal  plane.  This was possibly  due  to  the  small  size  and 
relatively  low  contrast  of  the mycobacterial  cells  as  the  software was  primarily  designed  for 
focusing on larger objects at lower magnification.   









However,  after  3hrs  the  programmed  Z‐stack  no  longer  captured  in  focus  images  due  to 
movement of the cells in the Z plane, suggesting the initial Z‐stack chosen was not large enough 
to capture in‐focus images throughout an 8hr experiment.  
The  experiment was  repeated  using  a  larger  Z‐stack  of  24μm,  centred  on  the  in‐focus  plane, 
with 0.5μm  intervals  and  images were  captured every 3mins  for 6hrs.  In  this  experiment  the 
microscope was checked manually every 1.5hrs and,  if  required,  the Z‐stack was manually re‐
centred  on  the  in‐focus  plane  to  ensure  in‐focus  images were  captured  over  the  entire  6hrs. 
Similar  to  the  previous  experiment,  cell  growth  and  elongation  were  observed  (Figure  3.3). 
Initially,  there  are  4  bacteria  in  the  field  of  view  (Figure  3.3A)  and  after  approximately  5hrs 
45mins  there  are  6  bacteria  (Figure  3.3D).  The  Z‐stack  required  re‐centring  on  the  in‐focus 
plane  after  1.5  and  3hrs  incubation,  suggesting  the  cells  moved  significantly  in  the  Z‐plane 











Figure 3.2. Time­lapse images ofM. smegmatiswith a 7µm Z­stack.
M. smegmatis was seeded onto an agar pad and a 7µm Z‐stack of DIC images was captured
every 5mins whilst incubated overnight at 37°C. In‐focus images were only captured
within the first 3hrs. Images A‐D display the same field of view at different times during
overnight incubation at 37°C. Cell elongation and division were both observed throughout
the experiment (A‐D). At 1min into the experiment there are approximately 5 cells (White
arrows panel A) and at 2hrs 40mins there are approximately 7 cells (White arrows panel
D).
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Figure 3.3. Time­lapse image ofM. smegmatiswith a 24µm Z­stack.
M. smegmatis was seeded onto an agar pad and a 24µm Z‐stack of DIC images was
captured every 3mins for a period of 6hrs whilst incubated at 37°C. In‐focus images
were captured throughout the experiment. Images A‐D display the same field of view at
different times during the 6hr incubation at 37°C. Image A shows 2‐4 cells after 5mins
incubation, image B shows slight elongation and movement of the cells after 1hr 5mins
incubation. Image C shows the cells after 5hrs 5mins incubation and image D shows the
cells after 5hrs 44mins incubation where there are approximately 6 cells. Cell
elongation and division were both observed within the 6hr incubation period.
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Z‐stacks  would  be  required  at  each  time  point  to  ensure  in‐focus  images  were  captured  for 
longer experiments. In addition, this method would not be suitable for fluorescence imaging as 
there would be  considerably  increased exposure of  the bacteria  and  fluorophores  to  the high 
energy  light  emitted  by  the  xenon  lamp.  This  is  likely  to  inhibit  growth  of  the  bacteria  by 
photodamage and bleach the fluorophores. A further disadvantage of this technique is that the 
media  cannot  be  supplemented  with  substances  ‘mid‐experiment’  as  the  agar  is  completely 




cell division gene  is maintained.  It was  therefore decided  to  investigate  a different method of 
growing M.  smegmatis  that  would  reduce  sample  movement  in  the  Z‐plane,  allowing  lower 







growth media.  This  should  reduce  sample movement  in  the  Z‐plane because  the  bacteria  are 
grown on the solid surface of the coverslip rather than the dynamic agar surface. This method 
may also allow supplementation of the media throughout the experiment as the dish lid can be 
easily  removed  and  replaced.  Ideally,  the  growth media  for  culturing M.  smegmatis  for  time‐
lapse  imaging  would  be  liquid,  allowing  rapid  diffusion  of  supplements  added  to  the  media 






An experiment was designed  to  find  a  top agar  concentration with  the desired properties  for 




Figure 3.4. Apparatus for live cell imaging using glass­bottom­dishes.
A hole is cut in the bottom of a 35mm Petri dish which is subsequently covered by
fixing a coverslip to the underside of the dish. Bacteria are seeded onto the coverslip
before the dish is filled with growth media. The cells are viewed using an inverted
microscope.
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room  temperature.  Following  autoclaving,  the  top  agars  were  incubated  at  37°C  overnight, 
incubated  at  room  temperature  for  2hrs  then  returned  to  37°C  overnight.  Following  each 
incubation, the physical state of each top agar was noted. The top agar concentrations that gave 







Initially,  an  experiment  was  designed  to  determine  if  M.  smegmatis  cells  would  grow 
underneath the top agar. M. smegmatis was grown to mid–log phase; diluted 1:50 in dH2O and 
20µl  of  the  diluted  cell  suspension  was  added  to  the  well  of  a  glass‐bottom‐dish.  The  cell 
suspension  was  difficult  to  spread  over  the  well  because  the  coverslip  surface  appeared 





















therefore decided  that  this was  the method  to be used  to seed glass‐bottom‐dishes  for  future 
experiments.       
The  experiment  to  determine  if M.  smegmatis  cells would  grow under  top  agar was  repeated 
with  the  revised method  of  seeding  the  cells  into  the  dish.  Images  of  representative  fields  of 
view within  the dish were captured using the Zeiss Axiovert 200 microscope before and after 
incubation overnight  at  37°C. The  results were  similar  to  those observed when M.  smegmatis 
was  grown on  agar pads  (Figures  3.1 & 3.5). Microcolonies  could be observed,  indicating  the 
r in a similar wa ce.  cells grew under a layer of top aga y to which they grew on an agar pad surfa
3.1.8 Time‐lapse imaging of M. smegmatis cells grown in a glass‐bottom dish 
M.  smegmatis  cells  and  top  agar  were  prepared  as  described  in  Section  2.25.  The  cells  were 
viewed  using  the  Zeiss  Axiovert  200  inverted  microscope  and  a  field  of  view  containing  17 
evenly  spaced  bacilli  was  selected  (Figure  3.6).  The  imaging  software  was  programmed  to 
capture  a  30  image  Z‐stack with  0.7µm  intervals,  centred  on  the  initial  in‐focus  plane  every 






of  the  four bacilli  that grew.  Images were always  captured within 1.4µm of  the  starting  focus 
position. Over the first 4hrs the cells moved steadily within the Z‐plane; the Z‐position capturing 
an  in‐focus  image,  decreased  from  ‐0.2µm  to  –1.6µm.  However,  after  4hrs  the  cells  settled 






results  suggest  that  the  glass‐bottom‐dish  method  does  restrict  sample  movement  in  the  Z‐
plane more  than  the agar pad method, but not  to such an extent  that a  single  image could be 
captured  at  each  time  point  without  the  use  of  autofocus.  Large  Z‐stacks  containing 
approximately  20  images may  still  be  required  with  the  glass‐bottom‐dish method,  which  is 




Figure 3.5.M. smegmatis growth under 7H9 top agar.
M. smegmatis cells were seeded onto the coverslip of a glass‐bottom‐dish before
covering with 0.5% (w/v) 7H9 top agar. Images were captured of representative regions
of interest (ROI) and the cells were incubated at 37°C overnight before a further set of
images were captured at the selected ROIs. Prior to incubation there are many single
cells evenly distributed within the ROI (A) and after 37°C incubation overnight





Figure 3.6. Time­lapse images of M. smegmatis using the glass­bottom­dish
method and Z­stacks to capture in­focus images.
A‐F are images of the same field of view throughout a 16hr incubation at 37°C. M.
smegmatis was seeded onto the coverslip of a glass‐bottom dish and allowed to air dry
(10mins). A Z‐stack of phase contrast images was captured every 15mins for 16hrs
whilst the dish was incubated at 37°C. Initially there are approximately 17 bacilli in the





light emitted from the xenon lamp, and the need  for  less  image data,  therefore an experiment 
was carried out to establish if the autofocus would consistently capture in‐focus images under a 




sparsely  distributed  cells  imaged  by  phase  contrast.  However,  the  autofocus  consistently 
focused  in  the  correct  plane  when  the  cells  were  densely  distributed  and  imaged  by  phase 




M.  smegmatis  cells  were  seeded  into  a  glass‐bottom‐dish  and  covered  with  7H9  top  agar  as 
described  in  Section  2.25.  The  cells  were  examined  using  the  Zeiss  Axiovert  200  inverted 
microscope and 6 regions of interest (ROIs) containing densely distributed cells were selected 








and  the  out  of  focus  images  were  discarded.  This  technique  ensured  in  focus  images  were 
captured  at  every  time  point  throughout  the  experiment  (Figure  3.8  and  M1  (Electronic 











Figure 3.7. The autofocus function is inconsistent when imaging mycobacterial
cells using phase contrast.
A time‐lapse imaging experiment was set up to view M. smegmatis cell division and the
autofocus function was used to capture in‐focus images at each time point. The
autofocus function gave inconsistent results, it either selected the correct focal plane (B,
D, F) or selected a focal plane marginally away from the focal plane returning slightly out
of focus images (A, C, F).
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Scale bar = 5µm
Figure 3.8. Combining autofocus and Z­stacks is optimal for returning in­focus
images at every timepoint.
A time‐lapse imaging experiment was set up to view M. smegmatis cell division. The
autofocus was used to set the central Z‐stack image for a 5 image Z‐stack with 0.5µm
intervals at each time point. Images were examined and out of focus images were
discarded. In‐focus images were returned at every time point producing clear images for
analysis and smooth, high quality time lapse movies.





cell  growth  and  division  in  fast  and  slow  growing  mycobacterial  species. M.  bovis  BCG  was 
grown and imaged in the same way as M. smegmatis (Section 2.25) except images were captured 





Time‐lapse  movies  and  image  sequences  have  previously  been  reported  for  E.  coli  and  C. 





glutamicum  studies  every  3mins  for  3.5hrs  reflecting  their  growth  rates.  Cell  growth  was 




3.2.  OF TIME­ APSE IMAGIN  USING FLUORESCENCE MICROSCOPY 
Due  to  the  relatively  inefficient  photon  capture  of  the  light  microscope  and  the  very  low 
quantity of  fluorescent protein/fluorophore  in biological samples, very powerful  light sources 
are required to generate enough excitation light intensity to produce a detectable emission. In 
confocal microscopes, the excitation light is produced by lasers, whereas widefield microscopes 
(such  as  the  Zeiss  Axiovert  200  inverted  microscope  used  here)  has  high‐energy  short  arc‐
discharge  lamps.  Light  from  the  xenon  arc  lamp  focused  with  the  Zeiss  Axiovert  200  is  of 
sufficient  intensity to cause photodamage upon prolonged exposure of  live biological samples, 
including bacterial cells. A further cytotoxic effect of fluorescence microscopy is the production 
of  reactive  oxygen  species  (ROS)  by  excited  fluorophores.  ROS  readily  react  with  proteins, 
nucleic acid and lipids creating oxidative damage that can lead to cell cycle arrest or cell death 
(77).    A  compromise must  therefore  be  found, when  performing  fluorescence microscopy  on 





Figure 3.9. Live cell video microscopy of slow growing mycobacteria.
The optimised brightfield live cell imaging method was applied to study the slow
growing mycobacteria, M. bovis BCG. Two representative fields of view are displayed,
imaged every hour over 68hrs (A and B). Cell growth and division were both observed.
(Accompanying movie (M2 Supplementary Figures))
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Scale bar = 5µm
Figure 3.10. Live cell video microscopy of rod shaped bacteria.
The optimised brightfield live cell imaging method was applied to study the rod
shaped bacteria E. coli and C. glutamicum, for which time‐lapse image sequence are
available in the literature. Cell growth and division was observed and was similar to
that published for each species, validating the approach.
(Accompanying movies (M3, M4 Supplementary Figures))
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To optimise  light exposure  for M. smegmatis  live‐cell  imaging, a new software module  for  the 
Simple  PCI  software  and  12‐well  glass‐bottom  plates  were  utilised.  The  software  module, 
Experiment Planner, allows different capture settings and capture intervals to be used at each 
ROI,  so  many  light  exposure  parameters  can  be  tested  in  one  experiment.  It  was  unknown 
whether mycobacteria would better tolerate short bursts of exposure to intense light or longer 
exposure to less intense light. Initially, we tested the tolerance of M. smegmatis to short bursts of 





the  smaller well  size). Within  each well,  three ROIs  containing densely  distributed  cells were 









minutes  over  14hrs.  This  suggested  that  high  quality  fluorescence  image  capture  may  be 
possible with live cells.  
3.2.2 Optimisation of fluorescence live‐cell imaging of FM 5‐95 stained M. 
e ism gmatis cells with short exposures to h gh intensity light   
To  optimise  fluorescence  time‐lapse  imaging  for  M.  smegmatis,  a  fluorescent  lipophilic 
membrane  dye  (FM  5‐95)  which  can  be  excited  using  the  same  excitation  wavelength  as 





Figure 3.11. Optimisation of high intensity light exposure toM. smegmatis.
ROIs containing M. smegmatis cells were exposed to 240msecs of 560nm or 488nm
maximum intensity excitation light every 3 (Panel B), 6 (Panel C), 9 (Panel D), 12 (Panel
E), or 15mins (Panel F). Control ROIs were only exposed to brightfield light (A). Cell
growth was observed under all conditions tested, suggesting a 240msec exposure of
maximum intensity excitation light every 3mins is well tolerated byM. smegmatis.
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stain  newly  produced  cells.  A  glass‐bottom‐dish  was  set  up  as  described  in  the  Section  2.25 
except the top agar was supplemented with FM 5‐95 at a final concentration of 2µg/ml.The dish 
was incubated at 37°C overnight and then examined for evidence of cell growth and for specific 
staining  of  the  cells with  FM  5‐95.  The  presence  of microcolonies with  almost  100%  of  cells 
stained  (Figure  3.12)  was  observed  suggesting  that  FM  5‐95  does  not  inhibit  growth  of M. 
smegmatis  and  can  stain  newly  produced  daughter  cells.  The  experiment  was  therefore 
repeated  using  the  63x  oil  immersion  objective  and  images  captured  every  3mins  with  a 
240msec  exposure  (based  on  the  results  obtained  in  Section  3.2.1)  for  12hrs.  Six  ROIs were 
selected  and  imaged using  autofocus only  (i.e.  no Z‐stacks)  to  reduce  exposure  to  the 560nm 
light,  but  no  cell  growth  was  observed  in  any  ROI.  The  discrepancy  between  growth  in  the 
experiment in Section 3.2.1 and no growth in this experiment, even though the exposure times 
to  the  560nm  light  were  identical,  may  have  been  due  to  Reactive  Oxygen  Species  (ROS) 
produced by excitation of the FM 5‐95 dye. Three further repeats were carried out, reducing the 
exposure  time  and  the  frequency  of  image  capture  until  cell  growth  was  observed.  At  an 
exposure  time  of  40msec  every  15mins  cell  growth was  observed,  although  the  growth was 
slower  than  that  observed  in  experiments  where  only  bright  field  images  were  captured. 





capture  of  fluorescent  images  (Figure  3.13).  However,  the  short  exposure  time  compromised 
image  quality  and  reduced  cell  growth;  this  is  clearly  sub‐optimal.  Further  reductions  in 
exposure time may permit cell growth, but will further compromise image quality.  Such images 
may  be  useful  for  localising  highly  expressed  fluorescent  fusion  proteins,  especially  if  they 
displayed discrete localisation. Images captured in this way would be unlikely to resolve more 
subtle localisation patterns, such as the helices observed for the S. coelicolor ParA protein (86). 
It  was  therefore  decided  that  an  alternative  approach  with  longer  exposure  times  and  less 
intense  light  should  be  investigated  to  establish  if  this  is  better  tolerated  by M.  smegmatis 
permitting  higher  quality  images  to  be  obtained without  affecting  growth  rate. M.  smegmatis 
was grown to mid‐log phase and seeded into 6 wells of a glass bottomed, black walled 96‐well 






Figure 3.12. Uptake of FM 5­95 byM. smegmatis from 7H9 top agar.
All of the cells imaged after an overnight incubation at 37°C under 7H9 top agar
supplemented with 2µg/ml FM 5‐95 were stained. A) Phase contrast Image, B) Image
captured using the TRITC filter, C) Merged image of images A and B.
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Scale bar = 10µm
Figure 3.13. Fluorescence time­lapse imaging of M. smegmatis cells stained
with FM 5­95 using full lamp intensity and a 40msec exposure every 15mins.
The longest exposure time to high intensity 560nm excitation light that was
observed to permit cell growth was 40msecs every 15mins. During 18hrs incubation
at 37°C, cell growth and division could be observed (Panels A‐D) although at a
reduced rate (appreciably less growth and division occurred in 14hrs when
compared to brightfield time‐lapse imaging (Figure 8)). Due to the required short
exposure times, the images have a low signal‐to‐noise ratio which reduced image
quality and resolution..
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The  excitation  light  intensity  from  the  xenon  arc  lamp was  reduced  to  two  lower  settings  by 
closing  the  iris  dial  of  the  lamp  housing  to  25%  and  50%.  A  phase  contrast  and  fluorescent 





5secs  respectively with  the  camera  sensitivity  set  to 175. The  experiment was  run  for 15hrs, 
after which the wells were examined for signs of growth. M. smegmatis growth was observed in 
every well,  suggesting  the cells can  tolerate  longer exposures of  lower  intensity  light  (at  least 
5sec).  However,  none  of  the  images  captured  were  of  good  quality,  at  1sec  exposure  the 
fluorescent  signal  was  too  low  but  at  5sec  exposure  the  images  were  over  exposed  (Figure 
3.14). This suggested that an exposure time between 1 and 5secs with the camera sensitivity set 
to 175 may produce clear images.  
Images were  captured  of  FM  5‐95  stained  cells  varying  the  capture  settings,  such  as  camera 
sensitivity, processing settings (e.g. frame integration and rolling average to reduce noise) and 
exposure  time  between  1  and  5secs.  However,  clear  images  could  not  be  obtained  at  25% 
intensity due to poor signal‐to‐noise ratios.  
The experiment was then repeated with light intensity at 50%. A phase contrast and fluorescent 
image was  captured  following  autofocus  using  brightfield  imaging  of  each well  every  15mins 
and the exposure times of each well were varied. The  first well acted as a positive control  for 




250msecs  were  of  reasonable  quality  (Figure  3.15  and  M5  (Supplementary  Figures)), 
























Figure 3.15. Fluorescence time­lapse imaging of M. smegmatis stained with
FM 5­95 using 50% lamp intensity and a 250msec exposure.
M. smegmatis cells grew at an unaffected growth rate and images with high signal‐
to‐noise ratio were captured (Panels A‐D) when the intensity of the excitation
lamp was reduced to 50% of its maximum and the exposure time was 250msecs
every 15mins.




M.  smegmatis  using  both  brightfield  and  fluorescence  microscopy.  During  optimisation  of 
brightfield  time‐lapse  imaging,  the  greatest  challenge  encountered  was  to  ensure  in‐focus 
images were captured for each time point over the entire experiment, a problem caused by cell 
movement  in  the Z‐plane and  long experiment  times due to  the slow growth of mycobacteria. 
This  challenge was  overcome  by  using  the  autofocus  function  of  the microscopy  software  to 
select  a  Z‐plane  and  then  capturing  a  stack  of  images  around  that  plane.  The  method  was 
successfully  applied  to  the  slow  growing  mycobacteria M.  bovis  BCG  and  other  rod‐shaped 
bacteria.   
The major problem during optimisation of  fluorescence  time‐lapse microscopy was  striking  a 
balance  between  capturing  high  quality  images  and  preventing  cell  death/damage  caused  by 
exposure  to  the  high  intensity  excitation  light.  It  was  observed  that M.  smegmatis  tolerated 
longer  exposure  to  lower  intensity  light better  than  short  exposures  to higher  intensity  light; 
50% light intensity with a 250msec exposure every 15mins was sufficient to capture acceptable 
  rfluorescent images with FM 5‐95 stained cells, without affecting growth  ate.  
This  work  provided  a  good  starting  point  for  further  optimisation  of  fluorescent  live‐cell 
imaging with other fluorophores in M. smegmatis and has proved that this approach is viable for 
studying  the  dynamics  of  protein  localisation  in  M.  smegmatis.  Live‐cell  imaging  using 















Cell  growth  and  division  are  fundamental  processes  to  all  life  and  the way  in which  bacteria 
grow and divide  contributes  to  the morphological  diversity  of  bacterial  cells  observed  across 
the  prokaryote  kingdom.  Investigations  into  cell  growth  and division  in  bacteria  have  largely 
concentrated on a  few model organisms,  such as B.  subtilis  and E. coli.  These  two rod‐shaped 




two  nucleoid  occlusion  proteins  described  in  E.  coli  and  B.  subtilis  share  little  sequence 
homology  (10,  221)  so  the  prevalence  of  the  mechanism  cannot  be  inferred  by  standard 
bioinformatic tools.   
Bacterial cell shape is determined and maintained by the rigidity of the PG cell wall, (108, 206, 
207)  the  growth  of  which  is  controlled  by  proteins  that  direct  PG  synthesis  to  specific  sites 
within  the  cell  (196).  The  actin  homologue  MreB,  which  is  absent  from  mycobacteria  and 
corynebacteria  but  widespread  amongst  other  rod  shaped  bacteria  (91),  is  thought  to 






 In  contrast  to E. coli  and B.  subtilis,  rod‐shaped actinomycetes,  such as  the mycobacteria  and 
corynebacteria,  appear  to  elongate  from  the  tips  of  cells  by  incorporating  nascent  PG  at  the 







of PG synthesis (62). PBP1a of C. glutamicum has been shown to  localise  to  the cell poles and 
septa (197), consistent with its predicted dual role of polymerising lipid II by transglycosylation 
and  simultaneously  attaching  the  growing  glycan  strand  to  monomeric  peptides  present  in 
other  nascent  glycan  strands  by  transpeptidation  (15),  providing  further  evidence  for  tip 
growth in actinomycetes. Cell elongation by apical PG synthesis may create problems for the cell 
in  terms  of  maintaining  symmetrical  growth,  since  elongation  from  opposing  poles  is  not 
inextricably linked.   
 Polymerisation of the bacterial tubulin homologue FtsZ into a ring on the inner surface of the 
cell membrane  represents  the  first  stage  in  cell division,  acting as a  scaffold  for  the  septation 
machinery  to bind. FtsZ polymerisation,  and  therefore,  cell division  in E. coli  and B.  subtilis  is 
regulated by two systems, nucleoid occlusion and the Min system. Nucleoid occlusion consists of 




the  septum  from  forming  in  this  region  until  the  chromosome  is  segregated  to  the  poles. 
Conversely, the Min system prevents the septum forming at the cell poles by localising the FtsZ 
polymerisation  inhibitor, MinC  to  the poles  (122). The combination of nucleoid occlusion and 
the Min system ensures  that  the Z‐ring can only  form at mid‐cell when  the cell has reached a 
characteristic  length  at  which  two  nucleoids,  segregated  to  the  poles,  leave  a  nucleoid  free 
region  at mid‐cell,  resulting  in  symmetrical  division  at  a  characteristic  cell  length  (195). Min 






rod‐shaped  bacteria  that  encode  MreB,  a  Min  system  and  nucleoid  occlusion  proteins?  The 









observe  several  rounds  of  cell  division.  We  used  the  fast  growing  (M.  smegmatis)  and  slow 
growing  (M.  bovis  BCG)  as  representatives  of  the  mycobacteria,  C.  glutamicum  as  a 
representative of a non‐mycobacterial actinomycete and E. coli as a control for rod‐shaped cells 
 is well unders  in which the cell growth and division process tood.
Notable  features  of  growth  and  division  of C. glutamicum  and E.  coli  in  the  time‐lapse  image 
sequences  and movies were  that  the  daughter  cells  produced were  all  of  similar  size  to  each 
other (half of the mother cell), division occurred at a characteristic cell length and each division 






and M9  (Supplementary  Figures))  highlight  key  differences  in  cell  growth  and  division when 
compared to E. coli and C. glutamicum. Firstly, the gross morphology of growing mycobacterial 
cultures  was  more  comparable  to  mycelia  produced  by  a  branching  actinomycete  such  as 
Nocardia coralline  (73)  than  to E. coli  or C. glutamicum; mycobacterial  cells  extended as  long, 
non‐branching  (11‐14µm)  filaments  out  from  the  microcolony  (Figure  4.2).  Further  unusual 
features observed in time‐lapse image sequences of mycobacteria included asymmetric growth 
and  division  (Figure  4.3).  Asymmetric  growth  in  mycobacteria,  postulated  due  to  the 
observation  of  ‘division  ridges’  not  located  equidistantly  from  the  cell  poles  in  electron 
micrographs  of  M.  tuberculosis  (30),  was  confirmed  in  time‐lapse  images  of  M.  smegmatis 
growth  (Figure  4.3C).  The  newly  formed  poles  extended  little  in  the  2hrs  following  division, 
whereas the opposing pole that did not take part in septation elongated appreciably during this 
time  (Figure  4.3B &  C).  Asymmetric  division  is  also  clearly  observed  in  panels D,  E  and G  of 
Figure  4.3  where  smaller  daughter  cells  break  off  from  an  elongated  cell  and  resemble  the 
images  of M.  tuberculosis  undergoing  division  captured  by  electron  microscopy  (30).  These 




C. glutamicum (A) and E. coli (B) cells show similarities in their growth and cell
division characteristics. Both species appear to divide at a characteristic length (Black
arrows) and divide symmetrically (white arrows). A difference between the division
events is post division snapping in C. glutamicum (A) where the cell form a ‘V’ shape
upon division (white arrows). This is absent in E. coli (B) (white arrows).






Figure 4.2. LongM. smegmatis filaments protrude frommicrocolonies
During growth within a microcolony, long filaments could be observed extending out
into the surrounding media over 12.5hrs of growth (White arrows). The filaments are
much greater than the average cell length observed in broth culture and were not
observed for E. coli or C. glutamicum.







Figure 4.3. Time lapse images showing asymmetric growth and division in M.
smegmatis .
Between 0 and 4.5hrs the bacillus elongates and divides symmetrically (Panel B,
arrowhead 1). For the next 2hrs there is continued growth at the poles of cells that
did not septate (arrowheads 2 and 3), but there is little growth at the poles involved
in division (Panel C, arrowhead 4). At 8hrs, the uppermost bacillus divides again but
in this case the division is asymmetric (arrowhead 5) and the lower bacillus snaps
(Panel D, arrowhead 6). Further asymmetric divisions (arrowheads 7 and 8) and
snapping division events (arrowhead 9) can be observed through panels E‐H.








divisions  were  followed  by  apical  growth  of  the  newly  formed  poles  past  each  other,  more 
reminiscent  of  E.  coli  growth  (Figure  4.1).  In  addition,  the  ‘snapping’  movements  were  less 
abrupt than observed for C. glutamicum and may be better described as ‘bending’ (Figures 4.1 & 




are  both  laboratory  selected  strains; M.  smegmatis  mc2155  has  been  specifically  selected  for 
high transformation efficiency and M. bovis BCG selected for avirulence. Although the nature of 
the mutation in M. smegmatis mc2155 conferring high transformation efficiency is not thought 
to  affect  the  cell  wall  (181),  we  imaged  an  M.  smegmatis  culture  collection  type  strain 











of  nascent  PG  synthesis  in C. glutamicum  and M.  smegmatis  (31,  188). We  reasoned  that  this 
method  could be used  to  substantiate  the observations of  asymmetric  growth and division of 




Figure 4.4. Asymmetric growth and division inM. bovis BCG.
Panel B shows M. bovis BCG dividing close to the centre of the cell (Arrowhead 1) at
25hrs the lower bacilli divides again but in an asymmetric manner producing two
daughter cells of appreciably different cell length (Panel C, arrowheads 2 and 3). The
larger of these two bacilli then grows asymmetrically over the next 14hrs, arrowhead 4
shows the quicker growing pole and arrowhead 5 shows the slower growing pole (Panel
D). Panels E and F show an example of snapping division in M. bovis BCG, arrowhead 6
shows the bacilli pre‐snapping and arrowhead 7 shows the cell in the snapped ‘V’ shape.














At time zero, there is an asymmetric cell division (Panel A, arrowhead 1). The smaller
of the two bacilli then elongates asymmetrically over the next 5hrs (Panels B and C).
Arrowheads 2 and 3 show the slow and fast growing poles respectively. A further
asymmetric cell division can be seen in panel F (arrowhead 4).








It  was  unclear  if  the  reported  6hr  incubation  (approximately  2‐3  times  the  generation  time) 





on  slides  for  examination.  The  proportion  of  cells  stained  increased  over  time  up  to  80mins, 
after which no further increase was observed (Data not shown). 
It was also noted that a large proportion of cells in these experiments did not stain at all and the 
intensity  of  the  staining  was  low,  producing  images  with  low  signal‐to‐noise  ratios.  We 
hypothesised  that  the  7H9  growth  media  used  for  the  cultivation  of M.  smegmatis  which  is 
supplemented with  OADC may  interfere with  staining  due  to  the  presence  of  albumin which 
may non‐specifically bind vancomycin. To  test  this, M.  smegmatis was grown  in Hartman’s de 










patterns  highlighted  some  interesting  differences  between  these  two  species.  C.  glutamicum 
displayed  either  2‐spots  of  VanBODIPY  staining  (comprising  two  polar  spots),  or  3‐spots  of 
staining (two polar spots plus one septal spot); these patterns were equally represented in the 
population  at  52%  and  48%,  respectively  (Figure  4.6B/C).  The mycobacterial  cells  displayed 
additional  patterns  of  staining,  with  either  no  spots,  one  spot  of  VanBODIPY  or  multiple 
spots/diffuse  staining  over  the  whole  cell  (Figure  4.6A/C).  Cells  displaying  a  single  polar 
VanBODIPY spot  suggest  that PG can be synthesised at  just one pole,  implying  that  the cell  is 
growing asymmetrically. The presence of cells that stained at both poles, but with appreciably 
different intensities also implies asymmetric apical growth, a feature not previously observed in 
rod‐shaped  cells  and more  usually  associated with  filamentous  bacteria  such  as  S.  coelicolor. 









3‐spot  pattern  were  measured  (Figure  4.8A).  Mycobacterial  cells  were  significantly  more 
variable  in  length  than C. glutamicum  (p<0.01 Wilcoxon signed‐rank  test). C. glutamicum with 
three spots displayed a very tight distribution of cell length with a standard deviation of 0.34µm 
around  the  average  cell  length of 3.46µm.  In  contrast,  laboratory adapted mycobacterial  cells 
displayed greater standard deviation around their respective mean cell lengths but were similar 
to each other. M. smegmatis mc2 155 cells with 3‐spots had mean cell length of 4.8µm, (standard 
deviation  of  1.37µm)  and M.  bovis  BCG  with  3‐spots  had  mean  length  of  4.32µm,  (standard 
deviation of 1.1µm).  Interestingly,  the  type collection strain M. smegmatis NC08519 displayed 
even greater variability and a  larger average cell  size with a mean  length of 5.67µm standard 
deviation  of  1.58µm).  The  relative  position  of  the  septal  spot  was  also  investigated  by 




within  the  central  20  percentile  (Figure  4.8B).  However,  the  majority  of  C.  glutamicum  cells 
display a septal spot within the central 10 percentile and >95% within the central 20 percentile 






before  proceeding with microscopy  experiments,  the MIC was  checked  for  the M.  smegmatis 
mc2155 strain used  in our  studies. The MIC of vancomycin against M.  smegmatis mc2155 was 





Vancomycin staining of M. smegmatis mc2 155, M. smegmatis NC08159 and M. bovis BCG
showed 3 major populations, those that stained at just one pole, those that stained at both
poles , and those that stained at both poles with a further septal spot within the cell. Other
cells did not stain at all or were too heavily stained to resolve distinct spots (Panel A
shows an example of M. smegmatis mc2). The most commonly observed spot pattern in
mycobacteria was 2 polar spots (C) In contrast, C. glutamicum only showed 2 major
populations (B), those that stained at both poles and those that stained at the poles and a







Figure 4.7. Comparison of 3­VanBODIPY­spot M. smegmatis and C. glutamicum
cells.
M. smegmatis cells that displayed two polar and one septal spot upon VanBODIPY
staining (A) were of more variable length than C. glutamicum cells displaying the same
staining pattern (B). The septal spot in M. smegmatis cells appeared to be less
stringently positioned at mid‐cell (A) than the septal spot of C. glutamicum which
appeared to be accurately located to mid‐cell. (images are representative of ‘3‐spot’

































Data represents measurements from three separate experiments, total cell number
counted for each strain was 148.
A. There is significantly more cell length variability in mycobacterial populations with
three VanBODIPY foci compared to C. glutamicum (p < 0.01 Wilcoxon signed‐rank
test).
B. The majority of C. glutamicum cells form a septum within 10% of the total cell length
of mid‐cell (>95%). The majority of mycobacteria also form a septum within 10% of
mid‐cell (approximately 72%) but the stringency appears less as approximately
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(A) Vancomycin was added to mid‐log phase M. smegmatis mc2 155 broth cultures at
0µg/ml (Ctrl), 1µg/ml, 2µg/ml and 5µg/ml. In the first two hours there is a
reduction in growth rate at all concentrations which is followed by a drop in
optical density readings, suggesting cell lysis.
(B) Vancomycin was added to mid‐log phase M. smegmatis mc2 155 broth cultures at
0µg/ml (Ctrl), 100ng/ml, 200ng/ml and 500ng/ml. At 100ng/ml and 200ng/ml
vancomycin there is no effect on M. smegmatis growth. However, at 500ng/ml the
rate of growth is dramatically reduced and there is appreciably more variability
between experiments.
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and  aliquoted  into  four  separate  flasks  to  give  final  concentrations  of  0µg/ml  (Ctrl),  1µg/ml, 
2µg/ml  or  5µg/ml  vancomycin.  Optical  density  readings  were  taken  at  approximately  2hr 
intervals to monitor cell growth (Figure 4.9A). All the concentrations tested had an immediate 
effect on cell growth, where growth rate was reduced over the first 2hrs. Following the  initial 
reduction  in  cell  growth  rate,  the  optical  density  readings  began  to  fall  in  a  dose  dependent 
manner suggesting the cells were dying due to the presence of vancomycin. The experiment was 
repeated  with  ten‐fold  lower  vancomycin  concentrations:  0ng/ml,  100ng/ml,  200ng/ml  and 
500ng/ml  to  determine  the  highest  concentration  of  vancomycin  that  has  no  effect  on  M. 
smegmatis growth (Figure 9B). The highest vancomycin concentration that had no appreciable 
effect on M. smegmatis growth was 200ng/ml, ten‐fold lower than the concentration previously 














appropriate  fluorescent  probe  (Table  4.1).  The  concentrations  chosen  were  based  on  the 




taining solution Probe Concentration
1 None N/A
2 Vancomycin and VanBODIPY 1ug/ml each
3 VanBODIPY 1ug/ml 
4 Ramo4-FL 2µg/ml




























In a  further attempt  to visualise  the septum during  live cell  time  lapse  imaging, a selection of 
lipophilic  tracers  were  tested  in M.  smegmatis.  Lipophilic  tracers  are  commercially  available 
fluorescent dyes that stain membranes allowing the outline of cells to be visualised. They also 
stain  the membrane at  the growing division septa and are non‐toxic offering potential  for  the 
study of division site placement in mycobacteria. A selection of lipophilic tracer dyes was tested 
for  their  ability  to  stain  the M.  smegmatis membrane  and  localise  the division  septum.    Eight 
long‐chain  carbocyanines with  varying  hydrophobicity  and  spectral  characteristics  (DilC18(3), 









Mid‐log phase M. smegmatis cells were stained with fluorescent vancomycin and
ramoplanin derivatives. The only probe that stained the cells satisfactorily was the
unlabelled vancomycin and VanBODIPY mixture (both 1µg/ml), where the
characteristic polar staining was observed (B). Ramo4‐FL did not stain M. smegmatis
cells satisfactorily (D, E). At the lower concentration of 2µg/ml, no staining was
observed (D) and at the higher concentration of 20µg/ml the majority of cells did not
stain or showed weak polar staining or diffuse staining over the cell (E). When
VanBODIPY was used as a probe without unlabelled vancomycin, a similar pattern to
Ramo4‐FL staining was observed (C, E) suggesting unlabeled ramoplanin may be

















Mid‐log phase B. subtilis cells were stained with fluorescent vancomycin and
ramoplanin derivatives. The vancomycin probes (B,C) primarily displayed septal
staining (white asterisks) with weak staining at old division sites (black arrows)
although there was evidence of a helical pattern along the sidewalls when VanBODIPY
was used in isolation (white arrows). Ramo4‐FL staining of B. subtilis resulted in a
similar pattern for both concentrations (D, E), where staining was observed at septa
(white asterisks) and weaker staining at the old division sites (black arrows) but a
more prominent helical staining pattern was observed along the length of the cells
(white arrows) than observed for vancomycin staining.
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have low background staining, to stain the septa and the cell membrane and to be compatible 
for  multicolour  imaging  with  mCherry  and  VanBODIPY.  None  of  the  dyes  tested  were 
considered suitable for further use due to high background possibly caused by labelling of free 
lipids released from the outer layer of the cell wall, diffuse staining where no membrane trace 









M.  tuberculosis  PBP1a  protein  expressed  in M.  smegmatis,  the  PBP1a‐mCherry  fusion  protein 
ay be a usefum l fluorescent marker for sites of nascent PG synthesis. 









VanBODIPY  at  a  final  concentration  of  2µg/ml was  added  to  the  cell  suspension  for  the  final 
90min of the 3.5hr induction (Figure 4.13D & C). Cells not induced with tetracycline but stained 
with  VanBODIPY  (Figure  4.13A),  and  cells  induced  with  tetracycline  but  not  stained  with 
VanBODIPY  (Figure  4.13B)  were  included  as  controls.  No  co‐localisation  of  VanBODIPY  and 
PBP1a‐mCherry was  observed.  Expression  of  PBP1a‐mCherry  appears  to  disrupt  the  staining 
pattern of VanBODIPY, leading to a weak, diffuse green fluorescent signal across the cell rather 







Figure 4.12. Polar and septal localisation of PBP1a­mcherry.
Expression of PBP1a‐mCherry in M. smegmatis mc2 155 was induced by incubating cells
with 20ng/ml Tc for 3.5hrs. PBP1a‐mCherry localisation displayed 3 major populations,
those that stained at just one pole (A), those that stained at both poles (B), and those
that stained at both poles with a further septal spot within the cell (C). Cells containing
3 spots were of variable length and the septal spot was not always accurately positioned
at mid‐cell (C). Cells with 1 polar spot made up approximately 12% of the population,
cells with 2 polar spots made up approximately 58% of the population and 3 spot cells
























Uninduced M. smegmatis pMEND‐PBP1a‐mCherry stained with VanBODIPY (A)
display the characteristic polar and septal staining of nascent peptidoglycan (Green
spots) and very low background expression of PBP1a‐mCherry. Induction of
PBP1a‐mCherry with 20ng/ml Tc for 3.5hrs (B) results in strong expression of
PBP1a‐mCherry which localises in a septal and polar pattern, similar to VanBODIPY
staining. Expression of PBP1a‐mCherry disrupts the majority of VanBODIPY


















seeded  into  a  glass‐bottom‐dish  as  described  in  Section  2.25  except  Tc was  added  to  the  top 
agar  to a  final concentration of 20ng/ml. The cells were  imaged using a widefield microscope 
housed in an incubation chamber set to 37°C. Images were captured every 10mins for 7hrs. The 
resulting  movies  and  image  sequences  provided  more  information  than  brightfield  images 
alone,  where  the  slender  nature  of  M.  smegmatis  made  it  difficult  to  observe  the  cell  wall 
invaginating upon division  (Figure 4.3). PBP1a‐mCherry  localised  to division  sites on average 






spot within  the cell  relative  to  the poles. Similar  to  the data displayed  in Figure 4.8,  the septa 
always  position  towards  mid‐cell  with  the  majority  localising  in  the  central  20  percentile 
(Figure 4.16 (M11 Supplementary Figures)). However, analysing the position of PBP1a‐mCherry 
septal spots removed the extreme examples of asymmetric division observed with VanBODIPY 
staining  (Figure  4.8).  These  ‘extreme’  examples  of  asymmetric  division  in  the  VanBODIPY 
images likely represent snap‐shots similar to the PBP1a‐mCherry patches prior to condensation 
into a stable septal spots rather than spots that will go on to form septa. We also investigated if a 



























Figure 4.14. Effect of PBP1a­mCherry expression on M. smegmatis Mc2 155
growth.
M. smegmatis Mc2 155 pMEND‐PBP1a‐mCherry was grown to an OD600nm of 0.5. The
culture was split into two separate flasks and TC was added to one to a final
concentration of 20ng/ml to induce PBP1a‐mCherry expression. Optical density
readings were taken over the next 12hrs to assess the effect of PBP1a‐mCherry
expression on M. smegmatis growth. PBP1a‐mCherry expression appears to have no
effect on the growth ofM. smegmatis. Data shown represents 3 biological replicates.
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Figure 4.15. PBP1a­mCherry localises to the future division sites.  
Images were captured of M. smegmatis cells expressing PBP1a‐mCherry every 10mins.
PBP1a‐mCherry condensed into a septal spot (White asterisks) localised to
approximately mid‐cell after diffuse patches of PBP1a‐mCherry were observed at variable
locations between the poles (A & B, White arrows and accompanying movies in electronic
appendix). Cell invagination or separation was not evident in the bright field images until
160mins after the condensation of the septal spot (n=10) (Green asterisks)
















Images were captured of M. smegmatis cells expressing PBP1a‐mCherry every 10mins.
Septal spots could be observed to form toward the middle of the cells in 2‐spot cells to
form 3‐spot cells which then went on to divide (A & B). The septal spot often began as a
diffuse patch mid‐cell before condensing into a spot (A & B white arrows). The cell was
measured upon the condensation of the septal spot and the distance from the spot to
the poles was measured to determine the accuracy with which mid‐cell is selected. The
septal spot tends towards mid‐cell in the majority of cells measured, locating within the
central quintile (C). Extreme examples of asymmetric division suggested from
Vancomycin staining were not observed. (n=24)




















Images were captured of M. smegmatis cells expressing PBP1a‐mCherry every 10mins.
Septal spots were observed in cells of varying length (A,B & C). Panel A shows a cell in
which the septal spot forms at a cell length of 9. 3µm and panel B a spot in a cell of
4.9µm. The lengths of 24 cells in which the septal spot formed de novo were measured
and plotted as a histogram (C).










Images were captured of M. smegmatis cells expressing PBP1a‐mCherry every
15mins (A) or every 10mins (B). Cell could be observed that either displayed a
single polar spot (A) or two polar spots of differing intensity (B). Some of these
cells grew asymmetrically, with intensely stained tip growing at a faster rate than
the unstained tip (A). Other cells with a similar pattern appeared to grow at












into  a  characteristic  V‐shape  upon  division  has  been  postulated  from  scanning  electron 
micrograph studies (30). In this chapter, light microscopy techniques were used to investigate 
asymmetry  of  growth  and  division  in  mycobacteria  and  provide  more  information  on  the 
dynamics of the process.  
Initially, we  took time‐lapse  images of a slow (M. bovis BCG) and  fast growing (M. smegmatis) 
mycobacteria, another tip growing actinomycete, C. glutamicum, and E. coli as reference species 
to compare their growth characteristics. The presence of ‘V‐shaped’ cells in static micrographs 
of  various  actinomycetes  including  mycobacteria,  corynebacteria  and  arthrobacter  (30,  100, 
116)  has  lead  to  the  hypothesis  that  these  cells  snap  from  a  straight  rod  to  a  V‐shape  upon 
division and has been termed ‘snapping division’. The generally accepted mechanistic model to 
explain  snapping  division was  first  proposed  by  Krulwich  and  Pate  (100),  and  attributes  the 
phenomenon  to  the  presence  of  an  outer  cell  wall  layer  that  does  not  actively  participate  in 
septation.  Once  the  septum  is  completed,  the  newly  formed  poles  begin  to  elongate  putting 
pressure  on  the  inert  outer  layer  until  it  finally  ruptures.  Snapping  division  is  thought  to  be 
caused by uneven growth at these new poles, applying unequal pressure to the outer cell wall 
layer and causing one side to rupture first. Live‐cell imaging allowed us to study the dynamics of 
this  process  and  investigate  if  the  phenomenon  looks  similar  in  corynebacteria  and 
mycobacteria. Our data suggested that snapping division is a consistent feature in C. glutamicum 














a  wide  range  of  cell  lengths  in  mycobacteria,  again  in  contrast  to  C.  glutamicum  and  E.  coli. 
Although  the  time‐lapse  imaging  data  was  compelling,  it  was  not  definitive  due  to  some 
important limitations. Cells can grow in the Z‐plane, which can cause the mycobacterial cell tip 
to  move  out  of  focus  making  the  exact  length  of  the  cell  at  the  time  of  division  difficult  to 
measure. This could create the illusion of asymmetric growth because part of the cell is simply 
out of  focus and  therefore not  visible. The use of microlithography has been used  to produce 
microfluidic  chambers  that  have  a  depth  of  just  0.5µm  (approximately  the  diameter  of  a 
mycobacterial  cell),  restricting  movement  in  the  Z‐plane  (129).  This  is  an  ideal  solution  to 
prevent cells growing out of  the  focal plane and on top of one another making  image analysis 
less subjective.  
To support the qualitative evidence for asymmetric cell growth and division at a range of sizes 





remaining  cells  either displayed 1 polar  spot,  2  polar  spots  and  a  septal  spot,  no  spots  or no 
discernable  pattern.  The  observation  that  approximately  10‐15%  of  the  mycobacterial 
population  only  stained  at  one  pole,  and  that  many  of  the  2‐spot  cells  displayed  differential 
staining  could  be  indicative  of  asymmetric  division.  Although  uneven  staining  of  the 
mycobacterial poles could be an artefact of the staining procedure, possibly due to differential 
permeability at opposing poles,  these results when taken with  the  time‐lapse  images strongly 
suggest asymmetric growth occurs in fast and slow growing mycobacteria, but is absent from C. 
glutamicum.  Importantly,  this  finding suggested that asymmetric growth is not a  feature of all 
bacteria that grow by tip extension.  
By analysing VanBODIPY stained cells displaying a 3‐spot pattern (assumed to be in the process 
of  division),  we  were  able  to  generate  quantitative  data  on  the  relative  positioning  of  the 
division  septum  and  the  length  of  the  cell  at  which  the  septum  forms  in  mycobacteria  and 
corynebacteria. C. glutamicum cells containing a septal spot displayed a very tight distribution 




the  central  10  percentile  of  the  cell,  and  all  but  3  outliers  formed  within  the  central  20 
percentile  of  the  cell.  The  mycobacterial  septa  also  localised  towards  mid‐cell  but  with  the 
majority  in  the  central  20  percentile.  They  were  also  positioned  less  stringently  with 
considerable numbers outside the central 20 percentile. The analysis of the VanBODIPY stained 
cells  also  supported  evidence  from  the  phase  contrast  time‐lapse  images  suggesting 
mycobacteria divide  independently of  cell  length and do not always divide accurately at mid‐
cell.  However,  there  are  limitations  of  this  method  which  may  skew  the  results.  Firstly, 
VanBODIPY is an antibiotic derivative and is added to the cell culture medium with unlabelled 






In  an  attempt  to  overcome  these  limitations,  live‐cell  imaging  and  VanBODIPY  staining were 
combined.    However, we  found  that  at  the  concentrations  of  vancomycin  that  did  not  inhibit 
growth, no staining was observed. Our standard method  for  labelling with VanBODIPY uses a 
total vancomycin concentration of 2µg/ml comprised of  labelled and unlabelled antibiotic at a 
1:1  ratio.  At  this  concentration,  growth  of  mid‐log  phase  cells  was  immediately  arrested 
suggesting unsuitability of 2µg/ml VanBODIPY for live cell  imaging. The highest concentration 
tested  that  did  not  affect  M.  smegmatis  growth  was  200ng/ml  (10‐fold  lower),  at  which 
concentration there was no staining of the cells.  In a further attempt to visualise sites of nascent 
PG synthesis within live cell imaging experiments we tested Ramo4‐FL, a fluorescent derivative 
of  the  antibiotic  ramoplanin.  Ramoplanin  is  an  antimicrobial  that  interferes  with  cell  wall 
synthesis  through  the  binding  of  lipid  II  of  the  newly  synthesised  glycan  strand  which  also 
contains  the  terminal  D‐ala D‐ala moieties  bound  by  Vancomycin  (26).  Ramoplanin  has  been 
shown to be useful as a  fluorescent probe  in B. subtilis at  lower concentrations relative  to  the 
MIC  than  fluorescently  labelled  vancomycin  (189).  Ramoplanin  binds  lipid  II  as  a  dimer  (74) 
and it was shown that heterodimers of a labelled and unlabelled molecule are better probes for 
nascent PG synthesis than homodimers of labelled molecules in B. subtilis (189). Unfortunately, 
we  were  only  able  to  obtain  the  fluorescein  labelled  ramoplanin  derivative  (Ramo4‐FL)  (no 
unlabelled probe), but Ramo4‐FL was shown to be useful as a probe in B. subtilis in the absence 
of unlabelled antibiotic  so  it was  tested  for  its ability  to stain nascent PG  in M. smegmatis. No 
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staining  of M.  smegmatis  was  observed  at  the  lower  concentration  tested  of  2µg/ml  and  the 
staining  observed  at  the  higher  concentration  of  20µg/ml  resembled  that  of  VanBODIPY 
staining  in  the  absence  of  unlabelled  antibiotic,  diffuse  staining  over  the  whole  bacteria  and 
some weak  polar  staining.  Ramo4‐FL was  tested  in B.  subtilis  168  to  test  that  the  probe was 
functional. At both concentrations  tested  (2µg/ml and 20µg/ml)  the characteristic helical and 
septal  staining  was  observed  indicating  that  the  probe  is  functional.  Interestingly,  it  was 
reported  that  the helical pattern was only observed  in B. subtilis with a mixture of Ramo4‐FL 






to  be  studied  in  live  cells.    Through  collaboration  with  Matthias Wilmanns’  group  at  EMBL‐
Hamburg, M.  tuberculosis  Penicillin  Binding  Protein  1a  (PBP1a)  was  fused  to mCherry  so  its 
cytolocalisation  could  be  studied.  It  was  reasoned  that  PBP1a  was  a  good  choice  for  co‐






and  VanBODIPY  failed,  expression  of  PBP1a  appeared  to  abolish  the  staining  pattern  of 
VanBODIPY. This effect supports the hypothesise that they occupy similar sub‐cellular locations 
because  PBP1a  cleaves  the  terminal  D‐ala moiety  (the  VanBODIPY  binding  site)  from  the  PG 
recursor during transpeptidation, removing the VanBODIPY binding site (15).   p
 
Time‐lapse  imaging  of  the M.  smegmatis  cells  expressing  PBP1a‐mCherry  allowed  the  future 
division sites to be identified, so only spots that went on to become division sites were analysed. 










be  more  accurately  located  to  mid‐cell  than  with  VanBODIPY  staining,  almost  every  cell 
analysed formed the septal spot within the central quintile. Importantly, this suggests that the 
division  site  is  located  to  mid‐cell,  albeit  with  slightly  less  accuracy  than  observed  for  C. 




Cell  length  at which  the  septal  spot  formed was  also measured  and  still  showed  significantly 
more  variation  than  is  observed  with  C.  glutamicum.  However,  the  data  was  normally 
distributed  around 8µm. The  reason  for  the  discrepancy with  the VanBODIPY  stained  cells  is 
likely due to the mis‐identification of occasional spots and diffuse patches as septa which do not 




encoding  a Min  system.  It  has  been  suggested  that  the  filamentous  actinomycete S.  coelicolor 
which also lacks Min homologues controls the location of septum formation during sporulation, 
directly  or  indirectly,  using  the  putative  chromosome  partitioning  proteins  ParA  and  ParB, 
which  condense  and  spatially  organise  the multiple  nucleoids  (86).  Although  some work  has 
been carried out on  the ParA and ParB homologues  in mycobacteria which  suggests  a  role  in 
chromosome segregation (87),  their precise roles are yet to be elucidated. It may be that they 




but  this  was  not  always  true.  This  suggests  that  cell  growth may  not  be  determined  by  the 
quantity of PBP1a at the cell poles but is controlled by a PBP1a independent mechanism or is an 




due  to  its  role  in  PG  synthesis  it  is  a  relatively  late  recruit  to  the  division  septa.  The 
polymerisation of FtsZ monomers  into a ring at mid‐cell  is  the accepted  first stage of division 
and therefore FtsZ would be a tempting choice to label for determining accuracy for division site 
selection.   Although FtsZ  rings have been visualised  in mycobacteria,  its use  is  limited due  to 
filamentation  and  lethality  caused  by  ectopic  FtsZ  expression  (42).  However,  the  fact  that 
VanBODIPY and PBP1a localise consistently to the middle of C. glutamicum (197) argues against 





In  this  chapter we  investigated  some  fundamental  parameters  of  cell  growth  and  division  in 
mycobacteria and corynebacteria, both rod‐shaped bacteria that grow by tip extension and lack 
homologues associated with the control of cell division in other well characterised rod‐shaped 
bacteria.  We  used  phase  contrast  and  fluorescence  time‐lapse  microscopy  and  fluorescent 




growth was observed  for C. glutamicum.  Contrasts  between  corynebacteria  and mycobacteria 
also extended to the study of cell division. Although both C. glutamicum and mycobacteria divide 
at approximately mid‐cell, mycobacteria appear  to define  the site  less stringently.  In addition, 
we  analysed  dividing  cells  to  investigate  the  relationship  between  overall  cell  length  and 
initiation of cell division. For the first time, we have shown that the initiation of cell division is 
not  closely  linked  to  overall  cell  length  in  mycobacteria,  in  contrast  to  our  findings  for  C. 
glutamicum. Finally, our live cell imaging technique allowed the dynamics of ‘snapping division’ 
to  be  studied  for  the  first  time.  We  observed  snapping  division  in  mycobacteria  and 
corynebacteria  but  the  movement  in  mycobacteria  was  slow,  better  described  as  ‘bending’ 
rather than ‘snapping’ and did not always accompany cell division. In contrast, a true ‘snap’ was 
observed following division in corynebacteria and accompanied every division event observed.  
The data  in  this chapter offers  interesting  insights and raises questions about cell growth and 
division  in rod‐shaped bacteria  that grow by  tip extension. Firstly,  cell growth and division  is 
quite  different  in  two  related  bacteria  that  grow  in  this  fashion  and  lack  MIN  proteins. 
Corynebacteria cell growth and division  is  largely similar  to other well  characterised bacteria 
such  as  E.  coli,  where  growth  is  symmetric,  cell  length  is  an  important  cue  for  division  and 
division proceeds symmetrically. Mycobacteria however, can grow asymmetrically and divide at 
a wide variety of cell lengths. This suggests that mycobacteria have a novel mechanism for cell 
division  regulation,  independent  of  cell  length.  I  hypothesise  that  cell  division  cues might  be 














We  have  shown  that  there  is  no  characteristic  cell  length  at  which  mycobacteria  divides 
(Chapter 4) suggesting that cell length is a less important determinant of cell division initiation. 
It  was  hypothesised  in  Chapter  4  that  mycobacteria  control  cell  division  by  a  mechanism 
independent  of  cell  length  and  suggested  that  it may  be more  closely  linked  to  chromosome 
replication  and  segregation.  In  this  chapter  this  hypothesis will  be  examined by  investigating 
chromosome organisation and dynamics in M. smegmatis. 
Due  to  their  small  size  and  relative  simplicity  compared  to  eukaryotic  cells,  bacteria  were 
traditionally thought to rely on self‐organising systems and physical forces to organize the sub‐
cellular  environment.  Although  such  systems  may  contribute  to  sub‐cellular  organisation  of 
chromosomes (93, 94) technological advances of the last 20 years have changed the consensus 
view. The discovery of GFP  (and  subsequent development of  a  range of  fluorescent proteins) 
that  can be  fused  to proteins of  interest  (24, 175)  and advances  in  light microscopy  allowing 
sub‐cellular resolution imaging of live bacterial cells, have helped to uncover the reality that the 




In  keeping with  the modern  paradigm,  it  has  become  clear  that  the  bacterial  chromosome  is 
highly organised, consistently orientated and actively segregated prior to division (190). Most 
progress  towards  the  understanding  of  bacterial  chromosome  organisation  has  been  made 
using  a  Fluorescence  Repressor  Operator  System  (FROS),  first  used  in  B.  subtilis  (205)  and 
improved  upon  in E.  coli  (107)  and  Fluorescence  in  situ  Hybridisation  (FISH).  FISH  has  been 
used successfully in C. crescentus and E. coli to localise gene loci in fixed cells (7, 90, 202). The 
key  advantage  of  FISH  is  that  any  gene  locus  can  be  visualised  providing  the  region  can  be 





more  aggressive  than  for  other  bacteria  such  as  C.  crescentus  and  E.  coli,  and  as  such  may 
increase the chances of spurious staining patterns when analyzing the locations of specific loci 
(23, 27, 90, 124). A further disadvantage of the fixation and permeabilisation procedures is that 




inserted at a specific gene  locus. Subsequent expression of LacI  fused  to a  fluorescent protein 
allows visualization of the lacO array through the LacI‐lacO interaction.  FROS has proved useful 




ntial rotolerated in intergenic regions or within genes that are not esse  for g wth.  
The most extensively studied loci to be studied in this way are oriC and ter as they are first and 
last  to be  replicated and  lie opposite  each other on  the  circular bacterial  chromosome. These 
loci have been labelled with FROS in E. coli (107), B. subtilis (205)  , V. cholerae (52, 55)   and C. 




loci‐specific  labelling  has  been  performed,  nor  is  it  clear  if  they  are  restricted  to  one  or  two 
chromosomes  per  cell.  A  sporulating  filamentous  actinomycete,  S.  coelicolor  replicates  the 
chromosome many times and aligns them regularly along the filament prior to division between 
the  nucleoids  to  produce  many  haploid  spores  (99).  The  ability  of  actinomycetes  to  contain 
multiple  chromosomes,  the  observation  that  mycobacteria  are  more  variable  in  length  than 




to  give  a  detailed  picture  of  chromosome  organisation;  FROS  would  be  used  for  a  more 














smegmatis.  Mid‐log  phase  cells,  stained  with  DRAQ5  were  examined  using  a  widefield 
fluorescence microscope. An interesting observation from the images was that regardless of cell 
length, DNA occupied the majority of every cell (Figure 5.1A). A cell as small as 2µm in length 
(Figure  5.1Ai)  appears  sufficient  to  contain  a  complete  chromosome,  requiring  the  7Mbp 
chromosome of M. smegmatis  to be compacted more than 1000‐fold (based on each base pair 
having a length of 0.33nm). However, the majority of a cell 8.5µm long is also occupied by DNA 
and  it  is  unclear  how  many  chromosomes  are  present.  It  could  conceivably  contain  four 
complete chromosomes or fewer that are  less compact. However, the resolution of the images 























Mid‐log phase M. smegmatis cells were stained with DRAQ5 at a final concentration of
40µM in Hartman’s de Bont minimal media. A striking feature of the staining was that
regardless of cell length, the majority of the cell is occupied by DNA, with the cell poles
often free of DNA (A). AnM. smegmatis chromosome can be contained in a cell of 2µm in
length and fills the cell (Ai) but the majority of a cell of 8.5µm in length is also occupied
by DNA. Upon division, a region of DNA clearing could be observed at the division site
(B) (white arrows). The DNA in the daughter cells always occupies the majority of the
cell, even in daughter cells of differing lengths (B).
i ii iii iv
133
An M.  smegmatis  strain  expressing  GFP  from  the  extrasomal  pGFP22‐4  plasmid  was  kindly 
provided  by  Leiria  Salazar  allowing  direct  repetition  of  the  immunostaining  experiments 
showing  successful  permeabilisation  of  the  mycobacterial  envelope  (27).  However,  initial 
attempts  to  repeat  such  experiments  failed  due  to  the  inability  to  pellet  the  cells  by 
centrifugation  following  treatment  with  Triton‐X100  suggesting  complete  cell  lysis  had 





In  each  case,  immunostaining  was  carried  out  as  describe  in  Section  2.28.    The  results  are 
summarised in Figure 5.2.   
When  early  stationary  phase  cells  (OD600nm  =  2)  were  used,  no  permeabilisation  was 
observed.  It was reasoned that the  lysozyme (2mg/ml) may not have effectively degraded the 
cell wall  in the 30min incubation so  in the next permeabilisation attempt a range of  lysozyme 
concentrations (0.1, 1, 10mg/ml) was used and incubation time increased to 14‐16hrs at 37°C, 
however, this resulted in cell lysis with significant levels of background staining in all samples. 
In  the  next  attempt  to  permeabilise  the M.  smegmatis  envelope,  a  greater  range  of  lysozyme 
concentrations (2, 5, 10, 20, 50 & 100mg/ml) was tested with a 30min incubation at 37°C.  For 
each  lysozyme concentration,  the  cells were  treated with Triton‐X100  for 5 or 10mins before 
spreading on the slide for immunostaining. Increasing the length of time the cells were  exposed 
to  Triton‐X100  had  little  effect  but  cell  permeabilisation  increased  in  a  lysozyme  dose‐







































Mid‐late log phase cells (OD600nm=0.9) were permeabilised by treating without or with
2mg/ml lysozyme for 30mins (A/B), followed by 10mins treatment with 0.1% Triton
X100. The cells were immunostained using anti‐GFP and an anti‐mouse Alexfluor‐564
conjugate. The control sample, which was not treated with lysozyme showed no
permeabilisation (A) whereas >95% of cells treated with 2mg/ml lysozyme stained with
the anti‐mouse Alexfluor‐564 conjugate suggesting cell envelope permeabilisation had
been achieved (B). It was also noted that the cells treated with lysozyme became less
diffractive, displaying less contrast in the bright field images and the method, with or



























was  fluorescently  labelled and analysed  to ensure  labelling efficiency was satisfactory  (Figure 
2 FISH at th  or
5.4C).  





majority  of  cells  were  found  in  clumps  and  gave  the  appearance  of  fusing/merging  with 
neighbouring cells (Figure 5.5A). Spots of the labelled probe were observed and although they 
appeared to  locate towards the poles of most cells, many cells had green spot outside of  their 
boundaries,  suggesting  the  chromosome  was  not  necessarily  in  a  physiologically  relevant 
position  following  permeabilisation  and  hybridisation  (Figure  5.5B).  It  was  decided  not  to 






The  FROS  systems  used  successfully  in  other  bacteria  contain  either  LacI/lacO  or  TetR/tetO 
trans/cis elements to visualise specific  loci. These can be used within the cell  to  label two loci 




Plasmids  pLAU43  and  pLAU53  containing  the  lacO  tandem  arrays  and  LacI‐CFP  respectively, 
were  kindly  provided  by  Prof.  David  Sherratt.  It  was  envisaged  that  the  lacO  tandem  array 














Three primer pairs were designed and used to amplify 3.5Kbp regions at oriC
(A). The resulting DNA molecules were digested with RsaI or XhoI to produce
DNA molecules ranging from 100‐1000bp. The resulting molecules were
pooled prior to labelling and separated by gel electrophoresis to ensure the
appropriate size molecules were present (B). Following probe labelling with
AlexaFluor‐488 the probes were analysed using a spectrophotometer to






oriC 35 57.4 43‐67
138
cFigure 5.5. FISH of oriC in M. smegmatis
Fixed, permeabilised cells were hybridised with the Alexafluor488 labelled oriC probe
and imaged to visualise the sub‐cellular localisation of oriC. Bright green spots could
be observed but the permeabilisation and hybridisation procedures appeared to be
detrimental to the cellular architecture, causing cells to lose their phase contrast and
clump together (A), dramatically reducing the number of single cells in each field of
view. The green spots in single cells were most commonly found near the poles but










The  lacO  tandem  array  would  then  be  flanked  with  approximately  1kbp  of  homologous 
sequence  to  a non‐essential  region of  the M.  smegmatis  chromosome, driving  insertion of  the 
lacO  repeats  onto  the  chromosome  at  that  locus.  The  M.  smegmatis  chromosome  origin  of 
replication  lies  between  dnaA  and  dnaN  (155),  so  the  regions  surrounding  this  site  were 
investigated  for  intergenic  regions  or  genes  that may  be  non‐essential  and  could  tolerate  an 
insertion.  The  region  surrounding  oriC  was  found  to  contain  few  intergenic  regions  and 
insertions in this region may have affected promoter activities, due to their close proximity to 
open  reading  frames.  For  this  reason  it  was  decided  that  a  non‐essential  gene  would  be 
identified and disrupted with the  lacO  repeats. Msmeg6923, an open reading frame annotated 
as  a  conserved  hypothetical  protein  was  selected  because  it  is  located  approximately  22Kbp 
upstream  of  oriC,  which  relates  to  a  position  of  approximately  359°  on  the  circular  7Mbp 
chromosome  of  M.  smegmatis.  In  addition,  Msmeg6923  has  a  M.  tuberculosis  homologue 
(Rv0036c)  that was  identified as non‐essential  in a  transposon mutagenesis screen (171) and 
Msmeg6923 has no genes directly downstream that may be affected.  
Left and Right sequences of 964bp and 952bp that flanked the insertion site within Msmeg6923 
were  amplified  by  PCR  from  M.  smegmatis  gDNA  using  primers  containing  appropriate 
restriction endonucleases sites for cloning into p2nil and subsequent cloning of the lacO repeats 
that were excised from pLAU43 with a BamHI‐KpnI double digest. The left flank and right flank 
sequences were  sequenced  to  ensure  no mistakes were  incorporated  during  PCR  and  cloned 
into p2nil sequentially before the lacO repeats were cloned between the two flanks to produce 
the  plasmid  p2NIL‐LF‐lacO‐RF  (Figure  5.6). M.  smegmatis  cells  were  electroporated  with  the 
vector  and  transformants  selected  on  plates  containing  kanamycin.  Following  16  separate 
electroporations,  only  8  kanamycin  resistant  colonies  were  isolated.  These  colonies  were 
screened  for  an  Msmeg6923  disruption  by  PCR  using  primers  up  and  down‐stream  of  the 
putative  insertion site.  In every case, a band of approximately 2.5kb was produced (same size 
produced  using M.  smegmatis  gDNA  as  the  template),  suggesting  the  kanamycin  cassette  had 
inserted  at  a  distal  site  on  the  chromosome  through  illegitimate  recombination  or  the  clone 
represented  spontaneous  resistant mutants.  It was  unclear why  p2NIL‐LF‐lacO‐RF would  not 
insert into Msmeg6923 by homologous recombination but could have been due the size of the 












LacI was PCR amplified from pLAU53 incorporating BamHI and NdeI sticky
ends to produce a DNA molecule of 1.1Kbp(A). LacI was then cloned into the
BamHI and NdeI sites of pMEND‐mCherry to generate an in‐frame LacI‐
mCherry fusion under the control of the tetracycline inducible promoter (B).
Finally, the integrase cassette (1.8Kbp) from pMEND‐int was excised by
digestion with AgeI and MfeI and cloned into these sites in pMEND‐LacI‐
mCherry to disrupt the mycobacterial origin and convert the plasmid from
















The  mycobacterial  plasmid  origin  of  replication  (pAL5000)  was  then  replaced  with  an 
mycobacteriophage  L5  integrase  cassette  (109)  from  pMEND‐int  (Figure  5.7B).  The  resulting 
plasmid,  re‐named  pFROS‐Ctrl,  integrates  at  the  attB  site  on  the M.  smegmatis  chromosome 
located  at  approximately  245°  and  acts  as  a  negative  control  for  LacI‐mCherry  subcellular 
localisation  in  the  absence  of  the  lacO  repeats.  Finally,  pLAU43 was  digested with HindIII  to 
excise 240  lacO  repeat sequences and cloned  into  the HindIII site of pMEND‐LacI‐mCherry‐int 
(Figure  5.8A).  Colonies  were  screened  for  the  presence  of  a  double  insert  to  increase  the 
number  of  lacO  repeats  by  digesting  the  vectors  with  BamHI  (Figure  5.8B).  The  resulting 
plasmid, pFROS, also integrates at the attB site but contains the lacO repeats providing binding 
sites  for LacI‐mCherry and allowing visualisation of  the attB  locus within  living M. smegmatis 
cells.        
Upon  transformation of M.  smegmatis with pFROS‐Ctrl,  colonies were  grown  in Hartman’s de 
Bont minimal media  containing  50µg/ml  kanamycin  to mid‐log  phase,  before  the  addition  of 
20ng/ml  tetracycline  and  incubation  for  a  further  3hrs  at  37°C  to  induce  expression  of  LacI‐
mCherry. The cells were visualised using the 63x objective of a widefield microscope to identify 
any  patterns  of  localisation.  As  expected  no  localisation was  observed  in  the  absence  of  lacO 
sequences  (Figure  5.9A).  Six  colonies  resulting  from  electroporation  with  pFROS  were  also 
grown and induced prior to screening for LacI‐mCherry induction and a pattern of localisation. 
Only  three  clones  showed  localisation,  two  showed  expression  of  LacI‐mCherry  but  no 
localisation and one did not express LacI‐mCherry (Figure 5.9B). Clone 6 appeared to show the 
brightest  sub‐cellular  spots  so  was  used  in  subsequent  experiments.  However,  patterns  of 
localisation were no  longer observed  for  this  strain after  storage at  ‐80°C,  indicating  that  the 
lacO repeats may not stable on the chromosome.  
In spite of the problems with stability,  it was possible to passage the cells twice before loss of 
the mCherry  signal  so  the  cells  could  be  imaged  for  the  presence  of  LacI‐mCherry‐lacO  spots 







pLAU43 was digested with HindIII to excise a 260 lacO tandem repeats (4.5Kbp) and
cloned into the HindIII site of pFROS‐Ctrl (A). A double insertion of the lacO tandem




















M. smegmatis cells with pFROS –Ctrl or pFROS integrated at the attB locus were grown
in Hartman’s de Bont media to mid‐log prior to the addition of tetracycline to a final
concentration of 20ng/ml to induce expression of LacI‐mCherry. All of the six M.
smegmatis clones with pFROS‐ctrl showed inducible expression of LacI‐mCherry but no
pattern of localisation (A) (Representative of the clones). The six M. smegmatis pFROS
clones showed a range of phenotypes following induction. Clone 1 and 2 displayed
inducible expression of LacI‐mCherry but no localisation, Clone 2 did not show
expression of LacI‐mCherry and Clones 4‐6 showed LacI‐mCherry spots within the cells








for  3hrs.  Upon  microscopic  examination,  two  major  patterns  of  fluorescent  spot(s)  were 
observed:  cells  that  displayed  a  single  spot  (Figure 5.10A)  and  cells  that  displayed  two  spots 
(Figure  5.10B).  These  two  patterns  were  represented  approximately  evenly  within  the 
population (Figure 5.10C). Cell length was measured in both populations to investigate if there 





during  the  cell  cycle. However,  it  is  interesting  that  there  is  appreciable  overlap between  the 




To  investigate  the  cytolocation  of  the  LacI‐mCherry  spot  in M.  smegmatis  cells  with  pFROS 
integrated at  the attB  site displaying a 1‐spot pattern,  the pole‐to‐spot distance  for  each pole 
was measured  in  addition  to  total  cell  length  (Figure  5.11A).  Each pole‐to‐spot measurement 
was  then  expressed  as  a  percentage  of  the  total  cell  length  in  order  to  normalise  the  data  to 
account for the wide range of cell lengths observed displaying the 1‐spot pattern. For each cell, 
this produced two percentages, the sum of which equalled 100%. To prevent bias when plotting 
the  data,  each  cell was  assigned  a  value  of  0  or  1  randomly.    The  spot‐pole  percentage  to  be 
plotted  was  dependant  on  this  value,  i.e.  if  the  cell  value  was  0  the  smaller  of  the  two 
percentages  was  plotted  and  if  the  cell  value  was  1  the  larger  of  the  two  percentages  was 
plotted. The values plotted  thus represented  the relative position of  the LacI‐mCherry spot  in 
relation to a randomly assigned pole. When plotted as a scatter graph,  it was evident  that  the 
spot  tends  to  be  positioned  towards mid‐cell  with  70%  of  spots  positioned with  the  central 
quintile and 1% of spots positioned within either of the polar quintiles (Figure 5.11B). The data 












































M. smegmatis pFROS cells displayed two major populations when LacI‐mCherry
expression was induced with 20ng/ml tetracycline. Cells either contained 1 spot (A) or 2
spots (B) and these patterns were represented approximately evenly in the population
(C). The cell lengths were measured and plotted as a histogram (D). The 1‐spot cells were
significantly shorter than the 2‐spot cells (Wilcoxon‐Mann‐Whitney test P Value<0.001)

















































For each cell displaying a 1‐spot pattern the distance from the mCherry spot to each cell
pole was measured (A (a+b)) and expressed as a percentage of total cell length. Either
the value greater than or less than 50% was chosen randomly for each cell and plotted
on a scatter graph (B)., which shows that the position of the spot tended toward the
middle of the cell with 70% of spots located within the central quintile. The average
value for spot location was 50.7, not significantly different from the mid‐cell value of




A  similar  analysis  was  applied  to  cells  displaying  a  2‐spot  pattern  to  investigate  the 
cytolocalisation of the spots in relation to total cell length and the poles. For each cell, the total 
cell  length and  the distance  from each spot  to  the nearest pole was measured (Figure 5.12A). 
Each spot‐pole distance was calculated as a percentage of the total cell length and the cells were 






of  spots  in  1‐spot  cells  indicated  that  the  attB  locus may  be  duplicated  near mid‐cell  before 
being segregated evenly to the 20‐40/60‐80% quintiles prior to division. The low percentage of 




as  a  percentage  of  total  cell  length.  Three  measurements  were  made  on  each  cell:  total  cell 
length, a pole‐to‐spot measurement and the  inter‐spot distance (Figure 5.13A). The  inter‐spot 
value was divided by 2 and added to the pole‐to‐spot value to find the mid‐point between the 
two  spots. The distance  from  this point  to  either pole was  then  calculated as  a percentage of 
total cell length giving two values, the sum of which equalled 100% (Figure 5.13A). Once again, 
to prevent bias when plotting the data, each cell was assigned a value of 0 or 1 randomly.  The 
spot‐pole percentage to be plotted was dependant on this value,  i.e.  if  the cell value was 0 the 























































For each cell displaying a 2‐spot pattern the distance from each mCherry spot to the
closest cell pole was measured (A) and expressed as a percentage of total cell length.
The cells were ranked based on the difference between the two values and plotted on
a scatter graph, the larger value plotted in red and the smaller value in blue. The cells
were plotted on the x axis in the ranked order from spots with similar value to spots
with distal values (A). The graph showed that the majority of cells spots were found in
























































For each cell displaying a 2‐spot pattern the distance between the two mCherry spots, the
distance from an mCherry spot to the closest pole and the total cell length was measured
(A). The mid‐point between the two mCherry spots in relation to total cell length was
then calculated by dividing the inter‐spot distance (b) by 2 and adding this to the distance
of the pole‐spot measurement (a) and expressed as a percentage of cell length. Either the
value greater than or less than 50% was chosen randomly for each cell and plotted on a
scatter graph (B). More than 90% of the mid‐point between the two mCherry spots were
located within the central quintile. The average value for the mid‐point between the two
mCherry spots was 49.35, not significantly different from the mid‐cell value of 50%







To  investigate  this  hypothesis,  chromosome  organisation  and  dynamics  was  studied  in  M. 




require  the  cell  membrane  to  be  compromised  and  also  stain  RNA.  DAPI,  a  commonly  used 
counter stain for DNA in bacteria and thought to be semi‐cell permeant gave varied results for 
M. smegmatis staining with relatively high background compared to DRAQ5. In addition, DRAQ5 
is  used  for  live‐cell  imaging  of  eukaryote  chromosomes  as  it  is  non‐toxic  and  is  excited  at  a 
wavelength  of  647nm  preventing  the  exposure  of  mycobacteria  to  DNA  damaging  UV  light. 
Staining mid‐log phase M. smegmatis cells with DRAQ5 revealed that DNA occupies the majority 
of  the  intracellular  space  with  only  small  DNA  free  regions  only  evident  at  the  cell  poles, 
suggesting that nucleoid occlusion could be sufficient to prevent aberrant Z‐ring formation. It is 













contain  four  times  as  much  DNA.  Indeed,  cells  that  are  >8µm  in  length  also  appear  entirely 




to differing  extents  in  a  cell  length‐dependent manner. The  filamentous S.  coelicolor  becomes 
multi‐nucleate  prior  to  sporulation  when  the  chromosomes  are  condensed  and  aligned  in  a 
linear  fashion along  the  filament, providing a precedent  for multi‐nucleation  in actinomycetes 
(86, 99). Although, mycobacteria are also actinomycetes, they have historically been thought of 
as  very  different  organisms  with  contrasting  life‐cycles  and  morphologies.  However,  more 
recent investigations have begun to uncover similar stages of their respective lifestyles hinting 
that the mechanisms for fundamental processes such as cell division may be more similar than 
first  thought (173). The ability  for mycobacteria  to differentially condense a nucleoid  in a cell 
length dependent manner has not been studied. However, average cell  length  in mycobacteria 
becomes  shorter  in  stationary  phase  compared  to  log  phase  and  cells  can  become  ovoid  in 
models of latency suggesting that cell length may be linked to metabolic activity (5, 188). It may 
be that more metabolically active mycobacterial cells require the nucleoid to be less compact for 
greater  levels  of  transcription  to  occur  and  as  a  consequence,  the  cells  divide  at  greater  cell 
lengths during log phase.  




species  so  any  findings  could be  easily  compared  to model  organisms. The attB  loci was  also 
chosen  because  it  lies  at  approximately  245°  on  the  circular  chromosome  (approximately 
equidistant from oriC and ter) and is an insertion site for integrative plasmids. 
FISH  requires  the  generation of  fluorescently  labelled DNA probes  and  can be  applied  to  any 
gene. This method has been used successfully in C. crescentus and E. coli to provide insight into 
chromosome  organisation  (7,  201)  and  was  therefore  attractive  for  studying  chromosome 
organisation in M. smegmatis. The major disadvantage of FISH is the amount of processing the 
cells  requires  prior  to  microscopic  examination,  which  may  introduce  artefacts.  For  Gram 
negative species such as C. crescentus and E. coli, a formaldehyde fixation and gentle lysozyme 
treatment  (approximately  2.5µg/ml  for  5mins)  is  sufficient  to  permeabilise  the  cell  envelope 
allowing  penetration  of  the  DNA  FISH  probes  (7).  Once  permeabilised,  the  probes  must  be 
hybridised  to  the  target  chromosomal  DNA  which  involves  DNA  denaturation  at  high 
uce arttemperatures which could also introd efacts. 
Permeabilisation  of  mycobacteria  is  complicated  by  the  unusual  thick,  waxy  outer  envelope 
consisting of mycolic acids, arabinogalactan and lipids that provides rigidity for the cell and acts 
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as  an  effective  permeability  barrier  (131).  Therefore,  mycobacterial‐specific  protocols  are 
required  to  permeabilise  the  cell  envelope  for  studies  that  require  the  entrance  of 
macromolecules such as DNA and proteins into the cell (23, 27, 124). FISH has only been used in 
mycobacteria  to  identify  the  species  in  environmental  and  histological  samples,  so  the 
preservation of the intracellular architecture was of less importance than our aim to localise the 
sub‐cellular  position  of  a  gene  or  protein  of  interest  (23,  124).  For  this  reason,  a  published 
mycobacterial  permeabilisation  protocol  designed  for  cytolocation  studies  was  selected  as  a 
starting point for FISH experiments in M. smegmatis (27). 
The initial permeabilisation protocol used was similar to that used for E. coli and C. crescentus. 
However,  the  required  lysozyme  concentration  for  mycobacteria  was  10‐fold  greater  and 
required a 30min incubation at 37°C rather than 5mins at room temperature required for E. coli 
and C. crescentus  (27). Initial attempts to replicate permeabilisation of M. smegmatis expressing 
GFP  using  the  published  protocol  were  unsuccessful,  but  were  eventually  achieved  by  using 
mid‐log  phase  cells  (OD600nm=0.9)  rather  than  stationary  cells  suggested  in  the  original 
protocol  and  treating with  2mg/ml  lysozyme  for  30mins  at  37°C  and  0.1%  Triton  X‐100  for 
5mins at room temperature. Greater than 95% of cells were permeabilised using the method, as 
evidenced  by  the  ability  of  an  anti‐GFP  antibody  to  bind  intracellular  GFP.  However,  it  was 
concerning that the appearance of the lysozyme treated cells under phase contrast microscopy 






see  if  they  show  specific  sub‐cellular  positions  in  the  permeabilised  cells.  A  region  of 
approximately  10Kbp  at  oriC  was  amplified  and  fluorescently  labelled  as  described  in  the 










is  replicated  first  in  the  cell  cycle  and  is  thought  to  be  part  of  the  region  that  is  actively 
segregated by the partitioning proteins ParA and ParB. OriC labelling would therefore allow the 
sub‐cellular  position  at  which  chromosome  replication  initiates  to  be  identified  and  live‐cell 
time‐lapse  imaging  could  be  used  to  investigate  the  dynamics  of  the  segregation  process 
following  replication.  The  gene  chosen  for  insertion  of  the  lacO  tandem  repeats  was 
Msmeg_6923 because  it was  thought  to be non‐essential  for growth,  located at approximately 
359° (1° from oriC) and does not have an open reading frame directly downstream that may be 




of homology  to Msmeg6923) only a  small number of  colonies were obtained despite multiple 
electroporations. When these colonies were analysed there was no evidence of recombination 
at  Msmeg6923,  suggesting  insertion  via  illegitimate  recombination  or  the  isolation  of 
spontaneous  resistant  mutants.  The  reasons  for  the  failure  to  insert  the  lacO  repeats  at 
Msmeg6923 are unclear but could be due to a few possibilities.  It may be that gene insertions 
cannot  be  made  at  Msmeg6923,  although  you  may  still  expect  to  obtain  single  crossover 
mutants  which  were  not  returned.  Alternatively,  the  large  size  (12.6Kb)  of  the  plasmid may 
have reduced the transformation efficiency to unacceptable levels that were no longer sufficient 
to recover cross‐over mutants as it represents a low frequency event.   
To  avoid  the  need  for  homologous  recombination  to  insert  the  lacO  repeats  onto  the 
chromosome, the strategy was altered so both the lacO repeats and LacI‐mCherry were cloned 
into a tetracycline inducible vector that integrates onto the chromosome at attB. Insertion of the 
lacO  containing  plasmid  pFROS  at  the  attB  site  and  subsequent  induction  of  LacI‐mCherry 
would allow the visualisation of the lacO repeats. Electroporation of pFROS was of low efficiency 






The  stability problem of  chromosomes containing arrays of  lacO  repeats  in bacteria has been 
reported and was thought to be due to recombination events ‘looping out’ the operator repeats 
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mediated  by  RecA.  In  response,  investigators  inserted  10bp  of  differing  random  sequence 
between  lacO  sequences as RecA  requires 25nts  of homology  to drive  recombination  and  the 
lacO  sequence  is  21nts  in  length  (78,  107).  This  strategy  appears  to  have  been  successful  in 
improving lacO cassette stability on the E. coli chromosome. The strategy to insert lacO repeats 
within  the attB  site  of M.  smegmatis  involved  cloning  the  repeat  sequence  onto  a  integrative 
mycobacterial  vector.  Approximately  half  of  the  lacO  repeats  were  excised  using  a  HindIII 
digestion,  to  ensure  sufficient  repeats  were  present,  a  double  insertion  into  the  vector  was 
screened for and selected for FROS. This produced approximately 4.5Kb of sequence homology 
(lacO  repeat  cassettes)  in  close  proximity  on  the  chromosome  once  integrated  that  could  be 
y l instability.  recombined efficiently b  RecA and is the most like y cause of 
Despite  the  instability,  cells  could  be  analysed  by  FROS.  M.  smegmatis  cells  with  pFROS 
integrated  at  the  attB  locus  displayed  two  major  patterns,  either  1‐spot  or  2‐spots  of  LacI‐
mCherry,  which  were  approximately  equally  represented  in  the  cell  population.  This  result 
strongly suggests that mycobacteria only replicate the chromosome once prior to division and 




organisms  such  as  B.  subtilis  and  E.  coli  where  chromosome  replication  and  segregation  is 
closely  linked  to cell  length  (107, 111). However, 2‐spot cells were on average  longer  than 1‐
spot cells indicating that the single spot is duplicated as the cell grows.          
The sub‐cellular positioning of the LacI‐mCherry spots was then analysed in relation to the cell 
poles. Single spots are usually  located  towards mid‐cell  suggesting  loci at approximately 245° 
on  the  chromosome  reside  close  to  mid‐cell  prior  to  duplication.  However,  a  significant 
proportion  (30%)  of  single  spots were  located  outside  of  the  central  quintile  suggesting  that 
during part of the cell cycle the attB locus is distal from mid‐cell. The majority of spots within 2‐
spot cells occupied the 20‐40 and 60‐80% quintiles suggesting that following duplication of the 
attB  locus,  the newly  replicated  loci  are  separated  into opposing cell halves. Due  to  the  small 
number of  spots  that were observed  to be very close  to each other,  it  appears  likely  that  this 
segregation is a rapid event. The sub‐cellular location at which the attB locus is replicated was 
then  investigated  by  finding  the mid‐point  between  the  two  spots  and  plotting  the  resulting 
position  in  relation  to  the  cell  poles.  The  mid‐point  between  the  spots  was  also  at  mid‐cell, 










which  would  position  the  attB  loci  at  approximately  mid‐cell  (Figure  5.16i).  The  replication 
factory  resides  at  mid‐cell  where  all  gene  loci  are  duplicated  and  as  oriC  is  the  first  to  be 
replicated a chromosomal re‐orientation occurs positioning oriC at mid‐cell and re‐positioning 
attB away  from mid‐cell (Figure 5.16ii). However, once attB  is at  its most distal  from mid‐cell 
DNA replication begins to pull the locus back towards mid‐cell while the newly duplicated oriC 
loci  are  segregated  to  opposing  poles  (Figure  5.16iii).  The  remaining  loci  are  duplicated  and 
segregated in a linear fashion and follow oriC toward the pole. Due to the 245° position of attB 
on the chromosome its final destination upon completion of DNA replication would be with the 
20‐40  and  60‐80%  quintiles  (Figure  5.16vi),  the  position  in  which  they  are most  commonly 





the DNA  is  organised  in  a  linear  fashion  between  the  origin  and  terminus.  Although  this  has 




the most  appropriate method  but  is  hindered  by  the  current  inability  to  permeabilise  the M. 
smegmatis cell envelope whilst maintaining intracellular architecture. Secondly, the sub‐cellular 
location of oriC and ter have not been tested experimentally in M. smegmatis and this would be 
required  to  confirm  their  positions  in  the model.  Finally,  a marker  for  the  replication  factory 





 In  this  chapter  I  set  out  to  investigate  chromosome  organisation  and  segregation  in 
mycobacteria.  Initial  DNA  staining  of M.  smegmatis  showed  that  all  cells  are  almost  entirely 
occupied  by  DNA  regardless  of  length  suggesting  the  cell  may  be  multi‐nucleated  or  DNA  is 





was  abandoned.  FROS  was  successfully  used  to  label  the  attB  locus  and  offered  insight  into 
chromosome  organisation  and  segregation  although  in  future  problems with  genetic  stability 
would need  to be  addressed. Only  cells  containing 1 or 2 attB  loci were observed  suggestion 
that  mycobacteria  do  not  become multi‐nucleate  but  compact  the  chromosome  differentially 
based on  cell  length.  It  also  allowed a  tentative model  for  chromosome  segregation  to be put 
forward  in  mycobacteria  which  predicts  that  there  is  a  replication  factory  anchored  at 
approximately mid‐cell where the DNA is replicated in a bi‐directional linear fashion from oriC 
to ter. The attB locus moves from mid‐cell in a new born cell towards a pole as the chromosome 
is  re‐positioned  to  initiate  DNA  replication  of  oriC  at  mid‐cell.  The  attB  locus  then  moves 
towards  mid‐cell  until  it  reaches  the  replication  factory  where  it  is  duplicated  and  rapidly 
segregated to the 20‐40 and 60‐80% quintiles which becomes approximately mid‐cell upon cell 
division.  Further work is required to confirm the predictions about the location of oriC, ter and 






















are essential  for  faithful partitioning of  the plasmids  into daughters cells. When paralogues of 
the plasmid encoded par genes were  identified on a wide variety of bacterial chromosomes,  it 
was  postulated  that  they  also  play  a  key  role  in  chromosome  segregation.  However,  despite 
extensive  study,  their  role  and  mechanism  is  ill  defined  and  inconsistent  between  bacterial 
species.  




to  the  plasmid/chromosomal  origin  and  stimulating  the  ATPase  activity  of  ParA  (115).  ParA 
proteins  form  ATP‐bound  dimers  which  can  bind  non‐specifically  to  DNA  and  also  form 
filaments  in  vitro  (115).  In  vivo  imaging  experiments  have  also  suggested  that  ParA  proteins 
dynamically oscillate over  the nucleoid and  form  filaments  (69, 167) These molecular details, 
imaging experiments and computational modelling have all contributed to a molecular model of 




par  loci  have  been  identified  in  a  wide  variety  of  bacterial  genomes  and  are  always  located 
proximal to, and upstream of oriC (120). The best studied chromosomal par  locus is that of B. 
subtilis, consisting of parA (soj), parB (spo0J) genes and parS sequences proximal to the origin of 
replication  (Figure  6.1)(121).  Eight  parS  sequences  have  been  identified  in  B.  subtilis,  all  of 
which cluster within 40° of OriC and one of which  located within spo0J.    In B. subtilis,  the par 
genes  are  involved  in  fundamental  cell  cycle  processes  such  as  chromosome  replication  and 
segregation,  but  are  non‐essential  for  growth  (50,  82,  110,  111,  177).  Mutants  in  soj  and/or 
spo0J  lead  to  mild  phenotypes  that  include  mis‐positioning  of  origins  and  the  increase  in 
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incidence of anuclear cells (111). However, the par genes have been reported to play a role in 

















which has undergone reductive evolution  (28) suggesting  they may play an  important  role  in 
the mycobacterial cell cycle.   
Until  recently,  it  was  thought  that  mycobacterial  par  genes  were  essential  (171)  but  an M. 
smegmatis  ΔparB  strain  has  now  been  reported  and  characterised  (87).  Consistent  with  this 




parB,  however,  such  a  sequence  is  identified  in  the  N‐terminal  region  of  parA.  The  parS 
sequences  of  B.  subtilis  and  M.  smegmatis  are  not  conserved  but  are  similar  5’ 
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TGTTNCACGTGAAACA  ’3  and 5’ GTTCACGT/CGAAAC  ‘3  and  in which  the  core  (underlined)  is 
d.  conserve
ParB of M.  smegmatis  appears  to play  a  similar  role  to  that  of B.  subtilis  Spo0J  as  it  has been 
shown to bind parS sites, (probably through their helix‐turn‐helix motifs located in the central 
region  of  each  protein)  and  play  a  role  in  chromosome  segregation  (87).  The M.  smegmatis 
ΔparB strain displayed 10% anuclear cells in broth culture, 10‐fold greater than observed for a 





studied.  In  B.  subtilis,  a  Δsoj  strain  had  no  phenotype  and  only  showed  oriC  mis‐positioning 
when smc, a Structural Maintenance of Chromosome encoding gene  is also mutated (111).  It’s 
main  function  is  therefore  unlikely  to  be  similar  to  the  plasmid  encoded  ParA  protein  that 
provides the energy and direction essential for nucleic acid partitioning (167). The function and 
localisation  of  ParA  in  the  filamentous  actinomycete  S.  coelicolor  has  been  investigated  and 
suggests that the protein may play a role  in cell division as well as chromosomal organisation 
(86, 88).   ParA was shown to  form helical  filaments acting as a scaffold on which the multiple 
nucleoids are aligned through a ParA‐ParB‐parS interaction (86, 88). Z‐rings then form between 
the aligned chromosomes driving synchronous cytokinesis and forming multiple haploid spores 
(86).  In  bacteria  such  as  the  actinomycetes  that  do  not  encode  a  Min  system  the  primary 




Interestingly,  the  parABS  system  shares  striking  similarity  to  the  Min  system  that  helps  to 
position the division septum of E. coli. MinD and ParA are both Walker A type ATPases that can 
form  filaments  and  localise  dynamically  within  the  cell,  over  the  membrane  and  nucleoid 
respectively  (46, 178). The oscillation of  these proteins both appear  to be dependent on their 
ATPase activity which is activated by adapter proteins that bind to the membrane (MinE) and 
DNA  (ParB)  respectively  (105,  115).  The  oscillatory dynamics  of MinD and ParA  regulate  the 
sub‐cellular localisation of a cellular factor either MinC, an FtsZ inhibitor in the case of MinD or 





the  essentiality  and  role  of  ParA  protein  in mycobacteria.  I will  use  the  live‐cell  imaging  and 















6.1.  Mutation  f par in a  M. smegmatis  ild‐typ  background 
The  essentiality  of  parA  in  mycobacteria  is  unclear;  a  study  using  global  transposon 
mutagenesis  in M.  tuberculosis  did  not  return  any  inserts within parA  suggesting  the  gene  is 
essential  (171) but  a  similar  result was observed  for parB which has now been proven  to be 
non‐essential (87). It was therefore decided to make a parA mutant in a wild‐type and a ΔparB 




insertion  site  for  efficient  recombination  (151).    The  M.  smegmatis  genome  sequence  was 
retrieved  from  the  James  Craig  Ventor  Institute  (JCVI)  Comprehensive  Microbial  Resource 




of  approximately  2.4Kbp  was  selected  centred  on  the  NcoI  site  and  primers  were  designed 
incorporating  5’  and  3’ HindIII  restriction  sites  to  amplify  the  2.4Kbp  region  using Hi‐fidelity 
Taq polymerase (Qiagen) (Figure 2.2A). The resulting DNA fragment was cloned into the HindIII 
site  of  p2NIL,  creating  p2NIL‐parADel  (Figure  6.2B)  and  sequenced  to  ensure  no  errors  had 
been  incorporated during amplification. The hygromycin cassette  from pSE100 was amplified 
using primers incorporating 5’ and 3’ NcoI restriction sites and cloned into the NcoI site within 
p2NIL‐parADel  creating p2NIL‐parADel‐HygR  (Figure  6.2C).  Finally,  the  gene marker  cassette 
from  pGOAL17  encoding  the  genes  sacB  and  lacZ  was  cloned  into  the  PacI  site  of  p2NIL‐
parADel‐HygR to create the suicide vector to disrupt parA, pAEV‐parA (Figure 6.2D).  




onto  plates  containing  hygromycin,  10%  sucrose  and  X‐gal  (5‐bromo‐4‐chloro‐3‐indolyl‐b‐D‐




(A) A 2.4kbp region centred on the NcoI site near the 5’ end of parA was
amplified by PCR using primers incorporating 5’ and 3 HindIII sites. (B) The
resulting DNA was cloned into the HindIII site of p2nil to create p2nil‐parADel
(HindIII digest). The insert was sequenced to ensure no changes had been
incorporated during amplification. (C) The hygromycin cassette from psE100
was amplified using primers incorporating 5’ and 3’ NcoI sites and cloned into
p2nil‐parADel to create p2nil‐parADel‐Hyg (NcoI digest). (D) Finally, the gene
marker cassette from pGOAL17 (GMC17) was cloned in to the PacI site of














plated  onto  kanamycin  plates  and  hygromycin  plates  to  confirm  the  loss  of  the  kanamycin 




To  confirm  parA  had  been  disrupted  by  insertion  of  a  hygromycin  cassette  using  PCR,  two 
primer pairs were designed.  In the  first pair,  the  forward primer bound upstream of  the parA 
region  of  homology  cloned  into  p2NIL  and  the  reverse  primer  was  within  the  hygromycin 
cassette,  so  if  the  hygromycin  cassette  had  inserted  at  the  expected  location,  a  1.3Kbp  DNA 
fragment  would  be  amplified.  For  the  second  pair  the  forward  primer  binds  within  the 
hygromycin cassette and the reverse primer binds downstream of the parA region of homology, 
so  if  the  hygromycin  cassette  had  inserted  at  the  expected  location,  a  1.6Kbp  DNA  fragment 
would be amplified. The PCR was carried out on gDNA from the suspected ΔparA strains, from 
M. smegmatis gDNA and pAEV‐parA DNA. DNA fragments of approximately 1.3Kbp and 1.6Kbp 
were  amplified  with  the  primer  pairs,  only  when  DNA  from  the  ΔparA  strain  was  used  as 
template DNA  suggesting  a  double  crossover  event  had  occurred  and  parA was  disrupted  by 
e (Fiinsertion of the hygromycin cassett gure 6.3 A and B lanes 1‐3).     
To further confirm the mutation of parA, a Southern blot was carried out using a probe designed 
against parA.  Chromosomal DNA  from M.  smegmatis  and  from  the ΔparA  strain was  digested 
with AgeI  liberating expected DNA fragments containing parA sequence of 2.1Kbp and 3.5Kbp 
respectively (Figure 6.4C/A). Following separation of the gDNA on a 0.8% agarose gel the DNA 
was  transferred  to  a  charged  nylon  membrane  by  capillary  transfer.  The  parA  gene  was 
amplified  by  PCR  and,  labelled  with  DIG  [Section  2.20].  Bands  of  the  expected  sizes  were 
detected for the wild‐type and ΔparA gDNA, 2.1 and 3.5Kbp respectively. (Figure 6.4D).   
6.1  in an M. smegmatis ΔparB background 
An  M.  smegmatis  ΔparB  strain  was  kindly  provided  by  Dagmara  Jakimowicz  which  was 
produced using the p2NIL/pGOAL method to create an unmarked 500bp deletion mutant (87). 
To produce a ΔparAB strain it was decided to use a similar approach for the disruption of parA 
with  a  hygromycin  cassette.  However,  the  laboratory  had  recently  acquired  the  plasmids 
required for efficient mycobacteriophage driven homologous recombination, reducing the time 
it  takes  to  generate  a M.  smegmatis  mutant  and  removing  the  need  to  electroporate  a  large 








Genomic DNA from wild‐type , ΔparA and ΔparAB M. smegmatis strains was
extracted and used as templates for primers designed to bind within the
hygromycin cassette and up and downstream of the regions of homology used to
drive homologous recombination. Expected amplified sequences were 1.3Kbp
and 1.6Kbp for the ΔparA strain and 1.3Kbp and 1.1Kbp for the ΔparAB strain.
The discrepancy in amplicon size for the downstream region between the ΔparA
and ΔparAB M. smegmatis strains is due to the 500bp deletion within parB in
the ΔparAB strain. DNA sequences of the expected sizes were obtained with
gDNA extracted from colonies suspected to be ΔparA and ΔparAB strains (A and












Genomic DNA from ΔparA (A), ΔparAB (B) and wild‐typeM. smegmatis strains
was extracted and digested with AgeI to produce DNA fragments containing
parA sequence of 3.5Kbp (A), 4.5Kbp (B) and 2.1Kbp (C) respectively. A DIG
labelled parA gene was hybridised to the membrane bound DNA and detected
by chemiluminescence. The bands detected within the gDNA AgeI digests
were of appreciable different sizes and migrated the expected distances for
the predicted sizes (D). The wild‐type gDNA produced a band between 2 and
2.5Kbp, consistent with its expected size of 2.1Kbp (C/D). The ΔparA gDNA
produced a band between 3 and 4Kbp, consistent with its expected size of
3.5Kbp (A/D). The ΔparAB gDNA produced a band between 4 and 5Kbp,
consistent with its expected size of 4.5Kbp (B/D). This suggests that insertion
of the hygromycin cassette within parA had been successful within the wild‐

















mycobacteriophage Che9c genes 60 and 61  that drive recombination under  the control of  the 
acetamidase  promoter.  Acetamide  induced M.  smegmatis  ΔparB pJV53  electrocompetent  cells 
were transformed with the 3.7Kbp linear DNA sequence excised from p2NIL‐parADel‐HygR by 
an XmnI/KpnI  double digest  containing  regions of homology  to parA  flanking  the hygromycin 
cassette. Transformants were selected on hygromycin plates and screened for  insertion of  the 
hygromycin cassette within parA using PCR and Southern blotting.  
The PCR and Southern blot was  carried out  as described  for  the ΔparA  strain  in  Section 2.20 
using the same primers and DIG labelled probe. However, due to the 500bp deletion near the 5’ 
end of parB,  the amplification of  the  region over  the right  flank parA  region of homology,  the 
expected  size  of  the  amplicon was  approximately  1.1Kbp.  The  PCR was  carried  out  on  gDNA 
from the suspected ΔparAB mutants, from M. smegmatis ΔparB gDNA and pAEV‐parA DNA. DNA 
fragments of approximately 1.3Kbp and 1.1Kbp were amplified with the primer pairs, DNA from 
the  ΔparAB  strain  as  predicted  (Figure  6.3).  This  suggested  a  double  crossover  event  had 
occurred and parA was disrupted by insertion of the hygromycin cassette. Conversely, a larger 
DNA  fragment  was  expected  to  be  excised  from  the  ΔparAB  than  the  ΔparA  gDNA  in  the 
Southern  blot  because  the  501bp  deletion  within  parB  contained  an  AgeI  site.  The  parA 
















and  that  approximately  10%  of  cells  in  broth  culture  were  anuclear  (87).  To  confirm  this 
171
phenotype  for  the  parB  mutant  and  investigate  if  similar  effects  are  observed  in  ΔparA  and 
ΔparAB mutants, each strain was grown in Hartman’s’ de Bont minimal media for approximately 
45hrs. During growth the optical density at OD600nm was measured (Figure 6.5A) and aliquots 
were  removed  to  calculate  cfu/ml  at  a  number  of  timepoints  (Figure  6.5B).  All  three mutant 















by  which  the  ‘mini  cells’  are  produced  (Figure  6.6B/C).  The  frequency  of  anuclear  cell 
production  was  quantified  in  each  of  the  mutant  strains  by  scoring  the  cells  as  anuclear  or 
nuclear,  based  on DRAQ5  stain  uptake.  The  analysis  confirmed  the microscopic  observations, 
0.65% of wild‐type cells, 38% of ΔparA cells, 9% of ΔparB cells and 13% of ΔparAB cells were 
anuclear (Figure 6.7).  
The  effect  of  par  mutations  on  cell  length  was  also  quantified  by  measuring  the  length  of 
approximately  200  cells  from  each mutant  in  three  separate  experiments.  The  cell  length  for 
each mutant was plotted as  a histogram with  the wild‐type data  for  comparison  (Figure 6.8). 
The cells of the ΔparB and ΔparAB strains were not dramatically different in length compared to 
wild‐type,  although  there was  an  increase  in  the  frequency  of  cells  shorter  than  2.5µm  from 
approximately  2%  in wild‐type  cells,  to  approximately  10%  in  both mutants.  The  cells  of  the 
ΔparA  strain however, displayed greater variety of cell  length, with an  increased  frequency of 
both  short  and  long  cells  compared  to wild‐type(Figure  6.8A).  The  frequency  of  cells  shorter 
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M. smegmatis wild‐type, ΔparA, ΔparB and ΔparAB strains were grown in
Hartman’s de Bont minimal media and aliquots of culture removed to measure
the optical density at 600nm (A) and perform viable counts (B). The ΔparA
displayed the greatest growth defect increasing the doubling time from 2.4 to
4.3hrs (80%) (C). The ΔparB and ΔparAB strains were also compromised for
growth with increases in their respective doubling times of 0.8hrs and 1.3hrs





M. smegmatismc2, ΔparA, ΔparB and ΔparAB strains were grown in Hartman’s
de Bont minimal media to mid‐log phase prior to the addition of DRAQ5 to a
final concentration of 40µM. Cells were examined using the 63x objective of a
widefield microscope. M. smegmatis cells all stained with DRAQ5 and the stain
occupied the majority of the intracellular space (A) M. smegmatis ΔparA cells
were more varied in length, many short cells (<2.5µm) were observed, the
majority of which did not stain with DRAQ5 (B white asterisks). In addition, an
unusual ‘golf club’ morphology was observed where a short cell appeared to be
dividing from a much longer mother cell (B white arrow) and the DRAQ5 stain
was often absent from large intracellular regions (B black arrow). M.
smegmatis ΔparB cells also displayed an increase in anuclear cells but was not
restricted to very short cells, a wide range of cell lengths did not stain with
DRAQ5 (C white asterisks). The intracellular space of nucleated M. smegmatis
ΔparB cells was almost completely occupied by DNA similar to wild‐type cells
(C black arrows). M. smegmatis ΔparAB cells displayed all the features
observed for ΔparA and ΔparB cells including ‘golf club’ morphology (D white
arrow), large intracellular DNA free regions (D black arrow, and short and long










































M. smegmatis wild‐type, ΔparA, ΔparB and ΔparAB strains were grown in
Hartman’s de Bont minimal media to mid‐log phase prior to the addition of
DRAQ5 to a final concentration of 40µM. Cells were examined using the 63x
objective of a widefield microscope. Wild‐type M. smegmatis displayed the
lowest incidence of anuclear cells (0.62%) followed by the ΔparAB strain
(9.36%), the ΔparB strain (12.63%) and finally the ΔparA strain in which over
a third (38.41%) of all cells did not stain with DRAQ5. (n=3 biological








M. smegmatis wild‐type, ΔparA, ΔparB and ΔparAB strains were grown in
Hartman’s de Bont minimal media to mid‐log phase prior to microscopic
examination and image capture using the 63x objective of a widefield
microscope and phase contrast microscopy. Cell length was measured using
SimplePCI software and plotted as a histogram. M. smegmatis wild‐type cell
length displayed a normal distribution centred around 5µm in length.
Analysis of cell length in the ΔparA strain showed an increase in the number
of cell between 2‐3µm and a slight increase in cell ≥9µm (A). A less dramatic
change in cell length was observed in the ΔparB and ΔparAB in which the
data remained normally distributed but both strains displayed an increase in
the number of cells ≤3 and ≥9µm in length (B/C). The percentage of cells of
≤2.5µm in length was calculated and plotted for each strain (D).
Approximately one third of all cells in the ΔparA strain were ≤2.5µm, 10% of
cells in the ΔparB and ΔparAB strains were ≤2.5µm whereas wild‐type cells
≤2.5µm accounted for just2 % of the population. (n=600 cells from 3



































































































0.2secs  every  15mins).  M.  smegmatis  ΔparA  cells  were  therefore  only  imaged  using  phase 
contrast  imaging.  Figure  6.9  and  the  accompanying  movie  (M14  Supplementary  Figures) 
displays a representative time‐lapse sequence for cell growth and division of the M. smegmatis 
ΔparA  strain. The  image sequence  indicates  the mechanism by which  the  ‘anuclear mini  cells’ 




asterisks).  The  mini  cells  that  were  produced  within  the  first  3hrs,  did  not  grow  further 








rate,  an  increase  in  cells  shorter  than  2µm,  an  increase  in  anuclear  cells.  In  an  attempt  to 
complement  the  disruption  of  parA,  pMEND‐parA‐mCherry‐int  was  constructed.  A  plasmid, 
pcDNA 3.1(+)‐Neo‐mCherry encoding the red fluorescent protein, mCherry was a kind gift from 
Roger  Tsien  and  was  amplified  using  primer  incorporating  a  5’  NdeI  and  3’  PacI  site.  The 




mistakes were  incorporated during amplification.  Finally,  the mycobacterial plasmid origin of 















M. smegmatis ΔparA was grown in Hartman’s de Bont minimal media to mid‐
log phase prior to spreading on the coverslip of a glass‐bottom‐dish and
covering with Hartman’s de Bont top agar. The dish was mounted on a
widefield microscope within a temperature controlled Perspex box set to 37°C
and images were captured every 5min for 9hrs. A single cell (A) produced two
non‐viable mini‐cells from the same pole during the first 3hrs of imaging
(white asterisks). Following, these two ‘non‐productive’ divisions the pole
elongated over the next 3hrs (E‐I yellow asterisks). The opposite pole of the
original cell did not form mini‐cells but elongated similar to wild‐type cells.
However, following a ‘normal’ division (G white arrow), the new pole appeared
to produce twomini cells over the next 2hrs (H‐I black arrows).






mCherry‐int  to  ensure  any  phenotypic  effect  observed  was  specific  for  parA‐mCherry 
expression rather than integration of a plasmid or expression of mCherry. 
M. smegmatis ΔparA pMEND‐mCherry‐int, pMEND‐parA‐mCherry‐int and M. smegmatis mc2 155 
pMEND‐mCherry‐int  were  grown  in  Hartman’s  de  Bont  minimal  media  containing  50µg/ml 
kanamycin  +/‐  20ng/ml  tetracycline  to  induce  increased  expression.  Expression  of  ParA‐
mCherry partially complemented the ΔparA phenotype (Figure 6.10). The doubling time of the 
ΔparA mutant was reduced from 4.5hrs to 4.1hrs by expression of ParA‐mCherry, representing 
a 36% recovery of  growth  rate  compared  to M.  smegmatis mc2 155  cells  expressing mCherry 
(Figure  6.10A).  The  incidence  of  anuclear  cells  at  mid‐log  phase  was  also  investigated  by 
staining  cells with DRAQ5 at  40µM  (Figure 6.10B).  Expression of  parA‐mCherry  in  the ΔparA 
strain reduced the percentage of anuclear cells to 21%, a 43% reduction compared to the ΔparA 
strain expressing only mCherry (Figure 6.10B). However, this was still significantly higher than 
the  0.4%  of  anuclear  cells  observed  in  the M.  smegmatis  mc2  155  cells  expressing  mCherry 
(Figure  6.10B).  The  length  of  mid‐log  phase  cells  from  each  strain  was  then  measured  to 
investigate  if  the partial  complementation extended  to  cell morphology  (Figure 6.11A‐C). The 
ΔparA  strain  expressing mCherry  displayed  an  increase  in  the  frequency  of  shorter  cells  and 
also  an  increase  in  longer  cells  compared  to  the  wild‐type  M.  smegmatis  cells  expressing 
mCherry  (Figure  6.11A).  Expression  of  ParA‐mCherry  in  the  ΔparA  strain  partially 
complemented  this phenotype with  fewer very short  cells  compared  to  the M. smegmatis mc2 
155  cells  expressing mCherry  (Figure  6.11B).  The  percentage  of  short  cells  (<2.5µm)  within 
each  population  was  counted,  and  confirmed  that  expression  of  ParA‐mCherry  in  the  ΔparA 
strain reduced their frequency (Figure 6.11C). Short cell frequency was reduced by 40.5% from 




similar  impact on growth rate as a parB mutation but  the  incidence of anuclear cells was not 
altered  by  ParB  overexpression whereas  it  was  by  disrupting  the  gene(87).  It  was  therefore 
investigated  what  phenotypic  effects  are  observed  when  ParA  is  over  expressed  in  an  M. 







M. smegmatis, and ΔparA transformed with pMEND‐mCherry‐int and M.
smegmatis ΔparA with pMEND‐parA‐mCherry‐int were grown in Hartman’s de
Bont minimal media to mid‐log phase and aliquots removed to measure the
optical density at 600nm (A) (n=3 biological replicates). Growth rate of the
ΔparA strain (white diamonds) was increased by the expression of ParA‐
mCherry (white triangles) decreasing the doubling time from 4.7 to 4.1hrs.
This increase in growth rate represented a 36% recovery compared to the
growth rate of wild‐type cells expressing mCherry (white diamonds). Mid‐log
phase cells were also stained with DRAQ5 (40µM) prior to microscopic
examination using the 63x objective of a widefield microscope. Cells were
scored as nuclear or anuclear based on their DRAQ5 staining and the
percentage of anuclear cells within the population was calculated (B) (n=250
cells from 3 biological replicates). Expression of ParA‐mCherry in the ΔparA
strain reduced the percentage of anuclear cells from 37% to 21%, a reduction
of 43%. However, this remained significantly different from that of wild‐type
cells in which more than 99% of wild‐type cells expressing mCherry contained











































































































M. smegmatis and ΔparA transformed with pMEND‐mCherry‐int and M.
smegmatis ΔparA with pMEND‐parA‐mCherry‐int were grown in Hartman’s de
Bont minimal media to mid‐log phase. Phase contrast images were captured
using the 63x objective of a widefield microscope and cell length measured
using SimplePCI software and plotted as histograms. The ΔparA strain,
expressing only mCherry contained many small cells, shifting the histogram
peak to the left compared to wild‐type and also contained more cells >9µm (A).
This effect was reduced by the expression of ParA‐mCherry in the ΔparA strain
reduced as the frequency of very short and long cells was reduced (B). The
percentage of ‘mini‐cells’ ≤2.5µm was reduced from 37% to 22% representing
a 40.5% reduction in their incidence (C). However, this remained significantly
different from that of wild‐type cells in which more than 99% of wild‐type
cells expressing mCherry were >2.5µm in length. (Student t‐test: * = P<0.001)





generate  a  growth  curve  and  aliquots were  removed at mid‐log phase  to measure  cell  length 
and  the  frequency  of  anuclear  cells  compared  to M.  smegmatis mc2  155  cells  expressing  only 
mCherry from the same vector (Figure 6.12). Expression of ParA‐mCherry in M. smegmatis mc2 
155 increased the doubling time of  the cells  from 3.4hrs to 4hrs suggesting overexpression of 
ParA  is detrimental  to  growth  (Figure 6.12A).  Interestingly,  the  reduction  in growth  rate was 
similar  to  that  observed  for  expression  of  ParA‐mCherry  in  the  ΔparA  strain  (Figure  6.10A). 
Expression of ParA‐mCherry within wild‐type M. smegmatis cells also increased the frequency of 
anuclear  and  short  cells  (<2.5µm)  in  mid‐log  phase  cultures  to  17%  and  18%  respectively 
compared to 0.4% and 1% observed in M. smegmatis mc2 155 cells expressing mCherry  (Figure 
6.12B‐D). This suggests that the reduction in growth rate is likely caused by the production of 
non‐viable  mini  cells  similar  to  the  ΔparA  strain  and  indicates  that  overexpression  or  a 
reduction  in  ParA  protein  levels  within  the  cell  has  a  similar  effect  on  cell  division.  It  is 
interesting  to  note  that  the  phenotype  observed  by  overexpressing  ParA‐mCherry  in  M. 
smegmatis  mc2  155  cells  was  indistinguishable  from  that  observed  when  ParA‐mCherry 
expressed in the ΔparA strain (Figure 6.10‐12).              
6.5. THE EFFECT OF Par EXPRESSION IN ΔparB AND ΔparAB STRAINS 




ParB,  and  the  absence  of  both  ParA  and  ParB.  Electrocompetent  M.  smegmatis  ΔparB  and 







accompanied by only  a  small  increase  in  anuclear  cells  from 12% to 16% (Figure 6.13B) and 
only a small change to cell length as the frequency of cells <2.5µm increased by just 6% (Figure 
6.13C/D). Expression of ParA‐mCherry in the ΔparB strain had a similar effect on the production 
of mini‐cells  as  expression  of  ParA‐mCherry  in  a wild‐type  background,  but  had  reduced  the 






M. Smegmatis transformed with pMEND‐mCherry‐int and pMEND‐parA‐
mCherry‐int were grown in Hartman’s de Bont minimal media to mid‐log
phase and aliquots removed to measure the optical density at 600nm (A) (n=3
biological replicates). Expression of ParA‐mCherry (Black triangles) reduced
the growth rate of the cells compared to expression of mCherry (Black
diamonds), increasing their doubling time from 3.4hrs to 4hrs (A). DRAQ5
staining for DNA in the cells at mid log phase indicated that expression of
ParA‐mCherry also significantly increased the incidence of anuclear cells from
<0% to 18% (B). Phase contrast images of the cells were captured using the
63x objective of a widefield microscope and cell length was measured using
SimplePCI software and plotted as histograms. Expression of ParA‐mCherry
contained by short cells, shifting the histogram peak to the left compared to
wild‐type and also contained more cells >9µm (C). The percentage of ‘mini‐
cells’ ≤2.5µm was increased significantly from 1% to 17% by expressing ParA‐
























































































M. smegmatis ΔparB, transformed with pMEND‐mCherry‐int and pMEND‐
parA‐mCherry‐int were grown in Hartman’s de Bont minimal media to mid‐log
phase and aliquots removed to measure the optical density at 600nm (A) (n=3
biological replicates). Expression of ParA‐mCherry (White diamonds) reduced
the growth rate of the cells compared to expression of mCherry (White
triangles), increasing their doubling time from 3.9hrs to 49hrs (A). DRAQ5
staining for DNA in the cells at mid‐log phase indicated that expression of
ParA‐mCherry did not significantly increase the incidence of anuclear cells as
they were similarly represented in the population at 12% and 16% in the
population respectively (B). Phase contrast images were captured using the
63x objective of a widefield microscope and cell length measured using
SimplePCI software and plotted as histograms. Expression of ParA‐mCherry
had no significant effect on cell length (C) and the percentage of ‘mini‐cells’
≤2.5µm was increased only mildly from 10% to 16% by expressing ParA‐
mCherry (D). (n=250 cells from 3 biological replicates). (P values calculated



















































































M. smegmatis ΔparAB, transformed with pMEND‐mCherry‐int and pMEND‐
parA‐mCherry‐int were grown in Hartman’s de Bont minimal media to mid‐log
phase and aliquots were removed to measure the optical density at 600nm (A)
(n=3 biological replicates). Expression of ParA‐mCherry (White triangles) had
no effect on growth rate of the cells compared to expression of mCherry (White
diamonds) (A). DRAQ5 staining for DNA in the cells at mid‐log phase indicated
that expression of ParA‐mCherry did not significantly increase the incidence of
anuclear cells as they were similarly represented in the population at 13% and
11% in the population respectively (B). Phase contrast images of the cells were
captured using the 63x objective of a widefield microscope and cell length was
measured using SimplePCI software and plotted as histograms. Expression of
ParA‐mCherry had no significant effect on cell length (C) and the percentage of
‘mini‐cells’ ≤2.5µm was not effected as they made up 13% of the population in
both strains (D). (n=250 cells from 3 biological replicates). (P values calculated















































































mCherry  or  ParA‐mCherry  was  expressed  (Figure  14A).  There  was  also  no  difference  in  the 
frequency  of  anuclear  cells  within  the  population  or  a  difference  in  cell  length  when  ParA‐
mCherry was expressed in the ΔparAB strain (Figure 14B‐D).   
6.6 ParA­mC  RANGherry LOCALISATION IN A E OF GENETIC BACKGROUNDS  
M.  smegmatis mc2  155, ΔparA, ΔparB,  and  ΔparAB  strains with  either  pMEND‐mCherry‐int  or 
pMEND‐parA‐mCherry‐int  integrated  at  the  attB  site  were  all  grown  to  mid‐log  phase  in 
Hartman’s  de  Bont media  before  staining with  DRAQ5  at  40µM.  A  5µl  aliquot  of  culture was 
removed,  spread  onto  a microscope  slide,  allowed  to  air  dry  and mounted  under  a  coverslip 
with  Mowiol  mounting  media.  The  cells  were  then  examined  using  the  63x  objective  of  a 











dissociation  (75,  115).  Localisation  of  Soj  (ParA)  within  B.  subtilis  has  been  observed  to  be 
dynamic, localising to poles and the nucleoid, and the polar localisation was dependent on Spo0J 
(ParB)(130).  It was considered that  the availability of ATP and therefore metabolic activity of 
the  cells  could  be  important  to  the  function  and  localisation  of  ParA.    It  was  therefore 
hypothesised that ParA‐mCherry localisation may be altered from the polar pattern observed in 
Mowiol mounted cells  if  the  cells were  imaged while metabolically active. M.  smegmatis wild‐
type,  ΔparA,  ΔparB,  and  ΔparAB  strains  with  either  pMEND‐mCherry‐int  or  pMEND‐parA‐
mCherry‐int  integrated  at  the  attB  site  grown  to mid‐log  phase  in  Hartman’s  de  Bont media 













M. smegmatis, ΔparA, ΔparB, and ΔparAB strains transformed with pMEND‐
parA‐mCherry‐int were grown to mid‐log phase in Hartman’s de Bont media
before staining with DRAQ5 at 40µM. A 5µl aliquot of culture was removed,
spread onto a microscope slide, allowed to air dry and mounted under a
coverslip with Mowiol mounting media. The cells were then examined using
the 63x objective of a widefield microscope using filters for the excitation of
mCherry (red) and DRAQ5 (blue) to image ParA‐mCherry and DNA
respectively. ParA‐mCherry displayed two discernable localisation patterns in
cells from each strain containing DNA, either a single polar spot or a spot at














M. smegmatis, ΔparA, ΔparB, and ΔparAB strains transformed with pMEND‐
parA‐mCherry‐int were grown to mid‐log phase in Hartman’s de Bont media
before a 5µl aliquot of culture was removed, spread onto the coverslip of a
glass‐bottom‐dish and covered with Hartman’s de Bont top agar (0.6%) at
37°C. The cells were then examined using the 63x objective of a widefield
microscope to image ParA‐mCherry. ParA‐mCherry localised as a
concentration gradient from one pole towards the other in M. smegmatis in
ΔparA strains with occasional polar patterns observed, usually in shorter cells
(A/B). ParA‐mCherry polar spots were also observed in a minority of cell from
ΔparB, and ΔparAB strains but most displayed a diffuse localisation within the
cell occupying the majority of the intracellular space but small ParA‐mCherry







mCherry  localisation  was  observed  in  the M.  smegmatis  wild‐type  and  ΔparA  strain  (Figure 
6.16A/B). ParA‐mCherry was often observed as a concentration gradient from one pole towards 
the  opposing  pole,  often  only  occupying  half  of  the  cell  (Figure  6.16A/B  (White  arrows)). 
Examples  were  also  observed  that  displayed  a  polar  pattern  resembling  cells  mounted  in 
Mowiol and these were often short, likely to be anuclear and therefore not metabolically active. 
Cells displaying a polar pattern were also observed in the ΔparB and ΔparAB strain but the most 















6.17)  and  the  production  of  a  mini  cell  (Figure  6.18).  During  ‘normal’  cell  division  a 
concentration  gradient  of  ParA‐mCherry  was  observed  from  one  pole  towards  the  other 
occupying approximately half of the cell (Figure 6.17A). During elongation, ParA‐mCherry was 
gradually  distributed  towards  the  other  end  of  the  cell  leaving  a  ParA‐mCherry  free  zone 
(Figure 6.17B (white asterisks)) that went on to become the division site (Figure 6.17B). ParA‐
mCherry  then  formed  concentration  gradients  from  the ParA‐mCherry  free  zone  towards  the 










M. smegmatis ΔparA transformed with pMEND‐parA‐mCherry‐int were grown
to mid‐log phase in Hartman’s de Bont media before preparation for live‐cell
imaging. Regions of interest were selected and images captured using phase
contrast and mCherry filters every 15min for approximately 8hrs. A
concentration gradient of ParA‐mCherry was observed from one pole towards
the other occupying approximately half of the cell (A). During elongation, ParA‐
mCherry was gradually distributed towards the other end of the cell leaving a
ParA‐mCherry free zone (B (white asterisks)) that went on to become the
division site (D). ParA‐mCherry then formed concentration gradients from the
ParA‐mCherry free zone towards the poles (C/D) so upon division, two cells
were produced, each with a ParA‐mCherry concentration gradient from the new











M. smegmatis ΔparA transformed with pMEND‐parA‐mCherry‐int were grown
to mid‐log phase in Hartman’s de Bont media before preparation for live‐cell
imaging. Region of interest were selected and images captured using phase
contrast and mCherry filters every 15min for approximately 8hrs. ParA‐
mCherry localisation began as a concentration from one pole towards the other
with only a approximately a quarter of the cell occupied by ParA‐mCherry (A).
The concentration gradient remained until there was a rapid (less than 15min)
relocation of the ParA‐mCherry concentration gradient to the opposing pole,
leaving a polar spot of ParA‐mCherry at the pole it had left (C/D)). A mini‐cell
(2.3µm) was then produced at the pole at which the polar ParA‐mCherry spot
was observed producing (F). This resulted in the production of a mini‐cell with
a ParA‐mCherry spot at the old pole and a long cell (11.1µm) with a ParA‐






Representative  images  of  ParA‐mCherry  localisation  in  the M.  smegmatis  ΔparAB  strain  are 
shown  in  Figure  6.19  and  6.20  and  display  image  sequences  of  ‘normal’  cell  division  (Figure 
6.19)  and  the  production  of  a  mini‐cell  (Figure  6.20).  During  ‘normal’  cell  division,  ParA‐
mCherry was distributed evenly throughout the cell until a small region free of ParA‐mCherry 
formed at  the  future division  site  (Figure 6.19D). This  resulted  in  the production of daughter 
cells with evenly distributed ParA‐mCherry. However, ParA‐mCherry  
localisation differed when a mini‐cell was produced (Figure 6.20). Initially, ParA‐mCherry was 
distributed  evenly  throughout  the  cell  while  elongation  preceded  (Figure6.20iA‐C).  However, 
ParA‐mCherry  was  then  evacuated  from  one  of  the  polar  regions,  leaving  only  a  polar  spot 
(Figure 6.20D). The future division site was located at the interface between the ParA‐mCherry 
free  and  ParA‐mCherry  containing  region  of  the  cells  (Figure  6.20D)  producing  a  mini‐cell 




Analysis  of  growth,  cell  division  and  the  effect/localisation of ParA‐mCherry  expression  in M. 
smegmatis  ΔparA,  ΔparB  and  ΔparAB  strains  suggested  that  parA  plays  a  role  in  septum 
placement.  This  was  surprising  because  the  Par  proteins  are  thought  to  be  involved  in 
chromosome  segregation.  It  was  therefore  hypothesised  that  the  effect  of  ParA  on  septum 
placement may  be  indirect  and mediated  through  a  role  in  chromosome  organisation  and  or 
segregation.  To  investigate  this  hypothesis,  chromosome  organisation  and  segregation  was 
studied  using  pFROS  (Chapter  5)  in  the  ΔparA,  ΔparB  and  ΔparAB  M.  smegmatis  strains. 
Electrocompetent M. smegmatis ΔparA, ΔparB and ΔparAB cells were transformed with pFROS 












M. smegmatis ΔparAB transformed with pMEND‐parA‐mCherry‐int were
grown to mid‐log phase in Hartman’s de Bont media before preparation for
live‐cell imaging. Region of interest were selected and images captured using
phase contrast and mCherry filters every 15min for approximately 9hrs. ParA‐
mCherry was distributed evenly throughout the cell (A‐C) until a small region
free of ParA‐mCherry formed at the future division site (D White asterisk).









M. smegmatis ΔparAB transformed with pMEND‐parA‐mCherry‐int were grown
to mid‐log phase in Hartman’s de Bont media before preparation for live‐cell
imaging. Region of interest were selected and images were captured using
phase contrast and mCherry filters every 15min for approximately 9hrs. ParA‐
mCherry was distributed evenly throughout the cell while elongation preceded
(A‐C). ParA‐mCherry was then evacuated from one of the polar regions, leaving
only a polar spot (D). The future division site was located at the interface
between the ParA‐mCherry free and ParA‐mCherry containing region of the
cells (D white asterisk) producing a mini‐cell (2.53µm) with a polar ParA‐








ΔparAB  strains  and  the  majority  of  cells  either  displayed  1‐spot  or  2‐spots  Figure  6.21A‐C. 
However, in each strain the localisation of 1‐spot cells appeared to differ from that observed in 






patterns of  ≥3‐spots was only observed  in  the ΔparB  and ΔparAB  strains  (10% and 4% of  all 
cells  respectively)  suggesting  these  cells  contained multiple nucleoids. This may  indicate  that 
.   ParA regulates the initiation of chromosome replication in M. smegmatis
The sub‐cellular positioning of single LacI‐mCherry spots in the M. smegmatis ΔparA, ΔparB and 
ΔparAB  strains  was  quantified  by  measuring  from  the  centre  of  the  spot  to  each  pole  as 
described in Section 5.3. The data was similarly plotted as a scatter graph to allow comparison 
of single LacI‐mCherry spot positioning compared to wild‐type cells. The LacI‐mCherry spot in 
M. smegmatis ΔparA  cells with pFROS  integrated at  the attB  site was positioned towards mid‐
cell  with  less  precision  compared  to  wild‐type.  Only  36%  of  spots  were  located  within  the 
central quintile compared to 70% of spots in wild‐type cells and the ΔparA strain also displayed 
10% of single spots within the polar quintiles, contrasting just 1% of spots in the polar quintiles 
in  wild‐type  cells  (Figure  6.22A/B).  Mis‐positioning  of  single  LacI‐mCherry  spots  was  more 













M. smegmatis ΔparA, ΔparB and ΔparAB strains transformed with pFROS were
grown in Hartman’s de Bont media before the addition of tetracycline at
20ng/ml to induce expression of LacI‐mCherry. Cells from each strain were
examined using the 63x objective of a widefield microscope. The majority of
cells from each strain either displayed 1‐spot or 2‐spots, similar to that
observed for wild‐type (A). LacI‐mCherry patterns of ≥3‐spots was observed in
a minority of cells from the ΔparA and ΔparAB strains (10% and 4% of all cells
respectively) (A). In the ΔparA, ΔparB and ΔparAB strains, single spots were
often located towards the poles and towards mid‐cell whereas single spot were
located towards mid cell in wild‐type cells (B‐D). In contrast to wild‐type cells,
the 2‐spot cells in the ΔparA, ΔparB and ΔparAB strains did not show
consistent localisation patterns and could often be found in close proximity to
















































































































Figure 6.22. Analysis of M. smegmatis ΔparA, ΔparB and ΔparAB strains 
transformed with pFROS displaying a 1­spot pattern
M. smegmatis ΔparA, ΔparB and ΔparAB strains transformed with pFROS and
displaying a 1‐spot pattern were analysed by calculating the relative position of
the lacI‐mCherry spot within the cell for comparison to wild‐type cells
transformed with pFROS (A). The LacI‐mCherry spot in M. smegmatis ΔparA
cells with pFROS integrated at the attB site was positioned towards mid‐cell
with less precision compared to wild‐type (B). 36% of single spots were located
within the central quintile compared to 70% of spots in wild‐type cells and the
ΔparA strain also displayed 10% of single spots within the polar quintiles,
contrasting just 1% of spots in the polar quintiles in wild‐type cells (B). Mis‐
positioning of single LacI‐mCherry spots was more pronounced in the ΔparB
and ΔparAB strains where no consistent pattern of subcellular localisation was
observed (C/D). The ΔparB strain displayed 38% of single spots in the central
quintile with 27% in the polar quintile (C). The ΔparAB strain displayed 30% of






segregation,  the  inter‐spot distance was measured  in all  cells and  the average calculated. The 







Figure 6.23. Analysis of M. smegmatis ΔparA, ΔparB and ΔparAB strains 
transformed with pFROS displaying a 2­spot pattern
M. smegmatis ΔparA, ΔparB and ΔparAB strains transformed with pFROS
displaying a 2‐spot pattern were analysed by calculating the relative position of
the LacI‐mCherry spots, ranking them based on their proximity to each other
and plotted on scatter graphs for comparison to wild‐type cells transformed
with pFROS (A). In each strain, spots that were in close proximity to each other






























































































The  chromosomal  par  locus  encoding  ParA  and  ParB  proteins  and  parS  sequences  can  be 
identified on the chromosome of the majority of bacteria and although studied extensively in a 
range  of  organisms,  their  precise  cytological  roles  and  modes  of  action  appear  to  be 
inconsistent.  However,  the  described  functions  of  the  par  locus  most  often  include  roles  in 
fundamental cellular processes such at chromosome organisation and segregation, cell division, 















transposon  mutagenesis  screen  (171).  However,  parA  and  parB  homologues  have  only  been 
confirmed  as  essential  in  C.  crescentus  suggesting  essentiality  of  the  par  locus  is  unusual 
amongst bacterial species (137). A recent study into ParB of M. smegmatis however, succeeded 
in making a knockout mutant in parB disputing the suggestion that parB is essential (87, 171). 
The  success  in  making  a  parB  knockout  mutant  also  questioned  the  assertion  that  the 
mycobacterial parA gene is essential. Although these conflicting results in M. tuberculosis and M. 
smegmatis may be due to real biological differences between the species, it seems unlikely that 
such  closely  related  bacteria  would  have  such  differences  in  genes  thought  to  play  a  role  in 
fundamental  cell  cycle  processes.  It  was  therefore  hypothesised  that  the  par  locus  of  M. 
smegmatis and possibly M. tuberculosis are non‐essential for growth. Making parA/B mutations 
within  M.  tuberculosis  was  beyond  the  scope  of  the  study  but  a  marked  parA  mutant  was 
recovered using  the p2NIL/pGOAL method of  gene  replacement  (151)  and  confirmed by PCR 
and Southern blot in M. smegmatis. The marked parA mutation was then also successfully made 
in  the ΔparB  strain, kindly provided by Dagmara  Jakimowicz  to make a parAB double mutant. 
200
However,  in  this  instance,  a  phage  recombineering method  of  gene  replacement was  used  to 
make  the  mutation  (198).  The  reason  for  altering  the  method  of  mutation  was  due  to  the 
increased recombination efficiency reported when che60 and che61 phage recombination genes 
are  expressed  within  the  electrocompetent  cells  allowing  a  1‐step  screening  strategy  rather 
than the more time consuming 2‐step screen required for mutant selection of the p2NIL/pGOAL 
od (15meth 1, 198).  
The  parA  mutations  in  wild‐type  and  ΔparB M.  smegmatis  cells  resulted  in  three  par  locus 
mutant  genotypes  (ΔparA,  ΔparB  and    ΔparAB)  that  could  be  studied  for  phenotypic  effects. 
Furthermore, it is certainly significant that parA and parB are not essential either individually or 





Hartman’s  de  Bont  minimal  media  and  growth  curves  using  OD600nm  measurements  and 
viable counts were conducted to investigate if the strains had a growth defect compared to wild‐
type. This  experiment was previously  conducted by other  researchers  for  the ΔparB  strain  in 
7H9  media  supplemented  with  OADC,  and  the  results  correlate  with  those  produced  in  this 
study;  the  ΔparB  strain  displayed  a  decrease  in  growth  rate  (87).  However,  the  decrease  in 
growth rate observed for the ΔparA strain was more severe than that of the ΔparB strain. This 
was a  surprising  result because  in B.  subtilis, Δspo0J  (ΔparB)  strains display a more profound 
phenotype than Δsoj (ΔparA) strains (111). Even more surprising was the result that the ΔparAB 
strain  grew  at  a  similar  rate  to  the  ΔparB  strain  than  the  ΔparA  strain,  suggesting  a  single 
mutation at parA  is more detrimental  to growth  than mutations  in parA  and parB. This effect 
may suggest  that ParB expression  in  the absence of ParA  is more detrimental  than having no 
ParB  expressed  at  all.  The  results  from  the  ParB  characterisation  study  support  this  view  as 
overexpression of ParB had a greater cell growth defect  than  the ΔparB  strain (87). This may 
suggest  that  ParB  activity/expression  may  be  regulated  by  ParA  so  deletion  of  parA  causes 
deregulation  of  ParB  which  contributes  to  the  increased  cell  growth  defect  observed  in  the 
ΔparA  strain  compared  to  the ΔparB  strain.  However,  in  addition  to  its  own  promoter,  ParB 
expression  has  also  been  observed  from  the  ParA  promoter  from  dicistronic  mRNA  (87). 
Disruption of  the parA may have downstream effects on the expression of parB that may also 
contribute  to  the  phenotype  observed.  To  test  if  ParB  expression  is  regulated  by  ParA, 
quantitative real‐time PCR for parB mRNA and/or Western blotting  for ParB  in wild‐type and 
ΔparA  strains  could  be  conducted  to  quantify  cellular  ParB  concentration.  Transcriptional 
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repression by ParA proteins encoded by plasmids  such as P1, F and RK2 has been described, 
however,  these  proteins  contain  an  additional  N‐terminal  DNA‐binding  domain  (108‐130aa), 
absent from the chromosomal counterparts (57). Interestingly, M. smegmatis ParA contains an 
additional  N‐terminal  region  (~60aa)  compared  to  other  chromosomal  ParA  proteins  which 
may  also  contain  a  DNA‐binding  domain  that may  regulate  the  transcription  of  parA  and/or 
parB.  Investigation  of  this  hypothesis would  be  complicated  by  the  non‐specific DNA binding 
activity reported  for ParA proteins  in  their ATP‐bound dimerised  form(115). However,  the N‐
terminal region of parA could be cloned, expressed and purified for use in DNA binding assays 
with  sequences  upstream  of  parA/  parB  and  random DNA  sequences  to  investigate  if  the  N‐
e c A roperties.  terminal region does hav  site‐specifi  DN  binding p
Mid‐log  phase  cultures  of  each  of  the  wild‐type,  ΔparA,  ΔparB  and  ΔparAB  strains  were 
examined microscopically following DRAQ5 staining for DNA. Cells were identified as nuclear or 
anuclear based on their positive or negative DRAQ5 staining so the incidence of anuclear cells 
could  be  compared  across  the  strains.  The  population  of  the  ΔparA  strain  contained  more 
anuclear  cells  (approximately  35%)  than  the ΔparB  and  ΔparAB  strains  which  did  not  differ 
significantly  from  each  other,  both  containing  approximately  10%  anuclear  cells.  The  10% 
incidence of anuclear cells in the   ΔparB strain   correlates with the reported value of anuclear 
cells in the ΔparB population using DAPI as a DNA stain (87). It was also noted that there was an 
increase  in  the  number  of  very  short  (<2.5µm)  cells within  the mutant  populations  and  that 
these  cells  were  most  often  anuclear.  The  length  of  600  cells  from  each  population  was 





The  phenotype  displayed  by  the  ΔparA  strain  could  be  characterised  by  the  production  of 
≤2.5µm  anuclear  cells  that  represented  approximately  one  third  of  the  population.  This 
phenotype is very similar to that first described in E. coli  in 1967 in which anuclear mini‐cells 
are produced from the poles of mother cells due to mutations in the min operon (2, 34). Deletion 
of  the  operon  was  not  lethal  but  produced  the  mini‐cell  phenotype  that  could  only  be 
complemented  by  expressing  the  proteins  at  between  1‐10‐fold  the  physiological  range  (36). 
Subsequent studies on the role of the Min proteins have elucidated their mechanism; preventing 
the polymerisation of  the Z‐ring at  the cell poles  (122). Live‐cell  imaging of  the M. smegmatis 
ΔparA cells displayed mini‐cells being produced from the poles of the mother cell, in agreement 
with  the mechanisms by which E.  coli mini‐cells  are produced  in min mutants.  The  strikingly 
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similar  phenotypes  observed  for  E.  coli min  mutants  and  the M.  smegmatis  ΔparA  raise  the 
possibility that ParA of mycobacteria might directly or indirectly prevent Z‐ring polymerisation 
and therefore cell division near the cell poles.  
Complementation  of  the  mini‐cell  phenotype  in M.  smegmatis  ΔparA  cells  was  attempted  by 
expression of ParA‐mCherry from a tetracycline inducible promoter. A partial complementation 
was  observed  without  the  addition  of  tetracycline,  increasing  the  growth  rate,  reducing  the 
incidence  of  anuclear  cells  by  43%  and  similarly  reducing  the  incidence  of  cells  ≤2.5µm  in 
length.  However,  induction  of  ParA‐mCherry  with  20ng/ml  tetracycline  did  not  improve  the 
complementation  suggesting  insufficient  ParA‐mCherry  expression was  not  the  problem.  The 
incomplete complementation with parA‐mCherry may be due to the polar nature of the ΔparA 
strain  where  the  parA  gene  was  disrupted  with  a  hygromycin  cassette.  This  may  have  a 
downstream  effect  on  parB  and  other  genes  that  contribute  to  the  phenotype  observed.  To 
investigate  if  this  is  the  case,  an unmarked  in‐frame  ΔparA  strain  could  be produced  and  if  a 
similar  phenotype  observed,  a  ParA  could  be  expressed  from  its  natural  promoter  to 
complement.    
Interestingly,  overexpression  of  ParA‐mCherry  from  the  tetracycline  inducible  promoter  of 
pMEND‐int in wild‐type cells produced a similar phenotype to the partially complement strain; 
a decrease in cell growth rate and an increase in ≤2.5µm and anuclear cells. This may suggests 
that  the  ‘leaky’  expression  from  pMEND‐ParA‐mCherry‐int  expresses  ParA‐mCherry  above 
physiologically  relevant  levels.  Once  again,  this  is  consistent  with  ParA’s  involvement  in  a 
system similar to Min as over expression of the MinC or MinD in E. coli also reproduces the mini‐
cell phenotype (34). This result also suggests that the ParA‐mCherry fusion protein is functional 
in  mycobacterial  cells  allowing  its  sub‐cellular  localisation  to  be  studied.  The  recent 






in  the  absence  of  ParB.  Expression  of  ParA‐mCherry  in  the  ΔparB  strain  had  a  moderate 
phenotypic effect in which growth rate was reduced significantly from a doubling time of 3.9 to 
4.9hrs but  the proportion of anuclear cells and cells ≤2.5µm  in  length  increased by 4 and 6% 
respectively. Interestingly, the incidence of mini‐cells when ParA‐mCherry was expressed in the 
ΔparB  strain  was  very  similar  to  expression  of  ParA‐mCherry  in  wild‐type  cells  but  ParA‐
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mCherry expression  in  the ΔparB  reduced  the  growth  rate more  than  in  the wild‐type  strain. 
Expression of ParA‐mCherry in the ΔparAB strain had no effect of growth rate or the incidence 
of mini‐cells. This is perhaps not too surprising because the ΔparAB and ΔparB strains both have 
a  similar  phenotype  so  expression  on  ParA  in  the  ΔparAB would  effectively  create  a  ΔparB 
strain.   
Deletion  of MinC  or MinD  in E.  coli and B.  subtilis  results  in  the mini‐cell  phenotype  because 
correct positioning of MinC  is required to protect  the poles  from FtsZ polymerisation and cell 
division (34, 127, 128). However, the mechanism by which MinC is positioned in the two species 
is contrasting. In, B. subtilis, the MinCD complex is statically tethered to the poles dependent on 
the  polar  protein  DivIVA  which  results  in  a  MinCD  concentration  gradient  towards  mid‐cell 
(127, 128). However,  in E. coli  the MinCD complex oscillates between the poles, dependent on 






ParA‐mCherry  were  observed  in  nucleated  and  anuclear  cells  and  in  cells  from  each  of  the 
genotypes  tested.  These  results  suggested  that  ParA  has  a  similar  sub‐cellular  localisation 
pattern to the MinCD complex of B. subtilis rather than the dynamic localisation observed in E. 





The method by which  the  cells were prepared  for microscopy did  not  necessarily  ensure  the 
cells were  still  viable.  Cells were  removed  from  culture  and  spread  onto  poly‐L‐lysine  coated 
slides,  allowed  to  air  dry  and mounted with Mowiol mounting media. This process may have 
affected  the  membrane  potential  and  therefore  ATP  generation  within  the  cell,  causing  an 
artefactual  staining  pattern.  Each  of  the  strains was  therefore  also  examined microscopically 
after  preparation  for  live‐cell  imaging  which  ensures  cell  viability  is  maintained  and  ParA‐
mCherry displayed  a  very different  staining pattern.  In  the presence of ParB,  a  concentration 





consistent  with  the  hypothesis  that  correct  ParA  positioning  requires  the  cell  to  be 








ParA  is  a  Walker  A  Cytoskeletal  ATPase  and  the  Thermo  thermophilus  homologue  has  been 
shown  to  form dimers when ATP  is bound but be monomeric  in  the absence of nucleotide or 
when bound with ADP (115). It was also shown that only the dimeric ATP bound form of ParA 
filaments and binds DNA. ParB stimulates ParA hydrolysis activity that may cause dissociation 
from  the  filament  and  DNA  (115).  It  is  also  known  that  M.  smegmatis  ParB  is  nucleoid 
associated,  binding  to  parS  sites  proximal  to  the  origin  (87).  Using  this  information  and  the 
localisation data obtained for M. smegmatis ParA‐mCherry a model for the localisation of ParA 
sted (Figurcan be sugge e 6.24).  
Monomeric  ADP  or  empty  ParA  binds  selectively  to  a  single  pole  (probably  through 
protein:protein  interaction  with  a  ParA  nucleating  factor)  until  it  undergoes  nucleotide 
exchange which  causes  dimerisation  and  dissociation  releasing  ParA‐ATP  into  the  cytoplasm 
(Figure 6.24A). The ParA ATP‐bound dimer filaments and binds non‐specifically to the nucleoid. 
Interaction  with  ParB  bound  to  origin  proximal  parS  sites  causes  activation  of  ParA  ATPase 
activity.  ATP  hydrolysis  causes  ParA  to  monomerise  and  dissociate  from  the  filament  and 
nucleoid. ParA monomers are released into the cytoplasm to once again bind at the pole (Figure 
6.24A).  This model  can  explain  the  patterns  observed  in mini‐cells  and  in  the  strains  lacking 
ParB. In the absence of ATP, ParA cannot dimerise and remains nucleated at the pole leading to 
the  observed  polar  localisation  pattern  in  cells  mounted  in  Mowiol  (Figure  6.24C).  In  the 
absence of ParB but with ATP available, ParA forms ATP bound dimers that may filament and 











Figure 6.24 Model for ParA  ocalisation in M. smegmati  c lls 
Monomeric  ADP  or  empty  ParA  binds  selectively  to  a  single  pole  (probably  through 
protein:protein  interaction  with  a  ParA  nucleating  factor)  until  it  undergoes  nucleotide 
exchange which  causes  dimerisation  and  dissociation  releasing  ParA‐ATP  into  the  cytoplasm 
(A). The ParA ATP‐bound dimer filaments and binds non‐specifically to the nucleoid. Interaction 
with ParB bound  to origin proximal parS  sites  causes activation of ParA ATPase activity. ATP 
hydrolysis  causes  ParA  to  monomerise  and  dissociate  from  the  filament  and  nucleoid.  ParA 
monomers are released into the cytoplasm to once again bind at the pole (A). In the absence of 
ParB,  ParA  remains  ATP  bound  and  nucleoid  associated  giving  rise  to  a  diffuse  nuclear 
localisation  (B).  In  cells  that  are  not  respiring  and  therefore  lacking  ATP,  ParA  remains  ADP 
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bound and associated with the pole (C).     
A  puzzling  feature  observed  in  the  cells  expressing  ParA‐mCherry  is  that  the  concentration 
gradient  from the pole  is asymmetric.  If  the role of ParA is  to protect  the poles  from mini cell 
formation, how is  the opposing pole protected? The reason  for  this may be a rapid oscillation 
observed for the Min system of E. coli which would not be captured in static images, it may be 
due to incomplete complementation of the ΔparA phenotype changing the pattern of localisation 
or  may  be  a  novel  mechanism  in  which  only  one  pole  requires  protection  from  FtsZ 
polymerisation  by  ParA.  In  an  attempt  to  distinguish  these  possibilities,  live‐cell  imaging  of 
parAB straiParA‐mCherry in the ΔparA and Δ ns was carried out.  
Expression  of  ParA‐mCherry  in  the  ΔparA  strain  only  partially  complements  the  mini‐cell 




began  to  appear  in  the  other half  of  the  cell  leaving  a  small  ParA‐mCherry  free  region.  ParA‐
mCherry  then  formed  concentration  gradients  from  this  central  ParA‐mCherry  free  region 
towards  the pole  so  that upon division,  two cells were  formed with a ParA‐mCherry gradient 
from the new poles towards the old poles. The ParA‐mCherry pattern in cells that go on to form 
mini‐cells appears similar  in  the early elongation stage with a polar concentration gradient of 
ParA‐mCherry  observed.  However,  during  elongation  there  was  no  gradual  redistribution  of 
ParA‐mCherry to the other half of the cell. In contrast there was a rapid relocation leaving a spot 
at the pole that originally contained the ParA gradient and setting up another gradient pattern 
at  the opposing pole. A mini‐cell was  then produced at  the pole containing  the ParA‐mCherry 
spot.  If  the  mini‐cell  is  assumed  to  be  anuclear,  upon  synthesis  of  the  septa,  which  occurs 
approximately 2hrs prior to visualisation in phase contrast images (Chapter 4) cellular ATP may 
become depleted causing collapse of monomeric ParA onto the pole. The rapid relocalisation of 
ParA  to  the other half of  the cell may be caused by  the condensation and segregation of DNA 
away from the pole.  
Normal  division  events  could  also  be  observed  when  ParA‐mCherry  was  expressed  in  the 
ΔparAB strain. However, in these examples ParA‐mCherry was evenly distributed within the cell 
throughout the cell cycle.  Cells from the ΔparAB strain that produced mini‐cells also displayed 
even  ParA‐mCherry  distribution  until  a  polar  spot  was  left  at  a  pole.  The  (assumed  to  be) 
nucleoid  associated  ParA‐mCherry  moved  approximately  2.5µm  towards  the  opposing  pole 
before a division septum was synthesised at its trailing edge. The live‐cell time‐lapse imaging of 
ParA‐mCherry  is  interesting  as  is  suggests  that  ParA  is  a  dynamic  protein  but  no  oscillation 
similar  to  that  seen  for  E.  coli  MinCD  was  observed.  However,  due  to  incomplete 
complementation, it is unclear if any of the patterns observed truly represents ParA distribution 
in wild‐type cells. A more complete complementation and extensive analysis of ParA‐mCherry 
localisation  may  be  required  to  be  confident  of  any  cyclic,  dynamic  localisation  during  cell 
growth and division.    
To  test  if  the  predicted  ParA  and  ParB  interaction  with  the  nucleoid  affects  chromosome 
organisation  and/or  segregation  the  M.  smegmatis  ΔparA,  ΔparB,  and  ΔparAB  strains  were 
transformed with pFROS so the attB site could be visualised (Chapter 5). In wild‐type cells attB 
spots  displayed  two  clear  patterns,  either  1‐spot  or  2‐spots  in  each  cell  and  the  spots  were 
characteristically positioned within the cell. Single spots were positioned towards mid‐cell and 
double spots usually occupied the 20‐40 and 60‐80 quintiles (Chapter 5). In contrast, the ΔparA, 





the strains was significantly more variable  than  that of wild‐type although single spots  in  the 
ΔparA and ΔparB strains still appeared to tend towards mid‐cell. Furthermore, the sub‐cellular 
position of the single attB spot in the ΔparAB strain was significantly more variable compared to 
that  of  the  ΔparA  and  ΔparB  strains.  This  suggests  that  ParA  and  ParB  play  a  role  in 
chromosome  organisation  in  M.  smegmatis  and  that  a  double  knockout  has  a  cumulative 
negative effect. In wild‐type cells double‐spots were most often located in the 20‐40 and 60‐80 
cell quintiles, approximately equidistant from mid‐cell. No such pattern was observed for any of 




which  chromosome  organisation  is  disrupted,  but  the  chromosomes  still  segregate with  only 
mild  effects  on  segregation observed  in  the origin  region  (110)  . This  suggests  that ParA and 
ParB of M. smegmatis play a role in chromosome organisation and segregation but do so to fine‐






If  the  role  of M.  smegmatis  ParA  is  to  protect  the  cell  pole  from  FtsZ  polymerisation,  it  is 
mystifying  how  this  is  achieved  when  in  most  cells  imaged,  ParA‐mCherry  is  localised 








the  majority  of  the  cell  cycle.  This  result  supports  the  model  proposed  for  chromosome 
organisation in mycobacteria in which OriC is replicated at mid‐cell prior to rapid segregation to 
the  poles  (Chapter  5).  It  should  also  be  noted  that  mycobacterial  ftsZ  is  unusual  in  that 
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transcription  analysis  showed  ftsZ  is  transcribed  from  multiple  promoters,  suggesting  high 
basal  expression  and/or  differential  FtsZ  expression  during  different  stages  of mycobacterial 
growth (169).  If  there was differential FtsZ expression at different  times during the cell cycle, 




complementation  of  the  ΔparA  mini‐cell  phenotype  should  be  a  priority  as  ParA  expression 
levels appear critical for its correct functioning. The localisation patterns of ParA observed here 
in  ‘normal’  cell  division  events  may  not  be  representative  of  ParA  localisation  in  a  fully 
complemented  strain.    It  would  also  be  helpful  to  label  ParB  in  the  cell  with  a  different 
fluorescent protein to mCherry such as GFP so the relative positions of ParA and ParB could be 
studied giving insight  into their  interaction.  It would also be important to  identify the relative 





In  this chapter  I aimed to  investigate  the essentiality and  function of ParA  in M. smegmatis.    I 
obtained  three  mutants  at  the  par  locus  ΔparA,  ΔparB  and  ΔparAB.  These  mutants  were 
analysed  for  growth  defects,  incidence  of  anuclear  cells,  localisation  of  ParA‐mCherry  and 
chromosome  organisation.  In  summary,  the  ΔparA  strain  displayed  the  greatest  phenotype 
suggesting  that ParA may regulate ParB and unregulated ParB  is more detrimental  to  the cell 
than no ParB at all. The ΔparA strain displayed a cell division defect phenotype similar to that 
observed  when  the  Min  system  is  disrupted  in  E.  coli  where  anuclear  mini‐cells  of 
approximately 2.5µm in length are produced from the cell poles. This suggests that the par locus 
v termof mycobacteria is in olved in de ining future division sites. 
The  mechanism  by  which  the  par  locus  helps  to  determine  future  division  sites  remains 
obscure. However,  some  information about ParA‐mCherry  localisation was obtained  that may 
be valuable in the elucidation of ParA mechanism. It was found that ParA‐mCherry localises to 
the  pole(s)  in  cells  that  do  not  contain  DNA  or  are  thought  to  be  metabolically  inactive 
suggesting  the  pole  is  the  ‘default’  location  for  ParA,  possibly  due  to  the  presence  of  a  ParA 
nucleating factor at the pole. However, in metabolically active cells which contain DNA and are 
expressing  ParB,  ParA  often  displays  a  gradient  pattern  from  a  pole  towards  mid‐cell.  This 
gradient pattern is dependent on ParB as in the ΔparAB strain ParA‐mCherry displayed a diffuse 
pattern within the cell and appeared to be nucleoid associated. Live‐cell time‐lapse imaging of 
ParA‐mCherry  suggested  that  ParA‐mCherry  is  a  dynamic  protein  although  incomplete 
complementation of the ΔparA phenotype prevented a clear understanding of ParA localisation 
throughout the cell cycle.  


























that  acted  on  such  novel  targets  should  be  effective  against  the  current  antibiotic  resistant 
trains and shorten treatment.  s
 
Little  is  known  about  the mycobacterial  cell  cycle  as many  proteins  found  to  play  important 
roles  in  other  bacteria  are  not  found  in  mycobacterial  genomes.  Cell  division  is  however,  a 
fundamental  process  essential  for  the  survival  and  expansion  of  all  bacterial  species. 
Furthermore,  bacterial  cell  division  is  sufficiently  different  to  the  eukaryotic  equivalent  to 
suggest  it may  involve  proteins  that  represent  excellent  drug  targets. With  this  in mind,  this 
project aimed to improve our understanding of mycobacterial growth and division by adapting 




Live‐cell  imaging  is  a  method  often  used  to  study  bacterial  cell  division  and  chromosome 
segregation  as  it  allows  single  cells  to be  imaged over  time. This  allows  temporal  patterns  of 
protein  localisation  to  be  observed  directly,  rather  than  inferring  such  patterns  from  ‘snap‐
shots’  of  many  cells.  Initially,  I  set  out  to  develop  a  live‐cell  time‐lapse  imaging  protocol  for 
mycobacteria  as  I  believed  this  to  be  an  important  tool  for  investigating  the  fundamental 
parameters of mycobacterial growth and division. I successfully optimised a technique using a 
glass‐bottom‐dish with cells growing under a layer of top agar. This method permitted bacterial 
culture  over  extended  periods  (68hrs)  allowing  growth  and  division  of  slow  growing 
mycobacterial  species  to  be  observed.  This  represents  a  compromise  between  the  published 
agar pad methods  that are simple, but not well  suited  for  long‐term  imaging and microfluidic 
devices  that  represent  the most  versatile method  for  live‐cell  imaging,  but  require  specialist 
expertise  and  equipment.  The  glass‐bottom‐dish  method  optimised  here  allows  automated 
image  capture  at  a  number  of  regions  of  interest,  can  be  used  to  image  fluorescent  proteins 
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within cells and represents an open system, so supplements such as  inducers or drugs can be 
added  to  the  media  during  experiments.  The  method  is  widely  applicable  to  many  research 
groups  as  it  can be  used  for  imaging  of Gram‐positive  and Gram‐negative  bacteria  as well  as 







the spatial  and  temporal  regulation of FtsZ polymerisation. Labelling of  specific  chromosomal 
loci  in model  bacterial  organisms has  revealed  that  the bacterial  nucleoid  is  highly  organised 
and  consistently  orientated  within  the  cell,  where  every  locus  has  a  specific  sub‐cellular 
address.  The  labelling  of  specific  loci  in  a  number  of  species  has  contributed  to  our 
understanding of  chromosome dynamics,  helping  to define  the  role  the  chromosome plays  in 
cell  division.  As  very  little  was  known  about  chromosome  organisation  and  segregation  in 
mycobacteria two key methods used in model organism were adapted for use in mycobacteria. 
Fluorescence  in  situ  Hybridisation  (FISH)  involves  the  hybridisation  of  fluorescently  labelled 
DNA probes  specific  for a  locus of  interest  to  chromosomal DNA  in  fixed, permeabilised cells. 
The  major  advantage  of  such  a  method  is  the  possibility  of  labelling  any  given  locus  and 
allowing  multiple  loci  to  be  labelled  in  a  single  cell.  However,  the  permeabilisation  and 









cells  appeared  damaged  and  ‘clumped’  together  making  single  cells  difficult  to  analyse. 
Furthermore, probe was found bound to regions outside of cellular boundaries, and there was 
no  consistent  pattern within  cells,  suggesting  the  cellular  architecture  including  the  nucleoid 
may  have  been  altered  during  permeabilisation  and  hybridisation.  An  optimised method  for 
FISH in mycobacteria remains a challenge. 
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Fluorescence Receptor Operator System (FROS)  is an alternative method  for  labelling specific 
chromosomal  loci  and  has  been  used  widely  in  a  range  of  bacteria.  The  method  involves 
inserting an array of operator sequences at a defined chromosomal location and expressing the 
repressor  fused  to  a  fluorescent  protein  that  binds  to  the  sequence.  Initially,  an  attempt was 
made  to  insert  lacO  sequences  by homologous  recombination within  a  putative  non‐essential 
ORF, Msmeg6923. However, mutants were not obtained and this was thought to be due to the 
low transformation efficiency with such a  large plasmid. As an alternative,  the  lacO sequences 


















Live‐cell  imaging  of  M.  smegmatis  and  M.  bovis  BCG  cell  was  consistent  with  all  of  these 
hypotheses except snapping division, which was only observed occasionally and perhaps better 
described as bending. C. glutamicum, which is also an actinomycete that grows by tip extension 
and  lacks  a  Min  system,  was  also  imaged  to  see  if  these  characteristics  extended  to  related 
organisms.  Interestingly,  C.  glutamicum  cells  were  observed  to  grow  to  a  characteristic  size 
prior  to  symmetric  division  and  each  division was  accompanied  by  ‘snap’  into  a  V‐shape,  as 
opposed to the bending observed in mycobacteria. Further evidence of asymmetric growth and 




species. Mycobacterial  three  spot  cells  (2‐polar  and  a  septal  spot), were of  significantly more 
variable length when compared to equivalent C. glutamicum cells, and the septal spot was less 
precisely  located at mid‐cell,  suggesting asymmetric division occurs at a  range of  cell  lengths. 
Finally,  a  fluorescent marker  (mCherry) was  fused  to  PBP1a  and  shown  to  locate  to  sites  of 
nascent PG synthesis, allowing  live‐cell  imaging and  fluorescent staining  to be combined. This 
revealed  some  interesting  insights  about mycobacterial  cell  division. As  a  single  cell  could be 
imaged,  the  time at which a septal spot of PBP1a‐mCherry appeared could be defined, and  its 
position related to the length of the cell. This imaging was also consistent with the hypothesis 
that mycobacteria  do  not  divide  at  a  characteristic  size,  but  suggested  that  the  septal  spot  is 
positioned  at mid‐cell  in  contrast  to  previous  experiments with VanBODIPY.  It was  therefore 
concluded from the experiments performed here, and the published electron micrographs of M. 
tuberculosis, that mycobacteria do not use cell length as a cue for cell division. However, it was 
also  concluded  that  although mycobacteria  divide  asymmetrically,  the  division  site  is  in  fact 
selected  at  mid‐cell.  Asymmetric  growth  following  division  site  selection  is  the  most  likely 
reason mycobacteria appear to divide asymmetrically. Due to the apparent disconnect between 
cell division  initiation and cell  length,  it was hypothesised  that division may be dependent on 
chromosome segregation, a process that is not necessarily linked to cell length.            
7.3 CHROMOSOME ORGANISATION AND SEGREGATION IN MYCOBACTERIA 
To  investigate  the  hypothesis  that  mycobacterial  cell  division  is  spatially  and  temporally 
controlled  by  chromosome  segregation, M.  smegmatis  was  stained  with  a  DNA  specific  stain 









FROS  demonstrated  that  the  attB  site  was  only  found  in  one  or  two  copies,  indicating  that 
multiple rounds of DNA replication are not initiated during cell growth, and that the topology of 
the nucleoid(s)  changes during growth  to ensure  the  cell  is  almost entirely occupied by DNA. 
This pattern of DNA organisation is similar to that observed in C. crescentus, which relies upon 
DNA segregation  for  temporal and spatial regulation of Z‐ring placement and  in contrast  to B. 
subtilis  and  E.  coli,  DNA  replication  begins  at  a  pole  rather  than  at  mid‐cell.  Analysis  of M. 
smegmatis cells displaying 1 and 2‐spots of attB staining suggest the site is located close to mid‐
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cell  in  new  born  cells,  replicated  at  mid‐cell  and  then  each  new  locus  is  segregated  to  cell 
quarter  positions  prior  to  division.  This  pattern  of  DNA  segregation  is  most  similar  to  that 
observed  in  B.  subtilis  in  which  a  centrally  located  static  replication  factory  is  thought  to 
replicate  the  entire  chromosome  before  segregation  towards  the  cell  poles.  On  average,  cells 
displaying  a  2‐spot  pattern  were  longer  than  those  displaying  a  1‐spot  pattern,  there  was 








for  the  faithful  segregation  and  inheritance  of  low  copy  number  plasmids.  Such  loci  are  also 
found on bacterial chromosomes but their role is less clearly defined. In most bacteria, including 
B.  subtilis,  the  locus  is  non‐essential  and  knockout  mutants  only  display  mild  phenotypes 
associated  with  chromosome  segregation  defects.  However,  in  C.  crescentus  that  relies  on 
chromosome segregation to spatially and temporally regulate cell division, ParA and ParB are 
essential.  Consistent  with  the  hypothesis  that  M.  smegmatis  also  replies  on  chromosome 
segregation  for  this  purpose,  parA  and  parB  were  categorised  as  essential  based  on  a 
transposon mutagenesis screen of M. tuberculosis in which these genes had not been disrupted. 
The M. smegmatis par locus was therefore identified as a potentially playing an essential role in 
cell  division.  However,  contradictory  to  this,  a ΔparB M.  smegmatis  strain  has  been  reported 
(87). The phenotype of  the ΔparB strain was similar  to  that of a B. subtilis mutant  including a 
modest increase in anuclear cells consistent with an accessory role in chromosome segregation. 
In B.  subtilis,  the ΔparA  strain  had  no  phenotype  so  an  attempt  was made  to  disrupt  the M. 














a  role  in  the  spatial  regulation  of  septum  placement.  The mini  cell  phenotype  could  only  be 
partially complemented with expression of ParA‐mCherry and displayed a similar phenotype to 
expressing  ParA‐mCherry  in  a  wild‐type  background.  This  suggested  that  there  may  be  a 
narrow  window  of  ParA  expression  levels  within  the  cell  that  is  tolerated  without  the 
production of mini cells, in agreement with similar results observed with the min locus in E. coli. 
However, it must be considered that the parA mutation is polar and may therefore influence the 
expression  of  downstream  genes  including  parB  which  may  contribute  to  the  phenotype 
providing  a  possible  rational  for  only  partial  complementation.  Interestingly,  the  ΔparAB 
mutant  behaved  almost  identically  to  the ΔparB  strain;  a moderate  increase  in  anuclear  cells 
(approximately 10%) and slowed growth. This may suggest that ParB expression in the absence 
of ParA  is more detrimental  to  the cell  than no ParB expression at all and  indicates  that ParA 
may regulate ParB.  
ParA‐mCherry  localisation  within  mycobacterial  cells  was  investigated  to  elucidate  the 
mechanism  by  which  ParA  depletion  produces  a  mini  cell  phenotype.  ParA  localisation  was 
dependent on the presence of ParB and the metabolic state of the cell. In anuclear cells and cells 
mounted  in a medium that does not  support growth, ParA‐mCherry  localised at  the cell poles 
independently  of  ParB.  However,  in  growing  cells  ParA‐mCherry  localised  as  a  concentration 
gradient or a  ‘cloud’  from one pole  towards mid‐cell.  In  the absence of ParB,  this pattern was 
abolished and a diffuse ParA‐mCherry pattern was observed, which may be nucleoid associated. 
This data  and  information about  the par  locus on plasmids and other bacterial  chromosomes 
allowed a model of ParA‐mCherry  localisation  to be proposed. The model suggests  that ParA‐
mCherry  localisation  is  dependent  on  ATP  binding.  ADP  bound  or  empty  ParA  monomers 
localise  to  the  cell  pole  and  only  dissociate  when  nucleotide  exchange  proceeds  and  ATP 
dependent dimerisation of ParA occurs. The ParA‐ATP dimers can form filaments that associate 
with  the  nucleoid  but  interaction with  ParB,  bound  to  the  parS  site  near  oriC,  stimulates  the 
ATPase  activity  of  ParA  promoting  ATP  hydrolysis  to  ADP, monomerisation  and  dissociation 






opposing  pole,  leaving  a  polar  spot  at  the  original  pole.  This  was  closely  followed  by  the 
production of a mini cell at the pole with the ParA‐mCherry spot. Similarly, in the ΔparAB strain 
mini cell production was associated with relocalisation of ParA‐mCherry away from the pole at 
which  the mini cell was produced,  leaving only a polar spot of ParA‐mCherry  in  the mini cell. 
This may suggest that the role of ParA is to dynamically tether the nucleoid at the pole, ensuring 
there  is  no  DNA  free  region  near  the  pole  in which  the  Z‐ring  can  form,  consistent with  the 
hypothesis  that mycobacteria  rely on nucleoid occlusion  to  inhibit Z‐ring polymerisation.  It  is 
puzzling that ParA‐mCherry is often only observed as a ‘cloud’ at a single pole as this does not 
appear  to  support  the model  of  ParA  tethering of  the  chromosome. However,  this may be  an 
artefact of parA‐mCherry only partially complementing the mutant where redistribution of ParA 
from  between  poles  upon  chromosome  replication  is  highly  sensitive  to  cellular  ParA 
n.  concentratio
Labelling  of  attB  in  the  mutants  produced  a  different  pattern  of  LacI‐mCherry  localisation 
compared  to  the  wild‐type.  Each  of  the  ΔparA,  ΔparB  and  ΔparAB  mutants  displayed  attB 
positioning  defects,  but  segregation  of  duplicated  attB  loci  appeared  to  be  unaffected.  This 
suggests that the par locus of M. smegmatis is involved in chromosome organisation rather than 
segregation,  and  the  cell  division  phenotype  observed  with  the  ΔparA  mutant  is  the 
consequence of a disorganised nucleoid.   
7.5 A MODEL FOR MYCOBACTERIAL CELL DIVISION  










with  the  nucleoid  until  contact  with  ParB  stimulates  ATP  hydrolysis,  monomerisation  and 
dissociation  of  the  terminal  ParA  from  the  filament.  The  next  ParA  dimer  is  then  free  to 
associate with ParB  and  go  through  the  same process.  A  continual  cycle  of  filamentation  and 
ParB  induced  dissociation  may  produce  the  ParA‐mCherry  pattern  observed  and  effectively 
‘pull’ ParB and therefore the oriC region toward the pole, dynamically tethering it at the pole.  
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Figure 7.1 Amodel for cell division in mycobacteria
A new born mycobacterial cell has the terminus region tethered to the new pole and
oriC dynamically tethered to the old pole through a ParA‐ParB‐DNA interaction
resulting in a ParA ‘cloud’ at the old pole (A). When the cell is ready to replicate the
DNA it is re‐orientated to locate oriC and ter to mid‐cell (B) Upon duplication of oriC,
these regions are segregated to opposing poles allowing a polar cloud of ParA to form
at each pole, tethering oriC in this region, and therefore protecting both poles from Z‐
ring polymerisation (C). The remaining DNA is replicated and finally ter is duplicated
at mid‐cell where the new ter regions are segregated leaving a DNA free region at
mid‐cell amenable to Z‐ring polymerisation (D‐E). A late recruit to the Z‐ring
associates with the terminus regions, tethering them to the new poles after division
the cell is completely occupied by DNA, with oriC at the old pole and ter at the new
pole (F‐G).
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until  origin  segregation  allows  the  generation  of  polar  ParA  concentration  gradients  at  each 
pole.  This  process  of  ParA  relocalisation  to  both  poles  may  be  very  sensitive  to  ParA 
concentration  and  ParA‐mCherry may  only  partially  complement ΔparA.  DNA  replication  can 
then  proceed  without  Z‐ring  polymerisation,  as  the  entire  cell  is  occupied  by  DNA,  with  the 
terminus  region  remaining  at  the  mid‐cell  position.  Once  DNA  replication  is  complete,  the 
terminus regions are segregated leaving a DNA free region at approximately mid‐cell where the 
division  septum  begins  to  form.  A  late  recruit  to  the  septum  associates  with  the  terminus, 
tethering  it  to  the new pole  at  a  stage when  the Z‐ring  is no  longer  sensitive  to  inhibition by 
nucleoid  occlusion.  Upon  completion  of  division  septum  constriction,  two  new‐born  cells  are 
produced that have the origin tethered at the old pole by ParA and the terminus region attached 
to  the new pole  so  the  cycle  can begin once  again without  aberrant Z‐rings  forming  at  either 
pole and producing mini‐cells.   
This model suggests that the division site will be selected at approximately mid‐cell but during 
Z‐ring polymerisation,  stabilisation and  constriction,  asymmetric  growth  from opposing poles 
could create two daughter cells of differing size (Figure 7.2). Division at a range of sizes can be 







 s regions a new born cell 1. The origin and terminu re positioned at opposing poles in a 
 C a2. Upon DNA replication ori nd ter are re‐positioned towards mid‐cell 
 d to3. Once duplicated oriC and ter regions are rapidly segregate  the poles   
4. These assumptions have been inferred from the study of attB cellular localisation; direct 
observation of oriC and ter would be required for confirmation. This could be achieved 
by modifying  the FROS method  so  that  lacO  sequences  could be  inserted at other  loci 
rather  than  restricted  to attB.  Further  assumptions  are made  about  the M.  smegmatis 
par locus: 
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Figure 7.2 Amodel for asymmetric cell division in mycobacteria
Cell division proceeds as describe in Figure 7.1. However, following determination
of the futures sites for division by the position of ter duplication (D) asymmetric
growth from the poles can occur (E‐F). Subsequent division between the newly
duplicated ter regions would produce two cells of differing length (F‐G).
221
1. A  narrow  range  of  intracellular  ParA  concentrations  are  required  to  complement  a 
ΔparA stain  





These  assumptions  must  also  be  tested  empirically.  The  recent  development  of  improved 
mycobacterial  inducible  expression  vectors may  allow  tightly  controlled  expression  of  ParA‐
mCherry  to  fully  complement  the  ΔparA  mutant.  The  production  of  antibodies  against  M. 
smegmatis  ParA would  be  useful  for  ensuring  expression  of  ParA‐mCherry  is  at  physiological 
levels by Western blot and establishing whether the dynamic localisation patterns are relevant. 
Purification and biochemical  analysis of M.  smegmatis  ParA could be  carried out as described 
(115)  to  confirm  the  biochemical  characteristics  inferred  through  sequence  analysis  and 
published results on other ParA proteins.  
Fina y,  ng: ll there are some additional assumptions that have been made includi
 1. The nucleoid inhibits the polymerisation of the Z‐ring in its vicinity 
2. The  terminus  region  becomes  tethered  to  the  new  pole  upon  division  in  a  par  locus 
independent manner  
The  first  of  these  assumptions  is  likely  to  hold  true  as  nucleoid  occlusion  is  thought  to  be  a 
widespread bacterial mechanism to ensure chromosomal DNA is not guillotined by aberrant Z‐
ring  formation.  The  two  nucleoid  occlusion  proteins  identified  to  date  (Noc/SlmA),  do  not 
display sequence homology, so a nucleoid occlusion candidate in M. smegmatis is unlikely to be 
identified  through  a  bioinformatics  approach.  Indeed,  using  the  SlmA  protein  sequence  as  a 
blast query against the M. smegmatis genome returns no significant hits and the best match for 
the Noc protein sequence  is M. smegmatis ParA although  the similarity  is  less significant  than 
between B. subtilis Soj and M. smegmatis ParA. 
The  assumption  that  the  terminus  region  is  tethered  to  the  new pole  upon  division  could  be 





This  work  has  made  significant  progress  in  understanding  the  process  of  cell  division  in 
myc aob cteria.  




defined,  such  as  the  number  of  chromosomes  per  cell,  and  a  preliminary  model  of 
chromosome segregation suggested 
4. ParA was  shown  to be non‐essential  and  to play a  role  in  cell division  site placement, 
probably indirectly through chromosomal organisation.   






Chromosome  organisation  and  dynamics  and  the  role  of  ParA  in  cell  division  both  require 




Instability  of  pFROS  probably  due  to  duplication  of  the  lacO  cassette  on  the  plasmid,  driving 
homologous recombination once integrated at attB. Selection of a pFROS plasmid with a single 
lacO  cassette  should  improve  stability  and  allow  a  method  for  insertion  of  the  plasmid  at  a 
variety of loci to be developed, with the origin and terminus regions as priorities. Labelling oriC 
and  ter  would  test  the  model  presented  in  Chapter  5  for  chromosome  organisation  and 
dynamics  in M.  smegmatis  and  the model  for mycobacterial  cell  division  (Figure 7.1).  Further 
regions  could  be  labelled  with    lacO  through  transposon mutagenesis  as  demonstrated  in  C. 
crescentus  (201).  Once  the  insertional  sites  had  been  identified,  clones  could  be  selected  for 
microscopic  analysis  that  were  inserted  close  to  loci  of  interest  such  as  oriC  and  ter.  This 
method would allow M. smegmatis chromosome organisation and segregation to be studied to 
test the assumptions that all loci are replicated at mid‐cell, origin regions are segregated to old 
poles,  terminus  regions are  tethered at new poles  and  the  chromosome  is organised  laterally 
within  the cell, where  locus positions on  the chromosomal map correlates with  their position 
within the cell. Analysis of the data that these experiments would produce could be simplified if 




of  the ΔparA  strain  is needed, perhaps using  improved  tetracycline  inducible vectors  that are 
less ‘leaky’ (213) or attempting to use the native promoter, and using native ParA as well as the 
version fused to mCherry, to test if there are functional differences between the two proteins. If 
complementation  is  achieved with ParA‐mCherry,  live‐cell  imaging  of  the  protein would  then 
establish  if  the  predicted  relocation  from  a  single  polar  ‘cloud’  to  a  bipolar  pattern  occurs, 
tethering the duplicated origin regions at the poles.  
Biochemical  characterisation  of  ParA  would  test  several  assumptions  about  the  biochemical 
properties  of  ParA.  Site‐directed  mutagenesis  could  be  used  to  target  dimerisation,  ATP 
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hydrolysis and ATP binding (51, 115). The effect of mutations could be monitored in vivo to test 
the  prediction  that  ATP  hydrolysis  and  binding  is  important  for  ParA  localisation.  A  ParA 
protein deficient for ATP binding would be predicted to  localise only to the pole(s) as defined 
spots,  whereas  ATP  hydrolysis  deficient  mutants  would  be  expected  to  associate 
indiscriminately with the nucleoid. DNA binding, ATP binding and ATP hydrolysis assays could 
be  carried  out  on  purified  proteins  (115).  Further  work  in  the  long‐term  would  be  to 
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Appendix 1.M. smegmatis growth curves
M. smegmatismc2 155 was grown in Hartman’s de Bont minimal media at 37°C
with shaking at 180rpm. Aliquots were removed from the culture for
OD600nm (A) and cfu/ml determination (B). From the resulting curves, mid‐
log phase was found to be an OD600nm of 0.25‐0.9 (A/B grey shaded area).
For greater cell numbers, cultures with OD600nm values between 0.6 and 0.9
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