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The action of the rotor wake on loose sediment on the ground is primarily responsi-
ble for inducing the rotorcraft brownout phenomenon. Therefore, any simulation of
brownout must be capable of accurately predicting the velocity field induced by the
rotor when it is operating in ground effect. This work attempts to use a compress-
ible, structured, overset Reynolds-Averaged Navier-Stokes (RANS) based solver to
simulate hovering rotors in ground effect (IGE) to demonstrate the capability of the
code to provide accurate tip vortex flow field predictions, and provide a good un-
derstanding of the ground-wake interactions. The computations are performed for a
micro-scale rotor (0.086m radius, aspect ratio of 4.387 operating at a tip Mach num-
ber of 0.08 and Reynolds number of 32, 500) and a sub-scale rotor (0.408m radius,
aspect ratio of 9.132 operating at a tip Mach number of 0.24 and Reynolds number
of 250, 000) in order to compare to experimental measurements. The micro-scale
rotor has a rectangular tip shape and is simulated three rotor heights: 1.5R, 1.0R
and 0.5R above ground (R = Rotor radius). The sub-scale rotor is simulated at
one particular rotor height (i.e. 1R) but with four different tip shapes: rectangular,
swept, BERP-like and slotted tip. Various mesh placement strategies are devised to
efficiently capture the path of the tip vortices for both regimes.
The micro-scale rotor simulations are performed using the Spalart Allmaras
(S–A) turbulence model. The examination of the IGE tip vortex flow field suggests
high degree of instabilities close to the ground. In addition, the induced velocities
arising from the proximity of the rotor tip vortices causes flow separation at the
ground. The sub-scale rotor simulations show a smeared out flow field even at early
wake ages due to excessive turbulence levels. The distance function in the S–A
turbulence model is modified using the Delayed Detached Eddy Simulation (DDES)
approach and a correction to length scaling is included for anistropic grids. The
resulting computational flow field after these modifications compares well with the
experiments. The slotted tip is seen to diffuse the tip vortices at early wake ages
through injection of momentum and increased turbulence, and generates the least
amount of unsteady pressure variation at the ground plane when compared with
other three tip shapes.
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1.1 Motivation: Problem of Rotorcraft Brownout
An issue associated with rotorcrafts operating in a desert or dusty environ-
ment is the brownout condition. When a helicopter operates at close proximity to
the ground, the rotor wake causes loose sediment particles from the ground to get
entrained into the air. Under certain operational conditions, particularly during
takeoff and landing, these entrained particles tend to recirculate around the rotor-
craft to form large dust clouds. Figure 1.1 shows the formation of such a dust cloud
during the landing of a helicopter. A dense dust cloud can inhibit the ability of a
pilot to perform maneuevers close to the ground due to the lack of visual cues.
Consequently, pilots can lose control of the vehicle and encounter obstacles.
By DOD estimates [1], brownout accounts for three fourths of rotorcraft related
accidents in Middle East operations. The engulfed sediment particles can also lead
to mechanical wear and tear of the rotorcraft components, mainly affecting the rotor
blade and hub. This results in huge maintainence issues and a shortening of the life
span of rotorcraft components.
To avoid these issues, several possible solutions have been adopted to mitigate
the effect of the brownout cloud. One solution is to provide sensor technologies
to pilots which will allow them to navigate through dust clouds. The increased
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Figure 1.1: A helicopter encountering brownout conditions during a landing in the
desert. (Photo courtesy of Optical Air Data Systems LLC).
situational awareness because of these sensory systems [2, 3] shows an improvement
in flight safety, but one can still not avoid the maintenance costs (mechanical wear
and tear of rotorcraft components) incurred by brownout. Another possible solution
to mitigate the effect of brownout adopted by pilots is to change the flight path
[4]. Following this strategy, pilots spend lesser time during landing and takeoff
maneuever to minimize the amount of dust entrainment. However, such a strategy is
only limited to a few operational conditions depending on the weight of the vehicle,
density altitude and particle characteristics. They also result in harder landings.
The usage of sensory technologies or change in flight path only provide workarounds
to limit the effects of brownout related issues. This infers the requirement for a
more permanent solution to mitigate/prevent the brownout problem.
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(a) Relatively mild brownout cloud beneath a hovering EH-101. Courtesy:
AWI
(b) Severe brownout conditions beneath a hovering CH-47. [6]
Figure 1.2: Two rotorcraft with different brownout clouds
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However, there are numerous challenges associated with studying the brownout
phenomenon. The most important challenge comes from the enormity of the prob-
lem that needs to be tackled over a wide range of flight conditions and sizes of
sediment particles over various terrains. In addition, photographic evidence shows
that different rotorcrafts with distinct design features such as blade twist, rotor-disk
loading, tip shape, number of blades, etc. produce different dust-cloud shapes while
the dust cloud can also vary in their spatial extent, concentration, and rapidity of
development. Some helicopters during landing approach can produce radially ex-
panding toroidal shaped brownout clouds (seen in figure 1.2)(a)) with little vertical
entrainment while leaving zones of good visibility for the pilot to maneuver within
the cloud. Other helicopters can produce large, dome-shaped dust clouds that engulf
the entire helicopter as observed in figure 1.2(b). Since different rotorcrafts under
varying conditions show unique brownout signatures, one needs to carefully justify
any simplifications to the brownout phenomenon.
1.2 Simplifying Brownout Phenomenon for CFD Modeling
The fundamental physics of brownout phenomenon consists of complex multi-
phase fluid dynamics involving the rotor wake (carrier phase) and sediment particles
(dispersed phase). Figure 1.3 illustrates some of the fluid mechanics and sedimentol-
ogy processes that are involved during brownout [9]. The carrier phase consisting of
the rotor wake is the three-dimensional unsteady flow field produced by a rotorcraft
operating in ground effect (IGE).
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Figure 1.3: Schematic showing various mechanisms involved in brownout phe-
nomenon [9].
The dispersed phase comprises of sediment particles that get transported under
the influence of the rotor wake as it interacts with the ground. One can observe
the mobilization and transport of sediment particles under the action of rotor flow
in details by looking close to the ground as shown in figure 1.4. The influence of
the wall jet formation and vortical structures can be seen to affect the velocity and
pressure fields at the ground. The resulting shear stress distributions can produce
mobilization and uplift of sediment particles [7, 8]. These observations infer that to
capture all the various physical phenomenon can be quite challenging. Therefore,
from a practical CFD modeling perspective, one needs to simplify this complex
brownout phenomenon by assuming the following:
• Modeling the fluid-particle interaction for these complicated flow fields is ex-
tremely challenging. The development of a particle model is still an active field
of research [9]. To simplify the computations, most recent studies [9, 10, 11, 12]
simplify the multiphase aspect of brownout problem by ignoring the effects of
airborne sediment particles on the flow field and simulate only the effect of the
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Figure 1.4: Schematic showing different sediment uplift processes (Reproduced from
Sydney et al. [13]).
flow field on the particles. This is a reasonable approximation for the brownout
problem, except close to the ground where the particle-density cloud may be
large enough to affect the momentum of the fluid. This decoupled approach
allows one to concentrate on the problem of tracking the evolution of the rotor
tip vortices and their interaction with the ground boundary layer.
• Brownout occurs predominantly during landing and takeoff maneuvers. A sim-
plified approximation for carrying out CFD modeling can assume a hovering
condition for rotorcraft by ignoring any kind of dynamic maneuvers.
• It has been shown that different rotorcraft configurations generate different
brownout cloud patterns. This means that various factors such as rotor shape,
fuselage design and tail rotor designs feed into the evolving dust cloud. How-
ever, to first order one can ignore the effects of fuselage and tail rotor and only
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focus on the isolated rotor for CFD analysis. One can then concentrate on
the effect of the main rotor planform on tip vortex formation and subsequent
interaction with the ground.
• Similar rotorcrafts performing identical landing or takeoff maneuvers can show
different brownout conditions depending on the terrain over which the rotor-
crafts are operating. This implies that the sediment characteristics such as
the type and size of particles, their compactness, moisture content, etc. also
affect the formation of dust clouds. However for CFD analysis, one can ini-
tially ignore the complicated terrain and assume a flat ground plane without
the presence of sediment particles.
Thus, although the brownout phenomenon is a complex multiphase problem,
one can make several simplifying assumptions to make the CFD simulations more
tractable yet capture the key relevant physics with ramifications for understanding
of brownout such a simplified problem is the detailed capturing of the rotor wake as
it forms at the rotor surface and convects downward and outward along horizontal
ground plane in hover.
1.3 Physics of Rotor Wake in Hover Interacting with a Ground Plane
The rotor hovering in ground effect (IGE) experiences a decrease in induced
downward velocity compared to a rotor operating in out of ground effect (OGE).
Consequently, a reduced power is required to operate at the same thrust. Similarly,
for a given power, a larger thrust can be required. During hover IGE, rotor blades
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operate at reduced collective to generate the same thrust and thus reduce the profile
power as well [14].
Figure 1.5: Flow field visualization of a hovering 2-bladed rotor operating in out of
ground effect(OGE) [48].
Beyond the performance changes, the rotor wake under a rotor hovering IGE
is very different from the one operating under OGE conditions. This is shown in
figures 1.5 and 1.6 using flow visualization images. The flow is being seeded with
smoke and a laser sheet illuminates a particular radial plane. The rotor blades shed
helicoidal vortices that are trailed from the blade tips. These tip vortices can be
8
Figure 1.6: Flow field visualization of a hovering 2-bladed rotor operating in ground
effect (IGE) [48].
identified by seed voids or the black circles that demarcate the vortex cores in figures
1.5 and 1.6 in a radial plane. In fig. 1.5, under OGE conditions, the tip vortices just
under the plane of the rotor blade initially undergo contraction. One can notice that
these vortices have laminar cores, identified by coherent seed voids. These laminar
vortex cores are devoid of turbulence that is evident in the surrounding flow field.
After 2-3 rotor revolutions, these tip vortices start to diffuse under the effects of
viscosity and turbulence. Further downstream, these instabilities increase and flow
field looks highly turbulent as tip vortices from adjacent turns end up pairing with
each other at older wake ages.
Under rotor IGE conditions, as seen in figure 1.6, the rotor wake contracts
initially under the plane of the rotor the same as observed in the OGE case. Note
that the contraction for the IGE case is reduced compared to the OGE case because
of the reduced induced velocity for the IGE case, resulting in a reduced amount of
contraction. This also causes the tip vortices to stay closer to the rotor disk for
the IGE case. For the IGE case, as the rotor wake convects further downwards, the
9
Figure 1.7: Schematic showing rotor wake formation and its interaction with a
ground plane
Figure 1.8: Schematic showing stretching of a vortex filament and intensification
of vorticity within the vortex core with a decreasing core radius (Reproduced from
Milluzzo et al. [31]).
rotor wake expands radially under the influence of the ground and the tip vortices
undergo stretching. This causes the tip vortices to reintensify resulting in an increase
in their swirl velocity. As a result, the tip vortices do not diffuse very much and
persist to much older wake ages up until 4-5 rotor revolutions. Figure 1.8 shows the
stretching effects on a tip vortex filament resulting in an increase of its swirl velocity
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and decrease of core radius.
Close to the ground, the turning of the momentum in the rotor wake due to
conservation of angular momentum causes the formation of a turbulent wall-jet like
flow along the ground that initially thins, and then thickens further downstream
along the ground. The tip vortices, upon getting very close to the ground (as seen
in the schematic in figure 1.7, can cause adverse pressure gradients to exists on the
ground plane leading to a separation of the boundary layer, that in some cases can
also lead to formation of secondary vortices. The formation of secondary vortices can
be an important factor for causing sediment particles to uplift and mobilize during
brownout phenomenon [15]. This implies that for an accurate brownout prediction,
accurate modeling of the rotor wake in hover during IGE is a prerequisite condition.
1.4 Literature Review of Related Previous Work
The focus of the present work is to use CFD tools to capture the rotor wake
from a hovering rotor operating in IGE and capture its interaction with the ground
in order to gain insight into the physics responsible for this brownout phenomenon.
In light of the discussion presented above, one can divide the relevant physical phe-
nomenon necessary to accurately model the rotor wake in hover and its interaction
with the ground into three categories.
• Rotor thrust and power changes during IGE operation. This can be referred
to as the global physics effects of IGE operation. This will affect the strength
of the resulting tip vortices and the time-averaged downwash/outwash fields.
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• Tip vortex formation and its initial convection. This should include the effects
of tip geometry or tip blowing on tip vortices. This will affect the initial core
size and turbulence levels of the tip vortex.
• Tip vortex diffusion at early wake ages, tip vortex stretching as it gets closer
to the ground and aperiodicity in the flow field. At the ground, one needs to
capture the perturbations to the steady outwash, as well as increased levels of
turbulence, from the tip vortices and wake.
1.4.1 Measurements of Global Physics during rotor hovering IGE
Several studies in the past have focused on the problem of predicting the
change in rotor thrust and power when operating IGE. Betz [16] analyzed the
effect of ground on the performance of a lifting propeller. The study was per-
formed by replacing the rotor with a sink and the ground was replaced by a mirror
sink. The study showed that the power required by the propeller decreases for
a constant thrust at heights lower than the propeller radius. Theoretical studies
conducted by Knight and Hefner [17] used a cylindrical vortex sheet to model a
lifting airscrew. They showed that the thrust coefficient increased in proximity to
the ground while torque coefficient remained almost constant except for very low
heights above ground. Cheeseman and Benett [18] performed a theoretical analysis
to calculate the thrust and power of rotors in and out of ground at different rotor
heights for varying forward speeds.
Fradenburgh [19] performed detailed studies of the flow field beneath the ro-
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tor hovering IGE. The study showed that the rotor wake did not just continually
contract as in OGE, but rather the tip vortices moved radially outwards as they
approached the ground. A region of up wash was found near the root and there
was an area of ”dead air”. Lighthill [20] used a modified actuator disk model for
both OGE and IGE cases to calculate the induced power. The analysis showed a
reduction in induced power in proximity to the ground. Hayden [21] used a large set
of flight dataset measurements to develop a semi empirical model to estimate per-
formance changes to a rotor IGE. The model introduced a modification to induced
power due to the presence of ground. Rossow [22] used experimental and theoretical
measurements to calculate rotor thrust and power for a model helicopter rotor. The
experiments were performed in a vented wind tunnel to account for hovering and/or
ceiling planes. The theoretical model was based on the squence of cylindrical vortex
models similar to the ones used by Knight and Hefner [17]. This model over pre-
dicted the magnitude of change in thrust. Thererfore, a semiempirical modification
was suggested to represent the wake IGE. With this modification thrust prediction
improves for all ground plane distances unless the ceiling plane is not too near.
All the above studies showed a modification from global effects on rotor perfor-
mance during rotor hovering IGE. Accurate modelng of these effects is a necessary
condition for properly capturing the rotor wake and subsequently for an accurate
understanding and modeling of the brownout phenomenon.
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1.4.2 Tip Vortex Formation at Rotor Blades and Initial Convection
For an accurate prediction of the hovering rotor wake IGE, one also needs to
accurately capture viscous separation and roll up into tip vortex. Comprehensive
studies have been performed in both experiments and computations to estimate the
tip vortex formation and its convection for early wake ages.
1.4.2.1 Experimental Studies
Caradonna and Tung [23] conducted hot wire velocity measurements in the
wake of a two bladed model-scale hovering rotor. The measured peak swirl velocities
were found to reach a maximum of 40% of the tip speed and the initial vortex core
radius was found to be around 4% of the blade chord.
Tangler et al. [24] examined the sensitivity of the tip vortex structure to rotor
blade design parameters(i.e., tip shape, number of blades and twist) for a sub-scale
hovering rotor. Tests were performed for a range of tip Mach number and collective
pitch settings. The maximum tip vortex swirl velocity was found to be of the order
of 20%-50% of the tip speed for the collective pitch range.
Thompson et al. [25] performed detailed measurements with a laser Doppler
velocimeter in the tip region and in the tip vortex core of a single-bladed subscale
rotor in hover. The data exhibited evidence of a secondary structure inside the
rotational core of the vortex.
Martin and Leishman [26] measured the swirl and axial velocities in the vortex
system trailed from an isolated sub-scale blade in hover. The measured data in
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select planes over one rotor revolution was corrected for aperiodicity. The peak
swirl velocity was found to decay at a rate that was much slower than that for the
measured axial velocity deficit. The effects of blade tip shape modification were also
evaluated.
Ramasamy and Leishman [27] and McAlister [28] measured velocity profiles for
an isolated sub-scale rotor in hover. They were able to show that the swirl velocity
and circulation profiles are approximately self-similar with wake-age. Ramsamy
et. al [29] performed measurements for a micro-scale rotor operating at a low tip
Reynolds number of 32, 400. Flow visualization showed that the trailed vortex sheet
from rotor blades was thicker than a case using higher chord Reynolds number.
Similarly, core sizes were relatively large as a fraction of blade chord compared to
those measured at higher vortex Reynolds number. Contrary to this trend, the core
growth rate showed similar behavior as observed in higher Reynolds number cases.
Huan and Leishman [30] studied a sub-scale rotor with forward-facing slots
directing incoming flow in the spanwise direction from the side edge of the blade
tip. Their measurements showed a reduced peak swirl velocity in the tip vortex of
60% relative to a baseline rotor without slots. The core of the tip vortex grew to
a size three times that of the baseline rotor. There was a 3% increase in power
requirement for the slotted rotor.
More recently, Milluzzo and Leishman [31] used a sub-scale rotor in hover to
understand the evolution of the trailed vortex wake sheet in great details. Various
twist distributions of the rotor blade were examined. They showed that the vortex
sheet provided a significant source of turbulence in the flow field and its development
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was dependent on rotor thrust and twist distributions.
1.4.2.2 Computational Studies
Russell et al. [32, 33] performed RANS simulations using the Baldwin-Lomax
turbulence model to validate the experimental hover measurements of MacAlister et
al. [34]. The vortex velocity profiles from simulations were compared with measure-
ments at distances of 0.5 and 3 chord lengths behind the trailing edge. Computed
core radius was seen to be 60% larger than the experiments at 3 chord length down-
stream location.
Usta [35] used upto eighth order accurate symmetric TVD schemes [36] (for
inviscid terms) with the Spalart-Allmaras turbulence model to model the Caradonna
and Tung [23] - two bladed hovering rotor. Though high order schemes performed
better than the low order schemes in predicting blade surface pressures, numerical
diffusion was found to reduce the vortex strength significantly.
Tang [38] used a high order accurate Euler solver with mesh adaptation re-
finement and compared the evolution of peak swirl velocity with wake age for the
isolated hovering rotor test case of Martin and Leishman [39]. The use of high order
accuracy and mesh adaption was seen to reduce numerical dissipation.
Duraisamy and Baeder [40, 41] used the high order accurate overset RANS
code, OVERTURNS, to simulate the same experiment. Detailed validations of swirl
and axial velocities were achieved up to one full revolution of the wake (roughly
60 chords of evolution). In addition to this, the effect of tip blowing on the vortex
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structure was studied using a surface boundary condition. Duraisamy et al. [42]
also studied the formation of rollup of the tip vortex for a hovering rotor test case.
The studies showed the presence of secondary and tertiary vortices resulting from
crossflow separations near the blade tip.
Lakshminarayan et al. [43, 44] extended the previously described study to per-
form computations on a hovering micro-scale rotor. Detailed performance and wake
characteristics were obtained that compared well with experiments. Different com-
binations of blade geometries (blunt leading/trailing edges, sharp leading/trailing
edges, twist, taper) were tested to compare their relative aerodynamic performance.
Figure 1.9: Tip vortex viscous core radius with experimental data with wake age
for micro-scale single rotor hovering OGE (Reproduced from Lakshminarayan et al.
[44]
The swirl velocity profiles were shown for a wake age of 180◦ and compared
well with the results from experiments. The axial velocities were overpredicted by
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less than 25%. Figure 1.4.2.2 shows that the core radius growth at 180◦ wake age was
overpredicted by 20% in computations and the discrepancy with experiments were
observed even at early wake ages. This indicates an inconsistency in the tip vortex
formation. One of the reasons suggested in this work was the inadequacy of the
Spalart-Allmaras turbulence model in a non isotropic environment such as regions
of tip vortex formation and recommended investigating a higher fidelity approach
such as Detached Eddy Simulations (DES ). Another possibility for this discrepancy
was attributed to the insufficient mesh resolution near the blade tip.
This last work laid down the foundation of the methodology for the current
theses and the modeling of the hovering micro-scale rotors and sub-scale rotors
during IGE operation has been performed using the same OVERTURNS solver.
1.4.3 Vortex Convection and Their Interaction With Ground
In order to understand the vortex convection towards the ground, their persis-
tence to older wake ages IGE and their interaction with the ground, several studies
have been conducted using experiments and computations.
1.4.3.1 Experimental Studies
Taylor [45] used balsa dust to carry out early flow visualization experiments
to qualitatively study the flow patterns IGE produced by single and coaxial rotors.
Curtiss et al. [46] performed experiments to investigate the aerodynamic char-
acteristics of an isolated rotor IGE at low advance ratios. A recirculation region was
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seen at the low end of advance ratios in the rotor wake and a ground vortex was
formed at higher advance ratios. Hot wire measurements showed that the strength
of the ground vortex was about an order of magnitude larger than the individual
tip vortices.
Light [47] used a wide-field shadowgraph method to perform flow visualiza-
tion studies of rotor tip vortices produced by a hovering full scale Lynx tail rotor
operating IGE and OGE. The axial descent and radial geometry of tip vortex were
found to be functions of the rotor distance from the ground plane.
Lee et al. [48] conducted flow visualization and digital phase-resolved particle
image velocimetry (DPIV) experiments to study the flow field on a micro-scale rotor
at various heights above a ground plane. Digital PIV analysis was performed for
four rotor heights - 0.25R, 0.5R, 1.0R, and 1.5R. Time-averaged and phase-averaged
velocity profiles measurements were extracted close to the ground. The significance
of mechanisms such as vortex diffusion, vortex stretching, and turbulence generation
were studied. As the rotor wake approached the ground, vortex stretching was shown
to have the effect of increasing swirl velocities within the vortex cores leading to a
reintensification of vorticity. It was found that these stretching effects were largest
when the rotor hovered at an intermediate height above the ground. Beyond this
height, the effects of vortex diffusion became more significant than vortex stretching.
Nathan and Green [49] studied single and dual phase flow fields around a
micro-scale rotor IGE operating at different heights above ground and at low ad-
vance ratios. Investigation using single-phase flow showed the formation of a recir-
culation region at low advance ratios and the formation of a ground vortex at higher
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advance ratios. Dual-phase flow visualization used fine talcum powder particles as
dispersed phase and it was observed that the particles accumulated near regions of
high vorticity such as the ground vortex or the recirculation zone.
Johnson et al. [15] performed a detailed study of time varying single and dual-
phase phase flows created by a micro-scale rotor hovering IGE. The single-phase
results showed highly aperiodic phenomena resulting from the pairing and merging
of adjacent turns of the blade tip vortices. These phenomena increased the induced
velocities and consequently the shear stresses on the ground, which in turn increased
initial mobilization and uplift of particles from the bed. Measurements made close
to the boundary layer showed the presence of a separation bubble just downstream
of the vortex impingement zone. The dispersed phase showed the mechanisms of
saltation, saltation bombardment, reingestion bombardment and vortex induced
trapping.
Milluzzo et al. [50] measured the evolution of a hovering sub-scale rotor wake
IGE for various tip shapes (rectangular, swept, BERP-like, and slotted-tip) using
flow visualization and phase-averaged PIV techniques. The rotor operated at 1R
rotor height above the ground. The measurements resulted in a detailed dataset of
rotor wake characteristics such as core size and swirl velocity profiles for upto 800◦
wake age. PIV measurements were able to could obtain radial velocity profiles deep
into the boundary layer. An interesting result of this study was the observation that
the diffusion of tip vortices for the slotted-tip geometry at early wake ages led to a
reduced unsteady flow intensity at the ground.
Glucksman-Glaser and Jones [51] used dye flow visualization and PIV tech-
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niques to qualitatively and quantitatively measure the flow field around a micro-scale
rotor operating over a sediment bed in a water tank. It was found that the passage
of tip vortices was causing the unsteady velocities to cause sediment mobilization.
Results showed that the time-averaged data (that corresponded to global effects)
did not capture the sharp velocity or pressure fluctuations at the ground. On the
other hand, phase averaged data (that corresponded to local effects) could represent
coherent tip vortices in the rotor wake and could provide valuable information on
the up lift mechanisms. This study concluded that it is pertinent to match the local
effects as well as the global effects while one is trying to capture the effects of full
scale systems using small scale rotors.
Sydney and Leishman [52] performed time averaged PIV and particle tracking
velocimetry on a micro-scale rotor hovering IGE over a sediment bed. Experiments
were conducted with an isolated rotor and with three bodies representing generic
fuselage shapes placed in the wake of the rotor. PIV results showed that the presence
of the bodies led to a local intensification of vorticity by stretching effects and the
excessive stretching caused a bursting of the otherwise coherent vortex core. For the
case of an isolated rotor close to the ground, the radial velocities were symmetric and
particles were concentrated away from the rotor blade. However, with the presence
of bodies, the radial velocities were not symmetrically distributed and were lower
in value compared to the case of an isolated rotor. Consequently, the sediment
particles got lifted closer to the rotor rather than getting convected outwards and
stayed suspended in the flow field.
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1.4.3.2 Computational Studies
Xin et al. [53] used a finite state approach to theoretically model a hovering
rotor IGE operating over a partial ground plane. The results compared the inflow
distribution and performance with the experiments conducted using a YamahaR−50
helicopter. In this approach, an induced inflow distribution at the rotor disk is
assumed and then the ground plane is modeled using pressure perturbations. Other
than the several inherent assumptions in this method, the advantages lie in its
computational efficiency and the ability to model complicated dynamic environments
such as inclined ground planes or even the addition of aeroelasticity for the rotor
system.
Another approach to model rotors IGE is to use a Lagrangian based flow field
solvers - free-vortex method [9]. A Lagrangian approach eliminates the need of high
grid densities and allows for computations to involve larger physical distances as
required during rotor wake convection and its interaction IGE. The rotor wake in
this method is represented by full-span curved vortex filaments. A Weissenger-L
blade model is used to obtain strengths of the bound circulation on rotor blades.
The vortex filaments are assumed to have the same circulation strengths. These
filaments are assumed to be straight line segments and are convected at local flow
velocities using the Biot-Savart Law. The ground plane is modeled using an image
plane method as seen in fig. 1.4.3.2. The evolution of tip vortices under the effects
of viscous diffusion, turbulence, and stretching during IGE operation are based on
an empirical model; where the vortex core radius grows with wake age as a function
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of vortex Reynolds number. The interaction of the various tip vortices is governed
by the Biot Savart’s law. The problem of increased run time using Biot Savart’s law
has been largely circumvented by use of parallelization and fast multipole algorithms
[9].
Figure 1.10: Representative free-vortex wake solution obtained using the ”method
of images” for a rotor operating IGE [9].
This method was used by Griffiths et al. [54] to study the shovering rotor wake
IGE and more recently employed by Syal [9] to model the IGE cases for small-scale
and full-scale brownout problems. Similar FVM based approaches have been used
by Bhattacharaya et al. [55], Wachspress et al. [56] and D’andrea et al. [57] as well.
Overall a FVM based methodology is at least two orders of magnitude faster than
a RANS approach for rotor wake preservation for longer wake ages. However, the
primary disadvantage of this method is that the use of image plane methods leads
to a prediction of finite slip velocities at the ground plane, necessiating the use of
empirical models to approximate the ground boundary layer.
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Phillips and Brown [11, 58] used an inviscid vorticity transport method (VTM)
to model the rotor flow IGE. VTM is a finite-volume method that solves the un-
steady and incompressible Navier-Stokes equations in vorticity-velocity form using
structured meshes. An advantage of a VTM solver over Lagrangian methods is that
the small scale features resulting from the breakdown of larger vortical structures
are properly resolved. However, the ground boundary layer is modeled using the
method of images leading to finite slip velocities at the ground plane.
Wenren et al. [10] used an unsteady and incompressible vorticity confinement
method to model rotors IGE. The rotors are modeled using a lifting line code with
the resulting forces imposed as a source term. These equations were solved on
uniform coarse Cartesian grids. The resulting flow field was generated for a hovering
UH-60A helicopter. Tip vortices were shown to roll along the ground plane and this
led to concentric rings of increased particulate concentration. Overall their vorticity
confinement method is able to resolve tip vortices using coarse meshes. However,
these coarse meshes lead to poorly resolved boundary layer at the ground.
Hariharan et al. [59] used a RANS based solver, Helios, that is capable of
adaptive mesh refinement to resolve the important flow features locally along with
a combination of higher order schemes. The body mesh was unstructured and
employed a second order scheme while the off-body meshes were Cartesian and
used a fifth-order spatial scheme. An inviscid wall boundary condition was used to
model the ground plane. The rotor blade used in the experiments of Caradona and
Tung [23] was operated at 0.5R rotor radius above ground. The qualitative results
showed the expansion of the rotor wake (seen in fig. 1.11(a)) as it approached the
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(a) Vorticity magnitude contours
(b) Iso-surfaces of vorticity magnitude contours
Figure 1.11: Hovering rotor IGE operating at h/R = 0.5 above ground (Reproduced
from Hariharan et al. [59]).
ground. Figure 1.11(b) shows the 3-D flow field using the iso-surfaces of vorticity
magnitude. One can clearly observe the formation of secondary vortical structures
around the distorted rotor wake as it approached the ground wake. It appears that
the simulations were not ran long enough to develop and capture proper outwash.
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Figure 1.12: Pressure contours for a hovering rotor IGE at h/R = 0.52 (Reproduced
from Kutz et. al [60]).
Kutz el al. [60] performed rotor IGE computations in hover and low speed
forward flight. Computations were performed using a RANS solver with the ground
plane using a viscous wall boundary condition. The hover simulations use a total of
7 million mesh points. Thrust values from the computations deviate roughly with a
variation of 10% compared to experiments. Figure 1.12 shows the pressure contours
for a hovering rotor IGE at a h/R = 0.52. The flow field results show the expansion
of rotor wake along the ground. It is observed that the air in the center region of
the rotor disk moves upwards and a fountain effect is formed. The discrepancy in
performance results was attributed to this fountain effect that creates additional
vertical drag. Increased unsteadiness was observed with decreasing rotor heights
above the ground. A lack of mesh resolution in this work was observed due to the
lack of discrete vortices in the flow field and this work could only capture global
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outwash effects with such a mesh setup.
Morales and Squires [61] modeled the flow field in the near wall region using
Direct Numerical Simulation (DNS). Coherent vortices were introduced in the flow
field by adding a source term in the momentum equation. The presence of these
vortices distorted the turbulent boundary layer flow. This increased the wall shear
stress and raised kinetic energy levels of turbulence. Coupled with a Lagrangian
based particle solver, this study helps in understanding the effect of vortices and
turbulent boundary layers on the mobilization of sediment particles. Although a
DNS based study can provide details of turbulence at the ground plane necessary
for understanding causes of brownout phenomenon, the prohibitive cost makes it
infeasible for any practical use.
To reduce the computational expense of a RANS methodology, one approach
is to identify regions of the flow field where viscous and turbulent phenomena need
to be properly resolved. One can then use a RANS solver in these regions and a
lesser sophisticated but more numerically efficient model in the remainder of the
flow field.
Thomas et al. [12] developed a hybrid methodology that combined the high
fidelity of a RANS solver with the computational efficiency of a free-vortex method.
Figure 1.13 describes this hybrid method; where the rotor wake is convected using
vortex filaments using FVM (Lagrangian model) and close to the ground a CFD
mesh is placed and RANS solver (Eulerian model) enables the capture of viscous
and turbulent phenomena that feeds into the sediment mobilization mechanisms for
brownout. The two models were coupled using a field velocity method such that the
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Figure 1.13: Schematic describing the structure of the Hybrid FVM-RANS Solver for
a hovering rotor IGE simulation (Reproduced from [12] et al.) (1) For the airloads
distribution, a linearized aerodynamics module is used. (2) Computations in the
far-wake region between the rotor tip path plane are performed using a free-vortex
method. (3) A high-fidelity RANS solver is used for computations near the ground
plane. (4) For dual-phase flows, the RANS solution is coupled to a particle transport
solver
velocities induced by the Lagrangian free-wake are imposed upon the CFD grid in
addition to the velocities that are calculated by solving the RANS equations. This
Euler-Lagrangian methodology was solved on a GPU based framework. Further, the
model was coupled with the particle model developed by Syal [9]. The computations
were qualitatively compared with experiments from the hovering micro-scale rotor
IGE over a sediment bed performed by Sydney et al. [13]. Figure 1.14(a) shows
the experimental results that show the formation of sediment waves outboard from
the rotor when the tip vortices pass over the multiple layers of particles in the
sediment bed. Similarly computations also show the capture of sediment waves
(figure 1.14(b)).
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(a) Formation of sediment waves in experiments
(b) Formation of sediment waves in hybrid methodology
Figure 1.14: The formation of sediment waves outboard of a micro-scale rotor. Note:
Particles are not drawn to scale (Reproduced from [12] et al.)
1.5 Objectives of the Thesis
All the above mentioned computational approaches in the review work assume
one or more of these factors during modeling:
1. Turbulence is not modeled and empirical models for vortex diffusion and
stretching effects is used.
2. Ground plane is modeled as an invsicid wall.
3. Poor mesh resolution leading to vortex diffusion for longer wake ages.
29
Modeling of the tip vortex formation and convection of the rotor wake and its vis-
cous interaction with the ground requires that none of these factors can be ignored
and one needs a method that overcomes all of these challenges. The primary objec-
tive of this work is to overcome all these challenges. To accomplish this, the current
work utilizes a RANS-based compressible, overset structured solver, OVERTURNS,
to study the viscous and turbulent effects of rotor wake development and its vis-
cous interaction with the ground. Further, the CFD results need to be thorougly
compared with the experiments. The following are the specific objectives of the
computations from this work:
1. Accurate prediction of rotor performance.
2. Accurate capturing of tip vortex formation.
3. Maintain the tip vortex until it reaches the ground with high fidelity.
4. Provide a detailed understanding of flow physics near the ground. This in-
cludes the capture of unsteady boundary layer, diffusion/intensification of tip
vortices IGE, and turbulence levels near the ground.
5. Investigate the effect of scaling parameters such as number of blades, Reynolds
number and the effect of varying rotor tip shapes.
1.6 Contribution of the Thesis
The key contributions of this research include:
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1. Developed a RANS based framework to model the rotor in ground effect. This
required an appropriately refined overset mesh system, use of higher order
spatial scheme and correct turbulent length scaling in the wake.
2. Performed a detailed capturing of the unsteady rotor wake IGE using CFD
that includes turbulence and viscous wall effects at the ground. The results
were validated qualtitatively and quantitatively.
3. The developed methodology enabled the modeling of varying rotor tip shapes
in order to study the effect of tip shapes, as well as rotor scaling. All these
variations in computations were validated with available qualitative and quan-
titative data from three different experimental tests.
1.7 Scope and Organization of Thesis
The present work is focused on the prediction of the hovering rotor wake and
its interaction with the ground. This work looks at understanding and predicting
the effects of rotor height, tip shape and scale. The rest of the thesis is organized
as follows.
Chapter 2 describes the computational methodology employed in this study. This
chapter is concerned with the description of the RANS based OVERTURNS code
along with the implementation details of the various components of the code.
Chapter 3 first describes the evolution of the mesh system used for the micro-scale
rotor simulations. Computational data for rotor wake capturing is presented for
varying rotor heights above the ground. These simulation results are compared
31
with the available experimental data, followed by a detailed analysis of various flow
field quantities at the ground.
Chapter 4 describes the mesh methodology for the sub-scale rotor along with the
modeling challenges for this scale of rotors. Analysis of the the flow field originating
from varying tip shapes is presented in detail and compared to available experimen-
tal data.
Chapter 5 details the conclusions and observations from this work as well as recom-




The present chapter describes the governing equations for the computations.
The computations were performed using an overset structured Reynolds Averaged
Navier Stokes solver, OVERTURNS (Overset Transonic Unsteady Rotor Navier-
Stokes). The RANS equations form a system of nonlinear partial differential equa-
tions that are used to solve for unsteady and compressible flow in an Eulerian
framework. The governing equations are non-dimensionalized and then Reynolds-
averaged. A curvilinear coordinate transformation leads to solving the governing
equations for curved coordinate lines. The resulting equations are numerically dis-
cretized on a computational domain and a system of coupled algebraic equations
are solved to obtain the flow field solution. All the computations are performed in
a time-accurate manner in the inertial frame of reference.
2.1 Governing Equations
The governing equations represent the conservation of mass, momentum and
energy for a given fluid flow under the continuum hypothesis. Mathematically, the
compressible Navier Stokes (NS) equations are a system of hyperbolic conservation
laws in a given control volume. The Cartesian system of NS equations in strongly
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where Q is the vector of conserved variables, Fi, Gi and Hi are the inviscid flux
vectors and Fv, Gv and Hv are the viscous flux vectors. S represents the body forces
and/or account for a change in reference frame. The vector of conserved variables










The density is given by ρ, the velocity components along each dimension are
u, v and w in the Cartesian coordinate system (x; y; z). E is the total energy per




ρ(u2 + v2 + w2)] (2.3)
where, e is the internal energy per unit mass. The primitive variables are
formed by the vector: (ρ,u,v,w,p).
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uτxx + vτyz + wτzz − qz

; (2.9)
where qx, qy and qz are heat conduction terms expressed as a function of




(j = x, y, z) (2.10)
The viscous stress tensor for Newtonian fluids, τij, is given by Stokes’ hypoth-












where, δij = 1 if i = j δij = 0 if i = j and δij is the Kronecker delta function.






where, C1 = 1.4× 10−6kg/(ms
√
K) and C2 = 110.4K for air at standard tempera-
ture and pressure. To close the system of equations, the equation of state for ideal
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gases is used:
p = ρRT (2.13)
where, R is the gas constant. Since all the flows studied in this work involve air at
standard temperature and pressure, the calorically perfect gas assumption is valid.
A calorically perfect gas is an ideal gas with constant specific heats. Specific heat at









The following relations between various thermodynamic quantities are appli-
cable to calorically perfect gases:
p = (γ − 1)ρe
e = CvT (2.15)
where, e is the internal energy. The total energy per unit volume, E, can be







ρ(u2 + v2 + w2) (2.16)
where, γ is the ratio of specific heats and γ = 1.4 for air at standard temperature
and pressure.
2.2 Rotating Frame of Reference
For the computation of unsteady flows involving moving bodies, the governing
equations are usually solved in the inertial frame of reference. This requires com-
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putation of the metric terms and connectivity information of the overset grids (if
any) at every time-step. This additional cost can be avoided for hovering rotors if
the equations are solved in the rotating reference frame [21]. To account for the




ρu(u− ug) + p
ρ(u− ug)v
ρ(u− ug)w






ρ(v − vg)u+ p
ρ(v − vg)u+ p
ρ(v − vg)w






ρ(w − wg)u+ p
ρu(w − wg)
ρ(w − wg)w
(w − wg)(E + p)

; (2.19)
where, U = u, v, w is the vector of physical velocities in the inertial frame and
Ug = ug, vg, wg = ω × r is the rotational velocity vector. ω is the angular velocity
vector given by 0, 0, ωz for a hovering rotor, rotating about the z−axis and r is the
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relative position vector from the axis of rotation. Thus for a hovering rotor rotating
about the z-axis, Ug becomes ωzy, ωzx, 0. In addition, the relative acceleration terms
have to be included as a source term vector S in eqn. 2.1 and for the hovering rotor









2.3 Non-Dimensionalising Navier Stokes Equation
The Navier Stokes equations are often solved in their non-dimensional form.
There are two advantages of doing this: (1) parameters such as Mach number and
Reynolds number can be varied independently, (2) all variables are normalized to
fall in the vicinity of (0,1), thereby reducing numerical inaccuracies that may occur
due to mathematical operations between largely different values. Generally, a char-
acteristic dimension such as the chord of an airfoil is selected to non-dimensionalize
the length scale, while free-stream conditions are used to non-dimensionalize the





, (x∗, y∗, z∗) =
(x, y, z)
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where for problems involving airfoil sections, chord length of the airfoil is
chosen as the reference length, L, a is the speed of sound and subscript∞ represents
free-stream condition. Substituting the above relations into the governing equations
in Eq. 2.21 gives a new set of equations in terms of the non-dimensional variables.
The non-dimensional equations are identical in form to the dimensional equations
except for the viscous stress tensor and thermal conduction terms. Modified viscous
























All independent and dependent variables in the above two equations are non-
dimensional, and the superscript ∗ representation is dropped. The new non-dimensional
parameters that are formed as a result of non-dimensionalization are given below::












For air at standard temperature and pressure, the Prandtl number, Pr = 0.72








2.4 Reynolds-Averaged Navier-Stokes Equation
The current work aims to capture the rotor wake and its interaction with the
ground. Since the wake interaction with the ground is inherently a turbulent flow
problem, one needs to solve the governing equations for turbulent flows. Turbulent
flow is characterized by the chaotic motion of molecules, leading to increased mo-
mentum and energy exchange between various layers of the fluid and also between
the fluid and the wall. Although these chaotic fluctuations of the flow variables are
of a deterministic nature, the number of grid points needed for sufficient spatial
resolution of all the scales of these fluctuations present a significant problem. De-
spite the performance of modern supercomputers a direct simulation of turbulence
by the time-dependent Navier-Stokes equations, called Direct Numerical Simulation
(DNS), is still possible only for rather simple flow cases at low Reynolds numbers.
A first level of approximation of turbulence is achieved using the Large- Eddy
Simulation (LES) approach. The N-S equations are spatially filtered based on the
scale of the grid to perform LES. The resulting equations capture the large scale
eddies/turbulence that are strongly affected by the geometry of the body and small
scales of turbulent motion are modeled using a subgrid-scale model. Since LES
requires significantly less grid points than DNS, the investigation of turbulent flows
at much higher Reynolds numbers becomes feasible. However, LES still remains
computationally too expensive and is still far from becoming an engineering tool.
The next level of approximation of turbulence is performed by using Reynolds-
Averaged Navier-Stokes (RANS) Equations. RANS equations augmented with tur-
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bulence models present an affordable alternative to LES and DNS simulations. In
the RANS approach, dependent variables in the baseline governing equations Eq.
2.1 are decomposed into their mean and fluctuating components and the resulting
equations are averaged over a period of time. The Reynolds-Averaged Navier-Stokes
(RANS) equations [62] are used in this study, where the flow variables are decom-
posed into their mean and fluctuating parts, i.e.,
φ = φ+ φ′ (2.27)











where φ′ is the fluctuation and φ is the mean, defined as,
The time period ∆t must be large compared to the period of turbulent fluc-
tuations but small compared to the time scales of mean flow variation in unsteady







The following relations hold for sum and product of any two fluctuating quan-
tities:
fg′ = 0; fg = fg; f + g = f + g (2.30)
The most important identity is that the time-average of the product of two
fluctuating quantities is not zero:
f ′f ′ 6= 0 and f ′g′ = 0 (2.31)
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In the Reynolds decomposition approach, the dependent variables in the N-S
equations are written as a sum of their mean and fluctuating components as shown
below:
u = u+ u′; v = v + v′; w = w + w′; ρ = ρ+ ρ′; T = T + T ′ (2.32)
Substitution of the Reynolds-decomposed dependent variables in Eq. 2.32 into
the instantaneous, unsteady N-S equations in Eq. 2.1, followed by time-averaging
of the equations gives rise to a new set of governing equations. These are known
as the Reynolds- Averaged Navier Stokes equations. They are identical in form to
unsteady N-S equations, with the addition of new terms. These new terms are the
functions of turbulent fluctuating quantities. These additional terms behave as an
apparent stress tensor due to the transport of momentum by turbulent fluctuations.
Hence, they are known as the Reynolds Stress Tensor and are given by:














Closure to the RANS equations requires representation of the Reynolds stress
tensor (τij) in terms of the mean flow quantities. Various turbulence models are used
to find the closure to the RANS equations. In the present study, the one-equation
Spalart-Allmaras turbulence model [63] with the rotational correction [65] is used.
Details of the turbulence modeling are discussed later in the chapter.
2.5 Curvilinear Coordinate Transformation
A curvilinear coordinate transformation maps the governing equations from
a non-uniform spaced Cartesian domain (x,y,z) onto a computational domain (ξ,η,
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ζ) as shown in fig. 2.1. The chain-rule of differentiation on the Cartesian set of





































J is the Jacobian of the coordinate transformation and is defined by the de-
terminant of the 3× 3 matrix, ∂(ξ,η,ζ)
∂(x,y,z)
.
2.6 Numerical Algorithms in OverTURNS
This section describes the various numerical algorithms for spatial and tem-
poral discretization of the governing equations, turbulence modeling, numerical
boundary conditions, and convergence acceleration techniques available in the Over-
TURNS fow solver. The curvilinear form of the RANS equations are solved by creat-
ing a fictitious volume around each grid point on a structured mesh. This fictitious
volume is created around a point using the midpoints of the lines joining the ad-
jacent grid points to the grid point. The faces of this volume lie exactly in the
middle of two grid points. This volume is treated as a control volume and fluxes
are evaluated at the faces of the volume, resulting in conservation equations for the























where, (j,k,l) are the indices corresponding to the grid points in (ξ,η, ζ) direc-






) define the interfaces of the computational
cell. The following section discusses the spatial discretization techniques used to
evaluate the inviscid and viscous flux contributions at each cell face.
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Figure 2.2: Schematic showing computational cell.
2.6.1 Inviscid Terms
Inviscid fluxes are evaluated in OverTURNS involving two steps: (1) re-
construction of the conservative variables at cell interfaces, and (2) evaluation of
the fuxes at cell faces using reconstructed conservative variables. Reconstruction
schemes for systems with hyperbolic properties are often based on some form of
upwinding, through inclusion of explicit or implicit dissipation terms. This ensures
that the numerical scheme follows the direction of wave propagation and uses infor-
mation only from the upstream direction.
Figure 2.6.1 shows that the left and right states are calculated at the cell
interface j + 1
2
using the reconstruction of conservative variables in cell j and j + 1.
The order of accuracy of the evaluation of the left and right states is governed
by the stencil used (number of neighboring points). In this work, the third-order
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Figure 2.3: Schematic of one dimensional piecewise reconstruction.
Monotone Upstream- Centered Scheme for Conservation Laws (MUSCL) [67] and
Weighted Essentially Non-Oscillatory (WENO) [68] are used for the reconstruction
on the left and right cell faces. Either of the two schemes are used based on the
mesh under consideration.
After evaluation of the left and right states at the cell interface, the next step
is to calculate the fluxes at the interface. The left and right states can be used
to define a local Riemann problem and the interfacial flux can be obtained using
any flux splitting scheme. The baseline TURNS code uses the Roe flux difference
splitting [69] with an entropy fix in which, the interfacial flux is given by:
F (qL, qR) =






where FL and FR are the left and right state fluxes and Ã is the Roe-averaged
Jacobian matrix. The second term on the right-hand side of the above equation
represents numerical dissipation. Harten’s entropy correction to Eigenvalues of the




|λ| if |λ| > δ
λ2+δ2
2δ
if |λ| ≤ δ
(2.38)




)]. The overbar on λ indicates Roe-averaged
Eigenvalues.
2.6.1.1 MUSCL scheme with Koren’s limiter
The third order Monotone Upstream-Centered Scheme for Conservation Laws
(MUSCL) with Koren’s differentiable limiter [70] is used to limit the high order re-
construction, so that the resulting scheme is third order accurate in smooth regions
and is progressively lower order accurate (down to first order at a solution discon-
tinuity) in high gradient regions. Given cell averaged values q̄j+1, q̄j, q̄j−1, the cell
reconstruction is such that the interface value qLj+1/2 and q
R
j−1/2 is given below:




















where φ is the Koren’s differentiable limiter given by:
φj =
3∆qj∇qj + ε
2(∆qj −∇qj)2 + 3∆qj∇qj + ε
(2.41)
and where ε is a small number to prevent division by zero, and ∆ and ∇ are
forward and backward operators defined by ∆̃qj = (qj+1− qj) and ∇q̃j = (qj − qj−1)
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2.6.1.2 WENO5 Scheme
The fifth-order Weighted Essentially Non-Oscillatory (WENO5) scheme was
constructed in [68]. WENO5 scheme uses a convex combination of stencils such that
a high order of accuracy is achieved in all flow regions. The convex combination
is chosen such that in high gradient regions, the smoothest stencil is assigned the
maximum weight, resulting in a third order accurate reconstruction for a five point











where, wr are the weights and v
L











where, dr are the optimal weight coefficients, βr are smoothness indicators and












































(qi − 2qi+1 + qi+2)2 −
1
4











(qi−2 − 2qi−1 + qi)2 −
1
4
(qi−2 − 4qi−1 + 3fi)2 (2.44)
2.6.2 Viscous terms










































and δ = (α, β).
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2.6.3 Time Integration
After the inviscid and viscous fuxes on the right hand side of Eqn. 2.36 are
evaluated, the conservative variables (Q) are evolved in time on the left hand side.
Two types of time marching methods can be used, explicit or implicit. Explicit
methods only use information from the previous time step to calculate the con-
servative variables at the new time step; however, implicit methods indirectly use
information from the new time step. Implicit methods require inversion of large
space sparse matrices to accomplish this. Explicit methods have limitations on time
steps based on mesh size and flow quantities. Contrary to that, most implicit meth-
ods do not have such limitations. They are more suited for boundary layer flows
due to their superior stability and convergence characteristics compared to explicit
time integration methods. In the present work, the semi discrete equation shown
in Eqn. 2.36 is integrated using a second-order accurate backwards in time method

























3Q̃n+1 − 4Q̃n + Q̃n−1
2∆t
(2.48)
In Eqn. 2.47, the fluxes are not known at the (n+1) time step, so there is
a need for them to be linearized and expressed in terms of fluxes and conservative
variables at the previous time step (n). The nonlinear terms are linearized in time
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about Q̃n by Taylor series as:
F̃ n+1 = F̃ n + Ã∆Q̃+O(∆t2)
G̃n+1 = G̃n + B̃∆Q̃+O(∆t2)
H̃n+1 = H̃n + C̃∆Q̃+O(∆t2) (2.49)
where, ∆Q̃ = Q̃n+1 − Q̃n is the difference between the old and (solution up-






. The source term, S, is
linearized in a similar manner. Since the linearization operation is second order ac-
curate, it will not further degrade the time accuracy of second order BDF2 scheme.




n)]Q̃ = −∆t[∂ηF̃ n + ∂ξG̃n + ∂ζH̃n − S̃n] (2.50)
The right hand side of the above equation represents the physics of the flow
field (accuracy) and the left hand side represents the numerics responsible for sta-
bility and convergence of the solution. It can be easily shown that the implicit
algorithm produces a large banded system of algebraic equations. The matrix is
sparse, but it would be very expensive to solve the algebraic system in order to
obtain a solution for ∆Q̃n. Further approximations to the LHS are necessary for
ease of inversion of the matrix, but the penalty comes in some loss in the speed of
convergence.
OverTURNS contains two methods for inverting the system equations, 1)
Lower-Upper Symmetric Gauss-Seidel (LUSGS) [71] method and 2) Approximate
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Diagonalized Alternate Direction Implicit (DADI) [72]. In the current work, the
micro-scale rotor cases employ DADI method while the sub-scale cases use the
LUSGS method for inversion purposes. Then following sections describe both LUSGS
and DADI method in details.
2.6.4 LUSGS
In the LUSGS algorithm, the left-hand side of the equations is factorized
by grouping terms into a lower diagonal (L), an upper diagonal (U), and a main
diagonal (D) as follows:
[L+D + U ]Q̃n ' [D + L]D[D + U ]Q̃n = −∆t[RHS]n (2.51)
where,





















This can be solved by a forward and a backward sweep using a two-factor
scheme that can be written as:
[D + L]∆Q = −∆t[RHS]n (2.55)
[D + U ]∆Q̃ = D[Q̃] (2.56)
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Additional simplifications are done by approximating the split flux Jacobians
(e.g., Ã+ and Ã− in terms of spectral radius (e.g.σv) as Ã
+ = 1
2




(Ã − σξ). This reduces D to a diagonal matrix and matrix inversion reduces to a
scalar inversion. The above derivation is strictly valid for the Euler equations. The
contribution of viscous fluxes can be approximated by adding a scalar term to the
spectral radius (e.g. σε and σ
v
ε ), where








The approximation of the LHS results in factorization errors. To reduce these errors
and to fully improve time accuracy, OverTURNS performs Newton sub-iterations
at each physical time step. Details are provided in section 2.6.6.
2.6.5 DADI
Another method of inverting the LHS is by using ADI. The diagonalized algo-
rithm developed by Pulliam and Chaussee [72] is used for implicit time inversion in
small scale rotor cases. The equation is rewritten by Beam and Warming [73] and
is first order implicit in time:
[I + ∆t(∂ξÃ+ ∂ηB̃ + ∂ζC̃)]Q̃ ' [I + ∆t∂ξÃ][I + ∆t∂ηB̃][I + ∆t∂ζC̃] (2.58)
The original inversion has now been replaced by three less expensive inversions. The
computational expense can be further reduced by using the fact that the inviscid
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where Tξ is the set of left eigenvectors of matrix Âi and T
−1
ξ is the set of right
eigenvectors of matrix Âi. Similarly, Tη and Tζ are matrices corresponding to the
matrices B̂i and Ĉi respectively. The set of eigenvalues of matrix Âi are given in
matrix λξ. Similarly λη and λζ contain eigenvalues of B̂i and Ĉi.
Substituting this diagonalized form of the flux jacobians and ignoring the
viscous contribution on the LHS into the discretized Navier-Stokes equation, one













Assuming that the eigenvectors of the inviscid fux jacobians are locally constant in
the local neighborhood of (j,k,l), the above equation can be rewritten as:
Tξ[I + ∆tδξλξ]T
−1
ξ Tη[I + ∆tδηλη]T
−1




The diagonal algorithm reduces the block tridiagonal inversion to 5 × 5 matrix
multiplications and scalar tridiagonal inversions. The diagonal algorithm described
above is rigorously valid for the Euler equations. This is because we have neglected
the implicit linearization of the viscous fluxes. The viscous flux Jacobians are not
simultaneously diagonalizable with the inviscid flux Jacobians and therefore an ap-
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proximation to the viscous Jacobian eigenvalues have to be used and is given by:


















The new form of diagonal algorithm is given by:
Tξ[I+∆t(δξλξ−δξξλv(ξ))]T−1ξ Tη[I+∆t(δηλη−δηηλv(η))]T
−1
η Tζ [I+∆t(δζλζ−δζζλv(ζ))]T−1ζ ∆Q̂n = ∆t[RHS
n]
(2.67)
2.6.6 Dual time stepping
Approximation of the LHS results in factorization errors. To remove these
factorization errors and to recover time accuracy, one must perform sub-iterations
at each physical time step. To carry out these iterations, eqn. 2.36 can be modified
















Convergence of the pseudo-time (sub-iterations) at each physical time step is
important for obtaining an accurate transient solution. Discretizing eqn. 2.36 with




























































The above equation has similar form as eqn. 2.50 and therefore can be solved









This term should approach zero as the solution converges during the sub-
iterations. Typically, a drop in the unsteady residual on the order of one to two
orders of magnitude may be considered to be sufficient to ensure that the iteration
error is less than the other remaining discretization errors. If the pseudo time size
is made very large τ , then h → ∞ and we obtain a Newton sub-iteration scheme.
Furthermore, if one doesnt do any sub-iterations then one recovers the traditional
Euler implicit method described in eqn. 2.50. Similarly dual time-stepping can






2.6.7 Preconditioning for Low Mach numbers
The small scale and subscale rotors studied in this work are both operating
under a tip Mach number of 0.3. In these low subsonic flow regimes, a compressible
RANS methodology shows poor convergence rate to a steady state or within a time
step for unsteady flows. The difficulty in convergence arises from the spread in
the characteristic wave speeds/eigenvalues, (e.g. u + c, u − c, u for a 1-D system)
of the system of equations (where u is the total flow speed and c is the speed of
sound). The time step chosen for the stability is inversely proportion to the largest
eigenvalue of the system. For low Mach number flows, it can be approximated to be
the speed of sound c. However, the slowest waves are convected at a speed u that is
much smaller than c. This implies that these waves do not change much over a time
step and require many more time steps to reach a steady state. This necessiates the
use of low Mach preconditioning.
Another issue with compressible flow solvers for low Mach numbers is that
they suffer from solution inaccuracy. At low Mach numbers, the Roe flux difference
splitting causes an excess of artificial viscosity leading to excess dissipation. Roe’s
scheme is described in section 2.6.1. It can be shown that the dissipation caused by
Roe’s scheme is proportional to ˜|A|, while the fluxes are proportional to the Roe-
averaged Jacobian matrix Ã. After manipulating terms of ˜|A|, Ã in one-dimension





























Notice that several terms in Ã have different order of Mach number compared
to ˜|A| (evident from momentum equation, where Ã has O(1) and ˜|A| has O( 1
M
)
and the dissipation terms in energy are too small and of the order O( 1
M2
) for low
Mach number flows). This difference in order of Mach number leads to solution
inaccuracy.
The issues of poor convergence and solution inaccuracy for compressible flow
solvers at low subsonic Mach numbers as described above can be overcome by using
the preconditioning method developed by Turkel [76] and incorporating it in the
dual-time algorithm. The psuedo-time term in eqn 2.68 is written in terms of the

















Primitive variable vector, Q̃p is given by
(p,u,v,w,T )
J
, where p is the pressure, u, v
and w are velocity components in x, y and z directions, respectively and T is the




ρ′p 0 0 0 ρT
uρ′p ρ 0 0 uρT
vρ′p 0 ρ 0 vρT
wρ′p 0 0 ρ wρT
(ρhp + h0ρ
′






, a is the speed of sound, h is the enthalpy and h0 is the
stagnation enthalpy. Here εp =
M2p
1+(γ−1)M2p
and Mp is the preconditioning Mach
number, which is typically chosen to be a value close to the freestream Mach number.
Discretizing eqn. 2.75 with first order finite difference in time for both the




























The psuedo and physical time derivative terms are combined into a single




















Multiplying through by ΓeS
−1




















kδξ] + [I + ∆τΓeS
−1
p Ã









Now the scheme can be diagonalized similar to eqn. 2.67 to obtain:
ΓeXξ[I + ∆τδξλ̃ξ]λ
−1












where Xξ and λ̃ξ are respectively, the eigenvector matrix and the eigenvalue
matrix of S−1p Ãp. The eigenvalue matrix λ̃ξ is given by:

λ1 0 0 0 0
0 λ2 0 0 0
0 0 λ3 0 0
0 0 0 λ4 0
0 0 0 0 λ5

(2.81)



















M2p and b control the behavior of the preconditioner. The parameter b switches the
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behavior of preconditioner from unsteady to steady. For steady flows, b = 1 and
β′ = M2p . Using Mp = 1 switches the preconditioner off. The small-scale rotor runs
used a β′ value equal to the hover Mach number and the sub-scale rotor runs used a
β′ value equal to the local Mach number. This reduces the spread of the eigenvalues
for low Mach numbers and results in an improved convergence using preconditioning.
The characteristic boundary conditions need to be modified as well based on the
modified eigenvalues.
Preconditioning modifies the Roe’s flux scheme to:
F (qL, qR) =






where P = ΓeS
−1
p . The dissipation term for the scheme is now proportional
to P−1|PÃ|. In the limits of low Mach number, the order of terms as a function of













This order of terms is similar to the one for the flux Jacobian matrix (eqn.2.54).
This characteristic of the dissipation matrix keeps the terms bounded improving the
solution accuracy at low Mach numbers.
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2.7 Turbulence Modeling
One approach to turbulence closure of the RANS equations is to solve six
additional transport equations, one for each of the stress tensor components, along
with an equation for the energy dissipation rate. These models are categorized as
Reynolds Stress Models (RSM) [77, 78]. Although Reynolds stress models adopt
the most physically realistic approach to turbulence modeling, they are expensive
and suffer from issues of robustness and convergence. A more common approach to
turbulence modeling is based on the use of the Boussinesq eddy viscosity hypothesis,
which relates the Reynolds stress tensor to the mean strain rate as follows:





































2.7.1 Spallart Allmaras (S–A) Turbulence Model with Rotational
Correction
In the Spalart Allmaras turbulence model, the Reynolds stresses are related
to the mean strain by the isotropic relation, < u′iu
′
j > = −2νtSij, where νt is the













The eddy viscosity νt is related to ν̃ by the relation,
νt = ν̄fv1 (2.89)





where χ = ν̃
ν
. The function fv1 is a damping function that attenuates the
eddy viscosity in the viscous sub-layer. This means that ν̃ ≈ νt everywhere except
in the sub-layer, where an attempt is made at ensuring a linear profile with the
correct log-layer profile. The left hand side of 2.88 accounts for the convection of
the working variable (ν̃) at the mean flow velocity V. The first term on the right
hand side represents diffusion, followed by the production and destruction terms.
The production is given by:

















where g is given by:
g = r + cw2(r
6 − r) (2.95)
64

























2.7.1.1 Implementation of rotational correction
The production term as shown in the S–A model is based on the magnitude
of the vorticity vector. This formulation performs well for wall bounded flows.
However, vortex cores behave like a solid body with pure rotation that supresses
turbulence [64]. The vortex core has low strain rates but high vorticity. A modi-
fication to the production term first introduced by the in Spalart et al. [65] takes
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care of the effects of pure rotation in the vortex core by using:
S = |ω|+ 2min(0, |D| − |ω|), (2.98)
(a) S-A model without rotational correction. (b) S-A model with rotational correction.
Figure 2.4: Eddy viscosity contour levels inside a vortex core (Reproduced from
Karthik [40]).
The above equation shows that the production of eddy viscosity depends on
relative magnitudes of vorticity and strain rate tensors. This modification supresses
the turbulent production in tip vortices where vorticity is much larger than the
strain-rate. Near to the wall, in thin shear layers vorticity and strain rate are closer
in magnitude. This implies that the production term returns back to its original form
as proposed in the S–A model. Figures. 2.4(a) and (b) show the difference in the
turbulence levels in the core of the tip vortex with and without this modification to
the production term in the S–A model. It can be clearly observed that the rotational
correction reduces the eddy viscosity levels in the vortex core.
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2.7.1.2 Initial and Boundary Conditions for Turbulence Modeling
The initial and freestream values of ν̃ is set nominally to be ν̃ = 0.1ν. However,
this value can be modified if the experiments specify a different freestream value.
The farfield boundaries use a characteristic treament depending on the the direction
of local velocity vector (ie. ν̃ is either extrapolated from the interior or set to the
freestream value). At solid surfaces, ν̃ is set to zero and this satisfies the Reynolds




(−qj−2 + 4qj−1 + 4qj+1 − qj+2) (2.99)
2.8 Boundary Conditions (BC)
A Navier Stokes based solver can employ various types of boundary conditions.
There can be physical boundaries (eg. wall bc), numerical boundaries (eg. wake cut
bc), or artificial boundaries (eg. point-sink bc). Some of these boundary conditions
have been utilized as a part of this work and are described below. There are several
other boundary conditions that exist for the different cases in the OverTURNS
solver. Figure 2.5 shows a 2-D cross-cut of the blade, a top view of the cylindrical
background mesh, in which the blade mesh is embedded, and an azimuthal view of
the cylindrical mesh; respectively highlighting the various boundary conditions used
in this work.
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(a) 2-D blade mesh view at a spanwise loca-
tion.
(b) Top view of background and blade mesh.
(c) Side view of background and blade mesh.
Figure 2.5: A sample blade and body mesh system describing various boundary
conditions.
2.8.1 Farfield boundary conditions
The farfield boundaries should be placed far enough away from physical bodies
such that there are no spurious wave reflections occuring at the boundary where pre-
vailing conditions are very close to freestream. Based on the direction of the velocity
vector and the magnitude of the sonic velocity, the Reimann invariants are extrap-
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olated either from the interior or from the freestream. The boundaries are typically
placed at approximately 20-30 chord lengths away from body surfaces for fixed wing
computations. This allows for stronger gradients to diminish while approaching the
boundary. Mesh stretching at the boundaries also helps in numericallly dissipating
strong flow gradients in the vicinity of the boundary (e.g. slipstream dividing the
flow inside and outside of the rotor wake).
2.8.2 Wall boundary condition
At the solid wall, the density is extrapolated from the interior of the domain.
For viscous calculations, the no-slip condition requires that the velocity at the wall
equals the grid velocity. The pressure (p) is then obtained from the normal momen-










In the case of an inviscid wall, the contravariant velocity components (U; V;
W) are extrapolated to the surface. In order to satisfy the no-penetration condition,
the contravariant component of velocity in the wallnormal direction is set such that
it (Q) equals the surface velocity in the wall normal direction.
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2.8.3 Wake cut boundary condition
In a C- topology mesh, the wake cut starts to appear adjacent to the solid
wall where the grid planes collapse on each other. The solution values along the
collapsed cells are obtained by a simple averaging of the solution from either side of
the wake cut. A wake-cut boundary also appears in a C-O topology blade mesh, on
the collapsed planes at the root and tip.
2.8.4 Periodic boundary condition
The hover simulations in this work assume periodicity for the wake capturing
meshes. The size of the period in azimuthal space is dependent on the number
of blades in the rotor. For example, for a two bladed rotor, the azimuthal period
is 180o. This allows the simulations to only model one rotor blade. The periodic
boundary condition is formulated by creating ghost cells at the boundary, where the
vector quantities are prescribed using coordinate rotation and scalar quantities are
set to be identical.
2.9 Parallelization
An accurate resolution of the tip vortex formation, evolution and eventual in-
teraction as it approaches towards the ground requires the usage of large mesh sizes.
This requires that the large meshes can be divided into smaller sizes or subdomains
and the solution can be carried out independently on many processors, making the
current problem massively parallel. The process of making the individual subdo-
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mains independent of each other in operation is referred as the domain decomposi-
tion method. At the same time, the adjacent subdomains need to communicate with
each other for exchanging information. Accordingly, the message passing interface
system (MPI) has been employed to perform parallel computations and commu-
nications between different processors in OverTURNS. The information exchange
between adjacent processors is done through an artificial boundary condition.
Figure 2.6: Sample domain partitioning for blade mesh in spanwise direction for
parallel computation.
The size of the subdomains is kept roughly equal to ensure proper load bal-
ancing. The size can be increased or decreased based on the memory of individual
processors. In the current work, the size of each subdomain is kept close to 10
Megabytes. The blade meshes are split along the spanwise direction and the back-
ground meshes are split in all three directions. Figure 2.6 shows an example of
domain partitioning, where the blade mesh is divided into four along the spanwise
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direction. Note that, sufficient overlap (3 points on each side of the subdomain) is
ensured between the split meshes to maintain the spatial accuracy.
2.10 Overset meshes and Grid Connectivity
The OverTURNS methodology requires the usage of structured meshes. Gen-
erally, structured meshes involve less computational storage, are computationally
faster and can handle wall boundary layers better than alternative approaches. In
a case where different parts of the domain are required to resolve fine flow features
while other parts can maintain coarser resolution, one can introduce multiple over-
set meshes. The alignment and geometry of overset meshes need not be strictly
corresponding to each other and this provides a greater flexibility in the mesh gen-
eration process, therefore allowing one to have a high grid resolution in regions of
interest. The various overset grids need to have an efficient information transfer
mechanism/connectivity between them.
The original Implicit Hole Cutting (IHC) method was developed by Lee [79]
and was later modified by Lakshminarayan [44] to incorporate more generic bound-
ary conditions and donor search methods. The donor cell search uses the so-called
stencil walk procedure by Gupta [80]. The modified IHC method is used in the
current work. The principle idea behind the IHC method is that in a given CFD do-
main consisting of overset meshes, the solution is computed on the grid points that
are associated with the smallest cell sizes and interpolated to cells with coarser cell
sizes. Using an octree search algorithm, the method parses through every grid cell
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in the CFD domain and selects the smallest cell in multiple overlapped regions. The
details of the octree algorithm search is described by Jose [81]. The IHC method
senses the presence of the wall because of the progressively decreasing cell sizes as
the wall/body-surface is approached and the hole is automatically cut around the
body at the optimum location.
Figure 2.7: Schematic describing the terms involved in the traditional hole cutting
problem. Reproduced from Jose et al. [81].
The chimera connectivity methodology involves three main steps: i)hole cut-
ting, ii) identification of hole fringe and chimera boundary points (collectively known
as receiver points) and iii) finding donor cells and interpolation factors. To illustrate
this, figure 2.7 shows a body mesh embedded in a background mesh. A hole is a re-
gion cut out by the body mesh. The points of the background mesh inside this hole
region are called hole points. These points are blanked out and do not participate
in the solution process. After obtaining the list of hole points, a list of hole fringe
points, which require solution information from other grids to serve as boundary
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conditions, is extracted. As a next step, a list of chimera boundary points, which
are the points on the boundary of one mesh requiring solution information from
another mesh is specified by the user. The size of the fringe and chimera bound-
ary layers is a function of the stencil used by the spatial scheme in the simulation.
Both the hole fringe points and the chimera boundary points are also referred to as
receiver points. These receiver points need their solution values interpolated from
donor cells. The location of the receiver point with respect to the donor cell is used
to compute the interpolation weightage by using each corner point of the donor cell.
The donor cell is indexed by the index of its lower, left corner point. All the other
points are refferred to as field points.
An iblank array is further defined corresponding to all the grid points. Iblank
array is set as 0 for hole points and as 1 for the field points. Consequently, the flow
solver is modified so that the governing equations are not solved at hole points and
are solved only at field points. The iblank array is set to have −1 values for the hole
fringe/chimera boundary points during implicit inversion and is set to be 1 while
calculating the fluxes. This means that these hole fringe/chimera points are blanked
out during time inversion. To accomplish this in the solution procedure, a function
consisting of the iblank array is multiplied to the time step corresponding to each
grid point (for e.g., h in eqn. 2.64). The time step in the LHS of the equation
is multiplied by max(iblank, 0) and that in the RHS is multiplied by abs(iblank).
As a result of this, the contribution of hole points is blanked out in both the LHS
and RHS, while that of the hole fringe and chimera boundary points are blanked
out only in the LHS. This prevents the propagation of inaccuracies from the hole
74
points to the flow solution. At the same point where physical boundary conditions
are applied, the code also applies the proper interpolation from donor cells to the
receiver cells
2.11 Summary of Chapter
Details of the governing equations and their numerical solution methodology
in the OverTURNS flow solver were summarized in this chapter. Discussion also
included advanced algorithms such as low-Mach preconditioning, detached eddy
simulations, and implicit hole cutting that were used in this work. In the next
chapter, results will be presented for the micro-scale rotor simulations operating in




In this chapter, computations are performed on a hovering micro-scale single
rotor operating in ground effect (IGE) at various rotor heights above the ground.
The performance data is validated with experimental results. Subsequently, detailed
analysis of the flow physics of the rotor wake convection and its resulting“ interaction
with the ground plane is performed.
3.1 Micro-Scale Rotor Configuration
Figure 3.1: Experimental setup of 2-bladed micro-scale rotor of Lee et al.
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The experimental setup of Lee et al. [48] shown in fig. 3.1 is used to validate
the flow field of a hovering micro-scale rotor in ground effect. The rotor consisted
of two untwisted rectangular blades of radius 86 mm. The blades had a circular arc
airfoil with 19.6 mm chord (resulting in an aspect ratio of 4.39), 3.7% thickness, and
3.3% camber. The blades were set at a collective pitch of 12o. The experimental
results were obtained at a tip Mach number of 0.08, resulting in a root Reynolds
number of 6480 and a tip Reynolds number of 32, 400. Experimental results were
available for rotor heights varying from 0.25 to 2.5 times the rotor radius.
3.2 Mesh System for Micro-Scale Rotor Modeling
An overset mesh system consisting of a body conforming C-O type blade mesh,
a cylindrical main background mesh, cylindrical overset meshes and vortex tracking
grids are used in the present study. To save computational costs, only one blade
is simulated (implying the use of half of the domain) by using a periodic boundary
condition. Simulations are performed for three rotor heights of 0.5R, 1.0R and 1.5R
above the ground. The implicit hole-cutting technique, developed by Lee [79] and
improved by Lakshminarayan [44] (described in section 2) is used to determine the
connectivity information between the various overset meshes. The complete mesh
described below is for a rotor operation at 1R rotor height above the ground.
The blade mesh consists of a body conforming structured curvilinear mesh
formed by using a hyperbolic mesh generation technique [84]. In this method, 2D
C-type meshes are generated around the airfoil sections and stacked together at
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(a) Spanwise stacking of C meshes and collapse of C-O blade mesh
at the tip and root
(b) Blade surface
]
Figure 3.2: Micro-scale rotor blade mesh.
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various spanwise locations as seen in fig. 3.2(a). The C-type meshes are free of
a geometrical singularity at the trailing edge. The grid clustering at the trailing
edge provides good resolution for capturing the shed wake. Also, note the rotation
and collapse of the C sections near the root and the tip regions to define a C-O
topology. Details of the collapsing technique are described in Duraisamy [40]. One
can also observe the blunt leading and trailing edge in the micro-scale rotor blade
at the tip region in fig. 3.2(a). The blade surface is seen in fig. 3.2(b). The blade
mesh consists of 267× 93× 50 points in the streamwise, spanwise and wall normal
directions. 187 points are along the airfoil surface in the streamwise direction. A
spacing of 5.0× 104 chords is used in the wall normal direction, which corresponds
to y+ value of around 1.0.
The blade mesh is overset into a background mesh. The background mesh is a
cylindrical Cartesian mesh that consists of identical planes rotated in the azimuthal
direction. Each azimuthal plane is spaced at every 1.5o in azimuth. One such
azimuthal plane is shown in fig.3.3(a). Figure 3.3(b) shows the top view of the
background mesh to illustrate the various azimuthal planes. The mesh is refined in
the regions of interest to capture the convection of the root and tip vortices. The
root region is refined from 0.1R to 0.22R and the tip region is refined from 0.6R to
1.6R. In these most refined regions, the background mesh has a grid spacing of 0.04
chords in both the radial and vertical directions. The mesh extends to 10.0R in the
radial direction. This distance is chosen to be far enough to prevent any reflections
from the farfield boundary. To model the ground plane, the mesh is refined close




Figure 3.3: Cylindrical background mesh.
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Figure 3.4: Blade mesh, main background mesh, and a system of overset meshes for
a rotor placed at 1R above the ground.
1R above the ground plane in fig. 3.3(a). The total number of mesh points in the
background cylindrical mesh are 127× 207× 205.
Initially in this work [85], the grid system consisted of only the blade mesh
and a single cylindrical background mesh to simulate the problem. However, this
mesh system did not resolve the tip vortices to sufficiently outboard radial locations
and therefore, did not capture some of the unsteadiness observed in the experiment.
This problem is overcome by using a system of overset cylindrical Cartesian meshes
placed near the ground in addition to the blade and the main background meshes.
Figure 3.4 shows the blade, the main background and the system of cylindrical
overset meshes used in the simulation of a rotor placed at 1R above the ground.
The overset meshes are laid down in a stair-step manner, with the most refined
overset mesh placed at the bottom and the coarsest mesh at the top. This strategy
is adopted to limit the cell size disparity between the various overset meshes to less
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than a factor of two in the regions of interpolation, and thereby, minimize the errors
arising due to these interpolations. Each azimuthal plane is spaced at every 1.0o for
the additional overset cylindrical meshes along with a grid spacing of 0.04 chords
in both the radial and vertical directions. These meshes enable the refinement of
the mesh system to 3.5R in the radial direction. For the overset mesh placed at
the ground, the y+ value is maintained similar to the background mesh. There is
an overlap of atleast three points in the radial and vertical directions between the
background and overset meshes to reduce interpolation errors.
In order to efficiently preserve the tip vortex all the way to the ground, addi-
tional vortex tracking grids (VTGs) are added into the simulations. Vortex tracking
grids have been earlier developed by Lee [79] and and employed by Duraisamy [40]
as well. The VTGs are overset onto the main background mesh. VTGs are three
dimensional helical meshes, which are generated by azimuthally extruding a 2-D
Cartesian plane. Ideally, the 2-D planes should be positioned based on the instanta-
neous tip vortex trajectory, which are extracted by searching for maximum vorticity
magnitude corresponding to the vortex center at different wake ages. However in the
current work, a typical instantaneous tip vortex trajectory, shown in figs. 3.5(a) and
(b), is seen to have high levels of unsteadiness. If the VTGs are generated based on
the instantaneous trajectories (shown in fig. 3.6(a)), the tip vortices are seen to dis-
sipate spuriously due to the lack of smoothness in the azimuthal direction. In order
to rectify this issue, the VTGs are generated based on phase-averaged trajectories
(shown in figs. 3.5(a) and (b)), which typically show lesser amount of unsteadiness
compared to the instantaneous trajectories.
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(a) Wake trajectory
(b) Zoomed in wake trajectory
Figure 3.5: Typical instantaneous, phase-averaged and smoothed trajectories for
h/R = 1.0.
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(a) VTG based on instantaneous trajectory
(b) VTG after phase-averaging and smoothing
Figure 3.6: Isometric view of vortex tracking grid for h/R = 1.0.
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(a) 2-D planar cross sections of VTG with vortic-
ity contours from the cap tured tip vortices
(b) Complete mesh system
Figure 3.7: Mesh system for h/R = 1.0.
In fact, even the phase-averaged trajectories have some amount of wiggles
when looked at closer, see fig. 3.5(b), and therefore additional smoothing of these
85
trajectories is done by using a Laplacian based operator. The resulting vortex track-
ing mesh obtained using such a smoothed trajectory is shown in fig. 3.6 and is seen
to be much smoother than one based on an instantaneous trajectory. The 2-D pla-
nar section of the VTG is a Cartesian mesh with equi-spaced mesh points near the
middle, which stretches at the edges to reduce the cell size disparity between the
vortex mesh and the main background mesh. The extent of the 2-D plane is calcu-
lated by accounting for the expected wandering of the tip vortex. Each 2-D plane in
the VTGs has been placed every 0.75o of the azimuth, i.e. one-half of the azimuthal
spacing of the main background mesh. In the most refined regions the VTGs have
a grid spacing of 0.01 chords in both the vertical and radial directions. This means
that at the cell center, the spacing in the VTG is approximately one-fourth that
in the main background mesh. At the edge of the VTG, the cell spacing stretches
smoothly to become equal to that in the main background mesh to reduce interpo-
lation errors. The position of a VTG is predetermined by running the simulation
without the VTG until the flow is reasonably well developed. Over the VTG mesh is
determined the flow from the main background mesh is interpolated onto the VTG
mesh and the solver restarts using this new mesh system. The VTGs are adapted
after every three revolutions until the tip vortex positions are converged. The vortex
positions were fairly converged within one adaptation of the vortex mesh in the cur-
rent simulations, such that the total number of time steps required for convergence
with and without the use of a VTG is not significantly different. Figure 3.7 shows
a 2-D planar cross section, highlighting the ability of the VTGs to capture the tip
vortices, as well as the complete mesh system.
86
Table 3.1: Number of points used in various meshes for simulation for a h/R = 1.5.
Mesh Dimensions Mesh points (in millions)
Blade Mesh 267× 93× 50 1.2
Main Background Mesh 127× 205× 305 7.9
Overset Mesh 1 187× 186× 146 5.1
Overset Mesh 2 187× 111× 21 0.4
Overset Mesh 3 187× 61× 20 0.2
Vortex Tracking Grid 70× 70× 1330 6.5
Total 21.4
Tables 3.1, 3.2 and 3.3 show the total number of mesh points used in the
simulation of the three different rotor heights (h/R = 1.5, 1.0 and 0.5), respectively.
3.3 Micro-Scale Rotor Setup Parameters and Computational Costs
The micro-scale rotor simulations use the DADI Method [72]. described earlier
in Chapter 2. The chosen time-steps correspond to 0.25◦ of azimuth for all the
calculations. The low Mach preconditioning was used with the value of the pseudo-
time step size on the order of the actual time step for both convergence and accuracy.
The time-step for Newton sub-iterations is chosen to be 0.2. At each time step, 6
sub-iterations are used to remove the linearization errors. Each simulation is run for
18 revolutions to allow the tip vortex trajectory to fully converge. The calculations
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Table 3.2: Number of points used in various meshes for simulation for a h/R = 1.0.
Mesh Dimensions Mesh points (in millions)
Blade Mesh 267× 93× 50 1.2
Main Background Mesh 127× 205× 207 5.4
Overset Mesh 1 187× 186× 146 5.1
Overset Mesh 2 187× 111× 21 0.4
Overset Mesh 3 187× 61× 20 0.2
Overset Mesh 4 187× 25× 20 0.1
Vortex Tracking Grid 70× 70× 1082 5.3
Total 17.7
Table 3.3: Number of points used in various meshes for simulation for a h/R = 0.5.
Mesh Dimensions Mesh points (in millions)
Blade Mesh 267× 93× 50 1.2
Main Background Mesh 127× 280× 217 7.7
Overset Mesh 1 187× 186× 146 5.1
Overset Mesh 2 187× 111× 21 0.4
Overset Mesh 3 187× 61× 20 0.2
Vortex Tracking Grid 70× 70× 846 4.1
Total 18.7
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take about 1 revolution per day when run in parallel on 32 Intel Xeon 3.20GHz
processors.
3.4 Performance Comparison
The variation of the sectional thrust and power with span is plotted in fig
3.8 for the different rotor heights above the ground. As expected, the sectional
thrust and power values increase across the span because of the increasing rotational
velocity of the rotor blade. At the tip of the rotor blade, the drop in thrust and
power values signifies the presence of the tip vortex. As the rotor height above
the ground decreases, the sectional thrust increases at most of the span locations.
However, an opposite trend is observed near the tip region. Looking at the power
distribution, the results from the various rotor heights above the ground do not
show much variation. Overall, the spanwise distribution looks consistent with what
is expected from the experiment and theory due to the of decreasing rotor height
above the ground.
Table 3.4 compares the computed integrated performance for the three differ-
ent rotor heights with the measured experimental data. The values are normalized
with the respective out of ground effect (OGE) values. In OGE, the thrust and
power coefficient predicted by the computations are 0.0143 and 0.00249 respectively,
whereas the experimental values are 0.0133 and 0.00227 respectively. The approx-
imately 10% differences between the computational and experiments are possibly




Figure 3.8: Spanwise variation of performance parameters.
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computed OGE results compare better to a different set of experimental data ob-
tained on the same rotor operating at similar flow conditions [29]. Details regarding
the earlier computational work concerning the OGE values are given in [44]. From
table 3.4, it is seen that the current simulations accurately predict the change in
performance as the rotor height above the ground varies. As the rotor height above
the ground decreases, the thrust increases as expected, while the power remains
fairly constant (marginal increase with decreasing ground distance).
3.5 Flow field Comparison
Following the performance validation, the current section focuses on compar-
ing the predicted flow field with the available experimental data. PIV measurements
were performed to obtain velocity fields for the different ground distances. These
velocities are used to obtain vorticity magnitude at corresponding wake-ages. Par-
ticular wake ages were then selected over a period of time from the experimental
Table 3.4: Thrust and power comparison with experiment [48] for different ro tor
heights.
CT/CTOGE CP/CPOGE
h/R Computed Expt. Computed Expt.
0.5 1.23 1.26 1.07 1.05
1.0 1.15 1.17 1.06 1.05
1.5 1.06 1.08 1.06 1.04
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data and then the data is averaged out and referred to as phase-averaged values in
the experiments. Wake age is a measure of the time since the vortex was generated,
in terms of the angular displacement (degrees of rotor rotation) of the corresponding
blade (seen in fig. 3.9). A similar averaging process is carried out using the CFD so-
lution using the data from 30 different instances of time to obtain the phase-averaged
vorticity values.
Figure 3.9: Schematic showing wake age, ζ.
Figure 3.10 shows the CFD predicted and experimentally measured compar-
ison of phase-averaged azimuthal vorticity contours at three different wake ages
(ζ = 0◦, 60◦, and 120◦) for the rotor height of 1R above the ground. The plot also
shows the velocity vectors at one in every four grid points in both the normal and
radial directions in the simulation. From the plot, it can be seen that the predicted
wake trajectory is very similar to that from the experiment data at all wake ages.
In addition, the strength of the predicted azimuthal vorticity is in good agreement
with the experimental results. The tip vortices are well captured for five blade
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(a) Computational result, ζ = 0◦ (b) Experimental result, ζ = 0◦
(c) Computational result, ζ = 60◦ (d) Experimental result, ζ = 60◦
(e) Computational result, ζ = 120◦ (f) Experimental result, ζ = 120◦
Figure 3.10: Comparison of CFD predicted phase-averaged vorticity contours (along
with velocity vectors) with experimental data [48] at different wake ages for h/R =
1.0.
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(a) Computational result, h/R = 1.5 (b) Experimental result, h/R = 1.5
(c) Computational result, h/R = 0.5 (d) Experimental result, h/R = 0.5
Figure 3.11: Comparison of CFD predicted phase-averaged vorticity contours (along
with velocity vectors) with experimental data [48] for various rotor heights at ζ = 0◦.
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(a) Computational result, h/R = 1.5 (b) Computational result, h/R = 1.0
(c) Computational result, h/R = 0.5
Figure 3.12: CFD predicted instantantaneous vorticity contours (along with velocity
vectors) for various rotor heights at ζ = 0◦.
95
passages. The tip vortices are observed to initially contract under the effect of the
rotor wake. However, they begin to move radially outward as they approach the
ground. The ground effect causes a stretching of the vortex filaments and a reinten-
sification of the vortex cores. Eventually, the vortices start to become less stable,
start to wander, and hence become aperiodic. Consequently, the vortices at older
wake ages get smeared out during the phase-averaging process, observed in both
the computation as well as the experiment. The smearing out at older wake ages
is more noticeable in the experimental results than in the computational solutions.
This can be attributed to the fact that the phase-averaged results CFD use a fewer
number of instances for averaging compared to the experiment.
Similar to the vorticity contours shown for the rotor height of 1R above the
ground, figure 3.11 shows the comparison between CFD predictions and experimen-
tal data of the phase-averaged azimuthal vorticity contours for the other two rotor
heights of h/R = 0.5 and h/R = 1.5 at ζ = 0◦. One can notice that the tip vor-
tex positions along with the vorticity magnitude resulting from the computations
compare well with those from the experiments for both rotor heights.
Although the phase-averaged results show smeared out vorticity contours at
later wake ages, an instantaneous snapshot of the vorticity in fig. 3.12 of the CFD
predicted instantaneous vorticity contours (along with velocity vectors) at 0◦ wake
age shows well defied tip vortices at the later blade passages. Note that the instan-
taneous experimental results are not available for comparison. Figure 3.12 reveals
that the tip vortices at older wake ages are still significantly strong due to the inten-
sification caused by the stretching of the vortex filament under ground effect. The
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tip vortices are well captured for four, five, and six blade passages, respectively, for
the 0.5R, 1.0R, and 1.5R rotor heights, thereby clearly demonstrating the capabil-
ity of the current mesh system to accurately resolve the tip vortices for sufficiently
long periods of time. The differences between the instantaneous and phase-averaged
results from the simulations for the older tip vortices signifies the growing degree of
unsteadiness and wandering as the vortices interact with the ground plane.
3.6 Time-Averaged Velocity Profile Comparison
A more quantitative validation of the CFD results is done by comparing the
time-averaged radial-velocity profiles at several radial locations with the experimen-
tal data for the three rotor heights, shown in Figs. 3.13–3.15. The velocities are
normalized by the ideal hover induced velocity for the corresponding thrust value.
From the plot, the computations can be observed to predict the overall physics of the
flow field correctly. For all cases, the rotor induced flow is forced to expand radially
outward, creating a wall jet. The height of the wall jet is seen to decrease (similar
to the experimental data) as one moves radially outward. As a consequence, there
is an increase in the peak radial velocity as the radial distance increases, until it
eventually starts to decrease at the outermost measured radial station due to radial
spreading. Furthermore, the jet boundary layer begins to thicken at the outermost
radial station. CFD predicts a marginally higher maximum radial velocity and at a
slightly larger wall distance than that measured in the experiment.
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(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75 (f) r/R = 2.0
Figure 3.13: Comparison of CFD predicted time-averaged velocity profile with ex-
perimental data [48] at several radial locations for a rotor height of h/R = 1.5.
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(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75 (f) r/R = 2.0
Figure 3.14: Comparison of CFD predicted time-averaged velocity profile with ex-
perimental data [48] at several radial locations for a rotor height of h/R = 1.0.
99
(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75 (f) r/R = 2.0
Figure 3.15: Comparison of CFD predicted time-averaged velocity profile with ex-
perimental data [48] at several radial locations for a rotor height of h/R = 0.5.
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3.7 Phase-Averaged Velocity Profile Comparison
A more detailed validation of the calculation is performed by comparing the
phase-averaged radial-velocity profiles (normalized by the ideal hover induced veloc-
ity for the corresponding thrust value). Figures 3.16–3.17 show the computational
results in comparison with the experimental data for the rotor height of 1R above
the ground at six radial locations (r/R = 0.8, r/R = 1.0, r/R = 1.25, r/R = 1.5,
r/R = 1.75 and r/R = 2.0). The phase-averaged radial-velocity profiles are plotted
along with the time-averaged radial-velocity profiles, which were discussed earlier.
Note that the time-averaged velocity is approximately equal to the average of all
the phase-averaged velocities. The fluctuations seen in the phase-averaged radial
velocity profiles are due to the local velocity induced by the presence of the tip
vortex as it passes by the radial station. These fluctuations are indicative of the
unsteadiness of the flow at the ground plane. An accurate prediction of these fluc-
tuations is important to capture the resulting dust entrainment correctly. These
fluctuations do not show up in the time-averaged values due to the averaging out of
the transients. The predicted phase-averaged velocities agree extremely well with
the experimental data. The fluctuations become smaller at the outboard stations as
compared to directly underneath the rotor tip. Furthermore, the computed phase-
averaged velocity profiles for 0.5R and 1.5R rotor heights are seen in figs. 3.18 and
3.19. The plots show similar patterns as that for the 1R rotor height. Note that only
the computational results are shown for these two rotor heights as the experimental
results are not available.
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(a) Computational, r/R = 0.8 (b) Experimental, r/R = 0.8
(c) Computational, r/R = 1.0 (d) Experimental, r/R = 1.0
(e) Computational, r/R = 1.25 (f) Experimental, r/R = 1.25
Figure 3.16: Comparison of CFD predicted phase-averaged velocity profiles with
exper imental data [48] at several radial locations for a rotor height of h/R = 1.0.
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(a) Computational, r/R = 1.5 (b) Experimental, r/R = 1.5
(c) Computational, r/R = 1.75 (d) Experimental, r/R = 1.75
(e) Computational, r/R = 2.0 (f) Experimental, r/R = 2.0
Figure 3.17: Comparison of CFD predicted phase-averaged velocity profiles with
exper imental data [48] at several radial locations for a rotor height of h/R = 1.0.
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(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75 (f) r/R = 2.0
Figure 3.18: CFD predicted phase-averaged velocity profiles at several radial loca-
tions for a rotor height of h/R = 1.5. (Note: Experimental data not available for
this rotor height).
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(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75 (f) r/R = 2.0
Figure 3.19: CFD predicted phase-averaged velocity profiles at several radial loca-
tions for a rotor height of h/R = 0.5. (Note: Experimental data not available for
this rotor height).
105
3.8 Predicted Global Vortical Structure
The overall vortical structure of the flow field can be best visualized by plotting
an isosurface of q-criterion [86] shaded by vorticity contours. Figure 3.20 compares
the instantaneous computational predictions of the three-dimensional structure of
the tip-vortex trajectory for the three different rotor heights above the ground. For
clarity, the flow field from the entire domain is shown even though the simulation is
done only using half the domain. The tip vortices can be seen to be well preserved
all the way to the ground in all cases. From the plots, it can be noticed that at early
wake ages, the tip vortex is tightly braided. At later wake ages, the vortices start to
develop instabilities, primarily due to the interaction of strong vortices (intensified
from rapid wake expansion near the ground) with the ground as well as with the
vortices from other blade passages.
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(a) h/R = 0.5 (b) h/R = 1.0
(c) h/R = 1.5
Figure 3.20: Iso-contours of q-criterion, q = 0.25 for different rotor heights above
ground.
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The aperiodicity of the wake is an inherent characteristic of rotor flows, and
can be quantified by plotting the wake trajectories in both the radial and vertical
directions. Figure 3.21(a) and(b) show the radial and vertical positions of the tip
vortices as a function of wake age for all rotor heights at an instant in time. Figure
3.21(c) shows the radial variation of the wake trajectory for the three different
heights above the ground. The instantaneous tip-vortex trajectory clearly shows
high levels of instability for all three rotor heights. To understand the extent of
tip-vortex wandering, Fig. 3.22 shows the scatter of the wake trajectory predicted
over one revolution along with the phase-averaged trajectory for all three rotor
heights. Clearly, a significant amount of wake wandering is observed in all cases.
The vortex shows increased wandering in both the radial and vertical directions
at later wake ages, as it approaches the ground. The scatter occurs more on the
outer portion of the curves (above and to the right) than on the inner portion.
This is possibly due to the limit imposed by the ground surface and the center
of rotation on the amount of excursion. The tip vortex wanders more for smaller
rotor heights at a given wake age because of its closer proximity to the ground, but
the scatter is comparable at a particular height from the ground for the various
rotor heights. Looking at the phase-averaged trajectories, one can observe that
they are much smoother as compared to the instantaneous trajectories for all cases.
Remember that the VTGs are generated based on the phase-averaged trajectories
along with further smoothing based on a Laplacian-based operator. To quantify
the extent of the tip-vortex wandering, the root mean square (rms) deviation of the
wake trajectory from the phase-averaged radial and vertical positions is shown as a
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(a) Variation of tip vortex radial dis-
tance with wake age
(b) Variation of tip vortex height with
wake age
(c) Variation of tip vortex height with
radial location
Figure 3.21: Instantaneous wake trajectory predictions using CFD.
function of wake age in fig. 3.23. As seen earlier, the extent of wake wandering in
both the radial and vertical directions increases with wake age for all rotor heights.
Interestingly, only the radial wake scatter compared at a particular wake age is
smaller for larger rotor heights, whereas the vertical wake scatter at a particular
wake age is comparable for all rotor heights.
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(a) Variation of phase-averaged tip vortex radial
distance with wake age
(b) Variation of phase-averaged tip vortex height
with wake age
(c) Variation of phase-averaged tip vortex height
with radial location
Figure 3.22: Wake scatter and phase-averaged wake trajectory (in black line) pre-
dictions using CFD.
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(a) Deviation from mean radial position for all
cases
(b) Deviation from mean vertical position for all
cases
Figure 3.23: Root mean square deviation of wake trajectory from mean position.
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(a) Early wake ages (b) Older wake ages
Figure 3.24: CFD predicted normalized swirl velocity at different wake ages.
3.9 Tip Vortex Characteristics
The tip vortex can be characterised by looking at swirl velocity profiles across
a line passing through the center of the vortex. Figure 3.24 shows the instantaneous
normalized swirl velocity profile as a function of normalized distance from the vortex
core center at different wake ages for the rotor height of 1R. The swirl velocity is
normalized by the tip speed and the distance is normalized by the rotor radius. At
early wake ages, as seen in Fig. 3.24(a), the peak swirl velocity decreases and the core
radius increases rapidly. However, at older wake ages (shown in Fig. 3.24(b)), the
rate of peak swirl decay and the core growth decreases due to the re-intensification
process.
Figures 3.25 (a) and (b), which respectively show the variation of peak swirl
velocity and vortex core radius as a function of wake age for all three rotor heights
at one instant in time, confirms the above observation. The actual predicted values
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(a) Peak swirl velocity (b) Vortex core radius growth
(c) Circulation
Figure 3.25: Variation of the tip vortex characteristics as a function of wake age for
the micro-scale rotor: (a) Peak swirl velocity (b) Vortex core radius (c) Circulation.
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are shown by dotted points and a curve fit through these points is shown by a solid
line. Note that the peak swirl velocity is normalized by the tip speed and the core
radius is normalized by the rotor radius. The peak swirl decay is comparable at
all rotor heights, however, for the smaller rotor heights, the vortices exhibit faster
core growth. Correspondingly, the circulation (normalized by the tip speed and the
rotor radius) decays at a faster rate at smaller rotor heights (Figure 3.25(c)). As
compared to larger rotor heights, smaller rotor heights have larger circulation levels
at early wake ages due to the higher thrust generated by the rotor, but have smaller
values at later wake ages. The reason for the slightly faster drop in circulation and
increase in core growth for smaller rotor heights is because of increased turbulence
levels in the wake (shown later).
3.10 Velocities at the Ground
Due to the relatively thin boundary layer region at the ground (less than 5%
of rotor radius), the experiments did not explore the nature of the boundary layer
in much detail. When the boundary layer is thin, PIV requires very fine spatial
resolution near the ground and must minimize laser reflections, both of which pose
extreme challenges. Therefore, there is no experimental validation for the velocities
predicted by the current simulation methodology near the ground. However, the
current CFD solution can still be used to explore some of the physics near the
ground.
Figures 3.26, 3.27, and 3.28 show the velocity vectors along with the pressure
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(a) ζ = 0◦
(b) ζ = 60◦
(c) ζ = 120◦
Figure 3.26: Instantaneous pressure contours (normalized by freestream value) along
with velocity vectors for a rotor height of h/R = 1.5.
115
(a) ζ = 0◦
(b) ζ = 60◦
(c) ζ = 120◦
Figure 3.27: Instantaneous pressure contours (normalized by freestream value) along
with velocity vectors for a rotor height of h/R = 1.0.
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(a) ζ = 0◦
(b) ζ = 60◦
(c) ζ = 120◦
Figure 3.28: Instantaneous pressure contours (normalized by freestream value) along
with velocity vectors for a rotor height of h/R = 0.5.
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(a) h/R = 1.5
(b) h/R = 1.0
(c) h/R = 0.5
Figure 3.29: Pressure coefficient at the ground plane for one instant in time.
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contours (normalized by freestream value) for the rotor heights of 1.5R, 1.0R and
0.5R above the ground, respectively. For the purpose of clarity, the vectors are
plotted only one in every four points in the normal direction and one in every eight
points in the radial direction from the mesh used for the simulation. In all the cases,
the tip vortex can be easily identified by the low pressure region. There is a region of
high pressure on the ground corresponding to the stagnation location. The jet flow
at the ground is directed outwards at locations outboard of the stagnation point
and and inwards inboard of it. It can be noticed that the position of the tip vortex
does not change smoothly from one wake age to the other and the flow is highly
aperiodic. This form of viscous vortex/boundary layer interaction was observed
even in the experiments of Johnson et al. [15] and has been described by Harvey
and Perry [87] for conditions in which a trailing wing-tip vortex came under the
influence of the ground. At certain wake ages for all the three rotor heights, the
induced velocity from the tip vortices close to the ground causes the jet flow on the
ground to separate and form a separation bubble. The region of separation bubble
is also marked by low pressure. This separation bubble, formed at one wake age,
peels off from the ground plane at a later wake age forming an opposite sign vortex.
The opposite sign vortex interacts with the tip vortex, thereby further developing
instabilities. Another interesting feature to notice for the rotor height of 0.5R above
ground is the large high pressure region produced by the blade directly below the
rotor at 0◦ wake age. Such large pressure can accelerate the jet flow near the ground.
The unsteady pressure variation at the ground plane can be a contributing
factor for the sediment mobilization as discussed earlier. Figure 3.29 shows pressure
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coefficient variation at the ground plane for the three rotor heights at a single instant
in time. The striations in the pressure values represent the presence of the tip vortex.
It can be observed that the least amount of pressure variation is for the rotor height
of 1.5R above the ground. Both the 1.0R and 0.5R show a more considerable amount
of pressure variation.
3.11 Eddy Viscosity and Friction Velocity Contours
Eddy viscosity contours can be used to better view the turbulence levels at the
ground. Figures 3.30, 3.31 and 3.32 show the eddy viscosity contours (normalized
by laminar viscosity) in a vertical plane at 00 wake age as well as the ground friction
velocity contours (normalized by tip speed) for the rotor heights of 1.5R, 1.0R and
0.5R above ground, respectively.
Comparing the eddy viscosity contours from the simulations for the various
rotor heights above ground, it is seen that the magnitude of eddy viscosity increases
as the rotor height above the ground decreases. Also for all the rotor heights above
the ground, the higher eddy viscosity region from the vortex (eddy viscosity gets
fed into the vortex from the inboard sheet) interacts with the higher eddy viscosity
region formed near the ground, resulting in an intermixing of the turbulence levels.
Particle upliftment at the ground is directly proportional to the friction ve-
locity at the ground [9]. Once a threshold friction velocity is reached, it can cause
the minimum shear stress required to overcome the gravitational and cohesive forces
and lead to particle mobilization. Figures 3.30(b), 3.31(b), and 3.32(b), respectively,
120
(a) Contours of eddy viscosity normalized by laminar viscosity for a ver-
tical plane at 0◦ wake age
(b) Contours of friction velocity normalized by tip speed at the ground
Figure 3.30: Instantaneous contours of eddy viscosity and ground friction velocity f
or a rotor height of h/R = 1.5.
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(a) Contours of eddy viscosity normalized by laminar viscosity for a ver-
tical plane at 0◦ wake age
(b) Contours of friction velocity normalized by tip speed at the ground
Figure 3.31: Instantaneous contours of eddy viscosity and ground friction velocity
for a rotor height of h/R = 1.0.
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(a) Contours of eddy viscosity normalized by laminar viscosity for a ver-
tical plane at 0◦ wake age
(b) Contours of friction velocity normalized by tip speed at the ground
Figure 3.32: Instantaneous contours of eddy viscosity and ground friction velocity
for a rotor height of h/R = 0.5.
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show the ground-friction-velocity contours (normalized by tip speed) for the rotor
heights of 1.5R, 1.0R, and 0.5R above the ground. The friction velocity contours
show a striated pattern for all rotor heights, with high values directly below the tip
vortex. The friction velocity is also seen to be higher for smaller rotor heights, for
which the tip vortices were seen to come closer to the the ground as compared to
that for larger rotor heights.
3.12 One-bladed Micro-Scale rotor
The previous sections described the computations from a two-bladed micro-
scale rotor. Another case is described in this section that employs a one-bladed
micro-scale rotor. The experiments on a one-bladed micro-scale rotor were per-
formed by Baharani et al.[88]. The study of a one-bladed micro-scale rotor is ad-
vantageous compared to a multi-bladed rotor because the resulting flow field is less
aperiodic. This enables the experimentalists to focus on the processes that affect
the sediment uplift in the presence of a sediment bed rather than on the rotor pa-
rameters. The experiments were conducted on a rotor operating at a height of 1R
above the ground. The blades are set at a collective pitch of 12 deg. A similar airfoil
shape was used as described above for the two-bladed experiments. The aspect ratio
of the blade was 4.052 and the rotor operated at a tip Mach number of 0.118 and a
tip Reynolds number of 49, 000.
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Table 3.5: Number of points used in various meshes for simulation for a h/R = 1.0.
Mesh Dimensions Mesh points (in millions)
Blade Mesh 267× 93× 50 1.2
Main Background Mesh 247× 220× 315 5.4
Overset Mesh 1 367× 173× 146 5.1
Overset Mesh 2 367× 104× 21 0.4
Overset Mesh 3 367× 65× 21 0.2
Overset Mesh 4 367× 24× 21 0.1
Total 29.11
3.13 One-blade Micro-Scale rotor setup
The mesh system for this case consists of a blade mesh, a main background
mesh and a system of overset meshes. Modeling of a single rotor blade requires that
the wake capturing meshes need to model the entire 360o of the domain contrary to
modeling half the domain for a two-bladed rotor. This adds to the computational
cost of CFD modeling. Table 3.33 shows the number of mesh points used in this
computation. The grid spacing for all the different meshes and the computational
setup remain similar for this case as described above for the two bladed rotor.
3.14 Results of the one-bladed micro-scale rotor case
The experiments measured an integrated thrust coefficient of 0.0087 while
the computed thrust coefficient is 0.0095. Power values were not reported in the
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(a) Top view of the main background and blade mesh
(b) Blade mesh, main background mesh, and a system of overset meshes for a
rotor placed at 1R above the groundackground mesh
Figure 3.33: Mesh system for single bladed rotor system.
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(a) r/R = 0.8 (b) r/R = 1.0
(c) r/R = 1.25 (d) r/R = 1.5
(e) r/R = 1.75
Figure 3.34: Comparison of CFD predicted time-averaged velocity profiles with
exper imental data [48] at several radial locations for a rotor height of h/R = 1.0.
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experiment. CFD predicted an integrated power coefficient of 0.00148. Furthermore,
the time-averaged radial velocity profiles are compared at various radial locations.
The wall jet height decreases as one moves outwards resulting in an increase of peak
radial velocity. Notice that the agreement between the experimental measurements
and the computational results has improved for this one-bladed rotor case at all
radial locations as compared to the two-bladed case (shown in figs. 3.14). This is
a result of the reduced aperiodicity in the rotor wake in experiments for the one-
bladed case as each vortex is now shed off at a difference of 360o wake age compared
to 180o wake age for the two-bladed case. This leads to reduced interaction (pairing
or merging) between consecutively emanated vortices and provides a more periodic
flow field.
3.15 Summary of Chapter
In this chapter, OVERTURNS was used to simulate a hovering micro-scale
rotor operating at a very low tip Reynolds number in ground effect, with the primary
objective of demonstrating its capability to provide good flow field predictions for
a hovering rotor operating close to the ground. The simulations were performed
using a system of overset meshes that are strategically placed to accurately capture
the formation and evolution of the tip vortex to sufficiently long duration. The
computations were validated with experimentally measured mean thrust and power.
This was followed by a detailed validation of the tip-vortex flow field with the
experimental particle-image-velocimetry data. In addition, the computational-fluid-
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dynamics (CFD) data were used to explore the details of the wake characteristics,
the wake trajectory, and the ground-wake interactions at various rotor heights. The
detailed investigation of this two-bladed micro-scale rotor was followed by presenting
CFD predictions for a single-bladed rotor. The next chapter will present the results




In this chapter, results are shown from the computations performed on a hov-
ering sub-scale rotor operating in ground effect(IGE) at a rotor height of 1R rotor
radius above ground. The sub-scale rotor is twice the aspect ratio of the micro-scale
rotor. The challenges in capturing the sub-scale rotor wake are addressed by modi-
fying the existing turbulence model. Different tip shapes are tested on the sub-scale
rotor and their resulting wake is compared in details with available experiments.
Flow field is analyzed close to the ground to understand the effect of rotor wake
interaction with the ground plane.
4.1 Sub-Scale Rotor Configuration
The experimental setup of Milluzzo et al.[50] shown in Figure 4.1 is used to
validate the flow field of a hovering one-bladed rotor operating in-ground effect(IGE).
The rotor consisted of an untwisted rectangular blade with NACA 2415 airfoil. The
rotor blade had a chord length of 44.5mm and a radius of 0.408m resulting in
an aspect ratio of 9.132. The blades were operated at a collective pitch of 4.50.
The rotor operated at a tip Mach number of 0.24 and a chord Reynolds number
of 250, 000. The experiments were performed on four different blades obtained by
varying the blade tip shapes. The rotor blades operated at a rotor height of 1R
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Figure 4.1: Experimental setup of 1-bladed sub-scale rotor of Milluzzo et al.
above the ground.
4.2 Mesh System for Sub-Scale Rotor Modeling
4.2.1 Blade meshes for four different tip shapes
The blade mesh comprises of a body conforming C-O type mesh. Figure
4.2(a) shows the four experimental blades with their varying blade tips. For valida-
tion purposes, the computational blade meshes are generated to match the surface
geometries as seen in figure 4.2(b). The first type of blade consists of the rectangular
tip. The second type is the swept tip consisting of a 200 leading edge sweep angle
beginning at 78.95% of span. The third type is a BERP-like tip [50] which is gener-
ated by placing varying airfoil sections along the span of the blade beyond 84.2% of
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the span. The computational BERP-like tip uses uses a finite chord in the last cross
section of the blade, unlike the experiments. A finite chord length is maintained
at the tip for obtaining non negative cell volumes while the C sections collapse to
close the tip in the computational mesh. The fourth type of tip shape used in the
experiments is the slotted tip. A slotted tip is constructed to eject momentum in
the flow field with the purpose of diffusing vorticity. The experimental slotted tip
blade comprised of four internal slots of circular cross section. The slots connected
the leading edge of the blade to its side edge, shown in Fig. 4.3. The computational
slotted tip uses slots with a square cross section to avoid the cell volumes from going
to zero at the center. Figure 4.3 shows the slotted tip blade used in the computa-
tions. The cross-sectional areas of the slots are matched with the values used in the
experiments. The center of each slot follows a trajectory starting from the leading
edge to the side edge, and is used to place 2-D square cross-sections to form the slot
meshes. The slot meshes extend out both from the leading edge and the side edge
into the blade mesh to ensure that there is a sufficiently large fringe layer for the
exchange of information between the blade mesh and the slot mesh.
4.2.2 Overset Meshes for Wake Capturing
The earlier chapter showed the details of the rotor wake in-ground effect for
the micro-scale rotor using 28 million points. For capturing a similar resolution of
tip vortices in the flow field of the sub-scale rotor system, one would require 128




Figure 4.2: Four different blade tips for comparison.
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(a) Experimental slot mesh
(b) Computational slot mesh
Figure 4.3: Experimental and computational slot tips.
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tational resources. Consequently, a new mesh methodology is developed for the
current sub-scale rotor mesh system. First, the wake capturing is done by using a
single cylindrical background mesh (figure 4.4(a)) and the simulation is performed
for fifteen revolutions. The background mesh has a constant spacing of 0.04c in the
radial direction between 0.8R to 2.0R. The flow field is reasonably well developed
after fifteen revolutions. It is then used to obtain the instantaneous tip vortex tra-
jectory by searching for maximum vorticity magnitude corresponding to the vortex
center at all wake ages. Once the tip vortex trajectory is obtained, the background
mesh is modified to follow the path of the rotor wake to reduce the number of mesh
points in the radial direction. The resulting modified background mesh is shown in
4.4(b) and is referred as the main background mesh.
In addition to the strategic refinement of the main background mesh, a vortex
tracking grid (VTG), seen in figure 4.5(a) is used to better the preserve the tip
vortices along the path of the rotor wake. The VTG is a three dimensional helical
mesh, which is generated by azimuthally extruding a 2-D Cartesian plane along the
instantaneous tip vortex trajectory. These 2-D planes are placed at every 1.0◦ of the
azimuth, which is two-thirds the azimuthal distance in the background mesh. The 2-
D planar section of the VTG is a Cartesian mesh with equi-spaced mesh points near
the middle, which stretches at the edges to reduce the cell size disparity between the
VTG and the main background mesh. The extent of the 2-D plane is calculated by
accounting for the expected wandering of the tip vortex. At the edge of the VTG,
the cell spacing is equal to that in the new background mesh, while at the center
the cell spacing is approximately one-fourth. If the VTG is obtained by using an
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(a) Initial mesh system for the first fifteen revolutions
(b) Modified background mesh after first fifteen revolutions
Figure 4.4: Main background mesh modification.
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Table 4.1: Number of mesh points for sub-scale rotor operating at h/R = 1.0.
Mesh Dimensions Mesh points (in millions)
Blade Mesh 267× 185× 51 2.52
Main Background Mesh 247× 241× 341 19.11
Vortex Tracking Grid 145× 145× 1336 28.21
Funnel Mesh 367× 100× 325 11.96
Total 61.82
instantaneous tip vortex trajectory, the resulting grid contains irregularities along
the azimuth direction. These irregularities are damped out by using a Laplacian
based smoothing.
The resolution of the vortices close to the ground is further improved by using
a funnel mesh as in figure 4.5(b). The cross-sectional limits of the funnel mesh are
based on the instantaneous tip vortex trajectory. It can be observed that the mesh
is following a radially outward path as the vortices move radially outward close to
the ground. The cell spacing in the azimuth direction is two-thirds of the main
background mesh. The radial and vertical directions are refined twice as much as
the main background mesh.
The combination of the blade mesh, main background mesh, vortex tracking
grids and funnel mesh shown in fig. 4.6 form the complete mesh system for wake
capturing. Table 4.1 shows the number of points in each type of mesh for the
one-bladed sub-scale rotor cases.
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(a) Vortex tracking grid (VTG)
(b) Funnel mesh
Figure 4.5: Additional overset meshes.
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Figure 4.6: Complete mesh system.
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4.3 Sub-scale Rotor Setup Parameters and Computational Costs
The sub-scale rotor simulations employ the LUSGS method for inverting the
system of equations as described in Chapter 2. The chosen time-steps correspond
to 0.250 of azimuth for all the calculations. A constant CFL number is maintained
along with a time step size of 10 for the Newton sub-iterations to provide stability
throughout the iterations. In addition, at each time step, 6 sub-iterations are used
to remove linearization errors. The preconditioning Mach number is set to the
local Mach number contrary, to the tip Mach number used for the micro-scale rotor
simulations. This is seen to improve convergence for the sub-scale rotor cases. Each
simulation is run for a total of 19 revolutions. The first 15 revolutions only use the
modified main background mesh and the funnel mesh and then the vortex tracking
grids are added for another 4 revolutions. The VTGs are modified at each revolution
during these last 4 revolutions. The calculations take about 6.25 days to complete
19 revolutions (ie. 3.04 revs per day) when run in parallel on 32 AMD Interlagos
Opteron 2.3 GHz processors. A total of 240 processors were utilized in each of these
simulations.
4.4 Performance Validation
The variation of spanwise thrust and power is plotted in figure 4.7 for all
the tip shapes. As expected, the thrust and power values increase across the span
because of the increasing rotational velocity of the rotor blade. At the tip of the
rotor blade, the drop in thrust and power values signifies the presence of the tip
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vortex. Note that in figure 4.7(b) the BERP-like tip shows an increase in power at
the 84.2% span location followed by a sharp decrease in power values. This variation
follows the change in the chord length for the BERP-like tip beyond 84.2% span as
described in the geometry section earlier. For the slotted tip, an increase in power
values beyond 50% span is observed compared to the other three tip shapes. This
increase can be attributed to the higher power requirements in the presence of the
slotted tips.
To gain confidence in the predictive capability of CFD methodology, the pre-
dictions of the integrated thrust and power are compared with available experiments.
Table 4.2 shows the comparison of the predicted thrust along with the experimen-
tally measured thrust coefficient; the predicted power coefficients are also tabulated.
Note that the experimental and computational thrust values are in good agreement
for the rectangular and swept tip. The BERP-like tip shows a 17% higher thrust
value in the experimental measurement as compared to that calculated from the
simulations. A possible reason for this discrepancy can be attributed to the differ-
ence in the finite radius at the blade tip in the computational mesh. Furthermore,
the slotted tip in the computations predicts a much higher thrust value than that
measured in experiments.
As mentioned, the CFD predicted rotor power coefficient is also shown in the
table; whereas the experiments did not measure the power values. The rectangular,
swept and BERP-like tip show similar power values. The slotted tip case shows a




Figure 4.7: Spanwise variation of performance parameters for various tip shapes.
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Table 4.2: Thrust and power comparison with experiment [50] for various rotor tip
shapes.
Blade tip shape CT (Computed) CT (Experimental) CP (Computed)
Rectangular 0.0019 0.0018 0.000122
Swept 0.0020 0.0020 0.000130
BERP-like 0.0019 0.0023 0.000127
Slotted 0.0020 0.0014 0.000149
4.5 Tip Vortex Characteristics
Following the performance comparison, one can get an estimate of the tip
vortex characteristics by calculating the circulation, peak swirl velocity and core
radius at various wake ages for the simulations and comparing with the experimental
data. Figure 4.8 shows the variation of circulation values with different wake age
for both the experiments and the computations, respectively. Circulation is non-
dimensionalized by the tip speed and rotor radius. The experimental results in
figure 4.8(a) show a slightly higher value of the circulation for the BERP-like blade
compared to the rectangular and swept tip shapes. However, in the computations
in figure 4.8(b), the circulation levels remain fairly constant with varying wake age
for the rectangular, swept and BERP-like blades. This is expected because the total
amount of thrust predicted in the computations is similar for the three tip shapes;
whereas, the experiments measured a slightly higher thrust value for the BERP-like
blade. The circulation for the slotted tip experiment was measured until only a
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wake age of 2700 due to the difficulty in identifying the highly diffused vortex core
after that wake age. The computations face a similar issue and the circulation is
predicted until 5000, beyond which the vortex core is hard to identify.
Figure 4.9 shows the comparison of the experimental measurements and com-
putational results for the variation of peak swirl velocity with wake age. The peak
swirl velocity is non-dimensionalized by the tip speed of the rotor blade. The ex-
periments show a decrease in peak swirl velocity until a wake age of 3600. This is
followed by a slight increase in peak swirl velocity for the rectangular, swept and
BERP-like tip cases, due to in-ground effect. Compared to the experiments, the
computations show a rapid decrease in peak swirl velocity with increasing wake age.
Even at an early wake age of 1800, the peak swirl velocity predicted by the com-
putations is twice as low as the experimental values for the rectangular tip case.
Similarly, this pattern is observed for the swept and BERP-like tip as well and this
shows that the RANS computations are consistently under-predicting the peak swirl
velocity values. However for the slotted tip, the peak swirl velocity is considerably
lower in the experiments as compared to the computations especially at early wake
ages. This implies that the slots in the computations are not able to inject enough
turbulence into the flow field such that it eventually diffuses the vortex cores, as
observed in the experimental results. Because of the highly diffused vortex cores
in the slotted tip case, one cannot calculate the peak swirl velocity values at lateer
wake ages.
Figure 4.10 shows the variation of the vortex core radius as a function of




Figure 4.8: Comparison of CFD (RANS) predicted circulation as a function of wake
age for different tip shapes.
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(a) Experimental, peak swirl velocity
(b) Computational, peak swirl velocity
Figure 4.9: Comparison of CFD (RANS) predicted peak swirl velocity as a function
of wake age for different tip shapes.
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(a) Experimental, core radius
(b) Computational, core radius
Figure 4.10: Comparison of CFD (RANS) predicted peak swirl velocity as a function
of wake age for different tip shapes.
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the rotor blade chord. It can be noticed that the core radius grows much faster in
the computations as compared to the experimental results, for all tip shapes. For
instance, the core radius at the 720o wake age in the computations grows to an order
of 0.3 chords for the rectangular tip, while the experiment only has a core size of
the order 0.075 chords.
The results from the peak swirl velocity and core radius values show that the
tip vortices are not being captured well, even at early wake ages, in the RANS
computations; thus, further investigation of the CFD methodology is necessary.
4.6 Modeling Difficulties with Sub-scale Rotor
In chapter 3, the micro-scale rotor regime simulations were validated with an
excellent agreement with available experimental results. However, the sub-scale ro-
tor predictions do not show a good agreement with the experimental results and
the vortices are seen to diffuse too much at early wake ages. The difficulties in ob-
taining reasonable agreement for the sub-scale regime compared to the micro-scale
rotor regime (operating at 1R rotor height) can be understood in detail by exam-
ining the eddy viscosity contours for both cases. Figure 4.11 shows the computed
eddy viscosity contours at a wake age of 00 for both the micro-scale rotor and the
sub-scale rotor, respectively. It can be observed that the flow is close to laminar
for the micro-scale rotor except for the region close to the ground. However, the
sub-scale rotor computations show a much more highly turbulent flow field. One can
even observe high levels of eddy viscosity at the center of the vortex cores; whereas
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theoretically, the vortex cores are expected to be laminar in nature[64]. This implies
that the turbulence model (i.e. the Spalart-Allmaras turbulence model with rota-
tional correction) being used in the RANS equations to solve for the eddy viscosity
values is leading to an excessive diffusion of the vortex core.
It is a known fact that the RANS equations were formulated to predict at-
tached or thin shear layer flows well. This causes modeling limitations using the
RANS equations when predicting flows that involve large amounts of flow separation.
For such flows, a higher fidelity approach, such as LES (Large Eddy Simulation), is
expected to be more suitable. Section 2.4 discusses the differences between the LES
and RANS approaches. Since the LES approach is seen to be prohibitively expensive
for practical engineering applications, one way to use a higher level of approximation
to account for turbulence above that in RANS is to use a hybrid approach between
LES and RANS. In a hybrid approach, the boundary layer/near wall regions (small
scale turbulence) are modeled using RANS and regions of massive separation (large
scale turbulence) are resolved using LES. The existing RANS methodology can be
extended to include the hybrid approach by modifying the distance function in the
S–A model. The modified distance function is based on grid spacing, to provide
the switch between the RANS and LES limits. Accordingly, a grid spacing based
limiter approach was developed by Spalart et al. [89] and is referred to as Dettached
Eddy Simulations (DES) [89]. To apply, DES a simple modification to the distance




Figure 4.11: Comparison of CFD (RANS) predicted eddy viscosity contours at an
azimuthal plane of 00.
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distance and the local grid spacing. The modified distance function is:
d̃ = min(d, CDES∆) (4.1)
where, CDES=0.65 and ∆ is given by:
∆ = max(∆x,∆y,∆z) (4.2)
Note that the ∆ function described above is based on the maximum of the grid
spacing and is designed to work well for isotropic grids. In the current work, the grid
spacing is highly anistropic especially for the vortex tracking grids. The minimum
grid spacing in the VTGs for the sub-scale rotor consists of a spacing of 0.01c in
the vertical and radial direction while the maximum grid spacing in the azimuthal
direction is approximately 0.16 chords (1o of azimuth). This leads to a maximum
value of the aspect ratio for the VTGs to be 16 : 1. This means that the isotropic
definition of the ∆ function would not hold true for such a highly anistropic grid
system. Scotti et al. [92] define a modified value of the ∆ function that accounts
for anistropy of the grids and is defined as:
∆ = f(a1, a2)×max(∆x,∆y,∆z)
1
3 (4.3)




[(ln(a1))2 − ln(a1) ln(a2) + ln(a2)2)] (4.4)
where a1 and a2 are the aspect ratio of the grid. They showed that such a grid
spacing function is more appropriate for LES.
Furthermore, the application of DES in cases with thick boundary layers or
shallow separation regions causes the local grid spacing even inside the boundary
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layer to get chosen in the modified distance function; this results in an early onset
of the LES mode. This causes a reduction in the eddy viscosity levels and this
phenomena is termed as ”Modeled Stress Depletion”. To overcome this issue in
DES, Spalart et al. [90] introduced Delayed Dettached Eddy Simulations (DDES).
The modified distance function based on DDES depends on:
d̃ = d− fd max(d, CDES∆) (4.5)
where





and Ui,jUi,j is the inner product of the velocity gradient tensor, k is the Kármán
constant, νt is the kinematic eddy viscosity, ν is the molecular eddy viscosity, and d
is the distance to the wall. Such a formulation results in rd dropping to zero towards
the edge of the boundary layer, giving fd a value of one there and thus transitioning
to the LES mode. Inside the logarithmic layer rd=1 making fd=0, ensuring that the
RANS mode is activated.
This modified distance function has been implemented into the S–A turbulence
model in the OVERTURNS solver and the computations for the sub-scale rotor are
subsequently revised. The results from the revised computations are referred to
as obtained from the SA-DDES methodology. The following sections discuss the
results of the revised computations.
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4.7 Revised computations with SA-DDES methodology
The modeling difficulties noticed earlier in the computations using the S–A
turbulence model in the RANS equations are overcome by employing the SA-DDES
methodology. To gain confidence using the SA-DDES methodology, the turbulence
levels are compared between the S–A and SA-DDES formulations in the revised
computations and figure 4.12 shows the eddy viscosity levels from both simulations
for the sub-scale rotor.
Note that the levels of eddy viscosity have dropped by almost an order of
magnitude. The location of the tip vortices in both the S–A and SA-DDES results
look similar for early wake ages; however, with the additional diffusion occuring in
the S–A results, the tip vortex locations start to differ. In addition to that, the vortex
centers are seen to be more laminarized, as expected theoretically [64], using the
SA-DDES methodology. Further, a computation is performed using the SA-DDES
methodology with the micro-scale rotor blade. It is observed that the levels of eddy
viscosity are lower for the SA-DDES computation as compared to the results from
the S–A computation (fig. 4.13) but not to the same extent as observed for the sub-
scale rotor. Note that the micro-scale rotor operates at a much lower tip Reynolds
number of 32, 500 where the viscous effects are more dominating, compared to a
tip Reynolds number of 250, 000 for the sub-scale rotor. Since the laminar viscous
effects dominate in the case of the micro-scale rotor the S–A turbulence modeling
is sufficient to not let the vortices diffuse to a large amount, as compared to the too
large diffusion observed during the S–A turbulence modeling of the sub-scale rotor.
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(a) Sub-scale rotor with S–A simulation
(b) Sub-scale rotor with SA-DDES simulation
Figure 4.12: Comparison of CFD predicted eddy viscosity contours at an azimuthal
plane of 00 for the sub-scale rotor.
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(a) Micro-scale rotor with S–A simulation
(b) Micro-scale rotor with SA-DDES simulation
Figure 4.13: Comparison of CFD predicted eddy viscosity contours at an azimuthal
plane of 00 for the micro-scale rotor blade.
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The SA-DDES methodology is clearly required for the sub-scale rotor simulations.
The next few sections in this chapter will discuss the results from the revised
computations for the hovering 1-bladed sub-scale rotor with the SA-DDES method-
ology in detail.
4.8 Performance Validation and Computational Setup of SA-DDES
simulations
The peformance results (both spanwise and integrated) using the SA-DDES
methodology are not significantly different from the ones predicted by the S–A
methodology (not shown). Note that the computational cost of the SA-DDES im-
plementation provides an insignificant change from the S–A turbulence model based
computations, since one is only solving for a few more analytical equations as shown
in section 4.6.
4.9 Tip Vortex Formation
Looking at the computed flow fields provides a more detailed qualitative in-
sight into the tip vortex formation process for the different blade tips. Figure 4.14
shows the vorticity magnitude contours at various chordwise locations for the four
blade tips. The blade mesh is clustered at the tip to accurately capture the tip
vortex. Notice that in figures 4.14(a) and (b), the tip vortices emanating from the
rectangular and swept tip have similar vortex strength. In contrast, the BERP-like
tip shown in fig. 4.14(c) has a reduced vortex strength. Furthermore, the slotted
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(a) Rectangular (b) Swept
(c) BERP-like (d) Slotted
Figure 4.14: Near wake flow field visualization using vorticiy magnitude for the
1-bladed sub-scale rotor using different tip shapes.
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(a) Rectangular (b) Swept
(c) BERP-like (d) Slotted
Figure 4.15: Near wake flow field visualization using eddy viscosity contours for the
1-bladed sub-scale rotor using different tip shapes. (Note the difference in levels for
slotted tip).
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tip seen in fig. 4.14(d) produces a highly diffused vortex core, which occurs because
of the turbulence produced by the internal slots at the tips of the blade and the
subsequent turbulent mixing produced in the otherwise close to laminar tip vortex.
The levels of turbulence are visualized by looking at the computed eddy viscosity
levels for all tip shapes in figure 4.15. The eddy viscosity levels for the rectangular,
swept and BERP-like tip shape simulations are of similar magnitude. However, the
turbulence levels for the slotted tip shape are five times that from the other tip
shapes resulting in a large amount of diffusion. A detailed understanding of the
flow physics inside the slots is studied in the following section.
4.10 Flow Through the Slots
The flow physics through the slots is analyzed by extracting quantities from the
middle plane through each of the slots. Figure 4.16(a) shows the contours of velocity
magnitude through all the slots along with velocity vectors. The velocity magnitude
at the exit for slots a, c and d are equal or above 0.24. This value is representative of
the incoming flow velocity because the velocity is non-dimensionalized by the speed
of speed inside OVERTURNS solver. The high velocity magnitude aids in injecting
momentum into the flow field. Note that a large recirculation zone exists for the
outermost slot (labeled as slot A) in fig. 4.16(a). This recirculation zone decreases
as the slot length increases as one goes from the outermost, slot A, to the innermost,
slot D. For slot A, the flow needs to turn much more sharply and hence there is a
large recirculation zone as compared to slot D. Figure 4.16(b) shows the amount of
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(a) Velocity magnitude
(b) Eddy viscosity level
Figure 4.16: CFD predicted flow field through the slots of the slotted tip case.
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turbulence indicated by the eddy viscosity levels. It can be seen that the turbulence
levels increase by almost six times from the inlet to the exit. This turbulence mixing
causes the diffusion of the otherwise close to laminar tip vortex.
4.11 Vertical Velocity Comparison
A qualitative comparison between the CFD and experiments can be further
studied by observing the instantaneous vertical velocity contours at 300 wake age
for the four different tip shapes in Figures 4.17 and 4.18 The tip vortex in the com-
putations is observed to be located slightly higher (z/R) and slightly more radially
outward (r/R) compared to in the experiments for all the tip shapes. Overall, the
vertical velocity magnitude is in good agreement between the computations and the
experiments for both rectangular and swept tip shapes (fig. 4.17). However, the
vertical velocity magnitude for the BERP-like tip in fig. 4.18 is seen to haves slightly
lower values in CFD than in experiments. The lower vertical velocity values can be
a result of the lower thrust prediction in the CFD results for the BERP-like tip
that causes a lower tip vortex strength, leading to a decrease in the vertical velocity
values. The slotted tip in fig. 4.18 is seen to have diffused the vortex core in both
CFD and experiments, but the diffusion is observed to be higher in experiments
than in CFD.
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(a) Rectangular, Experimental (b) Rectangular, Computational
(c) Swept, Experimental (d) Swept, Computational
Figure 4.17: Vertical velocity contours at a 300 azimuthal plane for different tip
shapes of 1-bladed sub-scale rotor.
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(a) BERP-like, Experimental (b) BERP-like, Computational
(c) Slotted, Experimental (d) Slotted, Computational
Figure 4.18: Vertical velocity contours at a 300 azimuthal plane for different tip
shapes of 1-bladed sub-scale rotor.
163
(a) Rectangular, Experimental (b) Rectangular, Computational
(c) Swept, Experimental (d) Swept, Computational
Figure 4.19: Total velocity contours at a 300 azimuthal plane for different tip shapes
of 1-bladed sub-scale rotor.
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(a) BERP-like, Experimental (b) BERP-like, Computational
(c) Slotted, Experimental (d) Slotted, Computational
Figure 4.20: Total velocity contours at a 300 azimuthal plane for different tip shapes
of 1-bladed sub-scale rotor.
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4.12 Total Velocity Magnitude Comparison
Following the qualitative comparison of vertical velocity magnitudes, a qual-
itative comparison between the CFD results and the experimental measurements
is further made by comparing the total velocity contours for the four tip shapes
in Figures 4.19 and 4.20. The plots show the tip vortices located at 300 and 3900
wake age, respectively. The difference in the location of the tip vortices between
CFD and experiments is observed to have increased from 300 to 3900 wake age. For
the rectangular tip, the CFD predicted tip vortex at 3900 is seen to be located at
(r/R, z/R) = (0.86,0.84), whereas the experimental location is at (r/R, z/R) =
(0.92,0.80). This implies that the tip vortices in the computations are descending
slower and are still contracting under the effect of the rotor wake; whereas in the
experiments, the tip vortices have already started to follow a radially expanding
path. This observation is seen for the rest of the tip shapes as well. However, the
difference between the experimental and computational location of the tip vortices
at 3900 is least for the slotted case and maximum for the BERP-like tip. Overall
the sCFD predicted locations for all tip shapes seem to be having a little variation.
4.13 Instantaneous Swirl Velocity
Following the qualitative comparison of results from CFD and experimental
measurements, a more quantitative comparison of the rotor wake is done by compar-
ing the instantaneous swirl velocity profiles from the experiments and computations
for various wake ages. The instantantaneous swirl velocities are non-dimensionalized
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(a) ζ = 30◦ (b) ζ = 60◦
(c) ζ = 90◦ (d) ζ = 180◦
(e) ζ = 270◦
Figure 4.21: Instantaneous swirl velocity profile for rectangular tip at different wake
ages. 167
(a) ζ = 30◦ (b) ζ = 60◦
(c) ζ = 90◦ (d) ζ = 180◦
(e) ζ = 270◦
Figure 4.22: Instantaneous swirl velocity profile for swept tip at different wake ages.
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(a) ζ = 30◦ (b) ζ = 60◦
(c) ζ = 90◦ (d) ζ = 180◦
(e) ζ = 270◦
Figure 4.23: Instantaneous swirl velocity profile for BERP-like tip at different wake
ages. 169
(a) ζ = 30◦ (b) ζ = 60◦
(c) ζ = 90◦ (d) ζ = 180◦
(e) ζ = 270◦
Figure 4.24: Instantaneous swirl velocity profile for slotted tip at different wake
ages. 170
by the freestream tip Mach number. Figures 4.21–4.24 show the profiles for the rect-
angular, swept, BERP-like and slotted tips, respectively. The rectangular and swept
tip shape computations show an under prediction of peak to peak swirl velocity as
compared to the experimental results for all wake ages. The position of the wake
is predicted well in the computations for wake ages of ζ = 30◦, 60◦ and 90◦. How-
ever, the position of the predicted wake for ζ = 180◦ and 270◦ shows an additional
amount of contraction in the computations reflected by the shift of the curves to the
left of the experimental values. It can be observed that the vortices move inwards
as they age and reach 0.9R at ζ = 270◦. This also marks the slipstream boundary
of the rotor wake path. The results are in agreement with the observations drawn
by looking at the flow field using the velocity magnitudes, where the computations
were showing a contracted position of the rotor wake but the experiments showed a
radially outboard location of the tip vortices.
Note that the CFD predicted values for BERP-like tip (seen in figure 4.23)
show good comparison of peak to peak swirl velocity with experiments for all wake
ages. Similar to the rectangular and swept tip, the BERP-like tip shows an excellent
agreement of wake position for all wake ages ranging from ζ = 30◦ to 270◦. The
slotted tip results, in figure 4.24, show an excellent agreement for the peak to peak




Figure 4.25: Comparison of CFD (SA-DDES) predicted circulation as a function of
wake age for different tip shapes.
172
(a) Non-dimensional peak swirl velocity
(b) Non-dimensional peak swirl velocity
Figure 4.26: Comparison of CFD (SA-DDES) predicted peak swirl velocity as a
function of wake age for different tip shapes.
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(a) Normalized core radius comparison
(b) Normalized core radius comparison
Figure 4.27: Comparison of CFD (SA-DDES) predicted peak swirl velocity as a
function of wake age for different tip shapes.
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4.14 Revised tip vortex charactersitics with SA-DDES methodology
Tip vortex characteristics can be studied in detail by looking at the circulation,
peak swirl velocity and core radius growth with wake age. Figure. 4.25 shows the
variation of circulation values with wake age for both experiments and computations,
respectively. Circulation is non-dimensionalized by the tip speed and rotor radius.
The experimental results in fig. 4.25(a) show a slightly higher value of the circulation
for the BERP-like blade compared to the rectangular and swept tip shape. However,
in the SA-DDES computations in fig. 4.25(b), the circulation levels remain fairly
constant with wake age for the rectangular, swept, BERP-like blade and slotted tip.
This is expected because the total amount of thrust predicted in the computations
is similar for the three tip shapes (rectangular, swept and slotted) whereas the
experiments predict a slightly higher thrust value for the BERP-like blade. Contrary
to the experiments, where the circulation values are not available beyond 270◦ wake
age, the SA-DDES computed circulation values are obtainable over the entire 800◦
wake age. This is possible; because, while the vortices get highly diffused as the
wake age increases they still retain some level of coherence, making it possible for
the computations to detect its presence.
Figure 4.26 shows the comparison between the experiments and computations
for the variation of peak swirl velocity with wake age. The peak swirl velocity is
non-dimensionalized by the tip speed of the rotor blade. Both the computations
and experiments show a good agreement for the decreasing peak swirl velocity with
wake age until 360o wake age. After 360o wake age, the effect of the ground leads
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to a slight increase in peak swirl velocity in the experiments; whereas, it continues
to drop in the computations. Overall, the CFD predicted peak swirl velocity profile
is noticed to be similar for the rectangular and swept tip shapes. The BERP-like
tip computations start at a higher peak value than experiments. Similar to results
from the rectanguar and swept tip shapes, the peak swirl velocity profiles for the
BERP-like tip keep decreasing with increasing wake age in CFD. The slotted tip
case shows a higher peak swirl velocity in the computations but eventually decays
and matches the experimental values at 400◦ wake age. Overall it can be noticed
that the SA-DDES methodology is able to predict a reasonable peak swirl velocity
comparison between the CFD and experiments; especially as compared to the RANS
results shows earlier.
Figure 4.27 shows the variation of vortex core radius as a function of wake ages
for the four different tip shapes. The core radius is non-dimensionalized by the rotor
blade chord. The core radius growth for the rectangular and swept tip computations
agrees well for all wake ages with experimental results. The initial core radius for
the BERP-like tip seems to be higher in the experiments than in the computations,
but starts to compare well with experiments beyond 750◦. The growth of the core
radius for the slotted tip is seen to be measured only up until a wake age of 200◦;
however, CFD can still track the core radius for the entire range of wake age and
the core radius is seen to double at ζ = 800◦ from its value obtained at 200◦.
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4.15 Instantaneous Radial Velocity Close to the Ground
A quantitative comparison of the experiments and computations close to the
ground is made by plotting the instantaneous radial velocity profiles. Figures 4.28,
–4.31 show the radial velocity profiles for the rectangular, swept, BERP-like and
slotted tip shapes, respectively. The results are compared at five radial locations
(r/R = 1.25, r/R = 1.40, r/R = 1.53 and r/R = 1.60) at a wake age of 0◦. It can
be seen that the magnitude of the experimental and computational radial velocity
profiles are in good agreement at all radial locations. The experiments show fluc-
tuations in the radial velocity profiles for the three tip shapes - rectangular, swept
and BERP-like tip shape at all radial locations. The fluctuations correspond to the
presence of the tip vortex in the flow field. These fluctuations are under predicted
in the computations at all locations. For the slotted tip, both the experimental
measurements and computation results show a good agreement, as observed in fig-
ure 4.31. The radial velocity profiles show considerably lower fluctation, indicating
the fact that the tip vortices are diffused by the time they get close to the ground
plane in both the experiments and the computations. The lack of radial velocity
fluctuations for the slotted tip can be an important factor to mitigate the uplift of
sediment particles during brownout phenomenon.
4.16 Vertical Velocity Magnitude Comparison Close to the Ground
Figures 4.32 and 4.33 compare the instantaneous vertical velocity magnitude
contours close to the ground for all tip shapes. CFD data shown in these figures
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(a) r/R = 1.16 (b) r/R = 1.29
(c) r/R = 1.40 (d) r/R = 1.53
(e) r/R = 1.60
Figure 4.28: Instantaneous radial velocity profile comparison for rectangular tip at
ζ = 0◦. 178
(a) r/R = 1.16 (b) r/R = 1.29
(c) r/R = 1.40 (d) r/R = 1.53
(e) r/R = 1.60
Figure 4.29: Instantaneous radial velocity profile comparison for swept tip at ζ = 0◦.
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(a) r/R = 1.16 (b) r/R = 1.29
(c) r/R = 1.40 (d) r/R = 1.53
(e) r/R = 1.60
Figure 4.30: Instantaneous radial velocity profile comparison for BERP-like tip at
ζ = 0◦. 180
(a) r/R = 1.16 (b) r/R = 1.29
(c) r/R = 1.40 (d) r/R = 1.53
(e) r/R = 1.60
Figure 4.31: Instantaneous radial velocity profile comparison for slotted tip at ζ =
0◦. 181
(a) Rectangular, Experimental (b) Rectangular, Computational
(c) Swept, Experimental (d) Swept, Computational
Figure 4.32: Comparison of instantaneous vertical velocity close to the ground.
(Note: CFD predicted data is extracted from ζ = 30◦ while experimental data is
extracted from images that showed spatially correlated vortex positions).
182
(a) BERP-like, Experimental (b) BERP-like, Computational
(c) Slotted, Experimental (d) Slotted, Computational
Figure 4.33: Comparison of instantaneous vertical velocity close to the ground.
(Note: CFD predicted data is extracted from ζ = 30◦ while experimental data is
extracted from images that showed spatially correlated vortex positions).
183
corresponds to ζ = 30◦ wake age. Since the experiments observe a highly aperiodic
flow close to the ground, the PIV data is obtained such that vortex positions correlate
between different rotor tip shapes. This implies that the vortex positions between
CFD and experiments cannot be compared. However, an estimate can be made
about the nature of tip vortices close to the ground between different tip shapes.
The red contours correspond to the vertical upwash velocity and blue contours show
the downwash velocity. The experiments show highest upwash for the BERP-like
tip and this pattern is also observed in computations. Note that BERP-like tip
showed a reduced vortex strength at early wake ages when compared to rectangular
and swept tips in both computations and experiments, however at older wake ages
closer to the ground the flow field for BERP-like tip was is showing very similar
strength to the ones obtained from rectangular and BERP-like tip. The slotted tip
is seen to generate lowest upwash velocity close to the ground in both experiments
and CFD. The lower upwash velocities from slotted tips seen signify that slotted tip
can be a possible candidate for brownout mitigation.
4.17 Instantaneous Pressure Variation at Ground Plane
The unsteady pressure variation at the ground plane can be a contributing
factor for the sediment mobilization as discussed earlier. Figure 3.29 shows the
pressure coefficient variation at the ground plane for the four different tip shapes.
The flow field is extracted in computations from an instantaneous solution. The
circular region extending from x/R = − 1.0 and x/R = 1.0 of red contour values
184
(a) Rectangular (b) Swept
(c) BERP-like (d) Slotted
Figure 4.34: CFD predicted pressure coefficient by the 1-bladed sub-scale rotor blade
for different tip shapes.
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shows the high pressure in the inboard regions. Beyond that, lower pressure (shown
in blue) contour levels is observed because of the presence of the tip vortex that
tends to induce a lower pressure region as it passes over the ground plane. Notice
the striations/flucutations in the pressure values for the rectangular tip which are
not present in the slotted tip. The lack of fluctuations for the slotted tip flow field
at the ground plane can possibly limit sediment mobilization during brownout.
4.18 Summary of Chapter
In this chapter, OVERTURNS was used to simulate a hovering 1-bladed sub-
scale rotor operating at a tip Mach number of 0.24 and a tip Reynolds number of
250, 000 in ground effect with the primary objective of showing the effect of four dif-
ferent tip shapes on the resulting rotor wake. The four different tip shapes modeled
were: rectangular, swept, BERP-like and slotted. The mesh system required novel
strategies to efficiently capture the rotor with available computational resources.
Use of the S–A turbulence model led to an overprediction of turbulence levels and
a modification to the SA-DDES methodology was employed to accurately predict
the turbulence levels. The computations were then compared with experimentally
measured thrust. This was followed by a flow field comparison at early wake ages
with the experimental particle-image-velocimetry data. The tip vortex characteris-
tics (circulation, peak swirl velocity and core radius) were also compared for first
800◦ wake age. Analysis of the near wake flow field showed a high amount of diffu-
sion in the tip vortices emanating from the slotted tip as compared to the other tip
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shapes. Consequently, close to the ground minimal pressure variations occurred for
the case of the slotted tip shape, indicating the absence of the effect of tip vortices.





This chapter summarizes the motivation of this work, key results and obser-
vations and provides recommendations for future work.
5.1 Summary
The overall objective of this dissertation was to validate a high fidelity com-
putational methodology to study rotor wakes and their interaction with a ground
plane. An accurate capturing of rotor wake and its affect on the ground plane gives
a fundamental understanding of the flow physics that causes the brownout phe-
nomenon. The 3-D MPI parallel, compressible Reynolds-Averaged Navier Stokes
OVERTURNS solver was used for simulating the flow physics.
The computations were performed to model both a hovering micro-scale rotor
as well as sub-scale rotors operating in ground effect (IGE). These two different
scales of rotors operated in two different set of flow conditions with the sub-scale
rotor having a higher tip Mach number and Reynolds number. The hovering micro-
scale rotor was operated at three different rotor heights above ground. The sub-
scale rotor was operated at one particular rotor height but with four different tip
shapes. The computations were rigorously validated with experimentally measured
performance data, wake trajectory, radial velocity profiles at the ground and with
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tip vortex profile data. The key observations from the study of micro-scale and
sub-scale rotor cases is discussed in the following section.
5.2 Key Observations
The key observations and conclusions drawn from the present work are sum-
marized in this section. These conclusions are divided into the computational study
of micro-scale and sub-scale rotors.
5.2.1 Micro-scale rotor
Simulations were performed for a 2-bladed hovering micro-scale operating IGE.
The aspect ratio of the rotor blade was 4.387 and the rotors operated at a tip Mach
number of 0.8 and a tip Reynolds number of 32, 500. The simulations were performed
for the rotors operating at three different rotor heights above ground (h/R= 1.5,
1.0, 0.5). The low Mach preconditioning was used with the value of pseudo-time
step size on the order of the actual time step for both convergence and accuracy.
The mesh system in the initial studies consisted of only a background and blade
mesh. It was able to capture qualitative features of the wake and ground interaction
but the solution was not mesh independent. Later, the mesh system evolved into
the utilization of a blade mesh, a background mesh, a system of overset meshes
and vortex tracking grids. The system of overset meshes at the ground helps in
resolving the tip vortices to sufficiently outboard radial locations. The addition of
vortex tracking grids helped in preserving the vortices for longer wake ages as well
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as allowed for the background mesh to get coarsened. Furthermore, a fifth order
WENO5 reconstruction was used. This complete mesh system was able to give
satisfactory qualitative and quantitative predictions with available computational
constraints. The various meshes were able to exchange the inoformation using the
implicit hole cutting technique. The following are the specific conclusions drawn
from the study of hovering micro-scale rotors IGE at various rotor heights:
1. The computations of rotor thrust and power coefficients showed good compar-
ison with the available experimental data. With decreasing rotor height above
ground, the thrust increased at a nominally constant power.
2. The phase-averaged predicted azimuthal vorticity contours for a range of wake
ages showed good comparison with the experimental results in terms of wake
trajectory and vortex strength. An instantaneous snapshot of azimuthal vor-
ticity contour showed that the vortices are well captured even after six blade
passages for h/R = 1.5.
3. Predicted time-averaged and phase-averaged radial velocity profiles at several
radial locations showed reasonable correlation with the experimental data for
all rotor heights. CFD predicts a slightly higher maximum radial velocity and
at a slightly higher wall distance than that measured in experiment.
4. Flow visualization with the aid of q-criterion and analysis of the wake tra-
jectory showed a large amount of wandering developing in the tip vortices at
later wake ages. The wake showed increased scatter for larger rotor heights;
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however, the RMS deviations of the trajectory from the phase-averaged radial
and vertical position were smaller at larger rotor heights.
5. The tip vortices decayed rapidly in the early wake ages, but they decayed at
a much slower rate as the wake expands near the ground. The tip vortices for
smaller rotor heights showed faster decay compared to that for larger rotor
heights.
6. The interaction of the tip vortex with the ground was observed for all rotor
heights. The flow was found to be highly aperiodic. The increased induced
velocity from the tip vortex causes the jet flow on the ground to periodically
separate and form a separation bubble. The separation bubble formed at one
wake age was seen to peel off at a later wake age forming a vortex with opposite
sign to the tip vortices.
7. Eddy viscosity contours showed that the turbulence levels near the ground
increase with a decrease in rotor height. However, in all cases the turbulence
levels are not very high. Ground friction velocities were seen to be higher
directly below the convecting tip vortices and were larger for smaller rotor
heights.
In addition to the 2-bladed micro-scale rotor simulations, one case of a sin-
gle micro-rotor operating at one rotor radius above ground (h/R = 1.0) was also
simulated. The time-averaged radial velocity predictions at various radial locations
showed better correlation with experimental radial velocity profiles as compared to
191
the 2-bladed simulations. This can be attributed to the fact that the single bladed
rotor had lower interactions between two consecutive tip vortices as they are 3600
apart in wake age as compared to being 1800 apart for the two-bladed rotor case.
This leads to lower aperiodicity in the flow field and results in a better capture of
the radial velocity profiles at the ground.
5.2.2 Sub-scale rotor
The sub-scale rotor simulations were done using a hovering one-bladed rotor
operating IGE. The aspect ratio of the rotor blade was 9.132 and the rotors operated
at a tip Mach number of 0.24 and a tip Reynolds number of 250, 000. The simulations
were performed for the rotor operating at a rotor height of one rotor radius above
ground. Four different rotor blades were generated by using four different tip shapes
(rectangular, swept, BERP-like and slotted tip). The slotted tip consists of four slots
that had a 900 bent starting from the leading edge and ending in the side of the rotor
blade. The low Mach preconditioning was used with a constant CFL condition for
sub iterations to maintain both convergence and accuracy. Simulations of the sub-
scale rotor become challenging because the physical distance of the wall boundaries
and outer boundaries grows twice in size compared to the micro-scale rotor. The
viscous wall spacing decreases due to a higher Reynolds number and this drives the
need for finer mesh points even further. This makes the RANS simulations of the
sub-scale rotor IGE challenging from the point of view of computational expense. A
novel mesh system was explored that consisted of a blade mesh, a background mesh
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along with, vortex tracking grids and a funnel mesh. The addition of vortex tracking
grids helped in preserving the vortices for longer wake ages as well as allowed for
the background mesh to get coarsened. The funnel mesh followed the path of tip
vortices and was used to resolve tip vortices vortices at older wake ages. This mesh
system combined with WENO5 reconstruction resulted in an optimum number of
mesh points for simulating the sub-scale rotor given the computational constraints.
The various meshes were able to exchange the inoformation using the implicit hole
cutting technique.
It was observed that the OVERTURNS solver methodology that was success-
fully used for the micro-scale rotor was insufficient to accurately capture the rotor
wake even at early wake ages for the sub-scale rotor. A comparison of eddy viscosity
levels from both cases showed that the use of the S–A turbulence model led to very
high eddy viscosity levels for the sub-scale rotor while the levels remained very small
(close to the laminar flow regime) for the micro-scale rotor. The reason for the pre-
diction of very small laminar eddy viscosity levels for the micro-scale cases stemmed
from the highly viscous nature of the flow field owing to a very low tip Reynolds
number (Re = 32, 400). The domination of viscous effects is comparatively sub-
dued in the operation of sub-scale rotor that operated at a higher Reynolds number
regime (Re = 250, 000) and consequently, the S–A model predicted much higher
eddy viscosity levels. These high eddy viscosity levels further led to the excessive
diffusion of the tip vortices. Since turbulence models “model” the eddy viscosity
levels, one way to accurately predict the turbulence in the flow field was to resolve
the eddies by using a LES approach. However, a LES approach was computationally
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impractical for this problem. Therefore, a hybrid RANS-LES scheme was utilized to
overcome this challenge. The hybrid approach also referred to as Delayed Detached
Eddy Simulations (DDES) modified the distance function in the existing S–A model
in the OVERTURNS solver. This led to reducing the eddy viscosity levels in the
flow field by limiting the amount of turbulence production for the sub-scale rotor.
The core of the tip vortices was then observed to be nearly laminar as would be
expected from a theoretical standpoint. This work showed that one would require
to explore improved ways of turbulence modeling for accurately capturing the rotor
wake in the case of increasing Reynolds number. The following are the specific con-
clusions drawn from the modeling of the hovering sub-scale rotor IGE with varying
tip shapes.
1. The use of the micro-scale rotor mesh system cannot be extended to the sub-
scale rotor without avoiding prohibitive computational costs. This led to a
different mesh system adapted to the sub-scale rotor problem.
2. Use of the S–A turbulence model showed diffused vortex strengths at early
wake ages and this led to the use of SA-DDES based turbulence modeling.
3. CFD predictions showed a reasonable thrust comparison for both the rect-
angular and swept tip, whereas BERP-like and slotted tip predictions showed
more disagreement with the available experiments. It is shown that the slotted
tip requires the highest power among all the four tip shapes.
4. Flow field visualization of the computations from the slotted tip showed that
CFD was able to capture in a highly diffused vortex core structure at early
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wake ages. The flow inside the slots showed that the turbulence levels increase
from inlet to outlet, thus the slots aid in injecting turbulence through the slots
as well as momentum.
5. Circulation values obtained as a function of wake age showed a roughly con-
stant and comparable value for all the tip shapes in the CFD computations.
However in experiments, the BERP-like tip showed a higher circulation be-
cause of a higher measurement of thrust.
6. Overall, the variation of peak swirl velocity varying with increasing wake age
showed a good comparison between CFD predictions and experimental results
for all tip shapes. Similar to experiments, the slotted tip shape resulted in a
rapid decrease of peak swirl velocity in the CFD computations.
7. Core radius growth with increasing wake age was well captured in the com-
putations for all tip shapes. The core radius was seen to grow rapidly in the
slotted tip in both computations and experiments.
8. The instantaneous peak to peak swirl velocity profiles showed a underpre-
diction for the rectangular and swept tips, while the BERP-like and slotted
showed a good agreement at various wake ages. In both computations and
experiments, the slotted tip shape had a similar decrease in peak to peak swirl
velocity with wake age.
9. The radial velocity profiles showed a diminished level of fluctuations in the
computational results as compared to experimental measurements for the rect-
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angular, swept and BERP-like tip shapes. The fluctuations were indictive of
the presence of tip vortices. This showed that the computations were not able
to resolve the vortices close to the ground as well as would be desired. Because
the tip vortex diffused for the slotted tip shape, the radial velocity profiles in
both the computational predictions and experimental results looked similar.
10. Analysis of pressure values for the rectangular, swept and BERP-like tips at
the ground plane showed striations in the pressure contours indicating the
passage of tip vortices. However, these striations were missing for the slotted
tip indicating that the tip vortex had reduced unsteady pressure at the ground
plane.
5.3 Recommendations for Future Work
The methodology and results presented in this thesis demonstrate the capabil-
ities of high fidelity computations in capturing the rotor wake formation, evolution
and and interaction with the ground plane. This provides a detailed insight into the
underlying physical mechanisms that can cause brownout phenomenon. Successful
validation with available experimental data provides confidence in the accuracy and
robustness of the CFD methodology. However, it also highlights the possible chal-
lenges in modeling rotor flows in ground effect. Some suggested future studies and
potential improvements to the current methodology are listed here:
• Current simulations assumed a smooth ground plane. The effect of a rough
ground will provide a more physical level of turbulence near the ground and
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thus should be incorporated in future turbulence modeling.
• The predicted core size and core growth data from the rotor simulations can
be used to improve the empirical models in the free vortex models.
• The CFD data from the sub-scale rotor simulations can be used to provide
inputs for the particle model developed by Syal [9]. This analysis can show
the effects of various rotor tip shapes on the resulting sediment mobilization
mechanisms.
• The influence of a fuselage and rotor hub can be modeled in the full RANS
simulation, and compared with recently acquired experimental results, as well
as results from surface singularity (panel) methods.
• Current simulations assume a rigid blade with no cyclic or blade flapping.
While this assumption is a good one for small, laboratory-scale rotors, the
assumption will not be valid for actual rotorcraft. This would require the need
for coupling the CFD solver with a structural dynamics model to accurately
model the blade aerodynamics.
• The present work assumed a hovering rotor to simplify the modeling by ig-
noring dynamic maneuvers. Therefore, future work can focus on modeling the
rotor wake interaction with ground plane during a landing/takeoff manuever.
• The effects of scaling at different Reynolds numbers (such as chord based
Reynolds number, vortex based Reynolds number and wall jet Reynolds num-
ber) can be studied to aid the formation of an appropriate design space for
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optimization studies.
• The sub-scale cases were simulated using SA-DDES methodology which was
based on modifying the distance function in the Spalart-Allmaras turbulence
modeling. Although SA model is recommended for external flows, CFD sim-
ulations can also be performed by using an alternative turbulence model such
as SST-k-omega model. This model is more suited for internal flows than SA
model and can probably be a good candidate to simulate slotted tips.
• CFD flow field data for the sub-scale rotor cases obtained from this work can
be fed to the sediment code to understand the effects of using different tip
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