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E´TUDE DE LA RE´GULARITE´ ANALYTIQUE DE
L’APPLICATION DE SYME´TRIE CR FORMELLE
Joe¨l Merker
§1. Introduction
La recherche de formes normales (cf. travaux de Chern-Moser [7], Moser-Webster
[17], Webster [20], Huang-Krantz [13], Gong [12] et Ebenfelt [11]) pour les sous-
varie´te´s analytiques re´elles de Cn soule`ve la question de la convergence des normal-
isations formelles. Moser et Webster ont donne´ des exemples de surfaces Cω dans
C2 a` tangente complexe isole´e et hyperboliques au sens de Bishop, formellement
mais non holomorphiquement normalisables (a` cause d’un phe´nome`ne de petits
diviseurs, voir [17]), meˆme lorsque la forme normale est elle-meˆme analytique ou
alge´brique. En revanche, il apparaˆıt qu’un tel phe´nome`ne ne se produit pas pour
les objets CR, d’apre`s les re´sultats re´cents de Baouendi-Rothschild obtenus en col-
laboration avec Ebenfelt ou avec Zaitsev, et e´nonce´s avec des hypothe`ses ge´ne´riques
de non-de´ge´ne´rescence (voir [2,3,4,6]). Ces auteurs e´tablissent notamment qu’une
application formelle inversible entre deux sous-varie´te´s CR-ge´ne´riques Cω finiment
non-de´ge´ne´re´es (ou essentiellement finies) et minimales de Cn est convergente. On
de´montre ici un the´ore`me de convergence plus ge´ne´ral, valable sans hypothe`se de
non-de´ge´ne´rescence, et qui confirme la rigidite´ du cas CR. Ce re´sultat s’interpre`te
alors comme un principe de syme´trie de Schwarz formel pour les applications CR
et il borne aussi le degre´ de transcendance de l’application formelle par rapport au
corps des fractions rationnelles (cf. Coupet-Pinchuk-Sukhov [8,9]).
§2. Application de syme´trie et
e´quivalences formelles de varie´te´s CR
2.1. Application de syme´trie. Soit h : (M, p) →F (M ′, p′) une e´quivalence
formelle entre deux sous-varie´te´s analytiques re´elles (Cω) CR-ge´ne´riques de Cn. On
suppose p = p′ = 0 dans des coordonne´es centre´es t ∈ Cn, t′ ∈ Cn et on note
m := dimCRM = m
′, d := codimRM = d
′, m + d = n. Dans un travail ante´rieur,
l’auteur a remarque´ l’existence d’un invariant plus ge´ne´ral que h, qu’il convient
d’appeler application de syme´trie et sugge´re´ l’inte´reˆt d’e´tablir sa re´gularite´, lorsque
(M ′, p′) est holomorphiquement de´ge´ne´re´e. Cette application synthe´tise en une
seule se´rie formelle le “jet d’ordre infini en ν¯′ de la varie´te´ de Segre complexifie´e
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conjugue´e (voir [13]) S ′h(t)”: (ν¯
′, t) 7→ j∞ν¯′ S
′
h(t), ν¯
′ ∈ Cn, ν¯′ ∈ S′h(t), de la manie`re
suivante. En coordonne´es locales t′ = (w′, z′) ∈ Cm × Cd, τ ′ = (ζ ′, ξ′), telles
que les d e´quations de la complexifie´e extrinse`que (M′, 0) := ((M ′)c, 0c) s’e´crivent
ξ′ = Θ′(ζ ′, t′) =
∑
γ∈Nm ζ
′γ Θ′γ(t
′), on a S′h(t) = {(λ¯
′, µ¯′) : µ¯′ = Θ′(λ¯′, h(t))}, ou`
ν¯′ = (λ¯′, µ¯′), et l’application de syme´trie sera par de´finition la se´rie formelle d-
vectorielle R′h(ν¯
′, t) := µ¯′ −
∑
γ∈Nm λ¯
′γΘ′γ(h(t)) ∈ C{ν¯
′}[[t]]d. Dans ces conditions,
le lien de R′h(ν¯
′, t) avec j∞ν¯′ S
′
h(t) s’exprime par une collection infinie de se´ries :
(2.2) j∞ν¯′ S
′
h(t) = (ν¯
′, {∂β
λ¯′
[R′h(ν¯
′, t)]}β∈Nm) = (ν¯
′, {∂β
λ¯′
[
µ¯′ −Θ′(λ¯′, h(t))
]
}β∈Nm),
en prenant les jets avec de´pendance du point base, e.g. jkt Ψ(t) := (t, {∂
α
t Ψ(t)}|α|≤k).
Par de´finition, cette application formelle R′h de´pend du syste`me de coordonne´es t
′,
mais sa convergence en est inde´pendante (fait qui de´coule de l’invariance biholo-
morphe des varie´te´s de Segre). Voici notre re´sultat principal :
The´ore`me 2.3. Si (M, p) est minimale, alors l’application de syme´trie R′h est
convergente, i.e. R′h(ν¯
′, t) ∈ C{ν¯′, t}d.
Remarques. (a) De manie`re e´quivalente : toutes les applications Θ′γ(h(t)) =: ϕ
′
γ(t)
(une infinite´) appartiennent a` C{t}d, et ∃ ε, C > 0, ||t|| ≤ ε⇒ ||ϕ′γ(t)|| ≤ C
|γ|+1.
(b) L’e´tude de la re´gularite´ de R′h ge´ne´ralise ade´quatement le principe de syme´-
trie de Schwarz en plusieurs variables. En effet, aucune condition de non-de´ge´ne´res-
cence n’est suppose´e sur la varie´te´ image (M ′, p′), comme dans le cas n = 1.
(c) On supposera dans la suite (M, p) minimale au sens de Tumanov (voir [3]).
Applications. Voici maintenant deux applications importantes de ce the´ore`me.
• Premie`rement, rappelons que (M ′, p′) est holomorphiquement non-de´ge´ne´re´e
si et seulement si le rang ge´ne´rique de l’application t′ 7→ (Θ′γ(t
′))β∈Nm est e´gal a` n
(crite`re de Stanton [19]). Dans ce cas, les hypothe`ses du lemme suivant (qui de´coule
directement de [1]) seront satisfaites :
Lemme 2.4. Soient R(t, t′) ∈ C{t, t′}n, t, t′ ∈ Cn, et h(t) ∈ C[[t]]n, h(0) = 0,
ve´rifiant : R(t, h(t)) ≡ 0 et de´t (∂Rk
∂yl
(t, h(t)))1≤k,l≤n 6≡ 0. Alors h(t) ∈ C{t}n.
En effet, d’apre`s [3,19], il existe γ1, . . . , γn ∈ Nm tels que de´t(
∂Θ′
γk
∂t′
l
(t′))1≤k,l≤n 6≡ 0,
et comme de´t(∂hk(t)
∂tl
)1≤k,l≤n(0) 6= 0, l’hypothe`se est satisfaite avec Rk(t, t
′) :=
Θ′
γk
(t′)−ϕ′
γk
(t), 1 ≤ k ≤ n, ou` Θ′γ(h(t)) =: ϕ
′
γ(t) ∈ C{t}
d d’apre`s le The´ore`me 2.3.
Par conse´quent, d’apre`s le crite`re de Stanton et le Lemme 2.4 :
Corollaire 2.5. Si (M ′, p′) est holomorphiquement non-de´ge´ne´re´e, h(t) ∈ C{t}n.
Re´ciproquement, il est connu que si (M ′, p′) est holomorphiquement de´ge´ne´re´e,
il existe h♯ : (M ′, p′) →F (M ′, p′) inversible et non convergente (cf. [5] et §9 ci-
dessous). Le Corollaire 2.5 donne ainsi une condition ne´cessaire et suffisante pour
la convergence de l’application formelle h(t).
Plus ge´ne´ralement, notre re´sultat peut aussi s’interpre´ter comme un re´sultat
d’analyticite´ partielle de h, dans l’esprit de Coupet-Pinchuk-Sukhov (voir [8,9]) :
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Corollaire 2.6. Le degre´ de transcendance de l’extension de corps Frac(C{t})→
Frac(C({t}))(h1(t), . . . , hn(t))) ⊂ Frac(C[[t]]) est infe´rieur ou e´gal au rang ge´ne´rique
e′ de l’application holomorphe t′ 7→ (Θ′γ(t
′))γ∈Nm .
En effet, le graphe formel de h est alors contenu dans une composante irre´ductible
de dimension n+ e′ de l’ensemble analytique complexe {(t, t′) : Θ′γ(t
′) = ϕ′γ(t), ∀ γ}
et le Corollaire 2.6 de´coule donc de la caracte´risation du degre´ de transcendance
par la dimension minimale d’un ensemble analytique contenant ce graphe (voir [9]).
• Deuxie`mement, d’apre`s le the´ore`me d’approximation d’Artin [1] applique´ aux
e´quations analytiques Θ′γ(h(t)) = ϕ
′
γ(t) ∈ C{t}
d (γ ∈ Nm), il existe H(t) ∈ C{t}n
ve´rifiant Θ′γ(H(t)) = ϕ
′
γ(t) ∈ C{t}
d, ∀ γ. L’application t 7→ H(t) e´tablissant alors
une e´quivalence convergente (voir §8), on en de´duit :
Corollaire 2.7. Les varie´te´s CR-ge´ne´riques Cω minimales (M, p) et (M ′, p′) sont
biholomorphes si et seulemement si elles sont formellement e´quivalentes.
Remarque. Ce re´sultat a e´te´ obtenu re´cemment par Baouendi, Rothschild et Zaitsev
dans [6] en supposant l’application t′ 7→ (Θ′γ(t
′))γ∈Nm de rang constant au voisinage
de p′, et en travaillant avec un raffinement du the´ore`me d’Artin duˆ a` Wavrick.
2.8. Conditions de non-de´ge´ne´rescence. Ainsi, tout repose sur le The´ore`me
2.3, mais habituellement, les the´ore`mes de re´gularite´ d’applications CR sont e´tablis
avec des conditions supple´mentaires de non-de´ge´ne´rescence. Toutes ces conditions
de non-de´ge´ne´rescence peuvent s’exprimer a` travers le morphisme des k-jets de
varie´te´s de Segre, introduit par Diederich et Webster ([10]), et qui a servi a` de´finir
l’application de syme´trie ci-dessus. Soit jkt′S
′
τ ′ le k-jet au point t
′ de la varie´te´ de
Segre complexifie´e S′τ ′ = {(w
′, z′) : z′ = Θ¯′(w′, τ ′)}, qui de´finit une application holo-
morphe ϕ′k :M
′ ∋ (t′, τ ′) 7→ jkt′S
′
τ ′ = (t
′, {∂βw′[z
′ − Θ¯′(w′, τ ′)]}|β|≤k) ∈ C
n+d
(m+k)!
m! k! .
Soit p′
c
:= (p′, p¯′) ∈ M′. Classons toutes ces conditions par ordre croissant de
ge´ne´ralite´ (pour l’implication nd4 ⇒ nd5, voir [15]). On dit que (M ′, p′) est :
nd1. Levi-non-de´ge´nere´e en p′ si ϕ′1 est une immersion en p
′c.
nd2. Finiment non-de´ge´ne´re´e en p′ si ϕ′k est immersive en p
′c, ∀ k ≥ k0.
nd3. Essentiellement finie en p′ si ϕ′k est finie en p
′c, ∀ k ≥ k0.
nd4. Segre-non-de´ge´ne´re´e en p′ si rg-ge´n(ϕ′k|S′p′ ) = m
′, ∀k ≥ k0.
nd5. Holomorphiquement non-de´ge´ne´re´e si rg-ge´n(ϕ′k) = dimCM
′, ∀ k ≥ k0.
En particulier, l’e´quivalence formelle h converge sous chacune des conditions nd1
a` nd5 ci-dessus, d’apre`s le Corollaire 2.6, qui ge´ne´ralise des re´sultats de´ja` connus.
Comparaison avec les re´sultats pre´ce´dents. La de´monstration du cas nd1 suit im-
plicitement des formes normales de Chern-Moser [7] ; le cas nd2 est traite´ dans
[2] ; le cas nd3 dans [4] ; le cas nd4 par l’auteur dans [15] ; et enfin, le cas nd5
par l’auteur, dans [15], en codimension un (cas hypersurface). Ensuite Mir a traite´
le The´ore`me 2.3 en codimension un (voir [16]). Mir avait e´crit auparavant un pre-
print traitant le The´ore`me 2.3 lorsque (M ′, p′) est alge´brique (cf. aussi [9]), cas tre`s
spe´cial, puisque toutes les se´ries {Θ′γ(t
′)}γ∈Nm sont alge´briquement de´pendantes sur
un nombre fini d’entre elles. Cependant, mentionnons que l’utilisation d’identite´s
de re´flexion conjugue´es, qui constitue l’ide´e principale dans la de´monstration du
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pre´sent article (voir §5 ci-dessous) et qui permet de traiter la codimension quel-
conque sans hypothe`se d’alge´bricite´, est une ide´e qui apparaˆıt de´ja` clairement dans
[15] sans y avoir e´te´ toutefois exploite´e de manie`re approprie´e.
Remarque sur les conditions de non-de´ge´ne´rescence. A` chaque e´tape de la de´mon-
stration par re´currence du Corollaire 2.6, chacune des conditions nd1, nd2, nd3
et nd4 permet de substituer a` la conside´ration de l’infinite´ de se´ries formelles
{Θ′γ(h(t))}γ∈Nm celle des n composantes de h. Dans ce cas, il n’est pas ne´cessaire
de travailler avec les identite´s de re´flexion conjugue´es (voir [2,3,4,5,6,16]). Mais ici,
dans le cas ge´ne´ral, on travaillera avec cette collection infinie {Θ′γ(h(t))}γ∈Nm en
utilisant de manie`re cruciale la syme´trie du proble`me par conjugaison complexe.
Remerciements. L’auteur tient a` reconnaˆıtre ici sa dette envers les travaux de Ba-
ouendi-Rothschild et co-auteurs dont il s’est inspire´.
§3 Notations et pre´liminaires
3.1. E´quations de´finissantes. Dans des coordonne´es t = (w, z) ∈ Cm × Cd et
t′ = (w′, z′) ∈ Cm × Cd s’annulant en p et en p′ et telles que T c0M ∩ C
d
z = {0}
et T c0M
′ ∩ Cdz′ = {0}, les varie´te´s (M, 0) ⊂ (C
n
t , 0) et (M
′, 0) ⊂ (Cnt′ , 0) sont
donne´es par deux syste`mes de d e´quations scalaires analytiques zj = Θ¯j(w, t¯) et
z′j = Θ¯
′
j(w
′, t¯′), 1 ≤ j ≤ d. Soient τ := (ζ, ξ) := (t¯)c et τ ′ := (ζ ′, ξ′) := (t¯′)c
les variables complexifie´es formelles auxquelles correspondent les complexifications
extrinse`ques (M, 0) ⊂ Cnt × C
n
τ de (M, 0) et (M
′, 0) ⊂ Cnt′ × C
n
τ ′ de (M
′, 0), dont
voici les e´quations donne´es sous les formes conjugue´es e´quivalentes :
(3.2) m


z =
∑
γ∈Nm
wγ Θ¯γ(τ) et z
′ =
∑
γ∈Nm
w′
γ
Θ¯′γ(τ
′),
ξ =
∑
γ∈Nm
ζγ Θγ(t) et ξ
′ =
∑
γ∈Nm
ζ ′
γ
Θ′γ(t
′).
Quitte a` choisir des coordonne´es normales, on supposera Θγ(0) = 0 et Θ
′
γ(0) = 0,
∀ γ. Ici, les fonctions analytiques d-vectorielles Θγ(t) :=
∑
α∈Nn θγ,αt
α ∈ C{t}d,
satisfont une ine´galite´ de Cauchy : ||Θγ(t)|| ≤ C|γ|+1 pour ||t|| ≤ ε, ou` ε, C > 0,
et de meˆme pour Θ′γ . On pose r(t, τ) := z − Θ¯(w, τ) et r
′(t′, τ ′) := z′ − Θ¯′(w′, τ ′).
Ainsi, r¯(τ, t) = ξ − Θ(ζ, t) et r¯′(τ ′, t′) = ξ′ − Θ′(ζ ′, t′). Par hypothe`se, il existe
deux matrices inversibles a(t, τ) ∈ C{t, τ}d×d et a′(t′, τ ′) ∈ C{t′, τ ′}d×d telles que
r(t, τ) ≡ a(t, τ) r¯(τ, t) et r′(t′, τ ′) ≡ a′(t′, τ ′) r¯′(τ ′, t′), avec a(0) = −Id×d = a′(0).
3.3. Application formelle. L’application formelle donne´e h(t) est par de´finition
une se´rie formelle vectorielle h(t) = (h1(t), . . . , hn(t)) ∈ C[[t]]
n, h(0) = 0 ve´rifiant
de´t (∂hk
∂tl
)1≤k,l≤n(0) 6= 0 et (apre`s complexification) r′(h(t), h¯(τ)) ≡ c(t, τ) r(t, τ),
pour une matrice (ne´cessairement inversible) c(t, τ) ∈ C[[t, τ ]]d×d. Afin de la dis-
tinguer d’une ve´ritable application ensembliste, on e´crira hc = (h, h¯) : (M, 0) →F
(M′, 0) avec l’indice F pour “formel” ou bien on e´crira “r′(h(t), h¯(τ)) = 0 lorsque
r(t, τ) = 0”. Une telle expression a un sens, puisque sur la varie´te´ complexe (2m+
d)-dimensionnelle (M, 0) = {(t, τ) : r(t, τ) = 0}, on peut choisir (indiffe´remment)
les coordonne´es (w, τ) ou (ζ, t) et alors on entendra l’identite´ r′(h(t), h¯(ζ,Θ(ζ, t))) ≡
0 dans C[[ζ, t]]d. Bien entendu, on pourrait utiliser le langage ade´quat de la the´orie
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des morphismes d’alge`bres locales, mais les calculs pre´sentant de´ja` une certaine
complexite´, nous pre´fe´rerons les exposer sous une forme directe. Ainsi, l’hypothe`se
h(M, 0) ⊂F (M′, 0) sera exprime´e par les deux e´quations e´quivalentes :
(3.4) f(t) = Θ¯′(g(t), h¯(τ)) (⇐⇒) f¯(τ) = Θ′(g¯(τ), h(t)), “lorsque r(t, τ) = 0”.
Enfin, nous aurons besoin d’une proprie´te´ de syme´trie par conjugaison complexe
des objets et des se´ries formelles. Soit hc = (h, h¯) : (M, 0) →F (M′, 0) comme ci-
dessus, hc(t, τ) = (h(t), h¯(τ)) et posons σ(t, τ) := (τ¯ , t¯), σ′(t′, τ ′) := (τ¯ ′, t¯′). Alors :
(3.5) σ′(hc(t, τ)) = σ′(h(t), h¯(τ)) = (h(τ¯), h¯(t¯)) = hc(τ¯ , t¯) = hc(σ(t, τ)).
3.6. Application de syme´trie. L’application de syme´trie R′h(ν¯
′, t), t ∈ Cn,
ν¯′ = (λ¯′, µ¯′) ∈ Cm × Cd sera par de´finition la se´rie formelle d-vectorielle :
(3.7) R′h(ν¯
′, t) = µ¯′ −
∑
γ∈Nm
λ¯′
γ
Θ′γ(h(t)) ∈ C{ν¯
′}[[t]]d
Remarque. Soient des variables x1, x2 ∈ C. L’anneau C[[x1]]{x2} n’a pas de sens.
Lemme 3.8. La proprie´te´ R′h(ν¯
′, t) ∈ C{ν¯′, t}d est inde´pendante du choix des
coordonne´es (w′, z′) telles que T c0M
′ ∩ Cdz′ = {0}.
Preuve. Conse´quence aise´e de l’invariance biholomorphe des varie´te´s de Segre. 
§4. Convergence de R′h et de ses jets sur les chaˆınes de Segre
On note L := (L1, . . . ,Lm) et L := (L1, . . . ,Lm) des bases de T 1,0M et T 0,1M
a` coefficients holomorphes qui commutent, donne´es par Lj := ∂
∂wj
+ ∂Θ¯(w,τ)
∂wj
∂
∂z
et Lj := ∂
∂ζj
+ ∂Θ(ζ,t)
∂ζj
∂
∂ξ
, et Lw(0) = L1w1(. . .L
m
wm(0)) le m-flot de L, w ∈ C
m
(de meˆme pour Lζ(0), ζ ∈ C
m). Clairement, Lw(0) = (w, Θ¯(w, 0), 0, 0) ∈ C2n
et Lζ(0) = (0, 0, ζ,Θ(ζ, 0)) ∈ C
2n. Les concate´nations alterne´es de tels flots
sont appele´es k-chaˆınes de Segre, par exemple, pour k = 2j, (w1, . . . , w2j) 7→
Lw2j (Lw2j−1(. . .Lw2(Lw1(0)))) ∈ M, i.e. Lw2(Lw1(0)) = (w1, Θ¯(w1, 0), w2,Θ(w2,
w1, Θ¯(w1, 0))), etc. (voir [14]). On a aussi σ(Lw(0)) = Lw¯(0), etc.. Si on convient
de noter w(k) := (w1, . . . , wk), ou` w1, . . . , wk ∈ C
m sont proches de 0, ces k-chaˆınes
seront abre´ge´es dans la suite par Γk(w(k)).
Remarque. Un point de vue ensembliste e´quivalent sur les chaˆınes de Segre a e´te´
de´veloppe´ par Baouendi, Ebenfelt et Rothschild (voir [3]). Dans [14], l’auteur a
ensuite ge´ome´trise´ ce point de vue en introduisant les flots de champs de vecteurs.
On note ∇κt χ(t) := (∂
β
t χ(t))|β|≤κ ∈ C[[t]]
K
(n+κ)!
n!κ! le κ-jet d’une se´rie formelle
vectorielle χ(t) ∈ C[[t]]K , ou` K ∈ N∗, κ ∈ N. Par exemple, ∇κtR
′
h(ν¯
′, t) =∑
γ∈Nm λ¯
′γ ∇κt [Θ
′
γ(h(t))].
Lemme 4.1. Soit q(x) ∈ C[[x]]2n, avec q(0) = 0. On a ∇κt h(Lζ(q(x))) ≡ ∇
κ
t h(q(x))
dans C[[x, ζ]]n
(n+κ)!
n! κ! et ∇κτ h¯(Lw(q(x))) ≡ ∇
κ
τ h¯(q(x)) dans C[[x, w]]
n
(n+κ)!
n!κ! .
Preuve. On note q(x) = (q1(x), q2(x)) ∈ Cn × Cn et q2(x) := (q12(x), q
2
2(x)) ∈
C
m×Cd. Il est facile de voir que Lζ(q(x)) = (q1(x), ζ+q
1
2(x),Θ(ζ+q
1
2(x), q1(x))), et
comme ∇κt h(t, τ) = ∇
κ
t h(t), on a bien ∇
κ
t h(Lζ(q(x))) ≡ ∇
κ
t h(q1(x)) ≡ ∇
κ
t h(q(x)).
La deuxie`me proprie´te´ de´coule de la premie`re graˆce a` la syme´trie par conjugaison
complexe (3.5) et graˆce a` la relation σ(Lw(q(x))) = Lw¯(σ(q(x))). 
D’apre`s le crite`re de minimalite´ de [3] reformule´ dans [14] :
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Lemme 4.2. La varie´te´ CR-ge´ne´rique Cω (M, p) est minimale si et seulement si
Γk : C
mk → (M, 0) induit une submersion en 0 pour k ≥ 2d+ 1.
Ainsi, il nous suffira de de´montrer que R′h(ν¯
′,Γk(w(k))) ∈ C{ν¯
′, w(k)}
d, ∀ k ∈ N
pour en de´duire que R′h(ν¯
′, t) ∈ C{ν¯′, t}d, comme souhaite´ (cf. [2,3,4,6,15,16]).
4.3. Estime´es de Cauchy. Dans cet objectif, il est ne´cessaire d’estimer la crois-
sance des normes ||Θ′γ(h(t))|| quand |γ| → ∞. Commenc¸ons par une formule stan-
dard et universelle de de´rivation compose´e.
Lemme 4.4. Soit β ∈ Nm. Il existe un polynoˆme universel d-vectoriel Qβ tel que
(4.5)
{
∂
β
t [Θ
′
γ(h(t))] = Qβ({∂
δ
t h(t)}δ≤β, {[∂
δ
t′Θ
′
γ ](h(t))}δ≤β)
Qβ({∂
δ
t h(t)}δ≤β, 0) ≡ 0.
Preuve. On note Qβ({hδj}
1≤j≤n
δ≤β , {θ
′
k
δ}1≤k≤dδ≤β ) ce polynoˆme. Il ve´rifiera (4.5) si et
seulement si Q0 = θ
′0 et, par re´currence,
(4.6) Qβ+β1 :=
∑
δ≤β
n∑
j=1
∂Qβ
∂hδj
h
δ+β1
j +
∑
δ≤β
d∑
k=1
n∑
j=1
∂Qβ
∂θ′k
δ
θ′k
δ+1j h
β1
j
ou` β1 ∈ Nm avec |β1| = 1 et ou` 1j = (0, . . . , 1, . . . , 0) avec 1 a` la j-ie`me place. 
Si Ψ(t′) ∈ C[[t′]]n, on note [∇κtΨ(h)](Γk(w(k))) := {[∂
β
t Ψ(h(t))]|t:=Γk(w(k))}|β|≤κ.
Maintenant, en utilisant les polynoˆmes Qβ , l’estime´e de Cauchy ||∇κt′Θ
′
γ(t
′)|| ≤
C′
|γ|+1
et le the´ore`me d’Artin ([1]), on peut estimer ||Θ′γ(h(t))|| quand |γ| → ∞ :
Lemme 4.7. Soient k ∈ N et κ ∈ N. Les proprie´te´s suivantes sont e´quivalentes :
(1) [∇κtR
′
h](ν¯
′,Γk(w(k))) ∈ C{ν¯
′, w(k)}
d
(n+κ)!
n!κ! .
(2) [∇κtΘ
′
γ(h)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ)!
n!κ! , ∀ γ ∈ Nm et ∃C > 0, ∃ ε > 0 tq :
||w(k)|| ≤ ε ⇒ || [∇
κ
tΘ
′
γ(h)](Γk(w(k))) || ≤ C
|γ|+1 (estime´e de Cauchy).
(3) [∇κtΘ
′
γ(h)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ)!
n!κ! , ∀ γ ∈ Nm.
Preuve. On a (1) ⇐⇒ (2) et (2) ⇒ (3). E´tablissons l’implication (3) ⇒ (2).
Soit β ∈ Nm, |β| ≤ κ. Soient C > 0 et ε > 0 deux constantes positives dont
la valeur pourra varier suivant le contexte. Par hypothe`se, [∂βt Θ
′
γ(h)](Γk(w(k))) =:
ϕβγ (w(k)) ∈ C{w(k)}
d, ∀ γ ∈ Nm. D’apre`s le Lemme 4.4, cette relation peut s’e´crire :
(4.8) Qβ({∂
δ
t h(Γk(w(k)))}δ≤β, {[∂
δ
t′Θ
′
γ ](h(Γk(w(k))))}δ≤β) = ϕ
β
γ (w(k)).
On l’interpre`te comme une relation analytique satisfaite par les se´ries formelles
{∂δt h(Γk(w(k)))}δ≤β. D’apre`s le the´ore`me d’Artin, il existe une solution conver-
gente de l’e´q. (4.8), soit {Hδ(w(k))}δ≤β , ou` H
δ(w(k)) ∈ C{w(k)}
n. Or, graˆce
a` la relation Qβ({∂δt h(t)}δ≤β , 0) ≡ 0 et aux estime´es de Cauchy satisfaites par
les diffe´rentielles ∂δt′Θ
′
γ(t
′), δ ≤ β, on en de´duit aise´ment une estime´e de Cauchy
||Qβ({hδj}
1≤j≤n
δ≤β , {θ
′
k
δ}1≤k≤dδ≤β )|| ≤ C
|γ|+1 pour ||({hδj}
1≤j≤n
δ≤β , {θ
′
k
δ}1≤k≤dδ≤β )|| ≤ ε. Par
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composition avec la solution convergente {Hδ(w(k))}δ≤β , H
δ(0) = 0, on en de´duit
l’estime´e de Cauchy souhaite´e pour ||w(k)|| ≤ ε :
(4.9) ||Qβ({H
δ(w(k))}δ≤β, [∂
δ
t′Θ
′
γ ](H
0(w(k)))}δ≤β)|| = ||ϕ
β
γ(w(k))|| ≤ C
|γ|+1. 
Ainsi, il suffit d’e´tablir (3) par re´currence sur k en admettant a` chaque e´tape
l’e´quivalence avec (2). Cette re´currence proce`dera en deux moments (§6 et §7) :
E´tape 1. Pour tout k ∈ N, on a :


〈
[∇κtΘ
′
γ(h)](Γk(w(k))) et [∇
κ
τ Θ¯
′
γ(h¯)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ)!
n! κ! , ∀ κ, γ
〉
=⇒〈
[Θ′γ(h)](Γk+1(w(k+1))) et [Θ¯
′
γ(h¯)](Γk+1(w(k+1))) ∈ C{w(k+1)}
d
(n+κ)!
n! κ! , ∀ γ
〉
.
E´tape 2. En supposant l’E´tape 1 vraie pour k − 1, pour tout κ ∈ N, on a :


〈
[∇κtΘ
′
γ(h)](Γk(w(k))) et [∇
κ
τ Θ¯
′
γ(h¯)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ)!
n! κ! , ∀ γ
〉
=⇒〈
[∇κ+1t Θ
′
γ(h)](Γk(w(k))) et [∇
κ+1
τ Θ¯
′
γ(h¯)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ+1)!
n! (κ+1)! , ∀ γ
〉
.
Remarque. Il est clair que pour k = 0, les hypothe`ses de l’E´tape 1 et celles de
l’E´tape 2 sont satisfaites.
§5. Syme´trie par conjugaison complexe et de´rivations CR
Mais tout d’abord, si β ∈ Nm, on note |β| := |β1|+· · ·+|βm| et L
β := L1
β1
· · · Lmβm .
Appliquant ces de´rivations aux deux identite´s r′(h(t), h¯(τ)) = 0 et r¯′(h¯(τ), h(t)) =
0, t ∈ Cn, τ ∈ Cn, r(t, τ) = 0, on obtient deux familles infinies d’e´quations, deux
identite´s de re´flexion conjugue´es, qui sont satisfaites sur M :
(5.1)


(∗) : f ≡ Θ¯′(g, h¯), 0 ≡
∑
γ∈Nm
gγ Lβ(Θ¯′γ(h¯)), ∀ β ∈ N
m
∗ .
(∗¯) : f¯ = Θ′(g¯, h), Lβ f¯ ≡
∑
γ∈Nm
Lβ(g¯γ) Θ′γ(h), ∀ β ∈ N
m
∗ .
Or, il existe une matrice a′(t′, τ ′) ∈ C{t′, τ ′}d×d, telle que a′(0, 0) = −Id×d et
r′(t′, τ ′) ≡ a′(t′, τ ′) r¯′(τ ′, t′). On en de´duit dans C{t′}[[τ ]]d :
(5.2)
〈
Lβ [r′(t′, h¯(τ))] = 0, ∀ β ∈ Nm
〉
⇐⇒
〈
Lβ [r¯′(h¯(τ), t′)] = 0, ∀ β ∈ Nm
〉
,
et en particulier, l’e´quivalence des syste`mes (∗) et (∗¯), que l’on va exploiter. Mais
habituellement, seul le syste`me (∗¯) est conside´re´ (cf. [2,3,4,5,6,8,9,10,16,18,19]).
Enfin, on utilisera plusieurs fois deux proprie´te´s formelles qui de´coulent de trans-
formations line´aires e´le´mentaires sur des syste`mes trigonaux infinis.
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• Premie`rement, d’apre`s un calcul qui utilise l’hypothe`se de´t (∂hk
∂tl
)1≤k,l≤n(0) 6= 0
et qui est classique dans les travaux de Baouendi-Rothschild (cf. [3]), on a :
(5.3)

〈
[Lβ f¯ ](t, τ) =
∑
γ∈Nm
[Lβ g¯γ](t, τ) Θ′γ(t
′), ∀ β ∈ Nm
〉
⇐⇒
〈
Ωβ(t, τ,∇
|β|h¯(τ)) = Θ′β(t
′) +
∑
γ∈Nm
∗
(β + γ)!
β! γ!
g¯(τ)γ Θ′β+γ(t
′), ∀ β ∈ Nm,
〉
ou` les termes Ωβ sont analytiques pre`s de 0× 0×∇
|β|h¯(0) et r(t, τ) = 0.
• Deuxie`mement, on a la re´solution formelle directe du syste`me trigonal infini :
(5.4)


〈
ψβ +
∑
γ∈Nm
∗
(β + γ)!
β! γ!
g¯γ ψβ+γ = ωβ, ∀ β ∈ N
m
〉
⇐⇒
〈
ψβ = ωβ +
∑
γ∈Nm
∗
(−1)γ
(β + γ)!
β! γ!
g¯γ ωβ+γ , ∀ β ∈ N
m
〉
.
Posons Γk(w(k)) := σ(Γk(w¯(k))), i.e. Γ1(w1) = Lw1(0), Γ2(w(2)) = Lw2(Lw1(0)),
etc. Alors on a dans C{w(k)}
d
(n+κ)!
n!κ! :
(5.5) [∇κtΘ
′
γ(h)](Γk(w(k))) =
{
[∇κτ Θ¯
′
γ(h¯)](Γk(w(k))), si k est impair,
[∇κτ Θ¯
′
γ(h¯)](Γk−1(w(k−1))), si k est pair.
§6. Saut a` la chaˆıne de Segre supe´rieure
Preuve de l’E´tape 1. On traite seulement le cas k pair (le cas k impair est sim-
ilaire et s’y rame`ne formellement graˆce a` la syme´trie par conjugaison complexe
(3-5.5)). Tout d’abord, comme k est pair, on a de´ja` : [Θ¯′γ(h¯)](Γk+1(w(k+1))) =
[Θ¯′γ(h¯)](Γk(w(k)))] ∈ C{w(k)}
d
(n+κ)!
n!κ! , ∀ γ, c’est-a`-dire la deuxie`me moitie´ de la con-
clusion de l’E´tape 1. Plus ge´ne´ralement, en appliquant encore le Lemme 4.1, on
a : [∇κτ Θ¯
′
γ(h¯)](Γk+1(w(k+1))) = [∇
κ
τ Θ¯
′
γ(h¯)](Γk(w(k)))] ∈ C{w(k)}
d
(n+κ)!
n!κ! , convergent
par hypothe`se. Ensuite, les coefficients de L e´tant analytiques, on a facilement :
Lemme 6.1. Il existe Pβ analytique tq. L
β(Θ¯′γ(h¯(τ))) = Pβ(t, τ, [∇
|β|
τ Θ¯′γ(h¯)])(τ).
Par conse´quent, tous les termes suivants sont convergents (∀ γ ∈ Nm) :
(6.2)
[LβΘ¯′γ(h¯)](Γk+1(w(k+1)))=Pβ(Γk+1(w(k+1)),[∇
|β|
τ Θ¯
′
γ(h¯)](Γk(w(k))))∈C{w(k+1)}
d.
Le the´ore`me d’Artin s’applique donc aux e´quations (∗) e´crites au point (t, τ) :=
Γk+1(w(k+1)), dont les coefficients sont analytiques graˆce a` (6.2), e´quations qui
sont satisfaites par la se´rie formelle h(Γ(k+1)(w(k+1))). Ainsi, il existe une solution
convergente de ces e´qs. (∗) que l’on noteH(w(k+1)) ∈ C{w(k+1)}
n. D’apre`s l’e´quiva-
lence (5.2) des syste`mes (∗) et (∗¯), cette solution satisfait aussi le syste`me :
(6.3)

f¯(Γk(w(k))) ≡
∑
γ∈Nm
g¯γ(Γk(w(k))) Θ
′
γ(H(w(k+1))),
[Lβ f¯ ](Γk+1(w(k+1))) ≡
∑
γ∈Nm
[Lβ g¯γ](Γk+1(w(k+1))) Θ
′
γ(H(w(k+1))), ∀ β ∈ N
m
∗ .
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Apre`s la transformation line´aire (5.3) sur ce syte`me et sur (∗¯), on a
(6.4)

Θ′β(H(w(k+1))) +
∑
γ∈Nm
∗
(β + γ)!
β! γ!
g¯γ(Γ¯k(w(k))) Θ
′
β+γ(H(w(k+1))) =
= Ωβ(Γk+1(w(k+1)),∇
|β|
τ h¯(Γ¯k(w(k)))) = (∀ β ∈ N
m)
= Θ′β(h(Γk+1(w(k+1)))) +
∑
γ∈Nm
∗
(β + γ)!
β! γ!
g¯γ(Γ¯k(w(k))) Θ
′
β+γ(h(Γk+1(w(k+1)))).
Pour terminer, on applique aux e´qs. (6.4) la re´solution (5.4). On en de´duit que
Θ′β(h(Γ(k+1)(w(k+1)))) ≡ Θ
′
β(H(w(k+1))) ∈ C{w(k+1)}
d converge, ∀ β ∈ Nm. C’est
la premie`re moitie´ de la conclusion de l’E´tape 1. 
§7. Re´currence des jets sur une chaˆıne de Segre
Preuve de l’E´tape 2. On traite seulement le cas k impair (le cas k pair est sim-
ilaire et s’y rame`ne par syme´trie en utilisant (3-5.5)). Tout d’abord, comme k
est impair, on a de´ja` [∇κ+1τ Θ¯
′
γ(h¯)](Γk(w(k))) = [∇
κ+1
τ Θ¯
′
γ(h¯)](Γk−1(w(k−1)))] ∈
C{w(k−1)}
d
(n+κ+1)!
n! (κ+1)! convergent ∀ γ, puisque l’on suppose vraie l’E´tape 1 pour k−1.
C’est la deuxie`me moitie´ de la conclusion de l’E´tape 2. En ve´rite´, on va effectuer
un calcul direct qui ge´ne´ralise l’E´tape 1 du §6 pour montrer [∇κtΘ
′
γ(h)](Γk(w(k))) ∈
C{w(k)}
d
(n+κ)!
n!κ! , ∀ κ, en faisant au passage une re´currence sur les jets (i.e. sur κ)
du type de l’E´tape 2 (voir la preuve du Lemme 7.20).
Soient donc ξ ∈ Cd et w(k) ∈ C
mk. Soit Υ le d-champ de vecteurs tangent a` M
de´fini par Υ := ∂
∂z
+ ∂Θ(ζ,t)
∂z
∂
∂ξ
et soit Υ := ∂
∂ξ
+ ∂Θ¯(w,τ)
∂ξ
∂
∂z
. On a [L,Υ] = 0.
Lemme 7.1. Les proprie´te´s suivantes sont e´quivalentes :
(a) [∇κtΘ
′
γ(h)](Γk(w(k))) ∈ C{w(k)}
d
(n+κ)!
n!κ! , ∀ κ ∈ N.
(b) [LδΥαΘ′γ(h)](Γk(w(k))) ∈ C{w(k)}
d, ∀ δ ∈ Nm, ∀ α ∈ Nd.
(c) [ΥαΘ′γ(h)](Γk(w(k))) ∈ C{w(k)}
d, ∀ α ∈ Nd.
Preuve. Comme L = ∂
∂w
+ ∂Θ¯(w,τ)
∂w
∂
∂z
, Υ = ∂
∂ξ
+ ∂Θ¯(w,τ)
∂ξ
∂
∂z
, ∂t = (∂w, ∂z) et
∂Θ¯(0,0)
∂ξ
= Id×d, on a (a) ⇐⇒ (b) par transformations line´aires. De plus, on a (c)
⇒ (b), car ∂δwk [Ψ(Γk(w(k)))] = ∂
δ
wk
[Ψ(Lwk(Γk−1(w(k−1))))] = [L
δΨ](Γk(w(k))). 
Il suffit donc de prouver (c). Soit (ξ, p) 7→ Υξ(p) le d-flot de Υ. Bien suˆr, on a
∂αξ [Ψ(Υξ(q(x)))] = [Υ
αΨ](Υξ(q(x))). Conside´rons Υξ(Γk(w(k))) ∈M. On pose :
(7.2)

Eβ(w(k), ξ, t
′) :=
∑
γ∈Nm
w′
γ
[LβΘ¯′γ(h¯)](Υξ(Γk(w(k)))),
Fβ(w(k), ξ, t
′) := [Lβ f¯ ](Υξ(Γk(w(k))))−
∑
γ∈Nm
[Lβ g¯γ](Υξ(Γk(w(k)))) Θ
′
γ(t
′),
pour tout β ∈ Nm (cf. (∗)-(∗¯)). D’apre`s la de´finition de a′(t′, τ ′) (voir §3.1), on a :
(7.3)
{
E0(w(k), ξ, t
′) = a′(t′, h¯(Υξ(Γk(w(k))))) F0(w(k), ξ, t
′),
F0(w(k), ξ, t
′) = a¯′(h¯(Υξ(Γk(w(k)))), t
′) E0(w(k), ξ, t
′).
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Appliquant toutes les de´rivations Lβ aux e´qs. (7.3) :
(7.4)

Eβ(w(k), ξ, t
′) ≡ a′(t′, w(k), ξ) Fβ(w(k), ξ, t
′) +
∑
δ<β
a′δ
β
(t′, w(k), ξ) Fδ(w(k), ξ, t
′),
Fβ(w(k), ξ, t
′) ≡ b′(t′, w(k), ξ) Eβ(w(k), ξ, t
′) +
∑
δ<β
b′δ
β
(t′, w(k), ξ) Eδ(w(k), ξ, t
′).
Ici, a′δ
β
(t′, w(k), ξ), b
′
δ
β
(t′, w(k), ξ) ∈ C{t
′}[[w(k), ξ]]
d×d. D’apre`s (7.4), on a (cf. (5.2))
Ide´al
〈
{Eβ(w(k), ξ, t
′)}β∈Nm
〉
= Ide´al
〈
{Fβ(w(k), ξ, t
′)}β∈Nm
〉
. Plus ge´ne´ralement,
par re´currence sur α ∈ Nd, on de´finit une collection {E(α)β }α∈Nd,β∈Nm de fonctions
d-vectorielles comme suit. Soit α1 ∈ Nd avec |α1| = 1. On pose T ′0 = t
′ et :
(7.5)


E
(0)
β (w(k), ξ, t
′) := Eβ(w(k), ξ, t
′); et : E
(α+α1)
β (w(k), ξ, {T
′
α′}α′≤α+α1) :=
:=
∂E
(α)
β
∂ξα
1 (w(k), ξ, {T
′
α′}α′≤α) +
∑
α′≤α
∂E
(α)
β
∂T ′α′
(w(k), ξ, {T
′
α′}α′≤α) T
′
α′+α1 .
On de´finit aussi la collection similaire {F
(α)
β }α∈Nd,β∈Nm . Par construction :
(7.6)


[
E
(α)
β (w(k), ξ, {T
′
α′}α′≤α)
] ∣∣∣T ′
α′
:=[Υα
′
ξ
h](Υξ(Γk(w(k)))), ∀ α
′≤α =
= ∂αξ [Eβ(w(k), ξ, h(Υξ(Γk(w(k)))))].
Voici maintenant une proprie´te´ ge´ne´ralisant (7.4) qui se ve´rifie par un calcul formel
direct en utilisant les relations (7.3) et les de´finitions (7.5) de E
(α)
β et de F
(α)
β : 
Lemme 7.7. Dans l’anneau C{{T ′α′}α′≤α}[[w(k), ξ]]
d, on a pour tout α ∈ Nd :
(7.8)
Ide´al
〈
{E
(α)
β (w(k), ξ, {T
′
α′}α′≤α)}β∈Nm
〉
= Ide´al
〈
{F
(α)
β (w(k), ξ, {T
′
α′}α′≤α)}β∈Nm
〉
.
Suite de la de´monstration. D’apre`s (∗), la se´rie formelle h(Υξ(Γk(w(k)))) est une so-
lution des e´quations Eβ(w(k), ξ, h(Υξ(Γk(w(k))))) ≡ 0, ∀ β ∈ N
m. Par conse´quent :
(7.9)
{
0 ≡ ∂αξ |ξ=0[Eβ(w(k), ξ, h(Υξ(Γk(w(k)))))] =
= E
(α)
β (w(k), 0, {[Υ
α′h](Γk(w(k)))}α′≤α), ∀ α ∈ N
d, ∀ β ∈ Nm.
Maintenant, on fixe α ∈ Nd et on conside`re le sous-syste`me fini :
(7.10) E
(α′)
β (w(k), 0, {[Υ
α′′h](Γk(w(k)))}α′′≤α′) = 0, ∀ α
′ ≤ α.
Lemme 7.11. Les e´quations (7.10) sont analytiques, i.e. :
(7.12) E
(α′)
β (w(k), 0, {Tα′′}α′′≤α′) ∈ C{w(k), {Tα′′}α′′≤α′}
d, ∀ α′ ≤ α,
Preuve. En effet, comme k est impair, on a Γk(w(k)) = Lwk(Γk−1(w(k−1))), d’ou`
[∇κτ Θ¯
′
γ(h¯)](Γk(w(k))) ≡ [∇
κ
τ Θ¯
′
γ(h¯)](Γk−1(w(k−1))) ∈ C{w(k−1)}
d
(n+κ)!
n! κ! , puisqu’on
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suppose vraie l’E´tape 1 pour k−1. Par conse´quent, en appliquant le Lemme 6.1, on
voit que les de´rive´es ∂α
′′
ξ |ξ=0[[L
βΘ¯′γ(h¯)](Υξ(Γk(w(k))))] ∈ C{w(k)}
d des coefficients
de E
(α′)
β (cf. e´q. (7.2)
1ie`re) par rapport a` {Tα′′}α′′≤α convergent toutes. 
Ainsi, il existe des solutions Hα′(w(k)) ∈ C{w(k)}
n, α′ ≤ α, satisfaisant :
(7.13) E
(α′)
β (w(k), 0, {Hα′′(w(k))}α′′≤α′) ≡ 0, ∀ α
′ ≤ α.
Graˆce a` la proprie´te´ (7.8), on de´duit de (7.13) :
(7.14) F
(α′)
β (w(k), 0, {Hα′′(w(k))}α′′≤α′) ≡ 0, ∀ α
′ ≤ α.
Mais on a aussi d’un autre coˆte´ en de´rivant (7.2)2
ie`me
par rapport a` ξ :
(7.15) F
(α′)
β (w(k), 0, {[Υ
α′′h](Γk(w(k)))}α′′≤α′) ≡ 0, ∀ α
′ ≤ α,
une identite´ que l’on peut re´e´crire plus explicitement comme suit :
(7.16)

∂α
′
ξ |ξ=0[[L
β f¯ ](Υξ(Γk(w(k))))] ≡
∑
γ∈Nm
∑
α′′≤α′
α′!
α′′! (α′ − α′′)!
∂α
′−α′′
ξ [[L
β g¯γ](Υξ(Γk(w(k))))] ∂
α′′
ξ [Θ
′
γ(h(Υξ(Γk(w(k)))))]
∣∣∣
ξ=0
, ∀ α′ ≤ α.
Or, il existe clairement des fonctions Θ′γ
α′′
analytiques telles que :
(7.17) Θ′γ
α′′
({[Υα
′′′
h](Γk(w(k)))}α′′′≤α′′) := ∂
α′′
ξ |ξ=0[Θ
′
γ(h(Υξ(Γk(w(k)))))].
Par conse´quent, on peut re´e´crire les e´quations (7.14) et (7.16) comme suit :
(7.18)

∂α
′
ξ |ξ=0[[L
β f¯ ](Υξ(Γk(w(k))))] ≡
∑
γ∈Nm
∑
α′′≤α′
α′!
α′′! (α′ − α′′)!
∂α
′−α′′
ξ |ξ=0[[L
β g¯γ](Υξ(Γk(w(k))))] Θ
′
γ
α′′
({Hα′′′(w(k))}α′′′≤α′′), ∀ α
′ ≤ α.
(7.19)

∂α
′
ξ |ξ=0[[L
β f¯ ](Υξ(Γk(w(k))))] ≡
∑
γ∈Nm
∑
α′′≤α′
α′!
α′′! (α′ − α′′)!
∂α
′−α′′
ξ |ξ=0[[L
β g¯γ](Υξ(Γk(w(k))))] Θ
′
γ
α′′
({[Υα
′′′
h](Γk(w(k)))}α′′′≤α′′) ≡ 0.
On va maintenant utiliser (5.3-4) afin de de´duire des e´quations (7.18-19) :
Lemme 7.20. Pour tout γ ∈ Nm et tout α′ ≤ α, on a :
(7.21) Θ′γ
α′
({[Υα
′′
h](Γk(w(k)))}α′′≤α′) ≡ Θ
′
γ
α′
({Hα′′(w(k))}α′′≤α′) ∈ C{w(k)}
d.
Preuve. En appliquant directement (5.3-4), ceci est vrai pour |α′| = 0 en con-
side´rant les e´qs. (7.18-19) seulement au rang α′ = 0, comme a` la fin du §6. Sup-
posons par re´currence que (7.21) est vrai pour α′ < α, |α′| = κ ∈ N∗. Soit α′0 ≤ α,
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|α′0| = κ+ 1. On e´crit les e´qs. (7.18-19) au rang α
′ := α′0 et on les soustrait deux a`
deux. Graˆce a` cette hypothe`se de re´currence, on obtient :
(7.22)


∑
γ∈Nm
[Lβ g¯γ ](Γ(k)(w(k)))
[
Θ′γ
α′0({Hα′′(w(k))}α′′≤α′0)−
−Θ′γ
α′0({[Υα
′′
h](Γk(w(k)))}α′′≤α′0)
]
≡ 0,
pour tout β ∈ Nm. D’apre`s (5.3-4), on a alors (7.21) pour α′ = α′0. Ainsi, l’e´q. (7.21)
conclut que [ΥαΘ′γ(h)](Γk(w(k))) ∈ C{w(k)}
d, ∀ α ∈ Nd. 
Conclusion 7.23. Graˆce au Lemme 7.1, on a ainsi acheve´ d’e´tablir la premie`re
(et la seconde) moitie´ de l’E´tape 2 (cas k impair). En appliquant le Lemme 4.7
pas a` pas dans le proce´de´ de re´currence en deux moments de´fini par l’E´tape 1 et
par l’E´tape 2, on en conclut que R′h(ν¯
′,Γk(w(k))) ∈ C{ν¯
′, w(k)}
d, ∀ k ∈ N, et donc
R′h(ν¯
′, t) ∈ C{ν¯′, t}d par minimalite´ de (M, 0).
La de´monstration du The´ore`me 2.3 est termine´e. 
§8. E´quivalences formelles et e´quivalences holomorphes
L’e´nonce´ suivant pre´cise le contenu du Corollaire 2.7 :
The´ore`me 8.1. Soit h : (M, 0) →F (M ′, 0) une e´quivalence formelle entre sous-
varie´te´s CR-ge´ne´riques minimales Cω de Cn. Pour tout N ∈ N∗, il existe une
e´quivalence holomorphe HN : (M, 0)→F (M ′, 0) avec HN (t) ≡ h(t) (mod ||t||N).
Preuve. D’apre`s le The´ore`me 2.3, il existe ϕ′γ(t) ∈ C{t}
d tel que Θ′γ(h(t)) ≡ ϕ
′
γ(t),
∀ γ ∈ Nm. Soit N ∈ N∗. Appliquant le the´ore`me d’Artin, on obtient une ap-
plication holomorphe HN satisfaisant Θ
′
γ(HN (t)) ≡ ϕ
′
γ(t), ∀ γ ∈ Nm et HN (t) ≡
h(t) (mod ||t||N). Bien suˆr, on a l’estime´e de Cauchy ||Θ′γ(HN (t))|| ≤ C
|γ|+1 et
f¯(ζ,Θ(ζ, t)) ≡
∑
γ∈Nm g¯
γ(ζ,Θ(ζ, t)) Θ′γ(HN (t)). Rappelons −r
′(HN (t), h¯(τ)) ≡
a′(HN (t), h¯(τ)) r¯
′(h¯(τ), HN(t)), d’ou` FN (t) ≡
∑
γ∈Nm G
γ
N (t) Θ¯
′
γ(h¯(ζ,Θ(ζ, t))), qui
e´quivaut encore a` FN (w, Θ¯(w, τ))) ≡
∑
γ∈Nm G
γ
N (w, Θ¯(w, τ)) Θ¯
′
γ(h¯(τ)), et finale-
ment FN (w, Θ¯(w, τ)) ≡
∑
γ∈Nm G
γ
N (w, Θ¯(w, τ)) Θ¯
′
γ(H¯N (τ)). En conclusion, l’ap-
plication (HN , H¯N) : (M, 0)→ (M′, 0) e´tablit une e´quivalence convergente. 
§9 Ne´cessite´ de la non-de´ge´ne´rescence holomorphe
On rappelle qu’une hypersurface Cω (M ′, p′) est holomorphiquement de´ge´ne´re´e
p′ si et seulement si il existe un germe de champ de vecteurs L′ =
∑n
j=1 a
′
j(t
′) ∂
∂t′
j
a`
coefficients holomorphes non tous nuls, tangent a` (M ′, p′) (voir [3,19]). La ne´cessite´
de la non-de´ge´ne´rescence holomorphe pour la re´gularite´ de h a e´te´ e´tablie dans [4]
pour les diffe´omorphismes CR C∞, mais l’auteur ne connaˆıt pas de re´fe´rence publie´e
pour la ne´cessite´ dans le cas formel. En voici une de´monstration bre`ve utilisant [1].
Proposition 9.1. Il existe ̟′(t′) ∈ C[[t′]]\C{t′}, ̟′(0) = 0, tel que le flot Cn ∋
t′ 7→ exp(̟′(t′)L′)(t′) ∈ Cn induit une auto-application formelle inversible non-
convergente h♯ : (M ′, 0)→F (M ′, 0).
Preuve. Soit ϕ′ : (t′, u′) 7→ exp(u′L′)(t′) = ϕ′(t′, u′), le flot local de L′, qui est
holomorphe en t′ ∈ Cn et u′ ∈ C, pour ||t′||, |u′| ≤ ε, ε > 0. Ce flot satisfait
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ϕ′(t′, 0) ≡ t′ et ∂u′ϕ′k(t
′, u′) ≡ a′k(ϕ
′(t′, u′)). Comme L′ 6= 0, on a ∂u′ϕ′(t′, u′) 6≡ 0.
On peut supposer ∂u′ϕ
′
1(t
′, u′) 6≡ 0. Soit ̟′(t′) ∈ C[[t′]]\C{t′}, ̟′(0) = 0, une se´rie
formelle non convergente, satisfaisant de plus ∂u′ϕ
′
1(t
′, ̟′(t′)) 6≡ 0 dans C[[t′]] (il
en existe beaucoup). Si la se´rie formelle h♯ : t′ 7→F ϕ′(t′, ̟′(t′)) e´tait convergente,
alors t′ 7→F ̟′(t′) le serait aussi (par le Lemme 2.4), contrairement au choix de ̟′.
Enfin, L′ e´tant tangent a` (M ′, 0), il est clair que h♯(M ′, 0) ⊂F (M ′, 0). 
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