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EFFECTIVE EQUIDISTRIBUTION OF PERIODIC ORBITS
FOR SUBSHIFTS OF FINITE TYPE
SHIRALI KADYROV
Abstract. We study equidistribution of certain subsets of periodic or-
bits for subshifts of finite type. Our results solely rely on the growth
of these subsets. As a consequence, effective equidistribution results are
obtained for both hyperbolic diffeomorphisms and expanding maps on
compact manifolds.
1. Introduction
For a given s ∈ N and an s× s transition matrix A with entries zero or one
we let (Σ+A, σ) denote the one-sided subshift of finite type where Σ
+
A is the
symbolic space given by
Σ+A = {x = (xn)n≥0 ∈
∞∏
n=0
{1, 2, . . . , s} : A(xn, xn+1) = 1,∀n ∈ N},
and σ : Σ+A → Σ+A is the shift map by (σ(x))n = xn+1. For a given θ ∈ (0, 1)
define a metric dθ on Σ
+
A by dθ(x, y) = θ
t(x,y) where t(x, y) = max{n ≥ 0 :
xi = yi, 0 ≤ i < n}. We similarly define two-sided subshift of finite type
(ΣA, σ) where
ΣA = {x = (xn)n≥0 ∈
∞∏
n=−∞
{1, 2, . . . , s} : A(xn, xn+1) = 1,∀n ∈ Z}
and the metric is given by dθ(x, y) = θ
t(x,y) where t(x, y) = max{n ≥ 0 :
xi = yi, |i| < n}. Also, for any continuous function g on Σ+A we let
|g|θ = sup
n≥0
{ |g(x) − g(y)|
θn
: xi = yi, 0 ≤ i ≤ n
}
.
We similarly define | · |θ on ΣA with 0 ≤ i ≤ n replaced by |i| ≤ n. In
particular, |g|θ < ∞ implies that g is a Lipschitz function with the least
Lipschitz constant |g|θ. Consider a norm ‖·‖θ = | · |θ+ | · |∞ where | · |∞ is the
supremum norm and let F+θ denote the space of all continuous functions f on
Σ+A with ‖f‖θ <∞. Analogously we define Fθ on ΣA. For both (Σ+A, σ) and
(ΣA, σ) we let h(σ) denote the topological entropy and m be the measure of
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maximal entropy so that h(σ) = hm(σ). Let ξ = {C1, C2, . . . , Cs} denote the
generating partition of Σ+A (or ΣA), where Ci = {x : x0 = i}. To simplify the
notation we let ξnℓ :=
∨n
i=ℓ σ
−iξ. In [8] we studied the effective uniqueness
of m, the measure of maximal entropy. By effective uniqueness we mean a
statement that gives how close a given measure to the measure of maximal
entropy if its metric entropy is close to maximal entropy. See results from
[13, 14] similar to [8]. In this paper we obtain the following improvement
of [8, Theorem 1.1], which will lead to effective equidistribution statements.
The matrix A is said to be irreducible if for each pair (i, j) there exists
n ≥ 1 such that An(i, j) > 0. We say that A is aperiodic if A(i, i) = 1 for
all i = 1, 2, . . . , s.
Theorem 1.1. Assume that A is irreducible and aperiodic. Then, there
exists a constant c > 0 such that for any N ∈ N ∪ {∞} and σ-invariant
probability measure µ on Σ+A and any Lipschitz function f we have∣∣∣∣
∫
fdµ−
∫
fdm
∣∣∣∣ ≤ c‖f‖θ
(
θ
N
2 + 2
√
2
(
h(σ) − 1
N
Hµ(ξ
N−1
0 )
) 1
2
)
, (1.1)
where m is the measure of maximal entropy on Σ+A. Moreover, the same
result holds for two-sided subshift (ΣA, σ) with the exponent N/2 of θ replaced
by N/4.
This generalizes and improves [13, Theorem 4.1.2 and Theorem 4.1.3].
We now want to discuss how Theorem 1.1 can be applied to show the effective
equidistribution of periodic orbits. In other words, we want to obtain a rate
of convergence of the distribution of periodic orbits. For any n ∈ N we let
Fixn denote the set of periodic points of period n, namely
Fixn = {x ∈ Σ+A : σn(x) = x}.
By abuse of notation we let Fixn also denote the periodic orbits of ΣA of
order n. For any nonempty finite set I in Σ+A (or ΣA) we let µI denote the
uniform probability measure supported on I, namely,
µI =
1
|I|
∑
x∈I
δx.
Clearly each nonempty element of ξn−10 contains exactly one element from
Fixn. More precisely, for any x ∈ Fixn we have
x ∈ P (x, n) := Cx0 ∩ σ−1Cx1 ∩ · · · ∩ σ−(n−1)Cxn−1 ∈ ξn−10 .
Thus, for any P ∈ ξn−10 we have µI(P ) = 1|I| if P = P (x, n) for some x ∈ I
and it is zero otherwise. Thus,
HµI (ξ
n−1
0 ) = log |I|.
3Consequently, applying Theorem 1.1 we see that for any Lipschitz f it holds∣∣∣∣
∫
fdµ−
∫
fdm
∣∣∣∣ ≤ c‖f‖θ
(
θ
n
4 + 2
√
2
(
hm(σ)− 1
n
log |I|
) 1
2
)
,
this proves the following.
Theorem 1.2. Fix n ∈ N and let I be a nonempty invariant subset of Fixn.
Then, there exists c > 0 such that for any Lipschitz function f we have
|
∫
f dm−
∫
f dµI | ≤ c‖f‖θ
(
θ
n
4 + 2
√
2
√
h(σ)− 1
n
log |I|
)
.
As an immediate consequence we get
Theorem 1.3. If {In} is a sequence of invariant sets with In ⊂ Fixn and
ϕ(n) := h(σ) − 1n log |In| → 0 as n → ∞ then there exists a constant c > 0
such that for any n ∈ N and Lipschitz function f we have
|
∫
f dm−
∫
f dµIn | ≤ c‖f‖θ
(
θ
n
4 + 2
√
2
√
ϕ(n)
)
.
A similar result was studied in a different context in [1]. We note that our
methods are completely different from that of [1]. It is well known (see e.g.
[12, Sublemma 4.10.1]) that |Fixn| ∼ eh(σ)n, that is, limn→∞ |Fixn|/(eh(σ)n) =
1. In fact, it is easy to see that |Fixn| = tr(An) = λn1 + · · · + λns , where λi’s
are eigenvalues of A with λ1 > |λi| for all i 6= 1. Thus, there exists δ > 0
such that |Fixn| = λn1 (1+O(e−δn)), and since h(σ) = log λ1 we deduce that
h(σ)− 1
n
log |Fixn| = O(e−δn).
Hence, as a particular case of Theorem 1.3 we obtain the effective equidis-
tribution of periodic orbits:
Theorem 1.4. There exist constants c, δ > 0 such that for any Lipschitz
function f and n ∈ N we have∣∣∣∣
∫
f dm−
∫
f dµFixn
∣∣∣∣ ≤ c‖f‖θ e−δn.
It is well known that repellers and Axiom A diffeomorphisms admit Markov
partitions. We refer to [2, 3, 15, 16, 8] for more details. Consequently, we
can realize a repeller (J, T ) and an Axiom A diffeomorphism (Ω, T ) as a
factor of a subshift of finite type. By abuse of notation let Fixn denote
the set of closed orbits x with T nx = x. Using Theorem 1.1 and standard
arguments we can obtain the effective equidistribution statements of closed
orbits.
Theorem 1.5. Let (J, T ) be a mixing repeller or (Ω(T ), T ) be a mixing
Axiom A diffeomorphism. Let {In} be a sequence of invariant sets with
In ⊂ Fixn and ϕ(n) := h(T ) − 1n log |In| → 0 as n → ∞ where h(T ) is the
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topological entropy. Then, for any Lipschitz function f there exist constants
C(f) > 0 and θ ∈ (0, 1) such that
|
∫
f dm−
∫
f dµIn | ≤ C(f)
(
θn + 2
√
2
√
ϕ(n)
)
,
for any n ∈ N. Moreover, there exists a constant δ > 0 such that for any
Lipschitz function f we have∣∣∣∣
∫
f dm−
∫
f dµFixn
∣∣∣∣ ≤ C(f)e−δn.
We skip the proof and refer to [8] for more details about using the stan-
dard arguments. We note that defining suitable norms on J or Ω one can
make the dependence of C(f) to f precise. Equidistribution of closed or-
bits of expanding maps and hyperbolic diffeomorphisms were obtained by
M. Misiurewicz in [9] and by R. Bowen in [4, 2], respectively. Our results
in Theorem 1.5 generalize and improve these results with exponential error
terms.
We can also consider a subset Fix′n of Fixn consisting of primitive periodic
orbits, that is, orbits with the least period n. When T : Td → Td is a
linear hyperbolic automorphism of the d-torus, the equidistribution of Fix′n
was obtained in [6]. From [6, Proposition 2.3] it follows that Fix′n ∼ e
h(T )n
n ,
which implies that h(T ) − log |Fix′n|n = O( lognn ). Thus, Theorem 1.5 in this
special case gives the equidistribution of Fix′n with the error term O(
√
logn
n )
improving [6, Proposition 2.4].
2. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We first note that the deduction
of the second half of Theorem 1.1 from (1.1) is standard as we sketch it
now. It follows from [3, 11] that if f ∈ Fθ in ΣA then it is cohomologous to
f ′ ∈ Fθ1/2 with f ′(x) = f ′(y) for all x, y ∈ ΣA satisfying xi = yi for all i ≥ 0.
More precisely, there exist f ′, u ∈ Fθ1/2 and a constant C > 0 independent
of f such that ‖f ′‖θ/2 ≤ C‖f‖θ and f + u ◦ σ − u = f ′. Then, f ′ can be
considered as a function in F+θ/2. Also, any invariant measure on ΣA can be
considered as an invariant measure on Σ+A. Thus, using
∫
fdµ − ∫ f dm =∫
f ′dµ− ∫ f ′ dm and (1.1) we obtain the second half of the theorem. Thus,
it suffices to prove Theorem 1.1 for one-sided subshift.
We recall that ξN−10 =
∨N−1
i=0 σ
−iξ where N is a natural number or N =
∞. We first state properties of the measure m of maximal entropy, known
as Parry measure [10]. This helps us to study the information function
Im(ξ|ξ∞1 ) and see that
∫
Im(ξ|ξ∞1 )dµ = hm(σ) for any invariant measure µ.
We then use Pinsker inequality to relate the difference Im(ξ|ξ∞1 )− Iµ(ξ|ξN1 )
to the difference of entropies of partitions. What remains to do is to relate
5the difference of information functions to
∫
fdm−∫ fdµ and this is done by
constructing the sequence of functions fn = Lnf using the transfer operator
L for subshifts of finite type.
Let A be an s× s irreducible and aperiodic transition matrix and λ > 0 its
largest eigenvalue. It follows from Perron-Frobenius theory cf. [17, § 0.9],
that there are strictly positive left and right eigenvectors (u0, u1, . . . , us−1)
and (v0, v1, . . . , vs−1) respectively with
∑s−1
i=0 uivi = 1. We set pi = uivi
and pij = aijvj/λvi. Then the Markov measure m given by the probability
vector p = (p0, p1, . . . , ps−1) and the stochastic matrix (pij) is the unique
measure of maximal entropy [17, Theorem 8.10]. It is easy to see that for any
admissible (i0, i1, . . . , ik), the (k + 1)-cylinder set C(i0, i1, . . . , ik) := {x ∈
Σ+A : x0 = i0, . . . , xk = ik} =
⋂k
n=0 σ
−nCin satisfies
m(C(iℓ, . . . , iℓ+k)) =
uiℓviℓ+k
λk
. (2.1)
For any partition ζ of Σ+A, let [x]ζ :=
⋂
x∈B∈ζ B denote the atom of ζ contain-
ing x and mζx denote the conditional measure with respect to ζ supported
on [x]ζ . For more information on conditional measures we refer to [7, § 5].
It follows from (2.1) that
m
ξ∞1
x ([x]ξ∞0 ) = limN→∞
m([x]∨N−1
i=0 σ
−iξ)
m([x]∨N−1
i=1 σ
−iξ)
=
ux0
λux1
. (2.2)
Thus,m
ξ∞1
x ([x]ξ∞0 ) is defined everywhere and for any x ∈ Σ+A the information
function Im satisfies
Im(ξ|ξ∞1 )(x) = − logmξ
∞
1
x ([x]ξ) = log λ+ g(σx) − g(x),
where g(y) = log uy0 . So, we immediately get
Lemma 2.1. For any σ-invariant probability measure µ on Σ+A, we have∫
Im(ξ|ξ∞1 )dµ = hm(σ) = log λ.
We now state Pinsker inequality. Consider the n-dimensional simplex ∆n
of probability vectors q = (q1, q2, . . . , qn). For a given p ∈ ∆n with strictly
positive entries we define the function
φp : ∆n → R by φp(q) = −
n∑
i=1
qi log
pi
qi
,
with the convention 0 log pi0 = 0. Fix the norm ‖q‖ =
∑
i |qi| on Rn. We
have [5, Lemma 12.6.1]
Lemma 2.2 (Pinsker Inequality). φp is nonnegative and has a unique 0 at
p. Moreover, for any q ∈ ∆n we have
‖q − p‖ ≤
√
2φp(q).
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Let p(x), q(x) ∈ ∆s be given by pi = pi(x) = mξ
∞
1
x (Ci) and qi = qi(x) =
µ
ξN1
x (Ci). Then,∫
(Im(ξ|ξ∞1 )(y)− Iµ(ξ|ξN1 )(y))dµξ
N
1
x (y)
= −
s∑
i=1
µ
ξN1
x (Ci) log
m
ξ∞1
x (Ci)
µ
ξN1
x (Ci)
= φp(x)(q(x)).
It is easy to see that pi = m
ξ∞1
x (Ci) = 0 for some i if and only if Ci∩[x]ξ∞1 = ∅
if and only if Ci∩ [x]ξN1 = ∅ for any N ∈ N. So, we must have µ
ξN1
x (Ci) = 0 in
which case we simply drop the i-th term in the definition of φp. Now, apply-
ing Lemma 2.1 together with the fact
∫ ∫
Iµ(ξ|ξN1 )dµξ
N
1
x dµ(x) = Hµ(ξ|ξN1 )
we obtain
Lemma 2.3. For any invariant probability measure µ on Σ+A, we have∫
φp(x)(q(x))dµ(x) = hm(σ)−Hµ(ξ|ξN1 ).
Now we are in a position to introduce the sequence (fn)n≥0 of functions using
the transfer operator. Let L : L1(Σ+A, ξ∞0 ,m) → L1(Σ+A, ξ∞0 ,m) denote the
transfer operator given by
Lf = dmf ◦ σ
−1
dm
where dmf = fdm.
The following is classical (see e.g. [3, Lemma 1.10 ] and [11, Theorem 2.2] ).
Lemma 2.4. There exist constants C > 0 and ρ ∈ (0, 1) such that for any
Lipschitz function g on Σ+A with
∫
gdm = 0 we have
‖Lng‖θ ≤ Cρn‖g‖θ, for any n ≥ 0.
We have
Lemma 2.5. For any f ∈ F+A , any probability invariant measure µ on Σ+A,
and n,N ∈ N we have∣∣∣∣
∫
fn+1 dµ−
∫
fn dµ
∣∣∣∣ ≤ ‖fn‖θ
(
θN+1 +
√
2
(
hm(σ)−Hµ(ξ|ξN1 )
) 1
2
)
,
where fn := Lnf = Lfn−1.
Proof. It is easy to see that (Lf)◦σ = Em(f |ξ∞1 ). Hence, using σ-invariance
of µ we have∫
fn+1 dµ−
∫
fn dµ =
∫
Em(fn|ξ∞1 )dµ −
∫
Eµ(fn|ξN1 )dµ. (2.3)
7Clearly Ci ∩ [x]ξ∞1 = {y(i) = ix1x2 · · · } or empty. In any case we have
Em(fn|ξ∞1 )(x) =
∫
fn(y) dm
ξ∞1
x (y) =
∑
i∈Λ
fn(y
(i))m
ξ∞1
x (Ci).
Also, for any y ∈ Ci ∩ [x]ξN1 we have d(y, yi) ≤ θ
N+1. Thus, for µ-a.e. x
|Eµ(fn|ξN1 )(x)−
∑
i∈Λ
fn(y
(i))µ
ξN1
x (Ci)|
= |
∑
i∈Λ
∫
Ci
(fn(y)− fn(y(i)) dµξ
N
1
x (y)| ≤ θN+1|fn|θ.
Consequently, this gives
|Em(fn|ξ∞1 )(x) −Eµ(fn|ξN1 )(x)|
≤ θN+1|fn|θ +
∑
i∈Λ
|fn(y(i))||mξ
∞
1
x (Ci)− µξ
N
1
x (Ci)|
≤ θN+1|fn|θ + |fn|∞‖p(x)− q(x)‖.
Using Lemma 2.2 and Cauchy-Schwarz inequality we deduce
|
∫
fn+1 dµ −
∫
fn dµ| ≤
∫
(θN+1|fn|θ + |fn|∞‖p(x)− q(x)‖) dµ
≤ θN+1|fn|θ + |fn|∞
∫ √
2φp(x)(q(x)) dµ(x)
≤ θN+1|fn|θ + |fn|∞
√
2
∫
φp(x)(q(x)) dµ(x)
= θN+1|fn|θ +
√
2|fn|∞
√
hm(σ)−Hµ(ξ|ξN1 ).

We need one more lemma before we prove Theorem 1.1.
Lemma 2.6. Let (an)n≥0 be a decreasing sequence of nonnegative integers
and set An =
a0+a1+···+an−1
n . Then, for any n ∈ N and h ≥ a0 we have
2(h−An) ≥ h− a⌊n2 ⌋.
Proof. It suffices to prove the lemma for h = a0 and in this case the conclu-
sion follows from the inequality
An ≤ 1
n
(⌊n
2
⌋
a0 + (n−
⌊n
2
⌋
)a⌊n2 ⌋
)
≤ 1
2
(a0 + a⌊n2 ⌋).

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Proof of Theorem 1.1. It suffices to prove Theorem 1.1 for Lipschitz func-
tions f with
∫
fdm = 0. As before we set fn = Lnf for n ≥ 0. From
Lemma 2.4 we see that
∫
fn dµ converges to 0 =
∫
f dm which gives∣∣∣∣
∫
fdµ−
∫
fdm
∣∣∣∣ = limn→∞
∣∣∣∣
∫
fdµ−
∫
fndµ
∣∣∣∣ ≤
∞∑
n=0
∣∣∣∣
∫
fn+1dµ−
∫
fndµ
∣∣∣∣ .
Now, using the estimate from Lemma 2.5 together with Lemma 2.4 we con-
clude∣∣∣∣
∫
fdµ−
∫
fdm
∣∣∣∣ ≤
∞∑
n=0
‖fn‖θ
(
θN+1 +
√
2
(
hm(σ)−Hµ(ξ|ξN1 )
) 1
2
)
≤ C
1− ρ‖f‖θ
(
θN+1 +
√
2
(
hm(σ)−Hµ(ξ|ξN1 )
) 1
2
)
.
Now, we consider how to replace Hµ(ξ|ξN1 ) by 1NHµ(ξN−10 ). We know that
1
N
Hµ(ξ
N−1
0 ) =
1
N
Hµ(ξ
N−1
0 ) =
1
N
N−1∑
n=0
Hµ(ξ|ξn1 ). (2.4)
It follows from Lemma 2.2 and Lemma 2.3 that Hµ(ξ|ξn1 ) ≤ hm(σ) for any
n ∈ N and in particular we have 1NHµ(ξN−10 ) ≤ hm(σ). Thus, applying
Lemma 2.6 for h = hm(σ) and an = Hµ(ξ|ξn1 ) we get
2(hm(σ) − 1
N
Hµ(ξ
N−1
0 )) ≥ hm(σ)−Hµ(ξ|
⌊N2 ⌋∨
i=1
σ−iξ).
Hence, for any N ∈ N∣∣∣∣
∫
fdµ−
∫
fdm
∣∣∣∣ ≤ C1− ρ‖f‖θ
(
θ
N
2 + 2
√
2
(
hm(σ)− 1
N
Hµ(ξ
N−1
0 )
) 1
2
)
,
which finishes the proof. 
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