Abstract-In this paper, we propose a quality-of-service (QOS)-guaranteed transport system (QTS), which offers various QOS's at the transport layer for broad-band multimedia communications. The QTS, composed of a bandwidth allocator and a transport protocol module, supports three classes of applications requiring different bit rates, delay sensitivity, and loss sensitivity. The bandwidth allocator intelligently manages the allocation of transport-layer bandwidth at the expense of imposing inevitable blocking of delay-sensitive application connections. The transport protocol module of the QTS performs rate-based flow control for delay-sensitive applications based on transfer rates predetermined by the bandwidth allocator. In addition, the module accomplishes error control only for loss-sensitive applications. As a result, as will be shown, by providing guaranteed rates and reducing the error control overhead, the QTS offers satisfactory bounded delays and jitters for delay-sensitive applications, while incurring minimal throughput degradation for loss-sensitive applications. Finally, we demonstrate the superiority of the QTS over transmission control protocol (TCP) via simulation results in terms of maximum and mean system delays and delay jitter.
I. INTRODUCTION

B
ROAD-BAND networks have been widely deployed to support broad-band multimedia applications [1] - [8] , including file transfers, images, audio, and high-quality video. These applications immensely require the guarantee of quality of service (QOS), such as bounded end-to-end delay and jitter and/or error-free transmissions. Broad-band integrated services digital network (BISDN)/ asynchronous transfer mode (ATM) [1] , [9] - [12] has been designed to meet these requirements at lower layers of the protocol stack. Consequently, this results in the shift of the performance bottleneck toward the transport layer [13] , [14] .
Traditional transport protocols, such as the transmission control protocol (TCP) [15] and International Standards Organization (ISO) TP4 [16] , were designed for low-speed error-prone networks. These protocols perform end-to-end flow control by means of the sliding window mechanism. The mechanism provides low latency transmissions under light loads by increasing the window size and offers robust communications under heavy loads by decreasing the window size. However, on the one hand, the modification of the window size should be kept at a minimum for reducing the overhead being imposed to networks. On the other hand, the window size should be frequently modified to dynamically adapt to varying traffic characteristics. Consequently, the dilemma renders these protocols unviable for broad-band multimedia applications exhibiting diverse traffic characteristics in nature.
To alleviate the problem, versatile message transaction protocol (VMTP) [17] , network block transfer (NETBLT) [18] , and Xpress transport protocol (XTP) [19] employed rate-based flow control in lieu thereof. The major challenge becomes the determination of transfer rates. Moreover, the high-speed transport protocol (HSTP) [14] and multistream protocol (MSP) [21] , [22] employed loss-free transmissions for loss-sensitive applications and low-latency transmissions for delay-sensitive applications. Real-time transport protocol (RTP) [20] adopted a light-weight protocol (e.g., user datagram protocol (UDP) [15] ) to offer low latency for delay-sensitive applications. These protocols, which have been shown to be superior, unfortunately still result in severe performance degradation due to the lack of QOS guarantee should the transport layer be overloaded.
In this paper, we propose a QOS-guaranteed transport system (QTS), which offers diverse QOS's at the transport layer for broad-band multimedia and industrial applications. Potential industrial candidates include applications involving rolling and a capstan lathe factory. The QTS is composed of a bandwidth allocator and a transport protocol module. It supports three classes of applications demanding different bit rates, delay sensitivity, and loss sensitivity. These three classes are: constant-bit-rate (CBR)-based delay sensitive, variablebit-rate (VBR)-based delay sensitive, and VBR-based loss sensitive.
The bandwidth allocator of the QTS intelligently manages the allocation of transport-layer bandwidth at the expense of imposing inevitable blocking of delay-sensitive application connections. The transport protocol module of the QTS performs rate-based flow control for delay-sensitive applications based on the transfer rate predetermined by the bandwidth allocator. Moreover, the module offers error control only for loss-sensitive applications. As a result, as will be shown, by providing guaranteed rates and reducing the error control (including checksum) overhead, the QTS offers satisfactory bounded delays and jitters for delay-sensitive applications, 0278-0046/98$10.00 © 1998 IEEE while incurring minimal throughput degradation for losssensitive applications. Finally, we demonstrate the superiority of the QTS over TCP via simulation results in terms of maximum and mean system delays and delay jitter.
The remainder of this paper is organized as follows. Section II presents the architecture of the QTS. For the bandwidth allocator module of the QTS, the analytic computation of the minimum transfer rate is proposed in Section III. Section IV shows analytic and simulation results that validate the accuracy of the analytical model and draws performance comparisons between the QTS and TCP in terms of maximum and mean system delays and delay jitter. Section V then focuses on the operations and performance results of the other module, namely. the transport protocol module. Finally, concluding remarks are given in Section VI.
II. QTS ARCHITECTURE
The QTS supports three classes (A, B, and C) of applications, requiring different bit rates, delay sensitivity, and loss sensitivity. In particular, class-A applications are CBR-based delay sensitive, class-B applications are VBR-based delay sensitive, and class-C applications are VBR-based loss sensitive. Table I lists the characteristics of a number of applications which will be used throughout the remainder of this paper. In the table, these application examples are classified with respect to five characteristics: class, traffic property, mean load, burstiness, and QOS in terms of maximum system delay.
In terms of class, CBR audio and file transfers are class-A and class-C applications, respectively. VBR audio, VBR video, and image are examples of class-B applications. In terms of traffic property, CBR audio generates a fixed-length packet every interpacket gap [31] , [32] , and VBR video generates a variable-length frame every interframe gap [30] - [32] , [35] . Moreover, VBR audio generates a fixed-length packet every interpacket gap only during the talkspurt period and generates no packet during the silence period. Without being explicitly specified, the length of time is measured in units of packet processing delay, i.e., 320 s [39] . The length of packet is measured in units of 1 kbyte. Furthermore, in terms of mean load and burstiness, Motion Picture Experts Group (MPEG)-IIbased [40] video on demand (VOD) generates immense mean traffic load, while MPEG-I-based [41] video conferencing (VC) exhibits the largest burstiness. Finally, as for QOS in terms of maximum end-to-end delay (referred to as system delay hereinafter), video applications accept larger maximum system delay than audio applications, while file transfers even tolerate unbounded system delay.
The architecture of the QTS is shown in Fig. 1 . The QTS consists of two major components, a bandwidth allocator and a transport protocol module. Basically, the bandwidth allocator is responsible for making the connection acceptance or rejection decision by determining if the allocated transfer rate can be satisfied. In particular, the allocator accepts any class-A connection and sets its CBR value as the transfer rate should its CBR value not exceed the current available transport bandwidth. For any class-B connection, a minimum transfer rate is first computed based on a queueing model (described in Section III) aimed at offering the QOS guarantee. The connection is accepted only if the resultant rate is tolerable. Finally, the allocator unconditionally accepts all class-C connections. The logic of the bandwidth allocator is formally presented in Fig. 2 .
The transport protocol module is responsible for transferring data via three processes: packetization, error control, and ratebased flow control. Application messages are first packetized into fixed-length packets. Error control is engaged only for loss-sensitive class-C packets. The rate-based flow control then regulates the departure of delay-sensitive packets on the predetermined rate basis and polices loss-sensitive packets on an available packet rate (APR) [42] basis. 
III. BANDWIDTH ALLOCATOR
In this section, we first introduce the VBR-traffic source models. Based on the source models, we derive the unfinished work distribution and, in turn, the maximum system delay (i.e., end-to-end delay). The corresponding minimum transfer rate is finally determined.
A. Traffic Source Models
We consider two types of VBR applications, compressed audio and compressed video [9] , [11] . The source model of each type of application is described in the following.
1) VBR Audio: Any VBR-audio traffic can be modeled as a two-state Markov chain [28] , alternating between the ON and OFF states, each of which is slot in length. denotes the probability of switching from the ON state to the OFF state, and denotes the opposite probability. Any source stream is considered as a sequence of cycles, each of which consists of a talkspurt period, defined as a number of consecutive ON states each of which is slot in length, followed by a silence period defined as a number of OFF states, each of which is also slot long. Moreover, one packet is generated per time slots in the ON state during the talkspurt period, and no packet is generated in the OFF state during the silence period. Accordingly, the single-step transition probability matrix is expressed as if mod if mod (1) where is the time slot at which the first packet arrives. Let at the initial time slot. Let be the state probability vector at time slot That is, where and are the probabilities being in the ON and OFF states at time slot respectively. We can obtain from and With the probability mass function (PMF) of the number of packets generated at time slot becomes if if otherwise (2) 2) VBR Video: Any VBR-video traffic generates a frame (a positive number of fixed-size packets) every time slots. A typical example is an MPEG-II encoded stream in which variable-size I, B, and P frames [40] are generated per 1/60 s. The PMF of the number of packets generated at time slot becomes if if otherwise (3) where is the probability that a frame of packets long arrives, is the maximum number of packets allowed in a frame, and is the time slot at which the first frame arrives.
B. System Delay Analysis
Based on the above traffic models, we first derive the unfinished work distribution for an observed connection under a given transfer rate, followed by the analysis of the maximum system delay.
1) Unfinished Work Distribution:
The unfinished work is the amount of packets waiting for transmission. Packets are served at a normalized transfer rate, denoted as can be reformed as a proper fraction " positive integer" representing that, at most , units of packets are transmitted in time slots. The time slots constitute a cyclic interval. Accordingly, any absolute time index, for example, time slot can be transformed as the th time slot of the th cyclic interval. Thus, and defined in the above subsection can be rewritten as and The relationships among random variables are depicted in Fig. 3 .
Let represent the amount of unfinished work for an observed connection at the beginning of the th time slot of the th interval. Meanwhile, the number of packets arrive from the observed connection. The amount of unfinished work becomes During the th time slot, the amount of work is served if is not less than Consequently, unfinished work is left at the beginning of the next time slot. Notice that the number of arrival packets are allowed to be greater than one unit, but, at most, one unit of packets is served in a time slot. Therefore, for Assuming According to Fig. 3 , we simply get if if (4) where is the size of the unfinished work buffer. Since is equal to plus the amount of served work in this time slot, one gets 
Let and be the PMF of and That is, and In addition, let and be the PMF of for an audio and a video connection, respectively. Thus, the distributions for audio and video connections are given, according to (6) , by
respectively. is the PMF of i.e., . Thus, the distributions are given, according to (7), by (10) where is an operator representing the maximum function of probability distributions [37] . The steady-state probability of the amount of unfinished work observed from the arrival packet in the th time slot of a cyclic interval, denoted as is expressed as (11) 2) System Delay Distribution: We now derive the system delay distribution taking the VBR video as an example. The system delay is composed of three delays incurred at the sender, the network, and the receiver. In a delay-guaranteed network and a receiver with all its capacity preallocated, the network and receiver delays can be assumed to be constants. In the following analysis, we first derive the sender delay distribution based on the unfinished work distribution given in the previous subsection. Moreover, the service discipline is assumed to be first come first served (FCFS).
After the system reaches the steady state, the observed frame arrives at the beginning of the th time slot in a cyclic interval, as shown in Fig. 4 . All arriving packets behind the observed frame are ignored owing to the fact that the sender delay of the observed frame is unaffected. Let and denote the amount of unfinished work at the th time slot in a cyclic interval before and after the observed frame has arrived, respectively. The relationship can be expressed as (12) where is the number of packets in the observed frame. The sender delay distribution is now separately derived, considering whether or not the unfinished work can be consumed within the current cyclic interval. In the first case [ Fig. 4(a) ], in which the unfinished work cannot be consumed within the current interval, the sender delay is composed of three time durations. They are the time period between the tested packet arrival and the end of the current interval, the time duration of a number of complete cyclic intervals spending to serve the remaining work, and the service time serving the final leftover work. That is, (13) where is the smallest integer satisfying the following equation: (14) In the second case [ Fig. 4(b) ], in which the unfinished work can be consumed within the current interval, the waiting time can be given as (15) where is the smallest integer satisfying the following equation: (16) As a whole, the sender delay is summarized as (17) Let and be the PMF's of and respectively. That is, and In addition, let and be the PMF's of and That is, and where is given by (11) . Thus, the distribution is given, according to (12) , by (18) The sender delay distribution for the tested packet arrival at the th time slot of a cyclic interval, according to (17) (20) where is the probability of the observed frame arrival at the th time slot of a cyclic interval.
is derived by the (21) where is equal to the greatest common division of and [38] . The maximum system delay distribution is (22) assuming that each of the network and receiver delays is assumed to one time slot in length. The maximum system delay is the smallest integer to satisfy the following equation: (23) We have so far shown the derivation of the maximum system delay for VBR video. The same analysis can be applied for a VBR audio by replacing in (18) and by in (21) . Consequently, according to the above analysis, any required maximum system delay, as will be shown next, corresponds to a minimum transfer rate guaranteeing the achievement of such maximum delay for any newly arrived connection.
IV. ANALYTIC AND SIMULATION RESULTS
We are now at the stage of determining for VBR applications based on analytic computational results. The analytic computation terminates if all entries of matrix are smaller than 10 We also ran time-based simulation using the same set of parameters as analysis, such as the traffic model, the scheduling discipline, and the buffer size. Simulation terminates if the maximum system delay remains the same for 10 time ticks. Fig. 5 shows the maximum system delay as a function of the normalized transfer rate for VBR applications specified in Table I . The figure demonstrates that analytic results profoundly agree with simulation results. Moreover, the maximum system delay declines as the transfer rate increases. Based on these results, can be determined as follows. For instance, can be allocated as a rate of 1/20 for MPEG-I-based VC achieving a QOS delay of 625 time slots, as shown in the second curve from the left in Fig. 5 . Fig. 6 demonstrates the impact of granted applications (class A or class B) on the number of accepted class-B video connections. Due to the QOS guarantee for both class-A and class-B applications, the number of accepted class-B video connections declines as the load of class-A or class-B applications increases. More significantly, in comparison with Fig. 6(a), Fig. 6(b) shows that the number of class-B connections allowed under a given amount of the VBR class-B load is less than that under the same amount of the CBR class-A load. This is because an increase in traffic burstiness results in a decrease in statistical multiplexing gain [43] .
We now draw performance comparisons between the QTS and TCP in terms of the maximum system delay, throughput, and the interframe delay via simulation results. In the simulation of TCP, the processing time of a packet was set as 370 s, including the checksum delay of 65 s [39] . In the simulation of the QTS, the processing time of a packet for class-A and class-B applications was set as 320 s due to the omission of the checksum processing. As for class-C applications, the processing time of a packet was set as 390 s, owing to the inclusion of the checksum processing and bandwidth allocation overhead in the QTS. Furthermore, the window size in TCP was set to 4 kbytes [44] in length. Fig. 7 illustrates the maximum system delay under various loads of class-A and class-B audio applications. As shown in Fig. 7(a) , the QTS performs as well as TCP for class-B applications if the class-A audio load is within the allowance of the QTS. It is worth noting that the QTS stringently imposes a limit in the class-A audio load in an effort to guarantee the maximum system delay for accepted class-B applications. In contrast, TCP unlimitedly accepts class-A audio applications, resulting in an unbounded maximum system delay for class-B applications. Moreover, as was expected, the class-C applications in the QTS suffer higher maximum system delay than TCP owing to the best-effort transferring nature for class-C packets in the QTS. Fig. 7(b) shows the maximum system delay under class-B audio loads. As shown in the figure, TCP incurs higher maximum system delay than the QTS for class-B applications under light and medium loads of class-B audio applications. More significantly, the QTS performs as well as TCP for the class-C application in this case. Fig. 8 shows the maximum system delay under a variety of class-C connections. As shown in the figure, the maximum system delay for class-B applications in TCP increases with the number of granted class-C connections. However, the QTS provides a near-constant maximum system delay for class-B applications, regardless of the number of accepted class-C connections. In comparison with TCP, the QTS achieves superior performance for class-B applications due to the preallocation of the transport bandwidth. Owing to the extra processing overhead, the QTS imposes higher system delay for the class-C applications than TCP. Fig. 9 displays the interframe delay of an MPEG-I-based VOD application under various class-A and class-B loads and the number of class-C connections. As shown in Fig. 9(b) , (d), and (f), the QTS guarantees a bounded interframe delay and variance under diverse traffic loads. In contrast, TCP exhibits unbounded interframe delay and large delay variance under heavier traffic loads, as depicted in Fig. 9(a) , (c), and (e). Notice that, as shown in Fig. 9(b) and (d) , the QTS exhibits minor delay fluctuation resulting from the sharing of the bandwidth with class-A and class-B applications.
V. TRANSPORT PROTOCOL MODULE
The transport protocol module of the QTS performs flow control, in addition to traditional transport layer functions [15] , such as error control, connection management, addressing, and multiplexing. Since the discussion of these traditional transport functions is beyond the scope of the paper, we only focus on the design of the rate-based flow control mechanism. In essence, the QTS performs rate-based flow control for class-A and class-B traffic based on predetermined by the bandwidth allocator. Fig. 10 depicts performance comparisons between rate-based flow control of the QTS and window-based flow control of TCP, in terms of mean system delay and delay jitter. As shown in the figure, although both system delay and delay jitter increase with the load of class-B audio under any flow control mechanism, the QTS results in bounded and considerably low delay compared to TCP.
As was previously described, the transport protocol module of the QTS offers error control (including checksum) only for loss-sensitive applications. The lack of error control for delaysensitive applications yields the reduction of the system delay and the increase of system throughput.
VI. CONCLUSIONS
This paper has presented a QTS which offers diverse QOS's for broad-band multimedia and industrial applications. The QTS is composed of a bandwidth allocator and a transport protocol module. It supports three classes of applications demanding different bit rates, delay sensitivity, and loss sensitivity. The bandwidth allocator of the QTS intelligently manages the allocation of transport-layer bandwidth. The transport protocol module of the QTS performs rate-based flow control for delay-sensitive applications based on the transfer rate predetermined by the bandwidth allocator. As a result, the QTS stringently guarantees the maximum system delay for accepted class-A and class-B applications at the expense of imposing inevitable blocking of such connections. Furthermore, the paper has shown that the QTS guarantees a bounded inter-frame delay and delay variance under diverse traffic loads, while TCP exhibits severe delay fluctuation under heavier loads.
