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Abstract
We introduce a class of graphs called compound graphs, generalizing rectangles,
which are constructed out of copies of a planar bipartite base graph. The main result
is that the number of perfect matchings of every compound graph is divisible by the
number of matchings of its base graph. Our approach is to use Kasteleyn’s theorem
to prove a key lemma, from which the divisibility theorem follows combinatorially.
This theorem is then applied to provide a proof of Problem 21 of Propp’s Enumer-
ation of Matchings, a divisibility property of rectangles. Finally, we present a new
proof, in the same spirit, of Ciucu’s factorization theorem.
1 Introduction
The number of perfect matchings of a planar graph (or equivalently, the number of domino
tilings of its planar dual, as shown in Figure 1) has been the subject of much study, and
many striking numerical relations have been observed among the matchings of related
graphs. One such relation, which provides the motivation for this paper, is the following
problem posed by Jim Propp [8]. Let R(m,n) denote the m × n rectangular graph, or,
more formally, Pm × Pn, where Pk is the path graph with k vertices. Let #G denote the
number of perfect matchings (which we will refer to simply as “matchings”) of a graph G.
The divisibility property referred to in the title is that if a, b, A,B are positive integers
such that a + 1 | A + 1 and b + 1 | B + 1, where | represents integer division, then
#R(a, b) | #R(A,B).
Propp notes that this divisibility property can be proved quite easily from Kasteleyn’s
original formula expressing the number of matchings of an m× n rectangle as
#R(m,n) =
m∏
j=1
n∏
k=1
(
4 cos2
πj
m+ 1
+ 4 cos2
πk
n+ 1
)1/4
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Figure 1: A sample matching of R(4, 5) and corresponding domino tiling
of its planar dual.
and a dose of abstract algebra. This proof, however, is unsatisfying because it provides
no combinatorial insight. A different approach is to express the number of matchings,
for fixed a, as a linearly recurrent sequence; proving that this particular sequence is
a divisibility sequence is possible algebraically for small values of a. For example, the
sequence R(2, n) is known to be the Fibonnaci sequence shifted by one, which indeed
satisfies the divisibility property. This type of proof, too, leads to no combinatorial insight.
Both approaches are also very specifically tailored to the case of rectangular regions.
One question is then whether there exists a combinatorial proof of this divisibility
property. In this paper, we prove a generalized divisibility theorem, introducing a class of
graphs called compound graphs. When specialized to rectangles, this theorem provides a
proof of the divisibility property of rectangle domino tilings which, despite making use of
linear-algebraic techniques, provides combinatorial insight. The key combinatorial lemma
of the proof is the “zero-sum lemma.” The zero-sum lemma states that the sum of the
signed number of matchings over a family of closely related compound graphs is zero.
In fact, this zero-sum lemma is related to a couple of other results in the domino
tiling literature, such as Ciucu’s factorization theorem [1]. Ciucu’s factorization theorem
provides a neat proof of the case #R(a, b) | #R(a, 2b + 1), and thus our divisibility
result may be viewed as generalizing Ciucu’s theorem. The similarity between these two
theorems is not a coincidence; in the last section of the paper, the same linear-algebraic
techniques used to prove the zero-sum lemma are applied to provide an alternative proof
of Ciucu’s lemma when the graph is bipartite. Another related result is Kuo’s graphical
condensation theorem, or more precisely, his series of graphical condensation relations
presented in Section 2 of [6]. Yan and Zhang show that Kuo’s graphical condensation
relations can be deduced as a special case of Ciucu’s lemma [10].
An open problem which we propose to the reader is that of the seemingly analogous
divisibility property of Aztec pillows, for which no proof, combinatorial or otherwise, is
known to the author. An Aztec pillow is pictured in Figure 2 and was originally presented
in [8]. If we let APn denote the Aztec 3-pillow of width 2n (either 0 or 2 mod 4 as the case
may be), then it appears that #APm | #APn whenever m + 3 | n + 3. The author has
verified this fact computationally for m,n < 77. In fact, when APn is decomposed into a
linearly recursive part and a square part according to Propp’s conjecture, both parts seem
to be divisibility sequences. Strangely enough, neither 5-pillows, 7-pillows, nor 9-pillows
(as defined in [2]) seem to share this divisibility property, although Aztec diamonds do
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Figure 2: The Aztec pillow graph of order 9
trivially. This mysterious Aztec pillow divisibility, if true, may be of a fundamentally
different character from the rectangle divisibility which is the subject of this paper.
2 Definition of Compound Graphs
We provide a constructive definition of compound graphs. Begin by choosing two planar
bipartite graphs, the base graph and the supergraph, and assign to their vertices a bipartite
coloring of black and white. We additionally require that the base graph have an equal
number of black and white vertices. Place a copy of the base graph, retaining the original
coloring, at each vertex of the supergraph. The vertices of the supergraph are thus
abstract and represent copies of the base graph. The planar embedding chosen will become
important later, so we specify that for each black vertex of the supergraph, the original
embedding of the base graph is retained for that copy, while for each white vertex of the
supergraph, the embedding is reversed through reflection. In addition, the copies of the
base graph must all be placed outside of each other, so that all the original faces (except
the outer face) are preserved. However, when we refer to the “outer face” of a copy of the
base graph, we will mean the set of edges forming its original outer face (which may no
longer be a face after the addition of more edges). An example compound graph is shown
in Figure 3.
The vertices belonging to the copies of the base graph are called base vertices, the
edges base edges, and the faces base faces. Define an equivalence relation ∼= on the base
vertices by saying u ∼= v if and only if u and v correspond to the same vertex of the
base graph. In this sense, each vertex of the original base graph may be thought of as
an equivalence class. Analogously, let us say that two bases edges are equivalent if and
only if they correspond to the same edge of the base graph. Because no two vertices on
different copies of the base graph are or will be adjacent, two edges are equivalent if and
only if their respective endpoints are equivalent.
Next, a number of vertices and edges shall be added to the graph in a certain way,
subject to the condition that the resulting graph must remain planar. For each edge of
the supergraph, whose endpoints correspond to two copies of the base graph, say, G1 and
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(a) Base graph
(b) Supergraph
(c) Compound graph
Figure 3: An example compound graph with corresponding base graph
and supergraph pictured. Although the base graph shown here is a sub-
graph of the square lattice, this need not be the case.
G2, we can place one or more vertices which we call stems. Each stem is then connected
to exactly one vertex on the outer face of each of G1 and G2, and the two vertices must
be equivalent. We will furthermore specify that all the stems are colored black, so that
they must connect to white vertices.
Suppose p stems have been added in this way. Then, the final modification is to place p
vertices referred to as leaves, which have degree 1 and connect to any of the black vertices
lying on the outer face of a copy of the base graph. The leaves will all be white. (When
we refer to leaves in the following discussion, we refer to these leaves, not to any base
vertices which happen to have degree 1.)
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Any graph thus obtained by this procedure involving a base graph, supergraph, and
stems and leaves is called a compound graph. The fact that the stems are black and the
leaves are white is important only for the proof of the zero-sum lemma; in the last section,
we will remove that constraint, but require that the supergraph have only two vertices.
The subsequent results will be stated for weighted graphs (and may be specialized to
the case of unweighted graphs by setting all the weights equal to 1). The weight of a
matching is defined to be the product of the weights of all the edges in the matching. The
“number of matchings” of a weighted graph G, written symbolically as #G, refers to the
sum of the weights of all matchings of G.
Given a weighted base graph, the weights of a compound graph are assigned as follows.
Each base edge of the compound graph is assigned the weight of the edge in E to which
it corresponds. The weights of the edges attached to stems or leaves may be assigned
arbitrarily, with the condition that any two edges attached to the same stem are given
the same weight. The effect of these weights is merely to multiply the number of matchings
by a factor. For simplicity, we will assume that each of these edges has a weight of 1.
The weights may lie in any integral domain R. Note that, although setting R to be the
integers is perhaps the most natural choice, R can be much more general. For example,
we can let each base edge define a different variable as its weight, and let R be the ring
of integer polynomials in these variables.
The main result, which will be proved in Section 4, is that the weighted number of
matchings of a compound graph is divisible by the weighted number of matchings of its
base graph.
3 Kasteleyn’s Theorem and Sign Functions
Kasteleyn’s theorem expresses the number of matchings of a graph as the determinant of
a certain matrix, with the aid of a sign function defined on the edges. This technique
has been described in various forms in the literature; for example, Kasteleyn originally
presents the technique in terms of choosing a “Pfaffian orientation” for a planar graph
which need not be bipartite [4]. For the reader’s convenience, we restate Kasteleyn’s
theorem in the bipartite form used by Percus [7] and present the necessary definitions
and propositions involving sign functions. The first two facts, Lemma 3.2 and Lemma 3.3,
are known and draw from Kasteleyn’s original papers [3, 4] and Kenyon’s expository
notes [5]. At the end of this section, we present a new lemma regarding sign functions on
compound graphs.
Suppose we have a planar bipartite graph with edge set E. A sign function is a function
sgn : E → {1,−1} such that if C is a simple cycle of length 2ℓ, strictly enclosing an even
number of points, then ∏
e∈C
sgn e = (−1)ℓ−1.
Unfortunately, sign functions are not independent of which planar embedding of a
graph is chosen. Therefore, when we discuss sign functions on compound graphs, we will
have to specify a planar embedding, up to homeomorphism. We have already described
the electronic journal of combinatorics 23(3) (2016), #P3.5 5
the embedding of the copies of the base graph. In the subsequent discussion, let us specify
that the leaves shall always be drawn on the outside of the copies of the base graph, so
that the original faces of the base graph are preserved. Any planar embedding of the
stems may be chosen.
Now, given a sign function, Kasteleyn’s theorem allows us to calculate the number of
perfect matchings. In the original formulation of the theorem, a matrix is used, requiring
an arbitrary enumeration of the vertices. To avoid the messiness of indexing vertices,
we recast Kasteleyn’s theorem using a linear operator, and view it when convenient as
a matrix whose rows and columns are indexed by vertices, modulo permutation of the
vertices.
Let G be the set of planar bipartite graphs, with vertices colored black and white, such
that there are an equal number of black and white vertices. (If the number of black and
white vertices differs, then there are clearly no matchings.) Note that, by definition, both
a compound graph and its base graph are members of G.
For each graph H in G, define the following two vector spaces: Let Vb be the space of
F -valued functions on the black vertices, and let Vw be the space of F -valued functions on
the white vertices, where F is the quotient field of the ring R containing the edge weights.
Addition and scalar multiplication are defined as usual. For each vector space, we take
the set of indicator functions for each vertex as the standard basis.
Now we defineK : Vw → Vb as the linear operator represented by the matrixK = (Kuv)
for black vertices u and white vertices v, with
Kuv =
{
sgn(u, v) wt(u, v) if u ∼ v
0 otherwise.
(We write u ∼ v if u and v are connected by an edge, and let (u, v) denote the correspond-
ing edge.) So in other words, for any function f ∈ Vw, we have
(Kf)(u) =
∑
v∼u
f(v) sgn(u, v) wt(u, v).
Since an ordering of the vertices has not been chosen, the determinant of K is defined
only up to sign.
Theorem 3.1 (The Kasteleyn-Percus Theorem). The determinant of K equals, up to
sign, the number of matchings of H.
Proof. The proof is well-known, and can be found in [7].
We return to a discussion of sign functions, with the primary goal of proving their
existence. In order to describe sign functions on compound graphs, we must make use of
several propositions.
First, however, let us clarify some terminology. By “faces” of a graph, we will be
referring only to inner faces, excluding the outer face, unless otherwise specified. By
“edges” of a face we will refer to the multiset of edges encountered when traversing the
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boundary of the face. Thus, in Figure 4, the edges consist of e0, e1, . . . , e11 even though
e1 = e2, e8 = e11 and e9 = e10. However, these pairs of equal edges will not be regarded
as distinct in the edge set E.
Finally, let F be a face of the graph with 2m edges. Given any function f from the
edges to {1,−1}, let us call F positive with respect to f if the product of f over all edges
of F is (−1)m−1, and negative otherwise.
e0
e1
e2
e3
e4e5
e6
e7e8 e11
e9 e10
Figure 4: Counting multiplicities of edges of a face
Lemma 3.2. If all faces in G are positive with respect to f , then f is a sign function.
Proof. We will prove the stronger statement that if all faces in G are positive, then for
all simple cycles C of length |C|, strictly enclosing A(C) points,∏
e∈C
sgn f = (−1)|C|/2+A(C)−1.
The proof will be by induction on the number of faces contained in C.
For the base case, suppose C contains only one face. The edges of the face form a cycle
C′, which may not necessarily be simple. If C′ = C, then the claim follows trivially. If not,
then C′ consists of C, together with one or more doubled trees extending into the interior
of the face. Suppose that A(C) vertices are strictly enclosed by C. Then it is clear that
the sum of the lengths of the trees must be A(C), so that |C′| = |C| + 2A(C), where | · |
denotes the length of the cycle, including multiplicities. Since the trees are all doubled,∏
e∈C
sgn f =
∏
e∈C′
sgn f
= (−1)|C
′|/2−1
= (−1)|C|/2+A(C)−1,
as desired.
Now suppose C contains more than one face. Then the faces of C can be decomposed
into the disjoint union of the faces contained by two smaller simple cycles, C1 and C2.
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Suppose the intersection of C1 and C2 is a path with ℓ vertices. We have, by the inductive
hypothesis, ∏
e∈C
sgn f =
∏
e∈C1
sgn f
∏
e∈C2
sgn f
= (−1)|C1|/2+A(C1)−1(−1)|C2|/2+A(C2)−1.
Since |C1|+ |C2| = |C|+ 2ℓ− 2 and A(C) = A(C1) + A(C2) + ℓ− 2, we have∏
e∈C
sgn f = (−1)|C|/2+A(C)−1,
completing the proof.
Lemma 3.3. Every planar bipartite graph has a sign function.
Proof. The main idea is the simple observation that negating the value of f on a particular
edge of face F switches F from positive to negative, or vice versa. We will prove the
statement by induction on the number of faces of the graph.
In the base case, when the graph has no faces, there exists a sign function vacuously.
Now assume that there exists a sign function for every graph with k−1 faces, and consider
a graph with k faces. Choose an edge e0 which borders the outer face, and suppose the
inner face it borders is face F . Now if we delete all the edges which belong to F but no
other face of the graph, we are left with a graph G′ with k − 1 faces. By the inductive
hypothesis, there exists a sign function f ′ on this graph. For the original graph G, we now
define f(e) = f ′(e) if e belongs to G′, and f(e) = 1 otherwise. By definition, every face
other than F must be positive. If F is positive, we are done. If not, set f(e0) = −1. Then
F becomes positive while leaving all the other faces unchanged, so f is a sign function.
Now we would like to describe sign functions sgn on an arbitrary compound graph
H such that sgn e1 = sgn e2 whenever e1 ∼= e2 (we call this “respecting the equivalence
relation”). Call the set of such functions S(H). The ultimate goal of our discussion is to
show that S(H) is non-empty.
First, however, we must introduce one more related graph, the reduced graph. The
reduced graph, denoted R, is formed by taking the compound graph, for each copy of the
base graph identifying all its vertices, then deleting the resulting self-loops. The planar
embedding of the stems and leaves are retained. The reduced graph is also a planar
bipartite graph, where the copies of the base graph are of one color and the stems and
leaves are of another. In general, R has no perfect matchings, but it will still be convenient
to consider sign functions on R. A reduced graph with an accompanying sign function is
shown in Figure 5.
Let S(G) denote the set of sign functions on the base graph of H , and let S(R) denote
the set of sign functions on the reduced graph of H .
Lemma 3.4. There exists a one-to-one correspondence φ : S(H)→ S(G)× S(R).
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Figure 5: The reduced graph of the compound graph in Figure 3, labeled
with a sign function. Solid lines represent a weight of 1, while dashed
edges represent a weight of −1.
Proof. First, let sgn |G denote taking the restriction of sgn to G. This map is well-defined
because of the condition on sign functions in S(H). Likewise, define sgn |R to be the
restriction of sgn to R. We claim that restriction to G and R determines a one-to-one
correspondence between S(H) and S(G)× S(R).
Consider a sign function sgn on H and its restrictions sgn |G and sgn |R. We will say
faces of H are positive or negative with respect to sgn, faces of G are positive or negative
with respect to sgn |G, and faces of R are positive or negative with respect to sgn |R. Note
that the faces of H may be partitioned into two categories: the set A of faces which
correspond to faces of G, and the set B of faces which correspond to faces of R. By
definition, all faces in A are positive if and only if all faces of G are positive. We must
show that all faces in B are positive if and only if all faces in R are positive.
Choose any face FH in B, and suppose that when enumerated in clockwise order the
stems read p0, p1, . . . , pℓ−1, where ℓ is even since the supergraph is bipartite. Suppose also
that each stem pi connects to copies Gi and Gi+1 of the base graph, modulo ℓ. Let each
pi connect to white vertices q
+
i on Gi and q
−
i+1 on Gi+1. See Figure 6 for an illustration.
Now the corresponding face FR of R consists only of the edges incident to the stems and
any leaves which happen to lie inside the face. For any vertices u and v on the outer face
of a copy of the base graph, let P (u, v) be the product of sgn over the edges of the path
travelling counterclockwise along the outer face from u to v. Thus,
∏
e∈FH
sgn e =
∏
e∈FR
sgn e
ℓ−1∏
i=0
P (q−i , q
+
i ).
Choose a vertex v of the base graph, and let the vertex of copy Gi corresponding to
vertex v be denoted vi. Note that if vi lies on the path counterclockwise from q
−
i to q
+
i ,
then P (q−i , q
+
i ) = P (q
−
i , vi)P (vi, q
+
i ). Otherwise, P (q
−
i , q
+
i ) = CP (q
−
i , vi)P (vi, q
+
i ), where
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G0 G1
G2G3
FH
v0 v1
v2v3
q+0 q
−
1
q+1
q−2
q+2q
−
3
q+3
q−0
p0
p1
p2
p3
p0
p1
p2
p3 FR
G0 G1
G2G3
Figure 6: Proof that FH is positive if and only if FR is positive.
C denotes the product of f along the entire outside face of G. So
ℓ−1∏
i=0
P (q−i , q
+
i ) = C
m
∏
P (q−i , vi)P (vi, q
+
i ),
where m is the number of copies of the base graph such that vi lies outside the path from
q−i to q
+
i .
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We claim that m must be even. Imagine Alice is an ant traveling clockwise around FH
from vertex to vertex. Meanwhile, Bob travels along the outer face of the base graph G,
such that Bob is always at the base vertex corresponding to the vertex Alice is at (ignoring
the stems pi). Now as Alice travels around FH , Bob zig-zags back and forth along the
outer face, turning around each time after he has visited the vertex corresponding to q+i
(equivalently, q−i+1) twice. When Alice completes her circuit, Bob returns to his starting
point. So Bob must have visited the base vertex v an even number of times, or he would
not have been able to return to his starting point. Consequently, Alice must have visited
an even number of the corresponding vertices vi.
Therefore, Cm = 1. Since q+i
∼= q−i+1 and vi
∼= vi+1, and they are on neighboring copies
of the base graph, we have P (vi, q
+
i ) = P (q
−
i+1, vi+1). Thus
ℓ−1∏
i=0
P (q−i , q
+
i ) =
∏
P (q−i , vi)P (vi, q
+
i )
=
∏
P (q−i+1, vi+1)P (vi, q
+
i )
=
∏
P (vi, q
+
i )
2
= 1,
so ∏
e∈FH
sgn e =
∏
e∈FR
sgn e.
Since all the qi are white, it follows that the length of each path from q
−
i to q
+
i is even, so
the difference between the number of edges in FH and FR is divisible by 4. The number
of points strictly inside each face is also the same. Therefore FH is positive if and only if
FR is positive, as desired.
The importance of this lemma is that it shows, together with Lemma 3.3, that there
exists a sign function which respects the equivalence relation on any compound graph. It
is also useful for application to graphs, by allowing us to easily determine the values of
the sign function on the stems and leaves.
Given a compound graph H , we now define a sign-weighted compound graph. Take
a sign function in S(H), and modify the weights on all edges e attached to stems or
leaves by multiplying the weight by sgn e. The sign-weighted version of a graph H will
be denoted by H, where H is understood to depend on the choice of sign function. As we
will see, the process of sign-weighting compound graphs is necessary so that afterwards, in
the Kasteleyn matrix, the entries corresponding to the edges of the reduced graph assume
values independent of the topological configuration of the reduced graph.
4 The Divisibility Theorem
We begin by presenting the zero-sum lemma. Consider a compound graph H , and pick
a leaf p attached to vertex q. A sibling of H is a compound graph which can be formed
the electronic journal of combinatorics 23(3) (2016), #P3.5 11
by deleting p and adding a new leaf p′ attached to any other vertex q′ ∼= q. The set
containing H together with its siblings shall be known as a family, with respect to leaf
p. A family of compound graphs is shown in Figure 7. Note that although technically
the vector spaces Vb and Vw are different for each member of the family, by identifying
the leaf p as it moves around we can treat them as the same vector space, so that the
Kasteleyn operator is defined on the same space for each sibling.
p
p
p
Figure 7: Example of a family of sign-weighted compound graphs with
respect to leaf p. The dashed line indicates an edge weight of −1.
Lemma 4.1 (Zero-sum lemma). Let H1, H2, . . . , Hk be all the members of a family. Then
#H1 ±#H2 ± · · · ±#Hk = 0,
for some choice of signs.
The actual determination of signs seems to be rather complicated and depends on a
number of factors, such as the relative positioning of the stems and leaves, and the choice
of sign function for each sign-weighting. In any case, it is not important to the subsequent
proofs.
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Proof. Since the supergraph is bipartite, we can “color” its vertices with the numbers 1
and −1. Let ϕ be the map from the base vertices to the corresponding vertex of the
supergraph. Then let σ(v) be the function from the base vertices to {1,−1} defined by
taking the color of ϕ(v). Thus σ(v) will be the same for all vertices within a copy of the
base graph, but different for vertices from neighboring copies.
Next, for each base vertex v, define sv to be the function
sv(v
′) =
{
σ(v′) if v′ ∼= v
0 otherwise.
In more compact form, sv =
∑
v′∼=v
σ(v′)ev′ , where ev′ denotes the elementary basis vector
corresponding to v′. The function sv is defined on the vector space containing v, either
Vb or Vw as the case may be.
Now, for each graph H i, choose a sign function sgni and corresponding Kasteleyn
matrix K(i). By Lemma 3.4, we can choose the sign functions such that they agree on
the base vertices. Thus, for any i, j and base vertices u, v,
K(i)uv =
{
sgni(u, v) wt(u, v) if u ∼ v
0 otherwise
=
{
sgnj(u, v) wt(u, v) if u ∼ v
0 otherwise
= K(j)uv .
If, on the other hand, v is a base vertex and x is a stem or leaf not equal to p, then
K(i)vx =
{
sgni(v, x) sgni(v, x) if v ∼ x
0 otherwise
=
{
1 if v ∼ x
0 otherwise
=
{
sgnj(v, x) sgnj(v, x) if v ∼ x
0 otherwise
= K(j)vx .
Thus, the matrices K(i) differ only in the column corresponding to vertex p. Let K ′ be
the matrix formed by taking any of the K(i) and replacing the column corresponding to
vertex p with sq. Then, since K
(i)ep = ±eq, we have K
′ep = (±K
(1)±K(2)±· · ·±K(k))ep.
It follows that
detK ′ = ± detK(1) ± detK(2) ± · · · ± detK(k)
= ±#H1 ±#H2 ± · · · ±#Hk.
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We seek to show that detK ′ = 0. Let S be the subspace of functions f ∈ Vw such
that σ(x)f(x) = σ(y)f(y) whenever x and y are base vertices such that x ∼= y, and
f(w) = 0 if w is a leaf. Analogously, let T be the subspace of functions f ∈ Vb such that
σ(x)f(x) = σ(y)f(y) whenever x and y are base vertices such that x ∼= y, and f(w) = 0
if w is a stem. Thus, in a sense, we may view S and T as the subspaces of Vw and Vb
which respect the equivalence relation on the base vertices. We claim that K ′S ⊆ T .
Let f ∈ S be a function on the white vertices. Then, for any black base vertex x,
σ(x)K ′f(x) = σ(x)
∑
z∼x
f(z) sgn(z, x) wt(z, x)
=
∑
z∼x
σ(z)f(z) sgn(z, x) wt(z, x),
since all vertices z occuring in the sum must be base vertices, and consequently lie on the
same copy of the base graph as x. (The terms corresponding to leaves disappear because
f assumes the value zero there.) Consider any other base vertex y such that x ∼= y.
For every base vertex z adjacent to x, there exists a corresponding base vertex z′ ∼ z
neighboring y. Then sgn(z, x) = sgn(z′, y) and wt(z, x) = wt(z′, y), and by the condition
that f ∈ S, we also have σ(z)f(z) = σ(z′)f(z′). Therefore σ(x)K ′f(x) = σ(y)K ′f(y) for
any two base vertices x and y satisfying x ∼= y.
Now let w be a stem with neighbors z0 and z
′
0. Then we have
K ′f(w) =
∑
z∼w
f(z) sgn(z, w) wt(z, w)
= f(z0) sgn(z0, w) wt(z0, w) + f(z
′
0) sgn(z
′
0, w) wt(z
′
0, w).
Because of the sign-weighting procedure, we know that
sgn(z0, w) wt(z0, w) = sgn(z
′
0, w) wt(z
′
0, w) = 1.
Since z0 and z
′
0 are on adjacent copies of the base graph, f(z0) = −f(z
′
0). So K
′f(w) = 0
for all stems w. Thus K ′S ⊆ T .
Now, consider the subspace S ′ formed by taking the direct sum of S and ep. Since
K ′ep = sq ∈ T , we have that K
′S ′ ⊆ T . Note that the dimension of S ′ is N + 1, where
N is the number of white vertices, having as its basis the set of vectors sv (for white base
vertices v) and ep. The dimension of T is N . It follows that K
′ is singular, and thus
detK ′ = 0 as desired.
Theorem 4.2 (Divisibility Theorem). Let H be a sign-weighted compound graph and let
G be its base graph. Then
#G | #H.
Proof. The theorem follows from the zero-sum lemma by induction. Pick any copy G of
the base graph. We will induct on the number of leaves attached to G.
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The base case is that there are no leaves. Then, in any matching all of the stems are
forced to match outwards, or else there would be an unequal number of black and white
vertices remaining inside G. So in this case the number of matchings is divisible by #G.
Now for the inductive step, suppose k leaves are attached to G. Pick any of these leaves;
this leaf defines a family of compound graphs. In every sibling, this leaf is attached to
a different copy of the base graph, leaving only k − 1 leaves attached to G. Thus, by
the inductive hypothesis, the number of matchings of every sibling is divisible by #G. It
follows from the lemma that #H is divisible by #G as well. This completes the proof.
We note that the proof of the divisibility theorem can in fact be rephrased directly in
terms of linear algebra, using a sequence of column operations. However, this proof gives
no more insight than the combinatorial proof presented above, so we omit it here.
5 Application to Rectangles
The primary application of the divisibility theorem is that it provides a proof of the
divisibility property of rectangles. Let R(m,n) denote the m× n rectangular graph, and
index the rows and columns from 1 to m and from 1 to n, respectively. Then the vertex
(i, j) is the vertex in the ith row and jth column, and (1, 1) is the upper left corner. The
edges all have weight 1.
Theorem 5.1 (Divisibility Property). If a+ 1 | A+ 1 and b+ 1 | B + 1, then
#R(a, b) | #R(A,B).
Note that if either a and b are both odd, or A and B are both odd, then the theorem
follows trivially because a rectangle of odd area has no matchings. Therefore we may
assume that both ab and AB are even, which implies that both R(a, b) and R(A,B) are
in G.
We first present the following lemma.
Lemma 5.2. Let H be a compound graph. If in every interior face of the reduced graph
there are an odd number of leaves, then #H = #H, i.e., the edge-weights are unchanged
by sign-weighting.
Proof of Lemma 5.2. We want to show that the function f ≡ 1 is a valid sign function
on the reduced graph. To prove this, we must simply show that every face has 2 mod 4
edges. Now every face of the reduced graph consists of a simple cycle together with the
leaves in its interior. The edges of the simple cycle can be partitioned into pairs according
to which stem they are attached to. Since the supergraph is bipartite, there are an even
number of stems in the cycle. Thus the cycle of the reduced graph must have 0 mod 4
edges. Because the number of leaves is odd, the leaves contribute 2 mod 4 edges, so the
number of edges of the face is 2 mod 4.
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Figure 8: A compound graph R′′ with base graph R(5, 4)
Proof of Theorem 5.1. We will show that the number of matchings of R(A,B) is the sum
of the number of matchings of many compound graphs, all of which have R(a, b) as their
base graph and R(A+1
a+1
, B+1
b+1
) as their supergraph. Henceforth, R(A,B) will be simply
written R.
Let A+1 = k(a+1) and B+1 = l(b+1). Then R can be partitioned into kl copies of
R(a, b), where the upper left vertex of each copy is of the form (1+ i(a+1), 1+ j(b+1)),
together with the remaining vertices which we call “roots”. Call a domino (an edge that
appears in a matching) whose vertices are both roots a “root domino”.
Given any set S of pairwise disjoint root dominoes, define R′ to be the induced graph
formed from R by deleting all the endpoints of dominoes in S, along with all edges between
roots. Then the set of matchings of R whose root dominoes are precisely the dominoes in
S is equal to the set of matchings of R′.
Next, note that the remaining roots have degree 2, and thus can match in one of two
directions. Let D be a set of edges representing a choice of direction for all of the white
roots. Then, given D, define a new modified graph R′′ as follows: for each white root,
delete the edge incident to it which is not in D. Thus the set of matchings of R′ whose
white roots match as specified by D now corresponds to the set of matchings of R′′. So
#R =
∑
S
R′
=
∑
S
∑
D
#R′′.
We now have that R′′ is a compound graph. An example is pictured in Figure 8. The
black roots are now the stems, and the white roots are the leaves. One condition remains
to be verified before we can apply the divisibility theorem: because we wish to count
unweighted matchings, we need to be sure that the process of sign-weighting does not
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change the stem and leaf weights.
In order to apply the lemma, we must simply show that in every face of the reduced
graph of R′′, there are an odd number of leaves. We prove this by induction on the number
of root dominoes. For any matching, every vertex of the form (i(a + 1), j(b + 1)) must
necessarily be included by a root domino, because all four of its neighbors are roots. Thus
the base case is that there are (k − 1)(l − 1) root dominoes in S. If this is the case, it is
easy to see by inspection, as pictured in Figure 8, that all faces have an odd number of
white leaves. The faces which lie between two copies of the base graph contain exactly one
white leaf, and the faces which lie between four copies of the base graph contain either
one or three white leaves, depending on whether the central vertex was black or white.
(Special care must be taken in the case that a or b equals 2, but we leave this minor case
to the reader.)
Suppose there are more than (k − 1)(l − 1) dominoes in S. Pick one which does not
have an endpoint of the form (i(a+1), j(b+1)). If we let S ′ be the set formed by removing
this domino from S, then by the inductive hypothesis the corresponding graph R′′(S ′) has
an odd number of leaves in all the faces of its reduced graph. Now R′′(S) is derived from
R′′(S ′) be deleting a pair of black and white vertices. By deleting the black vertex, we
make one face out of two faces which were formerly separated by a black stem. If one
of these faces was the outer face, then both become the outer face and we are done. If
both faces were inner faces, then by the inductive hypothesis both had an odd number
of leaves, so the combined number of leaves is even. However, deleting the white vertex
removes one of these leaves, leaving an odd number of leaves in the resulting face. Since
the rest of the faces are left unchanged, every face of the reduced graph of R′′(S) also has
an odd number of leaves, completing the induction.
Thus the graph R′′ obeys the conditions of the lemma, so the edge-weights are pre-
served by sign-weighting. By the divisibility theorem, #R′′ is divisible by #R(a, b). There-
fore, #R(A,B) =
∑
S
∑
D#R
′′ is divisible by #R(a, b), as desired.
In a similar manner, the divisibility theorem can be applied to subgraphs of the hexag-
onal lattice and other lattices. However, because application of Lemma 5.2 essentially
requires stems and leaves to alternate black and white, there are strong restrictions on
which lines of symmetry can be chosen.
We briefly mention one other interesting numerical property of rectangles. The se-
quence #R(k, n), for fixed k, is a linearly recursive sequence. Intriguingly, if this recur-
rence is extended backwards to negative n, then |#R(k,−1 − n)| = |#R(k,−1 + n)|.
Propp provides a combinatorial proof of this “reciprocity” in [9]. An analogous property
also turns up in the matchings of other regions, such as Aztec diamonds and Aztec pillows.
It is not known whether this property is somehow related to the divisibility property.
6 Ciucu’s Factorization Theorem
The same general approach taken towards proving the divisibility theorem can be applied
to provide an alternative proof of Ciucu’s factorization theorem, when the graph in ques-
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tion is bipartite. The proof is strikingly similar, but we will be careful to point out the
subtle differences. The technique of showing that a certain matrix has zero determinant
is applied to prove Ciucu’s lemma, which is analogous to the zero-sum lemma, and from
there Ciucu’s factorization theorem follows in much the same way that the divisibility
theorem follows from the zero-sum lemma. To clarify, by “Ciucu’s lemma” we refer to
Lemma 1.1 of [1], whereas by “Ciucu’s factorization theorem” we refer to Theorem 1.2
of the same paper. Both are restated below for the reader’s convenience in the bipartite
case.
Using the terminology defined in Section 2, Ciucu’s lemma essentially involves com-
pound graphs whose supergraph is P2. Let G1 and G2 be the two copies of the base graph,
where G2 is the reflection of G1 across a line ℓ exterior to both G1 and G2. Then connect
G1 and G2 with w stems and w leaves, lying on line ℓ, where w can be any positive integer.
When read along line ℓ, the vertices must alternate stems and leaves. Moreover, the total
number of black and white vertices of the resulting graph H must be equal, so that H ∈ G.
However, the zero-sum lemma cannot be applied because the stems may not necessarily
be black, the leaves may not necessarily be white, and G may not necessarily belong to
G. An example of such a compound graph is shown in Figure 9.
We will, as before, consider weighted matchings of H , where the weighting respects
the equivalence relation on the base edges. However, there will be no sign-weighting; the
weights on all the stems and leaves will remain 1. We will also define a family of compound
graphs analogously; in this case, each famiy will contain two graphs.
Figure 9: A compound graph with both black and white stems and leaves
Lemma 6.1 (Ciucu’s Lemma). Let H1 and H2 be the two members of a family. Then
#H1 −#H2 = 0.
As before, we must first prove a minor lemma on sign functions.
Lemma 6.2. There exists a sign function sgn on H that respects the equivalence relation
and additionally satisfies the following property: For all stems p, if p is incident to edges
e1 and e2, then sgn e1 = sgn e2 if p is black and sgn e1 = − sgn e2 if p is white.
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Proof of Lemma 6.2. By Lemma 3.3, there exists a sign function f on the base graph G.
Now define a sign function sgn on the compound graph H by setting sgn in accordance
with f on the base edges, and setting sgn in accordance with the conditions of the lemma
on the edges connected to stems.
Because of the condition that the stems and leaves must alternate along line ℓ, each
face of the reduced graph R is 6-sided. Consider a face FR of the reduced graph and
corresponding face FH of H . Suppose that FH is surrounded by the two stems p and p
′.
By the same logic as in the proof of Lemma 3.4, we have∏
e∈FH
sgn e =
∏
e∈FR
sgn e
=
{
1 if p and p′ are the same color,
−1 if p and p′ are different colors.
Now every face of the reduced graph has 6 edges. The additional edges added in FH
are the two paths connecting the neighbors of p and p′. If p and p′ are the same color,
each of these paths has even length, contributing 0 mod 4 edges; otherwise, each path has
odd length, contributing 2 mod 4 edges. In either case FH is positive. Since every face of
the base graph is positive as well, sgn is a valid sign function.
Proof of Ciucu’s lemma. We can assume, without loss of generality, that the leaf p defin-
ing the family is white; the other case follows by symmetry. Let K1 and K2 be the
Kasteleyn operators of H1 and H2, respectively. Because leaf p remains in the same face
in both graphs, the same sign function is valid for both H1 and H2 (and thus there is no
need for sign-weighting). Thus, K1 and K2 are identical in all columns except column p.
Let K ′ be the matrix formed by taking K1 or K2 and replacing the column corresponding
to vertex p with sq, as defined in Lemma 4.1, where q is the vertex adjacent to p. Then,
as before, detK ′ = ± detK1 ± detK2. We wish to show that detK
′ = 0.
Define S to be the subspace of functions f ∈ Vw such that σ(x)f(x) = σ(y)f(y)
whenever x and y are base vertices such that x ∼= y, where σ is defined as before, and
f(w) = 0 whenever w is a leaf (with no restrictions if w is a stem). Likewise, define T to
be the subspace of functions f ∈ Vb such that σ(x)f(x) = σ(y)f(y) whenever x and y are
base vertices such that x ∼= y, and f(w) = 0 whenever w is a stem (with no restrictions
if w is a leaf). We claim that K ′S ⊆ T .
Now, if x is a black base vertex that is not adjacent to a white stem, then for every
function f ∈ S,
σ(x)K ′f(x) = σ(x)
∑
z∼x
f(z) sgn(z, x) wt(z, x).
Then, for all y ∼= x, we have σ(x)K ′f(x) = σ(y)K ′f(y) by the same argument given in
the proof of the zero-sum lemma.
If x is a black base vertex adjacent to a white stem w, then
σ(x)K ′f(x) = σ(x)f(w) sgn(w, x) wt(w, x) + σ(x)
∑
z∈B
f(z) sgn(z, x) wt(z, x),
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where B is the set of base vertices adjacent to x. Let y be another base vertex such that
y ∼= x, and let B′ be the set of base vertices adjacent to y. Since there are only two copies
of the base graph, y must also be adjacent to w. So
σ(y)K ′f(y) = σ(y)f(w) sgn(w, y) wt(w, y) + σ(y)
∑
z′∈B′
f(z′) sgn(z′, y) wt(z′, y)
= −σ(y)f(w) sgn(w, x) wt(w, x) +
∑
z′∈B′
σ(z′)f(z′) sgn(z′, y) wt(z′, y)
= σ(x)f(w) sgn(w, x) wt(w, x) +
∑
z∈B
σ(z)f(z) sgn(z, x) wt(z, x)
= σ(x)K ′f(x),
and thus the condition still holds.
Finally, if w is a black stem, then w is adjacent to two white vertices z1 and z2, and
since z1 ∼= z2,
K ′f(w) =
∑
z∼w
f(z) sgn(z, w) wt(z, w)
= f(z1) sgn(z1, w) wt(z1, w) + f(z2) sgn(z2, w) wt(z2, w)
= f(z1) sgn(z1, w) wt(z1, w)− f(z1) sgn(z1, w) wt(z1, w)
= 0.
This concludes the proof that K ′S ⊆ T . Since K ′ep = sq ∈ T as well, K
′ takes the
(N+1)-dimensional space S⊕ep to the N -dimensional space T , showing thatK
′ is singular.
Thus #H1 ±#H2 = 0. Now the sign of the operator ± is independent of the weighting,
so by choosing a positive weighting we can deduce that we must have #H1 − #H2 = 0,
as desired.
Ciucu’s lemma can in fact be slightly generalized by allowing sign-weighting, so that
the stems and leaves need not necessarily alternate. We have omitted this generalization,
however, as it does not appear to offer much new insight.
Ciucu’s theorem uses Ciucu’s lemma to count matchings in the same way that we
used the zero-sum lemma to count matchings of rectangles. The setup is similar to before,
except there are no leaves. Let G1 and G2 be two copies of a planar bipartite graph G,
where G2 is the reflection of G1 across a line ℓ exterior to both G1 and G2. Construct 2w
stems on ℓ, such that the resulting graph H (consisting of G1 and G2 together with these
2w vertices) has an equal number of black and white vertices.
Theorem 6.3 (Ciucu’s theorem). Let the stems of H be labeled “even” or “odd,” alter-
natingly. Define Gbw to be the induced subgraph of G formed by deleting from G every
vertex adjacent to a black even vertex or a white odd vertex in H, and define Gwb to be
the induced subgraph formed by deleting every vertex adjacent to a white even vertex or a
black odd vertex in H. Then
#H = 2w#Gbw#Gwb.
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Proof. The proof of Ciucu’s theorem follows from Ciucu’s lemma in a very similar manner
to the way the divisibility theorem follows from the zero-sum lemma. We refer the reader
to Ciucu’s paper [1] for details. In the statement presented the vertices on ℓ are assumed
to be independent and have degree 2; Ciucu shows that the general case is easily deduced
from this case via a graph transformation.
It is striking that the proof of Ciucu’s lemma using linear algebra and the original proof
involving 2-factors (which has the advantage of not assuming bipartiteness) seem entirely
different. An interesting question to ask is whether there is a combinatorial proof of the
zero-sum lemma in the style of 2-factors. Perhaps there exists a more general statement
which generalizes both Ciucu’s factorization theorem and the divisibility theorem.
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