Abstract. Traditional results in subrecursion theory are integrated with the recent work in "predicative recursion" by defining a simple ranking ρ of all primitive recursive functions. The hierarchy defined by this ranking coincides with the Grzegorczyk hierarchy at and above the linearspace level. Thus, the result is like an extension of the Schwichtenberg/Müller theorems. When primitive recursion is replaced by recursion on notation, the same series of classes is obtained except with the polynomial time computable functions at the first level.
Introduction.
A variety of restricted recursion schemes have been successfully used to characterize some common complexity classes; see e.g. Clote [6] for a survey. At first characterized using explicit bounds on the value computed by a recursion, some of these function classes were later characterized by restricting the way in which values can be accessed during the recursion. These latter schemes are called "predicative recursion" [4] or "ramified recurrence" [11] schemes; the phrase "safe recursion" has also been used. Taking the predicative viewpoint, one has two types of values: values which are known in their entirety and which therefore can be examined completely, e.g. by being recursed upon; and those values which are still emerging and which therefore can only be accessed in a more restricted way, e.g. by examining a few low-order bits. One then develops a class of functions over these two types. Although one can develop a formal mechanism having more types of values, doing so does not usually allow one to define more functions: Leivant showed that strictly predicative systems having more than two types, collapse to the system with only two types [11] .
A different way to look at ramification is in terms of the amount or structure of the recursions performed. One thinks of a loose analogy with the number of comprehension levels used to define a particular set, in ramified set theory. A definition of the function is given first, then one examines that definition to see how many "ramification levels" are used by it. In this sense, ramification is "implicit" in the derivation of the function as built up from the initial functions of the class using the derivation rules of composition and recursion. Rather than explicitly controlling the type or quality of the values appearing during the calculation, one measures the amount or structure of the work that, implicitly, must have been performed in order to produced the value. Of course, in order to use this approach one must restrict attention to function definitions for which one can always ascribe ramification levels; in the present work, the primitive recursive functions are used. A main purpose of this paper is to propose a specific way of measuring the "amount or structure" of primitive recursive derivations. The measure should classify derivations by specifying the number of "ramification levels" that are implicitly used.
An obvious proposal for such a classification would be according to the minimal "degree" of derivations of the function, using an idea which dates back to the early 1960's: the degree, deg , of a derivation concluded by a recursion rule is one more than the maximum degree of the subderivations; for a composition rule the degree is just the maximum of the degrees of the subderivations. This simple definition has the advantage of coinciding with the Grzegorczyk hierarchy E r at and above the elementary functions: E r+1 = D r for r ≥ 2, where D r are the primitive recursive derivations with degree at most r. As discussed by Clote [6] , the characterization for r ≥ 3 was shown by Schwichtenberg [23] , and later the case of r = 2 was shown by Müller [15] . Another possible classification was given prior to Müller's result by Parsons [20] , who referred to whether or not the step function (i.e. the function h in f (x + 1) = h(x, f (x))) accesses the critical value. This result also characterized the Grzegorczyk hierarchy at the elementary functions and above. A more detailed discussion of other earlier work is given after the statement of the results in §4.
In this paper we propose a new ranking ρ of the primitive recursive functions. Like deg , the ranking ρ characterizes the Grzegorczyk hierarchy at and above the elementary level; but at level 1 it characterizes the linear-space computable functions -by Ritchie's result [22] [17] , a slight modification of [16] , provides similar characterisations of the complexity classes discussed here with respect to classes R n 1 and R n 2 . The former are based on primitive recursion, the latter on recursion on notation. In fact, the µ measure operates on algorithms given as lambda terms over ground type variables. The measure µ accounts for redundant input positions and therefore is able to distinguish proper and improper recursions, i.e. recursions in which the critical input position of the recurrence function is not used. Thus µ does not require any initial functions other than zero and successor. Remarkably, the proofs of R 1 2 = F P T IM E and E r+1 = R n 1 for r ≥ 1 use one and the same method, thus underlining the uniform method of determining the computational complexity of primitive recursive algorithms.
The measure ρ is convenient because it classifies derivations in an arguably more natural way than deg does. For example, the natural derivation of the multiplication function uses two recursions. The Schwichtenberg/Müller approach classifies this derivation in the same way as the exponential, as level 2. Although there is a derivation of multiplication that has deg equal to 1, one typically must pass through a Turing machine simulation in order to find it. In contrast, the ranking ρ proposed here classifies the natural derivation of multiplication as level 1, and exponentiation as level 2.
A parallel of these developments can be carried out in the setting of formal logic. This paper is a companion to [1] , which shows how to define weak subsystems of arithmetic by defining the "rank" of proofs instead of by bounding the induction formulas. Rank r functions turn out to be exactly those having a rank r proof of convergence. The intuition of "ramification levels" is made more precise by the modeltheoretic analysis in [1] ; also see Leivant [10] .
The results of this paper should be of some interest to complexity theorists as well as recursion theorists. Complexity characterizations based on the structure of recursive derivations, without explicit bounds on time or memory resources, can help to ground the concepts of computational complexity by providing a reference point other than the original resource-based definitions.
Notation. Iterations of a function f are defined by:
. The binary length of x is |x| = (µn ≥ 0)(p (n) (x) = 0), where p(x) ≡ x/2 . Vector notation is used freely throughout this work; for example, | x| means the vector |x 1 |, . . . , |x m |, where m is the number of elements (perhaps zero) in vector x. Sometimes vectors are treated as if they were sets, and vice versa. When x is the empty vector, one assumes max x = 0. The arity of function f is indicated by m f . Throughout, the domain and range are assumed to be the non-negative numbers. We avoid writing λ, and instead casually use expressions such as "2
x " to mean the function λx.2
x .
2. Existing Subrecursive Classes. First we would like to review some basic and well-known facts about subrecursive function classes defined over the non-negative integers.
The primitive recursive functions, D, are usually defined by closing the set of initial functions 0, Sx = x + 1, and π n k ( x) = x k (for 1 ≤ k ≤ n, all n ≥ 0) under the following primitive recursion and composition rules. Let P (x) = max(0, x − 1).
• Composition: given h and
• Primitive recursion: given g and h, derive f such that f (0, y) = g( y) and f (x, y) = h(P x, y, f (P x, y)) for x = 0.
Researchers have frequently used definitions similar to the following degree "deg " for function derivations in D. The definition of deg can be applied equally well to the classes PR 1 and PR 2 defined later in this paper.
• If f is an initial function, then deg (f ) = 0.
• If f is defined by (any form of) composition from h and g 1 , . . . , g m , then
• If f is defined by (any form of) recursion with step function h and base function g,
Let D r = {f ∈ D : deg (f ) ≤ r}, the primitive recursive derivations with deg at most r.
The degree of functions is closely related to the Grzegorczyk hierarchy, with classes E n . The definition of E n refers to the Ackermann branches A n (x, y) = A(n, x, y) where A is the Ackermann function:
= "if n = 0 then x else if n = 1 then 0 else 1 A(n + 1, x, y + 1) = A(n, x, A(n + 1, x, y)).
Note that A 0 (x, y) = Sy, A 1 (x, y) = x + y, and A 2 (x, y) = x · y, and A 3 (x, y) = x y . Let E r consist of the initial functions 0, π n k , S, and A r closed under composition and "bounded primitive recursion", stated next. For later use we also define "bounded recursion on notation".
• Bounded primitive recursion: given g, h, and k, obtain f such that f (0, y) = g( y) and f (x, y) = h(P x, y, f (P x, y)) for x = 0, provided that ∀x, y, f (x, y) ≤ k(x, y).
• Bounded recursion on notation: given g, h 0 , h 1 and k, obtain f such that f (0, y) = g( y) and f (x, y) = h i (px, y, f (px, y)) for x = 0, where i = (x mod 2), provided that ∀x, y, f (x, y) ≤ k(x, y).
The following central results were established early on. See Clote [6] for a definition of the Kalmar elementary functions and for discussion of these theorems. [7] ). The polynomial-time computable functions are exactly those in the class obtained from the initial functions 0, π n i , s 0 x = 2x, s 1 x = 2x + 1, and x#y ≡ 2 |x|·|y| using composition and the rule of bounded recursion on notation.
Theorem 2.4 (Grzegorczyk [8] ). E 3 consists of the Kalmar elementary functions.
3. Ranking Recursions. The development begins by defining function classes PR 1 and PR 2 .
Let I 1 consist of the initial functions: constant 0; successor Sx = x+1; predecessor P (x) = max(0, x − 1); and conditional C(x, y, z) = "if x = 0 then y else z".
Let I 2 consist of: constant 0; successors s 0 x = 2x and s 1 x = 2x + 1; predecessor p(x) = x/2 ; and conditional c(x, y, z) = "if x mod 2 = 0 then y else z".
Define PR 1 to be the smallest set of function derivations containing a derivation for each function in I 1 and closed under the following rules of "full" composition and recursion. These "full" closure rules differ slightly from the ordinary ones stated earlier; but this minor difference will be compensated by the difference in the initial functions. We use the "full" rules in order to simplify the definition of ρ and to improve the similarity between PR 2 and PR 1 .
• Full Composition: given derivations h and
where each x j is a vector consisting of elements from the vector x (possibly with repetitions, omissions, or changes in order).
• Full Primitive Recursion: given derivations g and h, derive f such that f (0, y) = g( y) and f (x, y) = h(x, y, f (P x, y)) for x = 0.
Similarly, define PR 2 to be the least set of function derivations containing I 2 and closed under the same rules, except using p instead of P in the recursion rule (now called "full recursion on notation" instead of "full primitive recursion").
For convenience, we have defined PR 1 and PR 2 to be sets of derivations rather than sets of functions, because we most often will be working with the derivation rather than the function itself. Given a derivation f , we sometimes ambiguously also use "f " to refer to the function defined by the derivation. Now we assign a rank, ρ(f, i), for each derivation f and for each position 1 ≤ i ≤ m f . The rank of an input position is supposed to be an indication of the amount of recursion on that input; or, the number of ramification levels of "knowledge" about that input which are required in order to "know" the result of the function. In defining ρ, one uses the idea that when f is derived from subfunctions h, then there is some sense in which the rank of input positions of h contribute to the rank of input positions of f . For example, if f (x) = h(0, g(x)), then one requires ρ(f, 1) ≥ ρ(h, 2) and ρ(f, 1) ≥ ρ(g, 1). The key point is that recursion makes it strictly more difficult to understand how a value is used. If f (x) = h(x, f (px)), then one requires ρ(f, 1) ≥ 1 + ρ(h, 2) as well as ρ(f, 1) ≥ ρ(h, 1).
The rank ρ(f, i) is defined for both PR 2 and PR 1 :
• If f is defined by full recursion from base function g and step function h, then ρ(f, 1) = max{ρ(h, 1), 1 + ρ(h, m h )} and
Define the rank of function derivations f by:
One can see that the formulation of full composition has been designed to give rank 0 to input positions that appear in the defined function f ( x) but which do not appear in any of the sublists x 1 , . . . , x m . A spuriously higher rank would have been assigned if we had used projection functions and ordinary composition.
It is shown below that without loss of generality every PR • r-safe recursion: given g and h, derive f by full recursion, provided that ρ(f ) ≤ r. This generalizes the rule of "safe recursion" (r = 1) in [4] .
Rank differs from "tiers" (Leivant [11] ) because rank, as defined by ρ, is not a type system. This is not merely a syntactic distinction, as the present system admits more instances of composition and recursion than the stricter system in [11] . In particular, PR 1 and PR 2 contain all the primitive recursive functions and separates at all levels, while the system in [11] collapses to level 2. However, the philosophical underpinning of "rank" is similar to that of "tiers": by stratifying or ramifying the definition of a function, one obtains at the same time a more predicative definition and a more computationally tractable one.
Lemma 3.1 (ρ-Normalization). If f is a derivation whose conclusion has rank r, then there is a derivation f defining the same function with the same input ranks, in which every subderivation has rank at most r.
Proof. Essentially, the rank of a derivation can only be reduced by composing a constant into a recursion position. Such a constant-depth recursion can be unrolled as a sequence of compositions; the compositions do not increase the rank above the rank of the subderivations.
Say that a derivation f is equivalent to another derivation f if the functions defined by f and f are the same, and ρ(f , i) = ρ(f, i) for 1 ≤ i ≤ m f . We prove the following strengthened statement: Any derivation f a obtained by substituting zero or more constants a for some of the inputs of a derivation f , has an equivalent derivation f in which every subderivation has rank at most ρ(f a ). The proof is by induction on the derivation f .
Technically, f a is obtained from f by a full composition in which each g i is either some a j or else is the rank 0 identity function, either P (S(x i )) or p(s 0 (x i )). This use of the identity function does not affect the rank; therefore we omit discussion of it below.
The strengthened statement is trivial for the initial functions, since their derivations have no subderivations. Next consider f defined by recursion from g and h. We consider two subcases.
The first subcase is when a constant a is substituted for the recursion variable, and without loss of generality other constants c are substituted for the subsequent nonrecursion variables, i.e. f a, c ( y) = f (a, c, y). Using the induction hypothesis on g and h for each constant 1 ≤ j ≤ a, one has derivations g and h j equivalent to g c ( y) = g( c, y) and h j, c ( y, z) = h(j, c, y, z), such that g and h j have all subderivations of rank at most ρ(g c rank at most ρ(f a ). Of course, the translation defined by this proof could result in a serious blow-up of the derivation size, but this is not of concern for the current work.
4. Consolidated Characterizations. The main results are stated here in a consolidated form, and they are compared to previous work. Like deg , the ranking ρ characterizes E r+1 for r ≥ 2. However, it also characterizes E 2 . Furthermore, ρ gives natural characterizations when recursion on notation is considered.
Among other characterizations, the following theorem gives PR Theorem 4.1. 
Oitavem [19] has shown that the Kalmar functions are obtained by adding s 0 as an initial function to the definition of PR The Kalmar functions were given a resource-free recursive characterization by Leivant [14] using higher-type recurrence. The present results do not use higher type recursion.
This work extends the polynomial-time characterization of Bellantoni & Cook [4] . That result is listed above, but it is seen from a new perspective. Rather than defining a restricted class (fptime) using the rule of 1-safe recursion, one instead considers all recursion-on-notation derivations and then classifies them according to ρ. The set of derivations f such that ρ(f ) = 1, are derivations of all the fptime functions.
A linear-space characterization similar to the current one was first proved by the author in his thesis [3] , p. 49, at the suggestion of S. Cook; and related linear-space results were proved independently by Handley [9] and Leivant [11] . The characterization was adapted and reproved by Nguyen [18] in her work on linear space reasoning.
The current characterizations of E r+1 can also be compared to Leivant's characterization of Grzegorczyk classes using "coerced recurrence", [12] §4. Coerced recurrence seems to be more powerful than stratified recurrence. To restrict it, Leivant uses an approach similar to Parson's earlier definition [20] p. 358: one separately determines whether or not the step function uses the critical term. Leivant defined a hierarchy by putting the predicative recurrence rules at levels 0 and 1, together with the Parsonlike rules at levels 2 and above [12] §4. This hierarchy, which is similar to the present one, has desirable properties: it characterizes an interesting class at level 1, and it corresponds to the Grzegorczyk classes at and above the elementary level. Despite these desirable features, the definition by itself does not seem to integrate the lower levels with the higher ones. One can argue that ρ provides a more integrated definition. The characterization using ρ also differs in that it is type-free, requires only one recursion scheme rather than two (stratified and coerced), and does not determine whether or not the step function uses the critical term.
"Predicative recursion" results for some other space-bounded complexity classes are available (Oitavem [19] ; Bellantoni [2] ; Leivant & Marion [13] ; Bloch [5] ) In respect of parallel complexity classes, current results using unbounded recursion schemes (Bloch [5] ; Leivant & Marion [13] ; Bellantoni [3] p. 69 and [2] ) are either unable to characterize the computationally interesting class N C or else require awkward constructs to do so.
If ρ is taken as determining a fundamental hierarchy, then one discards classes E 0 and E 1 in favor of PR 0 1 . Functions in the class PR 0 1 are compositions of the initial functions; i.e. functions computable in constant time, counting one time step for each initial function application. This seems to be quite a bit less than the functions in E 0 or E 1 , which are defined by arbitrary amounts of bounded primitive recursion (albeit with a small size bound).
The remainder of the paper is devoted to proving the results. We introduce "Grzegorczyk polynomials" and prove some simple facts about them. The statement of the key Bounding lemma uses Grzegorczyk polynomials as the bounding functions. The required characterizations (1-3) can be derived based on the Bounding lemma.
5. Grzegorczyk polynomials. Bounding terms will be defined using an analogue, at each level of the Grzegorczyk hierarchy, of the successor, addition, and multiplication functions. These functions, indicated by S r , + r and × r for r ≥ 1, are defined by:
Thus, x + r a is x applications of S r starting at a; and x × r y is x applications of "y+ r " starting at 0; that is x · y applications of S r starting at 0. Equivalently, x × r y = (x · y) + r 0. Under these definitions, S 1 is the ordinary successor function, and + 1 and × 1 are ordinary addition and multiplication. At the next level, + 2 and × 2 are elementary. Observe that all of the functions S r , + r , × r are monotone increasing. They are also monotone with respect to the level r, e.g. if r ≤ r then x + r y ≤ x + r y for all x and y.
A Grzegorczyk polynomial, or just polynomial for short, is an expression built up from non-negative integer constants, input variables, and the functions: + r for r ≥ 1, × r for r ≥ 1, and 'max'. All of these functions are definable in PR 1 , but in considering Grzegorczyk polynomials we mean to use them as initial functions and then perform compositions.
Definition 5.1. Define 'rank' for polynomials as follows. For the primitives (with r ≥ 1):
If the polynomial q( x) is given by the expression q 0 (q 1 (
When z is the ith variable in the list x, we may write ν(q, z) for ν(q, i). Intuitively, ν is very much like ρ, except considering max to be an initial function. When we see that the outermost operation of a polynomial is × r , we know that all variables have rank at least r. But when we see that the outermost operation is + r , we know that variables in the left subterm have rank at least r, and those on the right, at least r − 1.
Grzegorczyk polynomials are a way of lifting ordinary polynomials into all levels of the Grzegorczyk hierarchy. The lifted functions do not have all of the properties of the ordinary functions, such as commutativity of +. However, they do have many desirable properties, allowing us to generalize the proofs of [4] to all levels of the Grzegorczyk hierarchy. Some desirable properties of Grzegorczyk polynomials are: (1) a restricted kind of associativity for +; (2) the fact that rank r polynomials are definable in E r+1 ; (3) the fact that + r+1 grows faster than any polynomial of rank r; and (4) the ability to "separate" any polynomial q at any level r, to get q ≤ q + r+1 max x * where x * are the variables in q of rank at most r, and where q does not refer to x * . These facts are proved in the remainder of this section.
Lemma 5.2 (Semi-associativity). x + r (y + r z) ≤ (x + r y) + r z for all x, y, and z and all r ≤ r.
Proof. The assertion is proved by calculating x+ r (y+
Lemma 5.3 (Definability). Every Grzegorczyk polynomial q belongs to E ν(q)+1 . Proof. We first show by induction on r ≥ 1 that S r ∈ E r and + r , × r ∈ E r+1 . In the base case, one has S 1 ≡ S ∈ E 0 , + 1 ∈ E 1 and × 1 ∈ E 2 , as the latter two are ordinary addition and multiplication. For the step case, the induction hypothesis yields S r ∈ E r and + r , × r ∈ E r+1 . This implies S r+1 ∈ E r+1 by definition of S r+1 . It is well-known from [23] 
For the case of q having the form c + r+1 q 2 for a constant c, we can define q in E r+1 using c compositions of S r+1 onto the definition of q 2 , using q 2 ∈ E r+1 by the induction hypothesis.
Lemma 5.4 (Domination). For every Grzegorczyk polynomial q( x)
there is a constant c q satisfying q( x) ≤ c q + ν(q)+1 max x for all x. Proof. The proof is by induction on the structure of q. If q is a constant then the result is immediate using q as the required constant c q ; if q is a variable then it is immediate using c q = 0. Otherwise, q( x) = q 1 (
Suppose that • is + s or × s with s ≤ r, or • is max. In these cases, observe that for every y, y • y ≤ S r ((y + r y) × r (y + r y)) = S r+1 (y). Applying the induction hypothesis to obtain c q1 and c q2 , define c = max(c q1 , c q2 ) so that:
If • is + s with s ≥ r + 2, or is × s with s ≥ r + 1, then x 1 and x 2 are both empty (since otherwise these variables would have rank greater than r, by the definition of ν). In these cases q is a constant expression and the result is easy.
If • is + s with s = r + 1, then x 1 is empty, again by definition of ν. In this case, q 1 is a constant expression and q( x) is equivalent to c + r+1 q 2 ( x 2 ) for some constant c. Applying the induction hypothesis on q 2 one obtains q( x) ≤ c+
Lemma 5.5 (Separation). Let q be a polynomial over x, let r be a non-negative integer, and define x = x i : ν(q, x i ) ≥ r + 1 and x * = x i : ν(q, x i ) ≤ r . Then there is a polynomial q over x such that
Proof. The proof is by structural induction on q. For q a constant or variable, note x ≡ and x * ≡ x because all the inputs to q are rank 0. So if q is a constant, defining q = c will do. Otherwise q is a variable and we can define q = 0; the statements (1) and (2) follow directly.
For the step case of the induction, one has q( x) = q 1 (
Consider cases on •. Suppose • is × s for some s ≥ r + 1. Then x = x and x * = because for each z ∈ x one has ν(q 1 × s q 2 , z) ≥ s ≥ r + 1. Defining q ( x ) = q( x), the properties (1) and (2) follow trivially.
For a more difficult case, suppose • is + s for some s ≥ r + 1. If s > r + 1, then again x = x and x * = because for z ∈ x 1 one has ν(q 1 + s q 2 , z) ≥ s > r + 1 and for z ∈ x 2 one has ν(q 1 + s q 2 , z) ≥ s − 1 ≥ r + 1. Otherwise, s = r + 1. Then x 1 ⊆ x because all the variables in the subexpression q 1 ( x 1 ) obtain rank at least r + 1 due to appearing on the left side of + r+1 . Applying the induction hypothesis to q 2 ( x 2 ) one obtains q 2 (( x 2 ) ), where ( x 2 ) are the rank at least r + 1 variables in q 2 . Defining
as required for statement (1) of the lemma. Statement (2) for q follows by statement (2) of the induction hypothesis on q 2 together with the definition of ν. If • is + s for s ≤ r, then we apply the induction hypothesis to both q 1 and q 2 with r, to obtain q 1 (
* . Using the Domination lemma on the polynomial y + s z and the fact that r + 1 ≥ s + 1, let c be such that c + r+1 max(y, z) ≥ y + s z for all y, z. Then
Observing that rank r + 1 or greater variables in q 1 or q 2 are also rank r + 1 or greater in q, and that rank at most r variables in q 1 and q 2 are also rank at most r in q, one has (
, we have demonstrated property (1), and must verify property (2) . By the induction hypothesis, every variable of rank at least r + 1 in q 1 or q 2 has the same rank in q 1 or q 2 respectively. In q the subterms are combined with + s , which does not change the rank of any of these variables, since these variables all have rank at least r + 1 > s. In q the subterms are combined with max, which also does not change the rank of any variable in the subterms. Property (2) follows.
For × s with s ≤ r, one proceeds in the same way as for the case of + s with s ≤ r. A similar proof also works for max.
6. Bounding lemma. The Bounding Lemma proved in this section is central to all the results, as it shows how the recursive layering indicated by ρ corresponds to bounded function growth rate. The latter in turn corresponds to bounds on the space or time of a computation.
One can just as well prove the bounding lemma at the same time for PR r 2 as for PR r 1 . The proofs differ in the size measure used: the relevant measures are x 1 ≡ x for PR 1 and x 2 ≡ |x| for PR 2 . In the following, one uses the fact that S P x 1 = x 1 , or correspondingly S px 2 = x 2 , for x = 0. We write · to mean either · 1 or · 2 , depending on the class under discussion. The vector notation x means x 1 , . . . , x m , where m is the number of elements in x.
Lemma 6.1 (Bounding). For every f ∈ PR i (i ∈ {1, 2}) there is a Grzegorczyk polynomial q f over m f variables such that f ( x) i ≤ q f ( x i ) and for
Proof. If f is one of the initial functions then one assigns q f ( x) = 1 + 1 max( x), and the required properties follow directly.
If f is defined by full composition, say f ( x) = h(g 1 ( x 1 ), . . . , g n ( x n )), then one correspondingly defines q f so that q f ( x ) = q h (q g1 ( x 1 ), . . . , q gn ( x n )) using the polynomials obtained by the induction hypothesis. The statement of the lemma follows using monotonicity of polynomials to achieve the bounding expression, and using the definitions of ρ and ν to achieve the equality of the ranks.
The last case is when f is defined by full recursion, say in PR 2 ,
The induction hypothesis gives q g ( v) and q h (u, v, w) with input ranks equal to the input ranks of g and h. Letting r = ρ(h, m h ), one applies the Separation lemma to obtain q h such that
where (u v) is a sublist corresponding to input positions of h (or q h ) having rank at least r + 1, and (u v) * , w is a sublist corresponding to the input positions of h (or q h ) having rank at most r. The Separation lemma also gives equality between the ranks of the inputs that are in both q h and q h . Now define q f by
To prove the bound (1) for f , one uses induction on x , where the base case follows from f (0, y) ≤ q g ( y ) ≤ q f ( 0, y ). For the step case,
All that remains is to show that the ranks of variables in q f are the same as in f . First consider u. If u ∈ (u v) then ν(q h , 1) = ν(q h , 1) ≥ r + 1 by the definition of (u v) and (2) of the Separation lemma. Using the induction hypothesis on h, this gives ρ(h, 1) = ν(q h , 1) ≥ r + 1. In this case, applying ν to q f gives ν(q f , 1) = ν(q h , 1); but also, applying ρ to f gives ρ(f, 1) = ρ(h, 1). Thus ρ(f, 1) = ν(q f , 1) in this case. The other case concerning the induction variable is when u ∈ (u v)
* , that is, ρ(h, 1) = ν(q h , 1) ≤ r. In this case, ρ(q f , 1) = r + 1 due to the presence of u on the left side of + r+1 in the definition of q f . But also ρ(f, 1) = max(ρ(h, 1), r + 1) = r + 1 by the definition of ρ. This finishes the proof of ρ(f, 1) = ν(q f , 1). Now consider one of the parameter positions, 2 ≤ i ≤ m f = m h −1, where an input
Using the equality of ranks in q h with ranks in q h , one has ν(q f , i) = max(ν(q h , i), ν(q g , i − 1)) by the definition of ν on q f . By the induction hypothesis, ν(q h , i) = ρ(h, i) and ν(q g , i − 1) = ρ(g, i − 1), leading to ν(q f , i) = max(ρ(h, i), ρ(g, i − 1)) = ρ(f, i) by the definition of ρ(f, i) with ρ(h, i) ≥ r + 1 > ρ(h, m h ). The remaining case is when v i−1 does not appear in (u v) ; that is, ν(q h , i) ≤ r. By the induction hypothesis on h, one has ρ(h, i) = ν(q h , i) ≤ r, leading to ρ(f, i) = max(ρ (g, i − 1), r) . By the induction hypothesis on g this value is max (ν(q g , i − 1), r) . The definition of ν on q f , using the fact that v i−1 ∈ (u v) , gives max(ν(q g , i − 1), r) = ν(q f , i). This finishes the proof that ρ(f, i) = ν(q f , i) for 2 ≤ i ≤ m f .
7. Proofs of Characterization Theorems. In this last section of the paper we prove the characterizations which were summarized in section 4. The Schwichtenberg/Müller theorem is generalized. One direction uses the Bounding lemma proved above, while the other direction is obtained by generalizing the Simulation lemmas of [4] and [3] to all levels of the Grzegorczyk hierarchy. Finally, concerning PR 1 2 , we rely on the results of [4] . It is of some interest that the proofs for r ≥ 2 do not refer to any computation model, unlike the Schwichtenberg and Müller proofs.
Lemma 7.1 (E-Bounding). For r ≥ 0, every f ∈ E r+2 has a monotone increasing bound b f ∈ PR It follows by induction on r that A r+3 is defined in PR 1 with ρ(A r+3 , 1) = r + 1 and ρ(A r+3 , 2) = r + 2. Next note that max is definable in PR −P y) for y = 0. Due to a theorem in [23] (p. 87), every f ∈ E r+2 satisfies f ( x) ≤ A r+3 (max(2, x), c f ) for some constant c f . Since A r+3 is defined in PR 1 with ρ(A r+3 , 1) = r + 1, the composition A r+3 (max(2, x), c f ) gives a bounding function for f ( x) in PR r+1 1 . Lemma 7.2 (Generalized Simulation). For every f ∈ E r+2 there is a derivation f * ∈ PR 1 1 and a monotone increasing function w f ∈ PR r+1 1 such that f * (w, x) = f ( x) for all w ≥ w f ( x). In fact, ρ(f * , 1) ≤ 1 and for 2 ≤ i ≤ m f , ρ(f * , i) = 0. Proof. The proof is by induction on the definition of f ∈ E r+2 . If f is one of the initial functions 0, S, Π n i then f * (w, x) = f ( x) and w f ( x) = 0 will do. If f is the initial function A r+2 , then observe that f is definable in E r+2 using A r+2 itself to bound the recursions. Therefore, to obtain the statement of the lemma for A r+2 , one can apply the method below for compositions and bounded recursions to the definition of A r+2 .
Suppose that f is defined by a composition in E r+2 , say f ( x) = h(g 1 ( x), . . . , g m ( x)). The induction hypothesis provides suitable simulations h * , g * 1 , . . . , g * m with monotone increasing functions w h , w g1 , . . . , w gm ∈ PR r+1 1
. By the E-Bounding lemma, there is a function b ∈ PR r+1 1 which is a monotone increasing bound on all g 1 , . . . , g m . Therefore one defines f * (w, x) = h * (w, g * 1 (w, x), . . . , g * m (w, x)) and w f ( x) = w h (b( x), . . . , b( x))+ j w gj ( x).
Consider f defined by a bounded recursion in E r+2 , such as f (0, y) = g( y), f (x + 1, y) = h(x, y, f (x, y)) and f (x, y) ≤ k(x, y) where g, h, k ∈ E r+2 . First note that the if f is defined by full primitive recursion on g and h, then f is defined by full recursion
