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We provide a detailed description of the quantum interferometric thermometer, which is a device
that estimates the temperature of a sample from the measurements of the optical phase. For the
first time, we rigorously analyze the operation of such a device by studying the interaction of the
optical probe system prepared in a single-mode Gaussian state with a heated sample modeled as a
dissipative thermal reservoir. We find that this approach to thermometry is capable of measuring
the temperature of a sample in the nanokelvin regime. Furthermore, we compare the fundamental
precision of quantum interferometric thermometers with the theoretical precision offered by the
classical idealized pyrometers, which infer the temperature from a measurement of the total thermal
radiation emitted by the sample. We find that the interferometric thermometer provides a superior
performance in temperature sensing even when compared with this idealized pyrometer. We pre-
dict that interferometric thermometers will prove useful for ultraprecise temperature sensing and
stabilization of quantum optical experiments based on the nonlinear crystals and atomic vapors.
PACS numbers: 07.20.Dt, 06.20.-f, 42.50.St, 42.50.Lc
I. INTRODUCTION
Temperature is one of the fundamental and argu-
ably one of the most frequently measured physical
quantities. Apart from the central role played by
the concept of temperature in the fields of thermo-
dynamics and statistical physics, precise temperat-
ure measurements are important for all branches
of modern science and technology. Indeed, precise
knowledge of the temperature of a sample proved in-
dispensable for many advancements in physics, bio-
logy, chemistry, and atmospheric sciences, as well as
in material science and the microelectronic industry.
In this paper, we study the classical and quantum
limitations that constrain the precision with which
we can measure temperature. These limitations are
imposed by the combination of the laws of statistics,
statistical physics, and quantum mechanics.
The theoretical limit on the precision of classical
thermometers is known as the standard quantum
limit or the shot-noise limit, ∆T ∼ cSQL/
√
N¯ [1, 2],
where cSQL is a constant depending on the properties
of a classical thermometer and the sample, and N¯
is the number of resources, which for classical ther-
mometers typically reduces to the (mean) number
of uncorrelated particles that makes up the thermo-
meter or the time it takes to make a measurement [3].
The standard quantum limit predicts that in order
to measure the temperature of a sample with high
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precision we need N¯ to be large, which translates
to enlarging our classical thermometer. A typical
measurement consists of bringing the thermometer
into physical contact with the sample and then let-
ting the two systems thermalize. However, if we wish
to use a large and thus a highly precise thermometer,
then this approach is not optimal, as it will, in most
cases, significantly disturb the temperature of the
sample we are probing. Fortunately, there is a way
to avoid this problem. Namely, we could measure
the temperature without putting our thermometer
and the sample in direct physical contact and thus
minimize the sample’s temperature disturbance that
can arise from the heat exchange. In such a case,
the sample of interest is observed remotely. There
are many different techniques of the so-called non-
invasive or noncontact thermometry that are used
across many branches of science and industry. Most
noninvasive techniques infer temperature from the
electromagnetic spectrum. One of the most common
optical techniques that is used for temperature meas-
urements is the measurement of the thermal infrared
radiation naturally emitted by all heated samples
[4, 5]. This is exactly the principle used in the com-
mercially available pyrometers.
On the other hand, recent years have witnessed a
growing interest in applying various ideas that take
advantage of quantum mechanical features of nature
to the problem of temperature measurements [3, 6–
13]. Specifically, in Ref. [3], it was shown that it
is possible to map the problem of measuring the
temperature onto the problem of estimating an un-
known phase. Moreover, it was further shown that
by using the techniques of phase estimation theory,
ar
X
iv
:1
41
2.
56
09
v2
  [
qu
an
t-p
h]
  1
4 S
ep
 20
15
2the classical standard-quantum-limited precision in
temperature estimation may be improved to the so-
called Heisenberg limit, ∆T ∼ cHL/N¯ [14–20], where
cHL is a constant depending on the properties of a
quantum thermometer and the sample, and N¯ is the
number of resources, which for quantum thermomet-
ers usually denotes the (mean) number of correlated
particles that makes up the thermometer [3]. Un-
fortunately, this improvement occurs only for meas-
urements in the absence of decoherence; typically,
the presence of noise reduces the Heisenberg-limited
precision back to the classical shot-noise-limited scal-
ing, ∆T ∼ c/
√
N¯ , with a possible advantage con-
strained to the scaling constant c, where c < cSQL
[21, 22]. Nevertheless, the prospect of using interfer-
ometric tools of quantum-enhanced phase estimation
for temperature measurements is rather intriguing
and, we believe, has not been fully explored.
The main advantages of interferometric thermo-
metry are a very fast response time of interferometric
devices, which means that rapid variations in tem-
perature can be measured, the ability to measure
a wide range of temperatures, and the high spatial
resolution allowing for temperature measurements of
micrometer- and even nanometer-size spots [4, 5].
When combined in a single measurement setup, these
advantages open up a possibility of preparing tem-
perature maps with very high spatial and temporal
resolutions that could find a wide range of important
applications in the microelectronic industry, and in
the material and life sciences. Surprisingly, in spite
of those most immediate benefits, interferometric
thermometry met with limited attention in the past.
Interferometric thermometry was used mostly in the
microelectronic industry for temperature measure-
ments of the semiconductor electronic devices; in in-
dustry, this approach to thermometry is used not
only for local temperature measurements but also as
a kind of scanning device for measuring the thermal
expansion coefficient [4, 23]. In academia, apart from
the theoretical proposal discussed above, the idea
of interferometric thermometry realized with atomic
quantum dots was most recently employed to study
temperature measurements of the Bose-Einstein con-
densates [24].
To the best of our knowledge, this is the first
work that rigorously studies the interferometric ap-
proach to thermometry. We determine the funda-
mental precision of optical interferometric thermo-
meters. To this end, we use the single-mode Gaus-
sian states of light to probe the temperature vari-
ations in a general medium modeled as a dissipat-
ive thermal reservoir. We then compare our preci-
sion limits against the theoretical limit on the pre-
cision offered by commonly used classical noninvas-
ive temperature sensors, the so-called pyrometers.
This comparison is provided for one of the most im-
portant classes of materials used in many quantum
technologies, namely, the nonlinear crystals. A pre-
cise sensing of tiny temperature variations followed
by an active temperature stabilization is required in
many experimental setups based on the nonlinear
crystals such as the PPKTP crystal. The nonlin-
ear crystals are used as a source of indistinguishable
photons generated via the spontaneous parametric
down-conversion process and the quality of those
photons depends strongly on the temperature of the
crystal [25, 26]. Hence, new practical methods for
ultraprecise temperature sensing and stabilization,
which could be easily incorporated into the existing
experimental setups, are of paramount importance
for the development of various optical quantum tech-
nologies that rely heavily on the bright sources of
truly indistinguishable photons. The interferomet-
ric approach to thermometry that we study appears
ideal for such applications.
The paper is organized as follows. In Sec. II,
we introduce the basic concepts of the classical and
quantum estimation theory. In Sec. III, we derive
the fundamental precision limits for the idealized
classical noninvasive pyrometers that we use as a
benchmark to judge the usefulness of the interfero-
metric thermometry. Section IV introduces in detail
the idea of interferometric thermometry. In Sec. V,
we find the precision of temperature estimation ob-
tained via the interferometric phase measurement in
the presence of a dissipative thermal reservoir focus-
ing on temperature measurements in nonlinear crys-
tals. In Sec. VI, we conclude with final remarks.
II. CLASSICAL AND QUANTUM
ESTIMATION THEORY
The task of temperature measurement can be trans-
lated applying the language of estimation theory to
the problem of parameter estimation [1, 2]. The gen-
eric scheme for such a problem is depicted in Fig. 1.
In order to estimate the value of parameter θ, we
send a probe system prepared in an initial quantum
state ρ0 through a sample, which depends on θ.
The interaction between our probe system and the
sample can then be modeled as an evolution under a
quantum channel Λθ. Hence, following the interac-
tion, the probe system is left in the output quantum
state ρθ = Λθ[ρ0]. Next, we subject the probe system
to a general quantum measurement, described by
a positive operator-valued measure (POVM) {Πx},
3ρ0 Πx
ρθ
θ˜(x)Λθ
Figure 1. (Color online) A general parameter estimation
scheme in which a probe system prepared in an initial
quantum state ρ0 evolves under the quantum channel Λθ
to the output quantum state ρθ. Note that Λθ takes into
account all decoherence processes that may be present
in the setup. Following the evolution stage, the probe
system is subjected to a general quantum measurement
described by a POVM {Πx}, which produces the meas-
urement results x. These measurement results are then
used to make an estimate of the parameter θ via the
estimator function θ˜(x).
which produces the measurement results x. Finally,
we use a special function θ˜(x) called an estimator to
calculate the estimated value of θ. This scheme de-
scribes not only the quantum estimation tasks, but
also the classical ones [27, 28].
The procedure described above naturally never
returns the true value of θ. We quantify the dis-
crepancy between the estimated value and the true
value of θ with the root-mean-square error ∆θ =
[〈(θ˜(x) − θ)2〉]1/2, where the average is taken with
respect to the probability distribution p(x|θ) of the
measurement outcomes x. In the most common case
when we have a specific POVM measurement {Πx},
corresponding to an observable A, and we wish to es-
timate the value of θ from the mean value of A, the
precision is given by the standard error propagation
formula [27, 28],
∆θ =
∆A
|d〈A〉/dθ| , (1)
where ∆A is the standard deviation of the observable
A calculated for the output state ρθ. We remind the
reader that A may as well be a classical observable.
The above equation is valid for any observable, but
it explicitly assumes an estimation from the mean
value of A. It may happen that this is not the op-
timal approach and we could improve the precision
by choosing another estimator. Moreover, it may
also happen that the measurement we choose is not
optimal either. In order to avoid such problems, we
need to optimize Eq. (1) over all possible measure-
ments and estimators, which is not an easy task. For-
tunately, the solution to this optimization problem
is provided by the classical and quantum Crame´r-
Rao inequalities [27–29], which state that for any
unbiased estimator,
∆θ ≥ 1√
kFθ
≥ 1√
kQθ
, (2)
where k is the number of independent experimental
repetitions and Fθ is the classical Fisher information
defined as
Fθ =
∑
x
1
p(x)
[
∂p(x)
∂θ
]2
. (3)
The classical Fisher information gives a lower bound
on the precision optimized over all unbiased estim-
ators for a specific POVM measurement {Πx}. Fur-
ther optimization over all conceivable measurements
gives a lower bound on the precision expressed via
the quantum Fisher information (QFI) Qθ, which
can be computed from Qθ = Tr[ρθL
2
θ], where Lθ is a
Hermitian operator called the symmetric logarithmic
derivative (SLD) that is implicitly defined via
dρθ
dθ
= ρθ ◦ Lθ, (4)
where we used the notation of the symmetric product
for operators, A ◦ B = 12 (AB + BA). In a situation
where the parameter is encoded by a unitary trans-
formation, i.e., ρθ = Λθ[ρ0] = UθΛ[ρ0]U
†
θ , where Uθ
is unitary and Λ is a θ-independent quantum chan-
nel describing possible decoherence processes, then
Lθ = UθL0U
†
θ , where L0 is the SLD for the state
Λ[ρ0]. In such a case, the QFI does not depend on
θ, that is, Qθ = Q.
The quantum Crame´r-Rao bound (QCRB) and its
classical counterpart are known to be saturable in the
limit of a large number of repetitions, k → ∞. The
optimal measurement consists of a set of projectors
on the eigenbasis of the SLD and outputs the meas-
urement results, which are then processed with the
maximum-likelihood estimator [1, 2]. Such project-
ive measurements are typically very hard to imple-
ment reliably in the laboratory; however, very often
it is possible to saturate the quantum Crame´r-Rao
bound with a more natural set of measurements, for
example, with the optical homodyne or the parity
detection [2, 30, 31]. Since the QCRB is already op-
timized over all possible POVMs and unbiased estim-
ators, we are usually only left with the optimization
over all possible input quantum states ρ0.
III. NONINVASIVE CLASSICAL
THERMOMETERS
As we have already mentioned, one of the most
widely used optical noninvasive temperature sensors
4relies on a measurement of thermal infrared radiation
naturally emitted by all heated samples [4, 5]. This
measurement principle is used in the commercially
available pyrometers. Before we explain the opera-
tion of these devices in detail, let us explain what
we understand by the term noninvasive. Pyrometers
measure the temperature of a sample by probing the
thermal radiation that the sample emits, but not the
sample itself. This thermal radiation and the sample
are in thermal contact, resulting in a thermal equi-
librium state. In the following, we assume that the
presence of the pyrometer (and a short probing time)
has a negligible influence on this equilibrium state,
and hence, in this sense, we can consider pyrometers
as noninvasive.
What is the fundamental precision of this type
of temperature sensors? Pyrometers estimate tem-
perature by measuring the flux of thermal radi-
ation emitted by a sample modeled as a black-
body in thermal equilibrium, and using the well-
known Stefan-Boltzmann law, infer the temperature
[4, 5]. Typically, those devices take into account the
nonunit emissivity ε of most physical samples; how-
ever, for the purpose of this derivation, we assume
that we are dealing with a perfect blackbody. The
flux of thermal radiation Φ, that is, the total energy
radiated per unit surface area of a blackbody across
all wavelengths per unit time, is quantified by the
Stefan-Boltzmann formula,
Φ = σT 4 with σ =
pi2k4B
60~3c2
, (5)
where σ is the Stefan-Boltzmann constant and T is
the temperature of the sample. In order to calculate
the precision of temperature estimation based on the
Stefan-Boltzmann law, we use the error propagation
formula given in Eq. (1) with 〈A〉 = Φ. Using the
definition of the variance in the thermal photon num-
ber (∆N)2 = N(N + 1), with N being the mean
number of thermal photons distributed according to
the Bose-Einstein statistics [32],
N =
[
exp
(
~ω
kBT
)
− 1
]−1
, (6)
and assuming for simplicity that pyrometers are
sensitive to all frequencies of electromagnetic radi-
ation [33] and excluding all sources of loss in the
detection process, we can calculate
∆Φ =
√ˆ ∞
0
(~ω∆N)2℘(ω)dω =
√
4kBσT 5, (7)
where ℘(ω) = ω2/(4pi2c2) is the density of modes
per unit interval in ω in a unit area. This allows us
to find the fundamental precision in temperature es-
timation for the idealized pyrometer. However, the
error that we obtain from the error propagation for-
mula represents the square root of the inverse of the
information collected per unit surface area, per unit
measurement time. In order to include the total in-
formation collected by the pyrometer, we need to
divide this error by
√
Sδt, where S is the surface
area of the sample we are probing, which we assume
is optimized to be equal to the size of the detector
area used in our pyrometer, and δt is the response
time of the device, that is, the time it takes to make
a measurement. This leads to the following theoret-
ical limit on the precision in temperature estimation
for the idealized pyrometer:
∆T =
√
kB
4σSδtT
. (8)
This result has a standard-quantum-limited scaling
with respect to the response time δt, which here
corresponds to the amount of resources N¯ we dis-
cussed in Sec. I [34]; therefore, the longer we probe
the sample, the more photons the detector registers.
Modern pyrometers operate in the ms regime; hence,
we assume δt = 10 ms. Now further assuming that
we measure the temperature of a surface with S = 1
cm2, we find that the local precision of such a meas-
urement near T = 298 K is ∆T = 452 nK. There-
fore, at the fundamental level, pyrometers are highly
precise devices. Naturally, a real commercially avail-
able pyrometer estimates temperature with a much
lower precision; a typical precision at the room-
temperature range is, at best, 0.1 K.
Is the measurement of the total thermal radi-
ation the most optimal measurement we can per-
form? Surely, this is not the only way we could use
thermal light to infer the temperature of a sample.
We could, for example, imagine a more sophisticated
device that estimates temperature based on the de-
tailed knowledge of the spectral photon-number dis-
tribution of thermal radiation. Such a device would
measure the photon-number probability distribution
for each frequency. This kind of measurement would
provide more information about the character of the
thermal light and, therefore, should allow for im-
proved temperature estimation. In order to calcu-
late this enhanced precision, we need to find the
classical Fisher information for a photon-number-
resolving measurement. This is a measurement that
allows us to estimate the photon-number probability
distribution p(n), which enters into the definition of
5the thermal state,
ρN =
∞∑
n=0
p(n)|n〉〈n| with p(n) = N
n
(1 +N)n+1
,
(9)
where N is the mean number of photons present in
the thermal state given in Eq. (6). The classical
Fisher information for p(n) for a single frequency ω
is
FT (ω) =
(
~ω
kBT 2
)2
N(N + 1). (10)
Surprisingly, when we calculate the total Fisher in-
formation per unit area for all frequencies,
FT =
ˆ ∞
0
FT (ω)℘(ω)dω, (11)
where ℘(ω) = ω2/(4pi2c2) is the density of modes
per unit interval in ω in a unit area, we obtain via
the classical Crame´r-Rao inequality the very same
expression as in Eq. (8), that is,
∆T ≥ 1√
δtSFT
=
√
kB
4σSδtT
. (12)
This result means that inferring temperature from
the total flux of thermal radiation is already op-
timal. Any additional knowledge of the photon-
number distribution does not contribute to the in-
formation about temperature. Furthermore, as can
be easily checked, the calculation of the QFI for ρN
returns the same result because the thermal state is
diagonal in the Fock basis and so is the correspond-
ing SLD [3, 35]. Therefore, it is always optimal to
measure the mean number of photons at the output
for each frequency, as we have effectively done in the
derivation of Eq. (12), or simply to measure the total
flux of thermal radiation.
IV. QUANTUM INTERFEROMETRIC
THERMOMETERS
Having explained how the noninvasive classical ther-
mometers work, we now describe in detail the oper-
ation of quantum interferometric thermometers. It
may be somewhat confusing to consider the interfero-
metric thermometry as noninvasive or noncontacting
since, as will be apparent soon, the photons in the
probe beam are clearly interacting with the sample
and, therefore, the thermometer is in direct physical
contact with the sample, implying an exchange of
energy [36]. However, as long as this interaction and
the ensuing exchange of energy do not cause a sig-
nificant change in the sample’s temperature, we can
consider this method as truly noninvasive [5]. The
scope of this work is to investigate a possible ad-
vantage offered by such interferometric devices that
typically rely on the use of nonclassical states of
light. The basic scheme for a quantum interferomet-
ric thermometer is depicted in Fig. 2. A single-mode
Gaussian state of light prepared in an initial state
ρ0 propagates through a sample with temperature
T and transmissivity η, resulting in a mixed out-
put state ρϕ, where ϕ is the temperature-dependent
phase shift that we wish to estimate. Following the
propagation stage, a general quantum measurement
described by a POVM {Πx} is performed on the out-
put state ρϕ, returning a measurement outcome x,
which is then used to estimate the value of T via the
estimator T˜ (x). For the sake of simplicity, we con-
sider here only single-mode Gaussian states of light;
however, we note that a proper interferometric setup
requires a reference, which in Fig. 2 is depicted as a
bright classical beam.
A. Input state
We choose to work with the single-mode Gaus-
sian states, which include the single-mode coherent
and squeezed states, because this particular class of
states is readily available with the current techno-
logy [38, 39]. The most general single-mode Gaus-
sian state of light can be parametrized as
ρ0 = D(α0)S(r0)ρN0S
†(r0)D†(α0), (13)
where ρN0 is a single-mode thermal state with mean
photon number N0, which is formally defined in
Eq. (9), S(r0) = exp
[
1
2 (r0a
†2 − r∗0a2)
]
is the squeez-
ing operator, and D(α0) = exp
[
α0a
† − α∗0a
]
is the
displacement operator, with a and a† being, respect-
ively, the annihilation and creation operators of a
bosonic mode. Alternatively, we may express the
above operators in terms of the canonical position
and momentum operators x and p, which can be
arranged into a row vector d = (x, p). For ex-
ample, we can express the displacement operator as
D(d0) = exp [i(p¯0x− x¯0p)] with d0 = (x¯0, p¯0).
It is a well-known fact that a Gaussian state is fully
characterized by only its first and second canonical
moments [39],
W (d) =
exp
[− 12 (d− d0)ᵀΣ−10 (d− d0)]
2pi
√
detΣ0
, (14)
where W (d) is the Wigner quasiprobability distri-
bution of a single-mode Gaussian state. The first
6ρ0
Πx
ρϕ
T˜ (x)
S(ϕ, N, η)
classical beam
ϕ
η
ρN
Figure 2. (Color online) Basic scheme for quantum inter-
ferometric thermometry. A single-mode Gaussian state
of light ρ0 is sent through a sample with temperature T
and transmissivity η, resulting in a mixed output state
ρϕ, which is then measured using a general POVM {Πx}
measurement. Assuming that the phase shift ϕ is tem-
perature dependent, the measurement outcomes are then
used to find an estimated value of T via the estimator
function T˜ (x). The bright yellow beam depicts a classical
reference, which allows us to define the phase shift in a
meaningful way [37]. The propagation of light through a
heated sample with transmissivity η can be decomposed
into two distinct processes: first the single-mode Gaus-
sian beam undergoes the phase shift ϕ relative to the
reference beam and then it undergoes a photon loss pro-
cess, which is modeled with the help of a beam splitter
with transmissivity η, where the second port is filled with
light in the thermal state ρN .
moments are defined via d0. The second moments
can be arranged in the so-called covariance matrix,
which for the single-mode state ρ0 is given by
Σ0 =
(
N0 +
1
2
)(
e2r0 0
0 e−2r0
)
. (15)
The mean number of photons N¯ in such an input
Gaussian state is given by
N¯ =
1
2
[(
N0 +
1
2
)
2 cosh 2r0 + x¯
2
0 + p¯
2
0 − 1
]
. (16)
In the next section, we describe how the propagation
through a sample with temperature T and trans-
missivity η affects the above single-mode Gaussian
state.
B. Evolution and the output state
The evolution of an arbitrary state ρ in the presence
of a dissipative thermal reservoir is described by the
following master equation:
dρ
dt
= G(ω,N,Γ)ρ (17)
with the superoperator G(ω,N,Γ) defined as
G(ω,N,Γ) = −iωH+ Γ
2
(NL[a†]+(N+1)L[a]), (18)
where Hρ = [a†a, ρ] and L[o]ρ = 2oρo†−o†oρ−ρo†o.
The first term in the superoperator G describes a free
unitary evolution of a single bosonic mode a with
frequency ω. [Naturally, the frequency appearing in
the definition of N in Eq. (6) is equal to the fre-
quency ω of the incident Gaussian light.] The second
term accounts for a coupling of the bosonic mode to
a thermal reservoir (with mean photon number N)
with strength Γ [32].
According to the above master equation,
after a time t, an initial state ρ0 evolves to
ρϕ = exp[G(ω,N,Γ)t]ρ0 = S(ϕ,N, γ)ρ0, where
S(ϕ,N, γ) = exp[G(ϕ,N, γ)], and here γ = Γt is
the effective coupling to a thermal reservoir (which
is related to the photon loss coefficient η via the
relation η = e−γ) and ϕ = ωt is the temperature-
dependent optical phase that we are interested in
estimating.
Now, when the initial state ρ0 corresponds to our
initial single-mode Gaussian state, then following the
above evolution, the output state ρϕ is still a single-
mode Gaussian state but with the changed first
and second moments. By transforming the master
equation in Eq. (17) into a partial differential equa-
tion, the so-called Fokker-Planck-type equation, for
the Wigner quasiprobability distribution W (α, α∗, t)
[32],
∂W
∂t
=
(
Γ
2
+ iω
)
∂
∂α
[αW ] +
(
Γ
2
− iω
)
∂
∂α∗
[α∗W ]
+ Γ
(
N +
1
2
)
∂2W
∂α∂α∗
(19)
and then solving this equation for the complex vari-
ables α and α∗ [32], we can show that the first mo-
ments of the output state ρϕ are given by
x¯ =
√
η(cosϕ x¯0 + sinϕ p¯0), (20)
p¯ =
√
η(− sinϕ x¯0 + cosϕ p¯0). (21)
The second moments of the output state are given
by the following covariance matrix:
Σ = Ση(Σϕ − ΣN )Ση + ΣN , (22)
7where Ση =
√
η1, ΣN = (N + 12 )1, and Σϕ =
R(ϕ)Σ0R
ᵀ(ϕ) is the covariance matrix Σ0 of the in-
put state ρ0 rotated by an angle ϕ [39]. Because in
our setup the optical phase ϕ is encoded by a unit-
ary transformation (as H commutes with L[a] and
L[a†]), the QFI for ϕ will not depend on the actual
value of ϕ. Therefore, in the remaining sections, we
always neglect the rotation about ϕ by setting ϕ = 0.
The above analysis shows that the propagation
of light through the sample may be modeled as a
Gaussian channel, which may be effectively decom-
posed into two distinct processes: first, the single-
mode Gaussian beam acquires the phase shift ϕ
relative to the reference beam and then it under-
goes a photon loss process, which is modeled with
the help of a beam splitter with transmissivity η,
where the second port is filled with thermal light ρN
with temperature T . Physically, (the temperature-
dependent part of) the acquired phase shift is caused
by the thermal expansion of a sample and small
temperature-dependent changes in the refractive in-
dex n. Assuming that we probe a sample with a
length L, the refractive index n, the thermo-optic
coefficient n′ = dn/dT , and the thermal expansion
coefficient αT , all known exactly for a specific tem-
perature T [40] with light with frequency ω, the ac-
quired phase shift is described by the simple relation
ϕ = n(δT )ωL(δT )/c, where n(δT ) = n + n′δT and
L(δT ) = L(1 + αT δT ). The temperature-dependent
part of the acquired phase shift given to the first
order in δT can be written as
ϕ =
ωL
c
(nαT + n
′)δT = αT, (23)
where for the sake of simplicity we replaced δT with
T . However, we emphasize that in this work, we
always estimate or probe tiny deviations of temper-
ature δT from a known value.
In the following section, we determine the best
possible precision with which we can estimate the
temperature of a nonlinear PPKTP crystal with the
interferometric phase measurement.
V. TEMPERATURE ESTIMATION WITH
APPLICATION TO NONLINEAR CRYSTALS
We now wish to calculate the QFI for temperature.
To this end, we need to first calculate the QFI for the
optical phase ϕ. In general, any calculation involving
a single-mode Gaussian beam interacting with a dis-
sipative thermal reservoir is very complicated, to the
point where, in many cases, only numerical results
can be obtained. The calculation of the QFI for
the optical phase shift acquired in such a setup is
no exception. Fortunately, in Ref. [41], the authors
developed a very powerful technique for the deriva-
tion of the SLD and the QFI for arbitrary Gaussian
probe states propagating through general dissipative
Gaussian reservoirs. Here, we adopt this technique
to find the SLD and the QFI for the optical phase.
[We should mention the two related results presented
in Refs. [42] and [43] that can also be used to find
the SLD and the QFI for the optical phase but these
results were obtained using different methods.] The
details of the derivation of the SLD for the optical
phase given in terms of the first and second moments
of the output state ρϕ are presented in the Appendix.
Here we only present the resulting QFI,
Qϕ =
4(Σ22 − Σ11)2
1 + 4Σ11Σ22
+
x¯2
Σ22
+
p¯2
Σ11
, (24)
where Σ11 and Σ22 are the diagonal elements of the
covariance matrix Σ of the output state ρϕ, and x¯
and p¯ are the mean displacements in the respect-
ive canonical position and momentum quadratures,
all of which are calculated with ϕ = 0. Based on
the above formula for Qϕ and using a simple repara-
metrization, we can easily find the following QFI for
temperature:
QT =
(
dϕ
dT
)2
Qϕ. (25)
We now focus on finding the maximum value of Qϕ
(and, by implication, the maximum value of QT ) and
the optimal state that asymptotically attains this
value. To this end, we need to optimize Eq. (24)
over the input state parameters, that is, optimize
over the mean displacements x¯0 and p¯0, the mean
number of thermal photons N0, and the amount of
squeezing r0. In the limit of a large average number
of input photons N¯  1, the numerical optimization
of Eq. (24) predicts that the optimal input state is
a squeezed-vacuum state, which implies x¯0 = p¯0 = 0
and N0 = 0. Hence, for the squeezed-vacuum input
state, the asymptotic error of temperature estima-
tion, which holds in the limit of large N¯ , as given by
the Crame´r-Rao inequality, reads
∆T ≥ 1
α
√
(1− η)(1 + 2N)
4ηN¯
+O
[
1
N¯
]
. (26)
This bound scales as cSQL/
√
N¯ . The readers fa-
miliar with the problem of phase estimation in the
presence of dissipative reservoirs will certainly no-
tice that the above bound, neglecting for a moment
8the prefactor 1/α, resembles a bound that is typic-
ally obtained for phase estimation in the presence
of photon loss [21, 22]. However, our bound has an
additional coefficient
√
1 + 2N because we consider
here a dissipative reservoir prepared in a thermal
state ρN , whereas in the lossy phase estimation, it
is more common to assume a reservoir prepared in
the vacuum state [44]. In fact, it would be very in-
teresting to determine what kind of error scaling can
be obtained for phase estimation when the reservoir
is prepared in a pure squeezed state [45]. We fur-
ther note that for visible light and moderate tem-
peratures, the mean number of thermal photons N
is very small. However, we include N in our analysis
because we wish to present a general and realistic
model of a quantum interferometric thermometer,
which can be applied to all relevant ranges of elec-
tromagnetic spectrum such as, the microwave range,
and all relevant physical systems, including systems
for which the mean number of thermal excitations
(not necessarily photons) is sizable such as the mech-
anical systems [46].
It is also instructive to determine how well we can
estimate temperature if we use coherent states (im-
plying N0 = 0 and r0 = 0) as the input states to
our setup instead of the optimal squeezed-vacuum
states. In this case, the Crame´r-Rao inequality pre-
dicts that the asymptotic error, which holds in the
limit of large N¯ , is lower bounded by
∆T ≥ 1
α
√
1 + 2(1− η)N
4ηN¯
+O
[
1
N¯
]
, (27)
which for a zero-temperature reservoir, that is, N =
0, and neglecting the prefactor 1/α is equivalent to
the well-known bound in lossy phase estimation [2].
A. Noninvasiveness of quantum interferometric
thermometers
From the above bounds, we could draw a conclusion
that it is best to send as much light into the sample
as possible because with increasing N¯ , the error in
temperature estimation becomes smaller. However,
if we were to use very strong squeezed-vacuum or
coherent states, then because of the absorption of
light this would at some point disturb the sample’s
temperature. We take this effect into account by
adding the magnitude of this disturbance to our pre-
cision bound. If the sample absorbs, on average,
Nabs = (1 − η)N¯ photons, then its temperature is
at worst disturbed by δT = ~ωNabs/(MCs), where
M and Cs are the mass and the specific heat of the
sample, respectively. Hence, as long as δT  ∆T ,
the sample’s temperature is not disturbed signific-
antly and our interferometric thermometer is nonin-
vasive.
The effect of disturbance can be included into our
asymptotic error bounds by adding δT on the right-
hand side of Eqs. (26) and (27). We note that by
doing so we are combining in a single formula two
different types of errors: the statistical error and the
systematic error associated with the heating of the
sample. However, this allows us to depict both of
these errors neatly in the same figure. The result-
ing formulas for the asymptotic error of temperature
estimation are given by
∆T ≥ 1
α
√
(1− η)(1 + 2N)
4ηN¯
+
(1− η)~ωN¯
MCs
, (28)
∆T ≥ 1
α
√
1 + 2(1− η)N
4ηN¯
+
(1− η)~ωN¯
MCs
(29)
for the squeezed-vacuum and coherent states, re-
spectively. From the above formulas, we see that
there is a maximum value N¯max of N¯ for which the
error is minimal, and increasing N¯ from that point
on would only decrease the precision because of the
heating of the sample. This behavior is clearly vis-
ible in Fig. 3 (which was prepared for the PPKTP
crystal; all necessary parameters for this material
are given in the figure’s caption), where for mod-
erately small N¯ the error decreases, but eventually
it starts to increase when growing N¯ disturbs the
sample’s temperature. Fortunately, this maximum
value N¯max is of the order of 10
13–1014 photons and,
thus, the interferometric thermometers are noninvas-
ive for most of the realistic probe states.
B. Comparison with noninvasive classical
thermometers
We compare the precision offered by our interfero-
metric thermometer with the theoretical limit im-
posed on the idealized pyrometer that we found in
Sec. III. We perform this comparison for the PPKTP
crystal, which is commonly used in many quantum
optics experiments, and its basic physical properties
can be easily found [47]. The results of our calcu-
lations for the PPKTP crystal near T = 298 K are
presented in Fig. 3. As can be easily checked, the
best precision achieved by our interferometric ap-
proach is ∆T ≈ 1.4 nK for light with wavelength
λ = 1064 nm and N¯ = 3.2 × 1013 photons pre-
pared in the squeezed-vacuum state. This is much
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Figure 3. (Color online) The precision of the quantum
interferometric thermometer near T = 298 K for a non-
linear PPKTP crystal with a length of 1 cm plotted as a
function of the mean number of photons N¯ with λ = 1064
nm (ω = 1.77 × 1015 Hz). In our model for the PP-
KTP crystal, we set M = 3 g, Cs = 688 J(kgK)
−1,
n = 1.74, αT = 1.1 × 10−5 K−1, n′ = 0.6 × 10−5 K−1,
and η = exp[−Lαabs] = 0.9998, with αabs = 0.0002
cm−1 [47]. The red solid curve represents the exact
lower bound for the optimal single-mode Gaussian state
obtained via the QCRB with k = 1 and QT given in
Eq. (25), with the tail correcting for a possible heating up
of the crystal. The gray areas depict the precision regions
lying below the asymptotic bound for the single-mode
squeezed-vacuum state given in Eq. (28) and lying above
the asymptotic bound for the single-mode coherent state
given in Eq. (29). The black dashed line represents the
fundamental precision for the idealized pyrometer given
in Eq. (8) with S = 1 cm2 and δt = 10 ms.
higher than the precision of the commercially avail-
able pyrometers and even higher than the theoretical
limit for the idealized pyrometer of ∆T = 452 nK.
Naturally, a squeezed-vacuum state containing that
many photons would be very hard to produce [48].
However, even for coherent input states, the preci-
sion of the interferometric thermometer is still excel-
lent, with ∆T ≈ 24 nK obtained with N¯ = 5.6×1014
photons (this number of photons at λ = 1064 nm
would correspond to a laser pulse energy of 0.1 mJ
and the average power of 100 mW at the repetition
rate of 1 kHz, which is easily accessible with current
technology). Therefore, we find that the interfero-
metric thermometry does not need to use specially
designed quantum states of light to surpass the clas-
sical optical thermometers.
One could argue that our analysis is not compre-
hensive because we have not fully exploited all pos-
sible sources of information about the temperature
in our setup. For example, we could have addition-
ally tried to measure the mean number of thermal
photonsN being radiated by the sample at frequency
ω, which clearly is temperature dependent. Fur-
thermore, it very much depends on the type of the
sample, but very often the transmissivity η also de-
pends on the temperature. Therefore, we could have
tried to estimate the temperature from η as well.
The QFIs for estimation of N and η were already
calculated in Ref. [49] and, as we found, the estim-
ation of these additional parameters provides negli-
gible information about temperature when compared
with the information obtained from the estimation of
the optical phase. Moreover, if, in spite of that, we
still wished to estimate the mean number of thermal
photons N , then it would be optimal to send a va-
cuum state through the sample [49], which is equival-
ent to measuring the thermal radiation emitted by
the sample at a single frequency ω, and interestingly
provides information that we have already found in
Eq. (10) in the section devoted to the idealized pyro-
meters.
VI. DISCUSSION AND FUTURE
DIRECTIONS
In summary, we provided a detailed description of
the quantum interferometric thermometer by analyz-
ing the interaction between the single-mode Gaus-
sian states of light and a heated sample modeled
as a dissipative thermal reservoir. We found that
the single-mode squeezed-vacuum state is optimal
for temperature measurement, offering precision in
the nanokelvin range; however, coherent input states
provide an excellent performance as well. Moreover,
we also found a very elegant formula given by Eq. (8)
that lower bounds the fundamental precision of the
idealized pyrometer, which infers the temperature
from a measurement of the total thermal radiation
emitted by a heated sample. The interferomet-
ric thermometer provides a superior performance in
temperature sensing even when compared with this
idealized pyrometer. One of the main advantages of
interferometric thermometry is its noninvasiveness,
as highly precise temperature measurements can be
obtained without disturbing the sample’s temperat-
ure. We believe this feature to be crucial and hope
that interferometric thermometers could be used, for
example, for active temperature stabilization of non-
linear crystals such as the PPKTP crystal. We note,
however, that further studies are required to access
the true performance of this method for temperat-
ure measurements in nonlinear crystals. Those stud-
ies would need to take into account intrinsic noise
sources such as the Brownian and the thermodynam-
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ical noise sources that may be important for specific
materials and setup geometries [50].
Apart from nonlinear crystals, we predict that in-
terferometric thermometers should prove very useful
for temperature measurements of atomic vapors. At
the moment, the most popular optical technique for
temperature measurements in gaseous mediums such
as atomic vapors is the absorption spectroscopy in
which a laser light is shone on an atomic-vapor cell
producing the absorption spectrum. In order to es-
timate the temperature of atomic vapor, it is then
necessary to fit the observed spectrum to a theor-
etical model described by the so-called Voigt pro-
file, which accurately models the intensity profile of
absorption spectral lines by including the contribu-
tions of natural linewidth and Doppler broadening
[51, 52]. This fitting procedure normally involves
a prior knowledge of atomic-vapor parameters, such
as the density of the vapor, which has a complicated
dependence on the temperature. Because of this, in
practice, the precision of this method is limited to, at
most, ±0.1 K [53, 54], which is rather poor [55]. Fur-
thermore, if we try to estimate the temperature of an
atomic vapor by scanning the whole absorption spec-
trum, then we will very likely disturb its state when
we probe it around resonant transitions [56]. This
is very problematic if we wish to use our atomic-
vapor cell as a quantum memory. Therefore, it is
clear that an alternative, simpler method of temper-
ature measurements for atomic vapors could be use-
ful. We believe that our noninvasive interferometric
approach is ideally suited for this kind of applica-
tion and it would be of great interest to determine
the fundamental precision offered by the interfero-
metric thermometer for temperature measurements
in realistic atomic vapors.
Finally, we note that interferometric thermomet-
ers operating at the telecom wavelengths of 1550 nm
can also be readily used for temperature measure-
ments of silicon semiconductor electronic devices,
as silicon is almost transparent at these longer
wavelengths.
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APPENDIX
In order to calculate the SLD and the QFI for the
optical phase, we adopt a technique presented in
Ref. [41]; for the sake of convenience, we adopt
most of the notation used in that work. We re-
call that according to the master equation give in
Eq. (17), after a time t, an initial state ρ0 evolves
to ρϕ = exp[G(ω,N,Γ)t]ρ0 = S(ϕ,N, γ)ρ0, where
S(ϕ,N, γ) = exp[G(ϕ,N, γ)], and here γ = Γt is the
effective coupling to a thermal reservoir (which is re-
lated to the photon loss coefficient η via the relation
η = e−γ) and ϕ = ωt is the optical phase we wish
to estimate. In the following derivation, we will drop
the dependence of the superoperators G and S on the
mean number of photons N and the photon loss γ
because we are only concerned with finding the SLD
for the phase.
We begin by finding the partial derivative of ρϕ
with respect to ϕ, which can be neatly expressed as
∂ϕρϕ = ∂ϕS(ϕ)ρ0 = ∂ϕ exp[G(ϕ)]ρ0. (A30)
Using the following relation [41]:
∂ϕ exp[G(ϕ)] =
ˆ 1
0
euG(ϕ)∂ϕG(ϕ)e(1−u)G(ϕ)du
=
ˆ 1
0
euG(ϕ)∂ϕG(ϕ)e−uG(ϕ)duS(ϕ)
(A31)
we obtain
∂ϕρϕ = DϕS(ϕ)ρ0 = Dϕρϕ, (A32)
where the superoperator Dϕ is given by
Dϕ =
ˆ 1
0
euG(ϕ)∂ϕG(ϕ)e−uG(ϕ)du, (A33)
which can be easily calculated using the Baker-
Campbell-Hausdorff formula, resulting in Dϕ =
−iH.
Recalling the definition of the SLD, ∂ϕρϕ = Lϕ ◦
ρϕ, we can write
βij [χ
iχj , ρϕ] = Lϕ ◦ ρϕ, (A34)
where we have introduced χ = (a, a†) and
β =
(
0 −i/2
−i/2 0
)
(A35)
and the Einstein summation convention is assumed.
Equation (A34) is an example of the Sylvester equa-
tion Y = Z ◦X [57], which has the following formal
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solution:
Lϕ = 2
ˆ ∞
0
e−vρϕβij [χiχj , ρϕ]e−vρϕdv. (A36)
In the next step, we introduce χ˜i = χi − 〈χi〉 and
calculate
ˆ ∞
0
e−vρϕ χ˜iχ˜jρϕe−vρϕdv =
ˆ ∞
0
e−vρϕ χ˜ievρϕe−vρϕ χ˜jevρϕe−vρϕρϕe−vρϕdv
=
∑
m,n
(−1)m+n
m!n!
[(F− 1)m]ik[(F− 1)n]jl χ˜kρmϕ χ˜lρn+1ϕ
ˆ ∞
0
vm+ne−2vρϕdv
=
∑
m,n
(−1)m+n
2m+n+1
(
m+ n
n
)
[(F− 1)m]ik[(F− 1)n]jl χ˜kρmϕ χ˜lρ−mϕ
=
∑
m,n
(−1)m+n
2m+n+1
(
m+ n
n
)
[(F− 1)m]ik[(F− 1)n]jl χ˜k[Fm]lsχ˜s
=
∑
m,n
(−1)m+n
2m+n+1
(
m+ n
n
)
{[(F− 1)⊗ F]m[1⊗ (F− 1)]n}ijklχ˜kχ˜l
=
∞∑
q=0
(−1)q
2q+1
q∑
n=0
(
q
n
)
{[(F− 1)⊗ F]q−n[1⊗ (F− 1)]n}ijklχ˜kχ˜l
=
∞∑
q=0
(−1)q
2q+1
{[(F− 1)⊗ F + 1⊗ (F− 1)]q}ijklχ˜kχ˜l
= [(F⊗ F + 1⊗ 1)−1]ijklχ˜kχ˜l, (A37)
where F = H†f(Σ˜)H, with H being the Hadamard
matrix,
H =
1√
2
(
1 1
−i i
)
, (A38)
and f(x) = x−i/2x+i/2 and Σ˜ = ΣΩ, where Σ is the cov-
ariance matrix of the output state ρϕ with Ω begin
the symplectic matrix,
Ω =
(
0 1
−1 0
)
. (A39)
In the derivation of Eq. (A37), we used a number of
identities, which can all be found in Appendix C of
Ref. [41]: (i) in the second line, we used
e−vρϕ χ˜ievρϕ =
∑
m
(−1)m
m!
vm[(F− 1)m]ikχ˜kρmϕ ;
(A40)
(ii) in the fourth line, we used ρmϕ χ˜
lρ−mϕ = [F
m]lsχ˜
s;
(iii) and in the sixth line, we changed the variables
m+ n = q and replaced
∑∞
m,n=0 with
∑∞
q=0
∑q
n=0.
Similarly, we can show that
ˆ ∞
0
e−vρϕρϕχ˜iχ˜je−vρϕdv
= [(F⊗ F + 1⊗ 1)−1(F⊗ F)]ijklχ˜kχ˜l. (A41)
Replacing now χi with χi = χ˜i − 〈χi〉 in Eq. (A36)
and using Eqs. (A37) and (A41), we obtain an ex-
pression for the SLD for the optical phase ϕ,
Lϕ = 2βij [F⊗ F + 1⊗ 1)−1(1⊗ 1− F⊗ F)]ijklχ˜kχ˜l
+ [(1 + F)−1 − (1 + F−1)−1]ikχ˜k〈χj〉
+ [(1 + F)−1 − (1 + F−1)−1]jkχ˜k〈χi〉, (A42)
which, after a very tedious but rather straightfor-
ward algebra, can be further simplified to
Lϕ = iβ˜ij
(
[D−1(Σ˜⊗ 1 + 1⊗ Σ˜)]ijkl(R˜k ◦ R˜l + iΩkl/2)
+ (Σ˜−1)ik〈Rj〉R˜k + (Σ˜−1)jk〈Ri〉R˜k
)
, (A43)
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where we have defined
D = Σ˜⊗ Σ˜− 1
4
1⊗ 1 (A44)
and β˜ij = βqp(H
† ⊗H†)qpij , which is explicitly given
by
β˜ =
( −i/2 0
0 −i/2
)
(A45)
and Rk = Hkl χ
l and, similarly, R˜k = Hkl χ˜
l. The last
transformation means that R = (x, p) [R˜ = (x˜, p˜)],
where x and p are the canonical position and mo-
mentum operators [x˜ and p˜ are the displaced canon-
ical position and momentum operators].
In the final step, we rewrite the SLD for the optical
phase as
Lϕ =
4(Σ22 − Σ11)
1 + 4Σ11Σ22
x˜ ◦ p˜+ p¯
Σ11
x˜− x¯
Σ22
p˜, (A46)
where Σ11 and Σ22 are the diagonal elements of the
covariance matrix Σ of the output state ρϕ given in
Eq. (22), and x¯ and p¯ are the mean displacements
in the respective canonical position and momentum
quadratures given in Eqs. (20) and (21), all of which
are calculated with ϕ = 0. At this point, we need
to make two comments: (i) the SLD for the optical
phase has zero expectation, that is, Tr[ρϕLϕ] = 0, as
any legitimate SLD should, and (ii) it is expressed in
terms of the first and second moments of the output
Gaussian state ρϕ with ϕ = 0 because, in our setup,
the QFI for the optical phase ϕ is independent of
the actual value of ϕ; hence, we choose to present
the SLD in its simplest form.
Given the above SLD, we can calculate the corres-
ponding QFI for the optical phase via
Qϕ = Tr[ρϕL
2
ϕ], (A47)
which is given in Eq. (24) in the main text.
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