We prove Haag duality for conelike regions in the ground state representation of Kitaev's quantum double model for finite abelian groups. This property says that if an observable commutes with all observables localised outside the cone region, it actually is an element of the von Neumann algebra generated by the local observables inside the cone. This strengthens locality, which says that observables localised in disjoint regions commute.
Introduction
Kitaev's quantum double model for finite groups is a spin model on a 2D lattice that exhibits anyonic excitations [25] . One of its main features is that it has certain topological properties: the ground space degeneracy depends on the topology of the underlying lattice. In addition, the model has (quasi-)particle excitations with braid (anyonic) statistics. This can be exploited to perform quantum computations. In fact, for certain groups it allows even for universal quantum computation [27, 28] . The computations are made possible by the braid statistics of the anyons which are encoded in the superselection structure of the model.
It turns out that even on a topologically trivial lattice, such as a square lattice on the plane, the excitations with anyonic statistics exist. One way to recover the properties of these excitations is by doing a Doplicher-Haag-Roberts (DHR) type analysis of the superselection sectors [14, 15] . This has been carried out for the toric code in [29, 31] . The toric code corresponds to the choice of G = Z 2 in Kitaev's quantum double model. Here we extend these results to general finite abelian groups G. In particular, we show that algebras of observables localised in cone-like regions fulfil Haag duality in the vacuum representation. This means that in the vacuum representation observables which commute with all observables outside the cone are exactly those which can be approximated (in the weak operator topology) by operators localised inside the cone. More precisely, suppose Λ is a cone and A(Λ) is the algebra of quasi-local observables localised in Λ. Then we have in the ground state representation π 0 of the quantum double model, that π 0 (A(Λ)) ′′ = π 0 (A(Λ c )) ′ , where the prime denotes taking the commutant, and Λ c is the set of all sites in the complement of the cone Λ. Note that one of the inclusions readily follows from locality, the other one is non-trivial and is what the larger part of this paper is devoted to.
For the proof of Haag duality we follow the ideas introduced in [31] . In particular, we first show that cone algebras leave certain subspaces of the vacuum Hilbert space invariant. These subspaces can be shown to be generated by the self-adjoint parts of the cone algebra and the algebra associated to the complement of the cone. Using a result by Rieffel and van Daele [37] we can then conclude Haag duality for cone algebras. In essence the proof relies on a thorough understanding of the ground state, or rather, the full excitation spectrum of the model. This allows us to get a precise understanding of the Hilbert spaces describing all pairs of excitations in a certain region of the system. A precise understanding of how these states can be obtained by acting with local operators on the ground state vector allows us to use the aforementioned theorem by Rieffel and van Daele.
As a consequence of Haag duality and a property of the ground state we obtain the approximate 1 split property, which implies that if we have two cones that are removed from each other sufficiently far, then we can prepare normal states on these two cones independently [16] . In this sense it is a form of statistical independence of the two cone regions. This is no longer true if we take a cone Λ and its complement. In that case, the split property does not hold any more and one cannot find normal product states on the two regions, and they are not independent in the strong sense (c.f. [38] ).
Another application of Haag duality that we consider is the analysis of the superselection structure of the model for finite abelian groups. We show that in this case the superselection structure is described by conelike localised endomorphisms by explicitly constructing such endomorphisms that describe a single excitation. In this way we can show that the superselection structure (including the braiding and fusion roles) is described by finite dimensional representations of Drinfeld's quantum double D(G) of the underlying group. This resembles analogue results for Kitaev's toric code model [29] . We do this by constructing states describing a single charge. These are obtained by creating a pair of excitations from the ground state, and move one of these to infinity. Because of the topological properties of the quantum double model, the direction in which we do this cannot be observed. It follows that the corresponding representations satisfy a superselection criterion: they are irreducible representations that are unitarily equivalent to the ground state representation, but only v, e and f are a vertex, edge and face, respectively, and s = (v, f ) is a site. The star at v is given by the four black edges connecting to v. The plaquette at f is defined by the four edges surrounding f . when one restricts to observables localised outside a cone. This resembles the Buchholz-Fredenhagen criterion in algebraic quantum field theory [11] . Using Haag duality we can then restrict to endomorphisms of the observables, and do the DHR superselection theory [14, 15] .
The paper is organised as follows. In Section 2 we review the geometric and algebraic setting of the quantum double model for finite groups and introduce necessary notation. We also recall the main properties of the excitation spectrum of the model This is then used in Section 3 to show that there is a unique ground state in our setting. Section 4 contains the main result of this paper: the proof of Haag duality. The next two sections concern the approximate split property and an analysis of the superselection structure of abelian quantum double models. We end with an outlook on the extension to non-abelian groups of our results.
The quantum double model
We start with recalling the setting of the quantum double model for finite groups. Most of the result in this section are not new, but since the notation and properties we introduce here play an important role in the main part of this paper, we recall the essentials to make the paper more self-contained. For a more detailed introduction we refer to [25] and [6] . We will mainly follow the notation of [6] .
Consider a square lattice Z 2 and let G be any finite group. 2 Vertices of the lattice are denoted by v. Between nearest-neighbour vertices there are oriented edges e. The set of all these edges (or bonds) is called Γ. For simplicity we fix the orientation of the edges as in Figure 1 : the edges point either right or up. If e is an edge,we write e for the edge with the opposite orientation. Faces of the lattice are denoted by f . Note that faces can be identified with vertices in the dual lattice, and similarly vertices in the lattice correspond to faces in the dual lattice. The edges in the dual lattice connect two faces of the lattice. They inherit an orientation from the edges in the lattice in the following way. Given an edge e in Γ then its orientation fixes a notion for the neighbouring faces to lie to the "left" or to the "right" of e in direction of the orientation. A dual edge e is then oriented in such a way that it point from the face to the right to the face to the left of the associated oriented edge in Γ. A site s will mean a tuple s = (v, f ) of a vertex and a neighbouring face f . Finally, we refer to the four edges enclosing a face as a plaquette (notation: plaq(f )), and the four edges ending or starting at a vertex v as a star, notation star(v).
To each edge e of the lattice we associate a Hilbert space H e with a basis labelled by the elements of G. 3 The orthonormal basis in H e is denoted by |g with g ∈ G. For any edge e ∈ Γ denote A({e}) := B(H e ) for the algebra of observables acting on this edge. Similarly for any set O ∈ P f (Γ), where P f (Γ) is the set of all finite subsets of Γ, the local algebras are given by A(O) := e∈O A({e}). We will also write A e for A({e}). If A ∈ A(O) we say that A is localised in O.
This construction gives rise to an isotonous net O → A(O) of C * -algebras. The corresponding embedding * -isomorphisms are given by the natural embedding provided by the tensor product structure. That is, if O 1 ⊂ O 2 it is given by the map ι O1O2 defined by A → A ⊗ I O2\O1 . The inductive limit of this net is called the quasilocal algebra and denoted by A. It is the norm closure of the * -algebra all observables localised in finite regions. Similarly one can define for infinite sets Λ ⊂ Γ the algebra A(Λ) ⊂ Λ as the norm closure of O⊂Λ A(O), where the union is over finite subsets. An important part of the model's structure is most easily explained in terms of certain operators associated to triangles on the lattice. We recall the main definitions here. A direct triangle τ can be thought of connecting a face with two neighbouring vertices which are connected by an edge. More specific, consider a site s = (v, f ) can be thought of as a line connecting a vertex v with a face f . A direct triangle τ is then a tuple (s 1 , s 2 , e) of the sites s 1 , s 2 and an edge e or its inverse such that the tuple lists the sides of the triangle τ in clockwise order.Similarly, a dual triangle τ ′ connects two neighbouring faces with a vertex over some dual edge. Again τ ′ is given by a tuple (s 1 , s 2 , e) where s 1 , s 2 are sites and e is an edge or its dual edge such that the tuple lists the sides of τ ′ in counterclockwise order. Given a triangle τ = (s 1 , s 2 , e) denote ∂ 0 τ := s 1 and ∂ 1 τ := s 2 . Two triangles are said to overlap if and only if the corresponding edges intersect. Any triangle inherits an orientation by the edge in the tuple. Note that it can either coincide with the orientation given by the lattice (or dual lattice) Γ, or be anti-parallel.
Given a direct triangle τ and an element h ∈ G we can now associate an operator
For a dual triangle τ ′ we set for any element
Here and in the remainder of the paper we will use the notation g for the inverse group element of g ∈ G, to keep the sub and superscripts in the formula more readable. If τ and τ ′ overlap the corresponding triangle operators act on the same edge e and one can verify that the operators
A crucial role is played by operators that act along a ribbon. A ribbon ρ is given by a tuple (τ 1 , τ 2 , . . . , τ n ) of pairwise non-overlapping triangles such that ∂ 1 τ i = ∂ 0 τ i+1 , i = 1, . . . , n − 1. We set ∂ 0 ρ := ∂ 0 τ 1 and ∂ 1 ρ := ∂ 1 τ n . A ribbon ρ is called is called closed if ∂ 1 ρ = ∂ 0 ρ. Given a ribbon ρ and group elements g, h ∈ G an associated ribbon operator F g,h ρ is defined recursively as follows: let τ be a direct, τ ′ a dual triangle and ǫ the trivial ribbon. In this case the ribbon operators are defined as
where e ∈ G is the unit element. If ρ is any ribbon, we can decompose it into two possibly smaller ribbons ρ 1 and ρ 2 , and write ρ = ρ 1 ρ 2 . The ribbon operator on ρ is then defined recursively in terms of the ribbon operators on the smaller ribbons by
It can be checked that this is consistent and independent of the partition [6] . We will sometimes refer to equation (2.1) as the ribbon decomposition rule. The algebra generated by the ribbon operators acting along a ribbon ρ will be denoted by F ρ . The commutation relations for ribbon operators associated to some ribbon ρ are given by
The case where ρ and σ overlap at some site will be discussed later in the context of braiding (see Section 2.2). Finally, the adjoint is given by (F
ρ . Given a site s there are two distinct closed ribbons that start and end at s, namely the smallest closed ribbon β s that consists just of direct triangles and the smallest closed ribbon α s consisting only of dual triangles. For g, h ∈ G we set A 
2)
The definition definition of A s depends only on the vertex the site is located at and B s depends only on the face at s. The name star operator can be explained by noting that it acts on the edges of star(s). Similarly, the plaquette operator acts on the corresponding plaquette. There is another convenient description of the operators A 
In a similar way one can see that B h s is a projection. In particular, choose a basis element corresponding to a choice of group elements g 1 , . . . g 4 , labelled by following the edges around the plaquette in an anticlockwise direction, starting at the vertex v of the site s. The action of B h s on this vector is the identity if σ(g 1 )σ(g 2 )σ(g 3 )σ(g 4 ) = h, and zero otherwise. Here σ(g i ) = g i if the direction of the edge matches the anticlockwise path, and g i otherwise. The product of the group elements is also called the flux through the plaquette.
Let s be a site. Using the definition above, it is not so difficult to work out the commutation relations for operators A 
In particular this shows that for any pair of sites s, s ′ the plaquette and star operators commute, i.e.
Remark 2.1. The operators A g s and B h s generate a finite dimenional algebra, that is in fact isomorphic to Drinfeld's quantum double [17] of the group algebra C[G] regarded as a Hopf algebra. We write D(G) for this algebra. This explains the name "quantum double model". The quantum double has been very well studied, and many of the properties that we will need in this paper can be traced back to the representation theory of D(G). Good introductions can be found in, for example, Ref. [39] for the quantum double and its representations in the context of C * -algebras, or the textbook [24] for a more algebraic approach in the language of category theory.
With this notation we can introduce the dynamics of the quantum double model. Recall that dynamics can be specified by local Hamiltonians, satisfying certain conditions that ensure that they lead to a time evolution on the entire quasi-local algebra of observables A [8] . These local Hamiltonians can be defined in terms of the operators A g s and B h s introduced above, or rather the sum A s and the projection B s . Note that these operators mutually commute, even if they both act on the same site. We sometimes write B f or A v , where f is a face and v a vertex, instead of s = (v, f ). Note that this does not lead to ambiguities.
Concretely, let Λ ∈ P f (Γ). Then the corresponding local Hamiltonian is defined by
The summation is over all stars and all plaquettes (faces) whose bonds are completely contained in Λ. We will later see that the ground state is a stabilizer state, that is stabilized by each A s and B p , and we can see the Hamiltonian as implementing an energy penalty for violation of the "constraints" that A s Ω = B s Ω = Ω for a ground state (as we will see later). Ribbon operators are interpreted as creating excitations at the ending sites of the ribbon. This interpretation is strengthened by the commutation relations with star and plaquette operators (see [6] )
for a ribbon ρ with s i = ∂ i ρ, i = 0, 1 and g, h, k ∈ G. On the other hand the stars and plaquettes at sites different from s 1 and s 2 commute with ρ. Hence if we act with a ribbon operator on the ground state, some of the constraints in the Hamiltonian will be violated.
For our purposes it will be convenient to consider a different basis for the space of ribbon operators acting on a ribbon ρ. Let C = {c 1 , . . . , c n } be a conjugacy class of G, r ∈ C some representative and π an irreducible unitary representation of Z G (r), the centraliser of r in G. Choose elements q 1 , . . . , q n such that c i = q i rq i for i = 1, . . . , n and set
where j, j ′ ∈ {1, . . . , |π|} label the matrix elements of π and i, i ′ ∈ {1, . . . , n}. This relates the ribbon operators to irreducible representations of the quantum double D(G) of the group [13] . It can be shown (see [6] ), that in case ρ consists of both (direct and dual) types of triangles then these operators form a basis of F ρ , the algebra generated by the ribbon operators at ρ.
Note that if the group G is abelian, these definitions somewhat simplify, essentially because we only have to deal with one dimensional representations. In that case, the centraliser is simply G, the conjugacy classes are single elements, and the irreducible representations are characters χ of G. We simply write F
It is not difficult to check that F χ1,c ρ
, where χ 1 χ 2 is the pointwise product of χ 1 and χ 2 .
There is another useful property that is valid for these operators for abelian G, but not in general: if we decompose a ribbon ρ into two parts ρ 1 and ρ 2 , the corresponding ribbon operator is just the product of the ribbon operators acting along the smaller ribbons. Lemma 2.2. Let χ be a character and c ∈ G for some finite abelian group G.
Proof. With the help of equation (2.1) we find that
where we made the substitution g → kg in the second equality, and used that χ(kg) = χ(k)χ(g).
Properties of ribbon operators
For later use we list some properties of ribbon operators that we will need later. In particular, we are interested in the question how the action of these operators on the ground state depend on the ribbon itself. As will be outlined in Section 3, in the present situation there is a unique ground state ω 0 . The corresponding GNS representation will be denoted by (π 0 , Ω, H 0 ). Since A is an inductive limit of simple algebras, it is simple, hence π 0 is a faithful representation. To simplify notation we therefore often write simply A for π 0 (A). An essential fact in proving the properties below is that the ground state vector Ω has the s Ω = δ h,e Ω for any site s and group elements g, h ∈ G.
As it turns out the action of a ribbon operator on the ground state only depends on the sites connected by the ribbon and not on the connecting ribbon itself. This allows to deform ribbons by fixing its endpoints and changing the shape in between. In the following G denotes any finite group.
Proof. In [6] it is shown that for ribbons ρ, ρ ′ as above the ribbon operators We refer to ρ ′ and σ ′ as deformations of ρ and σ. A more detailed definition and description can be found in [6] . An example of a deformation of a ribbon is given in Figure 2 . Later on we need to connect to ending sites of a ribbon ρ with another ribbon ρ such that ρρ is a closed ribbon. The way ribbon operators of ρ and ρ relate to each other is given by the following lemma: Lemma 2.4. Let ρ, ρ, σ, σ be ribbons with ∂ i ρ = ∂ 1−i ρ and ∂ i σ = ∂ 1−i σ, i = 0, 1. Then for all A ∈ A and all g, h, k, l ∈ G it holds
For the proof we refer to [6] . The ribbons ρ and σ are referred to as inversions of ρ and σ. We can always choose such an inversion of a ribbon.
From now on assume that G is abelian. Then the irreducible representations of D(G) are given by elements c ∈ G and characters χ : G → C, as mentioned above.
Lemma 2.5. Let ρ ⊂ Λ be a ribbon, c, k ∈ G, χ an irreducible character and s the starting site of ρ. Then
Proof. By direct calculation using equations (2.7) and (2.5).
As mentioned earlier the commutation relations of ribbon operators with the star and plaquette operators can be interpreted as the ribbon operators generating excitations at the ending sites of their respective ribbons, when applied to the ground state. The next lemma sheds more light on this interpretation. If ρ is an open ribbon, then the excitations created at its ends by applying some ribbon operator on the ground state can be detected by certain local operators (see [6, Section B 9 .] for detailed definitions). A particularly useful example is that of certain projections (compare [6, Section C 3.] ). For this let s = ∂ 0 ρ the initial site of ρ. Then
detects the charge created by F χ,c ρ in the following sense:
ρ Ω.
Here we used Lemma 2. Under some circumstances we can extend ribbons by triangles without changing an associated ribbon operator. This will be of some use later. The analogue statement holds true if ρτ is a ribbon and the ribbon operator commutes with the star operator at s 1 .
If there is a dual triangle τ ′ such that τ ′ ρ is a ribbon then Since G is abelian we also have that ribbon operators of closed ribbons commute with all star and plaquette operators. 
The proof can be found in [6, Appendix B.5] . A somewhat weaker statement of this is also true if we remove one triangle from a closed ribbon. Lemma 2.9. Let ρ be an open ribbon such that there is a direct triangle τ with τ ρ is a closed ribbon. Then, with χ, c, s 0 as above,
Given instead that there is a dual triangle τ ′ such that τ ′ ρ is a closed ribbon. Then 
More on commutation relations
In order to discuss statistics of superselection sectors later in Section 6.1 we have to worry about commutation relations of ribbons. In particular we want to know the commutation relations of ribbons which overlap at their ends and of ribbons that cross each other once, since then the commutation relations of associated ribbon operators reflect the braiding and fusion structure of irreducible representations of D(G) (c.f. [25] ).
We start with some finite group G and two ribbons ρ, σ. We say that ρ, σ start at the same site s if there is a direct triangle τ , a dual triangle τ ′ , ribbons [6] this is called a left joint). The commutation relations of associated ribbon operators are then given by
Similarly, ρ, σ end at the same site s if ρ =ρτ ′ ρ ′ , σ =ρτ σ ′ and ∂ 1ρ = s (which is called a right joint in [6] ). The corresponding commutation relations are given by
Note that in the remaining possible cases for ρ and σ, i.e. ρ ends at the same site at which σ starts we have that the ribbon operators commute.
We have particular interest in the commutation relations for finite abelian groups G. Here, for instance, equation (2.9) becomes
Furthermore, with the notation (χ, c), (ξ, d) for irreducible representations of D(G), the commutation relations for ribbons ρ, σ starting at the same site give
and for ribbons ending at the same site we have
Now consider two ribbons ρ, σ that cross each other, meaning there are ribbons
I.e. ρ 1 , σ 1 end at the same site as σ 2 , ρ 2 start at. Such a situation is illustrated in Figure 3 . The commutation relations then are
Applied on ribbon operators labelled by irreducible representation of D(G) this gives
where we used F With the commutation relations at hand we can prove the following technical lemma, which will be used later in one of the proofs for Haag duality. It basically states that if at a site s there is an excitation of the ground state created by multiple ribbons then it can be created by a single ribbon ending at s. The excitations at the remaining spots different from s are created by ribbon operators connecting those sites with each other.
Lemma 2.10. Let ρ 1 , . . . , ρ n be open ribbons and s be some site. Assume that (∀i ∈ {1, . . . , n})(∃!j ∈ {0, 1}) :
Then there are ribbons σ 1 , . . . , σ n−1 with {∂ 0 σ k , ∂ 1 σ k |k = 1, . . . , n − 1} = {∂ 1−ji ρ i |i = 1, . . . , n}, a ribbon γ with ∂ 0 γ = s and ∂ 1 γ = ∂ 1−ji ρ i for some i ∈ {1, . . . , n}, and irreducible representations ξ 1 , . . . , ξ n of G and elements
γ Ω where z ∈ C and |z| = 1.
Proof. The proof works by induction over the number of ribbons. By means of inversions of ribbons, i.e. Lemma 2.4, we can assume without loss of generality that j({1, . . . , n}) = {0} for any n > 0. In other words we assume that all ribbons involved have their starting point at s since otherwise we could invert them due to the aforementioned lemma.
If n = 1 the claim is trivial. We will elaborate on the case n = 2 since this illustrates the basic idea of the proof. Let ρ 1 , ρ 2 be ribbons as in the assumptions. Let χ 1 , χ 2 be irreducible representations of G and c 1 , c 2 ∈ G. Let ρ 1 be an inversion of ρ 1 such that ρ 2 ρ 1 is a ribbon. Then by Lemma 2.3 and Lemma 2.4 we have
where z is the factor given by the commutation relations in equation (2.9). Now let σ be a deformation of ρ 2 ρ 1 such that s = σ. We then have
Now let ρ 1 , . . . , ρ n be ribbons as in the preamble of the Lemma and assume that the claim holds for all any n − 1 such ribbons. Let χ 1 , . . . , χ n be irreducible representation of G and c 1 , . . . , c n ∈ G. Set ξ := χ 2 · · · χ n and d := c 2 · · · c n . Then
γ Ω where the ribbons γ, σ k , irreducible representations ξ k and c k ∈ G are corresponding to the claim. Let γ be an inversion of γ such that ρ 1 γ is a ribbon. Let σ 1 be a deformation of ρ 1 γ. Again, using the same Lemmas as above we have
The factorsz, y,ỹ andŷ are products with z and phase factors resulting from the commutation relations of the ribbon operators (c.f. Section 2.2). The last expression is of the form as in the claim.
Uniqueness of ground state
We now outline the proof that for each finite group G (not necessarily abelian!), the quantum double model has a unique ground state. In case the model is defined by an oriented lattice on a compact surface it is known that the ground space degeneracy is the number of flat G-connections up to conjugation [25] , hence it is no surprise that in this infinite but topologically trivial setting we find a unique ground state. The proof we discuss here is based on the proof in [30] , where the full details can be found, which in turn is partly based on ideas of [1] .
Each term in the local Hamiltonians only acts on the bonds of a star or of a plaquette. Moreover, in the present situation of a square lattice, there is an obvious action of the group Z 2 by translations. It follows that the local Hamiltonians H Λ are defined by a bounded, translation invariant interaction Φ. Since the interaction is of bounded range and translationally invariant there is a corresponding one-parameter group α t of automorphisms of A describing the time evolution [8] . The next lemma is useful when discussing ground states with respect to these dynamics.
Lemma 3.1 ([1]).
Let ω be a state on a unital C * -algebra A, and suppose X ∈ A satisfies X = X * , X ≤ I, and ω(X) = 1.
The following characterisation of ground states for the quantum double model is inspired by results obtained in [1] for the special case of G = Z 2 .
Proposition 3.2. There exists a ground state ω 0 for the dynamics of the quantum double model, which has the property that ω 0 (A s ) = ω 0 (B s ) = 1 for each site s. Moreover, every translation invariant ground state has this property.
Proof (sketch). The star and plaquette algebras generate an abelian subalgebra of A. We can identify each star and each plaquette with a classical Ising spin, hence this algebra describes two copies of the Ising model. The state we are looking for is the state with all spins in the up position. By the HahnBanach theorem there exists an extension to a state ω 0 of A. This is the state we are looking for: using Lemma 3.1 it is straightforward to show that −iω 0 (X * δ(X)) ≥ 0 for all local observables X (and δ the derivation implementing the dynamics). Hence ω 0 is a ground state.
To show that any translational invariant ground state has this property, let ω 0 be such a state. Since A s and B s are projections, it follows that 0 ≤ ω 0 (A s ), ω 0 (B s ) ≤ 1. Because ground states minimise the mean energy H Φ (ω) by Theorem 6.2.58 of [8] one sees that we must have ω 0 (A s ) = ω 0 (B s ) = 1.
The proof can be extended to non-translationally invariant states, by considering surface energies (see §6.2 of [8] , in particular Theorem 6.2.52).
The idea is essentially to use Lemma 3.1 again, just as it was used in the proof of the uniqueness of the ground state of the toric code model [1] . The combinatorics, however, are much more involved. The proof consists of two steps. First we calculate the value of a ground state on certain products of projections acting on an individual site. In the second step this result is to calculate the expectation values of arbitrary local observables, showing that the ground state is completely fixed.
It was already remarked by Kitaev that the ground states of the quantum double model are related to so-called flat G-connections [25] . Here we have to consider local observables, and hence it is enough to specify a G-connection for finite parts of the system. The precise definition is a slight adaption from discrete gauge theory [34] : Definition 3.3. Let F be a finite collection of faces and let Λ ⊂ Γ be the set of bonds bounding any face f ∈ F . A G-connection c is a map c : Λ → G. A connection is called flat if the monodromy around each face is trivial. That is, let f ∈ F and list the edges j 1 , . . . j n of f in counter-clockwise order. Then the monodromy is trivial if σ(c(j 1 ))σ(c(j 2 )) · · · σ(c(j n )) = e, where σ is as defined as follows: σ(c(j)) = c(j) if the direction of j coincides with the direction of the path around f , and c(j) otherwise. The set of all G-connections on Λ will be denoted by C G (Λ), whose subset of flat connections is called C f G (Λ). The constant map defined by c 0 (j) = e is trivially a flat G-connection, hence the set of flat connections is certainly non-empty. To each such a G-connection we can associate a projection, projecting on the basis vector |c(j) at the site j. That is,
where τ (j) is the direct triangle with edge j whose orientation matches. Now, if c is not a flat connection, there is a face f with non-trivial monodromy. Let s be a site with face f . Then it follows that B s P c = 0 (since B s projects on the subspace of trivial monodromy around the face f ). With Lemma 3.1 it follows that ω 0 (P c ) = ω 0 (P c B s ) = 0 if c is not flat. Now suppose that c is a flat connection. Then one can show that A g s P c = P c ′ A g s , where c ′ is also a flat connection. In fact by a sequence of such moves one can go from any flat connection c to any other flat connection c ′ . With the same Lemma as before one then deduces the following Lemma. For a detailed proof we refer to [30] . As remarked before the operators L g T h acting on the same edge form a set of matrix units for the local algebra. Hence every local observable can be written as a linear combination of operators of the form X = LP c , where c is a connection and L is a product of operators of the form L g j . By the argument above it follows that ω 0 (X) = 0 if c is not flat. By systematically multiplying X on the left (right) by star operators (plaquette operators), one can "clean up" the observable X, and show that ω 0 (X) is either zero, or equal to ω 0 (P c ′ ) for some flat connection c ′ . This argument leads to the following theorem [30] :
Theorem 3.5. Kitaev's quantum double model on a square lattice on the plane has a unique ground state ω 0 , completely determined by
If one inspects the full proof of the theorem given in [30] carefully, one sees that in fact ω 0 (AB) = ω 0 (A)ω 0 (B) if A and B are local, and their supports are sufficiently far removed from each other. This is related to the approximate split property, which will be discussed in Section 5.
Haag duality
The main result in this paper is the proof that Haag duality holds in the ground state representation for certain cone-like regions. We first introduce some definitions to make clear what we mean with a "cone". With these definitions we then discuss the proof. What is essential in our proof is a good understanding of how one can build up the Hilbert space of the ground state representation from excitations of the ground state. In particular, how one can obtain those excitations that are localised in a cone, by acting with the appropriate ribbon operators. We use this to reduce the problem to a commutation problem of algebras acting on a smaller Hilbert space, consisting only of excitations inside the cone. The ground state vector is cyclic for this Hilbert space, with respect to the cone algebra. This finally makes it possible to apply a results of Rieffel and Van Daele [37] , which relates the commutation properties of algebras to a density property of self-adjoint parts of algebras acting on a cyclic vector. In this way we circumvent the problem that the Reeh-Schlieder property (which says that the ground state vector is cyclic and separating for local algebras) is not available, unlike for relativistic quantum field theories where it usually plays an important role in proving Haag duality [5, 12] .
Cones
The main motivation to consider cone-like regions is given by the localisation regions of single excitations of the ground state. These will turn out later to be suitably described by cones. How these cones are defined and which properties we need them to fulfill is described in the following. We will state a list of requirements as a definition and then give a family of regions which fulfill this list. Some of these requirements originate in the localisation properties of excitations sitting at the end of ribbons. Others are motivated as a technical requirement for proving a weaker form of the split property. Most importantly cones should be "ribbon connected" in the sense that we can connect any site inside the cone with ribbons without leaving the cone. Furthermore it should be possible to translate any finite subset of the lattice into the cone using some lattice translation.
First we discuss what we mean by the boundary of a subset of Γ. We regard edges as a pair of vertices which are connected by an oriented bond. If we remove one of those vertices we also discard the bond. Note that the definition of ∂Λ is symmetric under the exchange of Λ and int(Λ c ). Furthermore Λ ∪ int(Λ c ) is a proper subset of Γ. That is to say ∂Λ is the "gap" between Λ and the interior of Λ c .
Definition 4.2. Given a subset Λ ⊂ Γ, a triangle τ ⊂ Γ and a ribbon ρ ⊂ Γ. We say that τ belongs to or is contained in Λ if the edge of τ is in Λ. Similarly we say ρ belongs to Λ if all triangles of ρ belong to Λ. If this is the case we write τ ⊂ Λ and ρ ⊂ Λ.
An illustration of this definition can be found in Figure 4 . As we saw in Section 2.1 excitations of the ground states are localised at sites and can be detected by star and plaquette operators. Therefore, in order to distinguish whether an excitation is contained inside an area or not we have to specify when a site is, which is rather obvious. Less clear on the other hand is the specification of a site sitting at the boundary of an area. For our purposes and having an eye on Lemma 2.7 we use the following notion. Definition 4.3. Let Λ ⊂ Γ be again a subset and let s = (v, f ) be any site. Then s is considered to be contained in Λ, writing s ∈ Λ, whenever for any edge e ∈ Γ with ∂e = v it holds e ∈ Λ.
We say that s is contained in ∂Λ, writing s ∈ ∂Λ whenever s / ∈ Λ and there are edges e ∈ Λ and e ′ ∈ Λ c which bound f or are neighbours of v.
In other words s = (v, f ) ∈ Λ if the star at v is contained in Λ and s ∈ ∂Λ if the star or the plaquette has non-empty intersection with Λ and if s / ∈ Λ (c.f. Figure 5b) .
Unfortunately the definition of s ∈ ∂Λ is not symmetric under swapping the roles of Λ and the interior int(Λ c ) of Λ c : There might be sites that are contained in ∂Λ that have empty intersection with Λ c . Nevertheless this definition is sufficient for our purposes since we just want to distinguish stars and plaquettes that are contained in int(Λ c ) from those having non-trivial intersection with Λ. We will use this later on to move excitations that sit on the boundary of cones into the interior of the respective cone.
Lemma 4.4. Let Λ ⊂ Γ be some subset and let s = (v, f ) ∈ int(Λ c ) be some site. Then for all edges e ending at v or bounding f it holds e ∈ Λ c .
Proof. Assume that there was an edge e ∈ Λ ending at v or bounding f . Then in case it ends in v we have s / ∈ int(Λ c ). In case e bounds f but does not end in v we have that both ∂ 0 e, ∂ 1 e ∈ Λ. But then there is at least one edge e ′ ending at v and one of ∂ 0 e, ∂ 1 e and hence e ′ ∈ ∂Λ. But then s / ∈ int(Λ c ).
Finally the straightforward definition of a ribbon ρ starting or ending at ∂Λ is given by requiring that the starting and ending sites ∂ 0/1 ρ are contained in ∂Λ.
With this definition we have that a ribbon ρ ⊂ Λ c with, say, ∂ 0 ρ ∈ ∂Λ, is at most one triangle apart from Λ in the following sense. There is a ribbon ρ 0 ⊂ Λ c with ∂ 0 ρ 0 ∈ ∂Λ such that ρ 0 ρ is a ribbon and ρ 0 is either a single triangle or a trivial ribbon. (Here we have again Lemma 2.7 in mind.). This situation is depicted in Figure 5b .
We now come to the definition of cones. For any subset O ⊂ Γ and any point y ∈ Z 2 we denote by y + O the subset in Γ obtained by translating all pairs of vertices corresponding to edges in O by y. 4. For any pair of sites s 0 , s 1 ∈ ∂Λ there is a ribbon ρ ⊂ Λ c such that
The first condition is of technical nature and plays a role when proving that the weak closure of cone algebras in the vacuum representation are factors of Type II ∞ or of Type III (see also Section 5 and reference [29] ).
The second and the third conditions express a kind of connectedness: Any pair of sites inside a cone Λ can be connected with a ribbon, and sites at the boundary can be connected by ribbons that are contained in Λ up to single triangles at the ends. Both of them do not prohibit Λ of having holes inside they just make sure that it is sufficiently connected in the aforementioned sense. The last condition ensures that that the complement Λ c is properly connected so that there are no holes in Λ.
As a result we can choose whether we want to connect sites at the boundary of the cone by ribbons that run in the exterior or in the interior of the cone up to triangles at the endpoints of the ribbon. In particular for any ribbon ρ ⊂ Λ c with ∂ i ρ ∈ ∂Λ, i = 0, 1 there exist ribbons ρ 0 , ρ 1 ⊂ Γ andρ ⊂ Λ such that ρ 0ρ ρ 1 is a ribbon, ∂ 0 ρ 0 = ∂ 1 ρ, ∂ 1 ρ 1 = ∂ 0 ρ and ρ 0 , ρ 1 are trivial ribbons or single triangles. Furthermore, by condition 1, any cone is an infinite set. Examples for cones can be generated by those in R 2 : let l 1 = l 2 be two semi-infinite lines in R 2 emanating from a common point in Z 2 and enclosing an angle smaller than π. Denote by Λ the set of edges that are contained in area enclosed by or have non-empty intersection with the two lines (see also Figure 5a ). It can be easily checked that Λ is a cone.
In the following, and if not specified otherwise, Λ will be a cone.
Haag Duality
In this section we prove Haag duality of cone algebras in the vacuum representation. The proof is based on ideas developed in [31] and subdivides into several steps. First we consider certain subspaces of the vacuum representation Hilbert space that are invariant under the action of cone algebras and show that the cone algebras are completely determined by this restriction. Secondly we show that these subspaces are also invariant under the commutants of the algebras associated to the complement of the cones. The last step consists in showing that linear combinations of the self-adjoint parts of the restricted cone algebras generate the above subspaces. Using these facts together with a result by Rieffel and van Daele [37] we can conclude Haag duality for the cone algebras.
For the start consider a cone Λ ⊂ Γ, denote the associated cone algebra by A(Λ) and by A(Λ c ) the one of the complement. The ground state's cyclic (GNS) representation is given by the tuple (π 0 , Ω, H 0 ) where the state itself is referred to as ω 0 . For any region O ⊂ Γ we denote the weak closure of A(O) by
′′ . As sketched above we aim at finding a subspace H Λ ⊂ H 0 such that Ω is cyclic for R Λ . Again, we will identify operators A ∈ A with their image under π 0 .
Let ρ be a ribbon and let again F ρ := {F h,g ρ | h, g ∈ G} be the algebra linearly generated by all ribbon operators at ρ. Note that the inclusion F ρ ⊆ e∈ρ A e is usually proper since F ρ can be viewed as the subset of elements of the right hand side singled out by the commutation relations given by equation (2.5) (c.f. [6, B.8] ). For cones Λ we denote by F Λ := ρ⊂Λ F ρ the algebra of ribbon operators localised in Λ. Analogously we denote F Λ c the algebra of ribbon operators localised in Λ c . The first observation is that products of operators in F Λ and F Λ c generate a norm-dense subspace of H 0 when applied to Ω (compare also [31] ).
Lemma 4.6. Given that Λ ⊂ Γ is a cone we have with the notation from above:
Proof. Single triangle operators are contained in F Λ and F Λ c . Since they form a basis of the edge algebras, operators in A loc (Λ) and A loc (Λ c ) are contained in F Λ and F Λ c , respectively. But those are norm-dense in A(Λ) and A(Λ c ), respectively, and together with cyclicity of Ω we arrive at the claim. 
The following three lemmas are essential in gaining a better understanding of the Hilbert space H Λ .
Lemma 4.9. LetF := F 1 · · · F n ∈ F Λ c be a product of ribbon operators associated to ribbons in Λ c . Then the following holds:
Especially the left hand side impliesF Ω ∈ H ⊥ Λ . Proof. First note that because of Lemma 4.4 s ∈ int(Λ c ), implies A s , B s ∈ F Λ c . The proof works by repeated use of the lemmas of the discussion in Section 2.1.
It is sufficient to work with ribbon operators labelled by irreducible representations of D(G) as defined in equation (2.7). Consider arbitrary such ribbon operatorsF 1 , . . . ,F n ∈ F Λ c and let C, F ∈ F Λ be some operators. By definition of F Λ the operators C and F are sums of products of ribbon operators localised in Λ. For convenience we set η :=F 1 · · ·F n F Ω ∈ F Λ c F Λ Ω and ζ := CΩ ∈ H Λ . Now for the proof of equation (4.1), namely that if there are excitations in η created byF 1 , . . . ,F n ∈ F Λ c then η is orthogonal to Xζ for all C, F ∈ F Λ and X ∈ A(Λ c ) ′ . Assume there exists a site s ∈ int(Λ c ) whose star operator A s does not commute withF 1 · · ·F n . Then, by Lemma 2.5 and locality, we have
whereχ j (k) either coincides with the corresponding term of the non-trivial representation ofF j if it doesn't commute with A s , orχ j (k) = 1. Since for abelian groups the product of irreducible representation is again irreducible (they are all 1-dimensional), the right hand side equals 0 since the appearing product representation is non-trivial. If the product representation was trivial then [A s ,F 1 · · ·F n ] = 0 and hence would contradict the assumptions (see Lemma 2.6). Thus we arrive at (η, Xζ) = 0. Assume that there is a site s ∈ int(Λ c ) such that the associated plaquette operator B s does not commute withF 1 · · ·F n . Then there is at least one j ∈ {1, . . . , n} with [B s ,F χ,c ρj ] = 0 implying c = e due to the commutation relations, see Lemma 2.6. More general there is a k ∈ G with k = e such that
This completes the proof. Lemma 4.10. LetF := F 1 · · · F n ∈ F Λ c be a product of ribbon operators associated to ribbons in Λ c . Then the following holds:
Proof. Again, as in the previous proof, it is sufficient to work with ribbon operators labelled by irreducible representations of D(G). First some remarks about some general simplifications we are are going to assume. In case two ribbons ρ, σ have the same starting and ending sites then, by Lemma 2.3, one of them can be deformed into the other, givinĝ
We always can assume that there are non-trivial and non-closed ribbons in the productF 1 · · ·F n . If ribbon operators associated to closed ribbons appeared then we simply could commute them past the other operators in C to Ω where they leave Ω invariant. This can be seen by noting that if ρ is a closed ribbon and ρ = ρ 1 ρ 2 is a partition into ribbons then by Lemma 2.4 and Lemma 2. ρ2 Ω = Ω. Here ρ 2 is an inversion of ρ 2 which, by construction, starts and ends at the same sites as ρ 1 . Due to the commutation relations of ribbons, see the discussion in Section 2.2, we may pick up some phase factors which will not be important here.
In case that there are two ribbon operatorsF 1 ,F 2 associated to open ribbons ρ 1 , ρ 2 such that ρ 1 ρ 2 is a closed ribbon we can write them as a product of a ribbon operator of a closed ribbon and an operator associated to an open ribbon. To see this we moveF 1 andF 2 to each other using the commutation relations of ribbons. Then we use Lemma 2.2 and the remark after equation (2.7) to find
We also can always assume that ribbons just appear at most once in each product by the remark following equation (2.7). Now we turn to the claim of the lemma, equation (4.2). We are performing an induction over the number of ribbon operators inF 1 · · ·F n , i.e. over the number of ribbon operators outside Λ. Let's start with n = 1 and letF 1 ∈ F Λ c be a ribbon operator. Then we have that the ribbon ρ ⊂ Λ c , to whichF 1 is associated to, is either of one of the following forms: It connects two sites in ∂Λ or at least one ending site of ρ is contained in int(Λ c ). Consider the case that ρ connects two sites in ∂Λ. Taking a look at Definition 4.3 we see that there are at most two triangles τ,τ ⊂ Λ c such that τ ρτ ⊂ Λ c is a ribbon. By assumption and Lemma 2.7 we have thatF 1 Ω =F τ ρτ Ω. But then we can invoke Lemma 2.4 and Lemma 2.3 to obtain a ribbon ρ ⊂ Λ witĥ F τ ρτ Ω =F ρ Ω andF ρ ∈ A(Λ). In case that ρ has at least one ending site contained in int(Λ c ) Lemma 2.6 (or an analogue calculation with equation (2.5)) implies thatF 1 = I. Hence in either case the vector is contained in H Λ . Now let n > 1 be arbitrary but fixed and assume that equation (4.2) holds for allF 1 , . . . ,F n−1 ∈ A(Λ c ). Let thereforeF 1 , . . . ,F n ∈ A(Λ c ) be ribbon operators associated to ribbons in Λ c and set η :=F 1 · · ·F n Ω. The remainder of the proof can be subdivided into different cases corresponding to the different configurations ribbons. We will relate some of them to each other and proof the remaining cases. The two main cases are the following: Firstly, there could be k ≤ n ribbons that start and end at ∂Λ. Secondly, there could be several ribbons having at least one end in int(Λ c ). See also Figure 6 . The first main case can be handled as follows. Assume that there is a ribbon that connects two sites at ∂Λ, say ρ k , 1 ≤ k ≤ n. Then we can commute the associated ribbon operatorF k in η to the right in front of Ω thereby possibly obtaining a phase factor due to equation (2.11). But then, by using the argument from above, we can replaceF k with some operator F k ∈ A(Λ) leaving a product of n − 1 operators in A(Λ c ) in front of F k Ω. The second main case is a bit more involved. Consider that there is no such ribbon as in the first main case. If there is a ribbon ρ having at least one ending site inside int(Λ c ) the following scenarios are possible. Firstly, one ending site of ρ which is contained in int(Λ c ) does not coincide with an ending site of another ribbon occurring in η. Secondly, ρ connects a site on ∂Λ with a site in int(Λ c ) at which k ≥ 1 other ribbons start or end.
In the first case we find, by Lemma 2.6, that the associated ribbon operator F ρ must be the identity operator. This reduces the productF 1 · · ·F n ⊂ A(Λ c ) in η to a product of n − 1 ribbon operators in A(Λ c ). In the second case we can assume that every of these k ribbons connects to ∂Λ, since otherwise, we can just pick one of them that doesn't and use the previous procedure to remove it. Remember that we don't have to consider closed ribbons any more as well as open ribbons forming a closed loop. Now consider the ribbon operatorF ρ associated to ρ. We can safely assume that ∂ 1 ρ is the site of interest. The other case can be treated in complete analogy. If there is a ribbon ρ l with ∂ 0 ρ l = ∂ 1 ρ then we first can deform ρ into a ribboñ ρ such thatρρ l is a ribbon. On the level of ribbon operators this means first commuting the associated ribbon operatorF ρ in η to the right in front of Ω and then using Lemma 2.3 to replace it with an operatorFρ. After that we use the commutation relations of ribbon operators again to moveF ρ1 toFρ. We then can invoke equation (4.4) to obtain
The ribbonρρ l connects two sites at ∂Λ and we can use a previous argument to replaceFρ ρ l in η by a ribbon operator in A(Λ).
If there is no ribbon ρ l with ∂ 0 ρ l = ∂ 1 ρ we pick one ribbon ρ l and apply Lemma 2.4 to replace it with a ribbon operator associated to a ribbon ρ l with ∂ 0 ρ l = ∂ 1 ρ. But then we can proceed as before. Note that we also could have applied Lemma 2.10 instead to conclude the same for the second case.
By induction we now can conclude that for any n ∈ N and any product of ribbon operatorsF 1 , · · · ,F n ∈ A(Λ c ) the relation in equation (4.2) holds true.
Lemma 4.11. For any cone
Proof. LetF :=F 1 · · ·F n be a product of ribbon operatorsF 1 , . . . ,F n ∈ F Λ c . Furthermore let F, C ∈ F Λ and X ∈ A(Λ c ) ′ be any operators. For convenience set η :=F F Ω and ξ := CΩ. Recall the definition of D s in equation (2.8) .
By Lemma 4.9 we have that if (η, Xξ) = 0 holds for all F, C ∈ F Λ then for any s ∈ int(Λ c ) the operatorF commutes with D s , i.e. [F, D s ] = 0. Now by Lemma 4.10 this implies η ∈ H Λ . To see this note that
The other direction of this equivalence can be seen by assuming that the right hand side was true while the left hand was not which immediately leads to a contradiction since I ∈ F Λ . Summarizing this we obtain (η, Xξ) = 0 =⇒ η ∈ H Λ (4.5)
for all η =F F Ω, ξ = CΩ andF , F, C, X as above. By definition F Λ c contains all matrix units of the edge algebras A e for e ∈ Λ c since the former are products of triangle operators. Hence products of ribbon operatorsF 1 , . . . ,F n form a generating system of F Λ c . Thus, by Lemma 4.6, the linear span of the set
is a dense subspace of H. From this we conclude that equation (4.5) holds for any η ∈ H and ξ ∈ H Λ . Therefore
and we arrive at A(Λ c ) ′ H Λ ⊥ H ⊥ Λ . As the next step we want to consider the restrictions of the von Neumann algebras R Λ and R Λ c to H Λ . By [40, Proposition II.3.10] both restrictions are again von Neumann algebras.
Definition 4.12. For any cone Λ ⊂ Γ we write A Λ := P Λ R Λ P Λ ↾ HΛ and B Λ = P Λ R Λ c P Λ ↾ HΛ as subalgebras of B(H Λ ).
By using similar techniques as in the proof of the lemmas 4.9 and 4.10 we show that elements of the form A s + iB s with A s ∈ A s and B s ∈ B s already generate H Λ when applied on the ground state vector. Here A s is the self-adjoint part of A Λ , and similarly for B s . Lemma 4.13. Let A s be the self-adjoint part of A Λ and B s that of B Λ . Then the set
Proof. First note that since both A s and B s are real vector spaces it suffices to show for operators F ∈ F Λ that F Ω and iF Ω are contained in A s Ω + iB s Ω. In order to do so we first show this to hold if F is a finite product of ribbon operators in F Λ and then conclude for general operators F ∈ F Λ by a density argument. Essential now is the structure of the vector space H Λ that we elaborated on earlier in Lemma 4.6 and in the proofs of Lemma 4.9 and 4.10. This is to say that finite products of ribbon operators in F Λ applied to the vacuum vector Ω sufficiently describe H Λ and certain ribbon operators in F Λ c map Ω to vectors in H Λ and can be expressed as the images of Ω of certain elements of F Λ .
Throughout the proof we consider ribbon operators labelled by irreducible representations of the quantum double model and we can assume that the label is nontrivial for if it was trivial we just obtain the identity operator. Again we will use the charge projections D = A s B s . Now let F 1 , . . . , F n ∈ F Λ be ribbon operators with n > 0 and set F := F 1 · · · F n . The idea is to construct self-adjoint elements of A s and B s by taking linear combinations of products of projections A s , B s and products of ribbon operators in F Λ and F Λ c . These self-adjoint operators are chosen in such a way that they map the state vector to the same vector as F . Again, as in previous proofs, we will work with an induction over the number of ribbon operators in F . With the same argument as in the proof of Lemma 4.10 we can assume that in F there are no ribbon operators associated to closed ribbons or trivial ribbons.
Let n = 1 and let ρ denote the corresponding ribbon. In case that both the star and the plaquette at least one of the ending sites of ρ, denoted by s, are contained in Λ we set
Obviously these operators are selfadjoint hence contained in A s and it can easily be checked thatF Ω = F Ω andF Ω = iF Ω. Therefore F Ω and iF Ω belong to A s Ω. Assume that at both ends of ρ are contained in Λ but the plaquettes at both sites are not contained in Λ. Then the stars are still contained in Λ, by definition (c.f. ρ Ω. Now we can set
and it can easily be checked that the "real part" ofF is an element of A s and the "imaginary part" one of B s , henceF ∈ A s + iB s . By construction
and iF Ω =F Ω ∈ A s Ω + iB Ω . We now proceed by induction. Let n > 0 be arbitrary but fixed and assume that the assertion holds for all F 1 , . . . , F n−1 ∈ F Λ . Let F 1 , . . . , F n ∈ F Λ be any non-trivial ribbon operators. If one of them was trivial then we could remove it and obtained n − 1 factors. Again we have different cases to treat. First of all we handle the case where we can remove or combine ribbon operators leaving us with n − 1 factors in the product. More precisely, consider that there are two ribbon operators associated to ribbons ρ i , ρ k with 1 ≤ i, k ≤ n such that they start and end at the same site. Then either ∂ j ρ i = ∂ j ρ k , j = 0, 1 or ρ i ρ k is a closed ribbon. In either case in the product F 1 · · · F n we can bring . That is, in both cases we end up with a product of n − 1 ribbon operators in front of Ω. This allows us to assume in the rest of the proof that in F 1 · · · F n each ribbon involved there is appearing exactly once.
The rest of the proof can be divided into three main cases. Let again F 1 · · · F n be the product of non-trivial ribbon operators in F Λ . Assume that there are no such ribbons as in the previous case. Then there are three possibilities: either there exists a ribbon ρ involved in the product such that D ∂iρ ∈ F Λ for at least one i = 0, 1, or all ribbons end at ∂Λ, or neither of both, i.e. ∂ i ρ / ∈ ∂Λ and D ∂iρ / ∈ F Λ . Consider the first main case, namely that D ∂iρ ∈ F Λ for i = 0 or i = 1 for at least one ribbon involved in F 1 · · · F n . We set s := ∂ 0 ρ and without loss of generality we can assume that F ρ = F n and i = 0. If the ribbon operator was not F n we could use the commutation relations of ribbon operators to move this operator to the last place in the product. We can divide the treatment of this case into two different cases. The first case is that there is a site s ∈ Λ such that [F 1 · · · F n , D s ] = 0. In the other case we have that for all sites s ′ ∈ Λ with
Now for the first subcase of the first main case. If there is a site s ∈ Λ with [F 1 · · · F n , D s ] = 0 we can set
ThenF ,F ∈ A s and it holds F 1 · · · F n Ω =F Ω and similarly iF 1 · · · F n Ω =F Ω.
The case that for all sites s ′ ∈ Λ with D s ′ ∈ F Λ it holds [F 1 · · · F n , D s ′ ] = 0 can be treated as follows. Since we assumed that there is at least one ribbon ρ involved in the product, the corresponding ribbon operator is either trivial, by Lemma 2.6, or there is at least one additional ribbon ending or starting at one of the endpoints of ρ. We excluded the first case by assumption so we have to treat the second one. Therefore consider the situation where there are k ribbons ρ n−k , . . . , ρ n in F 1 · · · F n ending at s. By Lemma 2.6 the condition that the operators commute with the charge projector is equivalent to χ n−k · · · χ n = id and c n−k · · · c n = e where χ i are irreducible representations of G and c i ∈ G with i = n − k, . . . , n. But by Lemma 2.10 we have that there are ribbons σ n−k , . . . , σ n−1 such that they do not cross the site s, a ribbon γ having s as an ending site, irreducible representations ξ n−k , . . . , ξ n−1 of G and elements
γ Ω where z ∈ C, |z| = 1 and χ = χ n−k · · · χ n and c = c n−k · · · c n . The commutation relation with the charge projection now tells us that ξ = id and c = e, hence F χ,c γ = I. This gives an expression with n − 1 ribbon operators acting on Ω and we are done for this case.
Let's turn to the second main case where in the product F 1 · · · F n ∈ F Λ there are only ribbons ρ i , i ∈ {1, . . . , n} involved whose ending sites are contained in ∂Λ. By definition, c.f. Definition 4.3, it holds for all i ∈ {1, . . . , n} that D ∂ k ρi = F Λ , k = 0, 1 so we cannot treat this in the manner as the first main case. In the proof of Lemma 4.10 we used that we can replace ribbon operators associated to ribbons, which are contained in Λ c and which connect sites on ∂Λ, to ribbon operators of ribbons which are contained in Λ and which connect the same sites, without changing the image of Ω under these operators. Of course, this works the other way round, too. So choosing
will do the job. We used the notation F ρi instead of F i , i = 1, . . . , n to indicate the dependence on the ribbon. As aboveρ i indicates the ribbon obtained by extending ρ i by triangles corresponding to Lemma 2.7 if necessary, and inverting it using Lemma 2.4. ThenF ,F ∈ A s + iB s and it can be easily be verified that
It remains to treat the third main case. Consider there is no ρ involved in F such that it falls under the two previous main cases. I.e. for any ρ ⊂ Λ appearing inF at least one of the ending sites s i := ∂ i ρ, i = 0, 1 is such that D si / ∈ F Λ and s i / ∈ ∂Λ. Then, by construction of Λ and by the definition 4.3, the star operators at s i are still contained in Λ, i.e. A si ∈ F Λ . Furthermore for each such s i there are triangles τ i ∈ Λ such that τ i ρ or ρτ i is a ribbon and ∂ i τ i ∈ ∂Λ. There are two cases appearing here: [A si , F ] = 0 for any such s i or [A si , F ] = 0 for some s i . In case [A si , F ] = 0 for any s i we simply set
ThenF ,F ∈ A s and it holds F 1 · · · F n Ω =F Ω and similarly
In case there is a s i such that [A si , F ] = 0 we first deform or invert any ribbon σ involved in F , using Lemma 2.3 and 2.4, such that any of them has s i as final site, i.e. ∂ 0 σ = s i and any of them stays in Λ. This gives an expression F Ω = F ′ Ω where F ′ is again a product of ribbon operators in F Λ together with a possible phase factor from the commutation relations. More importantly, [F ′ , A si ] = 0. Let σ ′ denote these possibly deformed or inverted ribbons. Then, by Lemma 2.7 there is a triangle τ ∈ Λ such that ∂ 1 τ = s i and for any ribbon σ
If we apply this procedure to any of the ending sites s i of ribbons in F for which [F, A si ] = 0 we end up at the situation in the second main case from where we can proceed accordingly.
This completes the third main case and also the proof of the claim.
With these preparations we are finally in a position to prove the main theorem. In particular, the last lemma allows us to use the result of Rieffel and Van Daele mentioned before.
Theorem 4.14. Cone algebras of the quantum double model for finite abelian groups on the infinite square lattice satisfy Haag duality in the vacuum representation.
More precisely, if Λ ⊂ Γ is a cone then
Proof. The argument is exactly the same as that given in reference [31] . For the convenience of the reader, we will restate it here. It remains to prove A(Λ c ) ′ ⊂ A(Λ) ′′ since, by locality, the other direction already holds. By construction it holds that A Λ ⊂ B 
The approximate split property
One can ask the question if the observable (von Neumann) algebra actually is isomorphic to R Λ ⊗ R Λ c if Λ is a cone, so that we can see the cone part and the outside as two separate, independent systems without any correlations between them. This turns out not to be the case, because R Λ is not a factor of Type I (remark that if this was the case Haag duality would follow readily). The proof that these factors are not of Type I given in [29, Thm 5.1] works for general finite groups G. Nevertheless, a slightly weaker condition is true. If we separate the cone Λ from the complement of a slightly bigger cone Λ ′ , the resulting von Neumann algebra is a tensor product of the observable algebras in the two disjoint regions. This follows from the approximate split property For the convenience of the reader we first recall the precise definition.
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Definition 5.1. We say that π 0 has the approximate split property if for each pair Λ 1 ≪ Λ 2 there is a Type I factor N such that R Λ1 ⊂ N ⊂ R Λ2 .
The notation Λ 1 ≪ Λ 2 means that Λ 1 ⊂ Λ 2 and that the edges of Λ 1 and Λ 2 are sufficiently far removed. For the models that we study in this paper it is sufficient to demand that there is no star or plaquette that has a non-empty intersection with both Λ 1 and Λ 2 .
The approximate split property is a variant of the split property as it appears in algebraic quantum field theory [9, 10] and in operator algebra [16] . The approximate split property also plays a role in the definition of a cone index that tells us something about the number of superselection sectors the theory has [32] . There are nice physical consequences of the approximate split property: it implies a certain statistical independence of the regions Λ 1 and Λ c 2 .
In particular one can find normal product states across these regions, so it is possible to find states which do not violate Bell's inequality [38] . In fact one can locally (in the sense that one acts only with operators in R Λ1 or R Λ c 2 ) such product states [43] .
That the approximate split property holds in Kitaev's quantum double model can be seen as follows. From the proof of the uniqueness of the ground state outlined in Section 3 one can see that the ground state ω 0 is actually a product state, when one restricts to regions that are sufficiently far away. More concretely, let Ω be the GNS vector for ω 0 . We will write ω 0 again for the state on R Λ1 ∨ R Λ c 2 induced by the vector Ω. Note that it is normal, since it is a vector state for the von Neumann algebra. Note that we remarked before that ω 0 is actually a product state for A(Λ 1 ) and A(Λ Another way to prove the approximate split property is to explicitly construct a unitary that as in [31] . We do not attempt a proof along these lines here, although we believe that using the techniques developed above for the proof of Haag duality, the proof carries over to the present situation without much changes. Indeed, the main idea behind the proof is to remove some of the ambiguity in the description of a vector in the form F 1 · · · F n Ω due to the invariance of states under ribbon deformations. This can be done using the same techniques as employed above. This explicit construction can be helpful in the calculation of the cone index in concrete examples [32] , but for our present purposes it is not necessary.
Sector theory for abelian models
As an application of Haag duality we outline the sector theory for abelian groups G, in the spirit of the Doplicher-Haag-Roberts programme in algebraic QFT [14, 15] . The goal here is to retrieve all properties of the superselection sectors (or charges) in the theory, from a few basic principles. We will construct equivalence classes of such sectors for quantum double models for abelian groups G, and show explicitly how one can obtain the fusion and braiding rules. The techniques that we will use here were developed in [29] , which essentially deals with the case G = Z 2 . The main ideas are the same in the case of general abelian G, hence we will focus here on those steps that are different.
The goal is to characterise "single charge" representations. These representations describe how the observables of the system change in the presence of a single charge (or quasi-particle excitation) in the background. The different superselection sectors or charges correspond to equivalence classes of irreducible representations of A [21] . This implies that vector states in inequivalent "charged" representations can not be coherently superposed. Alternatively one can see that by local operations one cannot transform a vector state in one such irreducible representation into a vector state of another (inequivalent) irreducible representation. Physically this means that one cannot change the total "charge" of the system with local operations. This is exemplified in the quantum double model by the property that the ribbon operators always create a pair of conjugate charges, hence they do not change the total charge of the system.
There are very many equivalence classes of irreducible representations, most of which do not carry any reasonable physical interpretation. It is therefore necessary to restrict the representations of interest. Recall that in the class of models that we are interested in, excitations or charges can be obtained from the ground state by applying a ribbon operator. Note that this always gives us a pair of excitations if the model is defined on the plane. The idea is then to move one end of the ribbon (or physically, one of the charges) to infinity. For a related construction of charged states in Z N Higgs models, see for example [3, 18] . The charge at the fixed endpoint can only be detected by measuring a "Wilson loop" that encloses the charge. Hence if we disallow operators that form a loop around the charge, it cannot be detected and the state will look like the ground state for such measurements.
What does this mean for the corresponding representations, obtained via the GNS construction for example? One can choose any cone, and restrict to measurements outside such a cone. By the argument above this should look like the ground state representation. We therefore restrict to those representations that satisfy (c.f. [11, 29] )
for any cone Λ. That is, the representation π is unitary equivalent to the ground state representation, but only when one restricts to observables outside a cone. Equation (6.1) is called a selection criterion. The construction of such representations that we will outline below will make clear why this is a physically reasonable criterion. We stress that equation (6.1) should hold for all cones Λ (where the unitary setting up the equivalence may depend on the cone). By finding all representations that satisfy this criterion one finds a list of all charges that the system supports. But one can recover much more structure, and this is the point where Haag duality comes in: using Haag duality we can instead look at maps of A into a slightly bigger algebra, and in fact these maps can be extended to endomorphisms of this bigger algebra. To see this, fix a cone Λ and let V be the unitary such that π 0 (A) = V π(A)V * for all A ∈ A(Λ c ). Then define α(A) = V π(A)V * for all A ∈ A. Then we have that, for A ∈ A(Λ) and B ∈ A(Λ c ),
Hence by Haag duality it follows that α(A) ∈ R Λ . As mentioned, α can be extended to a proper endomorphism. That is, one can introduce an auxiliary algebra A Λa (where Λ a is a fixed cone), such that the map ρ can be extended to an endomorphism of A Λa [11, 29] . This is mainly a technical issue which we will large suppress here. In the explicit construction of such maps α below, it turns out that we can even restrict to automorphisms of A, although for the construction of braiding operators the extension to the auxiliary algebra is necessary. In addition, with Haag duality it follows that all the results that we show for these automorphisms are true for any representative in the same equivalence class, even if it cannot be restricted to an automorphism of A.
The advantage of using automorphisms or endomorphisms is that these can be composed, unlike representations. That is, we can define α ⊗ β := α • β. The interpretation is that we first add a charge β, then a charge α. In addition, if S is an intertwiner from α 1 to α 2 , meaning Sα 1 (A) = α 2 (A)S for all A ∈ A, and T is an intertwiner from β 1 → β 2 , it follows that S ⊗T := Sα 1 (T ) is an intertwiner from α 1 ⊗ β 1 to α 2 ⊗ β 2 . Using Haag duality and the extension of α 1 to the auxiliary algebra one can show that this is well-defined. This makes the category of localised and transportable (which we will discuss below) endomorphisms, with as morphisms the intertwiners. Studying the superselection sectors is then studying the properties of this category. In this case this amounts to showing that it is in fact the representation category of the quantum double of the group G. This is a modular tensor category [2] , as is appropriate for applications to quantum computing [26, 42] . However note that we only consider abelian models at the moment, which from a quantum computation point of view are less interesting. We comment briefly on this point at the end of this paper.
Construction of irreducible sectors
The first task is to construct different equivalence classes of representations satisfying the selection criterion. We already mentioned that the ribbon operators create a pair of excitations. We will use this fact to first construct "charged states", from which the representations can be obtained straightforwardly. As expected, to each element c ∈ G and irreducible representation χ of G (that is, a character), we can associate an equivalence class of representations. To this end, fix a cone Λ and consider a semi-infinite ribbon ρ inside Λ. That is, one end of ρ is fixed, the other end is thought of to be sent to infinity. The ribbon consisting of the first n triangles will be denoted by ρ n . We associate an endomorphism (in fact, since the model is abelian this will be an automorphism) to the each pair (χ, c) and semi-infinite ribbon ρ. In the next sub-section we will show that the choice of ribbon is not important, in the sense that another choice will lead to a unitarily equivalent automorphism.
The operators F Note that since F χ,c ρ is unitary this map is an automorphism. The idea is to take the limit in which we extend ρ to infinity. The next proposition shows that this indeed works. The last property says that it is enough to move one end of the ribbon far enough away so that it is disjoint from the support of a local observable A.
Proof. Let A ∈ A be a local operator. Then since ρ goes to infinity, there is some N such that supp(A) ∩ (ρ \ ρ n ) = ∅ for all n > N . In addition, from Lemma 2.2 it follows that F Property (i) immediately follows from locality.
As we will see later the automorphisms constructed above give us representatives of the equivalence classes of representations satisfying the selection criterion. Anticipating this, we will also write α χ,c for an automorphism defined in such a way, or even α χ,c ρ if we want to emphasize the ribbon to infinity. Note that each pair (χ, c) gives rise to many different automorphisms, since one can choose many different ribbons. If the ribbon is not important, we sometimes refer to any representative of this class of automorphisms by (χ, c). The following proposition shows that the automorphisms associated to different pairs (χ, c) belong to different superselection sectors, as expected. The idea behind the proof is that one can always detect the total charge in any finite region by pulling a charge and its conjugate from the vacuum, moving one charge around the region, and fusing again. . To prove the claim it therefore suffices to show that the two states can be distinguished by an operator localised outside some arbitrary finite region O by Corollary 2.6.11 of [7] . This is true because quasi-equivalent irreducible representations are unitarily equivalent. Now let O be any finite set. Then we can find a closed rotationally invariant ribbon ρ encircling the region O and such that the endpoint of the ribbon ρ that extends to infinity lies in the bounded area encircled by ρ. To this ribbon we associate the projection K σc , projecting onto the subspace of charge (σ, c) in the region enclosed by ρ. It is defined as follows (c.f. equation (B.75) of [6] ):
If (σ, c) = (χ, d) it follows that (by the discussion in Appendix B.9 of [6] )
This completes the proof.
In the next section we will show that the automorphisms are transportable, which will imply that the automorphisms defined on different ribbons, but with respect to the same pair (σ, c) belong to the same sector.
Transportability
Suppose that we have an automorphism α as defined above such that α is localised in a cone Λ. Then α is said to be transportable if for any cone Λ ′ , there is an automorphism β localised in Λ ′ such that α is unitarily equivalent to β. This unitary does not need to be in A (and generally also is not), but by Haag duality it follows that if Λ is a cone containing both Λ and Λ ′ , then any unitary V setting up such an equivalence is contained in R Λ . Such a unitary will also be called a charge transporter. We first show that the automorphisms are indeed transportable, and then give an explicit sequence that converges in the weak operator topology to a charge transporter. The proof largely follows the proof in the toric code case (up to some subtleties) [29] , but since we need the construction to calculate the statistics, we recall the main line of argument.
Fix a pair (χ, c) and two semi-finite ribbons ρ i , i = 1, 2, with corresponding automorphisms α i . First consider the case that both ribbons start at the same site. With Lemma 2.3 one can show that the states ω • α i are equal, by first showing equality on the dense subset of local observables. On the other hand, as was remarked in the proof of Proposition 6.2, both representations π • α i are GNS representations for this state. Hence by the uniqueness of the GNS representation, the two are unitarily equivalent. Note that in addition we may assume that such a unitary intertwiner V satisfies V Ω = Ω. Requiring this will fix an irrelevant phase.
Suppose now that the two ribbons do not start at the same site and that we consider a charge (χ, c). Then we get corresponding automorphisms α 1 and α 2 . We can then extend the ribbon ρ 1 by a ribbon ρ, such that ρ and ρ 2 start at the same site. This gives us an automorphism α ρρ1 , defined in terms of the extended ribbon, that is unitarily equivalent to α 2 , by the argument in the previous paragraph. The claim follows by noting that α 1 and α ρρ1 are unitarily equivalent. This can be seen because F χ,c ρ is a unitary operator, and
This can be seen by noting that if a ribbon ρ coincides with the first part of a ribbon ρ, then F
ρ\ρ . This equality can be easily verified using equation (2.1).
For the calculation of the braiding rules of the anyons, which we will outline below, it is useful to have a more explicit description of the intertwiners setting up the equivalence. To this end we construct a sequence V n of unitaries converging to V in the weak operator topology. For simplicity we again assume that the two semi-infinite ribbons ρ 1 and ρ 2 start at the same site. With ρ n i we mean the finite ribbon consisting of the first n triangles of the ribbon ρ i . For each n, choose a ribbon ρ n from the site at the end of ρ n 1 to the site at the end of ρ n 2 , in such a way that ρ n 1 ρ n is a ribbon and the distance of ρ n to the (fixed) starting point of ρ i goes to infinity as n → ∞. This ensures that the ribbons ρ n will avoid any finite subset of the system when n is large enough. By Lemma 6.1 it also follows that for n large enough, α
The claim is that the sequence V n converges to V . Using the remark above about strictly local observables, a straightforward calculation shows that V n α 1 (A) = α 2 (A)V n if A is local and n is big enough. Another remark is that using the techniques that we employed in the proof of Haag duality, it follows that V n Ω = Ω. To see this, note that F χ,c ρ ′ n and F χ,c ρn create opposite charges at the endpoints of the ribbons. Since all charges are abelian, these opposite charges fuse to the vacuum. This can be seen explicitly by using that F h,g ρ Ω only depends on the endpoints of ρ, hence we can use this to change the path ρ ′ n to ρ n when acting on the ground state. Since With these observations, we find for A and B strictly local operators and n large enough, that
Since α 1 is an automorphism, it follows that the set α 1 (A) for local operators A is dense in the Hilbert space. Because the sequence V n is uniformly bounded, it follows that V n indeed converges to V . Note that if Λ is a cone containing both ribbons ρ 1 and ρ 2 we can choose V n ∈ A(Λ) and consequently V ∈ A(Λ) ′′ = R Λ , as also follows from Haag duality.
The discussion so far can be summarised as the following theorem.
Theorem 6.3. Let G be a finite abelian group and let π 0 be the ground state representation of the quantum double model for G. Then for each pair (χ, c) where χ is a character of G and c ∈ G, there is an equivalence class of representations satisfying the selection criterion (6.1). The representation π 0 • α, where α is localised in some cone Λ and constructed as above, is a representative of such an equivalence class. The equivalence classes corresponding to distinct pairs (χ, c) are disjoint.
Fusion and statistics
Fusion rules tell us what happens if we combine ("fuse") to charges. More precisely, they give a decomposition of the tensor product α ⊗ β of irreducible endomorphisms as a direct sum of such endomorphisms. The fusion rules are independent of the chosen representatives. Hence it suffices to fix a cone Λ and a path ρ to infinity inside this cone. We can then consider automorphisms α χ,c defined as above, acting along the ribbon ρ. Note that by Proposition 6.1(ii), for local observables it is enough to consider only finite parts ρ n of the path ρ. Note that for any finite ribbon ξ we have F
as was remarked after equation (2.7), where χσ is the character obtained by pointwise multiplication. Hence we find the fusion rules
Note that in particular we see that the conjugate charge of (χ, c) is (χ, c).
To study the statistics we have to relate α ⊗ β to β ⊗ α. For the construction we need to be able to talk about the relative position of two charges localised in cones. That is, we want to say that one cone is to the left of the other one. This can be done unambiguously by fixing an auxiliary cone: for convenience one can take the cone Λ a briefly mentioned above. Then we can define a relation Λ 1 < Λ 2 for two disjoint cones (see [29] for details). This singling out of a particular direction is analogous to the technique of puncturing the circle in, for example, conformal field theory. Alternatively one can cover the lattice by different "charts" as in [20] . Now suppose that we have two charges α and β localised in cones Λ 1 and Λ 2 . To construct a unitary ε α,β intertwining α ⊗ β and β ⊗ α, first choose a cone Λ 2 to the left of Λ 1 (and disjoint of it), see Fig. 7 . Then there is an intertwiner V transporting the charge β in Λ 2 to a charge β in the cone Λ 2 . Since Λ 2 and Λ 1 are disjoint, it follows by the localisation properties of the automorphisms that α ⊗ β = β ⊗ α. Finally, the charge β can be transported back to the cone 
This unitary intertwines α ⊗ β and β ⊗ α. One can show that it has all the properties a "braiding" should have (compare for example with [22] ). Note that in the previous section we have constructed a sequence V n converging to V in the weak operator topology. Since α can be extended to a weakly continuous map on the auxiliary algebra A Λa , we can calculate α(V ) = w-lim n→∞ α(V n ). We are interested here in the calculation of the modular matrix S, whose entries are in the present case given by S α,β = ε α,β • ε β,α . Note that because of irreducibility of α ⊗ β this is an element of CI and hence can be identified with a scalar. It only depends on the equivalence classes of α and β, so that we can choose representatives in a convenient way. We do this as in Fig. 7 : we choose two non-intersecting ribbons ρ i that can be localised in the same cone Λ. For the transported automorphisms we choose ρ 1 = ρ 1 and for ρ 2 a ribbon to the left of the cone Λ, such that it is inside a cone Λ 2 that is disjoint from Λ. A sequence V n of charge transporters can then be constructed as in Section 6.2, and it remains to calculate α(V n ).
This amounts to a straightforward application of the definitions. For convenience we can choose the ribbons connecting the n-th triangle of ρ 2 and ρ 2 in such a way that they cross the ribbon ρ 1 exactly once. Now note that for each n > 0, there is an integer N (n) such that
by Proposition 6.1. Note that by construction V n is a product of two ribbon operators. Since the ribbon on which V n is defined and the ribbon ρ 1 cross exactly once, we can commute V n with the ribbon operator on the left of it in the expression above, at the expense of a phase according to equation (2.11) . It follows that α(V ) = χ 1 (d)χ 2 (c)V and hence ε α,β = χ 1 (d)χ 2 (c)I.
The operator ε β,α can be found in the same way: we move the charge α to the left cone (and back). Since in this case the ribbons used in the construction of the appropriate intertwiner W do not cross, it follows that ε β,α = W * β(W ) = W * W = I. This gives us Verlinde's matrix S [41] , whose entries are S α,β = ε α,β • ε β,α in the special case that each sector is abelian (as is the case here). A more thorough discussion of S in the context of the theory of superselection sectors can be found in [35, 36] . In the end we obtain S (χ1,c),(χ2,d) = χ 1 (d)χ 2 (c). This is (up to a factor due to a different choice of normalization), precisely the matrix obtained in [2, Thm. 3.2.1] for the representation category of the quantum double D(G). This is of course no coincidence. There is a correspondence between the superselection sectors constructed here and the finite dimensional representations of D(G), seen as a Hopf algebra. It is well known that the irreducible representations of D(G) are in one-one correspondence with pairs consisting of an equivalence class of G and irreducible representations of the centraliser of a representative of this equivalence class (see for example [2, 4] ). In the present case of abelian groups this reduces to the pairs (χ, c). The fusion rules established above are precisely those obtained from the representation theory. With a little bit of work one can in fact show that the sector theory is completely determined by the representation theory of D(G), where the D(G)-linear maps between finite dimensional representations correspond to intertwiners between the sectors constructed here. In the language of category theory, this can be phrased as stating that the category of localised endomorphisms and the category of finite dimensional representations of D(G) are equivalent as braided fusion categories. With the help of the results above, the arguments are very similar to the toric code case [29] , and hence we will not repeat them here. In any case, the upshot is that understanding the sector theory is the same as understanding the representation theory of D(G) (a well studied subject), and that all physical properties of the excitations can be obtained by representation theory.
There is still a point that has not been answered, however. In principle, it may be the case that we have not constructed all sectors. That is, there may be irreducible representations that satisfy the selection criterion (6.1), but are not unitarily equivalent to one of the charged representations constructed above. The question if such additional charges exist can be answered by computing the Jones-Kosaki-Longo index for pairs of cones [32] . In essence one has to consider two disjoint cones Λ 1 ∪ Λ 2 and the von Neumann algebra generated by the local observables in these cones, and in addition the algebra generated by the commutant of everything in the complement of the two cones. This algebra contains the von Neumann algebra generated by the observables inside the cones, but also charge transporters that move charges from one cone to the other. The Jones-Kosaki-Longo attaches a number to the relative size of these two algebras, and one can show that it is related to the quantum dimension of the charges. We expect that the proof given in the toric code case [32] can be extended to quantum double models for abelian G, by using the methods developed in this paper. The techniques used are very close to the proof of Haag duality given in Section 4, and therefore we do not attempt to give a full proof here. In any case, we expect that this index is equal to |G| 2 , and that we have therefore found all charges in the model.
The case of non-abelian groups
Many of the results so far are only proven for abelian groups G. A natural question is if the same results hold for non-abelian groups. Such models are particularly interesting because they have non-abelian anyons, for which the braiding operators are not just a phase, but in general give rise to higher dimensional representations of the braid group. In Kitaev's model this can be exploited to implement unitary operations (gates) from which quantum circuits can be build. Such quantum circuits perform quantum computation tasks. Under suitable conditions on the group G Kitaev's model is in fact universal, meaning that in principle any quantum computation algorithm could be implemented on top of the model [27, 28] .
We believe that these non-abelian models can be studied along the same lines as the abelian ones. From a technical point of view, however, the analysis is much more involved. The difficulties mainly stem from the fact that for non-abelian G the quantum double D(G) has higher dimensional irreducible representations. This has a few consequences. First of all, rather than a single ribbon operator being associated with a certain irreducible representation (such as the F χ,c ρ we used above), one has to deal with "multiplets" of ribbon operators, see for example equation (B.66) of [6] . When acting with the operators in such a multiplet on the ground state Ω, one can span a finite dimensional vector space. The star and plaquette operators at one of the endpoints of the ribbon give a natural action of the quantum double on this finite dimensional vector space, which then transforms as an irreducible representation under this action.
The second point is related to the tensor product of two irreducible representations. In the abelian case such a tensor product was again irreducible and of the same form. This is no longer true in general in the non-abelian case. Indeed, there are tensor products of representations that are the direct sum of more than one irreducible representation. On the level of the ribbon operators this has, for example, the consequence that when we multiply two ribbon operators acting along the same ribbon, in general it is not of the form of a single ribbon operator any more. This naturally makes the analysis more complicated. In addition the interchange of two ribbon operators is more complicated than just introducing a phase. Nevertheless, the representation theory of the quantum double is well understood, so we expect that the main ideas in our proof can be transferred to the non-abelian case. In particular, one should be able to use this knowledge of the representation theory to study the commutation properties of the ribbon operators, which are essential in the proof of Haag duality.
The non-abelianness also makes it more difficult to explicitly construct representatives of the charged sectors: instead of automorphisms one has to deal with endomorphisms and we cannot just conjugate with the ribbon operators to define them. Instead, one way would be to use amplimorphisms, which are nothing but morphisms ρ : A → M n (A), the n-by-n matrices with entries in A. Such methods have been employed to describe localised (in intervals) charges in quantum spin systems on the line [33, 39] . Unlike in the case of finitely localised excitations, in the case of conelike localisation we expect to be able to obtain proper endomorphisms again. One way to do this is to note that the cone algebras are infinite factors. This allows us to find isometries V i (i = 1, . . . , n) in the cone algebra whose ranges sum up to the identity projection. In this way we can identify H with ⊕ n i=1 H, and obtain an identification of an amplimorphism ρ as above with an endomorphism of the cone algebra. This should make it possible to carry over the well-known structure of the amplimorphisms to endomorphisms, and build up representatives of each sector and find the braiding operators. We hope to return to this issue in the future.
