Reinforcement learning (RL) problems often feature deceptive local optima, and methods that optimize purely for reward often fail to learn strategies for overcoming them [2] . Deep neuroevolution and novelty search have been proposed as effective alternatives to gradient-based methods for learning RL policies directly from pixels. We introduce and evaluate the use of novelty search over agent action sequences by Levenshtein distance as a means for promoting innovation. We also introduce a method for stagnation detection and population regeneration inspired by recent developments in the RL community [5], [1] that is derived from novelty search. Our methods extend a state-of-the-art method for deep neuroevolution using a simple genetic algorithm (GA) designed to efficiently learn deep RL policy network weights [6] . Results provide further evidence that GAs are competitive with gradient-based algorithms for deep RL in the Atari 2600 benchmark. Results also demonstrate that novelty search over agent action sequences can be effectively used as a secondary source of evolutionary selection pressure.
INTRODUCTION
"Can the history of actions performed by agents be used to promote innovative behaviour in benchmark RL problems?" Towards answering this, we introduce two new methods for using Lehman and Stanley's novelty search [2] -an evolutionary framework for RL in which the reward signal is completely replaced by a behavioural Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. GECCO [4] weights. This is a very simple yet effective gradient-free approach for learning DQN policies that are competitive with those produced by deep Q-learning [6] .
Novelty search has been shown to promote innovation in RL [6] . Here we introduce the use of approximate Levenshtein distance [3] -a form of string edit metric distance -as the behavioural distance function in two methods that directly apply or derive from novelty search for deep RL.
In contrast to previous uses of novelty search for deep RL, the characterization used here is highly general and does not require environment-specific knowledge: it can be used in any problem for which agent actions can be encoded as a sequence of discrete values.
SEED-BASED GENETIC ALGORITHM
The Base GA is an approximate re-implementation of Such et al. 's GA introduced in [6] . A network instance is defined by:
where Θ n denotes network weights at generation n, τ denotes the encoding of Θ n as a list of seeds, ϕ denotes a seeded, deterministic initialization function, ϵ(τ n ) ∼ N (0, 1) denotes a seeded, deterministic, normally-distributed pseudo-random number generator seeded with τ n and σ denotes a constant scaling factor (mutation power). The GA does not implement crossover, and mutation appends a randomly-generated seed to τ . The GA performs truncated selection -a process whereby the top T individuals are selected as reproduction candidates (parents) for the next generation. From these T parents, the next generation's population is uniformly, randomly sampled with replacement, and mutated. Elitism is also used in conjunction with validation episodes to improve generalizability.
DQN ARCHITECTURE AND PREPROCESSING
We used the DQN neural network architecture [4] in all experiments: three convolutional layers with 32, 64, and 64 filters, respectively, followed by one dense layer with 512 units. 
NOVELTY SEARCH
Novelty search requires two main components defined as follows. 1) We define the behaviour characteristic to be the sequence of discrete actions performed by an agent in response to consecutive environment observations. These action sequences are encoded as strings of length F , where F is the maximum number of frames available during training. Characters are either elements of a game's action space or the character x, which is reserved to encode a nonconsumed frame. 2) We define the behavioural distance function as an approximation of the Levenshtein distance [3] between action sequences encoded by strings. 
where A and B are two action sequences encoded by strings, S is the number of segments, n is the length of each segment, and L computes the Levenshtein distance between two strings. The number of segments n is determined by computing ⌈F /s⌉, where F is the number of characters in A and B, equal to the maximum number of frames available during training.
RESULTS AND CONCLUSIONS
All experiments use Assault, Asteroids, MsPacman, and Space Invaders. Source code and supplementary material are available at https://github.com/ethancjackson/NoveltySearchLevenshtein. Hyperparameters are shown in Table 1 . For testing, 30 episodes not used in training or validation are used to evaluate the Base GA and either Method I or II. In tables, means (± standard deviations) are reported in game score units.
Method I
Method I implements a pure novelty search using the behaviour characteristic and behavioural distance function described in Section 4 and the GA as described in [6] . Learning results are summarized by Table 2 .
Method II
Method II applies novelty search to provide secondary selection pressure when premature convergence or stagnation is detected. Like Method I, this method also uses an archive of agent action sequences and the same behaviour characteristic and behavioural distance function as described in Section 4. In contrast, novelty scores are only computed when stagnation has occurred: defined as periods of IG generations with no net gains in validation performance. These scores are used to regenerate the population with individuals whose behaviours are maximally different from those in the stagnant population. Results using Method II are summarized by Table 3 .
Conclusions
Results suggest that novelty search by string edit metric distance on agent action sequences is likely not a suitable form of primary selection pressure for learning in Atari games. Conversely, results suggest that it provides an effective source of secondary selection pressure, making it a viable GA extension for deep RL.
