Generative models have recently received considerable attention in the the field of compressive sensing. If an image belongs to the range of the pretrained generative network, we can recover it from its compressive measurements by estimating the underlying compact latent code . In practice, all the pretrained generators have certain range beyond which they fail to generate reliably. Recent researches show that convolutional generative structures are biased to generate natural images. Based on this hypothesis, we propose joint optimization of latent codes and the weights of the generative network to solve compressive sensing. The main advantage of this method is that we no longer have the need of a pretrained generator as we are optimizing weights of the network. Furthermore, we are getting compact representation of each image from latent code optimization. We empirically demonstrate that our proposed method provides better or comparable accuracy and low complexity compared to the existing methods on different video compressive sensing problems.
INTRODUCTION
Deep generative networks, such as autoencoders, generative adversarial networks (GANs), and variational autoencoders (VAEs), are now commonly used in almost every machine learning and computer vision task [1, 2, 3, 4] . One key idea in these generative networks is that they can learn to transform a low-dimensional feature vector (or latent code) into realistic images and videos. The range of the generated images is expected to be close to the true underlying distribution of training images. Once these networks are properly trained (which remains a nontrivial task), they can generate remarkable images in the trained categories of natural scenes.
In this paper, we propose to use a deep generative model for compact representation and reconstruction of videos from a small number of linear measurements. We assume that a generative network structure is available, which we represent as
Gγ(z) denotes the overall function for the deep network with L layers that maps a low-dimensional (latent) code z ∈ R k into an image x ∈ R n and γ = {γ1, . . . , γL} represents all the weight parameters of the deep network. Gγ(·) as given in (1) can be viewed as a cascade of L functions gγ l for l = 1, . . . , L, each of which represents a mapping between input and output of respective layer. An illustration of such a generator with L = 5 is shown in Figure 2 . Suppose we are given a sequence of measurements for t = 1, . . . , T as yt = Atxt + et, (2) where xt denotes the t th frame in the unknown video sequence, yt denotes its observed measurements, At denotes the respective measurement operator, and et denotes noise or error in the measurements. Our goal is to recover the video sequence (xt) from the available measurements (yt). The recovery problem becomes especially challenging as the number of measurements (in yt) becomes very small compared to the number of unknowns (in xt). To ensure quality reconstruction in such settings, we need a compact (low-dimensional) representation of the unknown signal. Thus, we use the given generative model to represent the video sequence as xt = Gγ(zt) and the observed measurements as yt = AtGγ(zt). We demonstrate that even if we do not have a pretrained generative network, we can still reconstruct it by jointly optimizing over network weights γ and the latent codes zt. To exploit similarities among the frames in a video sequence, we also include low-rank constraints on the latent codes.
Motivation and Related Work
Compressive sensing refers to a broad class of problems in which we aim to recover a signal from a small number of measurements [5, 6, 7] . The canonical compressive sensing problem in (2) is inherently underdetermined, and we need to use some prior knowledge about the signal structure. Classical signal priors exploit sparse and low-rank structures in images and videos for their reconstruction [8, 9, 10, 11, 12] . However, the natural images exhibits far richer nonlinear structure than sparsity alone. So, we focus on a newly emerging family of generative priors that are usually learned from massive amounts of training data.
Deep generative models offer a new framework for compact representation of images and videos. Recently, a number of generative models have been proposed to learn latent representation of an image with respect to a generator [13, 14, 15] . The learning process usually involves gradient decent to estimate the best representation of the latent code, where the gradients with respect to the latent code representation are backpropagated to the pixel space [16] . In recent year, generative networks have been extensively used for learning good representations for images and videos. Generative adversarial networks (GANs) and variational autoencoders (VAEs) [1, 17, 18, 19] learn a function that maps vectors drawn from a certain distribution in a low-dimensional space into images in a high-dimensional space. An attractive feature of VAEs [17] and GANs [1] is their ability to transform feature vectors to generate a variety of images from a different set of desired distributions.
In this paper, we use a generative model as a prior for video reconstruction from compressive measurements. Our generative model and optimization is inspired by recent work on using generative models for compressive sensing in [20, 21, 22, 23, 24, 16] . Recently, [20] showed that a trained deep generative network can be used as a prior for image reconstruction from compressive measurements; the reconstruction problem involves optimization over the latent code of the generator. In a related work, [24] observed that an untrained convolutional generative model can also be used as a prior for solving inverse problems such as inpainting and denoising because of their tendency to generate natural images; the reconstruction problem involves optimization of generator network weights. Inspired by these observations, a number of methods have been proposed for solving compressive sensing problem by optimizing generator network weights while keeping the latent code fixed at a random value [22, 21] . As they are allowing generator parameters to change, the generator can reconstruct wide range of images. However, as the latent codes are initialized randomly and stay the same, we cannot find a representative latent codes for images.
In our proposed method, we use the generative model in (1) to find compact representation of videos in the form of zt. To reconstruct a video sequence from the compressive measurements in (2), we optimize over the latent codes zt and the network weights γ in a joint manner. We hypothesize that if the generator function is continuous, then the similarity of the frames would translate into the similarity in their corresponding latent codes. Since the frames in a video sequence exhibit rich redundancies in their representation, we impose low-rank constraints on the latent codes to represent the video sequence with an even more compact representation of the latent codes. An illustration of the differences between the types of representations is shown in Figure 1 .
Main Contributions
In this paper, we propose joint optimization of latent codes and generator weights along with low-rank constraint on the latent codes to solve video compressive sensing problems. The key contributions of this paper are as follows.
• Latent code optimization can only reconstruct a video sequence that belong to its range. We demonstrate that by jointly optimizing the latent codes with the network weights, we can expand the range of the generator and reconstruct images that the given initial generator fails on. We show that even though the network has a very large number of parameters, but the joint optimization still converges to a good solution.
• Consecutive frames in a video sequence share lots of similarities.
To encode similarities among the reconstructed frames, we introduce low-rank constraints on the generator latent codes. This enables us to represent a video sequence with a very small number of parameters in the latent codes and reconstruct them from a very small number of measurements.
TECHNICAL APPROACH
Let us assume that xt ∈ R n for t = 1, . . . , T is a sequence of video frames that we want to reconstruct from the measurements yt = Atxt + et as given in (2). The generative model as given in (1) maps a low-dimensional representation vector, zt ∈ R k , to a high-dimensional image as xt = Gγ(zt). Thus, our goal of video recovery is equivalent to solving the following optimization problem over zt:
which can be viewed as a nonlinear system of equations.
Latent Code Optimization
In latent code optimization, we assume that the function Gγ(·) approximates the probability distribution of the set of natural images where our target image belongs. Thus, we can restrict our search for the underlying video sequence, xt, only in the range of the generator. Similar problem has been studied in [20] for image compressive sensing. Given a pretrained generator, Gγ, measurement sequence, yt, and the measurement matrices, At, we can solve the following optimization problem to recover the low-dimensional latent codes:ẑt for our target video sequence,xt = Gγ(ẑt), aŝ z1, . . .ẑT = arg min
Since we can backpropagate gradient w.r.t. zt through the generator, we can solve the problem in (4) using gradient descent. Although latent code optimization can solve compressive sensing problem with high probability, it cannot solve the problem when the images do not belong to the generator. As there are wide variety of images, it is difficult to represent them with a single or a few generators. In such scenarios, latent code optimization proves to be inadequate.
Proposed Joint Optimization of Latent Codes and Generator Weights
Any generator has a limited range within which it can generate images; the range of a generator presumably depends on the types of images used during training. To highlight this limitation, we performed an experiment in which we tried to reconstruct a video sequence from its masked version where 80% of the pixels are randomly missing. The results are shown in Figure 3 using two video sequences: a Handwaving sequence from KTH video dataset and a Archery sequence from UCF101 video dataset. We only selected Fig. 3 . Joint optimization versus latent code optimization. 1 st row and 2 nd row are the true images and masked samples of the videos sequences respectively. 3 rd row shows the reconstruction frames with latent code optimization using a generator trained on some other frames of the same video sequence (Generator1). 4 th row contains latent code optimization with a generator trained on CIFAR10 dataset (Generator2). 5 th row contains the reconstruction with joint optimization of generator initialized with random weights. We can observe that latent code optimization does not perform well (4 th row) when we do not have generator pretrained on similar distribution. However, joint optimization performs as good as as latent code optimization without any pretrained weights.
the first 32 frames of the entire video sequence. We showed reconstruction in three different scenarios. First, we trained a generator on the remaining frames of the corresponding video sequences and used this trained generator (Generator1) as a prior for the reconstruction of the 32 selected frames from their masked measurements. As the frames in the video sequence share similarity, this generator can generate the remaining frames just by latent code optimization. In the second scenerio, we have a generator pretrained on CIFAR10 dataset (Generator2). We reconstruct the frames by latent code optimization using this pretrained generator as a prior. As CIFAR10 contains images from diverse categories, this pretrained generator has some generalization. Still it cannot reconstruct the frames with good quality. In the third case, we initialize generator with a random set of weights and jointly optimize the latent codes and generator parameters. As we can observe from Figure 3 , joint optimization with random initialization provides similar or better reconstruction quality than latent code optimization with network pretrained on the target class of images.
If we let γ change while we learn the zt, then the network can potentially generate any image in R n because we have a very large degrees of freedom. Note that in our generator, the number of parameters in γ is significantly larger than the size of xt, yt or zt. In other words, we can overcome the range limitation of the generator by optimizing generator parameters alongside latent code to get a good reconstruction from compressive measurements as well as good representative latent codes for the video sequence even though the network is highly overparameterized. The resulting optimization problem can be written aŝ z1, . . . ,ẑT ;γ = arg min
where the reconstructed video sequence can be generated using the es-timated latent codes and generator network weights asxt = Gγ(ẑt).
In the joint optimization approach, we initilize the generator weights and latent codes randomly. After every gradient descent update of the latent codes, zt, we update the generator weights with stochastic gradient descent. This joint optimization of latent code and generator parameter offer the optimization problem a lot of flexibility to generate a wide range of images. 
Algorithm 1 Generative Models for Low Rank Representation and Recovery of Videos

Low Rank Constraint
To further exploit the redundancies in a video sequence, we assume that the variation in the sequence of images are localized and the latent codes sequence can be represented in a much lower dimensional space compared to their ambient dimension. For each minibatch, we define a matrix Z such that
where zt is the latent code corresponding to t th image of the sequence. To explore low rank embedding, we solve the following constrained optimization:
We implement this constraint by reconstructing Z matrix from its top r singular vectors in each iteration. Thus the rank of Z matrix formed by a sequence of images becomes r, which implies that we can express each of the latent codes in terms of r orthogonal basis vectors. For rank(Z) = r embedding, we represent each latent code z as a linear combination of the r orthogonal basis vectors u1, . . . , ur as zi = r j=1 αijuj (7) where αij is the weight of the corresponding basis vector.
We can now represent a video sequence with T frames with r orthogonal codes. This offers an additional compression to our latent codes.
EXPERIMENTS AND RESULTS
In this section, we describe our experimental setup and empirical results. We experimented on three different problems-denoising, [22] . The results are average over five experiments with different random measurement matrices (or noise in the case of denoising).
inpainting and spatial compression by random projection. For a video sequence of T frames, we generate T independent measurement matrices. For RGB images, we use the same measurement matrix for each color channels. The length of each video sequence are kept to 32. As shown in Figure 2 , we follow the well-known DCGAN framework [26] for our generators except that we do not use any batchnormalization layer. We use Adam optimizer for generator weights optimization and SGD for latent code optimization. For low-rank constraint, we select mean of the latent matrix Z and top 3 principal components i.e. we need 4 vectors to represent the entire video sequence instead of 32. We measure the performance of our recovery algorithms in terms of the peak signal-to-noise ratio (PSNR) of the reconstruction. We show comparison with classical total variation minimization based TVAL3 [25] algorithm and generative prior based deep decoder [22] algorithm. As we mentioned earlier, deep decoder does not optimize latent code, rather it uses fixed latent code. Datasets: We test our hypothesis on different synthetic and real video sequences. In this paper we report the result of one synthetic dataset which we refer as 'Rotating MNIST'. In this sequence, we resize one MNIST digit to 64 × 64 and rotate by 2 • per frame for a total of 32 frames. We experiment on different real video sequences from publicly available KTH human action video dataset [27] , UCF101 dataset [28] . In Table 1 , Handclapping, Handwaving and Walking video sequences are from KTH dataset; Archery, Apply Eye Makeup and Band Marching video sequences are from UCF101 dataset. We centered and resized KTH videos to 64 × 64, UCF101 videos to 256 × 256.
Denoising
At first we explored the potential of joint optimization on denoising problem. In our denoising setup, the measurement matrix is identity and et is drawn from zero mean Gaussian distribution. We report the reconstruction results of different video sequences for different algorithms in Table 1 . We can observe that joint optimization performs much better than classical approach and at par with generative prior based deep decoder. However, for deep decoder, we do not optimize over latent code. So, we need to reconstruct each frames separately which requires huge computational power and memory. We report the memory and computational complexity comparison in Table 2 .
We can also observe that joint optimization with low-rank constraint also gives similar performance. We show some reconstruction results for 20 dB SNR additive Gaussian noise on Handclapping sequence in Figure 4a . We also show reconstruction performance of different techniques at different noise level on Handclapping and Handwaving sequence. We can observe that reconstruction performance of joint optimization is better than classical TVAL3 and generative prior based deep decoder at high level of noise. For low noise level, TVAL3 surpasses generative prior based techniques.
Inpainting
Our second experiment is on inpainting problem where we randomly dropped a fraction of the pixels from each frame and reconstructed the original video sequence from available pixels. We report the results for 80% missing pixels in Table 1 . We also show inpainting performance for different fractions of missing pixels in Figure 5b and c. We also show some reconstructions of Archery video sequence from 20% available pixels (80% pixels are missing) in Figure 5a . From this figure, we can observe from that even though the reconstruction results of deep decoder is similar to joint optimization, it cannot reconstruct high frequency details well. However, in joint optimization, we can optimize over a number of frames which is helpful in such case where the consecutive frames share some similarity in their representation. That is why joint optimization performed better at reconstructing the high frequency details in Figure 5a .
Compressive Sensing
In our last set of experiments, we reconstructed the frames from their compressive random projected version. In this experiment, our measurement, Y = P XQ where X ∈ R n×n is the 2D image, P ∈ R m×n and Q ∈ R n×p are left and right random projection matrix. In our experiment, we used P = Q. We draw each sample of P from N (0, 1 m ) distribution. In Table 1 , we report the results for this experiment. We select n m = 2 which gives us a compression of factor 4. We can observe from Table 1 that joint optimization with and without low-rank constraint out performs TVAL3. It performs similarly as deep decoder with much lower memory requirement and computational complexity. 
Computational Complexity
The computational complexity of this method varies with the choice of generator structure. We have chosen DCGAN generator structure for our experiments. We compare the computational complexity of our algorithm with deep decoder [22] which is another generative prior based method. The memory requirement mentioned here is for single frame reconstruction. The time consumption is recorded for the reconstruction of RGB video sequences with 32 frames from their masked versions with 80% missing pixels. We report average time consumption over 5 experiments. The number of iterations, measurement matrix and the videos sequences of the corresponding size were kept the same. The experiments for this comparison were run on the same CPU equipped with Nvidia Titan Xp GPU.
DISCUSSION AND FUTURE WORK
In all our experiments, we observed that joint optimization performs remarkably well for compressive measurements. Even though the number of measurements are extremely small compared to the number of parameters in γ, the solution almost always converges to a good sequence. Introducing low-rank constraint in the optimization, we get additional degree of compression with compa- rable performance. We also show comparison with classical and generative prior based techniques in terms of reconstruction performance. We also show comparison of computational complexity between joint optimization and deep decoder for video reconstruction. We made an implementation of our algorithm available here: https://github.com/CSIPlab/gmlr.
