Abstract. We consider solving a nonconvex quadratic minimization problem with two quadratic constraints, one of which being convex. This problem is a generalization of the Celis-Denis-Tapia (CDT) problem and thus we refer to it as GCDT (Generalized CDT). The CDT problem has been widely studied, but no polynomial-time algorithm was known until Bienstock's recent work. His algorithm solves the CDT problem in polynomial time with respect to the number of bits in data and log ϵ −1 by admitting an ϵ error in the constraints. The algorithm, however, appears to be difficult to implement.
Introduction.
In this paper, we consider solving the quadratic minimization problem with two quadratic constraints: where Q i ∈ R n×n is symmetric, q i ∈ R n , and γ i ∈ R for each i = 0, 1, 2. We assume that Q 1 is positive definite. This problem includes the Celis-Dennis-Tapia (CDT) problem as a special case, which minimizes a nonconvex quadratic function over the intersection of two convex quadratic constraints such that Q 1 is positive definite and Q 2 is positive semidefinite. We call this problem GCDT (Generalized CDT).
The CDT problem was proposed by Celis, Dennis and Tapia [9] as a natural extension of the trust region subproblem (TRS), which has only one ellipsoidal constraint. Though TRS is nonconvex since Q 0 in the objective function is indefinite, its Lagrangian dual gives an exact semidefinite programming (SDP) reformulation of TRS [26] ; an optimal solution for TRS can be obtained from an optimal solution of the polynomial-time solvable SDP problem. Moreover, the polynomial solvability property is extended by Sturm and Zhang [27] to the case of a single nonconvex quadratic constraint by proving that the Lagrangian dual of a quadratic minimization problem with one quadratic constraint is also tight.
⊤ i x+γ i ≤ ϵ, and in exact arithmetic the solution has objective value within ϵ from the optimal. Unfortunately, however, Bienstock's polynomial-time algorithm does not appear to be very practical, because the polynomial-time feasibility algorithm looks difficult to implement. To the best of our knowledge, no polynomial-time algorithm for the CDT problem has been implemented and used to solve large-scale instances.
In this paper we derive a practical algorithm that is guaranteed to find a global solution for almost all GCDT instances (and slightly perturbed ones in some exceptionally rare cases), in exact arithmetic including exact eigenvalue computation; we make this precise shortly. An efficient CDT algorithm also provides an efficient algorithm for equality constrained optimization, since solving a sequence of CDT problems is required in the Powell-Yuan trust-region algorithm [25] for equality constrained optimization.
Our algorithm is based on the one developed in [14] for computing the signed distance between overlapping ellipsoids via solving a special case of GCDT. We generalize the algorithm to solve GCDT. The approach is to find the Lagrange multipliers of GCDT from the Karush-Kuhn-Tucker (KKT) conditions. The KKT conditions of GCDT result in rational equations of Lagrange multipliers. We convert the rational equations into polynomial equations by constructing certain bivariate matrix pencils whose zeros of determinants are the zeros of the rational equations. This reduces the problem to a two-parameter linear eigenvalue problem, which can be solved via a single-parameter linear eigenvalue problem of large (squared) size.
Our algorithm thus computes a global solution for GCDT (aside from rare cases where perturbation is necessary), if the eigenvalue problems are solved exactly and so are the other computations (such as linear systems). Of course, in practice in finite precision arithmetic, solving linear systems exactly is unrealistic, let alone computing exact eigenvalues. In practice, generalized eigenvalue problems are usually solved approximately by the QZ algorithm [20] , which is known to be backward stable. If one were to attempt to compute exact eigenvalues by the QZ algorithm, infinitely many iterations employing exact arithmetic would be necessary, and thus the computational complexity of our algorithm is not bounded in this setting. In practice in finite precision arithmetic with unit roundoff u, the computational complexity of the QZ algorithm for the generalized eigenvalue problem det(A − λB) = 0 (A, B ∈ R N ×N ) is bounded by O(N 3 log log u −1 ), and the overall computational complexity of our algorithm for GCDT is O(n 6 log log u −1 ). Even with the approximate eigenvalues computed by QZ in standard double precision arithmetic u ≈ 1.1×10 −16 , we illustrate through experiments that our algorithm works well in practice.
As we shall see, in nongeneric cases our algorithm encounters singular matrix pencils, and we also discuss how to handle such issues via perturbation. In finite precision arithmetic, the solution has accuracy O(κu), where κ is the so-called condition number; see Section 6.3. This paper is organized as follows. In Section 2, we derive the KKT conditions of GCDT and express them as two generalized eigenvalue problems and a two-parameter linear eigenvalue problem with certain polynomial matrix pencils, whose solutions include the Lagrange multipliers. Section 3 discusses the solution method of the two-parameter eigenvalue problem and shows that our algorithm works in generic cases. In Section 4, we analyze the case in which our algorithm faces difficulty and describe how to handle such a case by employing certain preprocessing techniques. In Section 5 we discuss how to handle a troublesome case where the KKT conditions are not necessary for local optimality. In Section 6, we summarize our algorithm and show that the running time of our algorithm is O(n 6 log log u −1 ). Finally, in Section 7, we present numerical experiments to demonstrate the practical performance of our algorithm.
Until Section 6 we assume exact arithmetic (including exact generalized eigenvalues), and Section 6 discusses the behavior of our algorithm in finite precision arithmetic, taking into account the unit roundoff. straint g 1 (x) ≤ 0 can be written as 1 q 1 − γ 1 > 0, we see the constraint g 1 (x) ≤ 0 is strictly feasible (i.e., ∃x satisfying g 1 (x) < 0). We then check the feasibility of GCDT by solving the Lagrangian dual of minimize x g 2 (x) (2.1) subject to g 1 (x) ≤ 0, which can be formulated as the following SDP with dual variables µ 1 , µ 2 :
Under the condition that g 1 (x) ≤ 0 is strictly feasible, there is no duality gap (see [27] ) and the optimal value of (2.1) can be obtained by solving its dual problem, SDP (2.2). If the optimal value is positive, then the original problem GCDT is infeasible.
In this way, we could check whether GCDT is feasible or not if
Furthermore, as we see above, if g 1 (x) ≤ 0 is not strictly feasible, GCDT is trivial, i.e., the only possible solution is x = −Q −1 1 q 1 . Therefore, throughout the following discussion, we consider GCDT such that the constraint g 1 (x) ≤ 0 is strictly feasible.
Since Q 1 ≻ O, the feasible region is closed and bounded, which implies by the Weierstrass extreme value theorem that a feasible GCDT has an optimal solution. In Appendix A we derive an explicit lower bound of the optimal value. Furthermore, we use the nonsingularity of Q 1 in theoretical analysis of our proposed algorithm.
2.2.
The KKT conditions for the problem. As discussed above, we focus on the case where GCDT has an optimal solution. Let x ∈ R n be a local solution of GCDT that satisfies the LICQ. Then there exists a pair of Lagrange multipliers (λ 1 , λ 2 ) ∈ R 2 satisfying the KKT conditions:
and (2.8)
We note that just like H(λ 1 , λ 2 ), the vector y depends on λ 1 and λ 2 , but for notational simplicity we just write y in what follows. We also remark that the matrix H(λ 1 , λ 2 ) is the Hessian of the Lagrangian.
Formulation as a pair of bivariate matrix equations.
The variable x satisfying (2.3) can be expressed in terms of λ 1 , λ 2 . By substituting such x into (2.5), we obtain two bivariate rational equations with respect to λ 1 , λ 2 of the form
These can be reduced to a pair of bivariate polynomial equations if the numerator and denominator polynomials in (2.9) are known explicitly, but since this is not the case, solving (2.9) for λ 1 , λ 2 is challenging. Instead, we formulate a pair of matrix equations that provide appropriate multipliers: we introduce a pair of matrices M 1 (λ 1 , λ 2 ) and 
, we use the Schur complement of M i (λ 1 , λ 2 ) with respect to
Thus, using (2.3) for the above equation, we obtain
It then follows from (2.5)
Lemma 2.1 suggests computing all possible pairs of Lagrange multipliers λ 1 and λ 2 for the KKT points by solving the bivariate determinantal equations (2.12)
We will discuss how to solve (2.12) 
This means that the objective function values are the same for all v such that x * +H 0 v satisfies the KKT conditions. Therefore, by selecting such v, we obtain one of the global solutions. We discuss how to obtain such v in Appendix B.
2.4.
Three cases of (λ 1 , λ 2 ) for the determinantal equations. We rewrite M i (λ 1 , λ 2 ) defined by (2.10) in the following matrix polynomial form:
where (2.14)
To obtain all the solutions of (2.12), we now separately consider three cases of (λ 1 , λ 2 ) depending on whether λ 1 , λ 2 are zero or not.
1. The pair of zero multipliers (λ 1 , λ 2 ) = (0, 0) satisfies (2.12). Therefore, we have (λ 1 , λ 2 ) = (0, 0) as one of the solutions of (2.12). 2. Exactly one of λ 1 or λ 2 is nonzero. If λ 1 ̸ = 0 and λ 2 = 0, (2.12) can be written as
This can be solved for λ 1 as a linear generalized eigenvalue problem. Similarly, if λ 1 = 0 and λ 2 ̸ = 0, we obtain the values of λ 2 corresponding to λ 1 = 0 by solving
In some rare cases, M 1 (λ 1 , 0) or M 2 (0, λ 2 ) is a singular matrix pencil (e.g., det M 1 (λ 1 , 0) = 0 for all λ 1 ) and (2.15) or (2.16) has infinitely many solutions. We deal with this case by slightly perturbing some of the matrices so that the matrix pencils M 1 (λ 1 , 0) and M 2 (0, λ 2 ) become regular. Details are described in Section 4.
3. λ 1 λ 2 ̸ = 0. Then (2.12) is equivalent to the bivariate determinantal equations expressed as
We will discuss in detail how to solve (2.17) in Section 3. As above, (2.17) may have infinitely many solutions (λ 1 , λ 2 ), and in such cases, we need to perturb some of the matrices. We discuss how to perturb the matrices in detail in Section 4.
3. Solving the bivariate determinantal equations. From (2.13), we see that (2.17) is a two-parameter eigenvalue problem expressed as
We now discuss how to solve this system of equations for λ 1 and λ 2 .
3.1. Reduction to univariate linear eigenvalue problems. The (2n + 1) × (2n + 1) two-parameter eigenvalue problem (3.1), (3.2) can be solved via the following (2n + 1)
2 × (2n + 1) 2 linear generalized eigenvalue problems:
As we discuss later, the matrices B(λ 1 ), B(λ 2 ) are the Bézout matrices [17] . The binary operator ⊗ is the Kronecker product for matrices X ∈ R k×l , Y ∈ R m×n defined as
Note that the Kronecker product satisfies ( 
For such λ 1 , λ 2 , a vector v 1 ⊗ v 2 is an eigenvector of B(λ 2 ) as follows (see e.g., [7] ):
We can verify B(λ 1 )(v 1 ⊗ v 2 ) = 0 similarly. Therefore, if the matrix pencil B(λ 2 ) is regular, we obtain the solutions (λ 1 , λ 2 ) of (2.17) as follows: we solve (3.4) to obtain all candidates of λ 2 satisfying (2.17), which has finitely many solutions λ 2 if B(λ 2 ) is regular. Then we solve the pair of ordinary eigenvalue problems
among theλ 2 thus obtained to get the corresponding λ 1 , if any. If singular matrix pencils M i (λ 1 ,λ 2 ) appear, we apply the perturbation technique shown in Section 4, and we regard the values of λ 1 obtained from det M 1 (λ 1 ,λ 2 ) = 0 and det M 2 (λ 1 ,λ 2 ) = 0 as equal if they are within the error estimate, which reflects the magnitude of perturbation as we will discuss in Section 6.3.
If these determinantal equations have a common solution λ 1 , we have (λ 1 , λ 2 ) as a solution of (2.17) (alternatively, we can start from finding λ 1 by solving (3.3) if Q 2 ≻ O; the discussion in Section 3.3 focuses on solving (3.4) using Q 1 ≻ O). There is a minor issue here: it turns out that B(λ 2 ) has null space independent of the value of λ 2 and therefore (3.4) has infinitely many solutions. In Section 3.3 we discuss how to overcome this issue by removing the null space of B(λ 2 ).
Connections with Bézoutians.
We now mention a connection of the above process to Bézoutians, which we also use later. In fact, forming B(λ 1 ), B(λ 2 ) in (3.3), (3.4) from M 1 , M 2 is equivalent to taking the Bézoutian for the two matrix polynomials
2 . Here the Kronecker products are taken to achieve commutativity, which facilitate the formulation of the Bézoutian for matrix polynomials [17] .
Two matrix polynomials P 1 and P 2 are said to commute if P 1 (ξ)P 2 (ξ) = P 2 (ξ)P 1 (ξ) holds for every value of ξ. The Bézoutian for commuting regular matrix polynomials P 1 , P 2 of size n × n and degree k is defined by the bivariate matrix polynomial
in s and t. Here B i,j is the n × n coefficient matrix corresponding to the term
is called the Bézout matrix.
Suppose that P 1 and P 2 are regular matrix polynomials, i.e., det P 1 (ξ 1 ) ̸ = 0 and det P 2 (ξ 2 ) ̸ = 0 for some ξ 1 and ξ 2 . Then, the Bézout matrix B is singular if and only if P 1 and P 2 share an eigenpair (ξ, v), i.e., a scalar ξ and a vector v ̸ = 0 such that
More generally, the null space of the Bézoutian is related to the so-called common restriction [11, 17] 
(this fact is not needed for what follows).
According to the definition, for any fixed λ 2 , the Bézoutian between P 1 (λ 1 ) :=
Thus the Bézout matrix for
which is equivalent to B(λ 2 ) in (3.4). Lemma 3.1 suggests that we can find the λ 2 -values for the solution of det M 1 (λ 1 , λ 2 ) = det M 2 (λ 1 , λ 2 ) = 0 by computing the values of λ 2 for which det B(λ 2 ) = 0. The discussion for B(λ 1 ) is completely analogous.
3.3.
Removing the null space of the Bézout matrix. As discussed above, the solutions of (2.17) can be obtained via solving det B(λ 2 ) = 0 if B(λ 2 ) is a regular matrix pencil. However, as we show below, B(λ 2 ) has nonempty null space independent of the value of λ 2 . We now describe how to remove the null space of B(λ 2 ) to obtain a regular matrix pencil so that the number of solutions computed from det B(λ 2 ) = 0 is finite.
Since Q 1 is positive definite, Q 1 is nonsingular. Then we see that D 1 has the null vector
Therefore, for every fixed λ 2 , both M 1 (∞, λ 2 ) and M 2 (∞, λ 2 ) have v as a null vector. This means the Bézout matrix B(λ 2 ) has a null vector
for every λ 2 . In order to obtain a regular matrix pencil from B(λ 2 ) that retains the relevant information, we "project out" the null vector. First, we show that the null vector v is not the common eigenvector of M 1 and M 2 . This means the projection process described later does not spoil the solvability of (2.17).
Proof. Recall that we only need to consider the case where the constraint g 1 (x) ≤ 0 is strictly feasible in addition to Q 1 ≻ O. We now suppose to the contrary that
holds with eigenvalues (λ 1 , λ 2 ). Recalling (2.13) and using D 1 v = 0, we express these equations as
Using the third equality we obtain
1 q 1 , which contradicts the strict feasibility of g 1 (x) ≤ 0.
We now consider how to project out the null vector v. Mathematically, the projection is done as follows: form a square orthogonal matrix [w, W ] where w = (v ⊗ v)/∥v∥ 2 , and define the projected Bézout matrix
Now we show the solutions of (2.17) with |λ 1 | < ∞ satisfies
This means we obtain all solutions of (2.17) via solving (3.11). Lemma 3.3. Suppose that λ 2 is a solution of (2.17) with some corresponding finite
Proof. We first show that B(λ 2 ) has the following null vector u ∈ R (2n+1) .7) is not a common eigenvector of M 1 , M 2 by Lemma 3.2, we see that v 1 ⊗v 2 is linearly independent of w, thus ∥u∥ 2 ̸ = 0. By multiplying u to B(λ 2 ), we have
Moreover, since ∥w∥ 2 = 1, we have u ⊤ w = 0, which means u is orthogonal to w. Therefore, we can rewrite u with some nonzero coefficient vector c ∈ R (2n+1) 2 −1 as u = W c. We now observe that this c is a null vector of B(λ 2 ):
This completes the proof.
In most cases, w is the only null vector of B(λ 2 ) and the projected Bézout matrix B(λ 2 ) is regular; then we can solve (2.17) via solving det B(λ 2 ) = 0. However, in some rare cases, B(λ 2 ) is still singular independent of the value of λ 2 . We deal with such cases in Section 4.
A direct computation of W requires O(n 6 ) operations since the size of B is O(n 2 ), which can be a significant computational cost in our algorithm. Fortunately, however, B(λ 2 ) can be computed in O(n 4 ) flops using Householder transformations [12, Ch. 5] . Specifically, we first form a Householder reflector P ∈ R (2n+1) 2 ×(2n+1)
2 of the form
⊤ where p is a (2n + 1) 2 -dimensional vector with ∥p∥ 2 = 1. To multiply P by a matrix X of size (2n + 1)
2 × (2n + 1) 2 efficiently, we use the identities
We use a reflector P that satisfies P e 1 = w where
2 , so that the first row (and column) of P is equal to w: taking p = (e 1 − w)/∥e 1 − w∥ 2 accomplishes this. Then we obtain B(λ 2 ) simply by forming P ⊤ B(λ 2 )P and removing the first row and column, which are all zero.
Pseudocode for
Summarizing the section, below is the algorithm for solving the bivariate determinantal equations det 
is singular, we introduce perturbation as in Step 1 of Algorithm 4.1. If these two equations hold for the same value of λ 1 , return (λ 1 , λ 2 ) as a solution.
As discussed in Section 3.1, if we have Q 2 ≻ O, we can alternatively start from finding λ 1 by solving det B(λ 1 ) = 0.
Perturbing the matrices to obtain a regular Bézout matrix pencil.
Unfortunately, our algorithm faces difficulty in certain cases that result in the matrix pencils (3.11), (2.15) or (2.16) being singular. In such cases there are infinitely many solutions to the determinantal equations, and hence our algorithm fails to find a finite number of candidates for the Lagrange multipliers. Such cases arise for example when C i , D i (i = 1, 2) defined by (2.14) have a common eigenpair (ξ, z), i.e.,
In this case, (2.17) holds for all (λ 1 , λ 2 ) satisfying 1+λ 1 +λ 2 = 0. Therefore, infinitely many values of λ 2 satisfy B(λ 2 )(z ⊗ z) = 0, which means the matrix B(λ 2 ) is singular for every value of λ 2 . If z is linearly independent of v =
null vector of D 1 , we cannot remove z ⊗ z by the projection discussed in Section 3.3. Thus even after projection, det B(λ 2 ) = 0 has infinitely many solutions λ 2 .
This issue arises also in the algorithm for the signed distance problem [14] , for which a slight perturbation is used as a remedy. We will similarly introduce a perturbation strategy that overcomes this issue. Although the perturbation does alter the problem, it can be regarded as a small backward error in the solution [13] , and backward stability is generally the best a numerical algorithm can hope to achieve. Hence numerically its use is acceptable as long as the perturbation size is in the order of working precision.
Perturbation process.
We now discuss how to introduce perturbation to obtain a regular projected Bézout matrix pencil B(λ 2 ). Recall that
To show that the projected Bézout matrix B(λ 2
To ensure M 1 (λ 1 , 0) and M 2 (λ 1 , 0) are regular, we perturb γ 1 and γ 2 . Specifically, note from their structure that det M 1 (λ 1 , 0) and det M 2 (λ 1 , 0) are of degree at most 2n as polynomials in λ 1 , and the degree-2n term is
for i = 1, 2, which can be forced nonzero by slightly decreasing γ i (we decrease them to prevent the problem from becoming infeasible). We can thus force M 1 (λ 1 , 0) and M 2 (λ 1 , 0) to be regular matrix pencils. We here remark that the degree-2n term λ 2n 1 of det M i (λ 1 ,λ 2 ) withλ 2 ̸ = 0 fixed is also given by (4.3), and thus the above perturbation of γ i can be employed also to force M i (λ 1 ,λ 2 ) to be regular when necessary.
Therefore, Lemma 3.1 holds for If the matrix pencil Q 0 +λ 1 Q 1 has a multiple eigenvalue λ 1 * , then both M 1 (λ 1 * , 0) and M 2 (λ 1 * , 0) are singular. In this case, we perturb Q 0 to eliminate the multiple eigenvalue: let x 1 , . . . , x s form a basis of the null space of Q 0 + λ 1 * Q 1 and update
. . , α s being distinct positive values at most O(u).
We now suppose that the eigenvalues of Q 0 + λ 1 Q 1 are all simple. For any value of λ 1 * such that det M 1 (λ 1 * , 0) = 0 and det(Q 0 + λ 1 * Q 1 ) ̸ = 0, we can easily perturb γ 2 so that det M 2 (λ 1 * , 0) ̸ = 0. If det M 1 (λ 1 * , 0) = 0 and det(Q 0 + λ 1 * Q 1 ) = 0 for some value of λ 1 * , we must have (4.4) rank In view of (4.4), we can easily perturb q 0 so that q ⊤ 0 + λ 1 * q 1 is not orthogonal to the corresponding eigenvector x of Q 0 + λ 1 Q 1 .
Thus, one can obtain a regular projected Bézout matrix by small perturbations of γ 1 , γ 2 , Q 0 , or q 0 .
Summary of perturbation.
. Therefore, by perturbing matrices and projecting out the null vector w = v ⊗ v, we obtain the projected Bézout matrix B(λ 2 ) such that det B(0) ̸ = 0. This means the projected Bézout matrix pencil B(λ 2 ) is regular and (3.11) has finitely many eigenvalues. We summarize the perturbation process in Algorithm 4.1.
Algorithm 4.1 Perturbation process to enforce regularity when necessary.
1: Perturb (decrease) γ 1 , γ 2 if necessary so that det 
Note that the argument following (4.1), (4.2) shows how to force M 1 (λ 1 , 0) to be regular matrix pencils by perturbing γ 1 . Similarly, we can force M 2 (0, λ 2 ) to be regular by perturbing γ 2 , along with Q 0 (if it is singular; then we add a small positive definite perturbation) so that C 2 is nonsingular. This is how we deal with the singular case of (2.15) and (2.16). As mentioned above, Step 1 can be used also to modify singular matrix pencils M i (λ 1 ,λ 2 ) in (3.5) to be regular. This completes the description of the perturbation process.
Let us emphasize that the above perturbation is required extremely rarely. Thus, in theory, our algorithm is almost always guaranteed to find global solutions without perturbation. This was indeed the case in all numerical experiments in Section 7.
Effect of perturbation.
We have argued that introducing perturbation is numerically harmless in the sense that they can be regarded as small backward errors. Nonetheless, the perturbation that we introduce does affect the solution x and the optimal value. For example, by perturbing Q 0 := Q 0 + ∆Q 0 and q 0 := q 0 + ∆q 0 , the optimal objective value can change at most by ∥∆Q 0 ∥ 2 ∥x * ∥ 2 + 2∥∆q 0 ∥ 2 ∥x * ∥, where ∥x * ∥ is a bound for the norm of the solution. For example, since g 1 (x) = (x + Q −1
. We also allow perturbing γ 1 , γ 2 resulting in a slightly larger feasible region; its effect on the objective value is nontrivial. However, after obtaining a global solution by perturbing γ 1 , γ 2 , we can perform sensitivity analysis and estimate the optimal value of the original problem. Let f * (ϵ) be the optimal value for the problem perturbed by adding ϵ 1 , ϵ 2 (< 0) to γ 1 , γ 2 , and x * a global solution and λ 1 * , λ 2 * its Lagrange multipliers. Then we evaluate the optimal value f * (ϵ + ∆) using the solution information of f
in which the approximation is accurate when ∆ is sufficiently small that the inactive constraints are still inactive and the Lagrange multipliers are not much affected (these conditions hold if x * satisfies the second-order sufficient condition for an isolated local solution together with strict complementarity, see, e.g., [23, § 12.8] ). Therefore, as long as ϵ is sufficiently small, the perturbation does not cause a large change in the optimal value.
How to find local solutions that violate the LICQ.
Here we discuss how to find local solutions that violate the LICQ via the Karush-John (sometimes called the Fritz John) optimality conditions, which are the necessary conditions for local optimality without any constraint qualification. The Karush-John optimality conditions for GCDT can be written as follows [15, 19] :
Note that, if λ 0 ̸ = 0 holds, the Karush-John optimality conditions are equivalent to the KKT conditions. Hence, in what follows we consider finding x that satisfies the Karush-John optimality conditions with λ 0 = 0.
Here we define a matrix G(λ 1 , λ 2 ) := λ 1 Q 1 + λ 2 Q 2 and a vector z(λ 1 , λ 2 ) := −(λ 1 q 1 + λ 2 q 2 ). Now our goal is to find x such that
Note that these conditions are similar to the KKT conditions shown in Section 2.2: In fact, they become equivalent by removing (5.10) and replacing G(λ 1 , λ 2 ) with H(λ 1 , λ 2 ) and z with y. As we did for finding KKT points, we first consider computing λ 1 , λ 2 that satisfy (5.6)-(5.10). We now introduce two cases of λ 1 , λ 2 .
1. Exactly one of λ 1 , λ 2 is zero. For definiteness, suppose λ 1 > 0 and λ 2 = 0. In this case, whether the conditions (5.6)-(5.10) hold or not does not depend on the value of λ 1 as long as it is positive. Therefore, we have (λ 1 , λ 2 ) = (1, 0) as a candidate for the multipliers satisfying (5.6)-(5.10). Similarly, we have (λ 1 , λ 2 ) = (0, 1) when λ 1 = 0 and λ 2 > 0.
2. λ 1 > 0 and λ 2 > 0. In this case, defining µ := λ 1 /λ 2 , we see the conditions (5.6)-(5.10) are written as follows:
Then, as in Lemma 2.1, the following determinantal equations hold for every µ satisfying (5.11),(5.12): (5.13) det N 1 (µ) = det N 2 (µ) = 0 where (5.14)
The proof is completely analogous to that of Lemma 2.1. These equations can be solved for µ as generalized eigenvalue problems. Here, solving det N 1 (µ) = 0 can be regarded as finding all candidates of Lagrange multiplier µ for the following trust-region subproblem (TRS) via the generalized eigenvalue problem:
As shown in [1] , Lagrange multipliers µ for the TRS can be computed via a (2n + 1) × (2n + 1) generalized eigenvalue problem without requiring perturbation. Thus the number of candidates µ obtained as solutions of (5.13) is finite. By finding positive solutions of (5.13), we get (λ 1 , λ 2 ) = (µ, 1) as candidates for λ 1 , λ 2 satisfying (5.6)-(5.10) (Note that, if (λ 1 , λ 2 ) = (µ, 1) is a multiplier pair satisfying (5.11),(5.12), then (αµ, α) also satisfies them for all α > 0. Here we have (λ 1 , λ 2 ) = (µ, 1) as a representative pair). For each (λ 1 , λ 2 ) thus obtained, we compute x from (5.6) and check whether it satisfies (5.7)-(5.10). If G(λ 1 , λ 2 ) is singular, we compute x just as when we compute the KKT points x from H(λ 1 , λ 2 )x = y with singular H(λ 1 , λ 2 ): Specifically, apply what we show in Appendix B replacing H by G. Adding these x to the KKT points computed as shown in the above sections, we have all candidates for x satisfying the Karush-John optimality conditions, which means all candidates for a global solution are obtained regardless of whether the LICQ is satisfied or not. We then compute the objective function values for these x and output the x that gives the smallest one.
Note that the LICQ is violated so rarely that in practice it is almost always satisfied for randomly generated instances. This was indeed the case in all the numerical experiments in Section 7.
6. Summary and analysis of the algorithm. In this section, we summarize the entire algorithm for solving GCDT, and analyze its behavior on a more realistic computation model. Throughout this section we assume finite precision arithmetic with unit roundoff u, so the eigenvalues λ 1 , λ 2 are obtained approximately (not exactly). Complexity analysis is given to see that the runtime of our algorithm is O(n 6 log log u −1 ). We also describe some remarks on the accuracy of our solution.
Outline of the algorithm.
We now show the pseudocode for the whole algorithm for solving GCDT. 
ignoring the quadratic terms in ∆x we compute ∆x as the minimum-norm solution of
[
If ∆x satisfies (6.1) exactly and ∆x ⊤ Q i ∆x < ϵ holds, we have g i (x + ∆x) < ϵ. We have observed in our experiments that this refinement indeed improves the feasibility and accuracy of the computed solution.
Complexity analysis.
The algorithm requires a solution of the linear generalized eigenvalue problem det B(λ 2 ) = 0, whose size is bounded by (2n + 1) 2 . Since the standard QZ algorithm for computing the eigenvalues of an N × N linear generalized eigenvalue problem requires about 30N 3 floating point operations [12, §7.7.7 ] (this estimate is based on the experimental rule-of-thumb that on average two QZ steps is enough to find one eigenvalue), the computational cost is about 30(2n + 1)
6 ≈ (1.9 × 10 3 )n 6 flops. This is the dominant cost in our algorithm. We now examine the computational costs of other steps.
• Step 2 of Algorithm 3.1: As we mentioned in Section 3.3, the projection matrix W can be formed in O(n 4 ) time by the Householder transformation. Hence Step 2 of Algorithm 3.1 requires O(n 4 ) time.
• Step 4 of Algorithm 3.1: The number of positiveλ 2 obtained by solving det B(λ 2 ) = 0 is bounded by (2n + 1) 2 . Therefore, in
Step 4 of Algorithm 3.1, the two (2n + 1) × (2n + 1) linear generalized eigenvalue prob-
2 times, which means the computational cost required in this step is at most O(n 5 ).
• Step 5 of Algorithm 6.1: H(λ 1 , λ 2 )x = y is solved for x among all nonnegative pairs of (λ 1 , λ 2 ) satisfying
Bézout's theorem (e.g., [16] ), the number of common solutions satisfying these determinantal equations is bounded by (2n + 2) 2 . Therefore, all KKT points x are computed in O(n 5 ) time, once the pairs of (λ 1 , λ 2 ) are obtained. The above complexity analysis is correct when the machine precision u is fixed; strictly speaking, since computing eigenvalues is an iterative process, the complexity depends on the working precision, and thus also on the desired accuracy. Let us remark on the relation between the complexity and accuracy. Recall from Section 6.3 that the accuracy scales roughly with the precision as O(κu), which, asymptotically as u → 0, can be regarded as O(u). The complexity, when the machine precision u is taken as a variable, is O(n 6 log log u −1 ). Here the log log u −1 term accounts for the number of iterations in the eigensolver, which converge quadratically or faster [12, Ch. 7] . In virtually any practical application, log log u −1 can be regarded as a constant.
Error analysis.
Until Section 6 we have developed our algorithm assuming exact arithmetic including exact eigenvalue computation. We now turn to the influence of using finite precision arithmetic. Numerical errors arise during our algorithm, in particular when computing the eigenvalues and solving linear systems. In general, an ε-perturbation in the inputs would change the solution by O(κ∥ε∥), where κ is the so-called condition number [13, § 1.6] of the problem. A complete accuracy analysis would ideally account for all the numerical errors and conditioning that accrues throughout the process. This is far beyond the scope of this work. Instead of attempting a complete conditioning analysis for GCDT here we discuss a practical means to estimate the accuracy of a solution computed by our algorithm. There are several sources of errors: (i) error in computing the eigenvalue λ 2 , (ii) error in computing λ 1 after λ 2 is computed, and (iii) forming x.
The error in the computed eigenvalue can be estimated as follows. Let (λ,x,ŷ) be an eigenpair of a generalized eigenvalue problem Ax = λBx, y ⊤ A = λy ⊤ B. The absolute condition number of the eigenvalue λ is defined as
where λ i (A + ∆A, B) denotes an eigenvalue of the pencil (A + ∆A) − λB. In (6.2) we perturb only A as this is all we need to bound the error in the computed eigenvalue below. It follows immediately from the proof of [28, Thm. 5 ] that κ λ = ∥y∥∥x∥/|y ⊤ Bx|. If the computed eigenpairλ,x has residual r = Ax −λBx ̸ = 0, then by taking E = −rx ⊤ /∥x∥ 2 we have (A + E)x =λBx, soλ is an exact eigenvalue of the perturbed pencil (A + E) − λB. Combining the fact ∥E∥ = ∥r∥/∥x∥ with the condition number ∥y∥∥x∥/|y ⊤ Bx|, we see that the error |λ−λ| can be bounded as (to first order in ∥r∥)
Thus the error in the computedλ 2 andλ 1 can be estimated by (6.3) using the computed eigenvectorsx,ŷ along with the eigenvalues. Such estimates can be used for determining which λ 1 are shared in Step 4 of Algorithm 3.1: it is reasonable to regard those that lie within the error estimates as equal. Similarly, the estimates can be used when we reject the negative values of λ 2 , λ 1 : if the computed values are negative but with absolute value within the error estimates, they should be set to 0 and kept as candidates.
We next discuss estimating the error in the computed x. Since x is generically obtained from the linear system H(λ 1 , λ 2 )x = y, we examine the condition number η of the matrix H(λ 1 ,λ 2 ) . The error ∆x =x − x is then estimated as ∥∆x∥ ≲ η∥x∥ [13, § 7.1] . This would give a rough estimate for the solution accuracy: strictly speaking, we need to account also for the errors inλ 1 ,λ 2 , but this would be challenging as we would then need to find an upper bound for the condition number of H(λ 1 , λ 2 ), where λ 1 , λ 2 are allowed to move within the error estimates. Once such error estimate forx is obtained, the error in the objective value can be estimated for example as |f (x) − f (x)| ≲ 2∥∆x∥∥Q 0x ∥ + ∥Q 0 ∥∥∆x∥ 2 + 2∥q 0 ∥∥∆x∥, though such bounds tend to be overestimates.
Using a fixed machine precision u, the outcome of our algorithm is expected to have accuracy O(τ ηu), where τ is the conditioning of the two-parameter eigenvalue problem, if the algorithm does not require perturbation. In the very rare case that it requires perturbation, the computed solution may have additional error (which is discussed in Section 4.3) of magnitude O(κu), where κ is the overall condition number of the GCDT problem; the product of conditional numbers at each step, including κ λ of all perturbed generalized eigenvalue problems and η. However, since these condition numbers are independent of the precision u, we can use higher precision arithmetic to improve the accuracy: by using 10 more digits, we expect to improve the accuracy of the outcome roughly by 10 digits.
In practice, however, using higher precision often involves prohibitively increased computational effort, and the discussion here may be only of theoretical interest.
Numerical experiments.
In this section, we present numerical experiments on runtime of our algorithm and comparison with the SDP relaxation. All experiments were conducted in Matlab R2010b on a Core i7 machine with 16GB RAM, in which unit roundoff u ≈ 1.1 × 10 −16 . We solved SDP by SeDuMi 1.3. As mentioned previously, in our algorithm derivation we assumed exact arithmetic together with exact eigenvalue computation, and hence the performance in finite precision arithmetic needs to be examined. As we see later, all instances in the following experiments are solved by our algorithm, indicating it is in practice a reliable global optimization algorithm for GCDT.
Note that all instances in the following experiments did not violate the LICQ. Thus the KKT conditions always sufficed, and we did not need to deal with the Karush-John conditions described in Section 5. Neither was the perturbation process in Section 4 needed.
Runtime analysis of our algorithm.
We generated random instances of GCDT for n = 5, 10, . . . , 40 and examined the runtime of our algorithm. The random instances are generated as in Burer and Anstreicher [8] and they are also used in Section 7.2.2. In addition to the total runtime of our algorithm, we measured the runtime breakdown of the following major parts:
• Solving a linear generalized eigenvalue problem det B(λ 2 ) = 0.
• Finding λ 1 from the computedλ 2 via det
• Computing KKT points x from λ 1 , λ 2 by solving H(λ 1 , λ 2 )x = y. • Solving det M 1 (λ 1 , 0) = 0 and det M 2 (0, λ 2 ) = 0 for the λ 1 λ 2 = 0 cases.
The dominant cost of our algorithm is solving a linear generalized eigenvalue problem det B(λ 2 ) = 0, which requires O(n 6 ) time. In all cases with n ≥ 25, at least 90% of the runtime was spent on solving det B(λ 2 ) = 0. Figure 7 .1 illustrates that the computational times spent for the whole algorithm and solving det B(λ 2 ) = 0 scales asymptotically as O(n 6 ).
Comparing our algorithm with the SDP relaxation.
Here we apply our algorithm and the SDP relaxation to some GCDT instances and compare their outcomes. The basic SDP relaxation of GCDT is formulated as
It is known that the SDP relaxation is tight if rank (X) = 1. Numerically, we define rank (X) by the number of eigenvalues of X whose absolute value is larger than 10 −4 , following Ai and Zhang [2] .
We denote the objective function values obtained by our algorithm and the SDP relaxation by v prop and v SDP , respectively. We let ϵ = 10 −8 and regard a solution x feasible if g 1 (x) ≤ ϵ and g 2 (x) ≤ ϵ hold. If our algorithm yields some candidates x for a global solution such that g 1 (x) > ϵ or g 2 (x) > ϵ, we apply the refinement method shown in Remark 6.1. in Burer and Anstreicher [8] :
We illustrate the objective function value and the feasible region for this problem in [8] show, the SDP relaxation of this problem is not tight and one obtains v SDP = −4.25 by solving this problem via the SDP relaxation. By applying their strengthened approach, one can obtain objective value −4.0360, which still leaves a 0.9% gap from the exact value.
Random instances from Burer and Anstreicher. In [8], Burer and
Anstreicher also present a practical method to generate CDT 1 random instances. They consider generating CDT instances with several candidates for a global solution, which makes the instances challenging. For n = 2, 5, 10, 20, we generated 100 such instances in the same way and solved by our algorithm and the SDP relaxation.
In these instances the eigenvalues are computed with sufficient accuracy, so our algorithm finds the global solutions in all instances and the computed results appear to reflect this. However, to our knowledge, no effective way is available for guaranteeing global optimality given a purported solution. Therefore, we instead check whether solutions obtained by our algorithm satisfy the necessary condition for global optimality as follows. As Yuan [30] proved, the Hessian of Lagrangian H(λ 1 , λ 2 ) has at most one negative eigenvalue at a global solution of the CDT problem. That is, denoting Accuracy. Let us remark on the accuracy of the computed solution. Typically our algorithm gives solutions that are more accurate than the SDP-based ones by about 10 −7 ; for example with 100 random instances with n = 10, our solution always had objective value smaller than the SDP solution (when it had no relaxation gap) by between [10 −9 , 2 × 10 −5 ]. To make the comparison fair we used the refinement process in Remark 6.1 also for the SDP solution to ensure that all the computed solutions are feasible to working accuracy. Note that the comparison here depends on SeDuMi precision setting; in our experiments we have used the default setting (pars.eps= 10 −8 ).
Conclusion and discussion.
We have developed an algorithm for finding a global solution of GCDT. Our algorithm solves GCDT as follows: find all Lagrange multipliers by solving a system of bivariate determinantal equations, compute the KKT points corresponding to the multipliers and then obtain a global solution with the smallest objective value among the KKT points. The key step of our algorithm is to convert the KKT conditions into a pair of bivariate determinantal equations, which is reduced to a two-parameter eigenvalue problem of size O(n), which in turn is reduced to two linear generalized eigenvalue problems of size O(n 2 ). For the case where some of these eigenvalue problems are singular, we propose a perturbation process as a remedy. We also showed how to find local solutions that violate the LICQ via the Karush-John optimality conditions, thus solving any GCDT problem. In finite precision arithmetic with unit roundoff u, the computational complexity of our algorithm is shown to be O(n 6 log log u −1 ) in total. Numerical experiments are conducted to illustrate the runtime of our algorithm and to compare the outcome with the SDP relaxation method. Although we developed the algorithm assuming exact arithmetic including exact eigenvalue computation, all instances in the experiments are solved by our algorithm, indicating it is a reliable global optimization algorithm in practice.
We now remark on possible future work. First, the positive definiteness requirement of Q 1 is not necessary for most of the discussions, and indeed Q 1 being nonsingular would suffice for all the derivations, except for Lemma 3.2, Section 4.3, and the discussions following (4.4) and (B.7), all of which treat non-generic cases. We therefore suspect that with some further analysis and modifications, our approach can be shown to solve a general QCQP with two constraints.
Another issue is the O(n 6 log log u −1 ) complexity, which is a bottleneck when n is large. The design of a more efficient algorithm is a problem awaiting solution. In addition, our algorithm perturbs the input data of original GCDT if some eigenvalue problems are singular and it is desirable to have an approach that does not need such treatment.
Finally, consider applying our algorithm to the nonconvex quadratic minimization problem with m quadratic constraints (mQCQP):
Just as we computed the Lagrange multipliers of GCDT via a two-parameter eigenvalue problem, the Lagrange multipliers of mQCQP can be obtained via a m-parameter eigenvalue problem. Therefore, an algorithm for m-parameter eigenvalue problem would enable us to compute a global solution of mQCQP.
Therefore, the value of objective function is bounded from below as follows: 
Appendix B.
How to obtain a KKT point from singular H(λ 1 , λ 2 ). We now discuss how to obtain a KKT point x from H(λ 1 , λ 2 )x = y when λ 1 , λ 2 are computed but H(λ 1 , λ 2 ) is singular, which we mentioned in Section 2.2. Specifically, we show how to compute v ∈ R r such that x = x * + H 0 v satisfies the KKT conditions (2.3)-(2.6). In Section B.1, we first introduce three cases of λ 1 , λ 2 depending on whether they are zero or positive. In two of these three cases, we need to solve quadratic optimization problems with one quadratic equality constraint. We discuss how to solve them in Section B.2. B.1. Three cases of λ 1 , λ 2 for finding an appropriate vector v. We now consider the following three cases with respect to λ 1 , λ 2 to compute v. So we obtain a vector v = α 1 v 1 + α 2 v 2 satisfying (B.6) and (B.7) by solving the following system for α 1 , α 2 :
These bivariate quadratic scalar equations can be solved by taking the Bézoutian of the polynomials p 1 (α 1 , α 2 ) = h 1 (α 1 v 1 + α 2 v 2 ) and p 2 (α 1 , α 2 ) = h 2 (α 1 v 1 + α 2 v 2 ) (see [4, 21] ). be the minimum-norm solution of (B.16) and v 0 be an arbitrary null vector of A(λ) such that ∥v 0 ∥ 2 = 1. We see that the solutions of (B.16) can be expressed as v * + tv 0 where t ∈ R is an arbitrary constant. Then we substitute v = v * + tv 0 into (B.17) and solve for t to obtain a solution satisfying (B.16) and (B.17). If no real solution t is obtained, the corresponding λ gives no feasible solution of (B.15). By an argument analogous to that in Section 2.2, one can verify that the value of the objective function is independent of t, which means the obtained solution v = v * +tv 0 is one of the global solutions.
