In recent years, many papers have reported state-ofthe-art performance on Alzheimer's Disease classification with MRI scans from the Alzheimer's Disease Neuroimaging Initiative (ADNI) dataset using convolutional neural networks. However, we discover that when we split the data into training and testing sets at the subject level, we are not able to obtain similar performance, bringing the validity of many of the previous studies into question. Furthermore, we point out that previous works use different subsets of the ADNI data, making comparison across similar works tricky. In this study, we present the results of three splitting methods, discuss the motivations behind their validity, and report our results using all of the available subjects.
Introduction
Alzheimer's Disease is a progressive neurodegenerative disease characterized by cognitive decline and memory loss. It is one of the leading causes of death in the aging population, affecting millions of people around the world. Automatic diagnosis and early detection can help identify high risk cohorts for better treatment planning and improved quality of life [Association and others, 2017] .
Initial works on brain MRI classification rely on domainspecific medical knowledge to compute volumetric segmentation of the brain in order to analyze key components that are strongly correlated with the disease [Gerardin et al., 2009; Plant et al., 2010; Bhagwat et al., 2018] . With recent advances in deep learning and an increasing number of MRI scans being made public by initiatives such as Alzheimer's Disease Neuroimaging Initiative (adni.loni.usc.edu) and Open Access Series of Imaging Studies (www.oasis-brains.org), various convolutional neural network (CNN) architectures, including 2D and 3D variants of ResNet, DenseNet, InceptionNet, and VGG models, have been proposed to holistically learn feature representations of the brain [Jain et al., 2019; Khvostikov et al., 2018; Korolev et al., 2017; Wang et al., 2018] . A patient's diagnosis in the dataset is typically categorized as Alzheimer's disease * The authors contributed equally (AD); mild cognitive impairment (MCI); or cognitively normal (CN).
While many previous related works report high accuracy in three-class classification of brain MRI scans from the ADNI dataset, we point out a major issue that puts into question the validity of their results. A number of papers [Payan and Montana, 2015; Farooq et al., 2017; Wu et al., 2018; Jain et al., 2019] perform classification with training and testing splits done randomly across the brain MRIs, in which the implicit assumption is that the MRIs are independently and identically distributed. As a result, a given patient's scans from different visits could exist across both the training and testing sets.
We point out that transitions in disease stage occur at a very low frequency in the ADNI dataset, which means that a model can overfit to the brain structure corresponding to an individual patient and not learn the key differences in feature representation among the different disease stages. The model can simply regurgitate patient-level information learned during training and rely on that to obtain good classification results on the test set. We refer to generating the splits by sampling at random from the pool of images, ignoring the patient IDs, as splitting by MRI randomly.
Our main contribution in this study is exploring alternative ways to split the data into training and testing sets such that the evaluation gives valid insights into the performance of the proposed methods.
First, we look at splitting the data by patient, where all of the available visits of a patient are assigned to either the training or testing set, with no patient data split across the two sets. This method is motivated by the use case for automatic diagnosis from MRI scans, where the assumption is that no prior or subsequent patient information is given.
Then, we look at splitting the data by visit history, meaning that the first n − 1 visits of a patient's data are used for training, and the n th visit is used for testing. This method is motivated by the use case wherein we incorporate MRI scans into personalized trajectory prediction.
Finally, we compare the accuracy of training and testing on sets split randomly by MRI, with the accuracies we obtain using the two aforementioned ways of splitting the training and testing set. We run experiments with both popular 2D models pre-trained on ImageNet, as well as a 22-layer ResNet-based 3D model we built. Unlike many other studies that perform experiments on a subset of the ADNI dataset, our experiments include all of the currently available data from ADNI. Our results suggest that there is still much room for improvement in classifying MRI scans for Alzheimer's Disease detection.
Related Work
Before the current wave of interest in deep learning, the field of neuroimaging relied on domain knowledge to compute some predefined sets of handcrafted metrics on brain MRI scans that reveal details on Alzheimer's disease progression, such as the amount of tissue shrinkage that has occurred. A common method is to run MRI scans through brain segmentation pipelines, such as FreeSurfer [Fischl, 2012] , to compute values measuring the anatomical structure of the brain, and enter those values into a statistical or machine learning model to classify the state of the brain [Gerardin et al., 2009; Plant et al., 2010; Bhagwat et al., 2018] .
With the advent of big data and deep learning, convolutional neural network models have become increasingly popular for the task of image classification. While a variety of architectures and training methods have been proposed, the advantages and disadvantages of these design choices are not clear.
[ Hon and Khan, 2017] used the pre-trained 2D VGG model [Simonyan and Zisserman, 2014] and Inception V4 model [Szegedy et al., 2017 ] to train on a set of 6,400 slices from the axial view of 200 patients' MRI scans from the OASIS dataset to perform two-class (Normal vs. Alzheimer's) classification, where 32 slices are extracted from each patient's MRI scans based on the entropy of the image.
[Jain et al., 2019] followed a similar approach using a 2D VGG model [Simonyan and Zisserman, 2014] on the ADNI dataset to train on a set of 4,800 brain images augmented from 150 subjects' scans. For each subject's scan, they selected 32 slices based on the entropy of the slices to compose the dataset. They then proceed to shuffle the data and split it with a 4:1 training to testing ratio to perform the more complicated task of three-class classification for Normal, Mild Cognitive Impairment, and Alzheimer.
Other methods used 3D models, which are more computationally expensive but have more learning capacity for the three-dimensional MRI data.
[Payan and Montana, 2015] pretrained a sparse autoencoder on randomly generated 5 × 5 × 5 patches and used the weights as part of a 3D CNN to perform classification on the ADNI dataset, splitting randomly by MRI. [Hosseini-Asl et al., 2016] employed a similar approach of using sparse autoencoder to pretrain on scans, but instead of randomly selecting patches from the training dataset, they used scans from the CADDementia dataset [Bron et al., 2015] , and performed ten-fold cross-validation on the ADNI dataset.
[ Khvostikov et al., 2018] extracted regions of interest around the lobes of the hippocampus using atlas Automated Anatomical Labeling (AAL), augmented their data by applying random shifts of their data by up to two pixels and random Gaussian blur with σ up to 1.2, and classified using a Siamese network on each of the regions of interest.
More recently, [Wang et al., 2018 ] trained a 3D DensetNet with ensemble voting on the ADNI dataset to achieve the state-of-the-art accuracy on three-class classification. They split by patients but treated MRIs of the same patient that are over three years apart as different patients, giving away some information from the training to testing process. Table 1 summarizes information on the data and evaluation approaches used by a few recent papers.
Unlike most of the aforementioned papers that report high performance but do not explicitly mention their training and testing data split methodology, [Bäckström et al., 2018] pointed out the problem of potentially giving away information from the training set into the testing set when splitting randomly by MRI scans, and showed that splitting MRI data by patient led to worse model performance. However, they only report two-class classification (Normal vs. Alzheimer's) in their results. They also only used a subset that is less than half the size of the MRIs available in ADNI, even though they reported empirical studies showing that the same model performing well on a small dataset can experience a significantly reduced performance on a large dataset.
Our work differs in that we use as much of the data as available from ADNI and provide results in three-class classification (CN vs MCI vs AD). In addition, we introduce a method of splitting the data by visit history motivated by real-world use case that is new to the application in Alzheimer's disease brain MRI classification, and we compare the effects of the different splitting approaches in model performance.
Methodology and Results
In this section, we will briefly discuss the dataset we worked with, the preprocessing steps we took to produce our results, the model architectures we chose and training hyperparameters we used, as well as the results we obtained from the various methods of splitting the dataset.
Data Acquisition and Preprocessing
We use MRI data from ADNI because it is the largest publicly available dataset on Alzheimer's Disease, consisting of patients who experience mental decline getting their brain scanned and cognition assessed in longitudinal visits over the span of several years.
We collected all of the scans that underwent Multiplanar Reconstruction (MPR), Gradwarp, and B1 Correction pre-processing from the dataset, discarding the replicated scans of the brain for the same patient during the same visit. We performed statistical parametric mapping (SPM) [Ashburner and Friston, 2005] using the T1-volume pipeline in the Clinica software platform (www.clinica.run), developed by the ARAMIS lab (www.aramislab.fr), as an additional preprocessing step on the images to spatially normalize them.
In total, 2,731 MRIs from 657 patients are selected for our experiments. For the split by patient history, we used 2,074 scans for training and validation, and 657 scans for testing, where each scan in the testing set is from the last visit of the patient. For splitting by MRI, we used the same number of scans for all sets as the previous split by patient history. And finally, for splitting at the patient level, we had 2,074 scans from 484 patients in the training set and validation set, and 657 scans from 173 patients in the testing set. For consistency, we used the same number of scans in all subsets for all three splits. Our code repository is publicly available 1 , and it includes the patients ids and visits that we evaluated.
Model Architecture and Training
We compared 2D and 3D CNN architecture performances. For our 2D CNN architecture, we used ResNet18 [He et al., 2016] that was pretrained on ImageNet, allowing the model to learn how to better extract low-level features from images.
For our 3D CNN architecture, we followed a residual network-based architectural design as well. We used the "bottleneck" configuration, where the inner convolutional layer of each residual block contains half the number of filters, and we used the "full pre-activation" layout for the residual blocks. See Figure 2 for more details.
For the 2D networks, we used a learning rate of 0.0001 and L2 regularization constant of 0.01. For the 3D network, we used a learning rate of 0.001 and regularization constant of 0.0001. Both networks were trained for 36 epochs, with early stopping.
Splitting Methodology and Results
Our main goal is to investigate how differently the model performs under the following three scenarios: (1) random training and testing split across the brain MRIs, (2) training and testing split by patient ID, and (3) training and testing split based on visit history across the patients.
Model
Train Acc. Test Acc. Split by MRI randomly 99.2 ± 0.7% 83.7 ± 1.1% 2D Split by visit history 99.0 ± 0.5% 81.2 ± 0.5% Split by patients 98.8 ± 0.6% 51.7 ± 1.2% Split by MRI randomly 95.8 ± 2.3% 84.4 ± 0.6% 3D Split by visit history 95.8 ± 2.2% 82.9 ± 0.3% Split by patients 86.3 ± 9.5% 52.4 ± 1.8% In Table 2 , we present the three-way classification result of the models described in Section 3.2. In summary, when the training and testing sets were split by MRI scans randomly, the 2D and 3D models attained accuracy close to 84%. When the training and test sets were split by visits, in which only the latest visit of each patient was set aside for testing, accuracy was slightly lower. However, accuracy dropped to around 50% when the training and test set were split by patient.
We note that the other state-of-the-art 2D CNN architectures we tried (DenseNet, InceptionNet, VGGNet) performed similarly to ResNet, and the choice of view in the 2D slice (coronal, axial, sagittal) did not lead to significant differences in testing accuracy as long as the slices were chosen to be close to the center of the brain. We report results on the 88th slice of the coronal view for our 2D model. Our 3D model performs slightly better but is still limited in performance, suffering the same problem of over-fitting to information on individual patients instead of learning what generally differentiates a brain in the different stages of Alzheimer's Disease. Prediction   AD 96  59  17  MCI 62  153  90  CN 17  67  96   Table 3 : Confusion matrix of the 3D CNN experiment on the test set, with data split by patient.
Ground Truth AD MCI CN

Analysis
Analysis of the dataset shows that the frequency of disease stage transition for patients between any two consecutive visits is low in the ADNI dataset. There are only 152 transitions in the entire dataset, which contains 2,731 scans from 657 patients. We believe that due to the relatively few transition points in the dataset, the models are still able to achieve accuracy in the 80% range for the splitting by visit experiments by repeating the diagnostic label of the previous visits. Out of the 152 total transitions we found across the whole dataset, only 52 of them happened for patients between the n − 1 th visit and n th visit. This suggests that the model is able to encode the structure of a patient's brain from the training set, in turn aiding its performance on the testing set.
Furthermore, we set up additional experiments where we trained on visits t 1 ...t n−1 from all patients, but only tested on the 52 patients that had a transition from the n − 1 th to n th visit. The classification accuracy on this experiment dropped to around 54%, which suggests that the network was repeating information about the patient's brain structure instead of CN MCI AD learning to be discriminative among the different stages of Alzheimer's Disease exhibited by a particular MRI scan.
Discussion
Technical Challenges
We summarize the main challenges in working with the ADNI dataset as follows: 1. Lack of transitions in a patient's health status between consecutive visits. There are only 152 transitions total out of the entire dataset of 2,731 images collected from patient visits. It is easy for the model to overfit and memorize the state of a patient at each visit instead of generalizing the key distinctions between the different stages of Alzheimer's Disease.
2. Coarse-grained data labels. The data labels are coarsegrained in nature so our classifier may become confused when trying to learn on cases when a patient's cognitive state may be borderline, such as being between MCI and AD. The confusion matrix in Table 3 demonstrates this. 3. Difficulty in distinguishing the visual difference of a brain in the different Alzheimer's stages. Human brains are distinct by nature, and the quality of MRI collections from different clinical settings add to the noise level of the data. In Figure 1 , we plotted out the brains of subjects in CN/MCI/AD, and show that the difference in anatomical structure from CN to MCI to AD is very subtle.
4. No clear baseline. Many studies evaluated the performance of their models on different subsets of the ADNI dataset, making fair comparison a tricky task. In addition, studies that use a separate testing set do not report the subjects or scans that they used in their testing set, further complicating the comparison process.
We hope to keep these challenges in mind when designing future experiments and ultimately design models that can reliably classify brain MRIs with its true stage in Alzheimer's Disease progression, which is robust to visit number, lack of patient transitions, and minor fluctuations in scan quality.
Insights and Future Work
Many studies in Alzheimer's disease brain MRI classification do not take into account how the data should be properly split, putting into question the ability of the proposed models to generalize on unseen data. We fill this gap by providing detailed analysis of model performance across splitting schemes. Additionally, to our knowledge, none of the previous studies use all of the MRIs available in the ADNI dataset and do not present a clear explanation for this decision. To address the issue, we perform our experiments on all available data while also reporting the subjects used in the training and test split of all our experiments for reproducibility.
In the future, we would like to explore utilizing the covariate data collected from patients to aid image feature extraction. Most of the studies we have come across do not use any covariate information collected from patients. The covariates, such as patient demographics and cognitive test scores, may be helpful for the classification task since they correlate with the disease stage of the patient. A scenario could be a multitask learning setup, where the model predicts the MiniMental State Examination (MMSE) and Alzheimer's Disease Assessment Scale (ADAS) cognitive scores in addition to the labels. We think this may be helpful in training the model because the cognitive test scores can provide finer-grained signal for the model, making the prediction more robust.
