We present optical (BV RI) photometric measurements of a sample of 76 common proper motion wide separation main sequence binary pairs. The pairs are composed of a F-, G-, or K-type primary star and an M-type secondary. The sample is selected from the revised NLTT catalog and the LSPM catalog. The photometry is generally precise to 0.03 mag in all bands. We separate our sample into two groups, dwarf candidates and subdwarf candidates, using the reduced proper motion (RPM) diagram constructed with our improved photometry. The M subdwarf candidates in general have larger V − R colors than the M dwarf candidates at a given V − I color. This is consistent with an average metallicity difference between the two groups, as predicted by the PHOENIX/BT-Settl models. The improved photometry will be used as input into a technique to determine the metallicities of the M-type stars.
-2 -TiO, VO, H 2 0, CO and CaH (Gizis 1997) . Historically, atmospheric models have had difficulties fitting these broad features with adequate precision to allow for accurate metallicity estimates (Bonfils et al. 2005) . Traditional methods of determining abundance from high-resolution spectra of weak atomic lines used for hotter stars are inaccurate for cooler M-type stars since the local pseudo-continuum estimated from a highresolution spectrum is polluted by a forest of molecular absorption features. Moreover, the atmospheric models of the M-type stars still cannot reproduce the details of high-resolution spectra due to the limitation of the molecular opacity database. So far, deriving metallicity from high resolution spectra has only been attempted for a small sample of stars (Woolf & Wallerstein 2005; Bean et al. 2006; Önehag et al. 2012) since such measurements are difficult.
Progress has recently been made to measure the metallicities of M-type main sequence stars using visual binary pairs that contain both a solar type (F-, G-, or K-type) primary and an M-type companion. Since both components of a binary pair presumably formed from the same molecular cloud, the metallicity of an M-type companion can be assumed to be the same as that of the F-, G-, K-type primary. One therefore can create an empirical calibration to determine metallicities of M stars using the observable features of the M-type secondary and the metallicities of the primary stars derived from high-resolution spectra. Bonfils et al. (2005) pioneered the use of F/G/K+M binaries to obtain a photometric calibration of M dwarf metallicities with the closest and brightest M dwarfs that have known parallaxes. Woolf & Wallerstein (2006) used molecular line indices (e.g. TiO, CaH) at visible wavelengths in moderate-resolution spectra as a proxy for metallicity. In the past few years, a few studies have used the spectral lines and spectral indices for metallicity sensitive features in the near-infrared spectra (Rojas-Ayala et al. 2012; Mann et al. 2013; Newton et al. 2014) . However, most of this work has been applied to stars with near-solar metallicity ([Fe/H] > −1). Little work has been done to date on measuring the metallicities of M subdwarfs ([Fe/H] < −1; see, however, Woolf et al. 2009 ).
We plan to develop an empirical calibration of M subdwarf metallicities similar to the work of Woolf & Wallerstein (2006) but over a wider range of metallicities (−2.5 < [Fe/H] < −0.5). We have selected a large sample of common proper motion binaries having kinematics consistent with the Galactic halo population and we will measure the metallicities of the primaries using standard techniques. Accurate photometry is necessary for deriving the atmospheric parameters of the primaries. Line indices associated with TiO and CaH features measured in moderate-resolution spectroscopy of the secondaries will be used to calibrate their metallicities and, again, improved photometry of the secondaries will be essential in establishing the metallicity calibration.
In this paper we present the results of the BV RI photometry of the selected common proper motion F/G/K+M main sequence binaries. Throughout this paper, we will use the term "M dwarf" to refer to M-type main sequence stars that, based on their colors and kinematics, are likely members of the Galactic disk population (and are therefore likely to be relatively metal-rich, i.e., −0.5 < [Fe/H] < +0.5). We will also refer to "M subdwarfs," the generally more metal-poor ([Fe/H] < −0.5) analogs of main sequence M dwarfs, that are likely to belong to the Galactic halo or thick disk populations. Section 2 briefly describes the sample selection. This is followed by a description of the observations and data reduction in Section 3. In Section 4, we present the photometry and errors of the sample. An improved RPM diagram and a new color-color diagram for this sample are also derived. In a future paper, spectroscopic observations of these binaries together with the photometry presented in this paper will be used to derive an empirical calibration of metallicities for M subdwarfs. (Marshall et al. 2014, in preparation) -3 -
Sample Selection
We selected stars from a preliminary version of the LSPM-South (Lépine, private communication) and LSPM-North catalog (Lépine & Shara 2005) ; hereafter we will refer to the combination of these two catalogs as the LSPM catalog. The LSPM catalog is from the SUPERBLINK proper motion survey based on the analysis of scans from the Digitized Sky Survey (Lépine 2005 (Lépine , 2008 . We also selected "halo" binaries from the published list of wide binaries from the revised New Luyten Two-Tenths Catalog (rNLTT) by Chanamé & Gould (2004) . The rNLTT catalog contains astrometry and optical/infrared photometry for the vast majority of NLTT stars (µ > 0.18 ′′ /yr) lying in the overlap of regions covered by POSS I and by the second incremental Two Micron All Sky Survey (2MASS) release . The infrared (primarily J band) photometry of both catalogs comes from 2MASS (Skrutskie et al. 2006) , which is well calibrated and has good photometric precision, with errors typically less than 3%. The quality of the optical photometry is not as good. Both catalogs adopted V photometry from the Tycho-2 Catalog (Høg et al. 2000) for most stars with V < 12 mag and the photometic errors are about 0.10 mag. For V > 12 mag, V photometry of LSPM catalog is converted from the photographic magnitudes of the blue and red plates from the USNO-B1.0 catalog (Monet 2003) , while similar derivation is done for the photometry in the rNLTT catalog but the photographic magnitude is from the USNO-A catalog (Monet 1996 (Monet , 1998 . In both catalogs, the photometric errors from blue and red plate are about 0.3 mag. Binaries from both catalogs were selected on the basis of a given pair of stars having a separation of less than 900 ′′ and larger than 3 ′′ and having common proper motions. The pairs are generally required to have a proper motion difference ∆µ < 20 mas/yr.
The sample was then selected to contain subdwarfs via their placement on a reduced proper motion (RPM) diagram, which plots H m = m + 5 log(µ) + 5 versus color and is used to separate stars into distinct kinematic populations (Marshall 2007; Lépine et al. 2007 ). The RPM diagram uses the proper motion as a distance proxy and is thereby similar to a Color-Magnitude Diagram (CMD), in which subdwarfs have bluer colors than main sequence dwarfs at a given luminosity due to reduced metal opacity in the optical. More importantly, stellar members of the local halo population may have large proper motions, which increases the value of H m relative to local disk stars. Because of these two effects, an RPM diagram that is constructed using high precision photometry can be used to separate the dwarf (disk) and subdwarf (halo) kinematic populations cleanly and to search efficiently for halo subdwarf candidates and even extreme subdwarfs ([Fe/H] < −2) candidates (Marshall 2008) . Figure 1 shows the RPM diagram of the sample from which these binaries were drawn; lines connect the primary and secondary to show that they are very likely to have similar metallicities and the same proper motion. Two discriminator lines with η = 0 and η = 5.15 are drawn on the plot to separate the Main-Sequence (MS), subdwarfs (SD) and white dwarfs (WD), as defined by :
where b is the Galactic latitude of the targets. The discriminator lines presented here are drawn for a sample of low Galactic latitude b = ±30
• . Note that, due to the large errors of the previously published photometry, we made a relatively generous choice of discriminator (η > −1.5) in order to include all the potential subdwarf candidates.
The final requirement is a color cut so that the primaries generally have (V −J) < 2.5 and the secondaries have (V − J) > 2.8; in this way we select primaries that are likely to be F, G, or K subdwarfs and secondaries that are M subdwarfs. These criteria yielded a list of 9 pairs from Chanamé & Gould (2004) and 65 pairs -4 -from LSPM catalog, which are observable from the southern hemisphere (δ < +20
• ). Two pairs are both in Chanamé & Gould (2004) and LSPM catalog; for these two pairs we adopt the information from LSPM catalog. Given the chance that the photometric errors in the catalog were higher than expected, we also included 3 pairs with primaries having (V − J) > 2.5 and 5 pairs with the secondaries having (V − J) < 2.8. We therefore have a total sample of 80 pairs in this work; the position, proper motion, V magnitude, (V − J) color, and separation of these candidate pairs are listed in Table 1 . The secondaries of three pairs (PM I00329+1805, PM I04327+0820, PM I06436+0851 as primaries) were identified in the preliminary version of the LSPM-South catalog but they are not included in the final version of the catalog, because they are marginally detected on Palomar Sky Survey plates. However our observations have indeed confirmed that these three pairs are co-moving objects, so they are included in this study. In Table 1 , the secondaries of these three pairs are named with the same name as their primaries with a "-2" appended.
Observation and Data Reduction
Absolute photometry was obtained at Las Campanas Observatory on the 1-meter Henrietta Swope Telescope on two observing runs in February and September 2008. The SITe#3 CCD detector (0.
′′ 435/pixel) with a standard BV RI Johnson/Kron-Cousins filter set was used for both runs. Observations in BV RI filters were obtained for each candidate. Optical photometric measurements of 76 of the 80 candidate pairs in the sample were obtained under photometric conditions during 4 nights in February and 3 nights in September 2008. About half of the candidates have multiple observations that were obtained as a consistency check of the photometry. Since the primaries are generally 3-5 magnitude brighter than the secondaries, one long (100-300 seconds) exposure and one short (3-20 seconds) exposure were taken for most pairs, so as to achieve Signal-to-Noise Ratio (S/N) > 30 for both primary & secondary stars. Landolt standard stars (Landolt 1992) were used to calibrate the photometry. A Landolt field was observed approximately once per hour on each photometric night. Care was taken to ensure the standard fields were observed at a wide range of air masses. Standard fields were selected to contain stars with a wide range of colors; in particular, many standard stars were observed with very red colors in order to better calibrate the M subdwarfs. It should be noted, however, that photometric calibration of very red stars using this technique is difficult due to the small number of red stars in Landolt's catalog. For calibration purposes, both dome and twilight-sky flat fields were constructed each day.
The data were reduced with IRAF 1 using standard CCD data reduction techniques. Each science frame was first bias-subtracted and linearity corrected and a daily flat field was applied. The subtraction of a bias level is determined from the overscan columns.
We measure the non-linearity of the detector by examining the instrumental magnitude of stars in two consecutive frames with different exposure times since we took shorter exposures for the primaries and longer exposures for the secondaries. The instrumental magnitudes of random stars in the same field measured from the longer exposure frame (300 seconds) were about 0.06 mag brighter than that from the shorter exposure frame (30 seconds), as shown in Figure 2 . Therefore, a linearity correction was made for each frame using the IRAF utility irlincor with a conversion derived from a linearity test constructed once per observing run. The linearity test consists of a sequence of images taken with increasing exposure times (4, 8, 16, 8, 32, 8, 64, 8... seconds) . A reference frame with 8 seconds was taken for every other exposure to compensate for -5 -the instability of the quartz lamp during the linearity test. Then the mean analog to digital units (or ADU) of each frame was computed and the ADU rate (i.e. counts per second) was normalized to the neighboring 8-second reference frame. Figure 3 shows this normalized ADU rate as a function of the mean ADU of each frame. The data are well fit by a second-order polynomial, with 3 fitting coefficients as the inputs to the IRAF command irlincor. However, there are still slight systematic errors of ≈0.015 mag in the bright stars, possibly due to the fact we do not have any linearity information below 2000 ADU. The linearity correction as described above was applied to each frame after the bias subtraction but before the flat field correction.
We also investigated the precision of shutter timing for the system. The instrument was commanded to take a 1 second exposure; actually an exposure of 2.13-2.19 seconds was taken (as noted in the image header). We therefore only use images with exposures longer than 3 seconds in our analysis. We also examined the shutter timing effects on the shutter-correction frames constructed once per run: the shutter-correction frames were constructed with multiple exposures without reading each exposure out (i.e. 10x3s, 6x5s, 3x10s, 2x15s, 1x30s). These tests show that exposures equal to or longer than 3 seconds have minimal shutter timing effect (< 1%) and therefore we did not apply the shutter correction to any frame.
Several nights of data were reduced with both dome and sky flat fields, and the results of the standard star photometry using both flat fields were compared. Data reduced using dome flat fields had a smaller scatter in the fit to the standard stars than those reduced with the twilight-sky flat fields and therefore all the data were reduced using only dome flat fields.
Aperture photometry was performed on the standard star and program star observations after the bias subtraction, linearity and flat field correction. Different aperture sizes were tested using the standard stars to derive a photometric solution; a 6.
′′ 5 radius (15-pixel) yields the smallest residual in the fit; therefore a 6.
′′ 5 radius was used for all photometric data reduction. Most of the binaries have a separation of 5 ′′ -15 ′′ . In order to minimize the effect of light from the primary extending into the sky annulus of the secondary, an inner radius for the sky annulus was set to be 26.
′′ 1 (60-pixel) and the width to be 2. ′′ 2 (5-pixel). Few pairs have a separation of about 20 ′′ -30 ′′ ; the inner radius of sky annulus was set to be 13. ′′ 0 for those pairs.
An aperture correction was applied to all program stars using the apcor task in IRAF. For each frame, about 10 bright but unsaturated and uncrowded stars were selected and used as a template for the aperture correction. This procedure was important for this work, particularly to derive reliable photometry for the secondaries, since the secondaries are much fainter than the primaries and the angular separations of the binaries are small. We first tested the aperture correction procedure on the standard star field and found that the difference with and without aperture correction on the standard star field is almost negligible. Therefore we believe that the aperture correction does not introduce any errors into the photometry of the program stars. For about 75% of the pairs, photometric measurements of target stars were obtained using a 2.
′′ 6 (6-pixel) radius aperture, which was then corrected to a 6. ′′ 5 radius aperture, the aperture size used for the standard star photometry. For the remaining one quarter of the pairs (those separations less than 8 ′′ ), a 1.
′′ 7 (4-pixel) radius aperture size was used to minimize contamination from the bright primaries.
The measured BV RI instrumental magnitude of all standard stars observed during each night were used to derive a photometric solution for each night with a photometric zero point, a first-order extinction term, and a color term. On every night there were insufficient statistics to detect a second-order extinction coefficient; this term was held constant at zero. We also followed the suggestions of Harris et al. (1981) to solve for a new photometry solution over multiple nights: we averaged the previously derived color coefficients over each run and fed them back into the IRAF utility to fit for a new photometric zero point and extinction coefficient. The photometry derived from this new solution has negligible difference ( < 0.015 mag in R band and < 0.01 mag in BVI band) from that derived from the previous solution; we therefore keep the previous one. The photometric solutions for each night are shown in Table 2 . Finally, the photometric solutions derived from the standard stars on each night was applied to all candidates.
Results

BV RI photometry and errors
Photometric measurements were obtained for 76 of the 80 candidate pairs. We report the BV RI photometry of observed primaries in Table 3 and secondaries in Table 4 . In Table 3 (Table 4) , Column 1 gives the name of primary (or secondary) in the rNLTT catalog or LSPM catalog. Columns 2-9 present the BV RI photometry for primaries (secondaries) measured in this program and their errors (more details are provided below in this section). Column 10-12 list the JHK photometry for primaries (secondaries) from 2MASS (Skrutskie et al. 2006) . Column 13 gives the number of measurements of each primary (secondary), while column 14 contains side notes. Multiple (i.e. two or more) observations were obtained of 75 targets among the 154 stars. When only one measurement of a target was obtained, the value from that measurement is reported. Photometry of stars with multiple measurements is determined by taking all average of the photometric measurements for that star.
We were unable to derive reliable photometry for seven primaries since they are too bright for our instrumental setup and were saturated in one or several bands (usually i-band) even with the shortest exposure time. For one pair PM I20072-3519E & PM I20072-3519W, PM I20072-3519E was originally assigned to be the primary since its V magnitude is brighter than PM I20072-3519W in LSPM catalog. However, our photometry in this work shows that PM I20072-3519W is actually brighter and bluer, so we take PM I20072-3519W as primary in Table 3 and PM I20072-3519E as secondary in Table 4 . Also, the photometry from our measurements shows that eight pairs with primaries having (V − J) > 2.5 and they are very likely to be M+M dwarf pairs; also, seven pairs with secondaries having (V − J) < 2.8 and they are probably F/G/K+K pairs; we listed these pairs in Table 1 (see footnotes k and l).
There are two types of errors considered in this program, systematic and statistical. There are several sources of systematic error in the measurements: cosmic rays or bad pixels may contaminate the measurements; the non-linearity issue mentioned previously may still have some residual effect even after the correction; the variation of the atmospheric conditions could also affect the fit to the standard star photometry and therefore increase the photometric errors. In this work, we take the standard deviation of the residual in the fit to the standard stars as the systematic error, since the S/N from those standard star measurements are adequately large. This scatter from the standard star fitting is almost the same from night to night; we therefore use the average standard deviation of the residual from the fit to represent the systematic error in this program. They are 0.023, 0.027, 0.024, 0.028 mag in V , B − V , V − R, and V − I, respectively. However, most Landolt standards are bluer than the secondaries in our sample, so the systematic errors on the secondaries are potentially larger than the scatter from the standard star fitting.
IRAF computes errors for each photometric measurement made using the phot package. These errors are based on the number of electrons recorded by the detector, and decrease as the S/N of the measurements increases. We therefore take the error reported by IRAF as the statistical error. Since the sample hassecondaries in our sample are generally faint, red, M dwarfs; they are therefore quite faint in the B filter and the statistical error of B − V can be as large as 1 magnitude for some of the faint secondaries.
We tested the appropriateness of the estimated errors by comparing photometric measurements of the stars that have more than one measurement. The bottom panel of Figure 4 plots the standard deviation of the multiple measurements for 75 stars as a function of the measured V magnitude. This standard deviation shows a similar trend as the error derived from the IRAF measurements shown in the top panel of Figure 4 . For V < 16, where the statistical errors are negligible, the standard deviation of multiple measurements is about 0.01-0.02 mag, which matches the systematic errors σ(V ) ∼ 0.023. For V > 18, the standard deviation of the multiple measurements gets larger since the errors are dominated by the statistical errors for faint stars. This shows that the error from IRAF is a good estimate of the statistical error.
The final error for a given candidate is reported in Table 3 or 4 as the statistical error and the systematic error added in quadrature.
Comparison with the Previously Published Photometry and an Improved RPM Diagram
Figure 5 compares the V magnitude of the observed candidates to the photometry presented in the previously published catalogs. In both the rNLTT and LSPM catalog, the photometry is taken from the Tycho-2 catalog for most stars with V < 12 mag; the remaining photometry is taken from the USNO-A for rNLTT and USNO-B1.0 for LSPM catalog. Seventeen primaries have V < 12 mag. The standard deviation of the difference between this work and the previously published photometry for these 17 stars is 0.098 mag, which is consistent to the Tycho-2 photometric errors of 0.10 mag (Høg et al. 2000) . The difference between the photometry presented here and the previously published photometry has a scatter of 0.52 mag for the whole sample. This is not surprising since the composite V photometry from rNLTT catalog and LSPM catalog has photometric errors of about 0.45 mag (USNO-A and USNO-B catalogs has photometry errors of 0.3 mag in each band, Monet 2003 ).
An improved RPM diagram constructed from the photometry presented in this work is given in Figure  6 . Again, the J magnitude is from the 2MASS catalog. Seventy-four pairs have new measured photometry in V for both primaries and secondaries and are plotted here. As in Figure 1 , a line connects the primary and secondary of each pair. Since we have selected common proper motion pairs whose two members are likely wide binaries and share the same metallicity, one expects that the line connecting their positions on the RPM diagram should be approximately parallel to the corresponding MS or SD track (i.e. slope m ≈ 3.1 as in Equation 1). Some "pairs" do not follow this "parallel rule"; these could have a WD or evolved companion (see e.g. Chanamé & Gould 2004 ), or they could be co-moving pairs that are not actual wide binaries but just chance alignments on the sky. A histogram of the slopes of the connected lines, m, is plotted in the top panel of Figure 7 . Six pairs with slope m < 1.5 or m > 4 are unlikely to be binaries (and are marked as crosses in Figure 6 ) and we do not consider them further in this work. We also listed these six pairs in Table  1 (see footnote m). Please note these criteria are arbitrarily selected for this sample since the majority of the slopes fall between 1.5 < m < 4. The remaining 68 pairs are identified as most likely to be "true" binaries, and are thus most likely to have the same metallicities for each pair. These potential F/G/K+M pairs will be the targets for a future spectroscopic study in which we will calibrate the metallicity of metal-poor M dwarfs (i.e. the M subdwarfs). In this future work, the assumption of a true binary pair will be further tested by measuring the radial velocities of both stars in each binary.
-8 -As mentioned earlier, considering the large errors of the previously published photometry, we made a loose cut to include all potential subdwarf candidates, since the ultimate goal of this work was to provide a metallicity calibration for metal-poor M subdwarfs. As a result, about 30% of the pairs still lie above the MS and SD discriminator line η = 0 (see Equation 1) in the improved RPM diagram, which implies that they are likely to be dwarfs rather than subdwarfs. We will include these dwarfs in the spectroscopic study, since those pairs will provide a subset of metal-rich stars which will be useful to connect our calibration at the low-metallicity end to the high-metallicity calibrations that have already been determined for M dwarfs (e.g. Newton et al. 2014 ).
Based on the MS and SD discriminator line η = 0, we separate the sample into two groups, dwarf candidates and subdwarf candidates, using the improved RPM diagram; the candidate dwarf pairs with primaries lying above the discriminator line η = 0 are plotted as filled circles (primaries) and triangles (secondaries) in Figure 6 , while the candidate subdwarf pairs with primaries lying below the discriminator line η = 0, are plotted as open circles (primaries) and triangles (secondaries). We also plot histograms of the slopes m for the two groups in Figure 7 . The dwarf pairs in general have a smaller slope than the subdwarf pairs. This agrees with the fact that the color-magnitude relationship is expected to be shallower at high metallicity.
Color-color Diagram and Color Dependence on Metallicity
We have constructed a color-color diagram in the V − R vs. V − I plane for the 68 potential "true" pairs in Figure 8 . Symbols are the same as in Figure 6 . In Figure 8 , the subdwarf candidates mainly lie above the dwarf candidates on this diagram; i.e., the subdwarfs generally have a redder V − R color at a given V − I color. This appears to be analogous to the apparent correlation between metallicity and g − r color found for M dwarfs and M subdwarfs by Lépine & Scholz (2008) and Bochanski et al. (2013) . The color dependence of M dwarfs and subdwarfs on metallicity is also predicted by modern atmospheric models. Overplotted on Figure 8 are synthetic colors generated from the PHOENIX/BT-Settl 2 model (Allard et al. 2011 ) for log g = 5, T ef f = 2800K-6000K and various metallicities from [Fe/H] = 0.5 to [Fe/H] = −3. These models corroborate the observations and predict that the M subdwarfs generally have redder V − R colors than the M dwarfs.
In future work, we will obtain more precise metallicities of the primaries in the sample using highresolution spectra (Marshall et al. 2014, in preparation) . The metallicities, together with the precisely measured photometry presented in this work, will place tighter constraints on the models. Moreover, the accurate metallicities derived from the primaries could also help develop a better relationship between the metallicities and the colors of the M dwarfs and subdwarfs, which could be used to identify more metal-poor, low mass stars in the vicinity of the Sun.
Summary and Future Work
We present the improved BV RI photometry for a sample of high common proper motion F/G/K+M subdwarf pairs selected from a RPM diagram. These measurements are generally precise to 0.03 mag, representing a significant improvement on photometry currently existing for these stars. We have presented a revised RPM diagram for these candidate pairs using our improved photometry. A V − R vs V − I plot is also constructed using the improved photometry. There is a photometric dependence on the metallicity for the M dwarf and subdwarf candidates, where the subdwarf candidates have generally redder V − R colors at a given V − I color, as predicted by modern atmospheric models.
In a future paper, we will present metallicities for the primaries of our sample derived from highresolution spectra along with line indices for the secondaries measured in moderate-resolution spectra. Together with the improved photometry presented here, we will develop an empirical calibration of M subdwarf metallicities. Moreover, the accurate metallicity derived from primaries could also help develop a better relationship between the metallicities and the colors of the M dwarfs and subdwarfs. A photometric metallicity method like this could be used to identify more low mass subdwarfs in the vicinity of the Sun in future photometric surveys with high photometric precision, such as the Large Synoptic Survey Telescope (Ivezć et al. 2008; Ivezić et al. 2012 This preprint was prepared with the AAS L A T E X macros v5.2. Normalized ADU Rate (counts/second) Fig. 3 .-Linearity tests were performed using a sequence of images taken with increasing exposure times. The analog to digital unit (ADU) rate, counts per second, was normalized to the neighboring 8-second reference frame to compensate for the instability of the quartz lamp during the test. The normalized ADU rate is not a constant over all frames, which shows a non-linearity problem for this CCD. We therefore fit the data to a second-order polynomial function and use that to correct each frame. Figure 1 . Primaries that have V < 12 mag have a standard deviation of the difference of 0.098 mag, consistent with the Tycho-2 photometric errors of 0.10 mag (Høg et al. 2000) . The difference for the total sample has a scatter of 0.52 mag in rms. This is also consistent with the rNLTT catalog and LSPM catalog photometric errors of about 0.45 mag in composite V photometry, which is shown in the lower right corner. Figure 6 ) and blue one indicates the subdwarf pairs candidates (open symbols in Figure 6 ). The dwarf candidates in general have a smaller slope than the subdwarf candidates. (Lépine & Shara 2005) ; NLTT stars are halo binaries from Chanamé & Gould (2004) .
b Proper motion (in arcsec/yr) from LSPM catalog for PMI stars and rNLTT catalog for NLTT stars.
c Apparent V magnitude from LSPM catalog and rNLTT catalog; J magnitude from 2MASS catalog (Skrutskie et al. 2006) . Note that some of the V magnitudes from LSPM catalog are from a preliminary version of the LSPM-South catalog, and thus might be different from the final version. We selected our sample based on the preliminary version and we therefore list them here.
d Angular separation (in arcsec) between the two components.
e Three possible companions were identified in the preliminary version of the LSPM-South but they are not included in the final version of LSPM catalog, because they are marginal detected on Palomar Sky Survey plates. These secondaries are designated with a "-2".
f Our initial selection found that PM I14475+1134 and PM I14476+1134 are a co-moving pair. However, another star PM I14476+1133 actually has the same proper motion as the other two stars. We therefore think that this might be a triple system. g Pair PM I20072-3519E / PM I20072-3519W: PM I20072-3519E was assigned as primary since its V magnitude is brighter than PM I20072-3519W in LSPM catalog. However, our photometry in this work shows that PM I20072-3519W is actually brighter and bluer, so we take PM I20072-3519W as primary and PM I20072-3519E as secondary in Table 3 and Table 4 .
h Photometric measurements were not obtained for these four candidate pairs. We therefore didn't include their photometry in Table 3 and Table 4 .
i Pair PM I04477-3044W / PM I04477-3044E is the same as NLTT 13968 / NLTT 13970 in Chanamé & Gould (2004) .
j Pair PM I12283+1222S / PM I12283+1222N is the same as NLTT 30838 / NLTT 30837 in Chanamé & Gould (2004) .
k The primaries of these pairs have (V − J) > 2.5 from our measurement and they are very likely to be M+M dwarf pairs.
l The secondaries of these pairs have (V − J) < 2.8 from our measurement and they are very likely to be F/G/K+K dwarf pairs.
m These pairs have slope m < 1.5 or m > 4 and therefore are unlikely to be real binaries. See Section 4.2 for more details.
-22 - Table 3 . BV RI Photometry of Primaries (Skrutskie et al. 2006 ).
