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If and how an isolated quantum system thermalizes despite its unitary time evolution is a long-
standing, open problem of many-body physics. The eigenstate thermalization hypothesis (ETH)
postulates that thermalization happens at the level of individual eigenstates of a system’s Hamilto-
nian. However, the ETH requires stringent conditions to be validated, and it does not address how
the thermal state is reached dynamically from an initial non-equilibrium state. We consider a Bose-
Einstein condensate (BEC) trapped in a double-well potential with an initial population imbalance.
We find that the system thermalizes although the initial conditions violate the ETH requirements.
We identify three dynamical regimes. After an initial regime of undamped Josephson oscillations,
the subsystem of incoherent excitations or quasiparticles (QP) becomes strongly coupled to the BEC
subsystem by means of a dynamically generated, parametric resonance. When the energy stored
in the QP system reaches its maximum, the number of QPs becomes effectively constant, and the
system enters a quasi-hydrodynamic regime where the two subsystems are weakly coupled. In this
final regime the BEC acts as a grand-canonical heat reservoir for the QP system (and vice versa),
resulting in thermalization. We term this mechanism dynamical bath generation (DBG).
I. INTRODUCTION
Isolated quantum systems pose a challenging problem
of quantum physics due to the unclear mechanism of how
these systems reach thermal behavior, as was experimen-
tally observed [1–4]. The experimental results contradict
the common knowledge that unitary time evolution of
an initial pure state, |Ψ(t)〉 = e−iHt|Ψ(0)〉, prohibits en-
tropy maximization, and as a consequence thermalizaiton
should not take place. A number of quantum thermal-
ization scenarios have been put forward.
One of the most prominent conjectures is the eigen-
state thermalization hypothesis (ETH) which suggests
that thermalization happens at the level of individual
eigenstates [5, 6]. The ETH became very popular after
its numerical verification for hard-core bosons in two-
dimensional lattices [7, 8], albeit some systems where it
fails have been identified [11]. The ETH is typically re-
stricted to the observation of local quantities.
The ETH has been found to be valid even in some in-
tegrable systems [12], although thermalization is known
in general not to occur in such cases. The concept of
thermalization was adapted to systems with non-ergodic
dynamics (e.g. integrable systems), by generalized Gibbs
ensembles imposing multiple conservation laws on av-
erage [8]. A separate branch of research has evolved
around prethermalization dynamics [13–16] which occur
in nearly integrable systems with small, integrability-
breaking perturbations.
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We pursue a different, more generally applicable route
to thermalization. If an isolated quantum system is suffi-
ciently complex, more precisely, if the many-body Hilbert
space dimension is sufficiently high, then it is not possible
by any experiment to determine all quantum numbers of
a state. The set of measured quantum numbers defines
a subspace of the total many-body Hilbert space. This
subspace will be called subsystem, while the remaining
subspace of undetermined quantum numbers will serve
as a thermal bath or reservoir. The subsystem is then
described by a reduced density matrix with the reser-
voir (undetermined) quantum numbers traced out. This
reduced density matrix will correspond to a statistically
mixed state, since the system Hilbert space and the reser-
voir Hilbert space are in general entangled. This situa-
tion is identical to the canonical or grand canonical en-
semble of an open subsystem coupled to the reservoir. In
fact, it was shown that any such subsystem of the total
system is described by the canonical thermal ensemble
for the overwhelming majority of pure states of the total
system [9, 10]. Thus, according to the second law of ther-
modynamics and in spite of the unitary time evolution of
the total system, the subsystem will evolve for long times
to the density matrix of a (grand) canonical ensemble in
thermodynamic equilibrium.
In the present article we not only study a thermalized
state of a subsystem in the long-time limit, but we re-
view how such a thermal state is reached dynamically.
We show that the thermalization dynamics mentioned
above is quite general, if only the Hilbert space dimen-
sion, i.e., the particle number, is large enough. The cou-
pling between bath and subsystem need not be weak, and
it is not necessary to define separate energy eigenstates
of the subsystem and of the bath [9]. No restrictions on
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2FIG. 1: Schematic view of a condensate in a double well po-
tential V (r). The blue dots represent atoms in the conden-
sate, while the red dots depict incoherent excitations (quasi-
particles) out of the condensate. The figure visualizes the
energy spacing of trap levels ∆, the bare Josephson coupling
J as well as the quasiparticle-assisted Josephson tunnelling
J ′ and the interaction U between particles in different levels
(see text for more details). Note that the single-particle levels
shown are, in general, strongly renormalized by the interac-
tions.
the initial state (like narrow energy distribution) apply.
Most importantly, it is even valid in cases where either
the bath or the subsystem Hilbert space is initially not
populated, i.e., the bath is dynamically generated by the
total system’s time evolution, possibly involving multiple
time scales [17–19]. We thus term this thermalization dy-
namics “dynamical bath generation” (DBG). The DBG
mechanism can be understood also as a setup where the
subsystem-bath coupling evolves in time. Initially the
coupling constant is zero (the "bath" is absent), whereas
during the bath-generation process the coupling constant
reaches its maximum and subsequently decays to small,
constant values. It is in this final regime when one can
refer to the total system as being separated into two sub-
systems, each serving as a heat reservoir for the other.
Cold atomic systems are favorable candidates for
studying the problem of closed system thermalization as
they can be sufficiently isolated from the environment
and possess an unprecedented degree of tunability. They
offer the possibility to realize abrupt changes of almost
any of the system parameters (parameter "quenches")
thus driving the system out of equilibrium in a controlled
way. As a generic system we consider a Bose-Einstein
condensate (BEC) of cold atoms trapped in a double-well
potential (Bose Josephson junction, see Fig. 1), with ini-
tially all atoms in the two single-particle ground states
of the two wells with a population imbalance z. We
quench the Josephson coupling from 0 to a finite value
J and study the resulting dynamics by non-equilibrium
quantum field theory methods. Interestingly, we iden-
tify several time scales which govern the non-equilibrium
physics, see Fig. 2. First, Josephson oscillations without
damping can occur up to a time t = τc after the quench
[17, 18]. During a time interval τc < t < τf the conden-
sate (BEC) and the quasiparticle (QP) subsystems are
strongly coupled via a dynamically generated, paramet-
ric resonance, indicated by the BEC and the QP spectra
being strongly correlated with each other [19]. In this
regime incoherent excitations are thus created out of the
condensate in an avalanche-like manner. However, at
a freeze-out time τf the BEC dynamics effectively de-
couple from the QP subsystem by virtue of total energy
conservation, and the BEC and the QP spectra become
uncorrelated. For t > τf slow, exponential relaxation
to thermal equilibrium with a relaxation time τth occurs
due to weak coupling of the QP subsystem to the BEC
as a grand canonical reservoir, and vice-versa [19].
The article is structured as follows. In section II we re-
view in some detail the ETH and discuss its restrictive as-
sumptions and resulting limitations. Section III contains
the representation of the many-body model Hamiltonian
of the Bose gas in the basis of trap eigenstates as well as
the detailed description of the time-dependent Keldysh-
Bogoliubov method used to compute the dynamics of the
coupled system of BEC and incoherent excitations. The
results are discussed in section IV, describing in detail
the three different time regimes that are involved in the
thermalization process of this system. Concluding re-
marks are given in section V.
t⌧c0 ⌧f ⌧th
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FIG. 2: Different time-scales involved in the thermalization
of an oscillating Bose gas trapped in a double-well potential.
τc is the characteristic time scale associated with the creation
of incoherent excitations which drastically influence the non-
equilibrium BEC dynamics. For τc < t < τf the BEC and
QP subsystems are strongly coupled, while for t > τf an effec-
tive decoupling takes place imposed by energy conservation.
Thermalization occurs with a slow relaxation rate for t > tf
where the QP subsystem serves as an external bath for the
BEC and visa versa. The oscillating BECs are depicted in
blue, incoherent excitations as red dots.
3II. ERGODICITY AND THE EIGENSTATE
THERMALIZATION HYPOTHESIS
The ETH provides, within its realm of validity, an
explanation why isolated quantum systems can behave
thermally. It also constitutes an attempt at a micro-
scopic, first-principles derivation of the ergodic theorem,
the basis of equilibrium statistical mechanics. Therefore,
in this section we briefly recall the ergodic theorem and
then describe the line of arguments constituting the ETH.
We also inspect critically the conditions that are neces-
sary for this line of arguments to be valid.
As is well known from statistical mechanics (see e.g.
[20]), thermalization of a closed system, isolated from
the environment, is rooted in the assumption of ergodic-
ity. The ergodic theorem of classical statistical mechanics
states that the statistical or ensemble average 〈A〉 of a
physical observable A is equivalent to its long time aver-
age A(p, q),
〈A〉 = 1
N !(2pi~)3N
∫
dpdqρ(p, q)A(p, q)
= lim
t→∞
1
t
∫ t
0
dt′A(p(t′), q(t′)) = A . (1)
Here, N is the number of particles in the system, p and q
are phase space coordinates (collectively denoting the co-
ordinates for all N particles), and ρ(p, q) is the distribu-
tion of the microcanonical ensemble. For the purpose of
proper normalization, the quasiclassical assumption has
been employed that the particles are indistinguishable
and that the phase space volume per particle is equal
to (2pi~)3. A rigorous derivation of the ergodic assump-
tion Eq. (1) has been achieved only in special cases, but
a general derivation is still lacking [21, 22]. In statisti-
cal physics the following heuristic argument is often used
[20]: Consider a small but still macroscopic subsystem
S1 of a given closed system. Let ∆p∆q be a small vol-
ume in phase space. Then during a sufficiently long time
interval t the subsystem S1 will "visit" ∆p∆q and will
spend there some finite time ∆t, so that we can always
define a finite probability density
∆W = lim
t→∞
∆t
t
, (2)
for S1 to be found in the volume ∆p∆q. In this case, it is
plausible that Eq. (1) will be satisfied with a correspond-
ing probability distribution of ∆W , see also [23–25].
To extend these ideas and concepts to the quantum
case, consider now a quantum system described by the
Hamiltonian H prepared in an initial state |Ψ(0)〉. The
initial state can be expanded in a complete orthonormal
basis {|ψn〉} of eigenstates of the Hamiltonian,
H|ψn〉 = En|ψn〉,
|Ψ(0)〉 =
∑
n
cn|ψn〉, (3)
with the normalization
∑
n |cn|2 = 1. The ETH states
that for a physical observable Aˆ, under certain conditions
to be discussed below, the long-time avarage of the expec-
tation value 〈Ψ(t)|Aˆ|Ψ(t)〉 in a many-body state |Ψ(t)〉
is indistinguishable from the thermal average 〈A〉mc(E)
in the microcanonical ensemble with a fixed energy E,
A := lim
t→∞
1
t
∫ t
0
dt′〈Ψ(t′)|Aˆ|Ψ(t′)〉 != 〈A〉mc(E) . (4)
The ETH scenario proceeds as follows. For a closed sys-
tem, the unitary time evolution of |Ψ(t)〉 can be expanded
in the basis of energy eigenstates,
|Ψ(t)〉 =
∑
n
cne
− i~Ent|ψn〉, (5)
and the expectation value of A at time t reads,
〈Ψ(t)|Aˆ|Ψ(t)〉 =
∑
nm
c∗ncme
− i~ (Em−En)tAnm, (6)
with the matrix elements Anm = 〈ψn|Aˆ|ψm〉. Assuming
that (i) the vast majority of the energy eigenvalues are
non-degenerate, the off-diagonal terms in Eq. (6) are os-
cillatory and will vanish in the long-time average. One
obtains
A = lim
t→∞
1
t
∫ t
0
dt′A(t′) =
∑
n
|cn|2Ann. (7)
In order to define a microcanonical ensemble with energy
E it is now necessary to assume that (ii) the distribution
of the energy eigenvalues in the expansion Eq. (5) around
the average E is sufficiently narrow, where the width
∆E =
1
N
√√√√ N∑
n
(En − E)2 (8)
is small on a macroscopic scale, i.e., ∆E  E, but large
enough so that there is a large number of energy eigen-
states |ψn〉 within ∆E. As two crucial conditions, one
furthermore assumes that (iii) the matrix elements Ann
of the observable Aˆ depend continuously on the energy
eigenvalues En and (iv) they do essentially not depend
on any other quantum numbers describing the state, see
Fig. 3. If the conditions (ii), (iii) and (iv) are satisfied,
then not only the energy eigenvalues En, but also the Ann
have a small variation, i.e., they can be assumed constant
within the set of |ψn〉 contributing to the system’s state
vector |Ψ(t)〉,
Ann ≈ AE+ dAnn
dn
dn = AE+
dAnn
dn
(En − E)
dEn/dn
≈ AE (9)
Here, AE = 〈ψE |Aˆ|ψE〉 is the matrix element for an en-
ergy eigenstate with the energy E and |En−E| ≤ ∆E 
4n
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FIG. 3: Visualization of the conditions necessary for the ETH
to be valid. In addition to being (essentially) non-degenerate
(i), the energy eigenvalues En must have a narrow spread ∆E
around their mean value (ii). Furthermore, within the inter-
val ∆E the Ann must not vary strongly (iii), i.e., they should
depend continuously on En, and they must be independent of
other quantum numbers (iv), see text. This defines a hyper-
surface (blue) in the space spanned by all quantum numbers
and the expectation values Ann. It is narrow along the En
axis and flat along all other directions. The ETH scenario ap-
plies if the vast majority of all Ann lie on this hypersurface.
E. Thus, the time average from Eq. (7) can be written
approximately as
A ≈
∑
n
|cn|2AE = AE . (10)
Note that the right-hand side of Eq. (10) does not depend
on details of the initial conditions, but only on the typical
energy E of the eigenstates composing |Ψ(t)〉. On the
other hand, the microcanonical average of A is
〈A〉mc(E) = 1
Ω
∑
n:En∈[E−∆E/2,E+∆E/2]
Ann (11)
where Ω is the number of eigenstates in the narrow energy
interval [E,E + ∆E] in the limit ∆E → 0. Combining
Eqs. (9), (10) and (11) it follows that the long-time av-
erage A is equal to the quantum mechanical expectation
value AE of one representative energy eigenstate and,
hence, to the microcanonical average,
A ≈ AE ≈ 〈A〉mc(E). (12)
This is the statement of the ETH. It means that the equi-
librium thermodynamics of an observable Aˆ is described
by its expectation value AE with respect to a typical en-
ergy eigenstate or by its long-time average. If Eq. (12)
holds, the system is called quantum ergodic [5, 26].
However, severe conditions have to be imposed in
order to reach this conclusion, as seen above:
(i) Non-degeneracy of the vast majority of many-body
eigenenergies En.
(ii) Narrow distribution of the eigenenergies En around
a mean value E on a macroscopic scale:
|En − E| . ∆E << E.
(iii) Within the width ∆E all diagonal matrix elements
of the observable Aˆ are approximately equal:
Ann ≈ AE .
(iv) These diagonal elements Ann do not depend
independently on quantum numbers other than
the energy eigenvalues En.
We now discuss the impact of these assumptions on the
applicability of the ETH to physical systems. Condi-
tions (i) and (ii) tend to mutually exclude each other at
first sight. A narrow distribution of the En is needed
in order to define the microcanonical ensemble, but the
eigenenergies En, Em of different states (n 6= m) must
differ sufficiently in order for the offdiagonal terms in
Eq. (6) to average out in the long-time average. One
expects a relaxation time of the order of 1/∆E which
can be macroscopically large. This is in contrast to the
fast thermalization rates that are usually observed, un-
less conservation laws inhibit thermalization, and that
are not controlled by ∆E but by the coupling energies of
the Hamiltonian (see, e.g., Fig. 16 and Ref. [19]). Condi-
tion (ii) also restricts the type of initial states to which
ETH thermalization can apply to those with a narrow
energy spectrum ∆E. By contrast, many types of initial
states, for instance single-level occupation number eigen-
states that appear naturally as the initial conditions of
Josephson trap systems (see below), have a broad en-
ergy spectrum. While condition (iii) is plausible for a
system without a phase transition, condition (iv) clearly
imposes a serious restriction on the observables that may
obey the ETH. It is difficult to specify general types of
such observables.
Because of these difficulties in finding general criteria
for the applicability of the ETH, it has been tested for
specific systems using numerical methods, such as exact
diagonalization [7, 30], time-dependent dynamical mean-
field theory (tDMFT) [27, 28], density matrix and renor-
malization group (DMRG) [13, 29]. In addition, alterna-
tive scenarios of thermalization have been put forward,
see, e.g., [4, 26] or [3] for a review.
III. FORMALISM
A. Hamiltonian
Our goal is to describe Josephson oscillations between
weakly-coupled bosonic condensates including effects of
quasiparticles. The Josephson effect was originally pre-
dicted in superconductors [31], and by now is well studied
theoretically [32, 33] as well as experimentally [34, 35].
Despite a lot of progress there still exist unresolved issues
with the experimental results. For example, although in
5Ref. [34] several undamped Josephson oscillations were
clearly observed, in other experiments [36] the Josephson
particle current was rapidly suppressed. We suggest the
quasiparticle damping mechanism to play a crucial role in
such a behaviour. Below we present a formalism [17–19]
which, when applied to specific systems, will shed light on
this issue and other problems related to thermalization
of isolated closed systems.
In order to describe a bosonic Josephson junction we
start from a weakly interacting Bose gas in a double well
potential described by the well-known Hamiltonian
H =
∫
drΨˆ†(r, t)
(
−∇
2
2m
+ Vext(r, t)
)
Ψˆ(r, t) (13)
+
g
2
∫
drΨˆ†(r, t)Ψˆ†(r, t)Ψˆ(r, t)Ψˆ(r, t),
where Ψˆ(r, t) is a bosonic field operator, and a contact re-
pulsive interaction is implied with the coupling constant
g = 4pias/m with as being the s-wave scattering length.
Vext(r, t) is the external double-well trap potential, which
in our case is time dependent. We assume that the bar-
rier between the wells is initially infinitely high, so that
the Josephson tunneling between the wells is negligible.
At t = 0 the barrier is abruptly lowered down and a size-
able Josephson current will be induced as a result. Such
a time dependence of the external potential corresponds
to the quenching of the Josephson coupling between the
wells, which we can express as
J(t) = JΘ(t), (14)
where Θ(t) is the Heaviside step function. The quenching
of J results in lowering of the ground state energy of the
system by the ∆E = J
√
N1(0)N2(0), where N1(0) and
N2(0) are initial occupation numbers of the two wells,
which can be quite large. Hence, after the quench two
initially separated condensates will be found in an ex-
cited state ∆E above the coupled ground state. We will
show that, depending on the system parameters, this en-
ergy can suffice to excite quasiparticles out of the BECs
with time-dependent BEC amplitude playing the role of a
perturbation on the QP system. The QPs will be excited
to higher lying discrete energy levels of the double-well
potential, while the two lowest states of the potential are
occupied by the BECs.
Before deriving the equations of motion for the field
operators Ψˆ(r, t) and Ψˆ(r, t)†, we expand the operators
in terms of a complete basis B = {ϕ−, ϕ+, ϕ1, ϕ2, . . . ϕM}
of the exact single-particle eigenstates of the double well
potential Vext(r, t > 0), i.e. just after the coupling be-
tween the wells is turned on. Note that the ground state
wavefunction has a zero in the barrier between the wells,
thus minimizing its energy, i.e., for a symmetric double-
well, it is parity antisymmetric, while the first excited
state is symmetric. Hence, we denote the ground state
wavefunction of the double well by ϕ−, the first excited
state wavefunction by ϕ+, the second excited state by
ϕ1 and so on. The field operator in the eigenbasis of the
double-well potential is then
Ψˆ(r, t) = φ1(r)bˆ01(t) + φ2(r)bˆ02(t) +
M∑
n=1
ϕn(r)bˆn(t) ,
(15)
where we have applied the transformation, bˆ01(t) =
(bˆ− + bˆ+)/
√
2, bˆ02(t) = (bˆ− − bˆ+)/
√
2 on the opera-
tors bˆ±(t) for particles in the ϕ± subspace, with the
wavefunctions φ1(r) = (ϕ−(r) + ϕ+(r))/
√
2 and φ2(r) =
(ϕ−(r) − ϕ+(r))/
√
2. Since the ϕ+(r) (ϕ−(r)) have the
same (the opposite) sign in the two wells, the φ1,2(r) are
localized in the left or right well, respectively, i.e., they
approximately constitute the ground state wavefunctions
of the left and right well. We now assume the Bogoliubov
prescription for the operators describing condensates in
each well
bˆ0α(t)→ aα(t) =
√
Nα(t)e
iθα(t), (16)
α = 1, 2, where Nα and θα are the number of particles
and the phase of the condensate in the left (right) well of
the potential. The field operator finally reads,
Ψˆ(r, t) = φ1(r)a1(t) + φ2(r)a2(t) +
M∑
n=1
ϕn(r)bˆn(t). (17)
The Bogoliubov substitution neglects phase fluctuations
in the ground states of each of the potential wells, while
the full quantum dynamics is taken into account for the
excited states, ϕn, n = 1, 2, . . . , M (in the numerical
evaluations we will limit the number of levels which can
be occupied by the QPs to M = 5.). This is justified
when the BEC particle numbers are sufficiently large,
Nα  1, e.g., for the experiments [34]. When the quan-
tum dynamics due to excitations to upper levels is ne-
glected, only the first two terms from Eq. (17) contribute,
which is equivalent to a semiclassical two-mode approxi-
mation for a condensate in a double well [33, 37, 38]. The
applicability of the semiclassical approximation has been
discussed in detail in Refs. [39–41] and has been tested
experimentally in Ref. [42].
We also note that the definition of excited single-
particle states is not obvious in the case of a condensate
trapped in a double-well [43, 44] with the width of the
wave-function being in general a function of the num-
ber of particles in the well, or total number of particles.
Various solutions to this problem and applicability of the
approximations are discussed in detail in Ref. [45]. This
issue, however, does not play an important role for the
physics we discuss in this work, and we therefore proceed
with the expansion (17).
We can now derive the Hamiltonian of our setup in
terms of two condensate amplitudes and quasiparticle op-
erators bˆ, bˆ†. For t > 0 the Hamiltonian consists of three
contributions
H = Hcoh +HJ +Hcoll. (18)
6Hcoh includes all local contributions, i.e. all terms which
are bi-linear in the bˆn-operators and local in the well
index α = 1, 2,
Hcoh = ε0
2∑
α=1
a∗αaα +
U
2
2∑
α=1
a∗αa
∗
αaαaα +
M∑
n=1
εnbˆ
†
nbˆn
+K
2∑
α=1
M∑
n,m=1
[
a∗αaαbˆ
†
nbˆm +
1
4
(a∗αa
∗
αbˆnbˆm + h.c.)
]
,(19)
where U and K are positive interaction constants, and εn
are the energies of the M equidistant levels of the double
well, separated by the trap frequency, εn = n∆. For sim-
plicity we neglect hereafter a possible level-dependence of
the coupling constants. We coin the part of the Hamil-
tonian Hcoh "coherent" since it describes only the single-
particle dynamics of QPs and therefore cannot lead to a
decoherence of QPs.
HJ includes all Josephson-like terms, which are still
coherent but are non-local in the well index,
HJ = −J(a∗1a2 + a∗2a1) + J ′
M∑
n,m=1
[
(a∗1a2 + a
∗
2a1)bˆ
†
nbˆm
+
1
2
(a∗1a
∗
2bˆnbˆm + h.c.)
]
. (20)
The terms proportional to J are standard Josephson
terms also known from the semiclassical approximation
[38], while terms proportional to J ′ describe novel QP-
assisted Josephson tunneling events between the wells
(see Fig. 1).
The non-linear collisional terms Hcoll account for full
many-body interactions,
Hcoll =
U ′
2
M∑
n,m=1
M∑
l,s=1
bˆ†mbˆ
†
nbˆlbˆs (21)
+R
 2∑
α=1
M∑
n,m,s=1
a∗αbˆ
†
nbˆmbˆs +
2∑
α,β,γ=1
M∑
n=1
a∗αa
∗
βaγ bˆn + h.c.

We have introduced the set of parameters in the Hamil-
tonian (18):
ε0 =
∫
dr
[
~2
2m
|∇φ1,2(r)|2 + φ21,2Vext(r)
]
,
U = g
∫
dr |φ1,2(r)|4,
εn =
∫
drϕn(r)
(
−∇
2
2m
+ Vext(r)
)
ϕn(r),
U ′ = g
∫
drϕn(r)ϕm(r)ϕl(r)ϕs(r),
J = −2
∫
dr
[
~2
2m
(∇φ1∇φ2) + φ1φ2Vext(r)
]
,
K = 2K11nm = 2K22nm,
J ′ = 2K12nm = 2K21nm,
R = g
∫
drφα(r)ϕn(r)ϕm(r)ϕs(r), (22)
with Kαβnm = g
∫
drφα(r)φβ(r)ϕn(r)ϕm(r).
We will now use the standard non-equilibrium
field-theoretical techniques [48–50] to calculate time-
dependence of the following observables: condensate pop-
ulation imbalance
z(t) =
N1(t)−N2(t)
N1(t) +N2(t)
, (23)
the phase difference between the BECs, θ(t) =
θ2(t) − θ1(t) and the QP occupation numbers
n1(t), n2(t), . . . , nM (t).
B. General Quantum Kinetic Equations
The time-dependence of the observables can be calcu-
lated from the kinetic equations for the Green’s functions
of the interacting Bose gas within the Kadanoff-Baym
framework [48–50]. As usual, it is convenient to separate
the non-equilibrium Green function into its classical and
quantum counterparts and then derive the equations of
motion (Dyson equations) for them in the standard way.
The classical part Cαβ(t, t′) is expressed in terms of clas-
sical condensate amplitudes a1(t) and a2(t)
Cαβ(t, t
′) = −i
(
aα(t)a
∗
β(t
′) aα(t)aβ(t′)
a∗α(t)a
∗
β(t
′) a∗α(t)aβ(t
′)
)
, (24)
while the quantum part is written in terms of quasipar-
ticle operators bˆn, bˆ†n
Gnm(t, t
′) = −i
(〈TC bˆn(t)bˆ†m(t′)〉 〈TC bˆn(t)bˆm(t′)〉
〈TC bˆ†n(t)bˆ†m(t′)〉 〈TC bˆ†n(t)bˆm(t′)〉
)
=
(
Gnm(t, t
′) Fnm(t, t′)
Fnm(t, t
′) Gnm(t, t′)
)
. (25)
Here TˆC is time-ordering along the Keldysh contour.
Note that at this stage we have already assumed that the
position dependence of the Green functions is absorbed
in the parameters (22) (for details see [18]).
The general structure of the Dyson equations for these
Green’s functions is the following∫
C
dt
[
G−10 (t, t)− SHF (t, t)
]
C(t, t′)
=
∫
C
dtS(t, t)C(t, t′), (26)
∫
C
dt
[
G−10 (t, t)−ΣHF (t, t)
]
G(t, t′) = 1δ(t− t′)
+
∫
C
dtΣ(t, t)G(t, t′). (27)
The term proportional to δ(t − t′) is absent in Eq. (26)
because of the classical nature of the condensate ampli-
tudes. In the Eqs. (26) and (27) we separated the first
7order in interaction Hartree-Fock self-energies SHF ,ΣHF
from their second order collisional counterparts S,Σ.
The operator G−10 is defined as
G−10 (t, t) = δ(t− t)
[
iτ3
∂
∂t
−
(
− 1
2m
∆1 + Vext(t)
)
1
]
,
(28)
where
τ3 =
(
1 0
0 −1
)
. (29)
All self-energies, including the later appearing γ,Γ and
Π have the same 2×2 structure in the Bogoliubov space
S(t, t′) =
(
SG(t, t′) SF (t, t′)
SF (t, t′) SG(t, t′)
)
, (30)
where superscripts G,F, ... are references to the corre-
sponding normal and anomalous Green functions in Eq.
(25).
We rewrite the contour integrals in Eqs. (26) and (27)
as integrals over the real time axis and get the Dyson
equation for the condensate Green’s function in the form
∞∫
−∞
dt
[
G−10,αγ(t, t)− SHFαγ (t, t)
]
Cγβ(t, t
′) =
−i
t∫
−∞
dtγαγ(t, t)Cγβ(t, t
′), (31)
where γαβ = S>αβ − S<αβ (the superscripts "<" and
">" refer to the standard non-equilibrium "lesser" and
"greater" self-energies [48, 50]), and the bare propagator
is given by
G−10,αβ(t, t
′) =
[
iτ3δαβ
∂
∂t
− 1Eαβ
]
δ(t− t′) , (32)
with E11 = E22 = ε0 and E12 = E21 = −J . Here-
after Greek indeces, α, β = 1, 2, refer to the con-
densates in the left and right wells, and latin indices,
n, m = 1, 2, . . . , M , denote the QP levels, we also imply
Einstein summation.
From Eq. (27) we obtain the two equations
∞∫
−∞
dt
[
G−10,nl(t, t)−ΣHFnl (t, t)
]
G
≷
lm(t, t
′) =
−i
 t1∫
−∞
dtΓnl(t, t)G
≷
lm(t, t
′)−
t1′∫
−∞
dtΣ
≷
nl(t, t)Alm(t, t
′)
 ,(33)
with
G−10,nm(t, t
′) =
[
iτ3
∂
∂t
− εn1
]
δnmδ(t− t′), (34)
and
G<(t, t′) = −i
( 〈bˆ†(t′)bˆ(t)〉 〈bˆ(t′)bˆ(t)〉
〈bˆ†(t′)bˆ†(t)〉 〈bˆ(t′)bˆ†(t)〉
)
=(
G<(t, t′) F<(t, t′)
F
<
(t, t′) G
<
(t, t′)
)
, (35)
G>(t, t′) = −i
( 〈bˆ(t)bˆ†(t′)〉 〈bˆ(t)bˆ(t′)〉
〈bˆ†(t)bˆ†(t′)〉 〈bˆ†(t)bˆ(t′)〉
)
=(
G>(t, t′) F>(t, t′)
F
>
(t, t′) G
>
(t, t′)
)
, (36)
For practical reasons it is, however, better to work with
equations for the spectral function Anm = i(G>nm−G<nm)
and the so-called statistical function (see also [46, 47])
Fnm =
G>nm + G
<
nm
2
=
GKnm
2
, (37)
here GKnm being the Keldysh component of (25). The
introduction of such symmetrized and antisymmetrized
two-point correlators is not important if we were to
reduce the calculation to the first-order Bogoliubov-
Hartree-Fock (BHF) approximation, however, is benefi-
cial for a more general case when second order (in in-
teraction) contributions are taken into account. The
derivation then simplifies due to symmetry relations for
the propagators and their self-energies, and allows us
to rewrite the terms involving higher order processes as
"memory integrals".
In the Bogoliubov space these are 2× 2 matrices
Anm(t, t
′) =
(
AGnm(t, t′) A
F
nm(t, t
′)
AFnm(t, t′) A
G
nm(t, t
′)
)
, (38)
Fnm(t, t
′) =
(
FGnm(t, t′) F
F
nm(t, t
′)
FFnm(t, t′) F
G
nm(t, t
′)
)
. (39)
For further derivations we will extensively use the fol-
lowing symmetry relations for the spectral and statistical
functions
AG(t, t′) = −AG(t, t′)∗ = −AG(t′, t),
AF (t, t′) = −AF (t, t′)∗ = AF (t′, t)∗,
FG(t, t′) = −FG(t, t′)∗ = FG(t′, t),
FF (t, t′) = −FF (t, t′)∗ = −FF (t′, t)∗. (40)
The Dyson equations for the spectral and statistical
8functions are
∞∫
−∞
dt
[
G−10,n`(t, t)−ΣHFn` (t, t)
]
A`m(t, t
′) =
−i
t∫
t′
dtΓn`(t, t)A`m(t, t
′) (41)
∞∫
−∞
dt
[
G−10,n`(t, t)−ΣHFn` (t, t)
]
F`m(t, t
′) =
−i
[ t∫
−∞
dtΓn`(t, t)F`m(t, t
′)
−
t′∫
−∞
dtΠn`(t, t)A`m(t, t
′)
]
, (42)
where Πnm = (Σ>nm + Σ<nm)/2 and Γnm = Σ>nm −Σ<nm.
As usual we separated Bogoliubov-Hartree-Fock contri-
butions ΣHFnm from the second-order contributions de-
scribing collisions Σnm.
Since the BHF contributions are SHF (t, t′) =
SHF (t)δ(t − t′), ΣHF (t, t′) = ΣHF (t)δ(t − t′), we can
further simplify the Dyson kinetic equations (31), (41),
(42) [
iτ3δαγ
∂
∂t
− 1Eαγ − SHFαγ (t)
]
Cγβ(t, t
′) =
−i
t∫
−∞
dtγαγ(t, t)Cγβ(t, t
′), (43)
[
iτ3δn`
∂
∂t
− εnδn`1−ΣHFn` (t)
]
A`m(t, t
′) =
−i
t∫
t′
dtΓn`(t, t)A`m(t, t
′), (44)
[
iτ3δn`
∂
∂t
− εnδn`1−ΣHFn` (t)
]
F`m(t, t
′) =
−i
[ t∫
−∞
dtΓn`(t, t)F`m(t, t
′)
−
t′∫
−∞
dtΠn`(t, t)A`m(t, t
′)
]
. (45)
Eqs. (43), (44) and (45) constitute the general equations
of motion for the condensate and the non-condensate
(spectral and statistical) propagators. They are coupled
via the self-energies which are functions of these propa-
gators and must be evaluated self-consistently in order
to obtain a conserving approximation. The higher or-
der interaction terms on the right-hand side of the equa-
tions of motion describe inelastic quasiparticle collisions.
They are, in general, responsible for quasiparticle damp-
ing, damping of the condensate oscillations and for ther-
malization. We consider them in detail in Section IIID.
C. Bogoliubov-Hartree-Fock Approximation
We now solve Eqs. (43), (44) and (45) in the first
order BHF approximation only. The solutions will pro-
vide us with an interesting initial insight into the non-
equilibrium dynamics of coupled condensates prior to
consideration of system’s eventual relaxation to an equi-
librium state. The BHF self-energies are 2 × 2 matrices
in Bogoliubov space
SHFαβ (t) =
(
SHFαβ (t) W
HF
αβ (t)
WHFαβ (t)
∗ SHFαβ (t)
∗
)
, (46)
ΣHFnm (t) =
(
ΣHFnm (t) Ω
HF
nm (t)
ΩHFnm (t)
∗ ΣHFnm (t)
∗
)
. (47)
SHF and ΣHF contain contributions proportional to
U,U ′, J ′ and K and describe the dynamical shift of the
condensate and the single-particle levels due to time-
dependence of their occupation numbers and their in-
teractions:
SHFαα (t) =
i
2
U Tr [Cαα(t, t)]1+
i
K
2
M∑
n,m=1
{
1
2
Tr
[
F<nm(t, t)
]
1+ F<nm(t, t)
}
SHF12 (t, t
′) = SHF21 (t, t
′) =
i
J ′
2
M∑
n,m=1
{
1
2
Tr
[
F<nm(t, t)
]
1+ F<nm(t, t)
}
, (48)
and
ΣHFnm (t, t
′) = i
K
2
∑
α
{
Cαα(t, t) +
1
2
Tr [Cαα(t, t)]1
}
+i
J ′
2
∑
α6=β
{
Cαβ(t, t) +
1
2
Tr [Cαβ(t, t)]1
}
+iU ′
M∑
`,s=1
{
F`s(t, t) +
1
2
Tr [F`s(t, t)]1
}
.
(49)
Typical diagrams of the BHF self-energies (e.g. for ΣHF
in Eq. (49)) are shown in Fig. 4.
The equation of motion for the time-dependent con-
densate amplitude aα(t) can be obtained by taking the
9∼ O(U ′)
∼ O(J ′, K)
FIG. 4: Typical Hartree-Fock diagrammatic contributions to
the self-energy ΣHFnm . The solid and dashed lines represent the
2×2 single-particle excitation propagator G and the conden-
sate propagator C, respectively. The wavy lines denote the
interactions K,J ′ or U ′, depending on which physical process
of the Hamiltonian (18) is involved.
upper left component of Eq. (43) and then dividing by
a∗β(t
′),
i
∂
∂t
aα =
[
Eαγ + S
HF
αγ (t)
]
aγ(t) +W
HF
αγ (t)a
∗
γ(t). (50)
Equations (44) and (45) for spectral and statistical prop-
agators decouple in the BHF limit, it is therefore suffi-
cient to consider only Eq. (45) in this case
iτ3δn`
∂
∂t
F`m(t, t
′) =
[
nδn`1+ Σ
HF
n` (t)
]
F`m(t, t
′).
(51)
By taking the difference (or the sum) of Eq. (51) with
its hermitian conjugate we obtain two equations
i
(
∂
∂t
FGnm(t, t
′) +
∂
∂t′
FGnm(t, t
′)
)
=[
nδn` + Σ
HF
n` (t)
]
FG`m(t, t
′)− ΩHFn` (t)FF`m(t, t′)∗−
FGn`(t, t
′)
[
mδm` + Σ
HF
`m (t
′)
]− FFn`(t, t′)ΩHF`m (t′)∗,
(52)
and
i
(
∂
∂t
FFnm(t, t
′) +
∂
∂t′
FFnm(t, t
′)
)
=[
εnδn` + Σ
HF
n` (t)
]
FF`m(t, t
′)− ΩHFn` (t)FG`m(t, t′)∗+
FFn`(t, t
′)
[
εmδm` + Σ
HF
`m (t
′)
]
+ FGn`(t, t
′)ΩHF`m (t
′)∗.
(53)
The self-energies ΣHFnm (t) and ΩHFnm (t) in these equations
are given by
ΣHFnm (t) = K(N1(t) +N2(t)) + J
′a∗1(t)a2(t)
+ J ′a∗2(t)a1(t) + 2iU
′∑
s,`
FGs`(t, t), (54)
ΩHFnm (t) =
K
2
2∑
α=1
aα(t)aα(t) + J
′a1(t)a2(t)
+ iU ′
∑
s,`
FFs`(t, t). (55)
In order to get the final BHF equations we need to
evaluate Eqs. (52) and (53) at equal times, as a result
we obtain
i
∂
∂t
FGnm(t, t) =
[
εnδn` + Σ
HF
n` (t)
]
FG`m(t, t)
− FGn`(t, t)
[
εmδm` + Σ
HF
`m (t)
]
− ΩHFn` (t)FF`m(t, t)∗ − FFn`(t, t)ΩHF`m (t)∗,
(56)
i
∂
∂t
FFnm(t, t) =
[
εnδn` + Σ
HF
n` (t)
]
FF`m(t, t)
+ FFn`(t, t)
[
εmδm` + Σ
HF
`m (t)
]
− ΩHFn` (t)FG`m(t, t)∗ + FGn`(t, t)ΩHF`m (t)∗.
(57)
From Eq. (50) we get
i
∂
∂t
a1(t) =
[
ε0 + UN1(t) + iK
∑
n,m
FGnm(t, t)
]
a1(t)
−
[
J − iJ ′
∑
n,m
FGnm(t, t)
]
a2(t)
+ i
[
K
2
a∗1(t) +
J ′
2
a∗2(t)
]∑
n,m
FFnm(t, t)
(58)
The equation for a2(t) is obtained from Eq.(58) by replac-
ing a1 by a2 and visa versa. We solve differential Eqs.
(56), (57) and (58) numerically for different parameters
(22), and different initial conditions z(0), θ(0), Ntot =
N1(0) +N2(0). We limit the number of levels which can
be occupied by the QPs to M = 5.
D. Collisions in Self-Consistent Second-Order
Approximation
As we have mentioned, the BEC oscillations dynam-
ically generate incoherent excitations (QPs), whose col-
lisions, in turn, may lead to an ultimate thermalization
of the system at some finite temperature T controlled
by EBEC(0). Although QP generation can be described
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within the first order BHF approximation, their colli-
sions and eventual equilibration of the system can not.
In this section we take into account all second order terms
and derive integro-differential equations of motion, which
capture the physics of thermalization. Typical second-
order contributions to the quasiparticle self-energies are
shown in Fig. 5. These second-order contributions will
lead to a system of IPDE-s, which take into account
"memory" effects which are crucial for eventual relax-
ation of the system.
Specifically, we need to calculate the non-local self-
energies γ,Γ,Π in the integral parts of Eqs. (43), (44)
and (45). The self-energies are, as usual, matrices in the
Bogoliubov space
γαβ(t, t
′) =
(
γGαβ(t, t
′) γFαβ(t, t
′)
γFαβ(t, t
′) γGγβ(t, t
′)
)
, (59)
Γnm(t, t
′) =
(
ΓGnm(t, t
′) ΓFnm(t, t
′)
ΓFnm(t, t
′) ΓGnm(t, t
′)
)
, (60)
Πnm(t, t
′) =
(
ΠGnm(t, t
′) ΠFnm(t, t
′)
ΠFnm(t, t
′) ΠGnm(t, t
′)
)
. (61)
We can now use the symmetry relations (40) and ex-
press the collisional self-energies in terms of only AG,AF
∼ O(R2)
∼ O(R2)
∼ O(U ′2)
FIG. 5: Typical second-order diagrammatic contributions to
the QP self-energy Σ (27). The solid and dashed lines rep-
resent the 2 × 2 single-particle excitation propagator G and
the condensate propagator C, respectively. The wavy lines
denote the interactions U,K, J ′, U ′ or R from (22), depend-
ing on which physical processes of the Hamiltonian (18) are
involved.
and FG,FF . We then obtain for γ in (43)
γGαα′(t, t
′) = R2
∑
nls
∑
n′l′s′
(
FGnn′(t, t
′)
{
4Λ``
′
ss′ [F,F
∗](t, t′)
+2Λ``
′
ss′ [G,G
∗](t, t′)
}
+AGnn′(t, t
′)
{
4Ξ``
′
ss′ [F,F
∗](t, t′) + 2Ξ``
′
ss′ [G,G
∗](t, t′)
})
γFαα′(t, t
′) = R2
∑
nls
∑
n′l′s′
(
FFnn′(t, t
′)
{
4Λ``
′
ss′ [G,G
∗](t, t′)
+2Λ``
′
ss′ [F,F
∗](t, t′)
}
+AFnn′(t, t
′)
{
4Ξ``
′
ss′ [G,G
∗](t, t′) + 2Ξ``
′
ss′ [F,F
∗](t, t′)
})
.
(62)
In order to make the structure of our equations more
transparent, we introduced the shorthand notations
Λ``
′
ss′ [G,F](t, t
′) = AG``′(t, t
′)FFss′(t, t
′)
+ FG``′(t, t
′)AFss′(t, t
′),
Λ``
′
ss′ [G,G
∗](t, t′) = AG``′(t, t
′)FGss′(t, t
′)∗
+ FG``′(t, t
′)AGss′(t, t
′)∗,
Ξ``
′
ss′ [G,F](t, t
′) = FG``′(t, t
′)FFss′(t, t
′)
− 1
4
AG``′(t, t
′)AFss′(t, t
′),
Ξ``
′
ss′ [G,G
∗](t, t′) = FG``′(t, t
′)FGss′(t, t
′)∗
− 1
4
AG``′(t, t
′)AGss′(t, t
′)∗,
(63)
and so on. The remaining components of the self-energy
γ are related to γG and γF by the symmetry relations
γG(t, t′)∗ = −γG(t, t′) = γG(t′, t),
γF (t, t′)∗ = −γF (t, t′) = γF (t′, t). (64)
For the self-energy Γ in Eqs. (44) and (45) we get
ΓGnn′(t, t
′) = 2iR2
∑
α`s
∑
α′`′s′
(
2a∗α(t)a
∗
α′(t
′)Λ``
′
ss′ [G,F](t, t
′)
+a∗α(t)aα′(t
′)Λ``
′
ss′ [G,G](t, t
′)
−2aα(t)aα′(t′)Λ``′ss′ [F∗,G](t, t′)
− 2aα(t)a∗α′(t′)
{
Λ``
′
ss′ [G,G
∗](t, t′) + Λ``
′
ss′ [F,F
∗](t, t′)
})
+(U ′)2
∑
m`s
∑
m′`′s′
(
FGmm′(t, t
′)
{
4Λ``
′
ss′ [F,F
∗](t, t′)
+2Λ``
′
ss′ [G,G
∗](t, t′)
}
+ AGmm′(t, t
′)
{
4Ξ``
′
ss′ [F,F
∗](t, t′) + 2Ξ``
′
ss′ [G,G
∗](t, t′)
})
(65)
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and
ΓFnn′(t, t
′) = 2iR2
∑
α`s
∑
α′`′s′
(
2a∗α(t)aα′(t
′)Λ``
′
ss′ [G,F](t, t
′)
+a∗α(t)a
∗
α′(t
′)Λ``
′
ss′ [F,F](t, t
′)
−2aα(t)a∗α′(t′)Λ``
′
ss′ [G
∗,F](t, t′)
− 2aα(t)aα′(t′)
{
Λ``
′
ss′ [G,G
∗](t, t′) + Λ``
′
ss′ [F,F
∗](t, t′)
})
+(U ′)2
∑
m`s
∑
m′`′s′
(
FFmm′(t, t
′)
{
2Λ``
′
ss′ [F,F
∗](t, t′)
+4Λ``
′
ss′ [G,G
∗](t, t′)
}
+ AFmm′(t, t
′)
{
2Ξ``
′
ss′ [F,F
∗](t, t′) + 4Ξ``
′
ss′ [G,G
∗](t, t′)
})
.
(66)
While for the self-energy Π in Eq. (45) we have
ΠGnn′(t, t
′) = 2iR2
∑
α`s
∑
α′`′s′
(
2a∗α(t)a
∗
α′(t
′)Ξ``
′
ss′ [G,F](t, t
′)
+a∗α(t)aα′(t
′)Ξ``
′
ss′ [G,G](t, t
′)
−2aα(t)aα′(t′)Ξ``′ss′ [F∗,G](t, t′)
− 2aα(t)a∗α′(t′)
{
Ξ``
′
ss′ [G,G
∗](t, t′) + Ξ``
′
ss′ [F,F
∗](t, t′)
})
+(U ′)2
∑
m`s
∑
m′`′s′
(
FGmm′(t, t
′)
{
4Ξ``
′
ss′ [F,F
∗](t, t′)
+2Ξ``
′
ss′ [G,G
∗](t, t′)
}
− 1
2
AGmm′(t, t
′)
{
2Λ``
′
ss′ [F,F
∗](t, t′) + Λ``
′
ss′ [G,G
∗](t, t′)
})
(67)
and
ΠFnn′(t, t
′) = 2iR2
∑
α`s
∑
α′`′s′
(
2a∗α(t)aα′(t
′)Ξ``
′
ss′ [G,F](t, t
′)
+a∗α(t)a
∗
α′(t
′)Ξ``
′
ss′ [F,F](t, t
′)
−2aα(t)a∗α′(t′)Ξ``
′
ss′ [G
∗,F](t, t′)
− 2aα(t)aα′(t′)
{
Ξ``
′
ss′ [G,G
∗](t, t′) + Ξ``
′
ss′ [F,F
∗](t, t′)
})
+(U ′)2
∑
m`s
∑
m′`′s′
(
FFmm′(t, t
′)
{
2Ξ``
′
ss′ [F,F
∗](t, t′)
+4Ξ``
′
ss′ [G,G
∗](t, t′)
}
− 1
2
AFmm′(t, t
′)
{
Λ``
′
ss′ [F,F
∗](t, t′) + 2Λ``
′
ss′ [G,G
∗](t, t′)
})
.
(68)
The following symmetry relations apply for the colli-
sional self-energies
ΓG(t, t′)∗ = −ΓG(t, t′) = ΓG(t′, t),
ΓF (t, t′)∗ = −ΓF (t, t′) = ΓF (t′, t),
ΠG(t, t′)∗ = −ΠG(t, t′) = −ΠG(t′, t),
ΠF (t, t′)∗ = −ΠF (t, t′) = −ΠF (t′, t). (69)
The final equations of motion in the collisional case
can be then written as follows: for the spectral function
i
∂
∂t
AGnm(t, t
′) = (εnδn` + ΣHFn` )A
G
`m(t, t
′)
−ΩHFn` (t)(AF`m(t, t′))∗
−i
∫ t
t′
dt
[
ΓGn`(t, t)A
G
`m(t, t
′) + ΓFn`(t, t)A
F
`m(t, t
′)
]
i
∂
∂t
AFnm(t, t
′) = (εnδn` + ΣHFn` )A
F
`m(t, t
′)
−ΩHFn` (t)(AG`m(t, t′))∗
−i
∫ t
t′
dt
[
ΓGn`(t, t)A
F
`m(t, t
′) + ΓFn`(t, t)A
G
`m(t, t
′)
]
. (70)
For the statistical function we get
i
∂
∂t
FGnm(t, t
′) = (εnδn` + ΣHFn` )F
G
`m(t, t
′)
−ΩHFn` (t)(FF`m(t, t′))∗
−i
∫ t
0
dt
[
ΓGn`(t, t)F
G
`m(t, t
′) + ΓFn`(t, t)F
F
`m(t, t
′)
]
+i
∫ t
0
dt
[
ΠGn`(t, t)A
G
`m(t, t
′) + ΠFn`(t, t)A
F
`m(t, t
′)
]
i
∂
∂t
FFnm(t, t
′) = (εnδn` + ΣHFn` )F
F
`m(t, t
′)
−ΩHFn` (t)(FG`m(t, t′))∗
−i
∫ t
0
dt
[
ΓGn`(t, t)F
F
`m(t, t
′) + ΓFn`(t, t)F
G
`m(t, t
′)
]
+i
∫ t
0
dt
[
ΠGn`(t, t)A
F
`m(t, t
′) + ΠFn`(t, t)A
G
`m(t, t
′)
]
. (71)
And, finally, for the condensate amplitudes we have
i
∂
∂t
aα(t) = −Jaβ 6=α(t) + SHFαβ aβ(t) +WHFαβ a∗β(t)
−i
∫ t
0
dt
[
γGαβ(t, t)aβ(t) + γ
F
αβ(t, t)a
∗
β(t)
]
, (72)
with the self-energies specified at the beginning of the
section. We also used the symmetry relations (40) in
order to express all quantities appearing in the equa-
tions of motion with the later time argument on the
left side. This implies that we only need to know the
solution of the previous steps while evolving the equa-
tions in time (this is beneficial for the numerical im-
plementation - see Appendix A). The integro-differential
equations (70), (71) and (72) are then solved for differ-
ent values of parameters (22) and different initial values
z(0), θ(0), Ntot = N1(0) +N2(0).
The kinetic equations (70), (71) and (72) are derived
here for the case of two weakly-coupled trapped con-
densates, however, since our formalism is quite general,
they can be easily extended to the case of several weakly
coupled condensates and to optical lattices, where non-
equilibrium dynamics in the weakly interacting regime
can be analysed in detail [51].
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IV. QUASIPARTICLE CREATION AND
THERMALIZATION DYNAMICS
A. Results within Bogoliubov-Hartree-Fock
Approximation
In this section we present numerical solutions of Eqs.
(56), (57) and (58) for total number of particles Ntot =
500000, level spacing ∆, interactions U, U ′, K, J ′. As
initial conditions we take all particles in the condensate,
N1(0) + N2(0) = Ntot, with population imbalance z(0)
and phase difference θ(0) between the BECs in the two
wells at time t = 0, that is,
aα(0) =
√
Nα(0)e
iθα(0), α = 1, 2
FGnm(0, 0) = −
i
2
δnm (73)
FFnm(0, 0) = 0.
Note that the large particle number we chose is at least
two orders of magnitude larger then the number of atoms
in realistic experiments [34, 36]. We did it in order to
make the distinction between BEC and incoherent exci-
tation especially pronounced.
It is convenient to express all energies in units of
the bare Josephson coupling J : u = UNtot/J , u′ =
U ′Ntot/J , k = KNtot/J , j′ = J ′Ntot/J , r = RNtot/J ,
whereas time t is given in units of 1/J . We emphasize
that in general these parameters are determined by the
trap and by the scattering length of the atoms in the
trap (see Eqs. (22)). In this work we choose certain
characteristic values in order to demonstrate the typical
thermalization dynamics in the presence of quasiparti-
cles. We calculate the time dependence of the condensate
population imbalance z(t), the phase difference θ(t), the
QP occupation numbers nm(t) in the excited trap states,
m = 1, 2, .., 5, and the total occupation number
ntot(t) =
5∑
m=1
nm(t) = −
5∑
m=1
[
ImFGmm(t, t)−
1
2
]
. (74)
The QP occupation numbers are normalized by the total
number of particles Ntot, which is conserved.
Our main finding in the BHF regime is that there ex-
ists a characteristic time scale τc associated with the cre-
ation of incoherent excitations (QPs) out of the conden-
sate. When J ′ = K = 0, this time scale is infinite, and
the system performs undamped Josephson oscillations,
described by the semiclassical two-mode approximation
[33]. For non-zero interaction parameters, however, a
qualitatively different dynamics sets in at the character-
istic time τc. At this time, QPs get excited, and the dy-
namics becomes dominated by fast QP Rabi oscillations
between the discrete trap levels, which in turn drive the
BEC oscillations [17]. We note that after the time τc
inelastic QP collisions will become important and will
be taken into account in section IVB. The collisionless
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FIG. 6: (a) Time-dependent population imbalance z(t) and
(b) phase space portrait for ∆ = 20, u = u′ = 5, j′ = 60, k =
0, and initial conditions z(0) = 0.6, θ(0) = 0. The charac-
teristic time scale τc is marked by the dashed vertical line,
and τc is shown by the thick dot in both panels. The arrows
indicate the clockwise direction of time evolution along the
phase space trajectory.
regime that exists up to τc and, therefore, the time scale
τc itself can be described by the BHF approximation.
In Fig. 6 we show how the QP creation sets in for a
certain choice of the parameters in Eq. (22). In Fig. 6 (a)
the commencement of the QP-dominated dynamics is in-
dicated by the vertical dashed line, and τc by a thick dot.
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FIG. 7: QP occupation numbers nQP (a) for the same param-
eters as in Fig. 6, (b) for the parameters as in Fig. 8. The
dashed, black lines represent the QP occupation number of
the first QP level: n1(t), while the solid, red lines correspond
to the sum of all five levels ntot(t) (74). In (a) the dashed
vertical line marks the onset of the QP dominated regime at
t = τc. In (b) τc is not identifiable.
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FIG. 8: (a) Time-dependent population imbalance z(t) and
(b) phase space portrait for ∆ = 20, u = u′ = 5, j′ = 60, k =
0.38, and initial conditions z(0) = 0.6, θ(0) = 0. τc is beyond
the observation time in this case.
For t < τc the junction exhibits undamped Josephson os-
cillations with a frequency ωJ which can be estimated
from the two-mode approximation as ωJ ≈ 2J
√
1 + u/2
[33]. At t > τc a substantial amount of QPs is abruptly
created as seen in Fig. 7(a), and fast Rabi oscillations
between the QP levels govern the dynamics.
It seems surprising at first sight that for a discrete
spectrum τc can be non-zero. It means that QPs are
not excited immediately, even though the initial state
with z(0) 6= 0 is a highly excited state with a macro-
scopic excitation energy EBEC(0), sufficient to excite
QPs. EBEC(0) is proportional to z2(0)NtotJ , as de-
rived in the next section IVB. The reason is that the
condensate oscillations act as a periodic perturbation
with frequency ωJ on the QP subsystem. Therefore, for
ωJ < ∆eff (where ∆eff is the effective level spacing, renor-
malized by all interactions) QPs cannot be excited in low
order time-dependent perturbation theory. QP excita-
tions are possible only in higher orders which is a highly
non-linear process and leads to the abrupt creation of
QPs at t = τc. For t > τc, QP collisions are expected to
ultimately thermalize the system, as described in section
IVB.
Another remarkable phenomenon associated with the
QP dynamics is that at τc that Josephson junction un-
dergoes a 0−pi transition, as can be seen from the phase
space portrait in Fig. 6(b). Prior to τc, the phase dif-
ference oscillates around θ(0) = 0, whereas for t > τc it
oscillates around pi. This behaviour can be understood
recalling the analogy to a driven oscillator. While for
t < τc the Josephson junction oscillates at its natural
frequency ωJ , for t > τc it is driven by the QP Rabi os-
cillations with frequencies ωR ≈ ∆eff >> ωJ far above
its resonance frequency and, thus, has a phase shift of pi
with respect to the QP density as a driving force. The
0 − pi transition should be detectable in phase sensitive
experiments [34] when QPs are excited.
The time scale τc depends strongly on the parameters
of Eq. (22). Consequently, it is sensitive to details of
the experimental setup, which can be realized in very
dissimilar ways [34, 36, 52]. In Fig. 8 we have chosen
a different value of the BEC-QP coupling k, which re-
sults in a drastic suppression of QPs and therefore their
negligible effect on the junction dynamics. In this case
the Bose Josephson junction is well described within the
semiclassical two-mode approximation [33], although a
small density of incoherent excitations may be excited
intermediately. Such a low QP density decays again, as
shown in Fig. 7(b), and is not sufficient to induce fast
Rabi oscillations or a 0− pi transition, see Fig8(b).
In order to get a better understanding of the reasons
of the abrupt QP generation, we analyzed the instan-
taneous single-particle levels of the Hamiltonian (18) in
Bogoliubov-Hartree-Fock approximation, shown in Fig.
9 [18]. It turns out that the rapid QP production sets in
when one of the condensate levels (BEC level 2 in Fig. 9)
crosses or comes close to the first QP level ("QP level 1"
in Fig. 9). In the case of negligible QP generation (Fig.
8) the levels never cross, as seen in the inset of Fig. 9. In
view of the afore-mentioned physics it is clear that reduc-
ing interlevel spacing should accelerate QP production.
This indeed happens and is demonstrated in Fig. 10. We
reduce ∆ by 25 %, and as a result τc decreases by about
80 % compared to Fig. 6. However, an analytical pa-
rameter dependence of τc is difficult to obtain, since the
transition to the QP-dominated regime is controlled by
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FIG. 9: Renormalized single-particle levels of Hamiltonian
(18) in BHF approximation for the parameters of Fig. 6: ∆ =
20, u = u′ = 5, j′ = 60, k = 0. The onset of the QP-dominated
regime is indicated by the dashed, vertical line, and τc by the
thick dot. The two lowest levels are the condensate levels
(black and red), the first QP levels is marked as "level 1"
(in blue). In the inset the instantaneous eigenenergies for the
parameter set of Fig. 8 are shown. τc is unobservably large in
this case.
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FIG. 10: (a) Time-dependent population imbalance z(t) and
(b) phase space portrait for ∆ = 15, u = u′ = 5, j′ = 60, k =
0, and initial conditions z(0) = 0.6, θ(0) = 0. The charac-
teristic time scale τc is marked by the dashed vertical line,
and τc is shown by the thick dot in both figures. The arrow
indicates the direction of the time evolution along the phase
space tranjectory.
highly non-linear processes. Thus, a systematic numeri-
cal study of the inverse characteristic time τ−1c versus ∆
for different j′-s and fixed initial conditions is presented
in Fig. 11. As expected, τ−1c generally decreases with in-
creasing ∆, but not in a monotonic way. Namely, one can
distinguish two regimes of qualitatively different behav-
ior of 1/τc, separated by the oscillation period T12 of the
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FIG. 11: Dependence of the inverse characteristic time τ−1c on
the interlevel spacing ∆ for z(0) = 0.6, θ(0) = 0 and k=0 for
four values of the QP-assisted tunneling j′. For three values
of τc from the j′ = 60 curve the time dependence of the energy
levels are shown in the three insets as marked. The excitation
of QPs is related to the level crossing discussed in the text.
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FIG. 12: Time-dependent population imbalance in the ini-
tially self-trapped case z(0) = 0.6, θ(0) = 0, ∆ = 20, u =
u′ = 22, j′ = 60, k = 10. The characteristic time scale τc is
marked by the dashed vertical line, and τc is shown by the
thick dot.
condensate levels α = 1, 2 for t < τc: For 1/τc > 1/T12, τc
depends on ∆ in a continuous way, while for 1/τc < 1/T12
it jumps between certain discrete or plateau values. This
happens because as long as τc is smaller than T12, the
condensates cannot perform a full Josephson oscillation
before QPs get excited. As a result the BEC dynamics
cannot be considered a periodic perturbation on the QP
system, and any value of τc is possible, thus increasing
continuously with ∆. For larger ∆, τc becomes larger
than T12, and τc takes on prefered plateau values which
are related to the times when the condensate levels cross
or come very close to each other and the first QP level
(see insets of Fig. 11). The detailed discussion of this
physics and the dependence of τc on the parameter k can
be found in [18].
Finally, we comment on the self-trapped case. This
regime of macroscopic self-trapping (ST) with a finite
time average 〈z(t)〉 6= 0 and an unbounded phase dif-
ference θ(t) was predicted in Ref. [33] and verified ex-
perimentally in Ref. [34]. In the preceding discussion we
considered the initially delocalized regime with 〈z(t)〉 = 0
and oscillating θ(t). For the ST case the non-equilibrium
dynamics is very similar to the delocalized case [18].
However, the values of ∆ for which the QP creation
time τc approaches zero are substantially greater due to
the substantially greater BEC oscillation frequencies. It
means that in the ST case the system is much easier to
drive into the QP-dominated regime. The initial ST is
always destroyed by the QP dynamics, see Fig. 12. For
the initially self-trapped case we show the population im-
balance dynamics only, because all other results are very
similar to the delocalized case [18]. We note also, that
first principle calculations on level energies and coupling
constants, based on trap wave functions for realistic traps
of the experiments of Ref. [34] and [36] are in prepa-
ration and will shed light on the precise mechanism of
quasi-particle creation.
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FIG. 13: Time-dependent population imbalance z(t) (a) and
phase space portrait (b) for ∆ = 10, u = u′ = 5, j′ = 60, k =
0, r = 600, and initial conditions z(0) = 0.6, θ(0) = 0. The
characteristic time scale τc is marked by the dashed vertical
line in the inset, and τc is marked by thick dots. The ar-
row indicates direction of the time evolution along the phase
trajectory after τc.
B. Thermalization by Quasiparticle Collisions
We demonstrate how the physics discussed in the pre-
vious section IVA is modified by inclusion of QP in-
elastic collisions (all second-order processes). We self-
consistently solve Eqs. (70), (71) and (72) (for numeri-
cal details see Appendix A) for initially delocalized junc-
tions.
We identify three different regimes and three time
scales associated with the non-equlibrium dynamics of
the Bose Josephson junction (see also Fig. 2). The
regimes are the following.
1. Semiclassical regime for 0 ≤ t ≤ τc.
QPs are not excited, or their number is negligible,
so that the BEC oscillations are undamped and well
described within the two-mode approximation [33].
2. Strong coupling regime for τc < t < τf .
As we know from section IVA, the time τc ≥ 0
marks the onset of the QP dominated regime. In-
coherent excitations are induced in an avalanche
fashion due to a dynamically generated paramet-
ric resonance between the Josephson frequency and
QP excitation energies, as shown below. The BEC
and the QP subsystems are strongly coupled. This
leads to a fast depletion as well as strong damping
of the condensate amplitudes [19, 53].
3. Weak coupling or hydrodynamic regime for t > τf .
At the "freeze-out" time t = τf > τc the final num-
ber of excitations allowed by total energy conser-
vation is reached. This results in an effective de-
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FIG. 14: Time-dependent QP occupation numbers for the
parameters as in Fig. 13 (∆ = 10, u = u′ = 5, j′ = 60, k = 0)
in (a) Bogoliubov-Hartree-Fock approximation, (b) second-
order approximation including inelastic collisions (r = 300).
Red lines correspond to the occupation of the lowest QP level
n1, blue lines to the occupation of the third QP level n3,
and the black lines represent the occupation numbers summed
over all 5 levels ntot. Dashed vertical lines mark the time
scales τc and τf discussed at the beginning of section IVB.
coupling of the QP subsystem from the BEC os-
cillations and a near conservation of the total QP
number. Because of this approximate conservation
law, the system enters into a quasi-hydrodynamic
regime which is characterized by exponential relax-
ation to thermodynamic equilibrium with a slow
relaxation time τth > τf . The QP subsystem acts
as a grand canonical reservoir for the BEC subsys-
tem and vice versa. Remarkably, we observe that
the thermalization times τth for the BEC and for
the QP subsystems may be different (see below,
Fig. 16).
We now illustrate this intricate non-equilibrium dy-
namics with our numerical results. In Fig. 13 we show
an example of the population imbalance damping, and a
phase portrait corresponding to the relaxation. We see
that the 0−pi transition survives and that the amplitude
of the phase oscillations becomes smaller as one evolves
in time, as expected. In Fig. 14 we compare QP occupa-
tion numbers calculated in the first-order approximation
Fig. 14(a), and in full second-order Fig. Fig. 14(b). We
see that compared to BHF the oscillations are strongly
damped, although the average QP number can be even
greater in the collisional regime. Three different regimes
(semiclassical, strong coupling and weak coupling) are
clearly distinguishable in Fig. 14.
To understand the origin of this behavior, we now
consider a similar junction in more detail [19] (see Fig.
15 for parameter values). In Fig. 16 we present log-
arithmic plots of (a) deviation of the running mean
16
value navg(t) of ntot(t) from its final value navg(∞); (b)
∆n(t) = ntot(t)−navg(t), and (c) condensate population
imbalance z(t). All three logarithmic plots demonstrate
the sharp crossover at t = τf from the strong to the
weak coupling regimes and slow exponential relaxation
for t > τf .
The physics behind the sharp crossover and the scale
τf can be deduced from a spectral analysis of the non-
equilibrium problem. We introduce the standard Wigner
“center-of motion” (CoM) time t = (t1 + t2)/2 and differ-
ence time τ = (t1 − t2) and Fourier-transform the two-
time Green’s functions AG(t1, t2) =
∑
nA
G
nn(t1, t2) and
FG(t1, t2) =
∑
n F
G
nn(t1, t2) with respect to τ . Note that
away from equilibrium the Fourier-transformed functions
are in general complex. We choose as the zero of the
energy scale the renormalized energy ε˜0 of the BEC in
the long-time limit after the stationary state has been
reached. In particular, this implies that the chemical po-
tential in this final state is µ = 0. In Fig. 17 (a) and
(b) we plot the frequency-dependent absolute values of
AG(ω, t) ≡ A(ω) and FG(ω, t) ≡ F(ω) in the long-time
regime, t = 9.01/J > τf . As expected, the spectra ex-
hibit five nearly Lorentzian peaks corresponding to the
renormalized QP levels. They mark the Rabi oscillation
frequencies of the non-equilibrium QP system. The wig-
gly modulations of the Lorentzian peaks are due to a
limited resolution of the Fourier transform [19]. Fig. 17
(c) displays the power spectra of the BEC population
imbalance z(t), Fourier transformed with respect to t for
τc < t < τf (red curve) and for t > τf (blue curve),
respectively.
The remarkable feature seen in Fig. 17 is that in the
strong coupling regime, the condensate oscillation spec-
trum overlaps strongly with the QP spectrum |A(ω)|
and has maxima approximately at renormalized Rabi fre-
quencies. This is an indication of a dynamically gener-
ated parametric resonance which leads to an abrupt, "in-
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FIG. 15: Time-dependent population imbalance for z(0) =
0.6, θ(0) = 0, ∆ = 9, u = u′ = 5, j′ = 40, k = 0, r = 300.
The inset shows small oscillations remaining in the long time
limit.
flationary" QP creation. Very different behaviour is ob-
served in the third regime (weak coupling regime). The
BEC spectrum consists of essentially one sharp (com-
pared to the broad spectrum in the strong coupling
regime) peak, which has negligible overlap with the QP
spectrum. Moreover, this peak is close to the eigenfre-
quency of the non-driven Josephson junction, which is
ωJ∞ ≈ 2Jeff
√
1 + uJ/(2Jeff), with Jeff = J + ntot(t →
∞)J ′ the QP-renormalized effective Josephson coupling
[19, 33]. This manifests that the BEC performs essen-
tially free, non-driven Josephson oscillations, i.e., the
BEC and the QP subsystems are effectively decoupled
in this final regime.
The emergence of the weak coupling regime can be un-
derstood from energy conservation arguments. The en-
ergy of the condensate subsystem can be calculated as
the expectation value of the coherent parts of the Hamil-
tonian only, Hcoh and HJ . Hence, the general expression
for the BEC energy in these regimes is,
EBEC =
∑
α=1,2
[
ε0(Nα) +
U
2
(Nα − 1)Nα
]
− 2J
√
N1N2 − 3J ′Nqp
√
N1N2 (75)
where Nqp is the particle number in the QP subsystem.
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FIG. 16: Logarithmic plots of the relaxation behavior of the
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ican Physical Society.
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indicate renormalized QP energies. ωJ∞ is the Josephson
frequency estimated for the quasi-hydrodynamic regime for
t > τf . [19] Copyright 2016 by the American Physical Society.
N1, N2 and Nqp can be expressed in terms of the total
particle number N , the total condensate number Nc, and
the population imbalance z as
N1 +N2 = Nc , N1 −N2 = zNc , Nc +Nqp = N .
Inserting this in Eq. (75), the BEC energy reads in terms
of the reduced interaction constants u, j′, and the con-
densate fraction f = Nc/N as
EBEC = ε0fN +
[
u
4
f
(
f − 2
N
)
+
u
4
z2f2 (76)
− f
(
1− 3
2
j′(1− f)
)√
1− z2
]
NJ .
Hence, the initial-state energy at t = 0, i.e., for ε0 = 0,
f = 1, and z = z(0) = z0, reads,
EBEC(0) =
u
4
[
(1 + z20 − 2/N)−
√
1− z20
]
NJ . (77)
The final-state energy for t→∞, where ε0 = ε0(∞) 6= 0
(renormalized by QP interactions), f = f∞ < 1 (finite,
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FIG. 18: Distribution function b(ε˜n, t) for different CoM times
t. The thick purple line is a single-parameter fit of a thermal
distribution to the calculated b(ε˜n, t) for the largest time t =
9.01, with temperatue T as fit parameter. The fitted value
is T = 3.76 · 106 J . [19] Copyright 2016 by the American
Physical Society.
but decoupled QP population), and z = 0 (BEC oscilla-
tions damped out), reads,
EBEC(∞) =
[
f∞
ε0(∞)
J
+
u
4
f∞
(
f∞ − 2
N
)
(78)
− f∞
(
1 +
3
2
j′(1− f∞)
)]
NJ .
The final-state parameters ε0(∞) and f∞ can be ob-
tained from the numerical solutions of Eqs. (70), (71)
and (72).
The energy difference ∆EBEC = EBEC(0)−EBEC(∞)
is in fact the maximum energy that can be provided to the
QP subsystem by the condensate subsystem. Therefore,
the energy of the QP subsystem EQP (t) initially increases
but eventually saturates once the maximum is reached.
This happens for t > τf , and the number of QPs stays
approximately constant thereafter. Our numerical com-
putations show that indeed the maximum is attained at
t ≈ τf . It means that for t > τf both ntot(t) and EQP (t)
become approximately conserved in the grand canonical
sense (particle and energy exchange between the subsys-
tems are allowed, but time-averages do not change). Un-
der these dynamically generated conservation laws, the
system enters into a quasi-hydrodynamic regime with a
slow exponential relaxation toward thermal equilibrium.
Note that in this last regime, the relaxation times τth are
different for the BEC oscillations, z(t), and for the QP
relaxation (different y-axis scales on the three panels in
Fig. 16).
To prove that the long-time state is a thermal one,
we calculate the QP distribution function b(εn, t) for dif-
ferent CoM times t. It is defined via Keldysh Green’s
functions [48] by
F (ω, t) = (−i/2)(2b(ω, t) + 1)A(ω, t) (79)
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and is therefore obtained for each level from the
Lorentzian weights wA,n, wF,n of these levels (c.f.
Fig. 17) as
b(ε˜n, t) =
wF,n
wA,n
− 1
2
. (80)
Here ε˜n, n = 1, . . . , M , (M = 5), are the level ener-
gies, renormalized by interactions. As shown in Fig. 18,
b(ε˜n, t) continuously approaches a thermal distribution.
As expected, the final-state temperature T is high, since
it is controlled by the initial BEC excitation energy,
∆EBEC ∼ z(0)2NtotJ , which is a macroscopically large
quantity.
V. CONCLUSIONS AND DISCUSSION
We demonstrated that the system of coupled, oscil-
lating BECs and incoherent excitations thermalizes, be-
cause the condensates serve as a heat reservoir for the QP
subsystem and visa versa. The QP subsystem is gener-
ated "naturally" as a result of complex non-equilibrium
dynamics, in fact a parametric resonance. At a later
time τf the energy of QP subsystem reaches its max-
imum value determined by the difference between the
condensate initial and final energies, and the two subsys-
tems become essentially decoupled in the grand canonical
sense. The main reason for such a decoupling is total en-
ergy conservation and entropy maximization in the QP
subsystem [19].
For times smaller than τf , the condensate and the QPs
are strongly coupled which is clearly seen in the resonat-
ing spectra of the two subsystems. For times t > τf , BEC
and incoherent excitations exhibit off-resonant behavior,
confirming the decoupling. This is the essence of DBG.
In the off-resonant regime, the QP system relaxes
slowly to a high-temperature thermal state with ther-
malization time τth > τf . The BEC freeze-out and sub-
sequent time evolution under a conservation law are rem-
iniscent of pre-thermalization found in low-dimensional,
nearly integrable systems [16]. However, our system is
non-integrable, and the (approximate) conservation law
is dynamically generated.
Remarkably, the non-equilibrium dynamics of the
trapped Bose-gas system resembles the preheating and
thermalization dynamics of inflationary models of the
early universe [54], see also Ref. [55]. The Bose gas is
initially prepared in a non-equilibrium state, analogous
to the inflationary period of the early universe. The co-
herent Josephson oscillations of the BEC subsystem cor-
respond to the the excitations of an inflaton field, postu-
lated by the early-universe models [54]. The creation of
QP excitation in the Bose gas system represents the cre-
ation of elementary particles after the inflationary period
of the early universe. In both, the Bose gas system and
the early universe, a parametric resonance emerges dy-
namically, between BEC Josephson oscillations and QP
excitations on one hand, and between inflaton-field oscil-
lations and elementary particles on the other hand. Fi-
nally, the effective decoupling of our bosonic subsystems
corresponds to the inflaton decoupling due to loss of res-
onance by expansion of the universe. These analogies are
worth further exploration [55].
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Appendix A: Notes on Numerical Implementation
In order to solve numerically our system of integro-
differential equations, we discretize the two time argu-
ments, t and t′ with a constant time-step ∆t (see Fig.
19). As a result, our spectral and statistical functions
become matrices in the two-dimensional time plane. For
instance,
F(t, t′) =

F(0, 0) F(0,∆t) · · · F(0, n∆t)
F(∆t, 0) F(∆t,∆t) · · · F(∆t, n∆t)
...
...
. . .
...
F(n∆t, 0) F(n∆t,∆t) · · · F(n∆t, n∆t)

(A1)
where both time arguments are counted from τc, which is
a finite time-scale at which the non-equilibrium dynam-
ics sets in [18], so that FG(0, 0) ≡ FG(τc, τc) etc. Both
time scales go up to tmax = n∆t. In our case tmax = 10.
Fortunately, due to the symmetry relations (40) it is suf-
ficient to calculate only half of the components of our
propagators, i.e. the triangular matrix
F(t, t′)tri =

F(0, 0) F(0,∆t) · · · F(0, n∆t)
0 F(∆t,∆t) · · · F(∆t, n∆t)
...
...
. . .
...
0 0 · · · F(n∆t, n∆t),

(A2)
which is reflected in the time-plane grid in Fig.19. The
blue points on the grid constitute additional copies of
the diagonal (propagators with equal time arguments)
contributions, necessary to properly perform the fourth
order Runge-Kutta method. Symmetry relations for the
self-energies (69) also contribute to simplifications, as we
can rewrite all the integrands in Eqs. (70), (71) with
time argument corresponding to later time on the left,
e.g. time convolutions in the equation of motion for FG
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FIG. 19: Evolution of the time grid in the two-time plane.
can be rewritten as
−i
∫ t
0
dt
[
ΓGn`(t, t)F
G
`m(t, t
′) + ΓFn`(t, t)F
F
`m(t, t
′)
]
+i
∫ t
0
dt
[
ΠGn`(t, t)A
G
`m(t, t
′) + ΠFn`(t, t)A
F
`m(t, t
′)
]
= i
∫ t′
0
dt
[
ΓGn`(t, t)F
G
`m(t
′, t)∗ + ΓFn`(t, t)F
F
`m(t
′, t)∗
]
−i
∫ t
t′
dt
[
ΓGn`(t, t)F
G
`m(t, t
′)− ΓFn`(t, t)FF`m(t, t′)∗
]
+i
∫ t′
0
dt
[
ΠGn`(t, t)A
G
`m(t
′, t)∗ + ΠFn`(t, t)A
F
`m(t
′, t)∗
]
(A3)
In non-equilibrium it is conventional to introduce mixed
or Wigner coordinates: τ = t− t′ and T = (t+ t′)/2 and
then Fourier transform spectral functions and statistical
functions with respect to the relative coordinate. In this
way one can extract information about spectrum and dis-
tribution function for different values of T and check if
system approaches equilibrium with increasing T . In our
case it is done by reading off the calculated spectral and
statistical functions belonging to diagonals with the slope
equal to −1 from the t − t′ plane in Fig. 19. Those will
be data for fixed T -s. We then Fourier transform them
with respect to τ . We checked the numerical accuracy by
varying the time step dt used in the differential equation
solver. All the results are reproducible and independent
of dt.
Appendix B: Convolution Integrals in Equations of
Motion
We use the symmetry relations (40), (64), (69) also
in the convolution integrals which enter our equations of
motion (70) and (71). Consider, for example, integrals in
(71)
− i
∑
k
t∫
0
dt[ΓGik(t, t)F
G
kj(t, t
′) + ΓFik(t, t)F
F
kj(t, t
′)]
+ i
∑
k
t′∫
0
dt[ΠGik(t, t)A
G
kj(t, t
′) + ΠFik(t, t)A
F
kj(t, t
′)].
(B1)
The symmetry relations allow us to split the interval of
integration in such a way that we can rewrite the integrals
with the arguments corresponding to the later time as
first arguments. Hence we get for integral (B1)
i
∑
k
t′∫
0
dt[ΓGik(t, t)F
G
jk(t
′, t)∗ + ΓFik(t, t)F
F
jk(t
′, t)∗]
− i
∑
k
t∫
t′
dt[ΓGik(t, t)F
G
kj(t, t
′)− ΓFik(t, t)FFkj(t, t′)∗]
+ i
∑
k
t′∫
0
dt[ΠGik(t, t)A
G
jk(t
′, t)∗ + ΠFik(t, t)A
F
jk(t
′, t)].
(B2)
With the other integrals of Eqs. (70),(71), we proceed in
analogous way and then solve the final system of equa-
tions numerically.
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