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We demonstrate that the temperature and doping dependencies of the photoluminescence (PL)
spectra of a doped MoS2 monolayer have several peculiar characteristics defined by trion radiative
decay. While only zero-momentum exciton states are coupled to light, radiative recombination of
non-zero momentum trions is also allowed. This leads to an asymmetric broadening of the trion
spectral peak and redshift of the emitted light with increasing temperature. The lowest energy trion
state is dark, which is manifested by the sharply non-monotonic temperature dependence of the PL
intensity. Our calculations combine the Dirac model for the single-particle states, the parameters for
which are obtained from the first principle calculations, and the direct solution of the three-particle
problem within the Tamm-Dancoff approximation. The numerical results are well captured by a
simple model that yields analytical expressions for the temperature dependencies of the PL spectra.
I. INTRODUCTION
Monolayers of transition metal dichalcogenides have
attracted a lot of attention due to their unique elec-
tronic and optical properties, which differ significantly
from those in bulk materials. A representative exam-
ple is a monolayer of MoS2. [1, 2] This structure is a
non-centrosymmetric 2D semiconductor that has two de-
generate direct gaps at both non-equivalent K points in
the Brillouin zone. [3–5] Large spin-orbit splitting in the
valence and conduction bands in the vicinity of the band
edges allows efficient control of the spin and valley de-
grees of freedom. [6–9] Strong light-matter coupling and
other properties can be exploited in a range of optoelec-
tronic devices, including phototransistors, [10] logic cir-
cuits, [11, 12] light-emitting and -harvesting devices. [13–
17]
Spectral characteristics of MoS2 monolayers reveal an
increased role of many-particle states such as excitons [1]
and charged trions. [18] The latter can be controlled by
applying an external electric field. The 2D dimensional-
ity enhances the Coulomb interaction compared to con-
ventional bulk semiconductors such as GaAs, [19] giving
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rise to much larger exciton [1, 2, 13, 20–22] and trion
binding energies. [17, 18, 23–30] Signatures of negatively
charged trions were observed in the photoluminescence
(PL) spectrum of a doped MoS2 monolayer. [18] How-
ever, the analysis of experimental data is hindered by
the complexity of the system, in particular, of its single-
particle band structure which gives rise to a rich vari-
ety of possible many-particle (exciton and trion) states.
An adequate interpretation of the experiments demands
a detailed theoretical investigation of exciton and trion
excitations using realistic models for the electronic band-
structure. [31]
The two-particle exciton and three-particle trion states
are fundamentally different. Due to the momentum con-
servation law only excitons with zero (or very close to
zero) center-of-mass momentum can be created by ex-
ternal light or recombine radiatively. However, this re-
striction does not apply to trions because the final single-
particle state can carry a non-zero momentum. This re-
sults in a qualitative difference between the exciton- and
trion-induced branches of the optical PL spectrum, that
can be detected experimentally.
The goal of this work is to quantify the role of trion
radiative recombinations in a doped MoS2 monolayer on
the lower energy domain of the PL spectrum. Of partic-
ular interest are the temperature and the doping depen-
dencies of the trion peak characteristics such as transi-
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2tion energy, intensity, shape, and width. The calculations
of the trion states are done employing an effective Dirac
model for the single-particle states with parameters fitted
to the ab initio calculations for the MoS2 bandstructure.
The results are interpreted within a simple phenomeno-
logical model for the trion states with parameters ex-
tracted from the numerical calculations.
II. METHOD AND MODEL
The calculation of trion states is a non-trivial task
even in 2D, especially in the presence of doping which
makes the problem a truly many-body one. Since the
first observation of trions in MoS2 monolayers, various
approximate theory approaches have been employed to
describe them, including stochastic and variational meth-
ods, [32–36] Monte Carlo, [37] path integral, [38, 39] and
diagrammatic expansions. [40–43] Due to rapid advances
of the computational methods and computing power di-
rect diagonalization of the corresponding three-particle
Hamiltonian is now possible. [44–52] However, until now
the main attention has been focused on trions with zero
center-of-mass momentum. Certain progress in the stud-
ies of non-zero momentum neutral (two-particle) excitons
was achieved for undoped systems. [53–56] In this work
we take into account trions with non-zero momentum by
extending the approach developed earlier to study tri-
ons in doped transition metal dichalcogenide monolay-
ers. [51, 52]
A. Single-particle states
Single-particle states of the MoS2 structure, that pro-
vide a basis for the subsequent solution of the three-body
problem for trions, can be obtained by standard ab initio
calculations using the DFT-GW approaches. However,
the analysis of the low-energy trion states [45, 52] demon-
strates that they comprise only the single-particle states
in the vicinity of the two points of the Brillouin zone, K
and K ′ = −K, while the contribution of all other states
is negligibly small. Thus, the calculations of trions can
thus be simplified considerably by assuming an effective
single-particle massive Dirac model, [4] well suited to de-
scribe the single-particle band structure in the vicinity
of those two points. Despite its relative simplicity, the
model captures all relevant phenomena such as the cou-
pling between the spin and the valley degrees of freedom.
The massive Dirac Hamiltonian, that describes single-
particle states in the valleys K and K ′, includes the
Zeeman-type spin-orbit coupling (SOC) and reads as [4]
H0 = g
(
τkxσx + kyσy
)
+
∆
2
s0 ⊗ σz
+ τsz ⊗
(
λcσ+ + λvσ−
)
, (1)
where g = ath is the effective coupling constant, a is
the lattice constant, th is the effective hopping, ∆ is
the bandgap, σ are pseudospin Pauli matrices acting
in the band subspace, sz is the spin Pauli matrix act-
ing in the spin subspace, with s0 denoting the unity
matrix. The Hamiltonian (1) is written in the basis{∣∣Ψτc↑〉, ∣∣Ψτv↑〉, ∣∣Ψτc↓〉, ∣∣Ψτv↓〉} which corresponds to the
states in the conduction band c and valence band v with
spins ↑↓ at K (τ = 1) and K ′ (τ = −1) valleys. The last
contribution in Eq. (1) describes the SOC.
Parameters of the Hamiltionian (1) are extracted by
fitting its spectrum with the results of the ab initio cal-
culations for the band structure of a stand-alone MoS2
monolayer, [32, 57, 58] where we assume the lattice con-
stant a = 3.19 A˚. Results of these calculations yield
th = 1.41 eV, ∆ = 2.67 eV, λc = 1.5 meV and λv = 73
meV.
B. Trion states
Quantum states t of negatively charged trions are ob-
tained by solving the eigenvalue problem for the three-
particle Hamiltonian derived by spanning the full many-
body Hamiltonian onto the space of trion states con-
structed as linear superpositions
|t〉 =
∑
c1,c2,v
Atc1c2v |c1c2v〉 , |c1c2v〉 = a†c1a†c2a†v |0〉 , (2)
where c1,2 denote electron states in the conduction band,
v are hole states in the valence band and the double
counting is avoided by imposing the restriction c1 < c2.
The corresponding three-particle wavefunction is con-
structed from the single-particle functions φc,v(x) as
Ψt(x1, x2, x3) =
1√
2
∑
c1,c2,v
Atc1c2vφ
∗
v(x3)
× [φc1(x1)φc2(x2)− φc2(x1)φc1(x2)]. (3)
Coefficients Atc1c2v in the expansion are found by solving
the matrix eigenvalues problem∑
c′1c
′
2v
′
H
c′1c
′
2v
′
c1c2v A
t
c′1c
′
2v
′ = EtA
t
c1c2v. (4)
The Hamiltonian matrix has three contributions H =
H0 +Hcc +Hcv defined as
H0 =(εc1 + εc2 − εv)δc1c′1δc2c′2δvv′ , (5)
Hcc =(W
c′1c
′
2
c1c2 −W c
′
2c
′
1
c1c2 )δvv′ ,
Hcv =− (W vc
′
1
v′c1 − V
c′1v
v′c1)δc2c′2 − (W
vc′2
v′c2 − V
c′2v
v′c2)δc1c′1
+ (W
vc′2
v′c1 − V
c′2v
v′c1)δc2c′1 + (W
vc′1
v′c2 − V
c′1v
v′c2)δc1c′2 ,
where εc,v denotes the single-particle energy of the par-
ticle/hole states, W and V are the screened and bare
Coulomb matrix elements, respectively. This approach is
a direct extension of the Tamm-Dancoff approximation
3for two-particle excitons onto three-particle trions. Ma-
trix elements for the bare Coulomb interaction are given
by
V abcd = V (ka − kc)〈uc|ua〉〈ud|ub〉, (6)
where V (q) = 2pie2/εq is the Fourier component of the
bare Coulomb potential and 〈uc|ua〉 is the overlap of the
single-particle Bloch states c and a. The screened po-
tential is given also by Eq. (6), however, instead of the
bare Coulomb potential V (q) one substitutes the stan-
dard Rytova-Keldysh expression[59–61]
W (q) =
2pie2
εq(1 + r0q)
, (7)
where r0 is the screening length. In the calculations we
assume the effective dielectric constant is ε = 1 (stand-
alone monolayer in vacuum), and r0 = 42 A˚. [32, 57]
The system has several conserving quantities. One of
which is the total moment of a trion
k = kc1 + kc2 − kv. (8)
Another one is a total spin and its z axis projection
Sz = s
c1
z + s
c2
z − svz . (9)
These can be used to reduce the computational efforts
by taking into account only three-particle states with the
fixed total momentum and the z-component of the total
spin.
Furthermore, the calculations can be restricted to tri-
ons with a total spin 1/2, as only such states allow for the
radiative recombination of electron-hole pairs (optically
active bright states). We neglect scattering between the
states with the total spin 1/2 and 3/2, which could be
facilitated by magnetic impurities.
Following the conventional practice, one distinguishes
two types of trion states - with sc1z + s
c2
z = 1 and 0,
respectively. [37, 50, 51, 53, 62] One can also define the
intra- and inter-valley states as those with τc1 + τc2 = 2
and 0, respectively. [50, 51] The fermionic trion states
can also be classified by the product Szτ of the total
spin Sz and the total valley τ = τc1 + τc2 − τv quantum
numbers. A necessary condition for a state to be bright
is Szτ = ±1/2. However, not all such states can decay
radiatively.
Description of trion and exciton states in a doped
monolayer requires solution of the truly many-body prob-
lem, where the trion is affected by the doped electrons.
Due to the enormous complexity of this problem, its com-
plete solution is not feasible. However, we employ the
approach which circumvents this difficulty by solving the
eigenvalue problem for three particles on a uniformly dis-
cretized mesh in the Brillouin zone. [52] Within this ap-
proach the doping density n = gvgs/(Ω0N
2) is related
to the number of mesh points N × N and the area of
the primitive cell Ω0 (gs and gv are the spin and valley
FIG. 1. Linear absorption spectrum of a doped MoS2 mono-
layer (red line), calculated for different doping levels: (a)
n = 19.7 × 1011 cm−2 (EF = 17.1 meV or 48 × 48 k-mesh),
(b) n = 12.58 × 1011 cm−2 (EF = 10.9 meV or 60 × 60 k-
mesh) and (c) n = 5.6×1011 cm−2 (EF = 4.9 meV or 90×90
k-mesh). The lowest T peak is due to trion states. For com-
parison the blue lines show the spectra of an undoped MoS2
monolayer with the peaks A, B and A2s due to exciton states.
degeneracies, respectively). The corresponding Fermi en-
ergy of the doped electrons EF = ~2∆k2/2m, where the
discretization interval for the hexagonal lattice of MoS2
is ∆k = 4pi/(
√
3aN) with the effective electron mass
m = 0.5 me used here.
C. PL spectrum
In the calculations of the PL spectrum, we assume that
the monolayer is excited off-resonantly, i.e. the photon
energy is well above the lowest exciton or trion transi-
tion energies. The non-equilibrium state, created by the
excitation, undergoes a fast relaxation towards the quasi-
equilibrium thermal distribution. Then the trions start
to recombine much slower radiatively.
Within this picture, the PL spectrum is calculated us-
ing standard Fermi’s rule for the transition rates assum-
ing the Boltzmann distribution for trions in the quasi-
equilibrium state. This yields the following expression
4for the PL spectrum:
L (~ω) ∝ 1
Z
∑
k
∑
t,c
e
−Et(k)kBT
∣∣Pct(k)∣∣2δ(~ω−∆ct(k)), (10)
where T is a temperature of the quasi-equilibrium dis-
tribution. Dipole matrix elements Pct = 〈c|p|t〉 in this
expression are calculated for trion t and single electron c
states with the same momentum k, such that:
Pct(k) =
∑
c1,c2,v
Atc1c2v(pvc1δcc2 − pvc2δcc1), (11)
where pvc is the dipole matrix element between single-
particle states v and c. Transition energy ∆ct(k) =
Et(k) − εc(k) is a difference between the trion Et and
single electron εc energies, respectively. Normaliza-
tion factor Z is the Boltzmann statistical sum Z =∑
k
∑
t exp(−Et(k)/kBT ). Finally, in order to account
for the finite lifetime of trion states we substitute the
delta function in Eq. (10) by the Gaussian with width of
1 meV.
III. RESULTS
A. PL spectrum
Before presenting results for the photoluminescence we
calculate the linear absorption spectrum to compare with
the earlier results. The calculations are done also using
Eq. (10), where the temperature Boltzmann factor is
omitted.
Figure 1 shows linear absorption spectra of MoS2
monolayers, calculated for three doping densities. Ob-
tained spectra are similar to the earlier results reported
for MoS2 monolayers.[21, 45, 52] For comparison Fig. 1
also shows the spectra of undoped MoS2 monolayers,
where peaks “A”, “B” and “A2s” are due to excitons.
In doped monolayers, these exciton peaks split and the
slitting grows with the doping. For peak “A” this can
be interpreted as brightening of the intervalley exciton
state. [52] For the sake of clarity, we refer to those peaks
in doped monolayers simply as “exciton peaks” despite
the three-particle nature of the corresponding states. In
those states, an extra electron is bound to a two-particle
exciton only loosely. In contrast, the lower “T” peak in
Fig. 1 is due to the lower-energy trion states that have no
counterpart in undoped monolayers. In these trion states
both electrons are strongly localized near the hole. [52]
Results of the calculations for the PL spectra are shown
by colour density plots in Fig. 2, where Figs. 2a-c give
the temperature dependence of the spectra, calculated
for the same doping levels as the absorption spectra in
Fig. 1, and Fig. 2d shows the doping dependence of the
PL spectrum, obtained at T = 300 K. As for the absorp-
tion spectra in Fig. 1, results in Fig. 2 reveal two lowest
energy peaks, trion and exciton, at E ' 2.03 eV and
E ' 2.06 eV, respectively.
FIG. 2. Photoluminescence spectra of a MoS2 monolayer.
Panels (a), (b) and (c) show the temperature dependence of
the PL spectrum, calculated for (a) n = 19.7 × 1011 cm−2
(EF = 17.1 meV), (b) n = 12.58 × 1011 cm−2 (EF = 10.9
meV) and (c) n = 5.6 × 1011 cm−2 (EF = 4.9 meV). Panel
(d) shows the doping dependence (Fermi energy) of the PL
spectrum, calculated at T = 300 K.
Comparing the temperature dependencies of the trion
and exciton peaks in Fig. 2 one sees noticeable differ-
ences. The first one is that the exciton peak is practically
absent at small temperatures, becoming visible only at
T & 70 K. This is easily understood by recalling that the
exciton state is not occupied at small temperatures be-
cause of its larger energy. When the temperature raises
the exciton occupation increases and so does the inten-
sity of the corresponding spectral peak. After reaching
its maximum, the peak intensity starts to decline but
only modestly.
Similarly, the lower trion peak in Fig. 2 is practically
absent at small temperatures, however, it becomes visible
already at T & 10 K. The peak intensity demonstrates
a sharp non-monotonic T dependence, rising quickly to
its maximum at T ' 65 K before a fast drop at higher
temperatures.
The doping dependencies of the trion and exciton
5FIG. 3. Temperature dependence of the PL peak parameters:
(a) intensity of the trion peak, (b) intensity of the exciton
peak, (c) energy position of the trion peak and (d) width
(FWHM) of the trion peak, calculated for several values of
the Fermi energy (shown in the legend (a) in meV’s).
peaks in Fig. 2d demonstrate opposite trends. When the
doping level increases, the trion peak shits to lower ener-
gies (redshift), whereas the exciton peak splits into two
and moves to higher energies, in agreement with the ear-
lier calculations. [52] One also notes that the intensity of
the trion peak increases at large doping. The trion peak
demonstrates another peculiar feature: it becomes asym-
metric. At large temperatures, its width on the left side
is notably larger than on the right side. Correspondingly,
the total width of the peak also increases with T .
Details of the temperature and the doping depen-
dence of the trion peak are found in Fig. 3. The tem-
perature dependence of the trion peak intensity reveals
a sharply non-monotonous behavior, discussed above,
which is qualitatively similar for all considered doping
values. However, the intensity of the trion peak grows
notably when the doping increases. Interestingly, the po-
sition of the maximum of the temperature dependence is
nearly independent of the doping.
The temperature dependence of the exciton peak in
FIG. 4. Band structure of single-particle states and their
contributions to the four lowest energy trion states, calculated
for doping density n = 5.6 × 1011 cm−2. Panels (a), (b), (c)
and (d) show trion states TD, T1, T2 and T3, respectively. A
center of a circle indicates a contributing single-particle state,
its radius denotes a relative weight in the trion state. Blue
and red colours denotes the z-component of the particle spin
1/2 and −1/2, respectively.
Fig. 3b is also non-monotonic, but it is shifted towards
the higher temperatures so that the maximum is reached
at T ' 200 K. Its doping dependence is also non-
monotonic: its intensity first increases with the doping
and then start to decrease. However, in contrast to the
trion peak, the position of the maximum now shifts with
the doping notably.
The energy of the trion peak in the PL spectrum,
shown in Fig. 3c, reveals a monotonous downward trend
when the temperature increases - the so-called red-
shift, which has a modest doping dependence. Fi-
nally, the peak width, i.e. full width at half maximum
(FWHM), in Fig. 3d rapidly increases at larger tempera-
tures. The broadening takes place in the absence of any
temperature-dependent relaxation mechanisms such as
phonon scattering not considered here. Here the broad-
ening is induced by the trion states themselves and the
matrix elements for the optical transitions. The doping
dependence of the broadening is also relatively weak but
it increases at large temperatures.
6trion type τc1 + τc2 s
z
c1 + s
z
c2 s
z
T τT ∆
c
t(0) [eV]
TD dark 0 0 +1/2 2.033
T1 bright 0 0 +1/2 2.039
T2 bright 0 1 −1/2 2.037
T3 bright 2 0 −1/2 2.038
TABLE I. Classification of the lowest energy trion states in
a MoS2 monolayer, calculated for the doping density n =
5.6 × 1011 cm−2.
B. Low energy trion states
Observed characteristics of the “T” peak are related to
properties of the lowest energy trion states. Our calcula-
tions reveal that there are four trion states with energies
close to the position of the trion peak in the PL spectrum.
Their characteristics are summarised in Table I.
To illustrate the structure of the trion states, Fig. 4
shows the momentum dispersion of the single-particle
states together with their relative contributions to the
trion wavefunctions. Contributing single-particle states
are marked by centers of the circles while their radii give
weights of their relative contributions. The colors red
and blue indicate the z axis projection of the spin of the
contributing states.
The ground state trion TD [Fig. 4a] is dark because the
recombination of electron and hole states in the same
valley (−K) is not allowed due to the spin selection
rules, whereas indirect recombination between electrons
in the K valley and holes in the −K valley is strongly
suppressed. In contrast, trion states T1,3 [Fig. 4b and
Fig. 4d] are bright because for these states the spin selec-
tion rule allows recombination of an electron and a hole
in the same valley. Finally, the trion T2 is also bright,
however, this state comprises electrons and a hole in a
single valley [Fig. 4c].
We also note, that the energies of all bright trion states
are very close. The energy difference among these states
is on the scale of 1 meV, which makes it hard to distin-
guish them experimentally. The energy of the dark state
is lower than that of the bright states by several meV.
C. Simple model for the PL spectra
Many properties of the trion peak in the PL spec-
tra, in particular its temperature dependence, can
be understood by adopting a simple phenomenological
model, where trion excitations are regarded as quasi-
particles with the energy dispersion approximated by the
quadratic dependence at small momenta:
Et(k) = Et(0) +
~2k2
2M
. (12)
FIG. 5. Momentum dependence of the trion energy (a) and
oscillation strength (b) of the bright trion states calculated
for the doping density n = 5.6 × 1011 cm−2.
The validity of this approximation is illustrated in Fig. 5a
that plots the momentum dependence of the trion energy.
The effective mass M and the energy Et(0) are obtained
by fitting the numerical results with Eq. (12). Assuming
the quadratic dispersion for single electrons as well, we
write the optical transition energy as:
∆ct(k) = ∆0 +
~2k2
2
(
1
M
− 1
m
)
. (13)
Taking into account that the effective electron mass in the
Dirac spectrum is m = 0.5 me and that M ≈ 3m > m,
one concludes that ∆ct(k) is a decreasing function of the
trion momentum k.
In order to calculate the PL spectral function in
Eq. (10) we also need matrix elements corresponding to
transitions between trions and delocalized electron states.
The latter are expressed as the form-factor of the trion
wavefunction [63, 64]
P ct (k) ∝
∫
dr2Ψt (x1 − x3 = r,x2 = x3) eirk. (14)
For a localized Ψt, the rates P ct can be well approximated
by the Gaussian function[64]
P ct (k) = Pt(0)e
−b2k2 , (15)
where b is the effective radius of the trion, which deter-
mines the spatial overlap between holes and electrons in
the trion wavefunction. Numerical calculations of Pt(k),
shown in Fig. 5b, reveal that it is practically the same
for all branches of bright trion states.
We now calculate the PL spectrum by assuming that
only these four trion states contribute to PL and, fur-
thermore, that all bright trions have the same parame-
ters. Substituting Eqs. (13) and (15) into Eq. (10) and
7assuming for simplicity that the spectral lines are not
broadened, we obtain the PL spectrum as:
L(ω) =
Pt(0)
kBT
mM
M −m
eα(~ω−∆0)
Mdeδ/kBT + 3M
, (16)
when ~ω < ∆0, and it is zero, when the inequality is
reversed. In this expression
α =
m
M −m
(
1
kBT
+
1
kBTs
)
(17)
and Md and M are effective masses of the dark and bright
trions, δ = Ei(0) − ED(0) is the difference between the
energy of the bright and dark trions at k = 0 and kBTs =
~2/(2Mb2) is the characteristic trion temperature. This
expression highlights the importance of the fact, that the
ground state of the system is the dark trion. This fact
gives rise to the exponential factor exp(δ/kBT ) in Eq.
(16) that suppresses PL intensity at small temperatures.
The energy dependence of the trion peak given by Eq.
(16) is asymmetric. The origin of the asymmetry is the
momentum dependence of the transition energy in Eq.
(12) which is a decreasing function of the momentum.
The width of the left wing of the spectral peak is 1/α
and it is temperature dependent as follows from Eq. (17).
The total width of the peak (FWHM) is calculated as:
FWHM ∝ T
1 + T/Ts
, (18)
which increases linearly at small T and saturates when
T  Ts, qualitatively reproducing numerical results in
Fig. 3d.
The oscillator strength (OS) of the peak is obtained by
integrating Eq. (16) over energy which yields:
It ∝ 1
1 + T/Ts
1
3 + γeδ/kBT
, (19)
where γ = Md/M . This expression gives a non-
monotonic temperature dependence for the OS, which
rises at small T , reaches maximum at T ∼ δ/kB and
then decreases at large temperatures, in agreement with
the numerical results in Fig. 3a.
For a more quantitative comparison with the numer-
ical results it is important to note that quantities that
enter Eq. (16) depend on the doping. In most cases this
dependence cannot be described with a simple model,
with the exception of Pt(0) ∝ EF /(E0 + EF ), where
E0 ' 16.8meV for bright trions. The doping dependence
of the quantities entering Eq. (16), extracted from the
numerical calculations, is plotted in Fig. 6, which gives
the energy Et(0) of trions at k = 0 [Fig. 6a], the OS Pt(0)
of trion states at k = 0 [Fig. 6b], the effective mass M
[Fig. 6c] and the radius b of trions [Fig. 6d], as well as
the splitting energy δ between the dark and bright trions
[Fig. 6e].
To compare the OS estimate, given by Eq. (19), with
the numerical results we take the doping density n =
FIG. 6. Doping dependence of parameters of the trion states:
(a) zero-momentum energy Et(0), (b) zero momentum OS
Pt(0), (c) effective mass M , (d) effective radius b and (e)
energy splitting δ between the dark and bright trions. Black
dashed line in panel (c) gives a bare trion mass - a sum of
the masses of two electrons and one hole (1.5 me). Panel (e)
compares numerical results for the OS of the trion and exciton
peaks calculated using Eqs. (19), (20) and (21).
5.6 × 1011cm−2 and use values for the parameters given
in Fig. 6. The comparison is shown in Fig. 6f, reveal-
ing an excellent quantitative agreement between the es-
timate and the numerical results, but only at T . 65 K.
At higher temperatures Eq. (19) overestimates the OS
considerably.
The mismatch is explained by the fact that Eq. (19)
does not take into account higher energy states, that are
also occupied at larger temperatures. In order to demon-
strate the influence of these states, we calculate the OS
using the same simple model but taking into account the
higher energy states that correspond to the exciton peak.
This modifies Eq. (19) for the OS of the lowest trion peak
8as:
I ′t ∝
1
1 + T/Ts
1
3 + γeδ/kBT + gee−δe/kBT
(20)
where ge = 8 and δe is the energy difference between exci-
ton and bright trion states. [52] The corrected OS is also
plotted in Fig. 6f, demonstrating a better agreement with
the numerical results at T & 65 K (we use δe = 23 meV
extracted from the numerical calculations [Fig. 1]). Ac-
counting for states with the larger energy would further
improve this agreement.
The same conclusion holds for the OS of the exciton
peak. In this case one needs to account for the states
with the energy less than that of the peak. This yields
the OS in the form
Ie ∝ 1
T
e−δe/kBT
3 + γeδ/kBT + gee−δe/kBT
. (21)
This estimate is also plotted in Fig. 6f alongside the
numerical results for the exciton peak OS [cf Fig. 3b],
demonstrating a fairly good agreement in the full range
of temperatures considered here.
Comparing results for the trion peak intensity in
Fig. 3a and the doping dependence of the parameters
in Eq. (16), given in Fig. 6, one notices an interesting
fact: while the trion splitting energy δ demonstrates a
very strong doping dependence [Fig. 6e], the tempera-
ture of the maximal intensity Tmax ' 65 K is almost
independent of the doping [Fig. 3a]. It is explained by
that the doping dependencies of the parameters γ and
Ts ∝ M−1b−2 in Eq. (19) compensate that of δ. Thus
the estimate Tmax ' δ/kB , while qualitatively correct,
can be quite far quantitatively.
Finally, we mention that the same approach can be
used to estimate the temperature dependence for the red-
shift of the trion peak. In order to derive it, one calculates
the PL spectrum using Eq. (10) where the delta function
is substituted by the bell shape with a finite width (we
do this also in the numerical calculations). In this case
the calculations yield a more complex expression for the
spectrum. However, one can obtain a simple estimation
of this result according to which the redshift of the trion
peak is given as ∆E ' −FWHM, where FWHM is de-
fined in Eq. (18). This estimate yields that the absolute
value of the shift ∆E grows linearly with temperature at
small T but saturates when T increases, in full agreement
with the numerical result in Fig. 3c.
IV. CONCLUSIONS
We investigate the temperature and doping dependen-
cies of the lowest energy trion peak in the PL spectra of a
doped MoS2 monolayer. The calculations are done using
a combined approach, where single-particle states are de-
scribed using the effective Dirac Hamiltonian, while the
trion states are calculated by a direct diagonalization of
the three-particle Hamiltonian within the Tamm-Dancoff
approximation. The PL spectrum is calculated under the
assumption that excited states reach thermal equilibrium
on timescales much shorter than the radiative recombi-
nation time of excitons and trions.
Our calculations demonstrated that the lowest energy
peak of the PL spectrum is determined by four trion
states: three bright and one dark. The temperature de-
pendence of the trion PL spectral peak demonstrates fea-
tures, markedly different from that of the exciton peaks.
The temperature dependence of the trion peak intensity
is sharply non-monotonic with a maximum at T ' 65 K,
in contrast with the lowest energy exciton peak with the
maximum at T ' 200 K. The trion peak also exhibits
a strong redshift and an asymmetric broadening even in
the absence of the electron-phonon interaction.
Using a simple model, that takes the momentum de-
pendence of the energy and transition matrix elements
into account, we can explain the temperature dependen-
cies of the PL spectra and to provide simple expressions
for all pertinent characteristics of the trion peak. We ex-
pect similar conclusions to hold for other 2D transition
metal dichalcogenides with valley degeneracy, which are
awaiting further experimental verifications.
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