Abstract. We prove Bowen's conjecture that every sequence of finite graphs that locally converges to the Cayley graph of a countably infinite group with Kazhdan Property (T) is essentially a vertex-disjoint union of expander graphs. We characterize graph sequences that are essentially a vertex-disjoint union of expander graphs in terms of the Markov operator. We show that a sequence of 2-dimensional complexes that locally converges to the Cayley complex of a finitely presented Property (T) group is not 1-hyperfinite: This gives an alternative to the construction of Freedman and Hastings.
Introduction
A sequence of finite graphs is locally convergent if for every r the isomorphism class of a rooted r-ball centered at a vertex chosen uniformly at random converges in distribution. In particular, a sequence of finite (labeled) graphs converges to a Cayley graph of a finitely generated group if for every r the portion of vertices such that the r-ball centered at this vertex is isomorphic to the r-ball in the Cayley graph goes to one. Our main result is the proof of a conjecture of Lewis Bowen [5] . We prove the following. A finitely generated group is called sofic if for any of its labeled Cayley graphs there is a sequence of finite labeled graphs that locally converges to the Cayley graph. (Note that if this holds for one Cayley graph of a group then it will hold for any.) Sofic groups were introduced by Gromov [11] , see also Weiss [17] . Many classical conjectures are known to hold for the class of sofic groups: Gottschalk's conjecture (Gromov [11] ), Kaplansky's direct finiteness conjecture (Elek, Szabó [6] ) and Connes' embedding conjecture (Elek, Szabó [7] ). It is a major open problem if every group is sofic, though it is widely believed that non-sofic groups exist. Theorem 1 is expected to be a useful tool in the solution of this fundamental problem. See Pestov [14] for a survey on sofic groups.
Our theorem reveals a highly unexpected graph theoretical phenomenon: The local statistics of a sparse graph may (robustly) witness expansion properties. So far in every known case when the local statistics determines the global behavior of a sparse graph the graph is hyperfinite. (A sequence of finite graphs is hyperfinite if for every ε > 0 there is a k > 0 such that by removing ε|V (G)| edges all, but finitely many graphs in the sequence can be broken into components of size at most k.) For example, every minor-closed class is known to be hyperfinite (Benjamini, Schramm, Shapira [4] ), and a major result of Schramm states that every sequence of graphs that locally converges to a Cayley graph of an amenable group is hyperfinite [16] . Theorem 1, our main result is a natural counterpart of Schramm's theorem.
Our theorem is the first one for sparse graphs that implies quasirandom global structure under local conditions. The notion of quasirandomness is at the heart of Szemerédi's regularity lemma and the limit theory of dense graphs: Note that for dense graphs quasirandomness can be implied by local conditions. See the book of Lovász on graph limits for the details [12] .
Graph sequences that are essentially a vertex-disjoint union of expander graphs (with uniform expansion) can not be characterized by local conditions: Graphs with large girth may be expander graphs but may also be very far from a disjoint union of expander graphs. (Here we consider the so-called edit distance: The edit distance of two graphs on the same set of vertices is the size of the symmetric difference of the edge sets.)
However, we can give a characterization in terms of the Markov operator. M denotes the Markov operator, and * denotes the L 2 norm with respect to the uniform probability distribution. Theorem 2 is the main tool in the proof of Theorem 1. (1) There exists an ε > 0 such that for every δ > 0 for all, but finitely many n and for every function f :
There exists a γ > 0 and a sequence of d-regular graphs {G
Note that if we had no δ in (1) then G n would be a vertex-disjoint union of expander graphs with second eigenvalue less than (1 − ε).
Here we have to make clear the connection of our decomposition to similar decompositions used to attack Khot's Unique Games Conjecture: In order to improve the best known algorithm [1] for the Unique Games Conjecture one needs only a positive portion of the edges to be the edge set of a disjoint union of expander graphs, while the expanders in our decomposition consist of essentially every edge, but such decompositions exist for a very special class of graphs only.
Theorem 1 gives an ergodic decomposition theorem for certain non-separable probability measure spaces with an invariant group action: Given a sequence of finite labeled graphs that locally approximates the labeled Cayley graph of Γ, the ultraproduct of these graphs will admit an almost free, measure-preserving Γ-action. The support of almost every ergodic measure in the decomposition of the ultraproduct space will be almost an ultraproduct of expanders. Hence these supports can be disjoint in the decomposition. See [5, 8] on ultraproducts of graphs.
We apply Theorem 1 to study embeddings of graph sequences converging to the Cayley graph and sequences of 2-dimensional CW complexes converging to the Cayley complex of a Property (T) group. An r-ball in a CW complex centered at a 0-cell x will be the subcomplex spanned by the 0-cells at distance at most r from x, where the distance is the graph distance in the 1-skeleton. A sequence of CW complexes is locally convergent if for every r the isomorphism class of a rooted r-ball centered at a 0-cell chosen uniformly at random converges in distribution. This is an alternative construction of 2-dimensional non-hyperfinite simplicial complexes in the sense of Freedman and Hastings [9] . Informally speaking, a 2-dimensional simplicial complex is 1-hyperfinite if for every ε > 0 it admits after the removal of an ε-portion of the 0-cells and the higher dimensional cells containing these a continuous mapping to a 1-dimensional complex such that the pre-image of every point has bounded diameter (depending on ε). Proof. Consider a sequence of large girth graphs, an integer L and a sequence of L-Lipschitz mappings. Let {X n } ∞ n=1 denote the following sequence of 2-dimensional CW-complexes: The 1-skeleton of X n is G n and for every cycle of length at most r there is a 2-cell on this cycle. Let {Y n } ∞ n=1 denote the sequence of 1-dimensional CW-complexes. And let {f n : X n → Y n } ∞ n=1 a sequence of continuous mappings extending the sequence of the L-Lipschitz mappings: Every 1-cell of X n will be mapped to the shortest path connecting the image of its two 0-subcells. The image of every short cycle will be null-homotopic by the girth condition, hence the mapping can be extended to 2-cells. Theorem 3 can be applied: The theorem follows, since the degrees are bounded. 1 An ineffective version of the corollary can be obtained using that Property (T) groups admit no treeable almost free action [2] and that every subrelation (refinement) of a treeable relation is treeable [10] . This holds also in the case when Γ is not finitely presented.
In particular, a sequence of graphs that locally converges to a Property (T) group admits no coarse embedding into any large girth sequence: This gives a new proof of Theorem 9.1. of Mendel and Naor [15] .
Definitions
We deal with sequences {G n } ∞ n=1 of finite, undirected, d-regular graphs. Finite graphs will be equipped with the uniform measure, where the measure of every vertex is 1/|V (G)|. Given a subset S ⊆ V (G) we denote by |S| the measure of S. Let * and * 1 denote the L 2 and L 1 norms, respectively. M G will denote the Markov operator of the graph G. We will usually drop the subscript. We say that a d-regular, finite graph G is a γ-expander if for every S ⊆ V (G), where
is essentially a disjoint union of expanders if every G n can be turned into a vertex-disjoint union of d-regular δ-expander graphs on the same set of vertices after removing and adding o(|V (G n )|) edges.
Given an integer r and a graph G we will consider the following probability distribution on isomorphism classes of rooted graphs: Pick a vertex uniformly at random and consider the isomorphism class of the rooted r-ball centered and rooted at x. We call this sequence of probability distributions the local statistics of G. A sequence of graphs is locally convergent if this probability measure converges in distribution for every r.
A graphing is a graph equipped with an extra measurable structure, a generalization of finite graphs (with the uniform measure). The vertex set of a graphing is a probability measure space, the edge set is measurable in the product measure, and the edge set of a graphing is a countable union of measure-preserving, partially defined mappings. The notion of local statistics and local convergence extends to graphings. Every sequence of bounded degree graphs admits a locally convergent subsequence. The most convenient limit objects are the weak limit and the ultraproduct. These are graphings. See Lovász [12] on limits of graphs. The edges of the graph may have an asymmetric labeling by the generating set of a (finitely generated) group. Every unlabeled graph will be undirected in this paper. The notion of local statistics and local convergence extends to labeled graphs and graphings.
We define the local statistics for finite CW complexes. Given a CW complex X, a 0-cell x and an integer r the ball B(x, r) will be the following CW complex: the set of 0-cells will be the set of 0-cells in X at distance at most r from x, where we consider the graph distance in the 1-skeleton. And B(x, r) will be the subcomplex spanned by these 0-cells: A cell of X will be in B(x, r) if all of its 0-subcells are in B(x, r). Given an integer r and a CW complex X we will consider the following probability distribution on isomorphism classes of rooted graphs: Pick a 0-cell uniformly at random and consider the isomorphism class of the rooted r-ball centered and rooted at x. A sequence of CW complexes is locally convergent if this probability measure converges in distribution for every r.
Given a finitely generated group with its presentation the Cayley complex is a 2-dimensional CW complex: The 1-skeleton of the Cayley complex is the Cayley graph, and there are 2-cells for every cycle that belongs to a relation in the presentation. In other words, the Cayley complex is the universal cover of the presentation complex.
We say that the finitely generated group Γ has Kazhdan Property (T) if there is a finite set of generators S and an ε > 0 such that for every Hilbert space H and π : Γ → U(H) unitary representation of Γ either π has a non-zero, invariant vector, or for A = s∈S π(S)/|S| the inequality Ah ≤ (1 − ε) h holds for every h ∈ H \ {0}. See the book of Bekka, de La Harpe and Valette on Property (T) [3] . We will use the following consequence of the Kazhdan Property.
Lemma 6. Let Γ be a finitely generated group with Kazhdan Property (T ) with respect to ε > 0 and a finite set of generators S ⊆ Γ. Let H be a Hilbert space, π : Γ → U(H) a unitary representation of Γ. Set A = s∈S π(S)/|S|. Then for every h ∈ H the inequality
Proof. Consider the set of fixed points F = {h ∈ H : π(γ)h = h ∀γ ∈ Γ}. F is a closed subspace of H. The orthogonal complement of F , F ⊥ is a closed subspace invariant under π(γ) for every γ, since π is a unitary representation. Hence F ⊥ is invariant under A. These yield that (Ah − h) ∈ F ⊥ for every h ∈ H. The restriction of the representation π to F ⊥ induces a representation that does not have any fixed point but 0, hence Ag ≤ (1 − ε) g holds for every g ∈ F ⊥ . We conclude that ) uniformly at random and set
. These imply |S \ U t | < |S| 4
and |U t ∩ S| > . We will use for every t ∈ I that
Finally, the expected value of χ Ut − Mχ Ut 1 is at most ). There exists a t ∈ I that the required inequality holds for U = U t . 
Proof. (of Theorem 2) The implication (2) → (1) is straightforward:
We know the inequality M 2 f − Mf ≤ (1 − ε) Mf − f if ε > 0 is smaller than the eigenvalue gap, while δ will bound the error term coming from edges added and removed. Now we prove (2) → (1). The following straightforward consequence of (1) will be handy:
Claim 1: For every δ > 0 and integer k > 0 for all, but finitely many n and every
Claim 2: For every α, β > 0, integer k > 0 and c ′ > (1 − ε) k for all, but finitely many n there exists
Proof. The claim follows by Lemma 8.
Claim 3:
There exists a γ > 0 such that for every δ > 0 for all, but finitely many n there exists a partition of V (G n ) = ∪ an i=1 P n,i such that an i=0 Mχ P n,i − χ P n,i 1 < δ, |P n,0 | < δ and for every 1 ≤ i ≤ a n and S ⊆ P n,i , where |S| ≤ |P n,i |/2 the inequality Mχ S − χ S 1 ≥ γ χ S 1 holds.
. Choose α, β > 0 and a positive integer k later. The following process will give the required partition of V (G n ). Set P n,0 = B k n , and for i ≥ 0 proceed as follows: If there is a set S ⊆ V (G n )\∪ i j=0 P n,j such that Mχ S −χ S 1 < γ|S| then consider such a set of minimum size. If Mχ S −χ S 1 < α|S| then set P n,i+1 = S, else apply Lemma 7 to S and f = M k χ S . Both conditions of the lemma hold:
. (The previous last inequality follows from the fact that on its support |χ S − Mχ S | is between 1/d and 1.) This yields the desired bound.
We obtain a set U: set P n,i+1 = U \ ∪ i j=0 P n,j . The expansion condition holds for the subsets of P n,i+1 , since |P n,i+1 | < 2|S|, and S is a subset of V (G n ) \ ∪ i j=0 P n,j of minimum size with small expansion. In what follows we denote S by S n,i+1 and U by U n,i+1 . The total expansion of the sets in the partition is
The first inequality uses the bound on P n,0 , Lemma 7 and the fact that even though P n,i may have large boundary than U n,i , the extra edges belong to the boundary of P n,j for a j < i, hence we can count this distribution to the boundary of P n,j by a loss of a multiplicative factor 2. The second inequality uses Claim 2. The third inequality holds since |S n,i | < 2|P n,i |, |χ S n,i − Mχ S n,i | is at most 1 and its L 1 norm is at most 4|P n,i |. The right hand side is less than δ if α, β and c ′ (> (1 − ε) k ) in Claim 2 are small enough.
Claim 4:
There is a γ ′ > 0 such that for every α > 0 for all, but finitely many n the graph G n can be turned into a vertex-disjoint union of γ ′ -expanders by adding and removing an α-portion of the edges.
Proof. If d is odd then we may assume that every class P has even size. We can get such a partition slightly changing the classes (by a single vertex at most) and adding and removing a small number of edges. After these changes the conditions of Claim 3 will still hold. The constants may get worse: Denote the new γ by γ 0 . First we remove every edge between different classes. We will make a surgery on (almost) every class separately, while the edge set of a few classes will be simply replaced by an expander. For example, P n,0 will be replaced.
Consider a class P . Let B denote the set of vertices in P adjacent to a vertex not in P . Set r = 6/γ 0 . Find a matching M in P such that the distance of any two edges in M is greater than 2r, no vertex of B is adjacent to the an endpoint of an edge in M, and the size of M equals to the half of the number of the edges leaving P . If there is no such M than |E(P, P c )| is too large: This can hold for very few P (o(|V (G n )|) in total size) only: the edge set of every such P will be replaced by an expander. Now assume that such a matching M exists and let M denote the set of vertices covered by M. Consider a matching N between the vertices of B with multiplicity d minus their degree, i.e., the number of its neighbors not in P and M. Let Q denote the following graph:
We may assume that Q has diameter at least 2r: Otherwise we have an expansion constant (possibly small). We prove that Q is a γ ′ =
-expander. Consider a subset of vertices S ⊆ P of size at most
Finally, assume that |S ∩ M| > γ 0 |S|/3. Consider the ball B(x, r) for every x ∈ S ∩ M: At least half of these balls contains less than r vertices of S, and hence at least one edge in |E Q (S, P \ S)|. We can conclude that |E Q (S, P \ S)| ≥ γ 0 |S|/6.
The proof of Bowen's conjecture
Consider a sequence of functions {f n :
. We suffice to show by Theorem 2 that there is an ε > 0 that for every δ > 0 and for every sequence of functions {f n :
Mf n − f n + δ holds for all, but finitely many n. We choose ε > 0 such that Lemma 6 holds. We will prove by contradiction. Suppose that the inequality fails for infinitely many n. We may suppose that it fails for every n.
Consider the graph sequence {G n } ∞ n=1 equipped with the function {f n } ∞ n=1 , and a weak limit of these. We may suppose that the limit exists. This is a graphing on a probability measure space with a function. The connected component of almost every point is isomorphic to the Cayley graph of Γ: Let X denote the probability measure space consisting of these points. We do not have a natural Γ-action on X, hence we will consider the following product space. Let Y denote the set of automorphisms of the rooted Cayley graph: this is a probability measure space, too. The elements of Y are in one-to-one correspondence with a (consistent) labeling of the Cayley graph. The product space Z = X × Y is a probability measure space. Consider the following graph on Z: the vertices (x, y) and (x ′ , y ′ ) are adjacent if x is adjacent to x ′ and the labeling y can be obtained from the labeling y ′ by moving the root x ′ to x. Every connected component of this graphing is isomorphic to the Cayley graph, and the labeling induces a natural, measure-preserving Γ-action on Z, and hence on L 2 (Z). Let f denote the weak limit of the functions f n on X, this naturally induces a function f * on Z. We know by Lemma 6 that for our set of generators and the corresponding ε > 0 for every such probability measure space Z, every measure-preserving, free action of Γ on Z and g ∈ L 2 (Z) the inequality (1) ϕ((x, y)) = −ϕ((y, x)) for every edge (x, y). Proof. We may assume that the sequence {G n } ∞ n=1 is expander. The mapping ϕ n induces a p-fold covering of G n , denote the covering graph by C n . The vertices of the graph C n are pairs (x, y), where x ∈ G n and y ∈ Z p , and a pair of vertices (x, y) and (x ′ , y ′ ) is an edge if x and x ′ are adjacent and y − y ′ = ϕ n ((x, x ′ )). Now Z p embeds into the automorphism group of C n acting on the second coordinate. The sequence {C n } ∞ n=1 converges still to the same Cayley graph, this is the point where we use (2) . Hence by Theorem 1 it is essentially a disjoint union of expanders. It is easy to see that it is either essentially an expander or essentially a disjoint union of p expanders isomorphic to G n , where the Z p -action is essentially permuting these subgraphs.
First suppose that (an infinite subsequence of) {C n } ∞ n=1 is essentially an expander sequence: there is a γ > 0 given by Theorem 1 such that for every subset S ⊆ C n , where |S| < 1 2 we have |E(S, S c )| ≥ γd|S| + o(1). For every z ∈ Z p the equality |f −1 ({z})| = 1/p holds. Consider the set S = f −1 ({1, . . . ,
, we can conclude that p ≤ 1 + 4L γ . Now suppose that (an infinite subsequence of) {C n } ∞ n=1 is essentially a disjoint union of p expanders isomorphic to G n . Consider one of these subgraphs essentially isomorphic to G n . Let f * denote the restriction of f to this subgraph, and consider the probability measure on it. We show that |f −1 * ({z})| = 1/p + o(1) for every z ∈ Z p . The probability that for a random walk of length t we have f (s 0 ) ≡ f (s t ) converges to 1/p. On the other hand, for a uniform random walk of length 2t in our component this is equal to z∈Zp M t χ f
The second inequality should be (asymptotically) an equality for every component, hence |f
Proof. (of Theorem 3) We prove by contradiction. Consider a sequence of finite CW complexes {X n } ∞ n=1 that converges to a Cayley complex C of a finitely generated infinite Property (T) group, a sequence of finite 1-dimensional CW complexes {Y n } ∞ n=1 , continuous mappings {f n : X n → Y n } ∞ n=1 and an integer K. Suppose for a contradiction that the image of every 1-cell in X n intersects the image of at most K other 1-cells. We think of Y n as a graph and use the graph theoretical terminology. We may assume that the image of every 0-cell is a vertex and the image of every 1-cell is a path, since we can change f by a deformation to achieve these.
We choose a prime p later. We assign an element of {−1, +1} ⊂ Z p independently at random (with probability 1 2 each) to a subset of edges of Y n : We will call such edges weighted. To every nonempty set of 1-cells in X n whose image intersects in an edge at least we will assign such a weighted edge in Y n , and to every such set of 1-cells we will assign a different edge. The image of every 1-cell contains less than 2 K weighted edges.
Let G n denote the 1-skeleton of X n , G n is a graph. We show that the image of a long uniform random walk in G n under f n contains many weighted edges with high probability or there is a point whose pre-image intersects many 1-cells (if the image of every 1-cell in X n intersects the image of at most K other 1-cells).
Claim: For every k there is a t such that either the image of a uniform random walk of length at least t in G n (with a uniformly random starting vertex) contains at least k weighted edges with probability at least (1 − 1/k) if n is large enough (depending on k, K).
Proof. Choose a starting vertex s 0 . Consider the image of the walk under f n . And consider the path between f n (s 0 ) and f n (s t ) obtained by the removal of the cycles of this walk in Y n . If this path has at most k weighted edges then it can be covered by the image of at most k 1-cells. If there is no point whose pre-image intersects at least K 1-cells then there are less than K k+1 possible images of 0-cells reachable via such a short sequence from f n (s 0 ), and the probability that the endpoint is the pre-image of any of these 0-cells can be arbitrary small if t and n is large enough.
Consider the mapping ϕ n : E(G n ) → Z p that assigns to every edge of G n (1-cell of X n ) the sum of these weights over the edges in its image (with orientation and multiplicity).
The values assigned to the weighted edges are chosen uniformly at random from {−1, +1} ⊂ Z p independently. The sum over every path will be distributed identically to the endpoint of a random walk on the cycle of length p, where the number of steps equals to the number of weighted edges on the path. This will converge to the uniform distribution as the length goes to infinity. And the value for paths with disjoint images will be independent, hence we have a concentration. Note that so far we have only used that X n is large enough and connected.
Choose a prime p > 4
. For every length l the portion of cycles with nonzero sum can be arbitrary small if n is large enough, since C is simply connected and the sum over null-homotopic cycles is zero. Hence condition (2) of Lemma 9 is satisfied. The distribution of the sum over uniform random walks in condition (3) can be arbitrarily close to uniform on Z p if n is large enough, since X n is large enough and connected. Lemma 9 gives a contradiction, the theorem follows.
