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Abstract
The pseudo-Gamma function is a key tool introduced recently
by Cheng and Albeverio in the proof of the density hypothesis. This
function is doubly symmetric, which means that it is reflectively sym-
metric about the real axis by the Schwarz principle, whereas it is also
reflectively symmmetric about the half line where the real part of the
variable is equal to 12 . In this article, we sharpen the estimate given
in the proof of the density hypothesis for this doubly symmetric
pseudo-Gamma function on the real axis near the symmetry center
by taking a different approach from the way used in the density hy-
pothesis proof directly from the definition, significantly reducing the
error caused by the fact that the difference of two pivotal parameters
in the definition of the pseudo-Gamma function is much larger than
the difference of the variables in this particular case.
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1 Introduction
As customary in the literature, we denote the set of all natural numbers
by N, that of real numbers by R and that of complex numbers by C. The
Riemann zeta function, denoted by ζ(s), is a meromorphic complex-valued
function of the complex variable, customarily written as s = σ + i t ∈ C
such that σ ∈ R, t ∈ R, which is analytic everywhere except for s = 1, i.e.
(σ, t) = (1, 0), where it has its unique simple pole with the residue 1. For
σ > 1, one has
(1.1) ζ(s) =
∞∑
n=1
1
ns
=
∏
p∈P
1
1− 1
ps
.
For σ > 0, the Riemann zeta function may be defined by
(1.2) ζ(s) =
s
s− 1
− s
∫ ∞
1
v − ⌊v⌋
vs+1
dv,
where ⌊v⌋ denotes the greatest integer less than v, for any real number v.
One may show that the definitions in (1.1) and (1.2) are identical for σ > 1
by the partial summation method. The analytic continuation of ζ(s) to the
whole complex plane may be done in several ways. The one we favor the
most is
(1.3) ζ(s) =
1
1− 21−s
∞∑
n=0
1
2n+1
n∑
k=0
(−1)k
(
n
k
)
1
(k + 1)s
,
for all s ∈ C\{1}. In (1.3), the pole of the function (1 − 21−s)−1 at s = 1
corresponds to the unique pole of ζ(s). All other poles of the former function
occur at s = 1 − 2pim i
log 2
for each m ∈ N. They are each canceled by those
zeros of the function defined by the double sum on the right. The zeros of
ζ(s) located at s = −2, −4, −6, . . . are called trivial zeros.
To study the Riemann zeta function, it appers that one must consider the
Euler-Gamma function, which is the generalized complex-valued factorial
function of the complex variable s such that Γ(n+1) = n! for every n ∈ N.
Like the Riemann zeta function, this function may be defined in many ways;
we use the one which explicitly reflects its connection with the ordinary
factorials. That is,
(1.4) Γ(s) =
1
s eγ0 s
∞∏
n=1
es/n
1 + s/n
,
where γ0 ≈ .577215665 . . . is Euler’s constant.
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It is necessary and advantageous to relate our studies on the Riemann
zeta function to the Riemann xi-function ξ(s). We define
(1.5) ξG(s) =
s
2
Γ
(
s
2
)
and ξZ(s) = (s− 1) ζ(s).
Then, let
(1.6) ξ(s) = pi−
s
2 ξG(s) ξZ(s).
A symmetric form of the functional equation for ζ(s) is expressed as
(1.7) pi−
1−s
2 Γ
(
1−s
2
)
ζ(1− s) = pi−
s
2Γ
(
s
2
)
ζ(s),
for all s ∈ C including two simple poles at s = 0 and s = 1 of the functions
on both sides. The Euler Gamma function has no zeros but has simple poles
at s = 0, −1, −2, . . .. The simple pole of Γ(s) at s = 0 corresponds to that
of ζ(s) at s = 1 in (1.7). Corresponding to the poles of Γ(s) at s = −n for
all n ∈ N, the Riemann zeta function ζ(s) has the trivial zeros at s = −2n
for all n ∈ N.
A key tool in proving the density hypothesis is the pseudo-Gamma func-
tion introduced by Cheng and Albeverio recently in [4]. Neither ζ(s) nor
Γ(s) is doubly symmetric but ξ(s) does have the double symmetry prop-
erty. By a “doubly symmetric function” with respect to the real axis and
ℜ(s) = 1
2
, we refer to an analytic function D(s) such that
(1.8) D(s¯) = D(s), and D(1− s) = D(s).
From these two conditions, we see that
(1.9) D(1− σ + it) = D(σ + it).
Under the first condition in (1.8), the second condition in (1.8) is equivalent
to that in (1.9). The first condition in (1.8) says the function is reflectively
symmetric with respect to the real axis; and the formula in (1.9) tells us
that this function D(s) is reflectively symmetric with respect to the line
ℜ(s) = 1
2
.
From now on, we let T0 = 2445999554999. This number is gotten from the
computational verification on the Riemann hypothesis in [11] by Schonfeld’s
formula in [16]. By the result in [11], the Riemann zeta function ζ(s) does
not have any zeros for σ > 1
2
and |t| < T0. We also let T ≥ T0 and 2T − 1 <
R ≤ 2T + 1.
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The pseudo-Gamma function in [4] is defined by
(1.10) ∇(s) =
(
W2 −
1
2
W1 −
1
2
)q [2K+1∏
k=1
(s− 1
2
)− e
i kpi
2K (W1 −
1
2
)
(s− 1
2
)− e
i kpi
2K (W2 −
1
2
)
] q
2K+1
,
with W1 = 3R + R
1/4 + 1
2
, W2 = 3R +
1
2
, q = (R−1/2+2α) logR+2 logΩ
2 γ` R1/4
, γ` =
0.3674, where Ω > 0 and α > 0 are two independent variables, and K =⌊
15 logR+2 log 12
4 log 2
⌋
. It is obvious that ∇(s) is reflectively symmetric about the
real axis as well as about the line σ = 1
2
; and ∇(1
2
) = 1, from the above
definition.
The last estimate in (3.3) in Section 3 is sufficient in establishing the
density hypothesis in [4] but stands as an obstacle for us to get the Lindelo¨f
hypothesis equivalent zero growth rate for the Riemann zeta function in [8],
because the difference W1 −W2 = R
1/4 is much larger than u − 1
2
≤ 3
2
. In
this paper, we estimate the ratio ∇(u)∇(1/2) instead of ∇(u) per se, even though
∇(1
2
) = 1, with the emphasis on the ratio with respect toW1 andW2, or the
numerator and the denominator, respectively, in each factor of the product
in (1.10), so that we can sharpen the estimate on the real axis near the
point of s = 1
2
. The approach used in this article in the specific case should
be useful in the future studies concerning the general Riemann hypothesis.
In this paper, we prove the following result.
Theorem 1. Let ∇(s) be the pseudo-Gamma function defined in (1.10)
with the choice of Ω = 1 and α = 1
4
and let R ≥ 2 T − 1 with T ≥ T0, where
T0 is defined as above. Then,
(1.11) |∇(u)| ≤ R
1
4.4088R ,
for 1
2
< u ≤ 2.
This result happens to be a key to prove the zero growth rate slightly
stronger than the Lindelo¨f hypothesis in [8]; this zero growth rate is needed
in [5] for us to extend Turan’s result from 1949, relating the remainder terms
of the prime number theorem to the zero-free regions, near the line σ = 1
to the whole critical strip 1
2
< σ < 1. These results in [8] and [5] constitute
components eventually leading to the proof of the Riemann hypothesis.
2 Proof of Theorem 1
Now, we turn to our main task in this article.
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Proof of Theorem 1. As mentioned above, we are considering the ratio
∇(u)
∇(1/2) instead of ∇(u), even though they are equal. First of all, we have
(2.1)
∇(u)
∇(1
2
)
=
[
2K+1∏
k=1
R¨
(
u, 1
2
; k
)] q2K+1
,
from (1.10), with
R¨
(
u, 1
2
; k
)
= (u−1/2)−e
i kpi/2K (W1−1/2)
(u−1/2)−ei kpi/2K (W2−1/2)
/
−ei kpi/2K (W1−1/2)
−ei kpi/2K (W2−1/2)
= (u−1/2)−e
i kpi/2K (W1−1/2)
−ei kpi/2K (W1−1/2)
/
(u−1/2)−ei kpi/2K (W2−1/2)
−ei kpi/2K (W2−1/2)
.
(2.2)
We notice that the difference W1−W2 = R
1/4 is much larger than that of u
and 1
2
, which is less than u− 1
2
≤ 3
2
as u ≤ 2; we are considering the ratios
in the last expression instead of the one before.
One shall see that the following approach is also much more straightfor-
ward in the concerned case, because we may simplify the ratio R¨
(
u, 1
2
; k
)
to
get
R¨
(
u, 1
2
; k
)
=
1− (u−1/2)e
−ikpi/2K
W1−1/2
1− (u−1/2)e
−ikpi/2K
W2−1/2
= 1−
(
u− 1
2
)
e−ikpi/2
K( 1
W1−1/2 −
1
W2−1/2
)
1− (u−1/2)e
−ikpi/2K
W2−1/2
= 1 + (W1−W2)(u−1/2)e
−ikpi/2K
(W1−1/2)[(W2−1/2)−(u−1/2)e−ikpi/2K ]
.
(2.3)
Recalling the setting up of W1 and W2 from the remark after (1.10), one
sees that
(2.4)
∣∣R¨(u, 1
2
; k
)∣∣ ≤ 1 + 3R1/4
18R2+6R5/4−3(3R+R1/4) < 1 +
1
6R7/4
,
by the inequalities |u + v| ≤ |u| + |v| and |u − v| ≥ ||u| − |v||, noting that
|(u− 1
2
)e−ikpi/2
K
| ≤ 3
2
and 6R5/4 − 3(3R + R1/4) > 0 from R > 2T − 1 and
T ≥ T0, where T0 is defined above. On the other hand, we see that∣∣1− (u−1/2)e−ikpi/2K
W1−1/2
∣∣ ≥ 1− 3
2(3R+R1/4)
> 0,∣∣1− (u−1/2)e−ikpi/2K
W2−1/2
∣∣ ≥ 1− 1
2R
> 0,
as R is large. Hence, |R¨(u, 1
2
; k)| > 0 and
(2.5)
∣∣ ∇(u)
∇(1/2)
∣∣ > 0,
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from (2.3), (2.2), and (2.1). Thus, log
∣∣ ∇(u)
∇(1/2)
∣∣ is well-defined.
Since the upper bound in (2.4) is uniform for R¨(u, 1/2; k) with respect
to all k = 1, 2, . . ., 2K , one sees from (2.1) that
(2.6) log
∣∣ ∇(u)
∇(1/2)
∣∣ < q log(1 + 1
6R7/4
)
< logR
12 γ` R
,
recalling that q = R
3/4 logR
2 γ`
from the remark after (1.10) with the choice of
Ω = 1 and α = 1
4
in Proposition 2, and, using log(1 + x) < x for 0 < x < 1
with x = 1
6R7/4
. This proves the estimate in (1.11), as ∇(1
2
) = 1 by the
definition in (1.10), noting that 0.3674× 12 = 4.4088.
This finishes the proof of Theorem 1.
3 The original estimate
We cite the result in the following proposition from Proposition 4 and part
of Lemma 3.1 from [4] as a reference.
Proposition 2. For the pseudo-Gamma function defined in (1.10), we have
[
ΩR
R−1/2
2
+α
]a`(R˜/R)1/2−b`
< |∇(s)| <
[
ΩR
R−1/2
2
+α
]a´(R˜/R)1/2+b´
,(3.1)
on the circle |s− 1
2
| = R˜ for all
γ < R˜ ≤ R,
where a`, a´, b`, and b´ are those function partners in (3.2), satisfying
a` := 1.0005 < a`(R) := 1
γ`
(
2√
3pi
+ 3
4R3/4
− 1.54
R3/4
)
,
a´ := 1.006 > a´(R) := 1
γ`
(
2√
3pi
+ 3
4R3/4
+ 0.053
R3/4
)
,
b` := 6.9× 10−26 > b`(R) := 0.159154943092
γ` R2
,
b´ := 6.8× 10−26 > b´(R) := 0.159154943075
γ` R2
,
(3.2)
for R ≥ 2T0 − 1, with γ := 10
−81 and γ` = 0.3674. Also, with Ω = 1 and
α = 1
4
we have
(3.3) |∇(u)| < R1.62,
for 1
2
< u ≤ 2.
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