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CONVEX INTEGRATION FOR DIFFUSION EQUATIONS,
I: NONUNIQUENESS AND INSTABILITY
BAISHENG YAN
Abstract. We study the initial-boundary value problem for a class of
diffusion equations with nonmonotone diffusion flux functions, including
forward-backward parabolic equations and the gradient flows of non-
convex energy functionals, under the framework of partial differential
inclusions using the method of convex integration and Baire’s category.
In connection with rank-one convex hulls of the corresponding matrix
sets, we introduce a structural condition on the diffusion flux function,
called Condition (OC), and establish the nonuniqueness and instability
of Lipschitz solutions to the initial-boundary value problem under this
condition.
1. Introduction
Let m,n ≥ 1, T > 0, and let Ω be a bounded domain in Rn with Lipschitz
boundary ∂Ω. Consider the general diffusion equations in divergence form:
(1.1) ut = div σ(Du) in ΩT = Ω× (0, T )
for u = (u1, . . . , um), where each ui is a function of (x, t) ∈ ΩT , ut =
(u1t , . . . , u
m
t ) is the time-derivative of u, Du = (u
i
xk
) is the spatial Jacobi
matrix of u, and σ = (σik(A)) : M
m×n → Mm×n is a given diffusion flux
function; hereMm×n denotes the space of realm×n matrices. When m ≥ 2,
equation (1.1) is a system of m quasilinear partial differential equations:
uit =
n∑
k=1
(σik(Du))xk (i = 1, 2, . . . ,m).
By a weak solution of diffusion equation (1.1) we mean a function u ∈
W 1,1loc (ΩT ;R
m) that satisfies, for each i = 1, . . . ,m,∫
ΩT
(
uiφt −
n∑
k=1
σik(Du)φxk
)
dxdt = 0 ∀ φ ∈ C∞c (ΩT ).
The equation (1.1) is said to be strongly parabolic if
(1.2) 〈σ(A + p⊗ α)− σ(A), p⊗ α〉 ≥ ν|p|2|α|2
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holds for all A ∈Mm×n, p ∈ Rm and α ∈ Rn, where ν > 0 is a constant; here
〈A,B〉 stands for the inner product in Mm×n ∼= Rmn and p⊗ α denotes the
matrix (piαk). If m,n ≥ 2, it is well-known that condition (1.2) is strictly
weaker than the full monotonicity condition:
(1.3) 〈σ(A +B)− σ(A), B〉 ≥ ν|B|2 ∀A, B ∈Mm×n.
In this paper, we investigate the initial-boundary value problem:
(1.4)


ut = div σ(Du) in ΩT ,
u(x, t) = u0(x) (x ∈ ∂Ω, 0 < t < T ),
u(x, 0) = u0(x) (x ∈ Ω),
where u0 : Ω¯→ Rm is a given initial-boundary function. By a weak solution
to this problem we mean a weak solution u ∈ W 1,1(ΩT ;Rm) of equation
(1.1) such that the initial-boundary conditions in (1.4) are satisfied in the
sense of trace.
If the flux function σ satisfies the full monotonicity condition (1.3) then
problem (1.4) can be studied by the standard monotonicity method or gen-
eral parabolic theory (see [2, 18]); in this case, one easily sees that (1.4) can
have at most one weak solution. The main purpose of the present paper
is to study problem (1.4) for certain general nonmonotone flux functions σ
that may satisfy the parabolicity condition (1.2) in the case of m,n ≥ 2.
Our main results will apply to the special case of gradient flows for certain
polyconvex functionals; this will be studied in the sequel paper Yan [27].
Following the work of Kim & Yan [12, 13, 14] and Zhang [28, 29], we
reformulate equation (1.1) as a space-time partial differential inclusion. To
this end, we introduce the function w = [u, (vi)] : ΩT → Rm × (Rn)m with
space-time Jacobian matrix given by
∇w =
[
Du ut
(Dvi) (vit)
]
∈M(m+nm)×(n+1);
here M(m+nm)×(n+1) denotes the space of matrices X written in the form of
(1.5) X =
[
A a
(Bi) (bi)
]
, A ∈Mm×n, a ∈ Rm, Bi ∈Mn×n, bi ∈ Rn,
where i = 1, . . . ,m. For z = (z1, . . . , zm) ∈ Rm, we define the matrix set
K(z) in M(m+nm)×(n+1) by
(1.6) K(z) =
{[
A a
(Bi) (σi(A))
]
: tr(Bi) = zi (i = 1, . . . ,m)
}
.
We consider the (space-time) nonhomogeneous partial differential inclu-
sion
(1.7) ∇w(x, t) ∈ K(u(x, t)) a.e. (x, t) ∈ ΩT ,
which is equivalent to the first-order differential system
(1.8) ui = div vi, vit = σ
i(Du) a.e. (x, t) ∈ ΩT
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for i = 1, . . . ,m. Note that any solution w = [u, (vi)] of inclusion (1.7) or
system (1.8) would produce a weak solution u of equation (1.1).
There are primarily two approaches for studying partial differential inclu-
sions. One is the generalization of Gromov’s convex integration method (see
[10]) by Mu¨ller & Sˇvera´k [19, 20]; the other is the Baire category method
developed by Dacorogna & Marcellini [6, 7] based on the ideas of ordinary
differential inclusions (see the references in [7]). Both methods rely on cer-
tain approximation and reduction schemes; see also Kirchheim [15], Mu¨ller &
Sychev [21] and Yan [26]. Such schemes have recently been greatly developed
and found remarkable success in the study of many important problems of
partial differential equations; see, e.g., the incompressible Euler equation by
De Lellis & Sze´kelyhidi [8], the porous media equation by Cordoba, Faraco
& Gancedo [4], the active scalar equation by Shvydkoy [23], the 2-D Monge-
Ampe`re equations by Lewicka & Pakzad [17] and, most recently, the proof of
Onsager’s conjecture by Isett [11] and the nonuniqueness of weak solutions
of the Navier-Stokes equation by Buckmaster & Vicol [3].
One difficulty concerning our differential inclusion (1.7), as in the single
unknown function cases of [12, 13, 14, 28, 29], is that the sets K(z) are
not constant (thus the inclusion is called nonhomogeneous) and their convex
hulls contain no interior points in the full matrix space; this prevents one
from applying the general existence results of [21]. Another difficulty con-
cerning (1.7) is that when m,n ≥ 2 the set K(z) has a trivial lamination hull
under the strong parabolicity condition (1.2), which makes the constructions
based on rank-one connections unfeasible for (1.7) in the system case. To
overcome this difficulty, we explore the more relevant rank-one convex hull
and TN -configurations concerning set K(z) (see Section 2). We introduce a
structural condition on the diffusion flux function σ, called Condition (OC)
(Definition 3.2); the precise definition of this condition along with further
discussions will be given in Section 3, but we first state our main general
existence theorem under this condition.
Theorem 1.1. Let σ : Mm×n → Mm×n be continuous and satisfy the Con-
dition (OC) with open set Σ ⊂ Mm×n × (Rn)m as given in Definition 3.2.
Let u¯ ∈ C1(Ω¯T ;Rm) and v¯1, . . . , v¯m ∈ C1(Ω¯T ;Rn) satisfy
(1.9) u¯i = div v¯i (i = 1, . . . ,m), [Du¯, (v¯it)] ∈ Σ on Ω¯T .
Then there exists a sequence {uα} of weak solutions of diffusion system
(1.1) in W 1,∞(ΩT ;R
m) satisfying uα|∂ΩT = u¯ that converges weakly* to u¯
in W 1,∞(ΩT ;R
m) as α→∞.
This result follows by combining Theorem 4.1 and Theorem 4.3 to be
proved later. We remark that condition (1.9) provides some relaxation for
inclusion (1.7) or system (1.8); in this connection, any function u¯ as de-
scribed by (1.9) will be called a subsolution of diffusion system (1.1).
The following useful result is immediate.
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Proposition 1.2. Assume Σ ⊂Mm×n×(Rn)m is a nonempty open set. Let
u0 ∈ C1(Ω¯;Rm) and vi0, f i0 ∈ C1(Ω¯;Rn) (i = 1, . . . ,m) satisfy
(1.10) ui0 = div v
i
0, div f
i
0 = 0, [Du0, (f
i
0)] ∈ Σ on Ω¯.
Assume hi ∈ C2(Ω¯;Rn), gi = div hi (i = 1, . . . ,m) and let u¯ ∈ C1(Ω¯T ;Rm)
and v¯i ∈ C1(Ω¯T ;Rn) be defined by
(1.11) u¯i(x, t) = ui0(x) + ǫg
i(x)t, v¯i(x, t) = vi0(x) + f
i
0(x)t+ ǫh
i(x)t.
Then, if |ǫ| is sufficiently small, u¯ and v¯i satisfy condition (1.9).
From Theorem 1.1, we obtain the nonuniqueness and instability result
concerning problem (1.4).
Theorem 1.3. Let σ : Mm×n → Mm×n be continuous and satisfy the Con-
dition (OC) with open set Σ ⊂Mm×n×(Rn)m. Assume that u0 ∈ C1(Ω¯;Rm)
satisfies the stationary equation div σ(Du0) = 0 weakly in Ω and that there
exist vi0, f
i
0 ∈ C1(Ω¯;Rn) (i = 1, . . . ,m) such that condition (1.10) holds.
Then problem (1.4) possesses a weakly* convergent sequence of Lipschitz
weak solutions whose limit is not a weak solution itself.
Proof. Define u¯ and v¯i as in Proposition 1.2 with hi ∈ C∞c (Ω;Rn) and
gi = div hi satisfying gi(x) = div hi(x) = 1 on some fixed nonempty open
set Ω′ ⊂⊂ Ω for all i = 1, . . . ,m. Then u¯(x, t) satisfies
u¯(x, t) = u0(x) (x ∈ ∂Ω, 0 < t < T ), u¯(x, 0) = u0(x) (x ∈ Ω).
Also, for all sufficiently small |ǫ| > 0, condition (1.9) is satisfied. Thus,
each solution uα as determined in Theorem 1.1 solves problem (1.4), but
the weak* limit u¯ is not a weak solution of (1.1) because
ǫg(x) 6= div σ(Du0(x) + ǫtDg(x)) in ΩT ,
as u0 is a stationary solution and g(x) = 1 on Ω
′. 
Remark 1.1. Since the weak* limit is not a weak solution, the Lipschitz
weak solutions in the sequence of the theorem will eventually be all distinct
and different from the stationary solution u0(x). This shows that under the
Condition (OC) the initial-boundary value problem (1.4) is highly ill-posed;
this turns out to be the case even for certain strongly polyconvex gradient
flows, as will be proved in [27].
Corollary 1.4. Let σ : Mm×n → Mm×n be continuous and satisfy the Con-
dition (OC) with open set Σ ⊂Mm×n × (Rn)m. Assume [A, (bi)] ∈ Σ. Then
the initial-boundary value problem
(1.12)


ut = div σ(Du) in ΩT ,
u(x, t) = Ax (x ∈ ∂Ω, 0 < t < T ),
u(x, 0) = Ax (x ∈ Ω),
possesses a weakly* convergent sequence of Lipschitz weak solutions whose
limit is not a weak solution itself.
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Proof. The result follows easily from Theorem 1.3 by choosing u0(x) = Ax,
f i0(x) = (b
i
1, . . . , b
i
n) and v
i
0(x) =
1
2(ai1x
2
1, . . . , ainx
2
n). 
2. Rank-one convex hull and admissible TN -configurations
2.1. Rank-one hull and TN -configurations. We review some useful def-
initions and refer to Dacorogna [5] for further related results and details.
Let p, q ∈ N. A function g : Mp×q → R is said to be rank-one convex if for
all given X,Y in Mp×q with rankY = 1 the function h(t) = g(X + tY ) is
convex in t ∈ R.
For a compact set S in Mp×q, we define the rank-one convex hull of S by
Src = ∩{g−1(0) : g ≥ 0 is rank-one convex and g|S = 0},
and, for general sets E ⊂Mp×q, we define
Erc = ∪{Src : S ⊂ E and is compact}.
Recall that the convex hull of set E ⊂Mp×q is (equivalently) defined by
Ec = {
pq+1∑
j=1
λjXj : 0 ≤ λj ≤ 1,
pq+1∑
j=1
λj = 1, Xj ∈ E}.
Then Erc ⊆ Ec. Now let Elc,0 = E and define inductively,
Elc,i+1 = Elc,i∪{λX+(1−λ)Y : λ ∈ (0, 1), X, Y ∈ Elc,i, rank(X−Y ) = 1}
for i = 0, 1, . . . ; that is, Elc,i+1 = (Elc,i)lc,1. The lamination hull of E is then
defined by
Elc = ∪∞i=0Elc,i.
One has that Elc ⊆ Erc ⊆ Ec. The famous T4-configuration of Tartar [25]
shows a set E may contain no rank-one connections (i.e., rank(X − Y ) 6= 1
for all X 6= Y in E) and thus Elc = E, but its rank-one convex hull Erc can
be strictly larger than E.
We have the following general definition; see, e.g., [16].
Definition 2.1 (TN -configuration). Let N ≥ 2 and X1, . . . ,XN ∈ Mp×q.
We say that the N -tuple (X1,X2, . . . ,XN ) is a TN -configuration if there
exist matrices P, C1, . . . , CN in M
p×q and real numbers κ1, . . . , κN , with
rank(Cj) = 1,
∑N
j=1Cj = 0 and κj > 1, such that
(2.1)


X1 = P + κ1C1,
X2 = P + C1 + κ2C2,
...
XN = P + C1 + · · · + CN−1 + κNCN .
In this case, define P1 = P, Pj = P +C1 + · · ·+Cj−1 for j = 2, . . . , N , and
(2.2) T (X1, . . . ,XN ) = ∪Nj=1(Xj , Pj),
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where (Xj , Pj) = {(1 − λ)Xj + λPj : 0 < λ < 1}. Let T¯ (X1, . . . ,XN ) =
∪Nj=1[Xj , Pj ] be the closure of T (X1, . . . ,XN ).
X1
P1 = PN+1
XN
P3
P2
XN−1
X2
Figure 1. A general TN -configuration (X1,X2, . . . ,XN ) de-
termined by P = P1 = PN+1 and Cj = Pj+1 − Pj for j =
1, . . . , N.
Remark 2.1. Here, we allow N = 2 and the set {X1,X2, . . . ,XN} to con-
tain rank-one connections. With PN+1 = P1, one has Pj+1 =
1
κj
Xj +
(1 − 1κj )Pj for all j = 1, . . . , N ; hence, there exist numbers ν
j
i ∈ (0, 1) for
i, j = 1, 2, . . . , N such that
(2.3)
N∑
i=1
νji = 1, Pj =
N∑
i=1
νjiXi (j = 1, 2, . . . , N).
For example, when j = 1, if λi = 1− 1κi then
(2.4) ν1i =
(1− λi)λi+1 · · ·λN
1− λ1 · · ·λN ∀ i = 1, . . . , N − 1; ν
1
N =
1− λN
1− λ1 · · ·λN .
Consequently, each Y ∈ T (X1, . . . ,XN ) can be written as a specific convex
combination of Xi’s: Y =
∑N
i=1 νiXi, with νi’s being the specific numbers
determined by the numbers νji in (2.3).
Lemma 2.1. Let (X1,X2, . . . ,XN ) be a TN -configuration in M
p×q given by
(2.1). Then T¯ (X1, . . . ,XN ) ⊂ {X1, . . . ,XN}rc. Moreover, if 1 < κ′j < κj
and X ′j = Pj + κ
′
jCj for j = 1, . . . , N , then the N -tuple (X
′
1,X
′
2, . . . ,X
′
N ) is
also a TN configuration, and T¯ (X
′
1, . . . ,X
′
N ) ⊂ T (X1, . . . ,XN ).
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Proof. Let g ≥ 0 be any rank-one convex function on Mp×q such that
g(Xj) = 0 for all j = 1, . . . , N. Then, with PN+1 = P1,
g(Pj+1) ≤ 1
κj
g(Xj) + (1− 1
κj
)g(Pj) = (1− 1
κj
)g(Pj) ∀ j = 1, . . . , N,
and thus
N∑
j=1
g(Pj) =
N∑
j=1
g(Pj+1) ≤
N∑
j=1
(1− 1
κj
)g(Pj),
from which it follows that g(Pj) = 0 for all j = 1, . . . , N. Hence,
0 ≤ g(λXj + (1− λ)Pj) ≤ λg(Xj) + (1− λ)g(Pj) = 0
for all 0 ≤ λ ≤ 1, which proves [Xj , Pj ] ⊆ g−1(0) and thus T¯ (X1, . . . ,XN ) ⊂
{X1, . . . ,XN}rc. Clearly, (X ′1, . . . ,X ′N ) is a TN -configuration determined by
P,Cj and κ
′
j > 1, and, since κ
′
j < κj, it is obvious that T¯ (X
′
1, . . . ,X
′
N ) ⊂
T (X1, . . . ,XN ). 
2.2. Admissible TN -configurations inM
(m+nm)×(n+1). To study the space-
time inclusion (1.7), we focus on the TN -configurations in M
(m+nm)×(n+1).
Proposition 2.2. Let σ : Mm×n →Mm×n and define
(2.5) K = K(0) =
{[
A a
(Bi) (σi(A))
]
: tr(Bi) = 0 (i = 1, . . . ,m)
}
.
Assume X =
[
A a
(Bi) (bi)
]
∈ Kc; then tr(Bi) = 0 for all i = 1, . . . ,m.
Moreover, if σ satisfies the strong parabolicity condition (1.2), then Klc = K.
Proof. The conclusion about the convex hull Kc follows easily. To prove the
second part, let Y, Y + C be in K, with rankC = 1. Assume
Y =
[
A a
(Bi) (σi(A))
]
, C =
[
p⊗ α sp
(βi ⊗ α) (sβi)
]
,
where tr(Bi) = 0 and (|p|+∑i |βi|)(|α|+ |s|) 6= 0. From Y +C ∈ K one has
(2.6) βi · α = 0, σi(A+ p⊗ α) = σi(A) + sβi (i = 1, . . . ,m);
hence (σi(A+ p⊗ α)− σi(A)) · α = 0 for i = 1, . . . ,m. So, by (1.2),
0 =
m∑
i=1
pi(σ
i(A+p⊗α)−σi(A))·α = 〈σ(A+p⊗α)−σ(A), p⊗α〉 ≥ ν|p|2|α|2.
Thus |p||α| = 0, and so p ⊗ α = 0, which by (2.6) gives sβi = 0 and
C =
[
0 sp
(βi ⊗ α) (0)
]
. This proves (Y, Y + C) ⊂ K, and so Klc,1 = K; thus,
by induction, Klc,j = K for all j, which proves Klc = K. 
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Suppose that (X1, . . . ,XN ) is a TN -configuration determined by P,Cj and
κj and that Xj ∈ K for each j. Then Pj ∈ Krc ⊂ Kc for j = 1, . . . , N ; thus
the rank-one matrices
Cj = Pj+1 − Pj =
[
pj ⊗ αj sjpj
(βij ⊗ αj) (sjβij)
]
(j = 1, . . . , N)
must satisfy the orthogonality condition:
(2.7) βij · αj = 0 (i = 1, . . . ,m; j = 1, . . . , N).
Definition 2.2. A rank-one matrix C inM(m+nm)×(n+1) is called admissible
if it is of the form
(2.8) C =
[
p⊗ α sp
(βi ⊗ α) (sβi)
]
with α 6= 0, βi · α = 0 (i = 1, . . . ,m).
A TN -configuration in M
(m+nm)×(n+1) is called admissible if all its deter-
mining rank-one matrices Cj’s are admissible.
Lemma 2.3. Let 0 < λ < 1 and C =
[
p⊗ α sp
(βi ⊗ α) (sβi)
]
be admissible.
Then, for any bounded open set G ⊂ Rn+1 and 0 < ǫ < 1, there exists a
function ω = [ϕ, (ψi)] ∈ C∞c (Rn+1;Rm × (Rn)m) such that
(a) suppϕ ⊂⊂ G, suppψi ⊂⊂ G (i = 1, . . . ,m);
(b) divψi = 0 in Rn+1 for all i = 1, . . . ,m;
(c)
∫
Rn
ϕ(x, t) dx = 0 for all t ∈ R;
(d) ‖ω‖L∞(Rn+1) < ǫ and ∇ω ∈ [λC, (λ− 1)C]ǫ on Rn+1;
(e) there exist open sets G′, G′′ ⊂⊂ G such that{
∇ω(x, t) = λC in G′, |G′| ≥ (1− ǫ)(1− λ)|G|,
∇ω(x, t) = (λ− 1)C in G′′, |G′′| ≥ (1− ǫ)λ|G|.
Proof. The result with m = 1 has been proved in [12, Lemma 4.5]. For
general m, following the same idea, given h ∈ C∞(Rn+1), let
P[h] = [u, (vi)] = [(α ·Dh)p, (βi ⊗ α− α⊗ βi)Dh].
Then div vi = 0. The proof can be achieved by setting ω = [ϕ, (ψi)] = P[h],
where h = ζ(x, t)f(α · x+ st) for some suitably chosen ζ ∈ C∞c (Rn+1) with
supp ζ ⊂⊂ G and highly oscillatory f ∈ C∞(R) with |α|2f ′′ taking mostly
the values of 0, λ, λ − 1 and with f and f ′ being sufficiently small. 
Thanks to the specific structure of admissible TN -configurations, we es-
tablish the following result directly by iterating Lemma 2.3 in finite steps,
without using the rank-one convex Young measures as in [20].
Theorem 2.4. Assume that (X1, . . . ,XN ) is an admissible TN -configuration
in M(m+nm)×(n+1). Let Y ∈ T (X1, . . . ,XN ) have the specific convex combi-
nation form Y =
∑N
i=1 νiXi, G be bounded open in R
n+1, and 0 < ǫ < 1.
Then there exists ω = [ϕ, (ψi)] ∈ C∞c (Rn+1;Rm × (Rn)m) such that
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(a) suppϕ ⊂⊂ G, suppψi ⊂⊂ G (i = 1, . . . ,m);
(b) divψi = 0 in Rn+1 for all i = 1, . . . ,m;
(c)
∫
Rn
ϕ(x, t) dx = 0 for all t ∈ R;
(d) ‖ω‖L∞(Rn+1) < ǫ and Y +∇ω ∈ [T¯ (X1, . . . ,XN )]ǫ on Rn+1;
(e) there exist disjoint open sets Vi ⊂⊂ G such that |Vi| ≥ (1 − ǫ)νi|G|
and Y + ∇ω(x, t) = Xi in Vi; in particular, if V = ∪Ni=1Vi, then
|V | ≥ (1− ǫ)|G| and Y +∇ω(x, t) ∈ {X1, . . . ,XN} in V.
Proof. Let (X1, . . . ,XN ) be determined by Cj , Pj and κj . Without loss of
generality, we assume Y = (1 − λ)X1 + λP1 for some 0 < λ < 1. Let
C = X1−P1 = κ1C1. Since C is admissible, applying Lemma 2.3, we obtain
ω0 ∈ C∞c (Rn+1) with suppω0 ⊂⊂ G = G0 satisfying (a)-(e) of the lemma,
with a number ǫ′ ∈ (0, ǫ) to be determined later. Hence Y +∇ω0 = Y +λC =
X1 in G
′
0 and Y +∇ω0 = Y + (λ− 1)C = P1 in G′′0 , where
|G′0| ≥ (1− ǫ′)(1 − λ)|G|, |G′′0 | ≥ (1− ǫ′)λ|G|.
We next modify the function ω0 on the open set G1 ≡ G′′0 , where Y +∇ω0 =
P1. For simplicity, set λj = 1 − 1κj ∈ (0, 1) for j = 1, . . . , N. Since P1 =
PN+1 = (1 − λN )XN + λNPN , using C = XN − PN = κNCN and applying
Lemma 2.3 to the open set G1 and the matrix P1, we obtain ω1 ∈ C∞c (Rn+1)
with suppω1 ⊂⊂ G1 satisfying (a)-(e) of the lemma with open set G1 and
number ǫ′. Hence P1 + ∇ω1 = XN in G′1 ⊂⊂ G1 and P1 + ∇ω1 = PN in
G′′1 ⊂⊂ G1, where
|G′1| ≥ (1− ǫ′)(1− λN )|G1|, |G′′1 | ≥ (1− ǫ′)λN |G1|.
Let G2 = G
′′
1 . Using PN = (1− λN−1)XN−1 + λN−1PN−1, we repeat the
above procedure to obtain ω2 ∈ C∞c (Rn+1) with suppω2 ⊂⊂ G2 satisfying
(a)-(e) of the lemma with open set G2 and number ǫ
′. Hence PN +∇ω2 =
XN−1 in G
′
2 ⊂⊂ G2 and PN +∇ω2 = PN−1 in G′′2 ⊂⊂ G2, where
|G′2| ≥ (1− ǫ′)(1− λN−1)|G2| ≥ (1− ǫ′)2(1− λN−1)λN |G1|,
|G′′2 | ≥ (1− ǫ′)λN−1|G2| ≥ (1− ǫ′)2λN−1λN |G1|.
Continue this procedure until we reach the identity P2 = (1− λ1)X1+λ1P1
to obtain ωN ∈ C∞c (Rn+1) with suppωN ⊂⊂ GN = G′′N−1 satisfying (a)-(e)
of the lemma with open set GN and number ǫ
′. Hence P2 +∇ωN = X1 in
G′N ⊂⊂ GN and P2 +∇ωN = P1 in G′′N ⊂⊂ GN , with
|G′N | ≥ (1− ǫ′)N (1− λ1)λ2 · · ·λN |G1|, |G′′N | ≥ (1− ǫ′)Nλ1 · · ·λN |G1|.
Let µ = λ1 · · ·λN and ω˜1 = ω1+ · · ·+ωN . Then ω˜ ∈ C∞c (Rn+1), supp ω˜1 ⊂⊂
G1, Y +∇ω˜1 = P1 on G′′N , and Y +∇ω˜1 = Xj on open set V 1j = G′N+1−j ⊂⊂
G1 for j = 1, . . . , N, where
|V 1j | = |G′N+1−j | ≥ (1− ǫ′)N+1−j(1− λj)λj+1 · · ·λN |G1|.
By (2.4), it follows that (1− λj)λj+1 · · ·λN = ν1j (1− µ) and thus
(2.9) |V 1j | ≥ (1− ǫ′)Nν1j (1− µ)|G1|.
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We now perform the previous modification procedures for the function ω˜1
on the open set G11 ≡ G′′N (where Y +∇ω˜1 = P1). In this way, we obtain
open sets V 2j ⊂⊂ G11 for j = 1, . . . , N and a function ω˜2 ∈ C∞c (Rn+1) with
supp ω˜2 ⊂⊂ G11 such that Y +∇ω˜2 = Xj on V 2j and
|V 2j | ≥ (1− ǫ′)Nν1j (1− µ)|G11| ≥ (1− ǫ′)2Nν1j (1− µ)µ|G1|.
Moreover, Y +∇ω˜2 = P1 on an open set G′′12 ⊂⊂ G11 with
|G′′12| ≥ (1− ǫ′)Nµ|G11| ≥ (1− ǫ′)2Nµ2|G1|.
We iterate this procedure on the open set G21 = G
′′
12 and, after k it-
erations, we obtain open sets V k+1j ⊂⊂ Gk1 = G′′(k−1)2 and a function
ω˜k+1 ∈ C∞c (Rn+1) with supp ω˜k+1 ⊂⊂ Gk1 such that Y + ∇ω˜k+1 = Xj
on V k+1j and
|V k+1j | ≥ (1− ǫ′)(k+1)Nν1j (1− µ)µk|G1|.
In general, |V i+1j | ≥ (1 − ǫ′)(i+1)Nν1j (1 − µ)µi|G1| ≥ (1 − ǫ′)(k+1)Nν1j (1 −
µ)µi|G1| for i = 0, 1, . . . , k. Let
ω˜ =
k+1∑
j=1
ω˜j, V˜j =
k⋃
i=0
V i+1j .
Then, ω˜ ∈ C∞c (Rn+1) with supp ω˜ ⊂⊂ G1, Y +∇ω˜ = Xj in V˜j ⊂⊂ G1, and
|V˜j | ≥ (1− ǫ′)(k+1)Nν1j (1− µ)(
k∑
i=0
µi)|G1| = (1− ǫ′)(k+1)Nν1j (1− µk+1)|G1|.
Finally, we first select k ∈ N sufficiently large so that (1−µk+1) ≥ (1− ǫ)1/2
and then select 0 < ǫ′ < ǫ sufficiently small so that
(k + 1)(N + 1)ǫ′ < ǫ, (1− ǫ′)(k+2)N ≥ (1− ǫ)1/2.
Let ω = ω0 + ω˜ ∈ C∞(Rn+1). Then, suppω ⊂⊂ G, Y +∇ω = Xj in V˜j for
j = 2, . . . , N and Y +∇ω = X1 on V1 = V˜1 ∪G′0. For j = 2, . . . , N ,
|V˜j | ≥ (1− ǫ′)(k+1)Nν1j (1− µk+1)|G1| ≥ (1− ǫ)ν1j λ|G| = (1− ǫ)νj |G|.
Also, noting that ν1 = (1− λ) + λν11 , one has
|V1| = |G′0|+ |V˜1| ≥ (1− ǫ′)(1− λ)|G| + (1− ǫ)ν11λ|G| ≥ (1− ǫ)ν1|G|.
Furthermore, ‖ω‖L∞ < (k + 1)(N + 1)ǫ′ < ǫ and
dist(Y +∇ω; T¯ (X1, . . . ,XN )) < (k + 1)(N + 1)ǫ′ < ǫ.
The proof is thus finished. 
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3. τN -configurations and the Condition (OC)
Let P be the “diagonal” projection in M(m+nm)×(n+1) defined by
(3.1) P
([
A a
(Bi) (bi)
])
= [A, (bi)] ∈Mm×n × (Rn)m.
Assume σ : Mm×n →Mm×n ∼= (Rn)m and K is defined by (2.5). Then
(3.2) K = P(K) = {[A, (σi(A))] : A ∈Mm×n}
is exactly the graph of σ in Mm×n × (Rn)m. The following result is useful.
Lemma 3.1. Let (X1, . . . ,XN ) be an admissible TN -configuration given by
P,Cj and κj > 1, where
P =
[
A˜ a˜
(B˜i) (b˜i)
]
, Cj =
[
pj ⊗ αj sjpj
(βij ⊗ αj) (sjβij)
]
.
Let
(3.3) P˜ =
[
A˜ 0
(0) (b˜i)
]
, Csj =
[
pj ⊗ αj ssjpj
1
s (β
i
j ⊗ αj) (sjβij)
]
(s 6= 0)
and let P˜ s1 = P˜ , and P˜
s
j = P˜ + C
s
1 + · · · + Csj−1 for j = 2, . . . , N. Then
{X˜sj = P˜ sj + κjCsj }Nj=1 forms an admissible TN -configuration given by P˜ , Csj
and κj , with P(T (X˜
s
1 , . . . , X˜
s
N )) = P(T (X1, . . . ,XN )). Furthermore, if Xj ∈
K then X˜sj ∈ K.
Proof. Clearly Csj is an admissible rank-one matrix. From
∑N
j=1Cj = 0,
we have
∑N
j=1C
s
j = 0, and thus the N -tuple (X˜
s
1 , . . . , X˜
s
N ) forms an ad-
missible TN -configuration given by P˜ , C
s
j and κj . Since P(P˜ ) = P(P ) and
P(Csj ) = P(Cj), one has P(X˜
s
j ) = P(Xj) and P(P˜
s
j ) = P(Pj), which proves
P((Xj , Pj ]) = P((X˜
s
j , P˜
s
j ]) and thus
P(T (X˜s1 , . . . , X˜
s
N )) = P(T (X1, . . . ,XN )).
Finally, if Xj ∈ K then P(X˜sj ) = P(Xj) ∈ K; thus X˜sj ∈ K. 
Definition 3.1 (τN -configuration). We say that an N -tuple (ξ1, ξ2, . . . , ξN )
with ξj ∈ Mm×n × (Rn)m is a τN -configuration provided that there exist
ρ, γ1, . . . , γN in M
m×n × (Rn)m, and κ1 > 1, . . . , κN > 1 such that
(3.4)


ξ1 = ρ+ κ1γ1,
ξ2 = ρ+ γ1 + κ2γ2,
...
ξN = ρ+ γ1 + · · ·+ γN−1 + κNγN ,
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where γj = [pj ⊗ αj , (sjβij)], with sj ∈ R, αj 6= 0, βij ∈ Rn and pj ∈ Rm
satisfying ∑N
j=1 sjpj = 0,
∑N
j=1 sjβ
i
j = 0 (i = 1, . . . ,m),(3.5) ∑N
j=1 pj ⊗ αj = 0,
∑N
j=1 β
i
j ⊗ αj = 0 (i = 1, . . . ,m),(3.6)
βij · αj = 0 (j = 1, . . . , N ; i = 1, . . . ,m).(3.7)
In this case, define ρ1 = ρ, ρj = ρ+ γ1 + · · ·+ γj−1 for j = 2, . . . , N , and
(3.8) τ(ξ1, . . . , ξN ) = ∪Nj=1(ξj, ρj).
Remark 3.1. Let MN be the set of all τN -configurations. As a subset
of [Mm×n × (Rn)m]N , due to possible degeneracy in conditions (3.5)–(3.7),
MN may not be a sub-manifold even locally near a given τN -configuration.
We instead consider certain special τN -configurations of MN . For example,
if sj = αj · δ for some fixed δ ∈ Rn, then condition (3.5) follows automat-
ically from (3.6); the choice of sj = αj · δ represents a time scaling that is
proportional to the spatial scaling. See Subsection 3.2 for more details.
We are now in a position to define our Condition (OC).
Definition 3.2 (Condition (OC)). A function σ : Mm×n → Mm×n is said
to satisfy Condition (OC) provided that there exists a nonempty bounded
open set Σ ⊂Mm×n × (Rn)m satisfying the following property:
(3.9)
{
∀ [A, (bi)] ∈ Σ ∃ N ≥ 2 and τN -configuration (ξ1, . . . , ξN )
such that ξj ∈ K for all j and [A, (bi)] ∈ τ(ξ1, . . . , ξN ) ⊆ Σ.
3.1. The case of single unknown function. Assumem = 1. In this case,
any τ2-configuration (ξ1, ξ2) in K is given by ξj = [pj, σ(pj)] for j = 1, 2 with
p1, p2 ∈ Rn satisfying G(p1, p2) = 0, where
G(p, q) = (σ(p)− σ(q)) · (p− q) ∀ p, q ∈ Rn.
Let ∆ = {p ∈ Rn |σ is C1 near p}. For p ∈ ∆, denote by σ′(p) the n × n
matrix (∂σi(p)/∂pj) (i, j = 1, . . . , n). For p, q ∈ ∆, let
δ(p, q) = det
[
σ′(p)− σ′(q) σ(p)− σ(q)− σ′(q)(p − q)
(σ(p) − σ(q) + σ′(p)T (p − q))T 0
]
.
Proposition 3.2. Let ∆+,∆− be nonempty open subsets of ∆. Suppose
δ(p, q) 6= 0 for all p ∈ ∆+, q ∈ ∆− and G(p0, q0) = 0 for some p0 ∈ ∆+,
q0 ∈ ∆−. Define
Σ =
{
[p, β] ∈ Rn × Rn
∣∣∣ ∃λ ∈ (0, 1), p+ ∈ ∆+, p− ∈ ∆−, G(p+, p−) = 0
with [p, β] = λ[p+, σ(p+)] + (1− λ)[p−, σ(p−)]
}
.
Then Σ is nonempty, open and satisfies condition (3.9) with N = 2.
Proof. Since G(p0, q0) = 0, it follows easily that Σ 6= ∅; clearly, Σ satisfies
(3.9). To show Σ is open, let [p¯, β¯] ∈ Σ. Assume [p¯, β¯] = λ¯[p¯+, σ(p¯+)] + (1−
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λ¯)[p¯−, σ(p¯−)], where λ¯ ∈ (0, 1), p¯+ ∈ ∆+, p¯− ∈ ∆− and G(p+, p−) = 0; thus
p¯− =
p¯−λ¯p¯+
1−λ¯
. Let q(p+, λ, p) =
p−λp+
1−λ , and define
F (p+, λ, p, β) =
(
λσ(p+) + (1− λ)σ(q(p+, λ, p)) − β
(σ(p+)− β) · (p+ − p)
)
for p+ ∈ Rn, λ ∈ (0, 1), p ∈ Rn and β ∈ Rn. Then,
∂q(p+, λ, p)
∂p+
= − λ
1− λIn,
∂q(p+, λ, p)
∂λ
=
p− p+
(1− λ)2 ,
(3.10) q(p¯+, λ¯, p¯) = p¯−, F (p¯+, λ¯, p¯, β¯) = 0,
and F is C1 near (p¯+, λ¯, p¯, β¯) with partial Jacobian matrix
∂F (p+, λ, p, β)
∂(p+, λ)
=
[
λ(σ′(p+)− σ′(q)) σ(p+)− σ(q)− σ′(q)(p+ − q)
(σ′(p+)
T (p+ − p) + σ(p+)− β)T 0
]
,
where q = q(p+, λ, p). From (3.10), we have
det
∂F (p¯+, λ¯, p¯, β¯)
∂(p+, λ)
= λ¯n(1− λ¯)δ(p¯+, p¯−) 6= 0.
Hence, by the Implicit Function Theorem, there exist neighborhoods Bǫ(p¯),
Bǫ(β¯), Bǫ(p¯+) ⊂ ∆+, Bǫ(λ¯) ⊂ (0, 1) and a C1 function
(p+, λ) = (p+(p, β), λ(p, β)) : Bǫ(p¯)×Bǫ(β¯)→ Bǫ(p¯+)×Bǫ(λ¯)
such that, for all (p, β) ∈ Bǫ(p¯)×Bǫ(β¯),
F (p+(p, β), λ(p, β), p, β) = 0, δ(p+(p, β), p−(p, β)) 6= 0,
where p−(p, β) = q(p+(p, β), λ(p, β), p) is also C
1 in the domain. Since
p−(p¯, β¯) = p¯− ∈ ∆−, we may choose an even smaller ǫ > 0 so that p−(p, β) ∈
∆− for all [p, β] ∈ Bǫ(p¯) × Bǫ(β¯). Hence, for all [p, β] ∈ Bǫ(p¯) × Bǫ(β¯), it
follows that λ˜ = λ(p, β) ∈ (0, 1), p˜+ = p+(p, β) ∈ ∆+, p˜− = p−(p, β) ∈ ∆−,
G(p˜+, p˜−) = 0, and
[p, β] = λ˜[p˜+, σ(p˜+)] + (1− λ˜)[p˜−, σ(p˜−)];
thus, by the definition of Σ, we have [p, β] ∈ Σ, and so Σ is open. 
Remark 3.2. Suppose that G(p0, q0) = 0 for some p0 6= q0 in ∆; this
is guaranteed if σ is smooth and nonmonotone. Note that δ(p0, q0) is a
polynomial of P = σ′(p0) and Q = σ
′(q0); write this polynomial as j(P,Q).
From G(p0, q0) = 0, it follows that
j(I,−I) = 2n−1[|σ(p0)− σ(q0)|2 + |p0 − q0|2] > 0;
thus j(P,Q) is not identically zero. Therefore, for any ǫ > 0, there exists a
smooth function σ˜ such that ‖σ − σ˜‖C0 < ǫ, σ˜ agrees with σ at p0 and q0,
|σ˜′(p) − σ′(p)| < ǫ at both p = p0 and q0, and δ˜(p0, q0) 6= 0. Thus for such
a function σ˜ one can always find sets ∆±; so, by Proposition 3.2, σ˜ satisfies
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the Condition (OC) with N = 2. Such ideas will be greatly explored and
generalized in [27] for constructing certain polyconvex gradient flows.
3.2. The case of dimension 2. Let n = 2; then condition (3.7) is equiva-
lent to (βij)
⊥ = qijαj for some q
i
j ∈ R, where β⊥ = βJ = (b,−a) ∈ R2 for all
β = (a, b) ∈ R2. Define L : Mm×2 × (R2)m →M2m×2 by
(3.11) L([A, (bi)]) =
[
A
BJ
]
∀B = (bik) ∈Mm×2.
Then L is a linear bijection. One easily sees that (ξ1, . . . , ξN ) is a τN -
configuration in Mm×2 × (R2)m if and only if (Lξ1, . . . ,LξN ) is a special
TN -configuration in M
2m×2, whose determining rank-one matrices are given
by Cj = Lγj =
(
pj
sjqj
)
⊗ αj with pj ∈ Rm, qj ∈ Rm, αj ∈ R2 \ {0} and
sj ∈ R satisfying
(3.12)


N∑
j=1
pj ⊗ αj = 0,
N∑
j=1
sjqj ⊗ αj = 0,
N∑
j=1
sjpj = 0,
N∑
j=1
qj ⊗ αj ⊗ αj = 0;
here, for general vectors a ∈ Rp, b ∈ Rq and c ∈ Rr, a ⊗ b ⊗ c denotes the
tensor (aibjck) for 1 ≤ i ≤ p, 1 ≤ j ≤ q, 1 ≤ k ≤ r.
Remark 3.3. The first two conditions in (3.12) are the conditions defining
a general TN -configuration inM
2m×2, while the last two conditions are extra
requirements for producing a τN -configuration in M
m×2× (R2)m. Therefore,
a general TN -configuration in M
2m×2 does not produce a τN -configuration
in Mm×2 × (R2)m, only the special ones satisfying (3.12) do.
The conditions in (3.12) may be degenerate; thus, we will focus on certain
more specific configurations.
Definition 3.3. Assume N ≥ 3. Let M ′N be the set of TN -configurations
(X1, . . . ,XN ) in M
2m×2 whose determining rank-one matrices are given by
Cj =
(
pj
(αj · δ)qj
)
⊗ αj, where pj ∈ Rm, qj ∈ Rm, αj ∈ R2 \ {0}, δ ∈ R2, at
least three of αj ’s are mutually noncollinear, and
(3.13)
N∑
j=1
pj ⊗ αj = 0,
N∑
j=1
qj ⊗ αj ⊗ αj = 0.
(Thus all conditions in (3.12) are automatically satisfied with sj = αj · δ.)
We define M′N = L−1(M ′N ) to be the set of special τN -configurations in
M
m×2 × (R2)m.
Lemma 3.3. Let N ≥ 3. Then dimM ′N = (2m+2)N+1−m in (M2m×2)N .
NONUNIQUENESS AND INSTABILITY FOR DIFFUSION EQUATIONS 15
Proof. Let (X1, . . . ,XN ) ∈ M ′N be determined by P,Cj and κj , with Cj =(
pj
(αj · δ)qj
)
⊗ αj as above. Write αj = (xj , yj) ∈ R2. Then (3.13) is equiv-
alent to
(3.14)
{∑N
j=1 xjpj =
∑N
j=1 yjpj = 0,∑N
j=1 x
2
jqj =
∑N
j=1 y
2
j qj =
∑N
j=1 xjyjqj = 0.
Note that, for a, b, c, x, y, z ∈ R,
det

a2 b2 c2x2 y2 z2
ax by cz

 = det(a b
x y
)
det
(
b c
y z
)
det
(
c a
z x
)
and thus, since at least three of αj ’s are mutually noncollinear, we have
rank
(
x1 x2 . . . xN
y1 y2 . . . yN
)
= 2, rank

 x21 x22 . . . x2Ny21 y22 . . . y2N
x1y1 x2y2 . . . xNyN

 = 3.
Consequently, given αj as described above, from (3.14), the dimension of
solutions (pj) in (R
m)N is m(N − 2) and the dimension of solutions (qj)
in (Rm)N is m(N − 3). Note that for rj 6= 0 the change of variables αj →
1
rj
αj , pj → rjpj, qj → r2j qj does not change the rank-one matrix Cj and that
for s 6= 0 the change of variables δ → 1sδ and qj → sqj does not change Cj;
thus, counting αj , δ, pj and qj, modulo rj and s, the dimension of Cj equals
2N + 2 +m(N − 2) +m(N − 3)−N − 1 = (2m+ 1)N + 1− 5m.
Finally, adding the dimensions of (Cj), (κj) and P proves the result. 
Remark 3.4. Let m = n = 2, K = L(K) and KN = K×· · ·×K (N -times).
By Lemma 3.3, dim(M ′4 ∩K4) ≥ dimM ′4 + dimK4 − dim(M4×2)4 ≥ 7 and
thus dim(τ(M′4 ∩K4)) ≥ 8 = dim(M2×2 × (R2)2). Therefore, it is plausible
that an open set Σ in M2×2×(R2)2 can be found so that the Condition (OC)
is satisfied with N = 4 for certain functions σ satisfying (1.2). However, if
σ = DF and F is strongly polyconvex, then a result of [16, Proposition
3.11] shows that it is impossible for any τ4-configuration to be embedded
on K4. In Yan [27], motivated by [24], we show that, for certain polyconvex
functions F , the embedding of even certain special τ5-configurations in K5
is possible.
4. General existence by Baire’s category
Given an open set G ⊂ Rp and a function ψ ∈ W 1,∞(G;Rq), we use the
following notation:
W 1,∞ψ (G;R
q) = {φ ∈W 1,∞(G;Rq) : φ|∂G = ψ}.
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Theorem 4.1. Let σ : Mm×n → Mm×n be continuous, u¯ ∈ W 1,∞(ΩT ;Rm),
and let U be a nonempty bounded set in W 1,∞u¯ (ΩT ;Rm). Assume for each
ǫ > 0 there exists a subset
Uǫ ⊂ {u ∈ U | ‖ut − div σ(Du)‖H−1(ΩT ) < ǫ}
which is dense in U in the L∞(ΩT ;Rm)-norm. Then the solution set
S = {u ∈W 1,∞u¯ (ΩT ;Rm) |u is Lipschitz solution of (1.1)}
is also dense (thus nonempty) in U in the L∞(ΩT ;Rm)-norm.
Proof. Let X be the closure of U in L∞(ΩT ;Rm). Then (X , L∞) is a complete
metric space. Since U is bounded in W 1,∞(ΩT ;Rm), it follows that X ⊂
W 1,∞u¯ (ΩT ;R
m). By the density assumption, Uǫ is also dense in (X , L∞).
Let Y = L2(ΩT ; (Rn+1)m); then (Y, L2) is a complete metric space as well.
Since X ⊂W 1,∞u¯ (ΩT ;Rm), the operator
∇ = (D, ∂t) : X → Y
is well-defined. Given u ∈ X , write u = u¯ + φ, where φ ∈ W 1,∞0 (ΩT ;Rm)
extended to be zero outside of ΩT . Let ρk ∈ C∞c (Rn+1) be the standard
mollifiers on Rn+1 as k →∞ and let ∇ku = ∇u¯+∇(ρk ∗ φ). Then
∇ku = ∇u¯+ ρk ∗ ∇φ = ∇u¯+ φ ∗ ∇ρk.
Then ‖∇ku1−∇ku2‖L2 ≤ Ck‖u1−u2‖L∞ for all u1, u2 ∈ X ; hence ∇k : X →
Y is continuous; furthermore, ‖∇ku−∇u‖L2 → 0 as k →∞ for all u ∈ X .
This proves that ∇ : (X , L∞)→ (Y, L2) is the pointwise limit of a sequence
of continuous functions ∇k : (X , L∞) → (Y, L2) and thus is a Baire-one
function [5]. Let G ⊂ X be the set of continuity points of ∇. Then G is
dense in (X , L∞). To complete the proof, we show that G ⊂ S. Let u ∈ G.
Since Uǫ is dense in X , there exists uj ∈ U1/j ⊂ X such that ‖uj − u‖L∞ <
1/j → 0. Since ∇ is continuous at u ∈ G, we have ‖∇uj−∇u‖L2 → 0. Hence
σ(Duj)→ σ(Du) and ujt → ut in L2(ΩT ); thus
‖ut − div σ(Du)‖H−1(ΩT ) = limj→∞‖u
j
t − div σ(Duj)‖H−1(ΩT ) = 0,
which proves that u is a Lipschitz solution of (1.1) and hence u ∈ S. 
The H−1-norm involved in Theorem 4.1 can be estimated as follows.
Lemma 4.2. Let u ∈ W 1,∞(ΩT ;Rm) and vi ∈ W 1,∞(ΩT ;Rn) for i =
1, . . . ,m. If ui = div vi a.e. in ΩT for each i, then
‖ut − div σ(Du)‖H−1(ΩT ) ≤ C‖vt − σ(Du)‖L2(ΩT ).
Proof. For all φ ∈ H10 (ΩT ) and i = 1, . . . ,m, from ui = div vi, one has
〈uit − div σi(Du), φ〉 = −
∫
ΩT
uiφt dxdt+
∫
ΩT
σi(Du) ·Dφdxdt
=
∫
ΩT
(σi(Du)− vit) ·Dφdxdt ≤ ‖vit − σi(Du)‖L2(ΩT )‖Dφ‖L2(ΩT ).
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The result follows from the definition of ‖uit − div σi(Du)‖H−1(ΩT ). 
Let σ : Mm×n →Mm×n satisfy Condition (OC) with open set Σ ⊂Mm×n×
(Rn)m as given in Definition 3.2. Let u¯ ∈ C1(Ω¯T ;Rm) and v¯i ∈ C1(Ω¯T ;Rn)
satisfy
(4.1) u¯i = div v¯i, [Du¯, (v¯it)] ∈ Σ on Ω¯T (i = 1, . . . ,m).
In order to construct admissible subsolution sets U and Uǫ as required in
Theorem 4.1, we employ the piecewise C1 functions on finitely many pieces.
Definition 4.1. Let E ⊂ Rp be an open set and f : E → Rq. We say that
f is (finitely) piecewise C1 on E and write f ∈ C1piece(E) if there exists a
finite family of disjoint open sets {E1, . . . , Eµ} in E such that
|∂Ej | = 0, f ∈ C1(E¯j) ∀ j = 1, . . . , µ, |E \ ∪µj=1Ej| = 0.
In this case, we say that {E1, . . . , Eµ} is a partition for f . In the following,
for simplicity, we set
C1u¯(Ω¯T ;R
m) =W 1,∞u¯ (ΩT ;R
m) ∩ C1(Ω¯T ),
C1v¯i,pc(ΩT ;R
n) =W 1,∞
v¯i
(ΩT ;R
n) ∩ C1piece(ΩT ).
Theorem 4.3. Let a > ‖u¯t‖L∞(ΩT ) be fixed. Define
U =

u ∈ C
1
u¯(Ω¯T ;R
m)
∣∣∣
‖ut‖L∞(ΩT ) < a; ∃vi ∈ C1v¯i,pc(ΩT ;Rn) with
partition {Ej}µj=1 such that ui = div vi and
[Du, (vit)] ∈ Σ on E¯j ∀ 1 ≤ i ≤ m, 1 ≤ j ≤ µ


and, for ǫ > 0,
Uǫ =
{
u ∈ U
∣∣∣ ∃ vi ∈ C1v¯i,pc(ΩT ;Rn) with partition {Ej}µj=1 such that
ui = div vi, [Du, (vit)] ∈ Σ on E¯j, ‖vit − σi(Du)‖L2(ΩT ) < ǫ
}
.
Then for each ǫ > 0 the set Uǫ is dense in U under the L∞-norm.
The proof of this density theorem will be given in the next final section.
It is easily seen that our main theorem, Theorem 1.1, follows by combining
Theorem 4.1 and Theorem 4.3.
5. The density result: Proof of Theorem 4.3
This final section is devoted to the proof of the density result: Theorem
4.3. We first discuss some useful constructions. Let Q˜0 = (0, 1)
n ⊂ Rn and
Q0 = Q˜0 × (0, 1) ⊂ Rn+1 be the open unit cubes. For y ∈ Rn+1 and l > 0,
let Qy,l = y + lQ0.
The following result can be found in Kim & Yan [12].
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Lemma 5.1 ([12, Theorem 2.3]). Let u ∈W 1,∞0 (Q0) with
∫
Q˜0
u(x, t)dx = 0
for all t ∈ (0, 1). Then there exists a function v = Ru ∈W 1,∞0 (Q0;Rn) such
that div v = u a.e. in Q0 and
(5.1) ‖vt‖L∞(Q0) ≤ Cn‖ut‖L∞(Q0),
where Cn is a constant depending only on n. Moreover, if in addition u ∈
C1(Q¯0) then v = Ru ∈ C1(Q¯0;Rn).
Given y¯ ∈ Rn+1 and l > 0, let Ly¯,l : W 1,∞(Q0;Rd) → W 1,∞(Qy¯,l;Rd) be
the rescaling operator defined by
(Ly¯,lf)(y) = lf(y − y¯
l
) (y ∈ Qy¯,l)
for all f ∈W 1,∞(Q0;Rd). Note that ∇(Ly¯,lf)(y) = (∇f)(y−y¯l ) for y ∈ Qy¯,l.
From Lemma 5.1, the following result is immediate.
Corollary 5.2. Let φ ∈W 1,∞0 (Q0) with
∫
Q˜0
φ(x, t) dx = 0 for all t ∈ (0, 1).
Let φ˜ = Ly¯,lφ and g˜ = Ry¯,lφ := lLy¯,l(Rφ) inW 1,∞0 (Qy¯,l;Rn). Then div g˜ = φ˜
a.e. in Qy¯,l and
(5.2) ‖g˜t‖L∞(Qy¯,l) ≤ Cnl‖φ˜t‖L∞(Qy¯,l).
Moreover, if in addition φ ∈ C1(Q¯0) then g˜ = Ry¯,lφ ∈ C1(Q¯y¯,l;Rn).
Proof of Theorem 4.3. Let U and Uǫ be defined as above. Clearly u¯ ∈ U ;
so U 6= ∅. Since Σ is bounded, let
M := sup
[A,(bi)]∈Σ
(|A|+ |σ(A)| + |bi|) <∞,
M˜ = max
|A|≤1+3M
|σ(A)|, α(s) = sup
|A|,|A′|≤1+3M
|A−A′|<s
|σ(A) − σ(A′)|.(5.3)
The uniform continuity of σ on |A| ≤ 1 + 3M implies that α(s) → 0 as
s→ 0+. Moreover, U is a bounded set in W 1,∞u¯ (ΩT ;Rm) with
(5.4) ‖ut‖L∞(ΩT ) + ‖Du‖L∞(ΩT ) ≤ a+M ∀ u ∈ U .
Let ǫ > 0, u ∈ U and ρ > 0 be fixed. Then ‖ut‖L∞(ΩT ) < a and there
exist functions vi ∈ C1
v¯i,pc
(ΩT ;R
n) with partition {Ej}µj=1 such that
ui = div vi, [Du, (vit)] ∈ Σ on E¯j (i = 1, . . . ,m; j = 1, . . . , µ).
The goal is to construct a function u˜ ∈ Uǫ such that ‖u˜ − u‖L∞(ΩT ) < ρ;
that is, we are to construct a function u˜ ∈ C1u¯(Ω¯T ;Rm) such that
(i) ‖u˜t‖L∞(ΩT ) < a and ‖u˜− u‖L∞(ΩT ) < ρ;
(ii) ∃ v˜i ∈ C1v¯i,pc(ΩT ;Rn) and some partition {Pj}κj=1 with
(5.5)


u˜i = div v˜i on each P¯j,
[Du˜, (v˜it)] ∈ Σ on each P¯j ,
‖v˜it − σi(Du˜)‖L2(ΩT ) < ǫ.
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We accomplish the construction of u˜ in several steps. For simplicity, in
what follows, we write y = (x, t).
Step 1. Fix ν ∈ {1, . . . , µ} and y¯ ∈ Eν . Let A = Du(y¯) and bi = vit(y¯);
then [A, (bi)] ∈ Σ. By Condition (OC), there exists a τN -configuration
(ξ1, ξ2, . . . , ξN ) in K given by ρ = [A˜, (b˜
i)], γj = [pj ⊗ αj , (sjβij)] and κj > 1
such that [A, (bi)] ∈ τ(ξ1, . . . , ξN ) ⊂ Σ. With these A˜, b˜i, pj , αj , sj, βij and
κj, let P˜ , P˜
s
j and (X˜
s
1 , . . . , X˜
s
N ) be defined as in Lemma 3.1. Let τ > 0 be
sufficiently small so that, for
(5.6) Xs,τj = (1− τ)X˜sj + τP˜ sj (j = 1, . . . , N),
the N -tuple (Xs,τ1 , . . . ,X
s,τ
N ) is an admissible TN -configuration and that
[A, (bi)] ∈ P(T (Xs,τ1 , . . . ,Xs,τN )); note that P(Xs,τj ) = P(X1,τj ) for all s 6= 0.
Since
lim
τ→0+
dist(P(X1,τj );K) = dist(P(X˜
1
j );K) = dist(ξj ;K) = 0,
there exists a further smaller τ > 0 such that
(5.7) dist(P(X1,τj );K) <
ǫ
8(|ΩT |)1/2
(j = 1, . . . , N).
Fix such a τ > 0. Then
P(T¯ (X1,τ1 , . . . ,X
1,τ
N )) ⊂ P(T (X1, . . . ,XN )) ⊂ Σ.
Since Σ is open and P(T¯ (X1,τ1 , . . . ,X
1,τ
N )) is compact, there exists a number
δτ > 0 such that
[P(T¯ (X1,τ1 , . . . ,X
1,τ
N ))]δτ ⊂ Σ.
Hence, for all s 6= 0,
(5.8) P([T¯ (Xs,τ1 , . . . ,X
s,τ
N )]δτ ) ⊂ [P(T¯ (Xs,τ1 , . . . ,Xs,τN ))]δτ ⊂ Σ.
Step 2. Apply Theorem 2.4 to the unit cube G = Q0 ⊂ Rn+1 with P˜ ∈
T (Xs,τ1 , . . . ,X
s,τ
N ) to obtain a function ω = [ϕ, (ψ
i)] ∈ C∞c (Q0;Rm× (Rn)m)
such that
(a) divψi = 0 in Q¯0,
(b) |{y ∈ Q0 : [A+Dϕ(y), (bi + ψit(y))] /∈ {ξ1, . . . , ξN}| < ǫ′,
(c) [A+Dϕ(y), (bi + ψit(y))] ∈ P([T¯ (Xs,τ1 , . . . ,Xs,τN )]ǫ′) for all y ∈ Q0,
(d) ‖ϕt‖L∞(Q0) < ǫ′ +M ′|s|; ‖ϕ‖L∞(Q0) < ǫ′,
(e)
∫
Q˜0
ϕ(x, t) dx = 0 for all t ∈ (0, 1),
whereM ′ > 0 is a constant depending on [A, (bi)], and ǫ′ ∈ (0, 1) is a number
to be chosen later.
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Step 3. Let 0 < l < 1. Consider the functions [ϕ˜, (ψ˜i)] = Ly¯,l[ϕ, (ψi))] and
g˜i = Ry¯,lϕi defined on Qy¯,l, where Ly¯,l and Ry¯,l are the operators defined
above. Let
(5.9) u˜ = uy¯,l = u+ ϕ˜, v˜
i = viy¯,l = v
i + ψ˜i + g˜i on Qy¯,l.
Then, u˜ ∈ u + C∞c (Qy¯,l), v˜i ∈ W 1,∞vi (Qy¯,l) ∩ C1(Q¯y¯,l), and div v˜i = u˜i on
Q¯y¯,l. By (c) and (d) of Step 2, (5.3), and Corollary 5.2, we have
(5.10)


‖u˜− u‖L∞(Qy¯,l) = ‖ϕ˜‖L∞(Qy¯,l) < lǫ′ < ǫ′,
‖u˜t‖L∞(Qy¯,l) < ‖ut‖L∞(ΩT ) + ǫ′ +M ′|s|,
‖g˜it‖L∞(Qy¯,l) ≤ Cnl(ǫ′ +M ′|s|),
‖Dϕ˜‖L∞(Qy¯,l) ≤ ǫ′ +M,
‖ψ˜it‖L∞(Qy¯,l) ≤ ǫ′ +M.
Step 4. In this step, we estimate ‖v˜it − σi(Du˜)‖L2(Qy¯,l). Note that
‖v˜it−σi(Du˜)‖L2(Qy¯,l) = ‖vit + ψ˜it + g˜it − σi(Du+Dϕ˜)‖L2(Qy¯,l)
≤ ‖vit − bi‖L2(Qy¯,l) + ‖bi + ψ˜it − σi(A+Dϕ˜)‖L2(Qy¯,l)
+ ‖g˜it‖L2(Qy¯,l) + ‖σi(A+Dϕ˜)− σi(Du+Dϕ˜)‖L2(Qy¯,l).
By (5.10),
‖g˜it‖L2(Qy¯,l) ≤ Cnl(ǫ′ +M ′|s|)|Qy¯,l|1/2.
Note that
‖bi + ψ˜it − σi(A+Dϕ˜)‖2L2(Qy¯,l) =
∫
F∪G
|bi + ψ˜it − σi(A+Dϕ˜)|2 dy,
where G = Qy¯,l \ F and
F = {y ∈ Qy¯,l | [A+Dϕ˜(y), (bi + ψ˜it(y))] /∈ {∪Nj=1P(Xj)}}.
By (b) of Step 2, |F | < ǫ′|Qy¯,l| and, by (5.10), |A + Dϕ˜| ≤ 1 + 3M and
|Du+Dϕ˜| ≤ 1 + 3M on Qy¯,l. Hence∫
F
|bi + ψit − σi(A+Dϕ)|2 dy < ǫ′(1 + 3M + M˜)2|Qy¯,l|.
By (5.7), ∫
G
|bi + ψit − σi(A+Dϕ)|2 dy ≤
ǫ2
32|ΩT | |Qy¯,l|.
Hence
‖bi+ ψ˜it−σi(A+Dϕ˜)‖2L2(Qy¯,l) ≤
[
(1 + 3M + M˜)
√
ǫ′ +
ǫ
4(|ΩT |)1/2
]
|Qy¯,l|1/2.
Let
m(l) = max
1≤i≤m; y∈Qy¯,l
(|vit(y)− bi|+ |Du(y)−A|) .
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Then m(l)→ 0 as l→ 0+. We have the following estimates:
‖vit − bi‖L2(Qy¯,l) ≤ m(l)|Qy¯,l|1/2;
‖σi(A+Dϕ˜)− σi(Du+Dϕ˜)‖L2(Qy¯,l) ≤ α(m(l))|Qy¯,l|1/2,
where α(s) is the function defined in (5.3). Hence, we obtain
‖v˜it − σi(Du˜)‖L2(Qy¯,l) ≤
[
(1 + 3M + M˜)
√
ǫ′ +Cnlǫ
′
+m(l) + α(m(l)) + 2MCnl|s|+ ǫ
4(|ΩT |)1/2
]
|Qy¯,l|1/2.
(5.11)
Step 5. In this step, we estimate
dist([Du˜, (v˜it)]; P(T¯ (X
1,τ
1 , . . . ,X
1,τ
N )))
on Qy¯,l. Since Du˜ = Du+Dϕ and v˜
i
t = v
i
t + ψ˜
i
t + g˜
i
t, we have on Qy¯,l,
dist([Du˜, (v˜it)]; P(T¯ (X
1,τ
1 , . . . ,X
1,τ
N )))
≤ dist([A+Dϕ˜, (bi + ψ˜it)]; P(T¯ (X1,τ1 , . . . ,X1,τN ))) + |[Du−A, (vit − bi + g˜it)]|
≤ dist([A+Dϕ˜, (bi + ψ˜it)]; P(T¯ (X1,τ1 , . . . ,X1,τN ))) + |Du−A|+ |(vit − bi)|+ |g˜it|.
By (c) of Step 2 and (5.10), we have
dist([Du˜, (v˜it)];P(T¯ (X
1,τ
1 , . . . ,X
1,τ
N )))
< (1 + Cnl)ǫ
′ + 2m(l) + 2MCnl|s|.
(5.12)
Step 6. In this step, we select the small numbers ǫ′ ∈ (0, 1) and s 6= 0 in the
estimates (5.10), (5.11) and (5.12) to ensure that, for all sufficiently small
l ∈ (0, 1), it holds that
(5.13)


‖u˜− u‖L∞(Qy¯,l) < ρ,
‖u˜t‖L∞(Qy¯,l) < a,
[Du˜, (v˜it)] ∈ Σ on Qy¯,l,
‖v˜it − σi(Du˜)‖L2(Qy¯,l) <
ǫ
2(|ΩT |)1/2
|Qy¯,l|1/2.
To do so, in view of (5.10), (5.11) and (5.12), we select ǫ′ and s such that

0 < ǫ′ < min
{
1, ρ,
a−‖ut‖L∞(ΩT )
2 ,
δτ
3(1+Cn)
}
,
(1 + 3M + M˜)
√
ǫ′ + Cnǫ
′ < ǫ
16(|ΩT |)1/2
,
0 < |s| < min
{
a−‖ut‖L∞(ΩT )
4M ,
ǫ
32(|ΩT |)1/2CnM
, δτ6CnM
}
.
This guarantees the first two requirements in (5.13). Also, by (5.11) and
(5.12),
‖v˜it − σi(Du˜)‖L2(Qy¯,l) <
[
3ǫ
8(|ΩT |)1/2
+m(l) + α(m(l))
]
|Qy¯,l|1/2,
dist([Du˜, (v˜it)]; P(T¯ (X
1,τ
1 , . . . ,X
1,τ
N ))) <
2δτ
3
+ 2m(l).
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Since m(l) → 0 and α(m(l)) → 0 as l → 0+ and Ej is open, there exists a
number 0 < ly¯ < 1 such that, for all 0 < l < ly¯,
Qy¯,l ⊂ Ej , m(l) + α(m(l)) < ǫ
8(|ΩT |)1/2
, m(l) <
δτ
6
,
where δτ > 0 is the number defined by (5.8). With all such l’s, the last two
requirements in (5.13) are also satisfied on Qy¯,l: for example, from
dist([Du˜, (v˜it)]; P(T¯ (X
1,τ
1 , . . . ,X
1,τ
N ))) < δτ on Qy¯,l
and (5.8), we have
[u˜, (v˜it)] ∈ [P(T¯ (X1,τ1 , . . . ,X1,τN ))]δτ ⊂ Σ on Qy¯,l.
Step 7. For the fixed ν, the family {Q¯y¯,l | y¯ ∈ Eν , 0 < l < ly¯} forms a
Vitali covering of the set Eν by closed cubes (see [7]). Thus, there exists a
countable subfamily of disjoint closed cubes {Pν,k = Q¯y¯k,lk | k = 1, 2, . . . }
such that
Eν = (∪∞k=1Pν,k) ∪Rν , |Rν | = 0.
Let u˜ν,k = uy¯k,lk and v˜
i
ν,k = v
i
y¯k,lk
be the functions defined by (5.9) on
Pν,k = Q¯y¯k,lk . For each ν = 1, . . . , µ, let Nν be such that
(5.14)
∣∣∪∞k=Nν+1Pν,k∣∣ =
∞∑
k=Nν+1
|Pν,k| < ǫ
2
2µM2
.
Consider the partition ΩT =
(
∪µν=1 ∪Nνk=1 Pν,k
)
∪ P, where
P = ΩT \
(
∪µν=1 ∪Nνk=1 Pν,k
)
=
(∪µν=1 ∪∞k=Nν+1 Pν,k) ∪R
with |R| = 0. With this partition, we define
u˜ = uχP +
µ∑
ν=1
Nν∑
k=1
u˜ν,kχPν,k , v˜
i = viχP +
µ∑
ν=1
Nν∑
k=1
v˜iν,kχPν,k .
Then u˜−u ∈ C∞c (Pν,k) and v˜i− vi ∈ C1(Pν,k) for all ν. It is straightforward
to see that u˜ ∈ W 1,∞u¯ (ΩT ) ∩ C1(Ω¯T ;Rm) and v˜i ∈ C1v¯i,pc(ΩT ; (Rn)m) with
partition being {P, Pν,k | ν = 1, . . . , µ, k = 1, . . . , Nν}. Moreover, all
requirements in (i) and (ii) at the start of the proof are satisfied; for example,
the last one in (5.5) is proved as follows.
‖v˜it − σi(Du˜)‖2L2(ΩT )
=
µ∑
ν=1
Nν∑
k=1
‖v˜it − σi(Du˜)‖2L2(Pν,k) +
µ∑
ν=1
∞∑
k=Nν+1
‖vit − σi(Du)‖2L2(Pν,k)
≤
µ∑
ν=1
Nν∑
k=1
ǫ2
4|ΩT | |Pν,k|+
µ∑
ν=1
∞∑
k=Nν+1
M2|Pν,k| ≤ ǫ
2
4|ΩT | |ΩT |+
µM2ǫ2
2µM2
< ǫ2.
Finally the proof of Theorem 4.3 is completed.
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