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Figure 1: Example showing automatically generated detailed segmentation of raw point cloud. (a) Point cloud (b) Coarse segments using
RANSAC. (c) DBScan Clustering. (d) Ours hierarchical segmentation.
Abstract
Recent developments in the 3D scanning technologies have made the generation of highly accurate 3D point clouds relatively
easy but the segmentation of these point clouds remains a challenging area. A number of techniques have set precedent of
either planar or primitive based segmentation in literature. In this work, we present a novel and an effective primitive based
point cloud segmentation algorithm. The primary focus, i.e. the main technical contribution of our method is a hierarchical
tree which iteratively divides the point cloud into segments. This tree uses an exclusive energy function and a 3D convolutional
neural network, HollowNets to classify the segments. We test the efficacy of our proposed approach using both real and synthetic
data obtaining an accuracy greater than 90% for domes and minarets.
1. Introduction
The recent advancements in 3D scanning technologies have paved
way for the generation of highly accurate point cloud data. The in-
creasing use of terrestrial and aerial laser scanning along with pho-
togrammetry has enabled mapping of large-scale outdoor scenes,
such as an entire housing block [LGZ∗13] or a coarse model of a
city [LFMC12]. This new trend has paved way for emerging ap-
plications such as drone-based delivery of goods and self-driving
cars that require detailed 3D understanding of large-scale outdoor
scenarios. 3D scene understanding requires segmentation of point
cloud into meaningful subsegments, however, segmentation of 3D
point cloud into semantically consistent segments (see Fig 9) is still
a challenging problem.
One of the seminal work in large-scale 3D point cloud manipu-
lation is by Armeni [ASZ∗16]. Their algorithm segments a scene
using strong geometric priors for space estimation and then per-
forms spatial parsing to segment known structures. They implement
segmentation on architecturally similar buildings having significant
number of known features. However, their work cannot be general-
ized to scenes with irregular objects and is confined to indoor scene
segmentation only.
Object recognition is often used in both 2D and 3D data to sup-
port the segmentation process. Martinovic [MKRG15] proposes
one such approach that combines image based classification with
3D object classification for point cloud segmentation. Such ap-
proaches are not applicable to point cloud data in general as a dense
set of 2D photographs is not always available as in the case of laser
scanning. Similarly, hierarchical semantic segmentation [DMF15]
is based on learning a Merge Classifier that predicts whether a com-
bination of segments belongs to the same object instance or not.
This is a bottom-up approach which suffers from combinatorial
complexity.
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2Figure 2: Flow diagram of the proposed approach. (a) Input point cloud. (b) Coarse segments obtained using RANSAC [SWK07] and spatial
clustering. (c) Projection sequence. (d) Peak finding on profile curve of minar showing 7 peaks as asterix and vertical line. (e) Classification
of one of the segments. (f) Illustration of tree being updated as more segments being added. (g) Obtained segments.
Lin et al. [LGZ∗13] uses LiDAR data on low-rise houses using
planar primitives, patches and symmetric blocks to segment a point
cloud. This approach is confined to symmetric houses and planar
surfaces and therefore, can not be generalized. Similarly, RAPter
(RAPter) [MMBM15] exploits regular arrangement of planes to
obtain multiple planar segments from a point cloud.
Bajwa et al. [BGT16] proposes an interactive coarse-to-fine
segmentation approach using three fundamental Manhattan World
constraints. They performe 1D and 2D projection of point cloud
along the orthogonal planes and obtaine segments using peak find-
ing on these projections. In their work, the projection applied on
each point cloud segment is selected manually. Ours is a fully au-
tomatic solution based on hierarchal tree segmentation that auto-
matically uses a combination of these projections and perform au-
tomatic segmentation.
Various techniques exist for the segmentation and classification
of point cloud which use low level as well as high level con-
straints. [GMR17] et. al. reviewed such techniques e.g edge based,
region growing, segmentation by model fitting and machine learn-
ing based segmentation. Edge based and region growing algorithms
are sensitive to noise and uneven density of point clouds. The most
widely used algorithm employed in model fitting based category
is Random Sample Consensus (RANSAC) [FB81]. RANSAC ran-
domly draws minimal data points to construct shape primitives and
determines the best fit. Although RANSAC based algorithms gen-
erally perform well but fall short on complex structures e.g in archi-
tectural fields details can not be modeled into easily recognizable
geometrical shapes. All these segmentation approaches are gener-
alized for urban structures and they do not produce meaningful re-
sults on complex architectural scenes. In the past, Manhattan world
assumptions have been used for the reconstruction of architectural
scenes from a single image [KST∗09].
Our work, however, uses a hybrid approach which includes
model fitting, Manhattan world based projection sequences and a
machine learning algorithm to generate a more accurate mix than
the existing segmentation techniques. We focus on 3D outdoor
scenes with no restrictions towards planar surfaces or geometric
buildings. Our model is a top-down hierarchical tree that iteratively
divides the point cloud into smaller components using a greedy ap-
proach. The key idea behind our model is an energy function that
automatically estimates the correctness of segmentation. Our en-
ergy function uses a neural network for classification thus resulting
in a joint segmentation and detection framework. Here, we intro-
duce a 3D convolution neural network, for the purpose of automati-
cally classifying our 3D segments generated by the hirearichal tree.
We use a novel voxelization technique which is applied on surface
sampled points and we call this method HollowNets. The overall
flow diagram of the proposed approach is shown in Fig. 2.
2. Challenges in LiDAR data
Most of the previous work on point cloud, particularly using Li-
DAR, is either limited to indoor scenes [ASZ∗16] or outdoor
scene [LGZ∗13] but not on both. Both static and moving platforms
are used for laser scanning and are commonly referred to as Ter-
restrial Laser Scanning (TLS) and Mobile/Aerial Laser Scanning
respectively. In this work, we have used TLS which allows us to ob-
tain data that has both outdoor as well as indoor details of the archi-
tectural structure. Although LiDAR data is much more dense and
accurate as compared to other sources such as Kinect, Tango and
Photogrammetry, it poses several additional challenges that need to
be addressed. Some of these challenges include data size, occlu-
sion, hollow regions, normal computation, density and registration
(see Fig. 3).
Registration: Registration involves changing the position, ori-
entation and scale of a point cloud with respect to a reference point
cloud. This can either be done manually by defining corresponding
3D points or automatically using algorithms such as Iterative Clos-
est Point (ICP) [Zha94]. Any error in estimating these parameters
may result in erroneous data that may support multiple orientations
in the overlapping regions. Since most segmentation algorithms use
orientation as one of their major cues, they suffer from noisy regis-
tration. (see Fig 3(a)).
Hollow regions: Outdoor LiDAR data such as aerial LiDAR
only captures the outer surface of the structure, whereas indoor
scans provide information about the inner surface. However, when
a scanned data from indoor and outdoor scanning, performed using
survey grade equipment such as TLS, is registered together this cor-
rectly results in two surfaces for each architectural component. It
can be seen from Fig. 3(b) that point cloud of exterior of the dome
and its interior seen from the main prayer hall are very different.
These variations are uncommon to benchmark training sets such as
ShapeNet [WSK∗15] and other photogrammerty datasets. This re-
sults in significant recognition challenges when classifiers trained
on benchmark 3DoR datasets are applied on such real datasets.
Varying Density and Occlusion: The density of point clouds
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Figure 3: LiDAR data challenges (a) Registration (b) Hollow Re-
gions (c) Varying density and occlusion (d) Normals .
from Laser scanners depends upon its spacing and quality param-
eters. Furthermore, occlusions can also effect the point cloud den-
sity. Spacing indicates distance between two samples at 10m dis-
tance whereas quality is a measure of point precision. Since spac-
ing is defined at 10m, this means objects near the scanner will be
sampled at higher resolution and vice versa. Also, since a laser
scanner can take up to a million points per second, the density of
points also depends upon the number of scans in which that re-
gion was visible. This results in regions on the same surface having
several times more points than other regions which are more oc-
cluded. Thus varying statics are observed for different regions on
the same surface and hence degrade the segmentation performance
(see Fig 3(c)).
Normals: Normals provide information about the orientation of
the surface containing a fixed set of points. Thus they serve as an
important cue for segmentation. Unlike photogrammetry, normal
information is not available in the LiDAR data. For normal gener-
ation various techniques e.g. K-nearest neighbor, are used and any
noise introduced by these techniques affect the resulting segmenta-
tion. To address some of these challenges, we propose a hierarchi-
cal tree model which is discussed next.
3. Hierarchical Tree Model
3D scene understanding is commonly addressed as a detection
problem or segmentation problem. In detection, exhaustive scan-
ning of an entire scene is computationally unfeasible for large-scale
scenes while space based partitioning such as Octree is prone to
splitting objects. We, instead, perform segmentation by recursively
partitioning the points in a subspace spanned by the projection of
the points into a 1D signal.
The input to our algorithm is coarse segments obtained using
RANSAC based primitive fitting [SWK07] and spatial cluster-
ing. Our partitioning space is inspired by the work of Bajwa et
al. [BGT16] and Hassaan [HSBT17] that employs the Manhattan
world assumption and projects the 3D data into one or more or-
thogonal planes. However, their projections do not directly provide
any segmentation. They proposed a semi-interactive approach in
which the object class information was manually provided for each
of the point cloud segments. The correct projection was then ap-
plied based on heuristics for each object category.
On the other hand, we have used three generalized projection se-
quences each of which results in a sub-segmentation of the point
cloud data. Hierarchical organization of structural elements at dif-
ferent scales and locations are commonly seen in man-made struc-
tures [PMW∗08]. Contrary to Lin’s [LGZ∗13] bottom-up hierar-
chical tree of planar patches, our’s is a top-down model of hier-
archical segmentation. We recursively build a tree G{V,E} where
the edge E is one of the projection sequences and the nodes V are
the obtained sub-segments. The weight of each of these edges is
computed using an objective function ξ(vni, j,v
m
i−1,k) defined as
ξ(vni, j,v
m
i−1,k) = ω
T ε, (1)
where ω = {ω1, · · · ,ω5} are the weights for each of the five
energy terms ε = {e1 · · · ,e5}. These weights are obtained using
simple linear regression. The node vni, j is the j
th segment of the
ith iteration (tree depth) obtained via nth projection sequence such
that vni, j ⊂ vmi−1,k and vmi−1,k is the parent node of vi. Also vmi−1,k =
{∪vni, j} where, for all segments s, j ∈ {1,2, . . . ,s}, n ∈ {1,2,3}.
The set V ni contains all segments of v
m
i−1,k obtained via n
th projec-
tion sequence. Each of the projection sequences is discussed next
and energy terms are discussed in Sec. 3.2.
3.1. Projection sequences
We receive coarse segments from the Schnabel’s algo-
rithm [SWK07], which are then clustered based on spatial
Figure 4: Example showing generation of tree when segmentation
is being applied on a minar. The Minar is segmented using all three
projection sequences and then the 8 segments produced by S1 are
selected based on energy. Each of them are then re-segmented.
4proximity. In the next step, the tree methodology is applied on each
coarse segments. As shown in the Fig. 4, on each segment, three
different projection sequences are applied. Peak finding ρ(.) is
then applied on the obtained low-dimensional signal to obtain the
segments. The input point cloud is converted into low-dimensional
signal using four projections namely vertical (υ1&υ2), horizontal
(h), circular profile (p) and circular un-warping (u).
The projections υ1 and h involves eliminating one of the di-
mensions. Circular and n-gonal RANSAC ψ(.) are then applied on
the projected data to recover the location, position and orientation.
Since peak finding ρ(.) can return multiple peaks belonging to the
same segmentation boundary, operation υ2 is first applied to con-
vert the data into a limited bin histogram. The optimal number of
bins differs for each point cloud and is computed by counting the
zero-crossings in the derivative signal. Finally, peak finding ρ(.) is
performed to obtain the segments.
Sequence S1: V 1i = ρ(υ2(p(ψ(υ1(v
m
i−1,k)))))
In order to generate a profile curve, a transport curve is needed
which is obtained by applying a RANSAC algorithm on a vertically
projected point cloud. We then generate the histogram υ2 of the
profile curve, the peaks of the histogram are then refined within the
corresponding bin to find the actual peak. The peaks facilitate the
segmentation of the input point cloud. Figure 5 demonstrates the
working of sequence S1.
Sequence S2: V 2i = ρ(υ2(h(v
m
i−1,k)))
This branch first performs a horizontal projection (the y-axis points
of the point cloud are equated to zero) and then the histogram υ2 is
used to find the peaks.
Sequence S3: V 3i = ρ(υ2(u(ψ(υ1(v
m
i−1,k)))))
This segmentation sequence is similar to Sequence 1 except that
instead of finding the profile curve, the data is unwarped using the
transport curve.
All three projection sequences are applied recursively on each of
the obtained sub-segment. Each projection sequence generates a set
of sub-segments. This is a greedy approach and only the set of sub-
segments having the highest weighting edge is selected for further
segmentation. The remaining two segment sets are discarded, if the
energy of all the segment sets is below a specified threshold the
node vmi−1,k is declared as a leaf node. Once the required recursion
depth is reached, all the segments vni, j in the set having the highest
energy are added as leaf nodes.
3.2. Objective function
Ideally, only the sequence that would yield correct sub-segments
should be applied on each segment. However, it is not possible to
identify the correct next projection a priori. Since the goal of pro-
jection sequence is to simplify the data thus facilitating the segmen-
tation, an incorrect projection sequence, e.g. a circular unwarp of
an archway or bridge, would have adverse effects on the data. We
estimate the information content and goodness of the obtained seg-
ment set based on 5 criteria. Hence, the energy function ξ(.) that
we use contains 5 terms based on these criterion:
• Correct segmentation will have more or less uniform distribution
of points among segments. In order to avoid skewed distribution
Figure 5: Example showing detailed modeling via profile curve.
(a) Point cloud. (b) Peak finding on profile curve. (c) Peak locations
on point cloud. (d) Detailed segmentation.
of points among segments, the normalized deviation between the
segment population ε1 is computed and is defined as:
ε1 = 1− σ([N1,N2, . . . ,Ns])σ([1,Np−1]) . (2)
• Correct segments can only be obtained from a segment having
considerably large number of points. Hence, the parent node
population score ε2 is defined as the ratio between number of
points Np and the set threshold on Nmin. This energy is maxi-
mum in case Np ≥ Nmin and is defined as
ε2 =
min(Np,Nmin)
Nmin
. (3)
• Correct segmentation will neither produce a large number of seg-
ments nor will it give a single segment only. Segmentation re-
sulting in only a single segment is penalized using a Gaussian
distribution having (µ,σ) = (1,1) and the resulting energy ε3 is
defined as
ε3 = 1−∼N (s|µ,σ2). (4)
• Some projection sequences will always be inapplicable on cer-
tain object categories. To introduce a semantic relationship be-
tween nodes, ε4 incorporates a prior probability of observing a
certain projection sequence given the class information of the
initial segment and is defined as
ε4 =W (rID(v
m
i−1,k),seq.ID), (5)
where W is a K×3 matrix containing prior probabilities of each
path for each object class.
• Each sub-segment of a correctly segmented point cloud will have
a higher recognition score. The last energy term ε5, is thus based
on the classification score rscr of each segment and is defined as:
ε5 =
1
s ∑rscr(v
n
i, j), j ∈ {1,2, . . . ,s}. (6)
The applied segmentation process is shown in Algorithm 1.
Where the set V ni contains all segments of v
m
i−1,k obtained via n
th
projection sequence. The classification is performed using a pro-
posed HollowNet CNN which is discussed in the next section.
5Algorithm 1 Generate Hierarchical Tree
procedure GENERATEHIERARCHICALTREE(p,d)
. p is a N×3 matrix of 3D points
. d is a maximum allowed recursion depth
G← p . add node
V 1i = ρ
(
υ2
(
p
(
ψ
(
υ1(p)
))))
V 2i = ρ
(
υ2
(
h(p)
))
V 3i = ρ
(
υ2
(
u
(
ψ
(
υ1(p)
))))
for eachV ni do
compute energy ξn(.) using eq. 1
end for
ξˆ = maxn ξn := {n|∀ξm ≤ ξn}
if ξˆ < threshold then
return; . Invalid segmentation
else
if d > zero then
for each vni, j in V
n
i do
GenerateHierarchicalTree(vni, j,d−1)
end for
end if
end if
end procedure
3.3. Deep Learning: HollowNet
Unlike 2D images, a point cloud contains variable amount of data
and has irregular dimensions in 3D space. Thus, in order to use
it in machine learning algorithms we sub-sample data into a reg-
ular grid. Seminal work in 3D object recognition such as VoxNet
[MDS15] and ShapeNet [WSK∗15] uses a volumetric representa-
tion of objects.
Voxel Representation: Since our point cloud is a surface data
instead of volumetric data, we use a simplistic approach towards
the representation of 3D point cloud data in terms of regular voxel
grid. We scale each point cloud object to our voxel size and fit the
point cloud inside our 3D cube thus mapping each (x,y,z) point
location to (i, j,k) index of 3D regular grid. We keep track of each
point to index mapping in a separate file so that we can regenerate
the actual point cloud using its voxel representation. Laser scanners
provide surface representation of surrounding objects only, thus, we
call our voxel representation as Hollow voxel. Our training dataset
consists of 7 classes. Our including unique primitives not found in
3D outdoor scene datasets. This data was collected from various
free online resources.
CNN: The input to our neural network is a voxel volume of size
L×W×H, where L is the length, W is the width and H is the height
of voxel data. Currently we are using the resolution of 30×30×30.
The prediction problem requires producing a target output of size K
which is the number of classes we have used to train our network.
The Neural network outputs a vector of length equal to the length
of number of classes to show the probability of each class. For our
problem we have chosen K = 7 each having 300 and 50 training
and testing samples, respectively collected from 3D Warehouse and
Table 1: Confusion Matrix of Neural Network Input Classes
Bench Car Bicycle Arch Dome Minar
Bench 245 00 0 0 0 0
Car 6 300 2 0 0 0
Bicycle 1 0 195 0 0 0
Arch 0 0 0 130 0 0
Dome 1 0 2 0 120 0
Minar 3 1 0 0 0 130
ModelNet10 [WSK∗15]. We obtained an accuracy of 99.03% on
1000 EPOCHS at a learning rate of η= 0.001.
We thus implement a surface-based hollow-voxel representation
in which each 3D point is first projected to a canonical view vol-
ume. Each (x,y,z) location in pointcloud is then mapped to (i, j,k)
index of 3D regular grid (see Fig. 7).
Each cross-section of this representation can be considered as an
output of convolution by an edge filter. This makes our representa-
tion inherently suitable for commonly used deep convolution neural
networks (CNN). Furthermore, instead of using binary voxels, we
scale values between [−1,5] thus allowing the neural network to
learn more from positive integer values.
Layered Architecture: Contrary to existing volumetric voxel-
based CNN, learning on hollow-voxels can be performed on a much
simpler network architecture due to their inherent gradient like rep-
resentation. Thus, the model that we use(see Fig. 6) consists of 2
convolutional layers, each performing 3D convolution with a bank
of 53 dimensional filters, starting with 32 filters and then doubling
in the next layer. Strided convolution in the second layer performs
the functionality of pooling layer. Data layer takes a 4 dimensional
input volume, in which 3 dimensions are spatial and the fourth rep-
resents the batch size.
All convolutional layers use leaky rectified linear units (Leaky
ReLUs) as a non-linearity. This neural network consists of 2 fully
connected layers. Each fully connected layer consists of n neurons
where the output of each neuron is a linear combination of previous
input neurons of the neural network. For the second fully connected
layer, the number of neurons is equal to number of desired output
classes K. For our experiments we have used K= 7.
Figure 6: Layered Architecture used to train HollowNet.
6Figure 7: Sample illustration of hollow voxel generated for surface
based mesh, a minaret.
4. Results
4.1. Experimental Setup
We evaluated our algorithm both on synthetic as well as real data.
The synthetic scenes consisted of two buildings, namely Temple
and Roman building, which are scaled-down real world scenarios
having 0.5 to 2.5 million points. The real data was obtained from
Leica Scan Station P20 Terrestrial Laser Scanner. Three sites were
scanned using P20 namely Derawar Fort, Masjid Wazir Khan and
Masjid Khudabad. The combined data of these three sites is around
1.36 billion points. The details of these sites and obtained results
are shown in Table. 2. The data will be made public via our website
along with the paper.
Figure 8: LiDAR data set. (Row 1) Derawar fort. (Row 2) Masjid
Wazir Khan. (Row 3) Masjid Khudabad.
4.2. Experiment: Synthetic Point Cloud
In our experiments, we have successfully segmented two entire
buildings which were taken from 3D Warehouse. The temple like
building shown in Figure 5 contained 0.5M points which were seg-
mented and then our hierarchical tree further divided the building
into 10 segments out of which only 8 can be categorized as use-
ful. The building shown in Figure 9 row 1, is a Roman building. It
contained 2.5M points and 79 primitives, which were first used as
an input to Schnabel’s algorithm which segmented the entire build-
ing into 24 planes and 22 cylinders as shown in Figure 9 row 1c.
Useful segments, after passing through the DBScan algorithm, as
shown in Figure 9 row 1c, were given as input to our segmentation
algorithm, which produced all 77 primitives successfully as shown
in Figure 9 row 1d.
4.3. Experiment: Derawar Fort
The real point cloud of Derawar fort, shown in Figure 9 row 3a,
contained 0.43B points and 38 minarets. Initially a relatively low
resolution point cloud is fed into Schnabel’s algorithm which seg-
ments raw point cloud data containing 38 primitive shapes into
45 cylindrical, 29 planar and 49 unassigned segments. Figure 9
row 3b shows the output of Schnabel’s algorithm. Due to over-
segmentation this output is clustered using the DBScan algorithm,
as shown in Figure 9 row 3c, and sent as an input to our seg-
mentation algorithm. Our algorithm successfully segments all 38
minarets.
4.4. Experiment: Masjid Wazir Khan
The real point cloud of Masjid Wazir Khan, containing 0.3B points
and 12 domes, 4 balconies, 6 minarets, 14 main arches and 32 small
arches located on the minarets has first been pre-processed to ob-
tain a relatively low resolution point cloud. Initially, Schnabel’s
RANSAC based algorithm segments the raw point cloud data con-
taining 68 primitive shapes and returns 12 planar, 7 cylindrical and
4 spherical segments. Schnabel’s output is clustered using the DB-
Scan algorithm. These clusters are then interactively selected as
input to our segmentation algorithm. Our algorithm successfully
recognized and classified 12 domes, 6 balconies, 4 minars and 13
arches as individual components. Figure 9 row 2 shows the output
of our pipeline.
4.5. Experiment: Masjid Khudabad
Masjid Khudabad’s real point cloud data contains 0.54B points out
of which we only used 0.64M points. This particular point cloud is
mainly defined by 21 domes and 12 arches as the primitives. Schn-
abel’s algorithm generates 15 planar, 4 cylindrical and 4 spherical
segments as the coarse primitives and their clustered segments are
then segmented by our algorithm. Our segmentation algorithm has
correctly identified and classified 19 domes and 7 out of the 12
arches that were given to it as the coarse segments.
4.6. Comparisons
We have compared our hierarchical segmentation algorithm with
both plane fitting as well as primitive fitting technique. For plane
fitting we have compared with the recently published approach
using regular arrangement of planes (RAPter) [MMBM15]. For
primtive fitting technique we compared with the seminal RANSAC
based approach Schnabel [SWK07]. We have used available im-
plementations of these algorithms and tested them on our data set.
Figure 10(b) shows the result obtained after applying Schnabel’s
algorithm on the synthetic point cloud, while Figure 10(c) presents
the result gathered by using RAPter. Although RAPter clearly dom-
inates in this sceneario, it still fails to segment each individual arch
of the curved surface. Our algorithm ( 10(d)), in comparison, sur-
passes both of the aforementioned methods and yields superior seg-
mentation of the curved surface.
7Table 2: Results showing comparison of automatically generated (AG) primitives with ground truth (GT) and accuracy (Acc%).
Site Dimensions Points Arches Domes/Chattri Minarets/Pillars
L×W ×H m3 in Bn GT AG Acc GT AG Acc GT AG Acc
Masjid Wazir Khan 91×53×33 0.288 46 19 41.30 12 12 100 6 6 100
Masjid Khuadabad 60×36×16 0.548 12 7 58.33 21 19 90.4 0 0 NA
Derawar Fort 1500×1300×30 0.43 0 0 NA 0 0 NA 38 38 100
Roman building 20×36×14 0.02548 79 77 97.44 0 0 NA 0 0 NA
Temple 10×16×44 0.0154 0 0 NA 7 7 100 4 0 0
(a) (b) (c) (d)
Figure 9: Sample results showing detailed segmentation. (Row 1) Synthetic Roman building. (Row 2) Masjid Wazir Khan. (Row 3) Derawar
fort. (a) Point cloud. (b) Coarse segments obtained using RANSAC [SWK07]. (c) DBScan clustering. (d) Our hierarchical segmentation.
RAPter achieves high accuracy while reconstructing scenes as
regular arrangement of planes, therefore, we performed further ex-
periments on planar structures. One such experiment is shown in
Figure 10 row 1b. Here, RAPter has successfully fitted planes
inside each of the segment thereby reconstructing a segment as a
composition of multiple planar surfaces and failing to represent a
single segment as one complete entity. On the other hand, our algo-
rithm successfully separates out each segment as a whole. Figure 10
row 1c shows the result of our proposed method.
4.7. Timing Performance
Our input point cloud is first segmented using the model fitting al-
gorithm of Schnabel [SWK07]. A typical point cloud consists of
800K to 1200K points and Schnabel’s algorithm produces results
in approximately 15− 25 seconds. This segmented output is then
clustered using DB-scan algorithm [EKS∗96] which takes 0.2 sec-
onds on each segment and produces multiple segments based on
their spatial location. These clustered segments are then classified
by our hierarchical tree algorithm where each projection sequence
takes approximately 15 seconds to perform low level segmentation.
It should be noted that these timing numbers are based on unopti-
mized MATLAB implementation running on core i7 with 32GB of
RAM. 3D convolution network is implemented using an optimized
Python code, which first converts a point cloud segment to its Voxel
representation using a C++ code in 131 milliseconds and then takes
50 milliseconds to classify the 3D Voxel. In contrast to this, the Re-
gion growing segmentation algorithm [RVDHV06] typically uti-
lizes 20 seconds to run on a single segment as shown in figure this.
5. Conclusions and Future work
In this work, we have devised a solution for the problem of out-
door 3D scene segmentation and reconstruction. The solution pro-
posed in the form of the hierarchical tree approach is simple but
has proved to be effective for the reconstruction of planar and non-
planar outdoor scenes. We have successfully used the energy func-
tion to explore the 3D data in more detail, while ensuring that we
8(a) (b) (c) (d) (e)
Figure 10: Results from two point cloud datasets showing comparision between proposed hierarchical clustering with regular arrangement
of planes (RAPter) [MMBM15]. (Row 1) Temple. (Row 2) Roman building (a) Point cloud, (b) RANSAC (c) RAPter, (d) ours and (e) ground
truth.
have control over the semi-automatic selection of correct segments.
On the other hand, hollow voxels are more informative for 3D data
representation and we intend to explore them further in future by in-
creasing the spatial resolution. We also aim to include more seman-
tic information by introducing deep belief network and conditional
probabilities in the tree and a richer prior which better encapsulates
the semantic information.
This work is applicable to geometry that exhibits structural
regularity. Seminal work on structural regularity by Pauly 2008
[PMW∗08] quantifies regularity in 7 different categories and our
projection sequences are applicable to 4 of them: Rot, Trans, Rotx-
Trans and TransxTrans. If coarse segmentation successfully detects
diagonal structures/beams, proposed projection sequences can be
used after performing axis alignment of the structure. Otherwise,
such structures are not segmented further. We take it as a pointer
for our future work.
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