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TRACE FORMULAS FOR SCHRO¨DINGER OPERATORS
– FROM THE VIEW POINT OF COMPLEX ANALYSIS
HIROSHI ISOZAKI AND EVGENY L. KOROTYAEV
Abstract. We consider the Schro¨dinger operator −∆+V (x) in L2(R3) with
a real short-range (integrable) potential V . Using the associated Fredholm
determinant, we present new trace formulas, in particular, the ones in terms
of resonances and eigenvalues only. We also derive expressions of the Dirichlet
integral, and the scattering phase. The proof is based on the change of view
points for the above mentioned problems from the operator theory to the
complex analytic (entire) function theory.
1. Introduction and main results
1.1. Modified Fredholm determinant. Let B, B1, B2 be the set of all bounded
operators, trace class and Hilbert-Schmidt class operators on L2(R3), respectively.
The norms of B, B1, B2 are denoted by ‖ · ‖, ‖ · ‖1, ‖ · ‖2, respectively. For A ∈ B,
σ(A) denotes the spectrum of A.
We study the Schro¨dinger operator H in L2(R3) given by
H = H0 + V, H0 = −∆.
We put R0(z) = (H0 − z)−1, and
(1.1) Q0(k) = |V |1/2R0(k2) V˜ 1/2, k ∈ C+ = {k ∈ C ; Im k > 0},
where V˜ 1/2(x) = V (x)/|V (x)|1/2 for V (x) 6= 0, and V˜ 1/2(x) = 0 for V (x) = 0. We
basically assume the following condition.
(C) : The potential V (x) is a real-valued C2-function and satisfies
(1.2)
∑
|α|≤2
|∂αxV (x)| ≤ C(1 + |x|)−3−ǫ,
for some constants C, ǫ > 0. The strong limit
(1.3) Q0(0) = lim
C+∋k→0
Q0(k)
exists in B, moreover −1 6∈ σ(Q0(0)).
Under this condition, the operator H has absolutely continuous spectrum [0,∞)
without embedded eigenvalues and a finite number of bound states (counted with
multiplicity) −λ1 < −λ2 ≤ · · · ≤ −λN < 0. We put
(1.4)
√
σd(H) = {i
√
λ1, · · · , i
√
λN} ⊂ C+.
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Recall that R0(z) has the integral kernel
(1.5) R0(x − y; z) = e
i
√
z|x−y|
4π|x− y| ,
√
z ∈ C+.
Let R(z) = (H−z)−1 for z ∈ C\R. Then it is well-known that under the condition
(C), for k ∈ R, there exists the strong limit Q0(k) = limǫ→0Q0(k + iǫ) ∈ B.
Moreover for k ∈ C+ \
√
σd(H)
(1.6) |V |1/2R0(k2), Q0(k) ∈ B2, R(k2)−R0(k2) ∈ B1.
However, V R0(k
2) 6∈ B1 for any k ∈ C+ \
√
σd(H), and we need some modification
to define the determinant det(I + V R0(k)).
We introduce a notation. For a Banach space X and a domain D ⊂ C, let
A(D ; X ) be the set of all X -valued analytic functions on D, and
(1.7) H(D;X ) = A(D ; X ) ∩ C(D ; X ),
where C(D ; X ) is the set of all X -valued continuous functions on D, the closure of
D. Since Q0 ∈ H(C+ ; B2), we can define the modified Fredholm determinant
(1.8) D(k) = det
[
(I +Q0(k))e
−Q0(k)
]
, k ∈ C+,
which also belongs to H(C+ ; B2). We then have
{k ∈ C+ ; D(k) = 0} =
√
σd(H),
which follows from the condition (C) and the non-existence of positive eigenvalues
of H . The function D(k) is a regularization of det(I + V R0(k)). In fact, after
removing the zeros by a suitable Blaschke product, D(k) will correspond to an
element in the Hardy class, and within this class, D(k) will turn out to be a unique
regularized determinant. Let us prepare some notation to make it precise.
Since ‖Q0(k)‖2 = o(1) as Im k →∞, we can define the branch
(1.9) logD(k) = ρ(k) + iφ(k),
(1.10) ρ(k) = log |D(k)|, φ(k) = argD(k),
so that logD(k) = o(1) as Im k→∞.
Our aim is to deduce the following terms from logD(k):
(1.11) α−1 =
1
4π
∫
R3
V (x)dx,
(1.12) α0 =
1
(4π)2
∫
R3
V 2(x)dx,
(1.13) α1 =
1
3(4π)3
∫
R3
(|∇V (x)|2 + 2V 3(x)) dx.
Let us remove the zeros from D(k). We define
(1.14) B(k) =
N∏
j=1
(
k − i√λj
k + i
√
λj
)
,
and put
(1.15) DB(k) =
D(k)
B(k)
.
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We then have
(1.16) logDB(k) = logD(k)− logB(k),
where logB(iτ) = o(1) as τ →∞. The function logB(k) is analytic in the domain
C \ {iτ ; τ ∈ [−√λ1,
√
λ1]} and has the following expansion
(1.17) i logB(k) =
β0
k
− β2
k3
+
β4
k5
+ · · · , if |k| >
√
λ1 > 0,
where
(1.18) βn =
2
n+ 1
N∑
j=1
(
√
λj)
n+1, n 6= −1.
It is convenient to put
(1.19) γn = αn − (−1)nβ2n, n = −1, 0, 1, · · · .
Note that we have i logB(0) = πN and logDB(k) ∈ H(C+;C).
1.2. Scattering phase and modified determinant. The condition (C) implies
the existence and completeness of wave operators for the pair H0 and H . The
associated scattering matrix S(k) has the property S(k) − I ∈ B1 for any k ∈ R.
Moreover, there exists a unique function (the scattering phase) φsc(k), which is
odd on R, continuous on R+ and satisfies φsc(+0) = −πN . This function φsc(k)
is connected with the scattering matrix S(k) by the the Birman-Krein identity (see
p. 6 of [1])
(1.20) detS(k) = e−2iφsc(k), a.e. k > 0.
We recall the following important identity from [20]:
(1.21) detS(k) =
D(k)
D(k)
e−2ikα−1 ,
which yields
φsc(k) = kα−1 + argD(k), k > 0.
1.3. Main results. Now we can state our first main result on the trace formula.
Theorem 1.1. (1) We have the following asymptotic expansion as |k| → ∞
(1.22) − i logD(k) = −α0
k
− α1
k3
+O
( 1
k4
)
,
(1.23) − i logDB(k) = −γ0
k
− γ1
k3
+O
( 1
k4
)
,
both being uniform with respect to arg k ∈ [0, π].
(2) The following trace formulas hold:
(1.24)
1
π
∫
R
t
[
argD(t) +
α0
t
]
dt = β1,
(1.25)
1
π
∫
R
t3
[
argD(t) +
α0
t
+
α1
t3
]
dt = −β3,
(1.26)
1
π
∫
R
log |D(t)|dt = −γ0,
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(1.27)
1
π
∫
R
k2 log |D(t)|dt = −γ1,
(1.28)
1
π
∫
R
log |D(t)| − log |D(0)|
t2
dt+ φ′sc(+0) = γ−1.
Remark. (i) The formulas (1.24), (1.25) were proved by Buslaev [2]. The trace
formulas (1.26) and (1.27) are new. The equality (1.28) is an analogue of (1.26),
(1.27). In fact, it follows from the asymptotics (1.22).
(ii) Higher regularity of V implies more trace formulas.
(iii) Buslaev mainly considered the phase φsc. In the present paper, in addition,
the trace formulas for the conjugate function − log |D(k)| are proved, which gives
rise to a more complete result.
The scattering phase φsc defined by (1.20) is harmonic in C+\{iτ ; τ ∈ [0,
√
λ1]}.
Thanks to the analyticity of D(k) in C+ \ {iτ ; τ ∈ [0,
√
λ1]}, we can construct the
conjugate function − log |D(k)| in the same region. In fact we have 2 alternative
definitions of the conjugate harmonic function − log |D(k)|: either
(1) First define φsc directly from the S-matrix and then determine − log |DB(k)|
from argDB(k) using the Hilbert transform, or
(2) Define implicitly − log |D(k)| in terms of the determinant D(k).
In fact, there are no works on the conjugate function− log |D(k)| of the scattering
phase φsc in the case dimension> 1. Only in the 1 dimensional case there are a lot of
papers devoted to the trace formulas and the conjugate function − log |D(k)|, since
it plays an important role in spectral theory, inverse problems, non-linear equations,
etc. For example, − log |D(k)| is the action variable for the KDV equation (see [5]).
For periodic potentials such identities were obtained in [10], [13], [18] and were used
to get double sided estimates of potentials in terms of spectral data to solve the
inverse problem [11].
We formulate the second result on the trace formulas.
Theorem 1.2. The Dirichlet integral of logDB(k) has the following form
(1.29)
1
π
∫∫
C+
∣∣∣ d
dk
logDB(k)
∣∣∣2dtdτ + S0 = mBγ0,
where, k = t+ iτ , and
mB = −min
t∈R
d
dt
argDB(t), S0 = − 1
π
∫
R
log |D(t)|(mB + d
dt
argDB(t))dt.
Furthermore, if N = 0, then log |D(0)| < 0.
Remark. (i) The functions logDB(k), k
−1argDB(k) are continuous on R, since
argDB(k) is even on the real line and argDB(0) = 0. Moreover, by (1.23), they
belong to L2(R). By the property of the Hilbert transform we have
1
π
∫
R
argDB(t)
t
dt = log |D(0)|.
If V ≥ 0, then φsc(t) > 0 for any t > 0. However, argDB(t) < 0 for some t > 0.
(ii) Let λ(k) = mBk− i logDB(k), and consider the curve Γ = {λ(t) ; t ∈ R}. Then
S0 is the area of the region surrounded by Γ and R.
TRACE FORMULAS FOR SCHRO¨DINGER OPERATORS 5
iv) Note that for the Hill operator there are identities of the type (1.29) proved
in [10], [13]. Roughly speaking in the case of the Hill operator we have S0 = 0,
while for the Schro¨dinger operator −∆ + V (x) in L2(R3) with a real short-range
potential V , the additional term S0 appears.
We turn to the resonance. If the function D(k) is entire, then it has N ≥ 0
zeros i
√
λ1, · · · , i
√
λN in the upper half-plane, and (in general) an infinite number
of zeros in the lower half-plane C− = {k ∈ C ; Im k < 0}, which we can arrange as
0 < |kN+1| ≤ |kN+2| ≤ · · · . It is convenient to put
kn = i
√
λn, 1 ≤ n ≤ N.
We call the zeros of D(k) in C− resonances of H . Let
(1.30) Q(k) = |V |1/2R(k2)V˜ 1/2.
Theorem 1.3. (1) The function B2(k) detS(k), k ∈ R, has an analytic continua-
tion onto whole of C+ if and only if the function D(k) is entire.
We assume that D(k) is entire.
(2) detS(k), k ∈ R, has a meromorphic continuation onto whole C and the follow-
ing formula holds
(1.31) e2ikα−1B2(k) detS(k) =
DB(−k)
DB(k)
, k ∈ C \ {0, k1, k2, · · · }.
(3) Suppose that the function D(k) has a finite order and a finite number of zeros.
Then V = 0.
(4) Suppose z2 6∈ σd(H). Then z is a pole of detS(k) (of multiplicity m ≥ 1) if
and only if z is a zero of D(k) (of the same multiplicity m ≥ 1).
(5) Suppose as a B2-valued function, Q0(k) has an analytic continuation to the
whole plane C. Then Q(k) : C+ \
√
σd(H)→ B has a meromorphic continuation
to whole C. Moreover, z is a zero of D(k), if and only if z is a pole of Q(k) with
the same multiplicity.
Remark. It is well known that if V (x) is compactly supported, more generally if
supx∈R3 |V (x)|ec|x| <∞ for any c > 0, then as a B2-valued function, Q0(k) has an
analytic continuation into the whole plane C, and D(k) is entire.
Theorem 1.4. Assume that suppV ⊂ {|x| ≤ 1}. Then D(k) is an entire function
of order ≤ 3, and
(1.32) |DB(k)| ≤ sup
t∈R
|D(t)|, k ∈ C+,
(1.33) |D(k)| ≤ C0eC0|k|
3
, k ∈ C−,
for some constant C0. Moreover
(1.34) D(k) = D(0)eP(k) lim
r→+∞
∏
|kn|≤r
(
1− k
kn
)
e
k
kn
+ k
2
2k2
n
+ k
3
3k3
n , k ∈ C,
uniformly on any compact subset of C, where
(1.35) P(k) = iφ
′′′(0)
6
k3 +
h′′(0)
2
k2 + iφ′(0)k,
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with φ(k) defined in (1.10), and
(1.36)
D′(k)
D(k)
= P ′(k) +
∑
n≥1
k3
k3n(k − kn)
,
the convergence being uniform on any compact subset of C \ {0, k1, k2, · · · }.
Remark. (i) In [12] the corresponding 1-dimensional case is discussed.
(ii) The 1-dimensonal counter part of D(k) is of exponential type (see [26]), and
we can make use of the theory of functions of exponential type (see [12], where the
results in [9] was used). In dimension 3 such nice properties are unknown, and we
stress the fundamenal importance of the problem of determining the order of D(k).
Recall Krein’s trace formula for the pair of operators H0, H and f ∈ C∞0 (R):
(1.37) Tr (f(H)− f(H0)) =
∫
R
ξ(E)f ′(E)dE,
where the spectral shift function ξ has the following form (the Birman-Krein for-
mula)
ξ(E) =

1
π
φsc(
√
E) if E > 0,
−
∫ E
−∞
N∑
n=1
δ(t+ λn)dt if E < 0,
(1.38)
ξ(+0) = −N.(1.39)
Theorem 1.5. Let V , φ(k) and P(k) be as in Theorem 1.4. Then for any f ∈
C∞0 (R) the following identities hold:
(1.40) Tr (f(H)− f(H0)) =
N∑
j=1
f(k2j )−
α−1
π
∫ ∞
0
f(t2)dt− 1
π
∫ ∞
0
f(t2)φ′(t)dt,
(1.41) φ′(t) = ImP ′(t) + Im
∑
n≥1
t3
k3n(t− kn)
, t ≥ 0,
where the series converges absolutely and uniformly on any compact set of [0,∞).
Remark. The equality (1.41) is the Breit-Wiegner formula for the resonance (see
p. 53 of [23]).
The importance of trace formula in non-linear equations, inverse problems, spec-
tral theory has already been discussed in many papers, see [4], [5], [10], [16] and
references therein. The trace formula associated with the scattering phase (the
spectral shift function) φsc was derived by Buslaev [2] and later it is repeatedly
studied by various authors, see [3], [20], [21], [24] etc. For example, using the modi-
fied determinant, Newton [20] gave a new proof of the Levinson Theorem. The trace
formulas for Stark operators were obtained in [14] and for the case 2D magnetic
fields see [15].
The resonance is also a broadly discussed subject (see [19], [27], [6], [25] etc).
Many related problems which have applications to physics are still open. We think
that some basic problems for the distribution of resonances have connections to open
problems in the theory of entire functions. The works cited in [9] will serve as a first
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step in this direction. For example, the Levinson Theorem (about zeros of entire
functions, see [9] , [17]) gives only the first term in the asymptotics of the number
of resonances in dimension 1. We expect that the next term in these asymptotic
estimates could be determined by applying the theories of entire functions and
conformal mapping.
2. Trace formulas
Let us recall some well-known facts. Let A,B ∈ B and AB,BA ∈ B1. Then
(2.1) TrAB = TrBA,
(2.2) det(I +AB) = det(I +BA).
Suppose for a domain D ⊂ C, Ω(z) ∈ A(D ; B1) satisfies −1 6∈ σ(Ω(z)) for any
z ∈ D. Then for F (z) = det(I +Ω(z)) we have
(2.3) F ′(z) = F (z)Tr (I +Ω(z))−1Ω′(z).
We need the following fact for the trace class operators (see Theorem XI.21 [22]):
(2.4) f(x)g(−i∇) ∈ B1, f, g ∈ L2,δ(Rn), δ > n/2,
where f ∈ L2,δ(Rn) means that ∫
Rn
(1+|x|)2δ|f(x)|2dx <∞. Recall that
√
σd(H) =
{i√λ1, · · · , i
√
λN}, and Q0(k) and Q(k) defined in (1.1) and (1.30). We use the
following formula
(2.5) (I +Q0(k))(I −Q(k)) = I, k ∈ C+ \
√
σd(H).
We put
(2.6) QB(k) = B(k)Q(k).
Recall also that for a Banach space X , H(C+ ; X ) is the set of all X -valued con-
tinuous functions on C+ = {k ∈ C ; Im k ≥ 0}, which are analytic on C+.
Lemma 2.1. The operator-valued functions Q0, Q
′
0, QB, Q
′
B belong to H(C+ ; B2).
Moreover, we have:
(2.7) sup
k∈C+
(‖Q′0(k)‖2 + ‖Q0(k)‖2) <∞,
(2.8) sup
k∈C+
|k|‖Q0(k)‖ <∞,
(2.9) V R0(k)
2, Q′0(k) ∈ B1, k ∈ C+,
(2.10) Tr Q′0(k) = iα−1, k ∈ C+.
If V satisfy (1.2) with ǫ > 1, then Q′′0(k) ∈ H(C+ ; B2).
Proof. It is well known that Q0, Q
′
0, QB ∈ H(C+ ; B2) and (2.7) holds. Note
that it is a simple fact and it follows from (1.5). Using (2.5), we have
Q′(k) = 2k|V |1/2R(k)2V˜ 1/2 = (I −Q(k))Q′0(k)(I −Q(k)),
which yields Q′B ∈ H(C+ ; B2). The estimate (2.8) is proved in [7], and (2.4), (1.6)
imply (2.9). Using (2.9), we obtain
TrQ′0(k) = 2kTr (V R(k)
2) =
i
4π
∫
R3
V (x)dx = iα−1, k ∈ C+.
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If ǫ > 1, then (1.6) shows Q′′0 ∈ H(C+ ; B2). 
The function D(k) is real on {iτ ; τ ∈ (0,∞) \ [0,√λ1]}, and we have
(2.11) D(k) = D(−k), φ(k) = −φ(−k), ρ(k) = ρ(−k),
for k ∈ C+\{iτ ; τ ∈ [0,
√
λ1]}. The logarithmic derivetive ofD(k) has the following
form (see [8]),
(2.12)
d
dk
logD(k) = −Tr [Q(k)Q′0(k)] , k ∈ C+ \ {iτ ; τ ∈ (0,
√
λ1]}.
In fact, this follows from (2.1)-(2.3), and (2.5).
Lemma 2.2. The functions logDB(k) and
d
dk
logDB(k) belong to H(C+ ; C), and
the following identity and the estimate hold:
(2.13) C0 := 2 sup
k∈C+
|k|‖Q0(k)‖ <∞,
(2.14) − logD(k) =
∞∑
n=2
Tr
(−Q0(k))n
n
, |k| > C0, k ∈ C+,
where the series converges absolutely and uniformly, and
(2.15)∣∣∣ logD(k) + N+2∑
n=2
Tr (−Q0(k))n
n
∣∣∣ ≤ ‖Q0(k)‖N+1‖Q0(k)‖22
N + 3
, |k| > C0, k ∈ C+.
for any N ≥ 0. If V satisfy (1.2) with ǫ > 1, then d
2
dk2
logDB(k) ∈ H(C+ ; C).
Proof. Lemma 2.1 and the formula (2.12) imply that logDB(k) and
d
dk
logDB(k)
belong to H(C+ ; C). We denote the series in (2.14) by F (k). Since
(2.16) |TrQn0 (k)| ≤ ‖Q0(k)‖22‖Q0(k)‖n−2 ≤ ‖Q0(k)‖22ǫn−2k , ǫk = ‖Q0(k)‖ <
1
2
,
F (k) converges absolutely and uniformly, and is anlytic in |k| > C0. Moreover,
differentiating (2.14) and using (2.5), we have
F ′(k) = −i
∞∑
n=2
Tr (−Q0(k))n−1Q′0(k) = iTrQ(k)Q′0(k), |k| > C0.
Then we have F (k) = −i logD(k), since F (iτ) = o(1) as τ →∞. Using (2.14) and
(2.16), we obtain (2.15).
Let, in addition, V satisfy (1.2) with ǫ > 1. It is sufficient to consider
d
dk
logD(k)
near the real line. Using (2.12), we have
d2
dk2
logD(k) = −Tr
(
Q′(k)Q′0(k) +Q(k)Q
′′
0(k)
)
, k ∈ C+.
Then by Lemma 2.1, the two terms are analytic in C+ and continuous up to R.
Hence we have the last assertion of the lemma. 
The following lemma will be proved in §4.
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Lemma 2.3. We have the following asymptotic expansion as |k| → ∞, k ∈ C+:
(2.17) iTr
(
Q0(k)
2
2
− Q0(k)
3
3
)
= −α0
k
− α1
k3
+O(
1
k4
),
(2.18) TrQ0(k)
p = O(k−4), TrQp−10 (k)Q
′
0(k) = O(k
−4), p = 4, 5.
Now we can compute the asymptotics of logD(k) and logDB(k).
Theorem 2.4. We have the asymptotics (1.22), (1.23) in Theorem 1.1, moreover
(2.19) − i d
dk
logD(k) =
α0
k2
+O(
1
k4
).
We also have
(2.20) inf
t∈R
|D(t)| ≤ |DB(k)| ≤ sup
t∈R
|D(t)|, ∀k ∈ C+.
Proof. Using Lemma 2.2, we decompose −i logD(k) as T≤5(k) + T>5(k), where
T≤5(k) = iTr
(
Q0(k)
2
2
− Q0(k)
3
3
+
Q0(k)
4
4
− Q0(k)
5
5
)
,
T>5(k) = i
∑
n>5
Tr (−Q0(k))n
n
.
Lemma 2.1 implies
|T>5(k)| ≤ ‖Q0(k)‖22‖Q0(k)‖4 ≤ C|k|−4, k ∈ C+, |k| → ∞
for some C > 0. The asymptotics (1.22), (1.23) then follow from this estimate and
Lemma 2.3. The proof of (2.19) is similar, since we have (2.7).
We let
logDB(k) = log |DB(k)|+ i argDB(k) =: ρB(k) + iφB(k).
Then ρB(k) is a real harmonic functiuon. In view of (1.23), we have logDB(k) =
O(k−1) as |k| → ∞, k ∈ C+. Then the maximum principle implies
inf
t∈R
ρB(t) ≤ ρB(k) ≤ sup
t∈R
ρB(t), k ∈ C+.
Since ρB(t) = ρ(t) for t ∈ R, we obtain (2.20). 
For k ∈ C+ \
√
σd(H), we put
(2.21) J0(k) = 1 +Q0(k), J(k) = 1−Q(k),
(2.22) S0(k) = J0(−k)J(k).
By (2.5), we have
S0(k) = 1− (Q0(k)−Q0(−k))(1 −Q(k)).
Then the operator-valued function S0(·) − I : C+ → B1 is continuous up to R,
since the function det(I + ·) is continuous in the trace norm. Then we obtain the
well known formula (see Theorem XI.42 [22] and (2.2))
detS0(k) = detS(k), k ∈ R.
We represent detS(k) in terms of D(k) and give an alternative proof of (1.21).
Lemma 2.5. The equality (1.21) holds.
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Proof. Take z = iτ , τ ∈ R \
√
σd(H) arbitrarily, and define the modified
determinant
D(k) = det [J0(k)J(z)] , k ∈ C+,
It is well defined since J(·)J1(z)− I ∈ H(C+ ; B1). The function D(k) is analytic
in C+, with N zeros (counted with multiplicity) k1, · · · , kN ∈ iR+ and D(z) = 1.
We put
f(k) =
D(k)
D(z)
eTr (Q0(k)−Q0(z)), k ∈ C+,
and show
D(k) = f(k), k ∈ C+.
Using (2.1), (2.3) and (2.4), we have
D′(k)
D(k) = Tr [J0(k)J(z)]
−1
Q′0(k)J(z) = Tr J(k)Q
′
0(k), k ∈ C+ \
√
σd(H).
By the similar argument, (i.e. using (2.1), (2.3), (2.4), and (2.7)), we obtain
f ′(k)
f(k)
= Tr [−Q(k)Q′0(k) +Q′0(k)] = Tr J(k)Q′0(k).
Then D = f , sincef and D satisfy the same equation and f(z) = D(z) = 1.
Using J0(k)J(k) = I, we rewrite detS0(k) in the form
detS0(k) = det
[
J0(−k)J(z)
]
det
[
J(z)−1J(k)
]
=
D(−k)
D(k) =
D(k)
D(k) ,
for k ∈ C+ \
√
σd(H), since D(k) is real on iR+. This equality and detS0(k) =
detS(k), k ∈ R, yield (1.21), since (2.10) gives Tr(Q0(k)−Q0(z)) = i(k−z)γ−1. 
We prepare some simple equalities. We put
(2.23) BR(k) = ReB(k), BI(k) = ImB(k).
Then we have
(2.24) B′I(0) = −Re i
B′(0)
B(0)
= −Re
N∑
j=1
(
i
k − kj −
i
k + kj
) ∣∣∣
k=0
= 2
N∑
j=1
1
|kj | ,
(2.25) logDB(0) = log |DB(0)|,
(2.26) − i d
dk
logDB(k)
∣∣∣
k=0
= φ′B(0) = φ
′(+0)− 2
N∑
j=1
1
|kj | ,
since φB is odd and ρB is even on R.
We prove the first main result about the trace formulas.
Proof of Theorem 1.1. We put
Ψ(k) = −i logD(k), ΨB(k) = −i logDB(k).
Due to Lemmas 2.1 and 2.2, ΨB is continuous on C+. The asymptotics in Theorem
1.1 (1) have been proved in Theorem 2.4
In order to show the equalities (1.26), (1.27) and (1.28), we need the following
simple result. Assume that a function f satisfies the following condition:
(2.27) f ∈ H(C+ ; C), Im f(·+ i0) ∈ L1(R), f(iτ) = −Qf + o(1)
iτ
, τ →∞.
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Then
(2.28) Qf =
1
π
∫
R
Im f(t)dt.
We apply this result to ΨB(k), which satisfies the condition (2.27) by virtue of
Theorem 1.1, and we have (1.26).
Applying similar arguments to the function k2(ΨB(k) +
γ0
k
) we obtain (1.27).
In order to get (1.24), we define the function f1 = ik(ΨB(k) +
γ0
k
). Due to
Theorem 1.1, this function f1 satisfies the condition (2.27) and we have∫
R
Im f1(t)dt =
∫
R
t
(
φB(t) +
γ0
t
)
dt = 0.
Substituting φB = φ−BI and γ0 = α0 − β0 into last integral, we obtain∫
R
t
(
φB(t) +
γ0
t
)
dt =
∫
R
t
(
φ(t) +
α0
t
)
dt− J, J =
∫
R
t
(
BI(t) +
β0
t
)
dt.
The integration by parts yields
J = −1
2
∫
R
t2
(
B′I(t)−
β0
t2
)
dt = −
N∑
j=0
∫
R
t2|kj |
(
1
t2 + |kj |2 −
1
t2
)
dt = π
N∑
j=0
|kj |2,
which implies (1.24).
Applying similar arguments to the function ik3(ΨB(k) +
γ0
k
) we obtain (1.25).
We will prove (1.28). Below we will use the following simple fact (see [9]).
Assume that the function F ∈ H(C+ ; C) satisfies ImF (0) = 0 and F ∈ L2(R).
Then by the property of the Hilbert transform, we have
1
π
∫
R
ImF (t)
t
dt = ReF (0).
We apply this result to the function f = (ΨB(k) − ΨB(0)/(k). Due to Lemma
2.2, f ∈ H(C+ ; C) and I f(0) = 0 since ρB(t) is even on the real line. Then we
have
1
π
∫
R
ρB(t)− ρB(0)
t2
dt = φ′B(0) = φ
′(+0)−B′I(0) = φ′sc(+0)− α−1 − 2
N∑
1
1
|kj | ,
where we have used (1.21) and (2.26). This proves (1.28). 
We prove the uniqueness. Let H2+ denote the Hardy class of functions g which
are analytic in C+ and satisfy supy>0
∫
R
|g(x+ iy)|2dx <∞.
Lemma 2.6. Let fj(z), j = 1, 2, be such that log fj ∈ H2+, and satisfy the following
conditions:
(i) fj(z) = 1 + o(1) as Im z →∞, z ∈ C+,
(ii) φj(t) := arg fj(t) is continuous in t ∈ R \ {0}, and φj(t)→ 0 as t→ ±∞,
(iii) e−2iφ1(t) = e−2iφ2(t), for a.e. t ∈ R.
Then f1(z) = f2(z) on C+.
Proof. Recall that if φ1(t) = φ2(t), for a.e. t ∈ R. Then f1(z) = f2(z) on C+
(see [Koo]). Hence we have only to show φ1(t) = φ2(t), for a.e. t ∈ R. We take an
interval I = [m,m+ 1] for large m > 1. Then |φj(t)| < ǫ, t ∈ I, j = 1, 2, and using
the identity e−2iφ1(t) = e−2iφ2(t) for a.e. t ∈ R, we have φ1(t) = φ2(t) a.e. on I.
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Then by the well-known theorem on the boundary value of the harmonic functions,
we have φ1(z) = φ2(z) on C+, which implies φ1(t) = φ2(t), a.e. on R. 
Noting that ΨB(k) ∈ H2+ and using Lemma 2.6, we see that DB(k) is uniquely
determined by argDB(k) in the Hardy class. In this class the following uniqueness
result for the required determinant DB(k) holds.
Lemma 2.7. Let the potential V satisfy (1.2). Let a function F be analytic in C+
and satisfy the following conditions:
(1) F (k) = 1+ o(1) as Im k →∞, k ∈ C+, and logF ∈ H2+ for some branch of log,
(2) φF (t) := argF (t) is continuous in t ∈ R \ {0}, and φF (t)→ 0 as t→ ±∞,
(3) e−2iφF (t) = e−2iφB(t), for a.e. t ∈ R.
Then F (k) = DB(k) on C+.
Note that if in this Lemma logF is not in the Hardy class, then we do not have
uniqueness. For example, let N = 0 and F (k) = D(k)e1/k, for k ∈ C+. Then F
satisfies all conditions in Lemma except logF ∈ H2+.
Proof of Lemma 2.7. We apply Lemma 2.6 to DB and F . Due to Theorem 1.1,
the −i logDB satisfies all conditions in Lemma 2.6. Then DB = F . 
We prove our second result on the Dirichlet integrals.
Proof of Theorem 1.2. Using Green’s formula we obtain the following equality,
where k = t+ iτ .
Ir(ΨB) :=
∫∫
k∈C+,|k|<r
|Ψ′B(k)|2dtdτ =
∫ r
−r
φ′B(t)ρB(t)dt+
rJ ′(r)
2
,
for any r > 0, where
J(r) =
∫ π
0
|ΨB(reiϕ)|2dϕ.
The asymptotics (1.23) and (2.19) yield rJ ′(r) = O(1/r), r → ∞ and φ′B, ρ′B ∈
L2(R), which shows that Ir converges and we have
(2.29)
∫∫
C+
|ΨB(k)|2dtdτ =
∫
R
φ′B(t)ρB(t)dt.
Consider the integral in the right-hand side of (2.29) in more detail. Using ρB(t) =
ρ(t), t ∈ R, and ρB(t) ∈ L1(R) we have the following decomposition
1
π
∫
R
φ′B(t)ρB(t)dt = mBγ0 +
1
π
∫
R
(φ′B(t)−mB)ρB(t)dt = mBγ0 − S0.
Here the integrals converge absolutely, which implies (1.29).
In order to show ρB(0) = ρ(0) < 0 we use the identity for τ > 0
Ψ(iτ)−Ψ(0) =
∫ iτ
0
2izψ(z)dz, ψ(z) = TrR0(z)V R(z)V R0(z) > 0, z ∈ iR+.
Hence −ρ(0) = ∫∞
0
2yψ(iy)dy > 0, where the integral converges, since R(−τ2) =
O(1/τ2) as τ →∞. 
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3. Resonances
We consider first the resonances in the case when V satisfies (1.2) and D(k) is
entire.
Proof of Theorem 1.3. Recall that D = BDB. Let D be entire. Then using (1.21),
we have the equality (1.31) and then B2(k) detS(k) has an analytic extension from
R into whole C+.
Conversely, let B2(k) detS(k) have an analytic extension from R into C+. Then
using the formula (1.21), we deduce that the function DB(−k) has an analytic
extension from R into C+, since DB(k) is analytic in C+. Then D is entire.
Now we assume that D is entire.
(i) The equality (1.21) and D = BDB yield (1.31). Then the function detS(k), k ∈
R, has a meromorphic extension from R into the whole C.
(ii) Let us consider the case that the order p = 3, the proof for the other cases is
the same. The function D has the form
D(k) = eP(k)y(k), y(k) =
M∏
1
(k − kn), P(k) = c3k3 + c2k2 + c1k + C.
Then the function Ψ(k) = −i logD(k) has the asymptotics
Ψ(k) = −iP(k)− i log y(k) = −iP(k)− iM log k − i
M∑
n=1
log
(
1− kn
k
)
= −iP(k)− iM log k + i
k
M∑
n=1
kn + O(1/k
2), k →∞
Then M = 0 and α0 = 0. Hence V = 0.
(iii) Using formula(1.31), we obtain the statement (3).
(iv) Let Q0(·) : C+ → B2 have an analytic continuation into the whole plane. Then
the equality (2.5) gives a meromorphic continuation of Q(k), k ∈ C+ \
√
σd(H),
into whole C.
If z0 is a zero of D(k), due to (2.5), z0 is a pole of Q(k) counted with multiplicity.
If z0 is a pole of Q(k), then the equation (I +Q0(z0))f = 0 has a solution f 6= 0,
hence z0 is a zero of D(k), counted with multiplicity. 
Next we consider the resonances for compactly supported potentials V .
Proof of Theorem 1.4. The estimate in (1.32) is proved in Theorem 2.3. We prove
(1.33). In [27] there is an estimate |B2(k) detS(k)| ≤ C1eC1|k|3 for any k ∈ C+
with some constant C1. Note that the proof of this last estimate is not complicated
(see also [6]). Then using Theorem 2.3 and (1.31) we obtain (1.33).
It is well known that if D(k) is entire and has estimate (1.33), then D(k) has the
Hadamard factorization (1.34), where P = Ak3+Bk2+Ck. We have to determine
the constants A,B,C. The function Ψ(k) is odd and ρ(k) is even on the real
line. Differentiating (1.34), we get (1.36), which yields C = Ψ′(0) since ρ′(0) = 0.
Differentiating again (1.34) we obtain A,B. 
Finally, we prove the result about the trace Tr(f(H)− f(H0)) in terms of reso-
nances only.
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Proof of Theorem 1.5. The function D is entire. Using Theorem 1.1 and (1.37) for
each f ∈ C∞0 (R) and integrating by parts we have the following identity
Tr (f(H)− f(H0)) =
N∑
j=1
f(k2j )−
1
π
∫
R+
f(t2)φ′sc(t)dt
=
N∑
j=1
f(k2j )−
α−1
π
∫
R+
f(t2)dt− 1
π
∫
R+
f(t2)φ′(t)dt.
The expansion (1.36) yields (1.41). Using (2.12), (2.10) and (2.5), we have
D′(k)
D(k)
= −TrQ(k)Q′0(k) = −Tr (Q′0(k)− (I −Q(k))Q′0(k))
= −iα−1 − 2kTr (R(k2)−R0(k2))
and then (1.36) yields
Tr(R(k2)−R0(k2)) = − D
′(k)
2kD(k)
− iα−1
2k
= − 1
2k
(
iα−1 + P ′(k) +
∑ k3
k3n(k − kn)
)
where the series converges uniformly on any compact subset of C \ {0, kn, n ≥ 1}.
These two equalities imply (1.41). 
4. Proof of asymptotics Lemma 2.3
Recall that by Lemma 2.1, each function TrQn0 (k), n ≥ 2, belongs to H(C+;C)
and |TrQn0 (k)| ≤ ‖Q0(0)‖n2 . We need the asymptotics of TrQn0 (k) as |k| → ∞. For
the function f(x), x ∈ R3 and ω ∈ S2, we put ∂ωf(x) = ∂f∂ω (x) = ω · ∇f(x).
Lemma 4.1. The following equality holds:
(4.1)
i
2
TrQ20(k) = −
‖V ‖2
16πk
− ‖∇V ‖
3π(4k)3
+
1
32k4i
∫ ∞
0
e2ikt
F (t)
(1 + t)3+ǫ
dt, k ∈ C+.
for some F ∈ L∞(R+).
Proof. Let f(k) = i2TrQ
2
0(k). Then we have
f(k) =
i
2
∫∫
R6
V (x)R0(x− y, k)V (y)R0(y − x, k)dxdy
=
i
2
∫∫
R6
V (x)V (y)e2ik|x−y|
(4π)2|x− y|2 dxdy.
If we set u = x− y, v = x and u = tω, t = |u| > 0, then we obtain
(4.2) f(k) =
i
2
∫ ∞
0
e2iktg(t)dt, g(t) =
∫
|ω|=1
dω
∫
R3
V (x+ tω)V (x)
dx
(4π)2
.
Consider the function g. Using (1.2), we deduce that g ∈ C(R) and g is even on
R. The derivatives of g have the forms
(4.3)
g′(t) =
∫
S2
dω
∫
R3
V (x)∂ωV (x+ tω)
dx
(4π)2
= −
∫
S2
dω
∫
R3
V (x+ tω)∂ωV (x)
dx
(4π)2
,
(4.4)
g′′(t) = −
∫
S2
dω
∫
R3
∂ωV (x+tω)∂ωV (x)
dx
(4π)2
=
∫
S2
dω
∫
R3
V (x+tω)∂2ωV (x)
dx
(4π)2
,
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(4.5) g′′′(t) =
∫
S2
dω
∫
R3
∂ωV (x+ tω)∂
2
ωV (x)
dx
(4π)2
,
where we used integration by parts. Substituting the following estimate
1
(1 + |x|)(1 + |y|) ≤
(
1
1 + |x| +
1
1 + |y|
)
1
1 + |x− y|
into (4.2)-(4.5) and using (1.2), we deduce that g(n) ∈ C(R), n = 0, 1, · · · , 4, and
g(n)(t) = O(t−3−ǫ) as t→ ±∞. We have the following equalities
g(0) =
∫
S2
dω
∫
R3
V 2(x)
dx
(4π)2
=
1
4π
∫
R3
V 2(x)dx,
g′(0) =
∫
S2
dω
∫
R3
V (x)ω · ∇V (x) dx
(4π)2
= 0,
g′′(0) = −
∫
S2
dω
∫
R3
(ω · ∇V (x))2 dx
(4π)2
= −‖∇V ‖
2
12π
,
since for any constant vector γ ∈ R3 we have the following identities∫
S2
γ · ωdω = 0,
∫
S2
(γ · ω)2dω = |γ|2 2π
∫ π
0
cos2 θ sin θdθ = |γ|2 4π
3
.
Then by integration by parts, we have
f(k) = −g(0)
4k
+
g′′(0)
16k3
+
1
32k4i
∫ ∞
0
e2iktg′′′′(t)dt,
F (t) = (1 + t)3+ǫg′′′′(t) ∈ L∞(R+).
which implies (4.1). 
We consider the function TrQ30(k).
Lemma 4.2. Let ϕ(k) = − i
3
TrQ30(k), k ∈ C+. Then we have the following
asymptotic expansion:
ϕ(k) = −α
0
1
k3
+O
(
1
k4
)
, ϕ′(k) =
3γ01
k4
+O
(
1
k4
)
,
TrQn0 (k) = O(k
−4), Tr
(
Qn−10 (k)Q
′
0(k)
)
= O(k−4), n = 4, 5,
as |k| → ∞, k ∈ C+, where γ01 =
2
3(4π)3
∫
R3
V 3(x)dx.
Proof. We have for k ∈ C+
ϕ(k) = − i
3
∫
R6
V (x)
eik|x−y|
4π|x− y|V (y)
eik|y−z|
π|y − z|V (z)
eik|z−x|
4π|z − x|dxdydz
= − i
3
∫
R9
V (z)V (z + v)V (z + u+ v)
eik(|u|+|v|+|u+v|)
(4π)3|u||v||u+ v|dudvdz
= −i
∫
R6
eik(|u|+|v|+|u+v|)
|u||v||u+ v| f(u, v)dudv,
f(u, v) =
1
3(4π)3
∫
R3
V (z)V (z + v)V (z + u+ v)dz.
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where we used u = x − y, v = y − z and y = v + z, x = u + v + z. Using the new
variables
u = tcω, v = tsν, c = cosψ, s = sinψ, t =
√
u2 + v2 > 0, ω, ν ∈ S2,
we rewrite the integral into the form
(4.6)
ϕ(k) = −i
∫
S2×S2
dωdν
∫ π/2
0
cs
φ
dψ
∫ ∞
0
t2eiktGg(t, η)dt, g(t, η) = f(tcω, tsν),
where
η = (ψ, ω, ν) ∈ (0, π/2)× S2 × S2, φ = |1 + 2csω · ν|12, G = c+ s+ φ.
By the same arguments as in the proof of Lemma 4.1, we deduce that each g(n) ∈
C(R), n = 0, 1, · · · , 4, and g(n)(k, η) = O(t−2(3+ǫ)) as t→∞. Moreover, we have
g(0, η) =
∫
R3
V 3(x)
3(4π)3
dx,
∫
S2×S2
dωdν
∫ π/2
0
2cs
φG3
dψ = 2π2,
∫
S2×S2
dωdν
∫ π/2
0
2cs
φG4
∂g(0, η)
∂t
dψ = 0.
By integrating by parts we have
− i
∫ ∞
0
t2eiktGg(t, η)dt =
∫ ∞
0
eiktG
(
t2g(t, η)
kG
)′
dt
= −
∫ ∞
0
eiktG
(
t2g(t, η)
i(kG)2
)′′
dt = −2g(0, η)
(kG)3
−
∫ ∞
0
eiktG
(kG)3
(
t2g(t, η)
)′′′
dt
= −2g(0, η)
(kG)3
− 2
i(kG)4
∂g(0, η)
∂t
+
∫ ∞
0
eiktG
i(kG)4
(
t2q(t, η)
)′′′′
dt.
Substituting the last integrals into (1.2), we obtain
ϕ(k) = −α
0
1
k3
+
1
ik4
∫
S2×S2
dωdν
∫ π/2
0
cs
φG4
dψ
∫ ∞
0
eiktG
(
t2g(t, η)
)′′′′
dt,
which yields the first asymptotics in (4.6). The proof of other asymptotics is similar.

AcknowledgmentsMany parts of this paper were written when E. K. was staying
in Tsukuba University, Japan. He is grateful to the Mathematical Institute for their
hospitality. This work was supported by the Ministry of education and science of
the Russian Federation, state contract 14.740.11.0581.
References
[1] M. S. Birman and D. Yafaev, The spectral shift function. The papers of M. G. Krein and
their further development, St. Petersburg Math. J., 4 (1993), 833-870.
[2] V. Buslaev, The trace formulas and certain asymptotic estimates of the kernel of the resol-
vent for the Schro¨inger operator in three-dimensional space. Probl. Math. Phys., Spectral
Theory and Wave Processes (Russian) No. 1 (1966), 82-101
[3] Y. Colin de Verdie´re, Une formule de traces pour l’ope´ateur de Schro¨inger dans R3. Ann.
Sci. Scola Norm. Sup. (4) 14 (1981), no. 1, 27–39.
[4] P. Deift and R. Killip, On the absolutely continuous spectrum of one-dimensional
Schro¨dinger operators with square summable potentials, Commun. Math. Phys. 203 (1999),
341-347.
TRACE FORMULAS FOR SCHRO¨DINGER OPERATORS 17
[5] L. Faddeev and V. Zakharov, The Korteweg-de Vries equation is a a completely integrable
Hamiltonian system. (Russian) Funkcional. Anal. i Prilozhen. 5 (1971), no. 4, 18–27.
[6] R. Froese, Upper bounds for the resonance counting function of Schro¨dinger operators in
odd dimensions, Can. J. Math. 50 (3), 538-546 (1998)
[7] J. Ginibre and M. Moulin, Hilbert space approach to the quantum mechanical three-body
problem. Ann. Inst. H. Poincare´ Sect. A (N.S.) 21 (1974), 97–145.
[8] I. Gohberg and M. Krein, Introduction to the theory of linear nonselfadjoint operators.
Translated from the Russian, Translations of Mathematical Monographs, Vol. 18 American
Mathematical Society, Providence, R.I. 1969.
[9] P. Koosis, The logarithmic integral I, Cambridge Univ. Press, Cambridge, London, New
York 1988
[10] P. Kargaev and E. Korotyaev, Effective masses and conformal mapping. Commun. Math.
Phys., 1995(169), 597–625.
[11] P. Kargaev and E. Korotyaev, Inverse Problem for the Hill operator, the Direct Approach.
Invent. Math.; 129 (1997), no. 3, 567–593.
[12] E. Korotyaev, Inverse resonance scattering on the half line, Asymptotic Anal. 37(2004), No
3/4, 215–226.
[13] E. Korotyaev, The estimates of periodic potentials in terms of effective masses. Comm.
Math. Phys. 183 (1997), no. 2, 383–400.
[14] E. Korotyaev and A. Pushnitski, Trace formulae and high energy asymptotics for the Stark
operator. Comm. Partial Differential Equations 28 (2003), no. 3-4, 817-842.
[15] E. Korotyaev and A. Pushnitski, A trace formula and high-energy spectral asymptotics for
the perturbed Landau Hamiltonian. J. Funct. Anal. 217 (2004), no. 1, 221-248.
[16] A. Laptev and T. Weidl, Sharp Lieb-Thiring inequalities in high dimensions, Acta Math.,
184(2000), 87-111.
[17] B. Levin, B, Distribution of zeros of entire functions, AMS transl. of math. monograph 5,
1964.
[18] V. Marchenko and I. Ostrovski, A characterization of the spectrum of the Hill operator.
Math. USSR Sbornik 26(1975), 493–554.
[19] R. Melrose, Polynomial bound on the number of scattering poles. J. Funct. Anal. 53 (1983),
no. 3, 287–303.
[20] R. Newton, Noncentral potentials: The generalized Levinson theorem and the structure of
the spectrum, J. Math. Phys., 18, 1977, 1348-1357
[21] E. Olmedilla, Inverse scattering transform for general matrix Schrodinger operators and the
related symplectic structure, Inverse Problems, I(1985) 2 19-236.
[22] M. Reed and B. Simon, Methods of Modern Mathematical Physics, Vol.III: Scattering The-
ory, Academic Press, New York, 1979.
[23] M. Reed and B. Simon, Methods of Modern Mathematical Physics, Vol.IV: Analysis of
Operators, Academic Press, New York, 1978.
[24] D. Robert, Semiclassical asymptotics for the spectral shift function. Differential operators
and spectral theory, 187–203, Amer. Math. Soc. Transl. Ser. 2, 189, Amer. Math. Soc.,
Providence, RI, 1999.
[25] J. Sjo¨strand and M. Zworski, Complex scaling and the distribution of scattering poles. J.
Amer. Math. Soc. 4 (1991), no. 4, 729769.
[26] M. Zworski, Distribution of poles for scattering on the real line. J. Funct. Anal. 73 (1987),
no. 2, 277–296.
[27] M. Zworski M, Sharp polynomial bounds on the number of scattering poles, Duke Math.
311-323, 59, 1989
Institute of Mathematics, University of Tsukuba, Tsukuba, 305-8571, JAPAN, isoza-
kih@math.tsukuba.ac.jp
Saint-Petersburg State University, Russia. korotyaev@gmail.com
