Purpose: To develop an efficient and robust tool for output measurement and absolute dose verification of electron beam therapy by using a high spatial-resolution and high frame-rate amorphous silicon flat panel electronic portal imaging device (EPID). Methods: The dosimetric characteristics of the EPID, including saturation, linearity, and ghosting effect, were first investigated on a Varian Clinac 21EX accelerator. The response kernels of the individual pixels of the EPID to all available electron energies (6, 9, 12, 16, and 20 MeV) were calculated by using Monte Carlo (MC) simulations, which formed the basis to deconvolve an EPID raw images to the incident electron fluence map. The two-dimensional (2D) dose distribution at reference depths in water was obtained by using the constructed fluence map with a MC simulated pencil beam kernel with consideration of the geometric and structural information of the EPID. Output factor measurements were carried out with the EPID at a nominal source-surface distance of 100 cm for 2 × 2, 3 × 3, 6 × 6, 10 × 10, and 15 × 15 cm 2 fields for all available electron energies, and the results were compared with that measured in a solid water phantom using film and a Farmer-type ion chamber. The dose distributions at a reference depth specific to each energy and the flatness and symmetry of the 10 × 10 cm 2 electron beam were also measured using EPID, and the results were compared with ion chamber array and water scan measurements. Finally, three patient cases with various field sizes and irregular cutout shapes were also investigated. Results: EPID-measured dose changed linearly with the monitor units and showed little ghosting effect for dose rate up to 600 MU/min. The flatness and symmetry measured with the EPID were found to be consistent with ion chamber array and water scan measurements. The EPID-measured output factors for standard square fields of 2 × 2, 3 × 3, 6 × 6, 10 × 10, 15 × 15 cm 2 agreed with film and ion chamber measurements. The average discrepancy between EPID and ion chamber/film measurements was 0.81% ± 0.60% (SD) and 1.34% ± 0.75%, respectively. For the three clinical cases, the difference in output between the EPID-and ion chamber array measured values was found to be 1.13% ± 0.11%, 0.54% ± 0.10%, and 0.74% ± 0.11%, respectively. Furthermore, the γ-index analysis showed an excellent agreement between the EPID-and ion chamber array measured dose distributions: 100% of the pixels passed the criteria of 3%/3 mm. When the γ-index was set to be 2%/2 mm, the pass rate was found to be 99.0% ± 0.07%, 98.2% ± 0.14%, and 100% for the three cases. Conclusions: The EPID dosimetry system developed in this work provides an accurate and reliable tool for routine output measurement and dosimetric verification of electron beam therapy. Coupled with its portability and ease of use, the proposed system promises to replace the current film-based approach for fast and reliable assessment of small and irregular electron field dosimetry. C 2015 American Association of Physicists in Medicine. [http://dx
INTRODUCTION
Electron beam therapy (EBT) is a valuable radiotherapy modality for treatment of superficial tumors. Electron beams are characterized by a reasonably uniform dose from the surface to a certain depth (depending on energy) and then by a rapid falloff in dose. 1 In practice, electron dosimetry is intractable, especially when dealing with a small and/or irregularly shaped field. While the most accurate approach is to acquire the depth doses and profile in a water phantom, 2, 3 film dosimetry done with plastic water slabs at a reference depth has been a widely adopted technique for output measurement and electron dosimetry. There is a continuous need for a fast and robust electron dosimetry solution to overcome various issues associated with the film dosimetry, such as the large dosimetric uncertainties and laborious film processing procedure.
The development of amorphous silicon (a-Si) flat panel electronic portal imaging device (EPID) has opened up new possibilities for quality assurance (QA) and dosimetric verification of EBT. EPID has many advantages, including good sensitivity, high resolution, large active detection area, ease-of-use, real-time image acquisition, and fast data processing. Over the past two decades, several research groups have reported the use of EPID for dosimetric verification of intensity modulated radiotherapy (IMRT) [4] [5] [6] [7] and volumetric modulated arc therapy (VMAT). [8] [9] [10] [11] [12] Reports on using EPID for EBT dosimetry are, however, relatively sparse. Jarry and Verhaegen 13 reported the use of bremsstrahlung part of an electron beam for portal image quality analysis. Beck et al.
14 investigated the possibility of using an EPID for daily constancy check of electron beam. Recently, Chatelain et al. 15 studied the potential of using an EPID for multileaf collimator (MLC) modulated electron radiotherapy (MERT) QA. Similar to that previously proposed by Chang et al. 16 for IMRT studies, 17, 18 the acquired EPID images were converted into absolute doses with an empirical method based on the measurement of field-size-dependent scatter factors obtained using an ion chamber at the depth of 1.5 cm. Although the initial results are encouraging for MERT QA, the approach is only valid for square and rectangular fields and cannot correct for the discrepancy existing in the measurement. 15 The accuracy of this measurement-based calibration and dosimetric procedure is limited for general electron dosimetry application, and large discrepancies have been observed. 15 As has been discussed in a number of previous publications in photo dosimetry, 4, 19 a kernel-based calibration of the EPID system is essential for accurate radiation dosimetry.
This work is devoted to establishing a robust method of using a high spatial-resolution a-Si EPID for output measurement and dosimetric verification of EBT. By incorporation of Monte Carlo (MC)-derived pixel-by-pixel response of the EPID, the underlying physical properties and dose deposition process are considered. Coupled with a number of unique features of EPID dosimetry, such as ease-to-use, high spatial and temporal resolution and digital readouts, the system provides an urgently needed dosimetry tool for EBT. To the best of our knowledge, this represents the first attempt to develop a convolution method with inclusion of scattering kernels derived from MC simulations. In Sec. 2.A, we describe the EPID data acquisition process and system calibration procedure. The measurement methods of a few important dosimetric characteristics of the system, including saturation, linearity, and ghosting effect, are presented in Sec. 2.B. Issues related to the implementation of the proposed method and electron dosimetry are discussed in Secs. 2.C-2.E. We conclude in Sec. 4 with a summary of the study and future perspectives of EPID-based electron dosimetry.
MATERIALS AND METHODS

2.A. Overall process of data acquisition
A Clinac 21EX accelerator (Varian Medical Systems, Palo Alto, CA) with five available electron energies of 6, 9, 12, 16, and 20 MeV was used for the study. Instead of using the onboard EPID, a portable independent PerkinElmer, a-Si flat panel detector (PerkinElmer, Inc., Sunnyvale, CA) was adapted because of its high spatial and temporal resolution. The size of the detector was 20.48 × 20.48 cm 2 with the minimum pixel size of 0.2 mm. The maximum frame rate of the portable EPID was 50 frames per second (fps). The detector was connected to a host computer through a Gigabit Ethernet network cable. The images were acquired in a "cinemode" so that each individual frame was recorded over the entire beam-on time. An average frame was also automatically calculated and saved separately after each measurement.
As shown in Fig. 1 , electron beams were delivered to the EPID in a fixed source-surface distance (SSD) of 100 cm. No buildup material was placed on the top of the EPID. All measurements were carried out with gantry at 0 correction was performed with the electron beam off to take into account the dark current of each pixel. For reliable offset correction, an averaged image (EPID DF ) of 100 frames of dark field (DF) images was obtained, and the EPID DF was then subtracted from the EPID data. To homogenize the difference in sensitivity of the pixels, an additional correction of the EPID image, flood-field (FF) correction, was carried out before data analysis. In this correction, the EPID was irradiated with incident electrons covering the entire imaging plane (20.48 × 20.48 cm 2 ). A total of 300 frames of such images were acquired and averaged to create the FF correction image (EPID FF ). The DF-and FF-corrected image was given by
2.B. Dosimetric characteristics of the EPID
2.B.1. Saturation behavior and linearity of the EPID
The EPID used in this study had a high resolution (0.2 mm) and high readout speed (50 fps), ideal for high dose rate beams. When acquiring images, the detector was operated in a "free running" mode (cine-mode) which sent out frames continuously according to the selected frame collecting time. To investigate the saturation behavior of the detector, we performed a series of measurements with a dose rate of 600 MU/min.
The linearity of EPID response with respect to the monitor units (MUs) was assessed for all electron energies. A cone size of 15 × 15 cm 2 was used with a range of MUs from 10 to 500 MU and a dose rate of 600 MU/min at a SSD of 100 cm. Each measurement was performed three times and the images were measured in a cine-mode over each beam-on time. The EPID response (R EPID,MU ) was evaluated by averaging the detector signal over the central 1 × 1 cm 2 square area (50 × 50 pixels). To reduce the effect of ghosting, the time interval between two subsequent measurements was set to 2 min.
2.B.2. Ghosting effect
Ghosting effect (gain ghosting and image lag) of an a-Si EPID is an image artifact caused by the trapped charges in the photodiodes and a signal delay. 20, 21 This effect was examined by exposing the EPID to a 15 × 15 cm 2 field with two subsequent sets of measurements of known time intervals. It is known that the ghosting effect depends on the number of MUs and becomes more pronounced for short time intervals. 22 Thus, various MUs with a time interval of 1 min between two subsequent measurements were investigated to examine the ghosting effect in this study. The pixel values in the central square field of 2 × 2 cm 2 (100 × 100 pixels) were averaged, and the value was used to evaluate the variations of the EPID signals as a result of earlier exposure. To study the decay of the signal, measurements were continued even after the beam was off.
2.C. Conversion of EPID images to incident electron fluence
The scintillator layer used in the EPID to convert the incident radiation beam to optical signal is made of phosphor terbium-doped gadolinium oxysulphide (Gd 2 O 2 S:Tb). To determine the incident electron beam fluence, it is necessary to calibrate the EPID to establish a relationship between EPID pixel values and radiation dose. 23 We extended previously established photon EPID dosimetry system for electron dosimetry. 12 With detailed structure and composition of the EPID, 4 application for tomographic emission () Monte Carlo software 24 was used to model the pixel response of the EPID. The source model of electron energy spectrum used in the MC simulations was based on the energy integration method and was evaluated using treatment planning systems (TPS) commissioning beam data, as illustrated in Fig. 2 . To accurately simulate the physics response of the EPID to electron beams, the optical photons tracking function was activated in the  MC simulation process. The physical process of electron beam in the EPID dosimetry system was accurately simulated from the buildup layer. Then the energy deposition in the GOS scintillator plate was recorded and the generation of optical photons initiated. Finally, the optical simulation module in the  simulated the transport of the optical photon in fibers and tallied the absorption of the optical photon in the amorphous silicon active thin-film transistor (TFT)/diode array. The optical properties such as the surface type and refractive index were defined and stored in a table for the simulation. Optical photons were detected by using a dielectric-metal boundary and a digitizer was set up to record and analyze the optical absorption in the . With this detail, EPID modeled and simulated using , for each energy used in this study, a deconvolution kernel K de (x, y) was generated to account for the underlying bremsstrahlung, dose deposition in the Gd 2 O 2 S:Tb screen, and the optical photon scattering process. To maximum deblur the EPID-measured images, an accelerated and damped iterative deconvolution method was developed based on the Richardson-Lucy (RL) algorithm. 25 The RL algorithm maximizes the likelihood to estimate the F. 2. Electron energy spectrums used in the Monte Carlo simulations.
original signal when deconvolved with the Monte Carlo generated K de (x, y). 26 The incident electron fluence Ψ e (x, y) on the EPID was therefore reconstructed from the corrected EPID raw image and the K de (x, y) through the following equation:
2.D. Conversion of the reconstructed incident fluence to dose in a solid water phantom
Water, plastic/solid water slabs, or phantoms are commonly used for many dosimetry measurements and routine checks because of the ease of set up and the reproducibility of detector placement. As the EPID is not water-equivalent, the incident electron fluence reconstructed from the EPID was converted to dose in a solid water phantom by using a pencilbeam dose kernel K pb (x, y) generated with the X code (version 2.6). 27 The number of source electrons was selected in such a way that an acceptable level of statistical uncertainty (<1% at 3 cm laterally off the pencil beam axis and <3% at 10 cm laterally off the axis for each simulation were achieved). The incident electron fluence Ψ e (x, y) for a given field was convolved with the K pb (x, y) to generate a two-dimensional (2D) relative dose distribution in a solid water equivalent phantom at a reference depth (which was prechosen depending on the electron energy) using
All deconvolution and convolution algorithms were developed in-house and implemented using  software (The Mathworks, Inc., Natick, MA). The electron beams from the Varian Clinac 21EX accelerator used in this study were calibrated to deliver 1 cGy/MU at the depth of dose maximum each energy was then obtained by calculating the ratio of 100 cGy and D EPID (F ABS = 100 cGy/D EPID ). The calculated F ABS was used to convert the EPID-measured relative dose to the absolute dose in a solid water phantom.
2.E. Output factor and dosimetric verification procedure
2.E.1. Output factor measurements
For an electron beam with a given energy, the output factor is defined as the ratio of a dose of a given field size (or applicator size) to the dose of a reference field (15 × 15 cm 2 ) at the depths near d max with a nominal SSD of 100 cm. Because of the rapid dose falloff of the electron depth-dose curves, measurements of the output factor of an electron beam differ from that of a photon beam. For small fields, there is a general lack of lateral scatter equilibrium and the d max varies extensively with the shape of the field. 2, 3 This makes it difficult to determine the output factor of an electron beam. Moreover, measurements at depths greater than the d max could have unacceptable uncertainties. 2, 3 In this study, the output factors were all measured with the EPID system at the depth near d max . The results were F. 5. The in-plane pencil beam kernel K pb (x, y) used in the reconstruction of water-equivalent dose distribution from the primary electron fluence. compared with those obtained using films and a Farmertype ion chamber. Standard cones in three sizes of 15 × 15, 10 × 10, and 6 × 6 cm 2 were used in the measurement. For square fields of 15 × 15, 10 × 10, and 6 × 6 cm 2 , standard cutouts and cones with the same sizes were used. For 3 × 3 and 2 × 2 cm 2 fields, custom-made square cerrobend cutouts were adopted with a 6 × 6 cm 2 cone. Square fields of 2 × 2 to 15 × 15 cm 2 were measured and compared against film dosimetry measurements. For field sizes larger than 6×6 cm 2 , ion chamber measurements were also performed, providing additional validation of the system. In these film and ion chamber measurements, the reference depth in a solid water phantom was 1.4 cm for 6 MeV, 2.0 cm for 9 MeV, 3.0 cm for 16 MeV, and 2.5 cm for 12 and 20 MeV, respectively. Electron fields of three clinical cases with irregular cutout shapes were also measured using EPID and compared with the measurements done with an ion chamber array (PTW729).
2.E.2. Flatness and symmetry measurements
Uniformity of beam intensity across the electron-beam field represents an important characteristic of electron beams. 2, 28 In routine machine QA, the uniformity is examined by measuring electron beam flatness and symmetry. The former is defined as (100 × (D max − D min /D max + D min )) within a specific area, where D max and D min are the maximum and minimum beam intensities measured along a major axis.
2,28
Electron beam symmetry is defined as 100
where D left and D right are the respective intensities measured at points equidistant from the central axis along a major axis of the beam.
The value of symmetry is chosen at the distance for which the difference between D left and D right is greatest. The area is defined as 80% of the actual field size.
The EPID dosimetry system was applied to check the flatness and symmetry of the electron beams. For this F. 7 . Measured output factors of 2 × 2, 3 × 3, 6 × 6, 10 × 10, and 15 × 15 cm 2 fields for all electron energies (6, 9, 12, 16 , and 20 MeV) with EPID, film, and an ion chamber. The average discrepancy between EPID and ion chamber/film measurements was 0.81% ± 0.60% (ion chamber) and 1.34% ± 0.75% (film).
T I. Measurements of flatness and symmetry using PTW729, water-scan, and EPID for 6, 12, and 20 MeV electrons, respectively, of 10 × 10 cm 2 with a applicator of 10 × 10 cm 2 .
Flatness (%)
Symmetry ( application, the EPID-measured 2D dose distribution was analyzed for the flatness and symmetry along the radial axis (in-plane) and the transverse axis (cross-plane), and the results were compared with the measurements done with water scan and PTW729 ion chamber array (PTW, Freiburg, Germany).
RESULTS AND DISCUSSION
3.A. Dosimetric characteristics of the EPID system
3.A.1. Saturation and linearity
All acquired images used unsigned 16 bit integer to store the pixel data in our system. It was found that saturation likely occurred when pixel values exceeding the maximum value of 65 535. An appropriate image capture setting is essential to avoid signal saturation from happening, especially for high dose rate beam and long acquisition time. In this study, a shorter integration time of 33 millisecond (ms)/frame was selected for the dose rate of 600 MU/min (i.e., a frame was taken and read out every 33 ms). With this setting, R EPID,MU was found to be proportional to the amount of MUs with the relative standard deviation of the R EPID,MU per MU less than 0.2%. The excellent linearity forms the basis for quantitative dosimetry of the system.
3.A.2. Ghosting effect
When exposing the EPID to a 15×15 cm 2 field with a dose rate of 600 MU/min at 100 cm SSD, the two subsequent sets of signals of the central 2 × 2 cm 2 square field were assessed to determine the influence of the first exposure on the second one. The time interval between two subsequent measurements was 1 min and the maximum increase in detector sensitivity between two subsequent measurements was found to be less than 0.17% for all available energies (6, 9, 12, 16, and 20 MeV). The fluctuation of pixel value from frame-to-frame during the beam-on was caused mainly by the time of delay in the selected integration time (Fig. 3) . The inset of Fig. 3 F. 8. EPID-, PTW729-, and water-scan measured absolute dose profiles of 10 × 10 cm 2 field for 6, 12, and 20 MeV electron beams, respectively. The radial and transverse profiles were shown in the first and second row, respectively. The profiles agreed well with small discrepancies (less than 5%) observed in the shoulder and trail regions of the profiles for 20 MeV. showed that the pixel values in a central square field of 2 × 2 cm 2 dropped rapidly after beam off and the residual signal was found to be below 0.5% within 1 s.
3.B. Monte Carlo simulation of pixel-by-pixel response of the EPID
A deconvolving dose kernel K de (x, y), accounting for the underlying bremsstrahlung, dose deposition in EPID screen and the optical photon scattering process, was generated from the  MC simulations. Figure 4 shows the change of K de (x, y) as a function of distance from the central axis for a 6 MeV electron beam. The incident electron fluence on the EPID was therefore reconstructed from the corrected EPID raw images using Eq. (2) .
To obtain the dose in a solid water phantom from the EPID imaging data, a series of pencilbeam dose kernels K pb (x, y) were generated from the X MC simulations. Figure 5 shows an example of a pencil beam kernel K pb (x, y) profile scored in a solid water phantom. Figure 6 shows the entire process of dose reconstruction from the raw data of EPID to the dose results in a solid water phantom.
T II. Percent difference between EPID-and PTW729-measured output factors for the three patient cases. Relative dose output difference, SD, and γ indices with two criteria of 3%/3 mm and 2%/2 mm were also presented.
Percent difference between EPID-and PTW729-measured output factors (%) 
3.C. Output factor and dosimetric measurements
3.C.1. Output factors
The EPID-measured output factors for various field sizes at a SSD of 100 cm are plotted in Fig. 7 along with that obtained using film and ion chamber. Overall, it is found that the average discrepancy between EPID and ion chamber/film output factor measurements was 0.81%±0.60% (ion chamber) and 1.34%±0.75% (film), respectively. The maximum difference was found to be 2.60% with the film for the measurement of 12 MeV with a 2 × 2 cm 2 field. The discrepancies were mostly attributed to the loss of side-scatter electron equilibrium with the decrease in the field size and the increase in electron energy. 29 To further validate the dosimetric verification method developed in this study, an additional set of output measurements was performed at two extended SSDs of 105 and 110 cm for all five available energies (6, 9, 12, 16 , and 20 MeV) with a cone size of 15 × 15 cm 2 . The results were compared with the measurements done with a Farmer-type ionization chamber. The average difference between the results obtained by the EPID and ion chamber was found to 1.11% ± 0.39% and 0.71% ± 0.23% for 6, 9, 12, 16, and 20 MeV electron beams.
3.C.2. Flatness and symmetry measurements
The results of EPID-, water-scan, and PTW729-meausred dose flatness and symmetry in radial and transverse directions are listed in Table I . The flatness resulted from EPID was compatible with that from water-scan and PTW729 measurements. Only a small average difference of 0.40%±0.23% (with water-scan) and 0.43% ± 0.34% (with PTW729) was found. The bilateral system data of the EPID measurements were also consistent with that obtained using PTW729 and film. As compared to the water phantom scan data, the maximum discrepancy was less than 1.57% for the worst scenario of 20 MeV electron in the transverse axis direction. Figure 8 shows that the EPID-measured radial and transverse dose profiles of a 10 × 10 cm 2 field for three electron energies (6, 12, and 20 MeV) . The profile data obtained using a PTW729 detector and water tank scan are also plotted in Fig. 8 for comparisons. Overall, the profiles obtained using different ways agreed well including the penumbra regions. Small discrepancies (less than 5%) were also observed in the shoulder and trail regions of the profiles for 20 MeV beam, presumably because of the undesirable over response of EPID to low energy particles at off-axis positions, as observed in other studies. [30] [31] [32] 
3.D. Clinical cases with irregular cutout shapes
In practice, a cutout is used to shape the electron beam to conform the shape of the tumor target. The three patient cases [ Fig. 9(a) ] with different cutouts and cones of 15 × 15 and 10 × 10 cm 2 were delivered using a 6 MeV electron beam and a dose rate of 600 MU/min at a SSD of 100 cm. Using the proposed method in this study, 2D absolute dose maps were reconstructed [ Fig. 9(c) ] from the EPID raw images, and the results were compared with those [ Fig. 9(b) ] measured using a PTW729 ion chamber array. The EPID-based method exhibited a better resolution than the PTW729. In Figs. 9(d) and 9(e), selected radial and transverse relative dose profiles from the reconstructed EPID dose images and from the PTW measurements were plotted. The differences in relative dose output for the three patient cases were summarized in Table II . The relative dose output difference for the three patient cases was 1.13% ± 0.11%, 0.54% ± 0.10%, and 0.74% ± 0.11%, respectively. To further evaluate the potential of the EPID, γ-index criteria of 3% (local)/3 mm and 2% (local)/2 mm were calculated. The results, as presented in Table II , showed that 100% of the pixel passed the criteria of 3% (local)/3 mm. For the 2% (local)/2 mm γ criterion, 99.0% ± 0.07%, 98.2% ± 0.14%, and 100% of the points passed.
A further test on a more problematic cutout of a 3 × 9 cm 2 size with a 15 × 15 cm 2 cone for 6 MeV was measured using the EPID. The results were compared with the measurements done with a PTW 31014 PinPoint ionization chamber (PTW, Freiburg, Germany). It was found that the relative dose output difference was small (∼1.76%). As shown in Fig. 7 , we had already validated even small cutouts (e.g., 2×2 and 3×3 cm 2 ) with a 6 × 6 cm 2 cone and results agreed well with the film measurements, indicating the success of our method in dealing with different cutouts.
CONCLUSIONS
In this study, dosimetric properties of a portable EPID were investigated for the purpose of adapting EPID for output measurement and dosimetric verification of EBT. The EPID exhibited a good linearity and negligible ghosting effect. The flatness and symmetry measured with the EPID were found to be consistent with PTW729 and water phantom scan data. The EPID-measured output factors for standard square fields of 2 × 2, 3 × 3, 6 × 6, 10 × 10, and 15 × 15 cm 2 were found to agree with film and ion chamber data. Different patient cases with various field sizes and irregular cutout shapes were also examined. Small differences (<1.13% ± 0.11%) between the EPID-and PTW729-measured output values were observed. The success of EPID-based system was also supported by the γ index analysis. Consequently, it can be concluded that the high frame-rate, high spatial resolution, and portability of the newly developed EPID dosimetric system provide an efficient and reliable solution for routine, pretreatment dosimetric verification of EBT. It addresses an important unmet clinical need for a fast and reliable small and irregular field output measurement and dosimetric verification.
