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We develop a highly efficient method to numerically simulate thermal fluctuations and correlations
in non-relativistic continuous bosonic one-dimensional systems. We start by noticing the equiva-
lence of their description through the transfer matrix formalism and a Fokker-Planck equation for
a distribution evolving in space. The corresponding stochastic differential (Ito¯) equation is very
suitable for computer simulations, allowing the calculation of arbitrary correlation functions. As
an illustration, we apply our method to the case of two tunnel-coupled quasicondensates of bosonic
atoms.
One-dimensional (1D) systems attract much attention
because their dynamics is strongly affected by the re-
stricted phase space available for scattering [1, 2]. Ex-
perimentally available 1D systems range from ultracold
atomic gases [3, 4] to slow-light polaritons [5] as well
as superfluid 4He atoms adsorbed in nanometer-wide
pores [6]. They allow the implementation of fundamental
theorectical models such as the celebrated Lieb-Liniger
model [7, 8] as well as the quantum Luttinger-liquid
model [9]. Several recent experimental studies underline
the importance of 1D systems as a testbed for theoretical
ideas, in and out of equilibrium [10–13].
The rapid progress in the preparation, manipulation
and characterization of experimental systems, especially
in the realm of ultracold atoms, also leads to a need for
ever improving theoretical descriptions. In particular,
the recent measurement of higher-order correlation func-
tions in 1D quasi-condensates [13] calls for novel theoret-
ical methods beyond the perturbative approach.
In this Letter, we report the development of a uni-
versal method to calculate thermal correlations of mul-
ticomponent bosonic fields in the mean-field approxima-
tion in 1D, which is a generalization of our early method
for Gaussian fluctuations by means of the Ornstein-
Uhlenbeck stochastic process [14]. Our new method is
applicable to a wide variety of non-relativistic continuous
1D bosonic systems with local interactions. It provides
highly efficient numerical sampling of classical fields with
the statistics given by the thermal equilibrium. In this
Letter, we present the method and apply it to the case of
two tunnel-coupled 1D quasicondensates [15, 16]. A more
extensive presentation including a detailed derivation of
the method can be found in [17].
We consider a 1D complex field (a mean-field approx-
imation for a quantum many-body problem) with M/2
components ψj (M is an even integer number) or, equiv-
alently, with M real components
q2j−1 = Reψj , q2j = Imψj , j = 1, 2, . . . ,M/2.
(1)
Without loss of generality, we assume that all the compo-
nents are characterized by the same mass m. The Hamil-
tonian function of the system is then
H =
∫ L/2
−L/2
dz
{ M∑
j=1
[
h¯2
2m
(
∂qj
∂z
)2
− µjq2j
]
+V (q1, . . . , qM)
}
. (2)
Here µj is the chemical potential for the jth component.
Since q2j−1 and q2j are the real and imaginary part of
the same complex field, there are onlyM/2 independent
chemical potentials. V (q1, . . . , qM) represents the lo-
cal interaction energy density, which does not explicitely
depend on z (homogeneous sytem). For the fields, we
assume periodic boundary conditions over the length L
and consider the thermodynamic limit L→∞, while the
mass density remains constant.
We are interested in equal-time correlations of the ob-
servables F (i)|zi = F (i)[q1(zi), . . . , qM(zi)] measured at
different points zi, i = 1, 2, . . . , l at equilibrium with
temperature T . Generally all the chosen observables F (i)
may be different. Starting from the transfer matrix for-
malism [18–20] we can write the correlations as
〈F (1)|z1F (2)|z2 . . . F (l)|zl〉 =
∑
ν1,...,νl−1
〈0|F (l)|νl−1〉 . . .
× 〈ν2|F (2)|ν1〉〈ν1|F (1)|0〉
l−1∏
i=1
e−(κνi−κ0)(zi+1−zi). (3)
Here the spatial points are ordered as zl > · · · > z2 > z1.
The κν are eigenvalues, and |ν〉 are normalized eigenfunc-
tions of the auxiliary Hermitian operator [18]
Kˆ =
M∑
j=1
(
−D ∂
2
∂q2j
− µj
kBT
q2j
)
+
V (q1, . . . , qM)
kBT
(4)
where
D = mkBT/(2h¯
2). (5)
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2We assume that the lowest eigenvalue denoted by κ0 is
non-degenerate and denote the corresponding eigenfunc-
tion (the “ground state”) by |0〉.
Kˆ resembles a Hamiltonian for a single quantum parti-
cle in anM-dimensional space. Note that the dimension
of the eigenvalues is inverse length, not energy. We as-
sume that the interaction V → +∞ for qj → ±∞, which
makes the system stable [18]. Therefore the boundary
conditions to the equation Kˆ|ν〉 = κν |ν〉 require the
eigenfunctions to vanish if qj → ±∞. The resulting func-
tions |ν〉 form a complete, orthonormal basis.
For 〈ν′|F|ν〉 the standard quantum-mechanical defini-
tion of a matrix element applies. Setting l = 1 and using
F (1)|z1 =
∏M
j=1 δ(qj − q′j) in Eq. (3) we can see that the
thermal equilibrium distribution of the local values of the
fields q′j is given by
Weq(q
′
1, . . . , q
′
M) = 〈0|F (1)|0〉
= 〈0|
M∏
j=1
δ(qj − q′j)|0〉 = |〈q′1, . . . , q′M|0〉|2 .
(6)
In what follows, we denote the ground-state eigenfunc-
tion by Ψ0(q1, . . . , qM) ≡ 〈q1, . . . , qM|0〉.
Calculating correlation functions directly from Eq. (3)
might be a challenging task, because of the need to know
many eigenvalues and eigenvectors of Kˆ. However, one
can show that Eq. (3), which represents the most gen-
eral classical l-point correlation function, is equivalent to
the result following from the joint probability density for
a stationary stochastic process being described by the
Fokker-Planck equation [17, 21]
∂W (q1, . . . , qM)
∂z
=
M∑
j=1
{
D
∂2
∂q2j
W (q1, . . . , qM)
− ∂
∂qj
[Aqj (q1, . . . , qM)W (q1, . . . , qM)]
}
(7)
with the drift vector
Aqj = D
∂ lnWeq(q1, . . . , qM)
∂qj
= 2D
∂ ln |Ψ0(q1, . . . , qM)|
∂qj
. (8)
Here the 1D coordinate z has the role usually played
by the time. Weq(q1, . . . , qM) defined in Eq. (6) is the
stationary solution of Eq. (7) with Aqj defined by Eq. (8).
Note, that Ψ0 possesses all the properties of a ground-
state function of a Hamiltonian problem, in particular,
for all finite qj ’s it is non-zero and, hence, Aqj has no
singularities.
Direct numerical integration of the Fokker-Planck
equation in a multidimensional space is a challenging
task. We recall instead the equivalence of the Fokker-
Planck equation and the stochastic differential Ito¯ equa-
tion [21, 22]
dqj = Aqjdz +
√
2DdX, (9)
where dX is an infinitesimally small random term obey-
ing the Gaussian statistics with zero mean and the vari-
ance equal to dz: dX = 0, dX2 = dz. Here the
bar denotes averaging over the ensemble of realizations
of the stochastic process. The initial values (say, at
z = 0) of the fields for each realization are obtained by
(pseudo)random sampling their equilibrium distribution
Weq. The subsequent numerical integration of Eq. (9)
and averaging over many realizations yields the correla-
tion functions.
Eq. (9) is therefore a generalization of our previous
method to simulate the classical thermal fluctuations in
a system described by a harmonic Hamiltonian using the
Ornstein-Uhlenbeck stochastic process [14] to the case
of the arbitrary interaction V . The main advantage of
the stochastic ordinary differential Eq. (9) is that its nu-
merical integration is much simpler and less resource-
consuming than the integration of the partial differential
Eq. (7) on a multidimensional grid. The main computa-
tional difficulty is now reduced to the precise determina-
tion of Ψ0. The determination of all other eigenfunctions
and eigenvalues appearing in Eq. (3) is actually not nec-
essary.
We apply our method to the calculation of thermal
phase and density fluctuations of two tunnel-coupled 1D
quasicondensates of ultracold bosonic atoms. The qua-
sicondensates in the right (R) or in the left (L) 1D
atomic waveguide are described in the mean-field ap-
proximation by complex classical fields ψR ≡ q1 + iq2
and ψL = q3 + iq4, respectively. Alternatively, it is
possible to express these complex fields ψς =
√
nςe
iθς ,
ς = R, L, through the quasicondensate atom-number
densities nR,L and phases θR,L [23]. This system is de-
scribed by Eq. (2) with the interaction term [15, 16]
V (q1, q2, q3, q4) =
g
2
(q21 +q
2
2 +q
2
3 +q
2
4)−2h¯J(q1q3+q2q4),
(10)
where g is the strength of the contact interaction of atoms
in 1D and J is the single particle tunneling rate. The
tunneling provides exchange of atoms between the two
waveguides, therefore atoms in both of them have the
same chemical potential µR = µL ≡ µ. The mean 1D
atom-number density in each of the waveguides that cor-
responds to this chemical potential is denoted by n1D.
It is convenient to parametrize the density variables as
nς = r
2
ςn1D. Then we obtain
Kˆ =
1
λT
[
KˆR + KˆL − 2b rRrL cos(θR − θL)
]
, (11)
where
Kˆς =−
(
∂2
∂r2ς
+
1
rς
∂
∂rς
+
1
r2ς
∂2
∂θ2ς
)
+ α r2ς
[
r2ς − 2
(
µ˜− b
2α
)]
.
(12)
3The dimensionless parameters of the problem are
α =
λ2T
4ξ2h
, b =
λ2T
8l2J
, (13)
where ξh = h¯/
√
gn1Dm is the quasicondensate healing
length, λT = 2h¯
2n1D/(mkBT ) is the thermal coherence
length and lJ =
√
h¯/(4mJ) is the typical length of the
relative phase locking [14, 24]. The parameters α and
b can be understood as the ratio of the energies of the
mean-field repulsion and of the tunnel coupling, respec-
tively, to the kinetic energy of an atom localized at the
length scale of the order of λT . Note that µ˜ = µ/(gn1D)
is not a free parameter, but has to be chosen such that
the average 1D density equals n1D in both waveguides,
i.e., 〈r2L〉 = 〈r2R〉 = 1. Therefore the eigenstates of Kˆ
depend on α and b only. However, the solution of the Ito¯
equation (9) explicitly depends on z/λT .
Finding the ground state of the operator Kˆ is still a
formidable task. However, the general structure of the
operator (4) [and, hence, of Eq. (11)] that contains only
local pairwise interactions admits for a solution. First
of all, we notice that Eq. (11) is invariant with respect
to simultaneously shifting both the angles θR and θL by
the same value. The (non-degenerate) ground state Ψ0
must be independent of θ+ = (θR + θL). Using a proper
basis for the expansion in rR, rL and θ− = (θR − θL)
we are able to obtain Ψ0(rR, rL, θ−), for details see [17].
After having obtained the ground state, we can integrate
Eq. (9) by the forward Euler method, using the pseudo-
random generator to simulate the random term.
In the following we will focus on discussing the rela-
tive phase fluctuations θ−, because they can be accessed
experimentally through matter-wave interferometry [25].
While it only makes sense to discuss the phase θ−(z)
modulo 2pi for a single point, the unbound phase dif-
ferences θ−(z) − θ−(z′) between two different points z
and z′ have a physical meaning. We obtain continu-
ous phase profiles from the numerical samples for ψR,L
through phase unwrapping, i.e., by assuming that θ− be-
tween neighbouring points on the numerical grid does
not differ by more then pi. The same procedure has been
applied to experimental data in Ref. [13]. We compare
the results for the two coupled quasicondensates to the
predictions of the sine-Gordon (SG) model
HSG =
∫ L/2
−L/2
dz
[
gn2− +
h¯2n1D
4m
(
∂θ−
∂z
)2]
−
∫ L/2
−L/2
dz 2h¯Jn1D cos θ− ,
(14)
where n− = (nR−nL)/2. The SG model was proposed as
an effective model for the coupled quasicondensates [26].
Its validity in a certain parameter regime was recently
confirmed experimentally [13]. Due to the simpler na-
ture of the model we can obtain results directly from the
transfer matrix formalism [17], without numerical imple-
mentation of Eq. (9). Since Eq. (14) does not contain
terms coupling n− to θ−, the relative density fluctuations
can be integrated out and the relative phase correlations
are fully determined by the eigensystem of the auxiliary
Hermitian operator for the SG model [24]
KˆSG =
1
λT
(
−2 ∂
2
∂θ2−
− 2b cos θ−
)
, (15)
which can be formally obtained from Eq. (11) by setting
rL = rR ≡ 1, ∂/∂rR,L ≡ 0, and ∂2/∂θ2R,L ≡ ∂2/∂θ2−.
Note that Eq. (15) does not contain the parameter α,
i.e., the equal-time phase correlations in the SG model
at finite temperature do not depend on the atomic inter-
action strength.
For small and intermediate phase-locking the re-
sults agree with the predictions for the SG model
with the rescaled parameters λ˜T = λT 〈1/r2ς 〉reg
and b˜ = b 〈rRrL〉/〈1/r2ς 〉reg [17]. Here 〈1/r2ς 〉reg =
〈Ψreg0 |1/r2ς |Ψreg0 〉/〈Ψreg0 |Ψreg0 〉 represents the regularized
mean inverse density (in dimensionless units), for symme-
try reasons the expectation value is the same for ς = L,R.
Without regularization 〈1/r2ς 〉 diverges logarithmically.
Different ways to regularize Ψ0(rR, rL, θ−) have been
tested and all yielded very close results. Fig. 1(a) shows
the results for b = 1, which corresponds to intermediate
phase locking. One sees good agreement between the re-
sults for the full calculation and the rescaled SG model.
For stronger phase-locking b = 5 deviations are clearly
visible [Fig. 1(b)].
Note that it is not possible to achieve agreement by
using a different rescaling of parameters in the strong-
coupling case. One can best see this from single-point
expectation values calculated from Weq (6) . They only
depend on b for the SG model and on α and b for the
coupled quasicondensates. We analyze the circular kur-
tosis [27]
kc =
〈cos(2θ−)〉 − 〈cos θ−〉4
(1− 〈cos θ−〉)2 , (16)
which is a measure for the non-Gaussianity of the under-
lying distribution of θ−. Fig. 2 shows kc as a function of
〈cos θ−〉. One can see the deviation of the exact results
from the predictions of the SG model for 〈cos θ−〉 ≈ 1.
The deviation from SG theory is bigger for smaller val-
ues of α, i.e. for higher temperatures or lower densities.
The density fluctuations are the physical reason. The
higher α (i.e., the more pronounced the effect of inter-
atomic repulsion), the more suppressed are the density
fluctuations. The accuracy of the SG description is thus
increased. The good agreement of the experimental data
of Ref. [13] with the SG model can be explained by rather
a high value α ≈ 600. However, for α = 100 the discrep-
ancy between the full description of two coupled quasi-
condensates and the SG model becomes well pronounced.
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(a)
FIG. 1. (Color online.) Second and fourth moment of the
relative phase difference between two points along the 1D di-
rection z. Results for α = 100 and (a) b = 1, (b) b = 5. (a)
In the intermediate phase-locking regime (〈cos(θ−)〉 = 0.58)
we observe good agreement between the two coupled 1D qua-
sicondensates (solid blue lines) and the sine-Gordon model
with the rescaled parameters (dashed orange lines). Clear de-
viations from the the sine-Gordon model without rescaling of
the parameters (green dash-dotted lines) are visible. (b) For
strong phase locking (〈cos(θ−)〉 = 0.83) we get clear devia-
tions also for the rescaled sine-Gordon theory.
However, experimental measurements in this parameter
regime are challenging due to the finite resolution of the
imaging system.
Note that the non-Gaussianity for intermediate phase-
locking (intermediate values of 〈cos θ−〉) and strong
FIG. 2. (Color online.) Circular kurtosis kc as defined in
Eq. (16). The solid blue lines represent the results for the
coupled quasicondensates, the different lines represent, from
top to bottom, α = 100, 200, 500, 1000. The dashed orange
line represents the sine-Gordon prediction.
phase-locking (〈cos θ−〉 ≈ 1) has different physical ori-
gins. For intermediate phase-locking, Weq(rR, rL, θ−) as
a function of θ− for fixed rR, rL is non-Gaussian in the
relevant range of rR and rL (close to 1). For strong phase-
locking this is not the case any more. The distribution of
θ− for different points rR, rL is approximately Gaussian,
with the variance depending on rR, rL. Therefore, aver-
aging over different points leads to an overall distribution
for θ− which is non-Gaussian.
To conclude, we have developed a universal method
for calculating thermal expectation values for 1D sys-
tems. We applied the method to the case of two tunnel-
coupled 1D quasicondensates. We identified the cases
when this system can be described by the simpler sine-
Gordon model and when this description breaks down.
Our non-perturbative method is applicable to basi-
cally all stable continuous 1D bosonic systems with local
interactions as long as thermal fluctuations describable
by classical fields dominate. Additional requirements
are that the system is homogeneous and non-relativistic.
The main advantage of the presented method is its com-
putational efficiency. Calculating the 1.2 · 105 realiza-
tions used for Fig. 1 takes around 2 hours on a desk-
top computer, which is at least by an order of magni-
tude shorter than what more traditional methods like
stochastic Gross-Pitaevskii [28] would need. Moreover,
we should mention the robustness of our method in
the presence of (quasi)topological excitation. Such ex-
citations often comprise a problem when using meth-
ods based on the evolution in presence of a noise term
(SGPE [28]) or some sort of Metropolis-Hastings algo-
rithm [29]. We therefore believe that our method will
find its application in a broad research area.
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