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図 3‥ニューロンの出力を各ニューロングループごとに平均したものの時間変化を示す.(a)‥図2(b)の
破線で示される記憶パターンを想起する場合.(b)‥図2(b)の一点鎖線で示される混合状態を想起する場
令 .
5 まとめと議論
本報告ではSugaseらによって報告されたIT野顔細胞のダイナミクスを,典型的なアトラクタネットワー
クである連想記憶モデルの枠組の中で議論し,彼女らの知見をアトラクタの想起過程のダイナミクスで説
明した.図1に示される生理学的な知見とここで議論した理論的な結果の食い違いの一つは,中間状態と
して経由する混合状態の違いである.モデルでは同じクラスターに属する記憶パターンの各要素の多数決
から決まる要素を持つ "多数決混合状態"を経由する.一方,生理学的には図1に示すように各要素のOR
から決まる状態を経由する.これをここでは"OR混合状態"と呼ぼう.多数決混合状態とOR混合状態は
両方とも,同一クラスターに属する記憶パターンからの等距離線上に存在する.それぞれの混合状態の違
いはニューロンのしきい値が原因である.ところでここで議論している記憶パターンの発火率は50%であ
る.発火率が小さい記憶パターンを用いることをスパースコーディングとよぶ.脳内ではスパースコーディ
ングが用いられていること示唆する生理学的な知見が存在する[11】･また理論的にもスパースコーディン
グは記憶容量が増大する等の利点を持つ[12,13】･我々は,今回紹介したモデルにスパースコーディングを
適用すると,ダイナミクスの中間状態で多数決混合状態ではなくOR混合状態を経由することを発見した
【14】･これはここで議論した50%コーディングのモデルよりもよくSugaseらの知見を説明する.また生
理学および解剖学的によりリアリスティックな興奮佐一抑制性モジュールを用いたモデル岡 では,より
よくSugaseらの結果を説明できるがわかってきている･我々は,このモジュールがIT野の顔コラム[161
に対応すると考えている.
最近,PargaとRolsは混合状態が座標変換に対して不変なパターン認識を行なうための重要な機構で
あるという仮説を提案している[17]･彼らのモデルとここで議論したモデルには次のような "双対性"が存
在する.ここでは構造を持った記憶パターンを構造を持たない単純なHebb則で学習している.一方彼ら
のモデルでは,記憶パターンは均一で構造を持たないが,学習則によって構造が導入されている.つまり
彼らのモデルとここで議論されているモデルはHopfieldモデルの典型的な二つのバリアントであると考え
られる･この観点から考えると,Miyashitaアトラクタのモデルである相関アトラクタ[18]はPargaと
-889-
研究会報告
Rolsのモデルと同じものに属する･PargaとRolsの研究【17】やここで述べた結果から分かるように,
これら二つのバリアントは同じ性質を持つ部分もある.しかしながら,これら二つのバリアントは,想起
過程のような動的な性質は完全に異なっている.PargaとRolsのモデルでは,ここで議論したような過
渡的な現象は観測できないはずである.このような観点から,典型的なモデルを生理学的なデータと比較
することにより,我々の外側にある複雑な超計量的な構造がどのように脳内にエンコードされているかを
議論することが出来るかもしれない.
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