Two-component Yang-Baxter maps associated to integrable quad equations by Kels, Andrew P.
ar
X
iv
:1
91
0.
03
56
2v
5 
 [m
ath
-p
h]
  1
1 N
ov
 20
19 Two-component Yang-Baxter maps associated to integrable
quad equations
Andrew P. Kels
SISSA, Via Bonomea 265, 34136 Trieste, Italy
Abstract
It is shown how to construct two-component Yang-Baxter maps through the use of
the quasi-classical limit of the star-triangle relation and related classical Yang-Baxter
equations. A quasi-classical limit of the Boltzmann weight gives a Lagrangian function,
which satisfies a classical star-triangle relation on solutions of an integrable quad equation
in the ABS classification. These Lagrangian functions can be used to form a classical
R-matrix, which satisfies a Yang-Baxter equation on the solution of discrete Laplace-
type equations on a cuboctahedron. From these R-matrices the Yang-Baxter maps are
derived, which have both 2-component variables and 2-component parameters, and can be
expressed as a QRT-like composition of 2 maps for the components. This method provides
a counterpart 2-component Yang-Baxter map for each quad equation in the ABS list.
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1 Introduction
The Yang-Baxter equation is a central equation for integrability of models of statistical me-
chanics, where it can be used to solve a model through the use of the commuting transfer
matrix method of Baxter [1]. There are known to be several different forms of such Yang-
Baxter equations [2–4], which correspond to different types of integrable models of statistical
mechanics. One of the forms that is central to the ideas of this paper, is known as the star-
triangle relation [5,6], which implies integrability of an associated 2-dimensional lattice “spin”
model of statistical mechanics. The latter star-triangle relation first appeared in statistical
mechanics for the 2-dimensional Ising model [7], and several other solutions have since been
found [8–18], for different lattice models that generalise the Ising model.
An important connection has recently been established, between the above star-triangle
relations for integrable models of statistical mechanics, and the partial difference equations
which satisfy the integrability condition known as 3D-consistency [19,20]. The latter equations
are also known as quad equations, since they can be defined on quadrilateral faces of the
so-called quad graphs [20], which generalise the square lattice. The connection is made in
the quasi-classical limit [6, 12, 13, 21], where the star-triangle relations can be evaluated on
solutions of a saddle point equation. It turns out that the latter equation for the saddle-point,
is always found to be equivalent to one of the equations in the ABS classification [22,23].
This connection is somewhat surprising, since these 2 types of integrable equations are
seemingly unrelated to each other. This connection is best illustrated for the continuous spin
cases of the star-triangle relation, which can take one of the following two forms,∫
dσ0W q−r(σ1, σ0)Wp−r(σ2, σ0)W p−q(σ3, σ0) =Wq−r(σ2, σ3)W p−r(σ1, σ3)Wp−q(σ2, σ1), (1)∫
dσ0V q−r(σ1, σ0)Vp−r(σ2, σ0)W p−q(σ3, σ0) = Vq−r(σ2, σ3)V p−r(σ1, σ3)Wp−q(σ2, σ1). (2)
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Then in a suitable quasi-classical expansion, for ~→ 0, the Boltzmann weights may be written
as
LogWp−q(σi, σj) = ~
−1Lu−v(xi, xj), LogVp−q(σi, σj) = ~−1Λu−v(xi, xj),
LogW p−q(σi, σj) = ~
−1Lu−v(xi, xj), LogV p−q(σi, σj) = ~−1Λu−v(xi, xj).
(3)
The functions Lu−v(xi, xj),Lu−v(xi, xj),Λu−v(xi, xj),Λu−v(xi, xj), can be interpreted as La-
grangian functions for ABS quad equations [22,24–26], in the sense that the equations for the
saddle-points of the star-triangle relations
∂
∂x
(
Lv−w(x1, x) + Lu−w(x2, x) + Lu−v(x3, x)
)
= 0, (4)
∂
∂x
(
Λv−w(x1, x) + Λu−w(x2, x) + Lu−v(x3, x)
)
= 0, (5)
are equivalent to three-leg equations for Q-type, and H-type quad equations, respectively.
In this context, the star-triangle relation can naturally be interpreted as a quantum quad
equation. A counterpart continuous spin solution of the star-triangle relations (1), (2), has
recently been established for all equations in the ABS list [6, 13,21].
Furthermore, at leading order O(~−1), the star-triangle relations (1), (2), imply the fol-
lowing respective equations for the Lagrangian functions
Lv−w(x0, x1) + Lu−w(x0, x2) + Lu−v(x0, x3) = Lv−w(x2, x3) + Lu−w(x1, x3) + Lu−v(x1, x2),
Λv−w(x0, x1) + Λu−w(x0, x2) + Lu−v(x0, x3) = Λv−w(x2, x3) + Λu−w(x1, x3) + Lu−v(x1, x2).
(6)
These equations are satisfied on solutions of the respective 3-leg equations (4), and (5), and
can be interpreted as a classical form of the star-triangle relations [6, 12,13,25].
The purpose of this paper, is to show how the above Lagrangian functions may be used
to derive new Yang-Baxter maps [27], which satisfy the functional (or set-theoretical) Yang-
Baxter equation [28]. An overview of the basic idea is as follows.
Using the above Lagrangian functions Lu−v(xi, xj), Lu−v(xi, xj), Λu−v(xi, xj), Λu−v(xi, xj),
the following two types of classical R-matrices are constructed
Ruv = Lu1−v1(x′i, xj) + Lu2−v2(xi, x′j) + Lu1−v2(xi, xj) + Lu2−v1(x′i, x′j),
Uuv = Λu1−v1(x
′
i, xj) + Λu2−v2(xi, x
′
j) + Λu1−v2(xi, xj) + Λu2−v1(x
′
i, x
′
j),
(7)
where u, v, represent 2-component parameters u = {u1, u2}, v = {v1, v2}. These R-matrices
are solutions to two different types of classical Yang-Baxter equations, of the forms (the
variable dependence is given in Section 2.3)
Ruv +Ruw +Rvw = Rvw +Ruw +Ruv, Ruv + Uuw + Uvw = Uvw + Uuw +Ruv. (8)
These equations are satisfied on relevant equations of motion, which take the form of 6 discrete
Laplace-type equations [29, 30], written in terms of derivatives of the Lagrangian functions.
The Yang-Baxter equations (8) themselves, can be interpreted as action functionals for a
system of 12 discrete Laplace-type equations on the cuboctahedron.
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The connection to Yang-Baxter maps, is made by defining new variables yi, yj, zi, zj ,
in terms of the derivatives of the 4 variables xi, xj, x
′
i, x
′
j , of the 2 R-matrices (7), which
respectively give 2 types of Yang-Baxter maps
Rij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), Uij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), (9)
with respective 2-component complex variables and parameters
ξi = {yi, zi}, ξj = {yj, zj}, α = {α1, α2}, β = {β1, β2}. (10)
These Yang-Baxter maps typically take the following general form
y′i = Υ1,αβ(zj , yi | yj), z′i = Z1,αβ(yj, y′j | y′i),
y′j = Υ2,αβ(zi, yj | yi), z′j = Z2,αβ(yi, y′i | y′j),
(11)
where each of the Υ1,αβ(x, y | z), Υ2,αβ(x, y | z), Z1,αβ(x, y | z), Z2,αβ(x, y | z), are different
ratios of polynomials of degree 1 in x, and y (except elliptic case), with as yet unspecified
(non-polynomial) coefficients in terms of z, and the components of α, and β. Thus the Yang-
Baxter maps (9), can be broken down into the following sequence, resembling that for the
QRT maps [31,32]
(ξi, ξj)→ (ξ′i, ξ′j) :
(
(yi, zi), (yj , zj)
)→ ((y′i, zi), (y′j , zj))→ ((y′i, z′i), (y′j , z′j)). (12)
The above 2-component Yang-Baxter maps (9), provide solutions to 2 types of functional
Yang-Baxter equations of the form
Rjk(β,γ) ◦Rik(α,γ) ◦Rij(α,β) = Rij(α,β) ◦Rik(α,γ) ◦Rjk(β,γ), (13)
Ujk(β,γ) ◦ Uik(α,γ) ◦Rij(α,β) = Rij(α,β) ◦ Uik(α,γ) ◦ Ujk(β,γ). (14)
These equations respectively express the equality of 2 different maps (ξi, ξj , ξk)→ (ξ′i, ξ′j , ξ′k),
where as usual, an individual map Rij , Uij, only acts non-trivially on i-, and j-indexed
variables. In this way the 2-component Yang-Baxter maps (9), are derived from the derivatives
of R-matrices (7), which in turn were constructed from the Lagrangian functions coming from
the quasi-classical expansion of the Boltzmann weights (3), satisfying a star-triangle relation
(1), (2). The functional Yang-Baxter equations (13), (14), will be seen to essentially be
a reformulation of the system of 12 discrete Laplace-type equations on the cuboctahedron,
which are obtained as the equations of motion of the classical Yang-Baxter equations (8). The
above construction based on continuous spin solutions of the star-triangle relations, results in
a counterpart 2-component Yang-Baxter map for each quad equation in the ABS list.
One of the motivations of this paper, came from a recent quantum group approach to
Yang-Baxter maps [33], for which the continuous spin star-triangle relation for H3(δ; ε=δ−1),
1
and associated R-matrices, also appeared. However, the use of the R-matrices in the latter
approach is different, and appears to result in Yang-Baxter maps which are different from
(9). Specifically, in [33], a classical 3-component Yang-Baxter map Rij (for 6 independent
components of the variables), satisfying (13), was shown to be related to the H3(δ; ε=δ−1)
1In the notation of this paper, which is based on [21].
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equation. On the other hand, in this paper, the H3(δ; ε=δ−1) quad equation is related to
a 2-component Yang-Baxter map Uij(α,β) (for 4 independent variable and 4 independent
parameter components, respectively), which doesn’t satisfy (13), but satisfies (14), together
with a Yang-Baxter map Rij(α,β), forQ3(δ=0) (where the latter map also individually satisfies
(13)). Such differences between the two approaches need to be better understood, particularly
for the possibility to develop a quantum theory for the results of this paper.
There have also been different types of connections found between Yang-Baxter maps and
the ABS quad equations before, e.g. [34–40]. The method of this paper appears to provide
a connection that wasn’t considered previously, where the Yang-Baxter maps are essentially
constructed through the Lagrangian/three-leg functions of the ABS quad equations. It would
be interesting if the method of this paper can be applied to other Yang-Baxter maps, or
conversely, if the other approaches are applicable here. Another aspect of this paper that
appears to be new, is the association of the H-type quad equations to the form of the Yang-
Baxter equation given in (14). The latter type has previously appeared in relation to Yang-
Baxter maps as a case of the entwining Yang-Baxter equations [41,42]. This paper connects
this latter type of functional Yang-Baxter equation, to the extended classification result of [23],
which contains additional ε = 0, 1, deformations of the H-type quad equations from [22], that
appear to not have previously been considered in connection with Yang-Baxter maps.
The layout of this paper is as follows. In Sections 2.1, and 2.2, three different cases of
the star-triangle relations will be introduced, which are based on previous results [6, 21] for
the continuous spin solutions of the star-triangle relations, and the quasi-classical limit. In
Section 2.3, it will be shown how to use the Lagrangian functions, to define the R-matrices for
solutions of the classical Yang-Baxter equations. In Section 3, it is shown how to convert the
R-matrices into Yang-Baxter maps, and how the functional Yang-Baxter equation is related
to a system of 12 discrete Laplace-type equations on the cuboctahedron, coming from Section
2.3. The explicit expressions for the Yang-Baxter maps that have been obtained this way, are
given in Section 4, a list is given in Appendix A. The latter Yang-Baxter maps are derived
using the list of Lagrangian functions of Appendix C, which in turn were derived from the
quasi-classical expansion of Boltzmann weights given in Appendix B.
Note that throughout this paper, a Yang-Baxter equation of the type (8), which first
appears in Section 2.3, will be referred to as classical Yang-Baxter equation (CYBE), and a
Yang-Baxter equation of the type (13), (14), which first appears in Section 3, will be referred
to as a functional Yang-Baxter equation (FYBE).
2 Yang-Baxter equations for integrable quad equations
2.1 Boltzmann weights and star-triangle relations
One of the central equations of this paper is the star-triangle relation. This equation is
written in terms of Boltzmann weights which are functions of two spin variables σi, σj , and
two rapidity variables p, q. For this paper, the Boltzmann weights are assumed to be complex
valued. There are 4 types of Boltzmann weights that will appear in this paper, denoted by
Wp−q(σi, σj), W p−q(σi, σj), Vp−q(σi, σj), V p−q(σi, σj). (15)
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For this paper, the Boltzmann weights will only depend on the difference of rapidity variables,
p − q, and this dependence appears in the subscript in (15). Furthermore, the Boltzmann
weights Wp−q(σi, σj), and W p−q(σi, σj), will always be assumed to satisfy
Wp−q(σi, σj) =Wp−q(σj, σi), W p−q(σi, σj) =W p−q(σj , σi),
Wp−q(σi, σj)Wq−p(σi, σj) = 1.
(16)
Unless otherwise stated, there will be no such symmetries assumed for the Boltzmann weight
Vp−q(σi, σj), or V p−q(σi, σj).
Finally, there is also a Boltzmann weight denoted by
S(σi), (17)
which depends on a single spin variable σi, and is independent of any rapidity variables.
The types of star-triangle relations considered in this paper, will be grouped into 3 cases,
based on the results of [21]. These are, namely, the symmetric case, the symmetric mixed
case, and the non-symmetric mixed case.
2.1.1 Symmetric case
The first type of star-triangle relation involves only the two Boltzmann weights Wp−q(σi, σj),
and W p−q(σi, σj). This expression for the star-triangle relation is given by∫
dσ0S(σ0)W q−r(σ1, σ0)Wp−r(σ2, σ0)W p−q(σ0, σ3)
=Wq−r(σ2, σ3)W p−r(σ1, σ3)Wp−q(σ2, σ1).
(18)
This is the usual form of the star-triangle relation for integrable lattice models of statistical
mechanics. Note that for this case, the values of spin and rapidity variables can usually be
chosen such that Wp−q(σi, σj), and W p−q(σi, σj), are real (except for the Q1(δ=1) case), and
also the two Boltzmann weights Wp−q(σi, σj), and W p−q(σi, σj) are typically related by
W p−q(σi, σj) =Wη−(p−q)(σi, σj) (19)
for some parameter η (except for the Q1(δ=1) case). However the latter properties are not
essential for the purposes of this paper, and in fact will not be used.
The quad equations that are known to arise from this form of the star-triangle relation,
are Q4 (B.7), Q3(δ) (B.11), (B.13), and Q1(δ) (B.23), (B.29). The remaining Q-type equation
Q2 in (B.21), also arises from a star-triangle relation of the form (18), but doesn’t satisfy
(16), because Wp−q(σi, σj) is not symmetric.
2.1.2 Symmetric mixed case
The second type of star-triangle relation involves each of the 4 Boltzmann weights in (15).
In addition to the symmetries (16), the Boltzmann weights Vp−q(σi, σj), and V p−q(σi, σj) are
assumed to be symmetric, satisfying
Vp−q(σi, σj) = Vp−q(σj , σi), V p−q(σi, σj) = V p−q(σj, σi). (20)
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In terms of the latter Boltzmann weights, the star-triangle relation for this case is∫
dσ0S(σ0)V q−r(σ1, σ0)Vp−r(σ2, σ0)W p−q(σ0, σ3)
= Vq−r(σ2, σ3)V p−r(σ1, σ3)Wp−q(σ2, σ1).
(21)
This form of the star-triangle relation was studied extensively by the author [21], in the context
of hypergeometric integrals and the H-type integrable quad equations which arise from the
quasi-classical limit. The specific quad equations that are known to arise from this case, are
H3(δ;ε=1−δ) (B.17), H3(δ=0; ε=0) (B.18), and H1(ε) (B.30), (B.32). Note that the H2(ε=0) case
in (B.27), satisfies (20), but doesn’t satisfy (16), because Wp−q(σi, σj) is not symmetric.
Note that the star-triangle relation (18) of the symmetric case, arises as a particular case
of the star-triangle relation (21), when
Vp−q(σi, σj) =Wp−q(σi, σj) , V p−q(σi, σj) =W p−q(σi, σj). (22)
2.1.3 Non-symmetric mixed case
Similarly to the previous case, this third case involves each of the 4 Boltzmann weights in
(15), but now only the symmetry (16) is assumed to be satisfied. Also for this case, some
additional notation for the Boltzmann weights will be used
Sˆ(σi), Wˆp−q(σi, σj), Wˆ p−q(σi, σj), (23)
which differ from the Boltzmann weights (15), (17), but satisfy the respective symmetries
given in (16).
For this case there are two forms of the star-triangle relation that are needed, given by∫
dσ0Sˆ(σ0)V q−r(σ1, σ0)Vp−r(σ2, σ0) Wˆ p−q(σ0, σ3)
= Vq−r(σ2, σ3)V p−r(σ1, σ3)Wp−q(σ2, σ1),
(24)
∫
dσ0S(σ0)V q−r(σ0, σ1)Vp−r(σ0, σ2)W p−q(σ3, σ0)
= Vq−r(σ3, σ2)V p−r(σ3, σ1) Wˆp−q(σ1, σ2).
(25)
In the latter formula (25), the spin variable arguments of the Boltzmann weights are exchanged
in comparison to (24).
This type of star-triangle relation corresponds to the H3(δ=1; ε=1) case (B.14), (B.16),
where the Boltzmann weights Wp−q(σi, σj), W p−q(σi, σj), and Wˆp−q(σi, σj), Wˆ p−q(σi, σj),
come from the Q3(δ) cases (B.11), (B.13). Note that the H2(ε=1) cases in (B.24), (B.26),
come from star-triangle relations similar to the form of (24), and (25), however there are
some slight differences in the expressions for the Boltzmann weights, which means that they
don’t exactly combine into the form of (24), and (25). The reason for this is that there is a
symmetry breaking that is required when degenerating from the hyperbolic to the rational
cases of the star-triangle relations [21].
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Note also that for the case when
Vp−q(σi, σj) = Vp−q(σj , σi), V p−q(σi, σj) = V p−q(σj, σi), (26)
it follows that the second star-triangle relation (25), will automatically be satisfied for the
choice
Sˆ(σ) = S(σ), Wˆθ(σi, σj) =Wθ(σi, σj), W θ(σi, σj) = Wˆ θ(σi, σj), (27)
and then this case reduces to the previous case of (21). Thus this third case can be considered
to be the most general case that will be considered in this paper.
The above three cases cover the majority of continuous spin solutions of the star-triangle
relations associated to the ABS equations, except for the rational cases of Q2 (B.21), H2(ε=1)
(B.24), (B.26), and H2(ε=0) (B.27). As mentioned above, these star-triangle relations lose
some symmetry when degenerating from the elliptic and hyperbolic cases, which makes them
more difficult to work with. Nevertheless, the procedure formulated for constructing the
Yang-Baxter maps in Section 3, will also work for these cases.
2.2 Lagrangian functions and classical star-triangle relations
For integrable quad equations, the counterparts of the Boltzmann weights in (15), are the
Lagrangian functions, which are denoted here by
Lu−v(xi, xj), Lu−v(xi, xj), Λu−v(xi, xj), Λu−v(xi, xj). (28)
As was shown in previous works [6,12,13,21], these Lagrangian functions arise as the leading
order asymptotic term in a quasi-classical expansion of the Boltzmann weights.
Specifically, for all known cases, a change of variables of the form σ′i = f~(xi), p
′ = g~(u),
q′ = g~(v), may be found, such that for ~→ 0, the Boltzmann weights have a quasi-classical
expansion of the form
LogS(σ′i) = ~
−1C(xi) +O(Log~),
LogWp′−q′(σ
′
i, σ
′
j) = ~
−1Lu−v(xi, xj) +O(1), LogW p′−q′(σ′i, σ′j) = ~−1Lu−v(xi, xj) +O(1),
LogVp′−q′(σ
′
i, σ
′
j) = ~
−1Λu−v(xi, xj) +O(1), LogV p′−q′(σ
′
i, σ
′
j) = ~
−1Λu−v(xi, xj) +O(1).
(29)
The symmetries of the Boltzmann weights (16), then manifest as the following symmetries
for the above Lagrangian functions
Lu−v(xi, xj) = Lu−v(xj , xi), Lu−v(xi, xj) = Lu−v(xj , xi),
Lu−v(xi, xj) + Lv−u(xi, xj) = 0.
(30)
Using the quasi-classical expansion of the Boltzmann weights (29), the star-triangle rela-
tions (18), (21), (24), (25), of the previous subsection, can be evaluated at their respective
saddle points. Equating both sides of the latter star-triangle relations at the leading order
O(~−1), gives a classical star-triangle relation, which is satisfied on solutions of the saddle
point equation. For all known cases the latter saddle-point equation may be identified with
a three-leg form of an integrable quad equation in the ABS list [6,12,13,21]. The three cases
of star-triangle relations described in the previous section, give three cases for the classical
star-triangle relations given in terms of the Lagrangian functions in (28).
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2.2.1 Symmetric case
The symmetric case involves only the Lagrangian functions Lu−v(xi, xj), Lu−v(xi, xj), sat-
isfying (30). The classical star-triangle relation for this case, arises from the leading order
quasi-classical expansion (29), of the star-triangle relation (18), and is given by
C(x0) + Lv−w(x1, x0) + Lu−w(x2, x0) + Lu−v(x0, x3)
= Lv−w(x2, x3) + Lu−w(x1, x3) + Lu−v(x2, x1),
(31)
where x0 satisfies the three-leg equation
∂
∂x
(
C(x) + Lv−w(x1, x) + Lu−w(x2, x) + Lu−v(x, x3)
)
x=x0
= 0. (32)
The equation (32), corresponds to a three-leg form of one of the quad equations, Q4 (C.4),
Q3(δ) (C.7), (C.8), or Q1(δ) (C.15), (C.19). The Q2 case in (C.14), satisfies the same relation
(31), but the Lagrangian function Lu−v(xi, xj), does not satisfy (30).
2.2.2 Symmetric mixed case
The symmetric mixed case involves each of the Lagrangian functions in (28). In addition to
(30), the following symmetries are assumed to be satisfied
Λu−v(xi, xj) = Λu−v(xj, xi), Λu−v(xi, xj) = Λu−v(xj , xi). (33)
The classical star-triangle relation for this case, arises from the leading order quasi-classical
expansion (29), of the star-triangle relation (21), and is given by
C(x0) + Λv−w(x1, x0) + Λu−w(x2, x0) + Lu−v(x0, x3)
= Λv−w(x2, x3) + Λu−w(x1, x3) + Lu−v(x2, x1),
(34)
where x0 satisfies the three-leg equation
∂
∂x
(
C(x) + Λv−w(x1, x) + Λu−w(x2, x) + Lu−v(x, x3)
)
x=x0
= 0. (35)
The equation (35), correspond to a three-leg form of one of the quad equations, H3(δ; ε=1−δ)
(C.11), H3(δ=0; ε=0) (C.12), or H1(ε) (C.21).
2.2.3 Non-symmetric mixed case
Finally, the non-symmetric mixed case also involves each of the Lagrangian functions in (28),
but this time the only assumed symmetries are (30). The additional Lagrangian functions
(obtained from a quasi-classical expansion (29) of (23))
Cˆ(xi), Lˆu−v(xi, xj), Lˆu−v(xi, xj), (36)
are also needed, which differ from the Lagrangian functions in (28), but also satisfy the
respective symmetries (30).
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The classical star-triangle relations for this case, come from the leading order quasi-
classical expansion (29), of the star-triangle relations in (24), (25), and are given by
Cˆ(x0) + Λv−w(x1, x0) + Λu−w(x2, x0) + Lˆu−v(x0, x3)
= Λv−w(x2, x3) + Λu−w(x1, x3) + Lu−v(x2, x1),
(37)
C(x0) + Λv−w(x0, x1) + Λu−w(x0, x2) + Lu−v(x3, x0)
= Λv−w(x3, x2) + Λu−w(x3, x1) + Lˆu−v(x1, x2),
(38)
respectively. For the first equation (37), the variable x0 is a solution to the three-leg equation
∂
∂x
(
Cˆ(x) + Λv−w(x1, x) + Λu−w(x2, x) + Lˆu−v(x, x3)
)
x=x0
= 0, (39)
and for the second equation (38), the variable x0 is a solution to the three-leg equation
∂
∂x
(
C(x) + Λv−w(x, x1) + Λu−w(x, x2) + Lu−v(x3, x)
)
x=x0
= 0. (40)
Note that for the above equations, the ordering of the spin variables in the arguments of the
Lagrangian functions must be taken into consideration. The star-triangle relation (38), and
three-leg equation (40), have a reversed ordering of spin variables relative to the equations
(37), and (39), respectively. If the Lagrangians were symmetric, satisfying
Λu−v(xi, xj) = Λu−v(xj, xi), Λu−v(xi, xj) = Λu−v(xj , xi), (41)
then this case would reduce to the star-triangle relation for the symmetric mixed case (34).
The saddle-point equations (39), (40), correspond to the 3-leg forms of the H3(δ=1; ε=1)
quad equations (B.14), (B.16), where the Lagrangian functions Lu−v(xi, xj), Lu−v(xi, xj), and
Lˆu−v(xi, xj), Lˆu−v(xi, xj), come from the Q3(δ) equations in (B.11), (B.13).
2.3 R-matrices for classical Yang-Baxter equations
From the Lagrangian functions of the previous subsection, there are two types of R-matrices
that will be formed, by taking 4 Lagrangian functions arranged in a square configuration.
These R-matrices will be seen to satisfy two types of classical Yang-Baxter equations, one of
which is associated to the symmetric case of the star-triangle relation (31), and the other of
which is associated to the mixed cases of the star-triangle relations (34), (37), (38). Quantum
R-matrices of this type for the symmetric case, were previously obtained for lattice models of
statistical mechanics satisfying a star-star relation [43–45], as well as for star-triangle relations
which arise for quantum integrable spin chains [46,47]. On the other hand, the expression for
the Yang-Baxter equation given here for the star-triangle relations of the mixed types (34),
(37), (38), appears to not have been considered previously, even at the quantum level.
2.3.1 Symmetric case
First, recall the Lagrangian functions Lu−v(xi, xj), Lu−v(xi, xj), for the symmetric case, which
satisfy the symmetries (30). The expression for the R-matrix for these Lagrangians is given
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by
〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉 = C(xi) + C(xj) +C(x′i) + C(x′j)2
+ Lu1−v1(x′i, xj) + Lu2−v2(xi, x′j) + Lu1−v2(xi, xj) + Lu2−v1(x′i, x′j).
(42)
These R-matrices depend on the 4 independent variables xi, xj , x
′
i, x
′
j , as well as two indepen-
dent 2-component parameters, denoted by u = {u1, u2}, and v = {v1, v2}. Such an R-matrix
for Lagrangian functions was previously considered in [33,48].
The above R-matrix satisfies the following expression for the classical Yang-Baxter equa-
tion (CYBE) 〈
xi, xj
∣∣Ruv∣∣xˆi, xˆj〉+ 〈xˆi, xk∣∣Ruw∣∣x′i, xˆk〉+ 〈xˆj, xˆk∣∣Rvw∣∣x′j, x′k〉
=
〈
xj, xk
∣∣Rvw∣∣x˜j, x˜k〉+ 〈xi, x˜k∣∣Ruw∣∣x˜i, x′k〉+ 〈x˜i, x˜j∣∣Ruv∣∣x′i, x′j〉. (43)
In the above equation, the variables xˆi, xˆj , xˆk, on the left hand side, are required to satisfy
∂
∂x
(
C(x) + Lu1−v1(x, xj) + Lu2−w2(x, xˆk) + Lu2−v1(x, xˆj) + Lu1−w2(x, xk)
)
x=xˆi
= 0,
∂
∂x
(
C(x) + Lu2−v2(xi, x) + Lv2−w2(x, x′k) + Lu2−v1(xˆi, x) + Lv1−w2(x, xˆk)
)
x=xˆj
= 0,
∂
∂x
(
C(x) + Lu2−w2(xˆi, x) + Lv1−w1(x′j , x) + Lv1−w2(xˆj, x) + Lu2−w1(x′i, x)
)
x=xˆk
= 0,
(44)
and the variables x˜i, x˜j , x˜k, on the right hand side, are required to satisfy
∂
∂x
(
C(x) + Lu2−v2(x, x′j) + Lu1−w1(x, x˜i) + Lu1−v2(x, x˜j) + Lu2−w1(x, x′k)
)
x=x˜i
= 0,
∂
∂x
(
C(x) + Lu1−v1(x′i, x) + Lv1−w1(x, xk) + Lu1−v2(x˜i, x) + Lv2−w1(x, x˜k)
)
x=x˜j
= 0,
∂
∂x
(
C(x) + Lu1−w1(x˜i, x) + Lv2−w2(xj , x) + Lv2−w1(x˜j, x) + Lu1−w2(xi, x)
)
x=x˜k
= 0.
(45)
The latter equations can be interpreted as discrete Laplace-type equations [29,30], which also
appear naturally from the quasi-classical limit of the partition function for lattice models of
statistical mechanics [12, 45, 48, 49]. Since the Lagrangian functions for the R-matrix (42),
come from the classical star-triangle relation of the form (31), the CYBE (43) is associated
to the Q4, Q3(δ), and Q1(δ), equations.
The expression for the CYBE (43), holds as a consequence of the classical star-triangle
relation for the symmetric case (31). This will be shown in the next subsection for the CYBE
for the mixed case, of which (43) can be considered as a special case.
2.3.2 Symmetric and non-symmetric mixed cases
Both the symmetric mixed case (34), and non-symmetric mixed case (37), (38), of star-triangle
relations of the previous subsection, lead to the same type of CYBE. The main difference is
that for the non-symmetric case, the ordering of the spin variables in the arguments of the
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Lagrangian functions needs to be taken into consideration. Thus only the non-symmetric
mixed case will be considered here, with the symmetric mixed case included as the special
case when all the Lagrangian functions are symmetric.
Recall that the non-symmetric mixed case involves each of the six Lagrangian func-
tions given in (28), (36). For this case, the Lagrangian functions Lu−v(xi, xj), Lu−v(xi, xj),
Lˆu−v(xi, xj), and Lˆu−v(xi, xj), also satisfy the respective symmetries given in (30), but no
other symmetries are assumed.
There are 4 R-matrices defined in terms of the different Lagrangian functions. One R-
matrix is given by (42), and the other three R-matrices are given by
〈
xi, xj
∣∣Rˆuv∣∣x′i, x′j〉 = Cˆ(xi) + Cˆ(xj) + Cˆ(x′i) + Cˆ(x′j)2
+ Lˆu1−v1(xj , x′i) + Lˆu2−v2(x′j , xi) + Lˆu1−v2(xj , xi) + Lˆu2−v1(x′j , x′i),
(46)
〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 = C(xi) + Cˆ(xj) + C(x′i) + Cˆ(x′j)2
+ Λu1−v1(x
′
i, xj) + Λu2−v2(xi, x
′
j) + Λu1−v2(xi, xj) + Λu2−v1(x
′
i, x
′
j),
(47)
〈
xi, xj
∣∣Uˆuv∣∣x′i, x′j〉 = Cˆ(xi) + C(xj) + Cˆ(x′i) + C(x′j)2
+ Λu1−v1(xj , x
′
i) + Λu2−v2(x
′
j , xi) + Λu1−v2(xj , xi) + Λu2−v1(x
′
j, x
′
i).
(48)
Note that the ordering of spin variables in (48), is reversed relative to (47). Note also that
for the symmetric mixed case, the Lagrangian functions Cˆ(x), Lˆu−v(xi, xj), Lˆu−v(xi, xj),
would be chosen as
Cˆ(x) = C(x), Lˆu−v(xi, xj) = Lu−v(xi, xj), Lˆu−v(xi, xj) = Lu−v(xi, xj). (49)
Then the R-matrix (46) is equivalent to (42), and (48) is equivalent to (47), so that only the
2 R-matrices (42), and (47), would need to be considered.
The R-matrices (42),(46), (47), and (48), satisfy the following 2 expressions for the CYBE〈
xi, xj
∣∣Ruv∣∣xˆi, xˆj〉+ 〈xˆi, xk∣∣Uuw∣∣x′i, xˆk〉+ 〈xˆj, xˆk∣∣Uvw∣∣x′j, x′k〉
=
〈
xj, xk
∣∣Uvw∣∣x˜j, x˜k〉+ 〈xi, x˜k∣∣Uuw∣∣x˜i, x′k〉+ 〈x˜i, x˜j∣∣Ruv∣∣x′i, x′j〉, (50)
and 〈
xi, xj
∣∣Rˆuv∣∣xˆi, xˆj〉+ 〈xˆi, xk∣∣Uˆuw∣∣x′i, xˆk〉+ 〈xˆj, xˆk∣∣Uˆvw∣∣x′j, x′k〉
=
〈
xj, xk
∣∣Uˆvw∣∣x˜j, x˜k〉+ 〈xi, x˜k∣∣Uˆuw∣∣x˜i, x′k〉+ 〈x˜i, x˜j∣∣Rˆuv∣∣x′i, x′j〉. (51)
In (50), the variables xˆi, xˆj , xˆk, on the left hand side, are required to satisfy
∂
∂x
(
C(x) + Lu1−v1(x, xj) + Λu2−w2(x, xˆk) + Lu2−v1(x, xˆj) + Λu1−w2(x, xk)
)
x=xˆi
= 0,
∂
∂x
(
C(x) + Lu2−v2(xi, x) + Λv2−w2(x, x′k) + Lu2−v1(xˆi, x) + Λv1−w2(x, xˆk)
)
x=xˆj
= 0,
∂
∂x
(
Cˆ(x) + Λu2−w2(xˆi, x) + Λv1−w1(x
′
j , x) + Λv1−w2(xˆj , x) + Λu2−w1(x
′
i, x)
)
x=xˆk
= 0,
(52)
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and the variables x˜i, x˜j , x˜k, on the right hand side, are required to satisfy
∂
∂x
(
C(x) + Lu2−v2(x, x′j) + Λu1−w1(x, x˜i) + Lu1−v2(x, x˜j) + Λu2−w1(x, x′k)
)
x=x˜i
= 0,
∂
∂x
(
C(x) + Lu1−v1(x′i, x) + Λv1−w1(x, xk) + Lu1−v2(x˜i, x) + Λv2−w1(x, x˜k)
)
x=x˜j
= 0,
∂
∂x
(
Cˆ(x) + Λu1−w1(x˜i, x) + Λv2−w2(xj , x) + Λv2−w1(x˜j , x) + Λu1−w2(xi, x)
)
x=x˜k
= 0.
(53)
The equations to be satisfied for the variables xˆi, xˆj , xˆk, x˜i, x˜j , x˜k, in (51), take the same form
as in (52), and (53), with the Lagrangian functions being replaced by
C ↔ Cˆ, L → Lˆ, L → Lˆ, (54)
and also the spin variable arguments for each Lagrangian function interchanged. Note that
for the symmetric mixed case, the above 2 CYBE’s (50), and (51), would be equivalent.
2.3.3 Equations on the cuboctahedron
The Lagrangian functions of (28), (36), are naturally associated to the edges (ij) of a graph,
which connect two vertices i, j, for the variables xi, xj . The R-matrices (42), and (47), then can
be given a graphical representation, as shown in Figure 1. Using this graphical representation
of the R-matrices, the expression for the CYBE (50), is given in Figure 2. It is clear from this
graphical representation, that the CYBE’s (43), (50), (51), may be regarded as equations on
the edges and vertices of a cuboctahedron.
Lu2−v2
Lu1−v2 Lu1−v1
Lu2−v1
xj
x′j
x′ixi
〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉
Λu2−v2
Λu1−v2 Λu1−v1
Λu2−v1
xj
x′j
x′ixi
〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉
Figure 1: Graphical representation of the R-matrices (42), and (47). The single lines represent La-
grangian functions Lu−v(xi, xj), or Lu−v(xi, xj), and the directed double lines represent Lagrangian
functions Λu−v(xi, xj), or Λu−v(xi, xj), where the arrow denotes the ordering of spins in the latter.
The filled and unfilled vertices, distinguish the vertices associated to C(x), or Cˆ(x), respectively.
The expression for the CYBE (43), follows from the star-triangle relation (31), and the
expressions for the CYBE’s (50), (51), follow from the star-triangle relations (37), (38). There
are different ways to show this, which involve repeated applications of the star-triangle re-
lation, to transform the left hand side of the CYBE into the right hand side, or vice versa.
Figure 3 shows one sequence of transformations for the CYBE (50), of Figure 2. At the
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x′j
x′k
xi
xj
xk
x′i
xˆk
xˆj
xˆi
Ruv
Uvw
Uuw
x′j
x′i
xk
xj
xi
x′k x˜i
x˜j
x˜k
Ruv
Uvw
Uuw=
Figure 2: Expression for the CYBE (50), in terms of the R-matrices of Figure 1. The CYBE (51),
is equivalent to this picture with each of the arrows reversed, and the filled (unfilled) circles being
changed to unfilled (filled) circles. The CYBE (43) is obtained from this picture by replacing the
R-matrices Uvw, and Uuw, with the R-matrices Rvw, and Ruw, respectively.
quantum level, identical manipulations were previously used for the (symmetric type) star-
triangle relations related to quantum spin chains in [46, 47]. Note that in Figure 3, each
Lagrangian function of the type Lu−v(xi, xj), or Lu−v(xi, xj), appearing in the CYBE (50),
is transformed twice, meaning that they first get transformed to Lˆu−v(xi, xj), Lˆu−v(xi, xj),
and then back to Lu−v(xi, xj), Lu−v(xi, xj), on the second transformation (and vice versa).
This is why the CYBE’s, (50), (51), only involve one of the R-matrices
〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉, or〈
xi, xj
∣∣Rˆuv∣∣x′i, x′j〉, and not both of them.
The transformations of Figure 3, are essentially a classical counterpart of the Z-invariance
property for integrable models of statistical mechanics [50], where the partition function re-
mains invariant under the deformations of the lattice which involve the star-triangle relation.
The classical analogue of the partition function here, is the action functional on the cuboc-
tahedron, which is given by the expression for the Yang-Baxter equation itself, in (50). A
related classical Z-invariance property for systems of such Lagrangian functions on the square
lattice, was recently formulated through the use of the quasi-classical limit of the Yang-Baxter
equations [48, 51], and was shown to be closely related to a closure property introduced for
Lagrangian multi-form systems [24], and related pluri-Lagrangian systems [52].
Finally, note that in addition to the equations (52), (53), for the above CYBE (50), there
are 6 other discrete Laplace-type equations which may be obtained, by taking the derivative
of the CYBE with respect to each of the 6 corner variables. For the case of (50), these 6
equations are given by
∂
∂x
(
Lu2−v2(x, xˆj) + Lu1−v2(x, xj)− Λu2−w2(x, x′k)− Λu1−w2(x, x˜k)
)
x=xi
= 0,
∂
∂x
(
Lu1−v1(xˆi, x) + Lu1−v2(xi, x)− Λv2−w2(x, x˜k)− Λv1−w2(x, xk)
)
x=xj
= 0,
∂
∂x
(
Λu1−w1(x
′
i, x) + Λu1−w2(xˆi, x)− Λv1−w1(x˜j, x)− Λv1−w2(xj, x)
)
x=xk
= 0,
(55)
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x′j
x′k
xi
xj
xk
x′i
x′j
x′i
xk
xj
xi
x′k
=
x′j
x′i
xk
xj
xi
x′k
x′j
x′k
xi
xj
xk
x′i
x′j
x′k
xi
xj
xk
x′i
Figure 3: Deformations of the CYBE (50), in Figure 2, with the use star-triangle relations (24), (25).
The deformations for the CYBE (51), are of the same form, with all arrows reversed, and the filled
(unfilled) circles being changed to unfilled (filled) circles. For the CYBE (43), the directed arrows on
the edges are not required, and all circles would be filled.
and
∂
∂x
(
Λu1−w1(x, xk) + Λu2−w1(x, xˆk)−Lu1−v1(x, x˜j)− Lu2−v1(x, x′j)
)
x=x′i
= 0,
∂
∂x
(
Λv1−w1(x, xˆk) + Λv2−w1(x, x
′
k)− Lu2−v2(x˜i, x)− Lu2−v1(x′i, x)
)
x=x′j
= 0,
∂
∂x
(
Λv2−w2(xˆj , x) + Λv2−w1(x
′
j , x)− Λu2−w2(xi, x)− Λu2−w1(x˜i, x)
)
x=x′
k
= 0.
(56)
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Altogether the equations for the derivatives (52), (53), (55), (56), with respect to the variables
of the CYBE (50) (and analogously for (43), and (51)), can be considered as a system of 12
discrete Laplace-type equations on a cuboctahedron. In this paper, the latter will sometimes be
referred to simply as the cuboctahedron equations. The results of this subsection imply that if
the 6 discrete Laplace-type equations (52), (53), are satisfied, then the remaining 6 equations
(55), (56) must also be satisfied, as a consequence of the CYBE (50). The cuboctahedron
equations underpin the construction of the Yang-Baxter maps which solve the functional
Yang-Baxter equation, which will be presented in the next section.
3 From classical R-matrices to Yang-Baxter maps
3.1 2-component Yang-Baxter maps
In this section it will be seen how to derive Yang-Baxter maps, from the solutions of the
classical Yang-Baxter equation (CYBE), appearing in the previous section. Specifically, from
the R-matrices (42), (46), (47), (48), for the CYBE’s (43), (50), (51), it will be seen how to
obtain two types of Yang-Baxter maps, denoted by
Rij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), Uij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), (57)
where the variables ξi, ξj , and parameters α,β, each have two complex-valued components
ξi = {yi, zi}, ξj = {yj, zj}, α = {α1, α2}, β = {β1, β2}. (58)
The Yang-Baxter maps (57), provide solutions to two different forms of the functional
Yang-Baxter equation (FYBE)2
Rjk(β,γ) ◦Rik(α,γ) ◦Rij(α,β) = Rij(α,β) ◦Rik(α,γ) ◦Rjk(β,γ), (59)
Ujk(β,γ) ◦ Uik(α,γ) ◦Rij(α,β) = Rij(α,β) ◦ Uik(α,γ) ◦ Ujk(β,γ). (60)
These equations respectively express the equality of 2 different maps (ξi, ξj , ξk)→ (ξ′i, ξ′j , ξ′k),
where as usual, an individual map Rij , Uij, only acts non-trivially on the i-, and j-indexed
variables. The first expression for the FYBE (59), corresponds to the symmetric cases of the
previous section, and is derived from the CYBE (43). Thus this form of the FYBE is associated
with the Q-type quad equations. The second expression for the FYBE (60), corresponds to the
mixed cases (both symmetric and non-symmetric) from the previous section, and is derived
from the CYBE (50), or (51). Thus this form of the FYBE is associated with the H-type
quad equations.
Such Yang-Baxter maps (57) may be visualised as having the variables and parameters
on edges of a quadrilateral, as is shown in Figure 4. In terms of the Yang-Baxter maps
pictured in Figure 4, a graphical representation of both sides of the FYBE (60) is pictured
in Figure 5 (the FYBE (59), is simply obtained form this Figure by replacing the U maps
2For the remainder of the paper, the abbreviation “FYBE”, always refers to one of the functional Yang-
Baxter equations (59), or (60), and the abbreviation “CYBE”, always refers to one of the classical Yang-Baxter
equations (43), (50), or (51).
16
with R maps). From the latter figure, the expression for the FYBE can be formulated in
terms of the 3D-consistency integrability property [19, 20, 22]. Essentially this means that
the left hand side of (60), maps (ξi, ξj , ξk)→ (ξ(l)i , ξ(l)j , ξ(l)k ), and the right hand side of (60),
maps (ξi, ξj , ξk) → (ξ(r)i , ξ(r)j , ξ(r)k ), and for the FYBE (60) to be satisfied, these 2 different
sequences of maps should be consistent i.e., (ξ
(l)
i , ξ
(l)
j , ξ
(l)
k ) = (ξ
(r)
i , ξ
(r)
j , ξ
(r)
k ).
(ξj ,β)
(ξ′j ,β)
(ξ′i,α)(ξi,α)
Rij(α,β)
(ξj ,β)
(ξ′j ,β)
(ξ′i,α)(ξi,α)
Uij(α,β)
Figure 4: Graphical representation of Yang-Baxter maps (57), which have 2-component variables ξi, ξj ,
and 2-component parameters α,β, on edges. The single- and double-line arrows, represent the Yang-
Baxter maps Rij(α,β), and Uij(α,β), respectively. The edges which are parallel to each other have
the same parameter.
(ξi,α)
(ξj ,β)
(ξ
(l)
j ,β)
(ξ
(l)
k ,γ)
(ξk,γ)
(ξ
(l)
i ,α)
(ξ
(r)
j ,β)
(ξ
(r)
i ,α)
(ξk,γ)
(ξ
(r)
k ,γ)
(ξi,α)
(ξj ,β)
Figure 5: FYBE (60), for the Yang-Baxter maps of Figure 4. The left hand side of (60), maps
(ξi, ξj , ξk)→ (ξ(l)i , ξ(l)j , ξ(l)k ), and the right hand side of (60), maps (ξi, ξj , ξk)→ (ξ(r)i , ξ(r)j , ξ(r)k ). For
the FYBE (60), to be satisfied, the maps must be consistent, i.e., (ξ
(l)
i , ξ
(l)
j , ξ
(l)
k ) = (ξ
(r)
i , ξ
(r)
j , ξ
(r)
k ).
The FYBE (59), corresponds to the case when all the maps are of the type Rij(α,β), appearing on
the left hand side of Figure 4.
3.2 Classical R-matrix to Yang-Baxter map
Next it will be shown how to derive the Yang-Baxter maps for the FYBE (60), from the
expressions for the R-matrices (42), (47), satisfying the CYBE (50). The Yang-Baxter maps
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for FYBE (59), follow the same way as the Yang-Baxter maps for the FYBE (60), and so
won’t be considered here separately.
First, consider the R-matrix (42), and let the derivatives taken with respect to its 4
variables, be denoted by
Ruv,i(x
′
j , xj |xi) =
∂
〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉
∂xi
, Ruv,i′(xj , x
′
j |x′i) =
−∂〈xi, xj∣∣Ruv∣∣x′i, x′j〉
∂x′i
,
Ruv,j(x
′
i, xi |xj) =
∂
〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉
∂xj
, Ruv,j′(xi, x
′
i |x′j) =
−∂〈xi, xj∣∣Ruv∣∣x′i, x′j〉
∂x′j
.
(61)
From the structure of the R-matrix (42), each of the above derivatives are a sum of two terms,
involving a derivative of Lu−v(xi, xj), and a derivative Lu−v(xi, xj).
Similarly, the respective derivatives of the R-matrix (47), are denoted by
Uuv,i(x
′
j , xj |xi) =
∂
〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉
∂xi
, Uuv,i′(xj , x
′
j |x′i) =
−∂〈xi, xj∣∣Uuv∣∣x′i, x′j〉
∂x′i
,
Uuv,j(x
′
i, xi |xj) =
∂
〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉
∂xj
, U
uv.j′(xi, x
′
i |x′j) =
−∂〈xi, xj∣∣Uuv∣∣x′i, x′j〉
∂x′j
.
(62)
Next, a change of variables is (usually) necessary to put the equations (61), and (62), into
a suitable form for the respective Yang-Baxter maps. For (61), this change of variables takes
the following form
y′i = f(x
′
i), y
′
j = f(x
′
j), yi = f(xi), yj = f(xj),
α1 = h(u1), α2 = h(u2), β1 = h(v1), β2 = h(v2).
(63)
Here f(x) is chosen so that both Ruv,j(x
′
i, xi |xj), and Ruv,i(x′j , xj |xi) in (61), may be rewrit-
ten as a ratio of polynomials of degree 1 in y′i, and y
′
j, respectively.
3 Besides the elliptic case,
it turns out that this also makes Ruv,j(x
′
i, xi |xj), and Ruv,i(x′j , xj |xi), a ratio of polynomials
of the degree 1 in yi, and yj , respectively. This is because the dependence of the expressions
in (61), on the first two variables in the arguments of the functions appearing on the left hand
side, is typically the same up to signs. The function h(x) is chosen so that the coefficients
of the latter polynomials only have an algebraic dependence on the individual components of
the parameters α, and β (as well as on the variable in (63) corresponding to the change of
variables of the third arguments of Ruv,j(x
′
i, xi |xj), and Ruv,i(x′j , xj |xi)).
Similarly to (63), the change of variables for (62), is given by
y′i = f(x
′
i), y
′
j = g(x
′
j), yi = f(xi), yj = g(xj),
α1 = h(u1), α2 = h(u2), β1 = h(v1), β2 = h(v2),
(64)
where f(x) is the same function from (63), and g(x) is another function. As was the case for
(63), g(x), (f(x)) is chosen so that Uuv,i(x
′
j , xj |xi) (Uuv,j(x′i, xi |xj)) in (62), may be written
3Note that for some cases, this results not in ratios of degree 1 polynomials, but simply degree 1 polynomials.
However the construction given here will work for these cases as well.
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as a ratio of polynomials of degree 1 in y′j (y
′
i). For all cases, there can be found a choice of
f(x), g(x), h(x), which are compatible with the above requirements of (63), (64).
For the cases of R-matrices (42), (47), given in terms of the Lagrangian functions appearing
in Appendix C, the explicit changes of variables for (63), and (64), are listed in Table 1. Note
that this closely mirrors the situation for integrable quad equations [22], where similar changes
of variables are require when going from the affine-linear form of the equation, to the three-leg
form of the equation. This is not surprising, since as has been discussed in Section 2.2, taking
the derivatives of the Lagrangian functions in Appendix C, results in the three-leg functions
associated to the ABS quad equations. Then the expressions in (61),(62), can be interpreted
as two-leg functions, since they are essentially three-leg functions with one leg removed.
Case f(x), g(x) h(x)
Elliptic ℘(x) ℘(x)
Hyperbolic ex or cosh(x) ex
Rational x or x2 x
Algebraic x x
Table 1: Cases for the changes of variables (63), (64). The ℘(z) is the Weierstrass elliptic function [53].
After the change of variables (63), the expressions Ruv,i, Ruv,j, Ruv,i′ , Ruv,j′ , in (61)
will be some functions of yi, yj , y
′
i, y
′
j, which will be denoted by Y
(R)
2,αβ, Y
(R)
1,αβ, Z
(R)
1,αβ, Z
(R)
2,αβ,
respectively (the superscript (R), is used to indicate the latter are associated to the R-matrix〈
xi, xj
∣∣Ruv∣∣x′i, x′j〉). Then the latter expressions, are in turn labelled by the new variables zi,
zj, z
′
i, z
′
j , as
zi = Y
(R)
2,αβ(y
′
j, yj | yi) = eRuv,i(x
′
j ,xj | xi), z′i = Z
(R)
1,αβ(yj, y
′
j | y′i) = eRuv,i′ (xj ,x
′
j | x
′
i),
zj = Y
(R)
1,αβ(y
′
i, yi | yj) = eRuv,j(x
′
i,xi |xj), z′j = Z
(R)
2,αβ(yi, y
′
i | y′j) = eRuv,j′ (xi,x
′
i | x
′
j).
(65)
Note that if the derivatives of the R-matrix in (65), don’t involve the complex logarithm, then
a logarithm would be taken on the right hand side of the equations in (65), i.e., there would
be no exponential involved.
The expression in (65), is almost in the form of the desired Yang-Baxter map. To arrive
at the final form, the bottom and top equations on the left hand side of (65), can be uniquely
solved for the variables y′i, and y
′
j, respectively (this is possible due to the choice of variables
(63)). The resulting expressions for y′i, and y
′
j, are written as
y′i = Υ
(R)
1,αβ(zj , yi | yj), y′j = Υ(R)2,αβ(zi, yj | yi). (66)
Then the final expression for the Yang-Baxter map Rij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), is given
in terms of (65), and (66), as
y′i = Υ
(R)
1,αβ(zj , yi | yj), z′i = Z(R)1,αβ(yj, y′j | y′i),
y′j = Υ
(R)
2,αβ(zi, yj | yi), z′j = Z(R)2,αβ(yi, y′i | y′j).
(67)
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For Yang-Baxter maps constructed from the Lagrangians of Appendix C, the Υ
(R)
1,αβ(x, y | z),
Υ
(R)
2,αβ(x, y | z), Z(R)1,αβ(x, y | z), Z(R)2,αβ(x, y | z), are typically ratios of polynomials of degree 1
in x, and y (degree 2 in y for elliptic case), with coefficients given in terms of z, and the
components of α, and β. Note that the dependence on the coefficients is in general not
polynomial, because of the forms of the changes of variables given in Table 1.
The Yang-Baxter map (67), is described by the following QRT-like sequence
(ξi, ξj)→ (ξ′i, ξ′j) :
(
(yi, zi), (yj , zj)
)→ ((y′i, zi), (y′j , zj))→ ((y′i, z′i), (y′j , z′j)). (68)
The expression for the Yang-Baxter map Uij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j), follows in a similar
way. That is, defining (c.f. (65))
zi = Y
(U)
2,αβ(y
′
j, yj | yi) = eUuv,i(x
′
j ,xj |xi), z′i = Z
(U)
1,αβ(yj, y
′
j | y′i) = eUuv,i′ (xj ,x
′
j | x
′
i),
zj = Y
(U)
1,αβ(y
′
i, yi | yj) = eUuv,j(x
′
i,xi | xj), z′j = Z
(U)
2,αβ(yi, y
′
i | y′j) = eUuv,j′ (xi,x
′
i | x
′
j),
(69)
and rewriting in terms of the variables y′i, y
′
j, z
′
i, z
′
j , gives the final expression for the Yang-
Baxter map Uij(α,β) : (ξi, ξj)→ (ξ′i, ξ′j)
y′i = Υ
(U)
1,αβ(zj , yi | yj), z′i = Z
(U)
1,αβ(yj, y
′
j | y′i),
y′j = Υ
(U)
2,αβ(zi, yj | yi), z′j = Z(U)2,αβ(yi, y′i | y′j),
(70)
for appropriately defined functions Υ
(U)
1,αβ(x, y | z), Υ
(U)
2,αβ(x, y | z), Z
(U)
1,αβ(x, y | z), Z
(U)
2,αβ(x, y | z),
The sequence of this Yang-Baxter map is also described by (68).
Note that the derivation of the Yang-Baxter maps satisfying the FYBE (59), follows
exactly the same way as the derivation for the Yang-Baxter map (67) above.
The above method used to obtain the Yang-Baxter maps, can easily be modified to obtain
their inverses. After defining (65), instead of solving for y′i, and y
′
j, as in (66), the inverse is
obtained by solving the the bottom and top equations on the right hand side of (65), for the
variables yi, and yj, respectively. Then with the equations on the left hand side of (65), this
defines the inverse map R−1ij (α,β) : (ξ
′
i, ξ
′
j)→ (ξi, ξj), which follows the sequence
(ξ′i, ξ
′
j)→ (ξi, ξj) :
(
y′i, z
′
i), (y
′
j , z
′
j)
)→ ((yi, z′i), (yj , z′j))→ ((yi, zi), (yj , zj)). (71)
The inverse map U−1ij (α,β) : (ξ
′
i, ξ
′
j)→ (ξi, ξj), is obtained similarly.
3.2.1 Reversibility of Yang-Baxter map
The Yang-Baxter map (67) constructed above is reversible, which means that it satisfies
Rji(β,α) ◦Rij(α,β) = Id, (72)
where Id is the identity map. Using the graphical representation of the Yang-Baxter maps in
Figure 4, the reversibility property (72) is pictured graphically in Figure 6.
This property follows from the anti-symmetry relation for Lu−v(xi, xj), given in (30)
Lu−v(xi, xj) + Lv−u(xi, xj) = 0, (73)
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(ξj ,β)
(ξ′j ,β)
(ξ′i,α)
(ξi,α)
(ξ′′j ,β)
(ξ′j ,β) (ξ
′′
i ,α)
(ξ′i,α)
Figure 6: The reversibility property (72) for the Yang-Baxter map on the left hand side of Figure 4.
This property implies that ξ′′i = ξi, and ξ
′′
j = ξj .
and also the following anti-symmetry relation, required for the derivatives of Lu−v(xi, xj),
∂Lu−v(xi, xj)
∂xi
+
∂Lv−u(xj , xi)
∂xi
= 2kpii, (74)
where k ∈ Z (for the algebraic cases, k = 0). Note that (73), implies that (74) also holds for
Lu−v(xi, xj), with k = 0.
To make use of the latter relations (73), (74), it is useful to first write the variables of the
Yang-Baxter map (67), defined in (61), explicitly in terms of the Lagrangian functions
Ruv,i(x
′
j , xj |xi) = (+)
∂
∂xi
(
Lu2−u2(xi, x′j) + Lu1−v2(xi, xj)
)
,
Ruv,i′(xj, x
′
j |x′i) = (−)
∂
∂x′i
(
Lu1−v1(x′i, xj) + Lu2−v1(x′i, x′j)
)
,
Ruv,j(x
′
i, xi |xj) = (+)
∂
∂xj
(
Lu1−u1(x′i, xj) + Lu1−v2(xi, xj)
)
,
Ruv,j′(xi, x
′
i |x′j) = (−)
∂
∂x′j
(
Lu2−v2(xi, x′j) + Lu2−v1(x′i, x′j)
)
.
(75)
Here the variables in the latter equations, are related to the variables of the Yang-Baxter map
(67), through the change of variables (63).
Also for future reference, the equations (62) are given by
Uuv,i(x
′
j , xj |xi) = (+)
∂
∂xi
(
Λu2−u2(xi, x
′
j) + Λu1−v2(xi, xj)
)
,
Uuv,i′(xj , x
′
j |x′i) = (−)
∂
∂x′i
(
Λu1−v1(x
′
i, xj) + Λu2−v1(x
′
i, x
′
j)
)
,
Uuv,j(x
′
i, xi |xj) = (+)
∂
∂xj
(
Λu1−u1(x
′
i, xj) + Λu1−v2(xi, xj)
)
,
Uuv,j′(xi, x
′
i |x′j) = (−)
∂
∂x′j
(
Λu2−v2(xi, x
′
j) + Λu2−v1(x
′
i, x
′
j)
)
.
(76)
First it will be shown that the first components of ξ′′i , and ξi, in Figure 6, are equal. By
the definitions (65), (75), the first component y′′i , of the variable ξ
′′
i in Figure 6, is determined
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from a change of variables (63), of the equation
z′j = exp
{
∂
∂x′j
(Lv2−u2(x′j , x′′i ) + Lv2−u1(x′j , x′i))
}
. (77)
On the other hand, by (65), (75), the first component yi, of ξi, satisfies the equation
z′j = exp
{
− ∂
∂x′j
(Lu2−v2(xi, x′j) + Lu1−v2(x′j , x′i))
}
. (78)
By the relations (73), and (74), and the change of variables (63), the latter 2 equations imply
that y′′i = yi. By symmetry, the first component of ξ
′′
j , and the first component of ξj, will also
be equal.
Then it remains to show that the second components of ξ′′i , and ξ
′′
j , are equal to the second
components of ξi, and ξj , respectively. By the definitions (65), (75), the second component
z′′i , of the variable ξ
′′
i in Figure 6, is up to a change of variables (63), given by
z′′i = exp
{
− ∂
∂x′′i
(Lv2−u1(x′′j , x′′i ) + Lv2−u2(x′j , x′′i ))
}
. (79)
On the other hand, by (65), (75), the second component zi, of the variable ξi, is given by
zi = exp
{
∂
∂xi
(Lu1−v2(xi, xj) + Lu2−v2(xi, x′j))
}
. (80)
By the relations (73), and (74), and using xj = x
′′
j (the first components of the variables ξj
and ξ′′j are equal), the equation (80), is equivalent to the equation (79), so that z
′′
i = zi. By
symmetry, the second component of ξ′′j , and the second component of ξj, will also be equal,
and thus the reversibility property (72) is satisfied.
Note that the Lagrangian functions Λu−v(xi, xj), Λu−v(xi, xj), do not satisfy analogues of
the anti-symmetry relations (73), and (74), and thus the reversibility property (72), can not
be expected to hold for the Yang-Baxter map Uij(α,β), in (70).
3.3 Discrete Laplace-type equations and functional Yang-Baxter equation
The variables of the Yang-Baxter maps (67), (70), originate from the derivatives of the clas-
sical R-matrices (61), (62). The FYBE (60) for the Yang-Baxter maps, will be seen here
to essentially be a reformulation of the system of 12 discrete Laplace-type equations on the
cuboctahedron, given in (52), (53), (55), (56), which come from the CYBE (50) for the latter
R-matrices. In the following, the latter equations (52), (53), (55), (56), will collectively be
referred to simply as the cuboctahedron equations.
Similarly to the case of the reversibility property (72), the equations (65), (69), (75), (76),
are used here to relate the variables ξi = {yi, zi}, ξj = {yj , zj}, of the Yang-Baxter maps
(67), (70), to the variables xi, xj , x
′
i, x
′
j , of the R-matrices (42), (47). Then the idea to show
that the Yang-Baxter maps (67), (70), satisfy the FYBE (60), is as follows. First it is shown
that the left hand side (LHS) of the FYBE in Figure 5 (corresponding to (60)), implies that
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the 3 cuboctahedron equations in (52) are satisfied. This in turn implies that a set of 12
cuboctahedron equations are satisfied, for the variables which come from the LHS of Figure
5. It is then shown that the variables which come the right hand side (RHS) of Figure 5, also
coincide with the variables that satisfy the latter cuboctahedron equations. Finally, 3 of the
cuboctahedron equations are used to show that ξ
(l)
i = ξ
(r)
i , ξ
(l)
j = ξ
(r)
j , ξ
(l)
k = ξ
(r)
k , so that the
FYBE (60), of Figure 5, is satisfied.
First it will be shown that Ujk(β,γ) ◦ Uik(α,γ) ◦Rij(α,β), implies the 3 cuboctahedron
equations in (52). Consider the latter composition of maps, appearing on the LHS of Figure
5. Each of the variables ξi, ξj , ξk, are mapped twice, and this sequence can be written as
ξi → ξ†i → ξ(l)i , ξj → ξ†j → ξ(l)j , ξk → ξ†k → ξ(l)k . (81)
In (81), the action of Rij(α,β), is ξi → ξ†i , and ξj → ξ†j , and the resulting variables ξ†i ,
and ξ†j , are then the inputs to the maps Uik(α,γ), and Ujk(β,γ), respectively. Now from
the definitions (65), (69), (75), (76), the variables ξ†i , and ξ
†
j , that are output from Rij(α,β),
are defined differently from the same variables ξ†i , and ξ
†
j , that are input to Uik(α,γ), and
Ujk(β,γ), respectively. Thus, using the change of variables (63), (64), and equating the 2
different definitions of the second components of the variables ξ†i , and ξ
†
j , respectively, gives
the equations (the C(x) terms have all been brought to the LHS)
∂
∂x†i
(
−C(x†i )−Lu1−v1(x†i , xj)− Lu2−v1(x†i , x†j)
)
=
∂
∂x†i
(
Λu2−w2(x
†
i , x
†
k) + Λu1−w2(x
†
i , xk)
)
,
∂
∂x†j
(
−C(x†j)− Lu2−v2(xi, x†j)− Lu2−v1(x†i , x†j)
)
=
∂
∂x†j
(
Λv2−w2(x
†
j , x
(l)
k ) + Λv1−w2(x
†
j , x
†
k)
)
.
(82)
Similarly, the action of Uik(α,γ), maps ξk → ξ†k, and ξ†k is then taken as input to Ujk(β,γ).
By definition of the second component of ξ†k, with the change of variables (63), (64), this
implies that the following equation is satisfied
∂
∂x†k
(
−Cˆ(x†k)− Λu2−w2(x†i , x†k)− Λu2−w1(x(l)i , x†k)
)
=
∂
∂x†k
(
Λv1−w1(x
(l)
j , x
†
k) + Λv1−w2(x
†
j , x
†
k)
)
.
(83)
It can be seen that the latter 3 equations in (82), (83), are equivalent to the 3 cubocta-
hedron equations in (52), with the variables in the latter set to xˆi → x†i , xˆj → x†j, xˆk → x†k,
x′i → x(l)i , x′j → x(l)j , x′k → x(l)k . From the results of Section 2.3, this means that there is
a CYBE (50) which is satisfied on the solution of (52), for the first components of the vari-
ables in (81) (with the change of variables (63), (64)). In turn, this CYBE implies a set of
cuboctahedron equations, which are given by (82), and (83), for (52), and by
∂
∂x
(
C(x) + Lu2−v2(x, x(l)j ) + Λu1−w1(x, x˜k) + Lu1−v2(x, x˜j) + Λu2−w1(x, x(l)k )
)
x=x˜i
= 0,
∂
∂x
(
C(x) + Lu1−v1(x(l)i , x) + Λv1−w1(x, xk) + Lu1−v2(x˜i, x) + Λv2−w1(x, x˜k)
)
x=x˜j
= 0,
∂
∂x
(
Cˆ(x) + Λu1−w1(x˜i, x) + Λv2−w2(xj , x) + Λv2−w1(x˜j , x) + Λu1−w2(xi, x)
)
x=x˜k
= 0,
(84)
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∂∂x
(
Lu2−v2(x, x†j) + Lu1−v2(x, xj)− Λu2−w2(x, x(l)k )− Λu1−w2(x, x˜k)
)
x=xi
= 0,
∂
∂x
(
Lu1−v1(x†i , x) + Lu1−v2(xi, x)− Λv2−w2(x, x˜k)− Λv1−w2(x, xk)
)
x=xj
= 0,
∂
∂x
(
Λu1−w1(x
(l)
i , x) + Λu1−w2(x
†
i , x)− Λv1−w1(x˜j, x)− Λv1−w2(xj, x)
)
x=xk
= 0,
(85)
∂
∂x
(
Λu1−w1(x, xk) + Λu2−w1(x, x
†
k)− Lu1−v1(x, x˜j)− Lu2−v1(x, x(l)j )
)
x=x
(l)
i
= 0,
∂
∂x
(
Λv1−w1(x, x
†
k) + Λv2−w1(x, x
(l)
k )− Lu2−v2(x˜i, x)− Lu2−v1(x(l)i , x)
)
x=x
(l)
j
= 0,
∂
∂x
(
Λv2−w2(x
†
j , x) + Λv2−w1(x
(l)
j , x)− Λu2−w2(xi, x)− Λu2−w1(x˜i, x)
)
x=x
(l)
k
= 0,
(86)
for the remaining 9 cuboctahedron equations in (53), (55), and (56), respectively. In the above
12 cuboctahedron equations, the 9 variables xi, x
†
i , x
(l)
i , xj, x
†
j , x
(l)
j , xk, x
†
k, x
(l)
k , coincide (up
to the change of variables (63), (64)) with the first components of the variables in (81),
respectively.
Next, it will be shown that the variables of the above 12 cuboctahedron equations, coincide
with the variables that come from the composition of maps Rij(α,β) ◦Uik(α,γ) ◦Ujk(β,γ),
appearing on the RHS of the FYBE in Figure 5. This sequence of maps may be written as
ξi → ξ∗i → ξ(r)i , ξj → ξ∗j → ξ(r)j , ξk → ξ∗k → ξ(r)k . (87)
First, note that the variables ξi, ξj , ξk, are the same on both sides of the FYBE in Figure
5, and the first components of the latter variables coincide with the variables xi, xj, xk, of
the above cuboctahedron equations. So then it remains to show that the first components of
the 6 variables ξ∗i , ξ
(r)
i , ξ
∗
j , ξ
(r)
j , ξ
∗
k, ξ
(r)
k , in (87), coincide with the 6 variables x˜i, x
(l)
i , x˜j , x
(l)
j ,
x˜j, x
(l)
j , respectively, up to the change of variables (63), (64).
The action of Ujk(β,γ) on the RHS of Figure 5, gives ξj → ξ∗j , ξk → ξ∗k. By definition
(69), (76), the first components of the latter variables ξ∗j , and ξ
∗
k, are determined from 2
variables x∗j , and x
∗
k, respectively, satisfying
zk = exp
{
∂
∂xk
(
1
2Cˆ(xk) + Λv1−w1(x
∗
j , xk) + Λv1−w2(xj , xk)
)}
,
zj = exp
{
∂
∂xj
(
1
2C(xj) + Λv2−w2(xj , x
∗
k) + Λv1−w2(xj, xk)
)}
.
(88)
Here, zk, and zj , are the second components of ξk, and ξj , in (87), respectively. On the other
hand, the definitions of zk, and zj , appearing on the LHS of Figure 5, are
zk = exp
{
∂
∂xk
(
1
2Cˆ(xk) + Λu1−w1(x
(l)
i , xk) + Λu1−w2(x
†
i , xk)
)}
,
zj = exp
{
∂
∂xj
(
1
2C(xj) + Lu1−v1(x†i , xj) + Lu1−v2(xi, xj)
)}
.
(89)
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Then equating (88), and (89), it is seen that x∗j , and x
∗
k, are solutions to the third and
second of the cuboctahedron equations in (85), respectively, and thus x˜j = x
∗
j , and x˜k = x
∗
k.
Next, the action of Uik(α,γ) on the RHS of Figure 5, gives ξi → ξ∗i , and ξ∗k → ξ(r)k . By
definition (69), (76), the first components of the latter variables ξ∗i , and ξ
(r)
k , are determined
from 2 variables x∗i , and x
(r)
k , respectively, satisfying
z∗k = exp
{
∂
∂x∗k
(
1
2 Cˆ(x
∗
k) + Λu1−w1(x
∗
i , x
∗
k) + Λu1−w2(xi, x
∗
k)
)}
,
zi = exp
{
∂
∂xi
(
1
2C(xi) + Λu2−w2(xi, x
(r)
k ) + Λu1−w2(xi, x
∗
k)
)}
.
(90)
Here, z∗k, and zi, are the second components of ξ
∗
k, and ξi, in (87), respectively. On the other
hand, the map Ujk(β,γ) on the RHS of Figure 5, and the map Rij(α,β) on the LHS of Figure
5, give another expression for z∗k, and zi, respectively, as
z∗k = exp
{
− ∂
∂x∗k
(
1
2Cˆ(x
∗
k) + Λv2−w2(xj , x
∗
k) + Λv2−w1(x
∗
j , x
∗
k)
)}
,
zi = exp
{
∂
∂xi
(
1
2C(xi) + Lu2−v2(xi, x†j) + Lu1−v2(xi, xj)
)}
.
(91)
Then equating (90), and (91), and using x˜j = x
∗
j , x˜k = x
∗
k, it is seen that x
∗
i , and x
(r)
k , are
solutions to the third cuboctahedron equation of (84), and the first cuboctahedron equation
of (85), respectively, and thus x˜i = x
∗
i , and x
(l)
k = x
(r)
k .
Finally, the action of Rij(α,β) on the RHS of Figure 5, gives ξ
∗
i → ξ(r)i , and ξ∗j → ξ(r)j . By
definition (65), (75), the first components of the latter variables ξ
(r)
i , and ξ
(r)
j , are determined
from 2 variables x
(r)
i , and x
(r)
j , respectively, satisfying
z∗j = exp
{
∂
∂x∗j
(
1
2C(x
∗
j) + Lu1−v1(x(r)i , x∗j ) + Lu1−v2(x∗i , x∗j )
)}
,
z∗i = exp
{
∂
∂x∗i
(
1
2C(x
∗
i ) + Lu2−v2(x∗i , x(r)j ) + Lu1−v2(x∗i , x∗j )
)}
.
(92)
Here, z∗j , and z
∗
i , are the second components of ξ
∗
j , and ξ
∗
i , in (87), respectively. The latter
variables came from the maps Ujk(β,γ), and Uik(α,γ), respectively, from which the second
expressions of x∗j , and x
∗
i , are obtained, as
z∗j = exp
{
− ∂
∂x∗j
(
1
2C(x
∗
j) + Λv1−w1(x
∗
j , xk) + Λv2−w1(x
∗
j , x
∗
k)
)}
,
z∗i = exp
{
− ∂
∂x∗i
(
1
2C(x
∗
i ) + Λu1−w1(x
∗
i , x
∗
k) + Λu2−w1(x
∗
i , x
(r)
k )
)}
.
(93)
Then equating (92), and (93), and using x˜j = x
∗
j , x˜k = x
∗
k, and x˜i = x
∗
i , x
(l)
k = x
(r)
k , it
is seen that x
(r)
i , and x
(r)
j , are solutions to the second and first cuboctahedron equations of
(84), respectively, and thus x
(l)
i = x
(r)
i , and x
(l)
j = x
(r)
j .
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Thus it has been shown that for the maps (67), (70), the first components of the variables
ξ
(l)
i , ξ
(l)
j , ξ
(l)
k , in Figure 5, are equal to the first components of the variables ξ
(r)
i , ξ
(r)
j , ξ
(r)
k . It
remains to show that the second components of the latter variables are also equal.
From the above computations, the first components of the FYBE in Figure 5, were shown
to coincide (up to the change of variables (63), (64)) with the variables of the cuboctahedron
equations. This means that the same variables, also satisfy the 3 remaining cuboctahedron
equations given in (86). Then using the definitions (65), (69), (75), (76), the latter 3 cuboc-
tahedron equations in (86), are seen to be equivalent to the 3 equations
z
(l)
i = z
(r)
i , z
(l)
j = z
(r)
j , z
(l)
k = z
(r)
k , (94)
where the latter variables are the second components of ξ
(l)
i , ξ
(r)
i , ξ
(l)
j , ξ
(r)
j , ξ
(l)
k , ξ
(r)
k , respec-
tively. This means that ξ
(l)
i = ξ
(r)
i , ξ
(l)
j = ξ
(r)
j , ξ
(l)
k = ξ
(r)
k , and thus the Yang-Baxter maps
(67), (70), satisfy the FYBE in Figure 5 (corresponding to (60)).
The FYBE (59), can be shown to hold with similar computations to the above, which
involve only the 2 Lagrangians Lu−v(xi, xj), and Lu−v(xi, xj).
3.3.1 Additional remarks
1) Let φu,v(x), be a function satisfying
φu,v(x) + φ−u,−v(x) = 0. (95)
Then the arguments of Section 3.3, remain unchanged under the following gauge transfor-
mations for (61) (or (75))
Ruv,i(x
′
j , xj |xi)→Ruv,i(x′j , xj |xi) + φu1,u2(xi),
R
uv,i′(xj , x
′
j |x′i)→Ruv,i′(xj, x′j |x′i) + φu2,u1(x′i),
Ruv,j(x
′
i, xi |xj)→Ruv,j(x′i, xi |xj) + φv1,v2(xj),
R
uv,j′(xi, x
′
i |x′j)→Ruv,j′(xi, x′i |x′j) + φv2,v1(x′j),
(96)
with the identical transformations being applied to Uuv,i(x
′
j , xj |xi), Uuv,i′(xj , x′j |x′i),
Uuv,j(x
′
i, xi |xj), Uuv,j′(xi, x′i |x′j), respectively, in (62) (or (76).
Then according to (65), and (69), this means that the FYBE’s (59), and (60), will remain
satisfied under the transformation of variables
zi → ziΦα1,α2(yi), z′i → z′iΦα2,α1(y′i),
zj → zjΦβ1,β2(yj), z′j → z′jΦβ2,β1(y′j),
(97)
where Φα,β(x), satisfies
Φα,β(x)Φ−α,−β(x) = 1. (98)
The above transformations will be used to arrive at a suitable form of the Yang-Baxter
map for the elliptic case for Q4.
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Note that for the algebraic (additive) cases, the changes would instead be of the form
zi → zi + φα1,α2(yi), z′i → z′i + φα2,α1(y′i),
zj → zj + φβ1,β2(yj), z′j → z′j + φβ2,β1(y′j).
(99)
2) The arguments of Section 3.3, also remain valid if the opposite signs are chosen for each
of the expressions appearing on the right hand sides of (61), and (62) (or (75), and (76)).
Then according to (65), and (69), this corresponds to setting zi → (zi)−1, zj → (zj)−1,
z′i → (z′i)−1, z′j → (z′j)−1, in the expressions for the Yang-Baxter maps (67), and (70),
respectively (or zi → −zi, zj → −zj, z′i → −z′i, z′j → −z′j , for additive cases). The
resulting expressions for the Yang-Baxter maps will also satisfy the FYBE’s (59), and
(60).
3) The method given in this section to construct the Yang-Baxter maps, also works for cases
Q2, and H2(ε), where the CYBE’s of Section 2.3 were not expected to hold, since the
Lagrangian functions didn’t satisfy the required symmetry relations. One possible reason
for this, is that the CYBE’s could still be satisfied independently of the star-triangle
relations, which is something that wasn’t considered for this paper. If this were the case,
the CYBE’s could possibly be obtained as degenerations of the known CYBE’s at the
elliptic or hyperbolic levels. On the other hand, there was one case where the above
method to obtain Yang-Baxter maps didn’t work, which was for an alternate form of
H1(ε=1), given in (C.20). This case also needs further investigation.
4) The Yang-Baxter maps for Q4, Q3(δ=1), and Q2 (and related H-type maps), involve a
change of variables with a square root. For example, if f(x) = x2, in (63), there can
appear square roots in the expressions for the Yang-Baxter maps, and these square roots
will appear for the coefficients of the polynomials in the final expressions for the Yang-
Baxter maps (67), (70). In such cases, the principal value of the square roots is assumed,
but it should be noted that the change of variables would also be valid with the opposite
signs of the square roots, which would apparently lead to a slightly different form of the
maps which satisfy the FYBE’s.
5) Finally, for the hyperbolic cases associated to each of the H3(δ; ε) equations, the Yang-
Baxter maps Rij(α,β), are equivalent to a Yang-Baxter map for one of the Q3(δ) cases.
The situation is slightly different for both the rational and algebraic cases, where the Yang-
Baxter maps Rij(α,β), coming from the H2(ε), or H1(ε) cases, differ from the expressions
for the Yang-Baxter maps for the Q1(δ=1), or Q1(δ=0) cases, respectively (however Q2 can
be related to a case of H2(ε) by changing the sign of the square roots).
However, for each of the latter cases, the different expressions for Rij(α,β), can be related
by negation or inversion of some of the variables/parameters. Then applying the latter
transformation to both Rij(α,β), and Uij(α,β), results in a different form of the Yang-
Baxter maps for H2(ε), and H1(ε), which satisfy both of the FYBE’s (59), and (60). This
is a little surprising, because in general the Yang-Baxter maps will no longer satisfy the
FYBE’s after such a transformation of the variables and parameters. Thus, for the H2(ε),
and H1(ε) cases, the Yang-Baxter map that is obtained directly from the method of this
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section (without using an additional transformation of variables), is given in Section 4,
and the Yang-Baxter map that is obtained from using an additional transformation of
variables, to arrive at one of the Q1(δ=1), or Q1(δ=0) cases, is given in Appendix A.
4 Yang-Baxter maps for integrable quad equations
The explicit expressions for the 2-component Yang-Baxter maps are given in this section,
which have been derived using the method of Section 3, for the Lagrangian functions that
are listed in Appendix C. The latter Lagrangian functions in turn have been derived from
the Boltzmann weights that are listed in Appendix B. All Yang-Baxter maps associated to
the Q-type quad equations, satisfy the functional Yang-Baxter equation (FYBE) (59), and
all Yang-Baxter maps associated to the H-type quad equations, satisfy the FYBE (60). The
different Yang-Baxter maps associated to the ABS quad equations are indicated in Table 2.
Quad equation Rij(α,β)
Q4 (111)
Q3(δ=1) (116)
Q3(δ=0) (119)
Q2 (136)
Q1(δ=1) (139)
Q1(δ=0) (167)
Quad equation Rij(α,β) Uij(α,β)
H3(δ=1; ε=1) (119) (125)
H3(δ=1; ε=1) (alt.) (116) (126)
H3(δ; ε=1−δ) (119) (132)
H3(δ=0; ε=0) (119) (129)
H2(ε=1) (146) (147)
H2(ε=1) (alt.) (136) (155)
H2(ε=0) (161) (162)
H1(ε=1) (173) (174)
H1(ε=0) (181) (182)
Table 2: On the left: two-component Yang-Baxter maps Rij(α,β) for the FYBE (59), and the associ-
ated Q-type quad equation. On the right: two-component Yang-Baxter maps Rij(α,β), and Uij(α,β),
for the FYBE (60), and the associated H-type quad equation.
The Yang-Baxter maps given in this section, are labelled by
Quad equation (Hypergeometric integral) [Lattice model] (100)
according to the quad equation that they correspond to in the ABS list, as well as the hyper-
geometric integral corresponding to the continuous-spin form of the star-triangle relation, as
was given in [21]. Furthermore, if the continuous-spin star-triangle relation (for Boltzmann
weights given in Appendix B) was previously studied in connection with an integrable lattice
model of statistical mechanics, the name of the integrable lattice model is also given.
In the following, the elliptic case for Q4 will be described in a bit more detail, since
it is probably the most involved case, and the other cases follow from similar, but shorter,
computations. The expressions for the R-matrices (42), (46)-(48), are also given for the H-
type cases, since they can sometimes be less straightforward. The latter expressions are given
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up to a term r(u,v), which is independent of the variables xi, xj , x
′
i, x
′
j , which can be ignored
here, since the Yang-Baxter maps are defined in terms of derivatives of the latter 4 variables
in (61), (62). If needed, this term can easily be read from the expression of the Lagrangian
functions given in Appendix C, and the expressions for the R-matrices given in (42), (46)-(48).
4.1 Elliptic case
In the following, the notation x˙, and x˘, will be used to respectively denote
x˙2 = 4x3 − g2x− g3, x˘ = x˙
2
4(x− ℘(ω2)) − x− ℘(ω2), (101)
where x, can be any variable or parameter, and ℘(x) is the Weierstrass elliptic function, with
elliptic invariants g2, g3, or associated half-periods ω1, ω2 [53].
For the elliptic case, there is one Yang-Baxter map Rij(α,β), for the FYBE (59). This
case is associated to the Q4 equation.
4.1.1 Q4 (Elliptic beta integral) [Master solution model]
This is an example of the symmetric case described in Section 2. The R-matrix for this
case is given by (42), with the Lagrangian function Lα(xi, xj) of (C.4). The expression for
Ruv,i(x
′
j , xj |xi) in (61), is obtained as a derivative of the latter R-matrix with respect to xi,
resulting in
Ruv,i(x
′
j , xj |xi) =− 16xi(u1 − u2)ζ(ω1)ω1pi−1
+ Log
σ
(
2ω1
pi
(xi − x′j − u2 + v2)
)
σ
(
2ω1
pi
(xi − x′j + u2 − v2)
) + Log σ
(
2ω1
pi
(xi + x
′
j − u2 + v2)
)
σ
(
2ω1
pi
(xi + x′j + u2 − v2)
)
+ Log
σ
(
2ω1
pi
(xi − xj + u1 − v2)
)
σ
(
2ω1
pi
(xi − xj − u1 + v2)
) + Log σ
(
2ω1
pi
(xi + xj + u1 − v2)
)
σ
(
2ω1
pi
(xi + xj − u1 + v2)
) ,
(102)
where σ(z), and ζ(z), are the Weierstrass sigma, and zeta functions (C.2), (C.3), respectively.
The other expressions in (61), can also be obtained from this case, by comparing the respective
dependencies on the variables. For example, Ruv,j(x
′
i, xi |xj), is equivalent to the right hand
side of (102), with
xi ↔ xj , x′j → x′i, u2 → −v1, u1 → −v2, v2 → −u1, (103)
Ruv,i′(xj , x
′
j |x′i), is obtained from (102), with
xi → x′i, xj ↔ x′j , u1 ↔ u2, v2 → v1, (104)
and Ruv,j′(xi, x
′
i |x′j), is obtained from (102), with
xi ↔ x′j , xj → x′i, u1 → −v1, u2 → −v2, v2 → −u2. (105)
Note that the term on the first line in (102) can be ignored, since by (103), (104), (105),
it will only appear in the form of the gauge transformation given in (96).
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For this case, the change of variables for the R-matrix according to (63), is given by
f(x) = ℘(2ω1xpi
−1), h(x) = ℘(2ω1xpi
−1). (106)
Then using the change of variables (106), for Ruv,i(x
′
j , xj |xi) in (102), gives an expression
for zi in (65), as
zi =
(
σ(xi + u1)σ(xi − u2)
σ(xi − u1)σ(xi + u2)
)2
E(yj , β1, β2, α1)
2
× (2y˙iD(α1, β2) +G(yi, y˘j , α1, β2))(2y˙iD(α2, β2)−G(yi, y
′
j , α1, β1))
(2y˙iD(α1, β2)−G(yi, y˘j , α1, β2))(2y˙iD(α2, β2) +G(yi, y′j , α1, β1))
,
(107)
where
A(α, β) =
(α˙ + β˙)2
4(α− β)2 − α− β, F (x, α, β) = 2g3 + (A(α, β) + x)(g2 − 4xA(α, β)),
B(x, α, β) =α˙β + β˙α− (α˙+ β˙)x, G(x1, x2, α, β) = F (x1, α, β) + 4x2(A(α, β) − x1)2,
D(α, β) =
B
(
A(α, β), α, β
)
α− β ,
(108)
E(x, α, β, γ) =
1
E(x, β, α, γ)
=
(B(x, α, γ) + (α− γ)x˙)(B(x, β, γ) − (β − γ)x˙)
(B(x, α, γ) − (α− γ)x˙)(B(x, β, γ) + (β − γ)x˙) . (109)
The expressions for zj , z
′
i, z
′
j , in (65), take a similar form (for z
′
i and z
′
j , see (111)). Note
that from (103), (104), (105), the factor of Weierstrass sigma functions on the first line of
(107), is in the form of the gauge transformation of (97), and thus can effectively be set to
1. Also note that zi is a ratio of polynomials of degree 1 in y
′
j, but degree 2 in yj. Similarly
the expressions for zj , z
′
i, z
′
j , in (65), will be ratios of polynomials of degree 1, and degree 2,
in their first and second arguments, respectively, instead of both degree 1. Such a quadratic
dependence for these variables will only appear for this elliptic case.
Finally, let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be the following expressions
Υ1 =
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2)
)(
2y˙jD(α1, β1)− F (yj, α1, β1)
)(
yj −A(α1, β1)
)−2
4
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2) + zjE(yj , β2, β1, α1)2(2y˙jD(α1, β2)−G(yj , y˘i, α1, β2))
)
−
(
2y˙jD(α1, β2)−G(yj, y˘i, α1, β2)
)(
2y˙jD(α1, β1) + F (yj, α1, β1)
) zjE(yj ,β2,β1,α1)2
(yj−A(α1,β1))2
4
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2) + zjE(yj , β2, β1, α1)2(2y˙jD(α1, β2)−G(yj , y˘i, α1, β2))
) ,
Υ2 =
(
2y˙iD(α1, β2) +G(yi, y˘j , α1, β2)
)(
2y˙iD(α2, β2)− F (yi, α2, β2)
)(
yi −A(α2, β2)
)−2
4
(
2y˙iD(α1, β2) +G(yi, y˘j, α1, β2) + ziE(yi, α2, α1, β2)2(2y˙iD(α1, β2)−G(yi, y˘j, α1, β2))
)
−
(
2y˙iD(α1, β2)−G(yi, y˘j , α1, β2)
)(
2y˙iD(α2, β2) + F (yi, α2, β2)
) ziE(yi,α2,α1,β2)2
(yi−A(α2,β2))2
4
(
2y˙iD(α1, β2) +G(yi, y˘j , α1, β2) + ziE(yi, α2, α1, β2)2(2y˙iD(α1, β2)−G(yi, y˘j , α1, β2))
) ,
(110)
which are obtained by solving zj, and zi (in (107)), for y
′
i, and y
′
j, respectively.
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Then the Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i = E(Υ1, α1, α2, β1)
2
×
(
2Υ˙1D(α1, β1) +G(Υ1, yj , α1, β1)
)(
2Υ˙1D(α2, β1)−G(Υ1, Υ˘2, α2, β1)
)
(
2Υ˙1D(α1, β1)−G(Υ1, yj , α1, β1)
)(
2Υ˙1D(α2, β1) +G(Υ1, Υ˘2, α2, β1)
) ,
y′j = Υ2, z
′
j = E(Υ2, β1, β2, α2)
2
× (2Υ˙2D(α2, β2) +G(Υ2, yi, α2, β2))(2Υ˙2D(α2, β1)−G(Υ2, Υ˘1, α2, β1))
(2Υ˙2D(α2, β2)−G(Υ2, yi, α2, β2))(2Υ˙2D(α2, β1) +G(Υ2, Υ˘1, α2, β1))
.
(111)
This is a solution of the FYBE (59).
4.2 Hyperbolic cases
In the following, for any variable or parameter x, the notation x, will be used to denote
x = x+
√
x2 − 1. (112)
Furthermore, the function Li2(z) is the dilogarithm (C.6), and a compact notation will be
used, where “±” represents a sum of 2 terms involving +, and −, e.g.,
Li2(e
±x+y) = Li2(e
+x+y) + Li2(e
−x+y). (113)
For the hyperbolic cases there are 2 Yang-Baxter maps Rij(α,β), for the FYBE (59),
which are associated to Q3(δ). There are also 4 Yang-Baxter maps Uij(α,β), associated to
H3(δ; ε), which together with a latter map Rij(α,β), for Q3(δ), solve the FYBE (60).
4.2.1 Q3(δ=1) (Hyperbolic beta integral) [Generalised Faddeev-Volkov model]
This is an example of the symmetric case described in Section 2. The R-matrix for this case
is given by (42), with the Lagrangian functions of (C.7).
For this case, the change of variables for the R-matrix according to (63), is given by
f(x) = cosh(x), h(x) = eix. (114)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 =
y2j(1− zj)(α41 + β21β22) + α21((y4j − zj)β22 + (1− zjy4j )β21)− 2α1β2yiyj((zj − y2j )α21 + (zjy2j − 1)β21)
2α1β1yj
(
β22(y
2
j − zj) + α21(1− zjy2j)− 2α1β2yiyj(zj − 1)
) ,
Υ2 =
y2i (1− zi)(β42 + α21α22) + β22((y4i − zi)α22 + (1− ziy4i )α21)− 2α1β2yiyj((zi − y2i )α22 + (ziy2i − 1)β22 )
2α2β2yi
(
β22(y
2
i − zi) + α21(1− ziy2i )− 2α1β2yiyj(zi − 1)
) .
(115)
Then the Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i =
(α21 + β
2
1Υ
2
1 − 2α1β1Υ1yj)(β21 + α22Υ
2
1 + 2α2β1Υ1Υ2)
(β21 + α
2
1Υ
2
1 − 2α1β1Υ1yj)(α22 + β21Υ
2
1 + 2α2β1Υ1Υ2)
,
y′j = Υ2, z
′
j =
(α22 + β
2
2Υ
2
2 − 2α2β2Υ2yi)(β21 + α22Υ
2
2 + 2α2β1Υ2Υ1)
(β22 + α
2
2Υ
2
2 − 2α2β2Υ2yi)(α22 + β21Υ
2
2 + 2α2β1Υ2Υ1)
.
(116)
This is a solution of the FYBE (59).
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4.2.2 Q3(δ=0) (Hyperbolic Saalschu¨tz integral) [Faddeev-Volkov model]
This is an example of the symmetric case described in Section 2. The R-matrix for this case
is given by (42), with the Lagrangian functions of (C.8).
The change of variables for this case corresponding to (63), is given by
f(x) = ex, h(x) = eix. (117)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 = yj
α1(α1yi + β2yj) + β1zj(α1yj + β2yi)
β1(α1yi + β2yj) + α1zj(α1yj + β2yi)
, Υ2 = yi
α2(α1yj + β2yi) + β2zi(α1yi + β2yj)
β2(α1yj + β2yi) + α2zi(α1yi + β2yj)
.
(118)
The Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i =
(α1yj − β1Υ1)(α2Υ1 + β1Υ2)
(α1Υ1 − β1yj)(α2Υ2 + β1Υ1) ,
y′j = Υ2, z
′
j =
(α2yi − β2Υ2)(α2Υ2 + β1Υ1)
(α2Υ2 − β2yi)(α2Υ1 + β1Υ2) .
(119)
This is a solution of the FYBE (59).
4.2.3 H3(δ=1; ε=1) (Hyperbolic Askey-Wilson and Hyperbolic Saalschu¨tz integrals)
This case is an example of the non-symmetric mixed case in Section 2, and results in two
different solutions of the FYBE (60). The R-matrices for this case are given by (42), and
(47), with the Lagrangians in (C.10), as well as (46), and (48), with the Lagrangians in (C.9).
The R-matrices (42) and (46), correspond to the R-matrices for the Q3(δ=0), and Q3(δ=1)
cases, respectively. The R-matrix (47), is given by〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 = i(2(xiv2 + x′iv1) + (xi + x′i)(pi − u1 − u2)) + r(u,v)
+ x2i + x
2
j + Li2(−exi±xj+i(u1−v2))− Li2(e−xi±x
′
j−i(u2−v2))
+ (x′i)
2 + (x′j)
2 + Li2(−ex
′
i±x
′
j+i(u2−v1))− Li2(e−x′i±xj−i(u1−v1)).
(120)
For this R-matrix, the change of variables according to (64), is given by
f(x) = ex, g(x) = cosh(x), h(x) = eix. (121)
The R-matrix (48), is given by〈
xi, xj
∣∣Uˆuv∣∣x′i, x′j〉 = −i(2(xju1 + x′ju2)− (xj + x′j)(pi + v1 + v2)) + r(u,v)
+ x2i + x
2
j + Li2(−exj±xi+i(u1−v2))− Li2(e−x
′
j±xi−i(u2−v2))
+ (x′i)
2 + (x′j)
2 + Li2(−ex
′
i±x
′
j+i(u2−v1))− Li2(e−xj±x′i−i(u1−v1)).
(122)
For this R-matrix, the change of variables according to (64), is given by
f(x) = cosh(x), g(x) = ex, h(x) = eix. (123)
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Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), Υ3(zj , yi | yj), Υ4(zi, yj | yi), be defined by (using (112))
Υ1 =
β1
α1
β2yj(zj − 1) + α1yi(zjy2j − 1)
α1yiyj(zj − 1) + β2(zj − y2j)
, Υ2 = yjzi +
(α2 + α1zi)yi
2β2
+
(α1 + α2zi)β2
2α1α2zi
,
Υ3 = yizj +
β1 + β2zj
2α1yj
+ α1yj
β2 + β1zj
2β1β2
, Υ4 =
β2
α2
β2yi(zi − 1) + α1yj(ziy2i − 1)
α1yiyj(zi − 1) + β2(zi − y2i )
.
(124)
Then the Yang-Baxter map Uij(α,β), for (120), is given by
y′i = Υ1, z
′
i = −
α1
α2
β21 + α
2
2Υ
2
1 + 2α2β1Υ1Υ2
β21 + α
2
1Υ
2
1 − 2α1β1yjΥ1
y′j = Υ2, z
′
j =
(α2yi − β2Υ2)(β1 + α2Υ1Υ2)
(α2Υ1 + β1Υ2)(α2yiΥ2 − β2)
,
(125)
and the Yang-Baxter map Uij(α,β), for (122), is given by
y′i = Υ3, z
′
i =
(α1yj − β1Υ3)(β1 + α2Υ4Υ3)
(α2Υ4 + β1Υ3)(α1yjΥ3 − β1)
,
y′j = Υ4, z
′
j =−
β2
β1
β21 + α
2
2Υ
2
4 + 2α2β1Υ4Υ3
β22 + α
2
2Υ
2
4 − 2α2β2yiΥ4
.
(126)
The Yang-Baxter map (125) is a solution of the FYBE (60), in combination with the
Yang-Baxter map (119), and the Yang-Baxter map (126) is a solution of the FYBE (60), in
combination with the Yang-Baxter map (116).
4.2.4 H3(δ; ε=1−δ) (Hyperbolic Barnes’s 1st Lemma)
This is an example of the symmetric mixed case described in Section 2. The R-matrices for
this case are given by (42), and (47), with the Lagrangian functions of (C.11).
The R-matrix (42), corresponds to the R-matrix of the Q3(δ=0) case. The R-matrix (47),
is given by〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 =i (pi(xi + xj + x′i + x′j) + (xi − x′i)(u1 − u2) + (xj − x′j)(v1 − v2))
+ Li2(−exi+xj+i(u1−v2))− Li2(exi+x
′
j+i(u2−v2))
+ Li2(−ex
′
i+x
′
j+i(u2−v1))− Li2(ex′i+xj+i(u1−v1)) + r(u,v).
(127)
For this R-matrix, the change of variables according to (63), is given by
f(x) = ex, g(x) = ex, h(x) = eix. (128)
The Yang-Baxter map Uij(α,β), is given by
y′i = yizj +
β1 + β2zj
α1yj
, z′i =zi +
(α1 + α2zi)(β1 + β2zj)
α1α2yiyjzj
,
y′j = yjzi + β2
α1 + α2zi
α1α2yi
, z′j =zj +
(α1 + α2zi)(β1 + β2zj)
α1α2yiyjzi
.
(129)
This is a solution of the FYBE (60), in combination with the Yang-Baxter map (119).
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4.2.5 H3(δ=0; ε=0) (Hyperbolic Barnes’s 2F1 integral)
This is an example of the symmetric mixed case described in Section 2. The R-matrices for
this case are given by (42), and (47), with the Lagrangian functions of (C.12).
The R-matrix (42), corresponds to the R-matrix of the Q3(δ=0) case. The R-matrix (47),
is given by 〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 =(xi − x′i)(x′j − xj). (130)
For this R-matrix, the change of variables according to (64), is given by
f(x) = ex, g(x) = ex, h(x) = eix. (131)
The Yang-Baxter map Uij(α,β), is given by
y′i =zjyi, z
′
i = zi,
y′j =ziyj, z
′
j = zj .
(132)
This is a solution of the FYBE (60), in combination with the Yang-Baxter map (119).
4.3 Rational cases
In the following, γ(z) is defined in terms of the complex logarithm in (C.13), and the compact
notation will be used, where “±” represents a sum of 2 terms involving +, and −, e.g.
γ(x± y) = γ(x+ y) + γ(x− y). (133)
For the rational cases there are 2 Yang-Baxter maps Rij(α,β), for the FYBE (59). These
Yang-Baxter maps are associated to Q2, and Q1(δ=1). There are also 3 pairs of Yang-Baxter
maps Rij(α,β), Uij(α,β), which solve the FYBE (60). These pairs of Yang-Baxter maps are
associated to the H2(ε) equations. Note that unlike the hyperbolic cases, the Yang-Baxter
maps Rij(α,β) for (60), are not equivalent to the Yang-Baxter maps for Q2, and Q1(δ=1).
However, by comparing the different expressions for Rij(α,β), a transformation of variables
may be found to bring them to the same form. In this subsection, the non-transformed Yang-
Baxter maps for the rational cases of H2(ε) are given, while the transformed Yang-Baxter
maps are given in Appendix A. Both the transformed and non-transformed expressions for
the Yang-Baxter maps, satisfy the FYBE (60).
4.3.1 Q2 (Rational Beta integral)
The R-matrices for this case are given by (42), with the Lagrangian functions of (C.14).
This is an example of a case that was not covered in Section 2, since one of the Lagrangian
functions is non-symmetric on the exchange of variables. However, it turns out that it can
still be treated as a symmetric case.
For this case, the change of variables for the R-matrix according to (63), is given by
f(x) = x2, h(x) = ix. (134)
34
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 =yj + (α1 − β1)2
(
1 +
2
√
yj
α1 − β1
(yi − yj − (α1 − β2)2)(zj + 1)− 2(α1 − β2)(zj − 1)√yj
(yi − yj − (α1 − β2)2)(zj − 1)− 2(α1 − β2)(zj + 1)√yj
)
,
Υ2 =yi + (α2 − β2)2
(
1 +
2
√
yi
α2 − β2
(yj − yi − (α1 − β2)2)(zi + 1)− 2(α1 − β2)(zi − 1)√yi
(yj − yi − (α1 − β2)2)(zi − 1)− 2(α1 − β2)(zi + 1)√yi
)
.
(135)
The Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i =
(yj − (α1 − β1 −
√
Υ1)
2)(Υ2 − (α2 − β1 +
√
Υ1)
2)
(yj − (α1 − β1 +
√
Υ1)2)(Υ2 − (α2 − β1 −
√
Υ1)2)
,
y′j = Υ2, z
′
j =
(yi − (α2 − β2 −
√
Υ2)
2)(Υ1 − (α2 − β1 +
√
Υ2)
2)
(yi − (α2 − β2 +
√
Υ2)2)(Υ1 − (α2 − β1 −
√
Υ2)2)
.
(136)
This is a solution of the FYBE (59).
4.3.2 Q1(δ=1) (Barnes’s 2nd Lemma)
This is an example of the symmetric case described in Section 2. The R-matrix for this case
is given by (42), with the Lagrangian functions of (C.19).
For this case, the change of variables for the R-matrix according to (63), is given by
f(x) = x, h(x) = ix. (137)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 = yj + (α1 − β1)(1 − zj)(yi + yj)− (1 + zj)(α1 − β2)
(1 + zj)(yi + yj)− (1− zj)(α1 − β2) ,
Υ2 = yi + (α2 − β2)(1− zi)(yi + yj)− (1 + zi)(α1 − β2)
(1 + zi)(yi + yj)− (1− zi)(α1 − β2) .
(138)
The Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i =
(α1 − β1 + (yj −Υ1))(α2 − β1 + (Υ1 +Υ2))
(α1 − β1 − (yj −Υ1))(β1 − α2 + (Υ1 +Υ2)) ,
y′j = Υ2, z
′
j =
(α2 − β2 + (yi −Υ2))(α2 − β1 + (Υ1 +Υ2))
(α2 − β2 − (yi −Υ2))(β1 − α2 + (Υ1 +Υ2)) .
(139)
This is a solution of the FYBE (59).
The Yang-Baxter map (139), is related to (A.14), by
z′i → (z′i)−1, zj → (zj)−1, yj → −yj, y′i → −y′i. (140)
4.3.3 H2(ε=1) (De-Branges Wilson integral and Barnes’s 2nd Lemma) case 1
These cases were not covered in Section 2.3, as there does not appear to be enough sym-
metries to construct the CYBE’s from just the star-triangle relations. However, the case of
H3(δ=1; ε=1), may be used as a guide to obtain the Yang-Baxter maps for this case, since
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this case is a rational limit of the former. The present case will then be treated as an non-
symmetric mixed case of Section 2, which will give 2 different solutions of the FYBE (60).
The first set of R-matrices are given by (42), and (47), with the Lagrangian functions of
(C.16). In order to be consistent with the results of the H3(δ=1; ε=1) case, Lu−v(xi, xj) should
be taken to be Lv−u(xi, xj), from (C.16).
Then the case of (42) is given by
−i〈xi, xj∣∣R∣∣x′i, x′j〉 = γ(xi − xj + i(u1 − v2))− γ(xi − xj − i(u1 − v2))
+ γ(xi − x′j + i(v2 − u2))− γ(xi − x′j − i(v2 − u2))
+ γ(x′i − xj + i(v1 − u1))− γ(x′i − xj − i(v1 − u1))
+ γ(x′i − x′j + i(u2 − v1))− γ(x′i − x′j − i(u2 − v1)) + r(u,v),
(141)
For this R-matrix, the change of variables according to (63), is given by
f(x) = x, h(x) = ix. (142)
The case of (47) is given by
−i〈xi, xj∣∣Uuv∣∣x′i, x′j〉 = γ(xi ± xj + i(u1 − v2)) + γ(−xi ± x′j + i(v2 − u2))
+ γ(−x′i ± xj + i(v1 − u1)) + γ(x′i ± x′j + i(u2 − v1)) + r(u,v).
(143)
For this R-matrix, the change of variables according to (64), is given by
f(x) = x, g(x) = x2, h(x) = ix. (144)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), and Υ3(yi, yj , zj), Υ4(yi, yj , zi), be defined by
Υ1 =yj + (α1 − β1)(zj + 1)(yi − yj) + (zj − 1)(α1 − β2)
(zj − 1)(yi − yj) + (zj + 1)(α1 − β2) ,
Υ2 =yi + (α2 − β2)(zi + 1)(yj − yi) + (zi − 1)(α1 − β2)
(zi − 1)(yj − yi) + (zi + 1)(α1 − β2) ,
Υ3 =(β1 − α1) +
(zj − 1)yj − (zj + 1)(yi + α1 − β2)√yj
(zj − 1)(yi + α1 − β2)− (zj + 1)√yj ,
Υ4 =(α2 − β2 + yi)2 + yj − (α1 − β2 + yi)
2
zi
.
(145)
Then the Yang-Baxter map Rij(α,β), for (141), is given by
y′i = Υ1, z
′
i =
(α1 − β1 − (yj −Υ1))(α2 − β1 − (Υ1 −Υ2))
(α1 − β1 + (yj −Υ1))(α2 − β1 + (Υ1 −Υ2)) ,
y′j = Υ2, z
′
j =
(α2 − β2 − (yi −Υ2))(α2 − β1 + (Υ1 −Υ2))
(α2 − β2 + (yi −Υ2))(α2 − β1 − (Υ1 −Υ2)) ,
(146)
and the Yang-Baxter map Uij(α,β), for (143), is given by
y′i = Υ3, z
′
i =
yj − (α1 − β1 +Υ3)2
Υ4 − (α2 − β1 +Υ3)2 ,
y′j = Υ4, z
′
j =
(α2 − β2 + (yi +
√
Υ4))(α2 − β1 + (Υ3 −
√
Υ4))
(α2 − β2 + (yi −
√
Υ4))(α2 − β1 + (Υ3 +
√
Υ4))
.
(147)
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The Yang-Baxter maps (146), (147), are a solution of the FYBE (60).
The Yang-Baxter maps (146), (147), are related to (A.14), (A.26), respectively, by
zi → −(zi)−1, zj → −(zj)−1, z′i → −(z′i)−1, z′j → −(z′j)−1. (148)
4.3.4 H2(ε=1) (De-Branges Wilson integral and Barnes’s 2nd Lemma) case 2
There is also a second Yang-Baxter map for this case. The Lagrangian functions Λu−v(xi, xj),
Λu−v(xi, xj) should be taken from (C.16), while Lˆu−v(xi, xj), Lˆu−v(xi, xj), are taken as
Lu−v(xi, xj), Lv−u(xi, xj), respectively, from (C.17), in order to be consistent with the defi-
nitions of the second set of R-matrices (46), and (48). Then the case of (46) is given by
−i〈xi, xj∣∣Rˆ∣∣x′i, x′j〉 = γ(xj ± xi + i(u1 − v2))− γ(xj ± xi − i(u1 − v2))
+ γ(x′j ± xi + i(v2 − u2))− γ(x′j ± xi − i(v2 − u2))
+ γ(xj ± x′i + i(v1 − u1))− γ(xj ± x′i − i(v1 − u1))
+ γ(x′j ± x′i + i(u2 − v1))− γ(x′j ± x′i − i(u2 − v1)) + r(u,v).
(149)
For this R-matrix, the change of variables according to (63), is given by
f(x) = x2, h(x) = ix. (150)
The case of (48) is given by
−i〈xi, xj∣∣Uˆuv∣∣x′i, x′j〉 = γ(xj ± xi + i(u1 − v2)) + γ(−x′j ± xi + i(v2 − u2))
+ γ(−xj ± x′i + i(v1 − u1)) + γ(x′j ± x′i + i(u2 − v1)) + r(u,v).
(151)
For this R-matrix, the change of variables according to (64), is given by
f(x) = x2, g(x) = x, h(x) = ix. (152)
Let Υ1(yi, yj, zj), Υ2(yi, yj, zi), and Υ3(yi, yj , zj), Υ4(yi, yj, zi), be defined by
Υ1 =yj + (α1 − β1)2
(
1− 2
√
yj
α1 − β1
(yi − yj − (α1 − β2)2)(zj + 1) + 2(α1 − β2)(zj − 1)√yj
(yi − yj − (α1 − β2)2)(zj − 1) + 2(α1 − β2)(zj + 1)√yj
)
,
Υ2 =yi + (α2 − β2)2
(
1− 2
√
yi
α2 − β2
(yj − yi − (α1 − β2)2)(zi + 1) + 2(α1 − β2)(zi − 1)√yi
(yj − yi − (α1 − β2)2)(zi − 1) + 2(α1 − β2)(zi + 1)√yi
)
,
Υ3 =(α1 − β1 + yj)2 + yi − (α1 − β2 + yj)
2
zj
,
Υ4 =(β2 − α2) +
(zi − 1)yi + (zi + 1)(yj + α1 − β2)√yi
(zi − 1)(yj + α1 − β2) + (zi + 1)√yi .
(153)
Then the Yang-Baxter map Rij(α,β), for (149), is given by
4
y′i = Υ1, z
′
i =
(yj − (α1 − β1 +
√
Υ1)
2)(Υ2 − (α2 − β1 −
√
Υ1)
2)
(yj − (α1 − β1 −
√
Υ1)2)(Υ2 − (α2 − β1 +
√
Υ1)2)
,
y′j = Υ2, z
′
j =
(yi − (α2 − β2 +
√
Υ2)
2)(Υ1 − (α2 − β1 −
√
Υ2)
2)
(yi − (α2 − β2 −
√
Υ2)2)(Υ1 − (α2 − β1 +
√
Υ2)2)
.
(154)
4If the opposite signs of all square roots are taken, this is the Yang-Baxter map for Q2 (136).
37
and the Yang-Baxter map Uij(α,β), for (151), is given by
y′i = Υ3, z
′
i =
(α1 − β1 + (yj +
√
Υ3))(α2 − β1 + (Υ4 −
√
Υ3))
(α1 − β1 + (yj −
√
Υ3))(α2 − β1 + (Υ4 +
√
Υ3))
,
y′j = Υ4, z
′
j =
yi − (α2 − β2 +Υ4)2
Υ3 − (α2 − β1 +Υ4)2 .
(155)
The Yang-Baxter maps (154), (155), are a solution of the FYBE (60).
The Yang-Baxter map (155), is related to the Yang-Baxter map (A.28), by taking the
opposite signs of all square roots.
4.3.5 H2(ε=0) (Barnes’s 1st Lemma)
The R-matrices for this case are given by (42), and (47), with the Lagrangian functions of
(C.18). This case was not covered in Section 2, since Lu−v(xi, xj) in (C.18), is not symmetric
upon the exchange of variables xi, xj, but it turns out that this case can still be treated the
same way as a symmetric mixed case.
The case of (42) is given by
−i〈xi, xj∣∣R∣∣x′i, x′j〉 = γ(xi − xj + i(u1 − v2))− γ(xi − xj − i(u1 − v2))
+ γ(xi − x′j + i(v2 − u2)) + γ(−xi + x′j + i(v2 − u2))
+ γ(x′i − xj + i(v1 − u1)) + γ(−x′i + xj + i(v1 − u1))
+ γ(x′i − x′j + i(u2 − v1))− γ(x′i − x′j − i(u2 − v1)) + r(u,v).
(156)
For this R-matrix, the change of variables according to (63), is given by
f(x) = x, h(x) = ix. (157)
The case of (47) is given by
−i〈xi, xj∣∣Uuv∣∣x′i, x′j〉 = γ(xi + xj + i(u1 − v2)) + γ(−xi − x′j + i(v2 − u2))
+ γ(−x′i − xj + i(v1 − u1)) + γ(x′i + x′j + i(u2 − v1)) + r(u,v).
(158)
For this R-matrix, the change of variables according to (64), is given by
f(x) = x, g(x) = x, h(x) = ix. (159)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 =yj + (α1 − β1)(zj − 1)(yi − yj) + (zj + 1)(α1 − β2)
(zj + 1)(yi − yj) + (zj − 1)(α1 − β2) ,
Υ2 =yi + (α2 − β2)(zi − 1)(yi − yj)− (zi + 1)(α1 − β2)
(zi + 1)(yi − yj)− (zi − 1)(α1 − β2) .
(160)
Then the Yang-Baxter map Rij(α,β), for (156), is given by
y′i = Υ1, z
′
i =
(α1 − β1 − (yj −Υ1))(α2 − β1 − (Υ1 −Υ2))
(α1 − β1 + (yj −Υ1))(β1 − α2 − (Υ1 −Υ2)) ,
y′j = Υ2, z
′
j =
(α2 − β2 − (yi −Υ2))(α2 − β1 + (Υ1 −Υ2))
(α2 − β2 + (yi −Υ2))(β1 − α2 + (Υ1 −Υ2)) ,
(161)
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and the Yang-Baxter map Uij(α,β), for (158), is given by
y′i = −yj − (α1 − β1)−
(α1 − β2) + yi + yj
zj
, z′i =
−zi
zi + zj + zizj
,
y′j = −yi − (α2 − β2)−
(α1 − β2) + yi + yj
zi
, z′j =
−zj
zi + zj + zizj
.
(162)
The Yang-Baxter maps (161), (162), are a solution of the FYBE (60).
The Yang-Baxter maps (161), (162), are related to (A.14), (A.30), respectively, by
zi → (zi)−1, zj → (zj)−1, z′i → (z′i)−1, z′j → (z′j)−1. (163)
4.4 Algebraic cases
In the following, the compact notation for the logarithm is used (c.f (113))
Log(x± y) = Log(x+ y) + Log(x− y). (164)
For the algebraic cases there is 1 Yang-Baxter map Rij(α,β), for the FYBE (59), which
is associated to Q1(δ=0). There are also 2 pairs of Yang-Baxter maps Rij(α,β), Uij(α,β),
for the FYBE (60), which are associated to H1(ε) equations. Similarly to the rational cases,
a change of variables is needed to bring the latter Yang-Baxter maps Rij(α,β) for (60), into
the form of the Yang-Baxter map for Q1(δ=0). The change of variables is given below, and
the corresponding transformed Yang-Baxter maps Uij(α,β), for the FYBE (60), are given
in Appendix A. Note that unlike the rational cases, the untransformed Yang-Baxter maps
Rij(α,β), given below for the FYBE (60), do not individually satisfy the FYBE (59).
4.4.1 Q1(δ=0) (Selberg-type integral) [Zamolodchikov fish-net model]
This is an example of the symmetric case described in Section 2. The R-matrix for this case
is given by (42), with the Lagrangian functions of (C.19).
For this case the change of variables according to (63), is given by
f(x) = x, h(x) = x. (165)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 = yj − (yi − yj)(α1 − β1)
zj(yi − yj)− (α1 − β2) , Υ2 = yi −
(yi − yj)(α2 − β2)
zi(yi − yj) + (α1 − β2) . (166)
The Yang-Baxter map Rij(α,β), is given by
y′i = Υ1, z
′
i =
α2 − β1
Υ1 −Υ2 +
α1 − β1
yj −Υ1 ,
y′j = Υ2, z
′
j =
β1 − α2
Υ1 −Υ2 +
α2 − β2
yi −Υ2 .
(167)
This is a solution of the FYBE (59).
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4.4.2 H1(ε=1) (Barnes’s 2F1 integral)
This case was not covered in Section 2.3, but it can be treated as a symmetric mixed case for
the R-matrices (42), (47), with the Lagrangian functions in (C.21).
The case of (42) is given by〈
xi, xj
∣∣R∣∣x′i, x′j〉 = 2(u1 − v2)Log(xi + xj) + 2(u2 − v1)Log(x′i + x′j)
+ 2(v1 − u1)Log(x′i + xj) + 2(v2 − u2)Log(xi + x′j).
(168)
For this R-matrix, the change of variables according to (63), is given by
f(x) = x, h(x) = 2x. (169)
The case of (47) is given by
〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 = (u1 − u2 + i(x′j − xj))(Logxi − Logx′i). (170)
For this R-matrix, the change of variables according to (64), is given by
f(x) = x, g(x) = ix, h(x) = 2x. (171)
Note that for this case, there is an unusual dependence on the variables in the R-matrix
(170), which for the Yang-Baxter map, appears to result in a mixture of variables together
their exponentials. However, it turns out that the dependence on these exponential terms
cancels out of both sides of the FYBE (60), so that the exponential terms may simply be
replaced with an arbitrary constant.
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 = −yj + (α1 − β1)(yi + yj)
(α1 − β2)− zj(yi + yj) , Υ2 = −yi +
(α2 − β2)(yi + yj)
(α1 − β2)− zi(yi + yj) . (172)
Then the Yang-Baxter map Rij(α,β), for (168), is given by
y′i = Υ1, z
′
i =
α1 − β1
yj +Υ1
− α2 − β1
Υ1 +Υ2
,
y′j = Υ2, z
′
j =
α2 − β2
yi +Υ2
− α2 − β1
Υ1 +Υ2
,
(173)
and the Yang-Baxter map Uij(α,β), for (170), is given by
y′i = yic, z
′
i = zic
−1,
y′j = yj + yizi − 12(α1 − α2), z′j = zj ,
(174)
where c is an arbitrary constant.
The Yang-Baxter maps (173), (174), are a solution of the FYBE (60).
The Yang-Baxter maps (173), (174), are related to (A.16), (A.32), respectively, by
z′i → −z′i, zi → −zi, yj → −yj, y′j → −y′j. (175)
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4.4.3 H1(ε=0) (Euler beta function)
This case is an example of the symmetric mixed case covered in Section 2.3, for the R-matrices
(42), (47), with the Lagrangian functions in (C.22).
The case of (42) is given by〈
xi, xj
∣∣R∣∣x′i, x′j〉 = (v2 − u1)(Log(±i(xi + xj))) + (v1 − u2)(Log(±i(x′i + x′j)))
+ 2(u2 − v2)Log |xi − x′j |+ 2(u1 − v1)Log |x′i − xj|+ r(u,v).
(176)
For this R-matrix, the change of variables according to (63), is given by
f(x) = x, h(x) = 2x. (177)
The case of (47) is given by〈
xi, xj
∣∣Uuv∣∣x′i, x′j〉 = (xi + x′i)(xj + x′j). (178)
For this R-matrix, the change of variables according to (64), is given by
f(x) = x, g(x) = x, h(x) = 2x. (179)
Let Υ1(zj , yi | yj), Υ2(zi, yj | yi), be defined by
Υ1 = yj − (α1 − β1)(yi + yj)
(α1 − β2) + zj(yi + yj) , Υ2 = yi −
(yi + yj)(α2 − β2)
(α1 − β2) + zi(yi + yj) . (180)
Then the Yang-Baxter map Rij(α,β), for (176), is given by
y′i = Υ1, z
′
i =
α1 − β1
yj −Υ1 +
α2 − β1
Υ1 +Υ2
,
y′j = Υ2, z
′
j =
α2 − β2
yi −Υ2 +
α2 − β1
Υ1 +Υ2
,
(181)
and the Yang-Baxter map Uij(α,β), for (178), is given by
y′i = zj − yi, z′i = −zi,
y′j = zi − yj , z′j = −zj.
(182)
The Yang-Baxter maps (181), (182), are a solution of the FYBE (60).
The Yang-Baxter maps (181), (182), are related to (A.16), (A.32), respectively, by
z′i → −z′i, zj → −zj , yj → −yj, y′i → −y′i. (183)
5 Conclusion
This paper presents a new construction of Yang-Baxter maps, through the use of the quasi-
classical limit of the star-triangle relations and related R-matrices. In Sections 3, and 4,
this method was shown to produce new Yang-Baxter maps, which have both 2-component
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variables and 2-component parameters. These Yang-Baxter maps are naturally connected
to the integrable quad equations in the ABS classification, since they are constructed from
the same functions that appear in the 3-leg forms of the latter equations and associated
Lagrangian structures. The Yang-Baxter maps are solutions of one of two types of functional
Yang-Baxter equations (59), (60), depending on whether they are associated to aQ-type, or an
H-type, quad equation, respectively. In Section 3.3, the latter expressions for the functional
Yang-Baxter equations, were shown to essentially be a reformulation of a system of 12 discrete
Laplace-type equations on the cuboctahedron, which arise as the equations of motion of the
classical Yang-Baxter equations for the R-matrices, as shown in Section 2.3.
Appendix A contains a list of the Yang-Baxter maps related to the integrable quad equa-
tions of the ABS list. The remaining appendices contain all of the functions that are necces-
sary to derive the explicit expressions for the Yang-Baxter maps. Namely, in Appendix B, the
Boltzmann weights which satisfy the continuous spin star-triangle relations of Section 2.1 are
given, and in Appendix C, the Lagrangian functions are given, which come from the leading
order quasi-classical expansion of Boltzmann weights of Appendix B, and satisfy the classical
counterpart star-triangle relations of Section 2.2. These Lagrangian functions are used in the
expressions for the classical R-matrices of Section 2.3, which were in turn used to derive the
expressions for the Yang-Baxter maps, that appear in Section 4, and Appendix A.
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Appendix A List of two-component Yang-Baxter maps
A list of Yang-Baxter maps that were derived in Section 4, is given below. Note that the
Yang-Baxter maps for the H2(ε), and H1(ε) cases given here, are related by a change of
variables to the Yang-Baxter maps given in Section 4. This is so that the Yang-Baxter map
Rij(α,β), for the the latter 2 cases, will be equivalent to a Yang-Baxter map for the Q1(δ=1),
and Q1(δ=0) cases, respectively. The specific changes of variables were given in Section 4.
In the following, for any variable or parameter x, the notation x˙, and x˘, respectively
denotes
x˙2 = 4x3 − g2x− g3, x˘ = x˙
2
4(x− ℘(ω2)) − x− ℘(ω2), (A.1)
where ℘(x) is the Weierstrass elliptic function, with elliptic invariants g2, g3, or associated
half-periods ω1, ω2 [53].
Furthermore, the notation x, is used to denote
x = x+
√
x2 − 1. (A.2)
A.1 Q-type cases
The Yang-Baxter maps Rij(α,β), for the Q-type cases below, are solutions to the FYBE (59).
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A.1.1 Q4 (Elliptic beta integral) [Master solution model]
A(α, β) =
(α˙ + β˙)2
4(α− β)2 − α− β, F (x, α, β) = 2g3 + (A(α, β) + x)(g2 − 4xA(α, β)),
B(x, α, β) =α˙β + β˙α− (α˙+ β˙)x, G(x1, x2, α, β) = F (x1, α, β) + 4x2(A(α, β) − x1)2,
D(α, β) =
B
(
A(α, β), α, β
)
α− β ,
(A.3)
E(x, α, β, γ) =
(B(x, α, γ) + (α− γ)x˙)(B(x, β, γ) − (β − γ)x˙)
(B(x, α, γ) − (α− γ)x˙)(B(x, β, γ) + (β − γ)x˙) . (A.4)
Υ1 =
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2)
)(
2y˙jD(α1, β1)− F (yj, α1, β1)
)(
yj −A(α1, β1)
)−2
4
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2) + zjE(yj , β2, β1, α1)2(2y˙jD(α1, β2)−G(yj , y˘i, α1, β2))
)
−
(
2y˙jD(α1, β2)−G(yj, y˘i, α1, β2)
)(
2y˙jD(α1, β1) + F (yj, α1, β1)
) zjE(yj ,β2,β1,α1)2
(yj−A(α1,β1))2
4
(
2y˙jD(α1, β2) +G(yj , y˘i, α1, β2) + zjE(yj , β2, β1, α1)2(2y˙jD(α1, β2)−G(yj , y˘i, α1, β2))
) ,
Υ2 =
(
2y˙iD(α1, β2) +G(yi, y˘j , α1, β2)
)(
2y˙iD(α2, β2)− F (yi, α2, β2)
)(
yi −A(α2, β2)
)−2
4
(
2y˙iD(α1, β2) +G(yi, y˘j, α1, β2) + ziE(yi, α2, α1, β2)2(2y˙iD(α1, β2)−G(yi, y˘j, α1, β2))
)
−
(
2y˙iD(α1, β2)−G(yi, y˘j , α1, β2)
)(
2y˙iD(α2, β2) + F (yi, α2, β2)
) ziE(yi,α2,α1,β2)2
(yi−A(α2,β2))2
4
(
2y˙iD(α1, β2) +G(yi, y˘j , α1, β2) + ziE(yi, α2, α1, β2)2(2y˙iD(α1, β2)−G(yi, y˘j , α1, β2))
) ,
(A.5)
y′i = Υ1, z
′
i = E(Υ1, α1, α2, β1)
2
×
(
2Υ˙1D(α1, β1) +G(Υ1, yj, α1, β1)
)(
2Υ˙1D(α2, β1)−G(Υ1, Υ˘2, α2, β1)
)
(
2Υ˙1D(α1, β1)−G(Υ1, yj, α1, β1)
)(
2Υ˙1D(α2, β1) +G(Υ1, Υ˘2, α2, β1)
) ,
y′j = Υ2, z
′
j = E(Υ2, β1, β2, α2)
2
× (2Υ˙2D(α2, β2) +G(Υ2, yi, α2, β2))(2Υ˙2D(α2, β1)−G(Υ2, Υ˘1, α2, β1))
(2Υ˙2D(α2, β2)−G(Υ2, yi, α2, β2))(2Υ˙2D(α2, β1) +G(Υ2, Υ˘1, α2, β1))
.
(A.6)
A.1.2 Q3(δ=1) (Hyperbolic beta integral) [Generalised Faddeev-Volkov model]
Υ1 =
y2j(1− zj)(α41 + β21β22) + α21((y4j − zj)β22 + (1− zjy4j)β21)− 2α1β2yiyj((zj − y2j )α21 + (zjy2j − 1)β21)
2α1β1yj
(
β22(y
2
j − zj) + α21(1− zjy2j )− 2α1β2yiyj(zj − 1)
) ,
Υ2 =
y2i (1− zi)(β42 + α21α22) + β22((y4i − zi)α22 + (1− ziy4i )α21)− 2α1β2yiyj((zi − y2i )α22 + (ziy2i − 1)β22)
2α2β2yi
(
β22(y
2
i − zi) + α21(1− ziy2i )− 2α1β2yiyj(zi − 1)
) .
(A.7)
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y′i = Υ1, z
′
i =
(α21 + β
2
1Υ
2
1 − 2α1β1Υ1yj)(β21 + α22Υ
2
1 + 2α2β1Υ1Υ2)
(β21 + α
2
1Υ
2
1 − 2α1β1Υ1yj)(α22 + β21Υ
2
1 + 2α2β1Υ1Υ2)
,
y′j = Υ2, z
′
j =
(α22 + β
2
2Υ
2
2 − 2α2β2Υ2yi)(β21 + α22Υ
2
2 + 2α2β1Υ2Υ1)
(β22 + α
2
2Υ
2
2 − 2α2β2Υ2yi)(α22 + β21Υ
2
2 + 2α2β1Υ2Υ1)
.
(A.8)
A.1.3 Q3(δ=0) (Hyperbolic Saalschu¨tz integral) [Faddeev-Volkov model]
Υ1 = yj
α1(α1yi + β2yj) + β1zj(α1yj + β2yi)
β1(α1yi + β2yj) + α1zj(α1yj + β2yi)
,
Υ2 = yi
α2(α1yj + β2yi) + β2zi(α1yi + β2yj)
β2(α1yj + β2yi) + α2zi(α1yi + β2yj)
.
(A.9)
y′i = Υ1, z
′
i =
(α1yj − β1Υ1)(α2Υ1 + β1Υ2)
(α1Υ1 − β1yj)(α2Υ2 + β1Υ1) ,
y′j = Υ2, z
′
j =
(α2yi − β2Υ2)(α2Υ2 + β1Υ1)
(α2Υ2 − β2yi)(α2Υ1 + β1Υ2) .
(A.10)
A.1.4 Q2 (Rational Beta integral)
Υ1 =yj + (α1 − β1)2
(
1 +
2
√
yj
α1 − β1
(yi − yj − (α1 − β2)2)(zj + 1)− 2(α1 − β2)(zj − 1)√yj
(yi − yj − (α1 − β2)2)(zj − 1)− 2(α1 − β2)(zj + 1)√yj
)
,
Υ2 =yi + (α2 − β2)2
(
1 +
2
√
yi
α2 − β2
(yj − yi − (α1 − β2)2)(zi + 1)− 2(α1 − β2)(zi − 1)√yi
(yj − yi − (α1 − β2)2)(zi − 1)− 2(α1 − β2)(zi + 1)√yi
)
.
(A.11)
y′i = Υ1, z
′
i =
(yj − (α1 − β1 −
√
Υ1)
2)(Υ2 − (α2 − β1 +
√
Υ1)
2)
(yj − (α1 − β1 +
√
Υ1)2)(Υ2 − (α2 − β1 −
√
Υ1)2)
,
y′j = Υ2, z
′
j =
(yi − (α2 − β2 −
√
Υ2)
2)(Υ1 − (α2 − β1 +
√
Υ2)
2)
(yi − (α2 − β2 +
√
Υ2)2)(Υ1 − (α2 − β1 −
√
Υ2)2)
.
(A.12)
A.1.5 Q1(δ=1) (Barnes’s 2nd Lemma)
Υ1 = yj + (α1 − β1)(1 − zj)(yj − yi)− (1 + zj)(α1 − β2)
(1 + zj)(yj − yi)− (1− zj)(α1 − β2) ,
Υ2 = yi + (α2 − β2)(1− zi)(yi − yj)− (1 + zi)(α1 − β2)
(1 + zi)(yi − yj)− (1− zi)(α1 − β2) .
(A.13)
y′i = Υ1, z
′
i =
(α1 − β1 + (yj −Υ1))(α2 − β1 + (Υ1 −Υ2))
(α1 − β1 − (yj −Υ1))(β1 − α2 + (Υ1 −Υ2)) ,
y′j = Υ2, z
′
j =
(α2 − β2 + (yi −Υ2))(α2 − β1 − (Υ1 −Υ2))
(α2 − β2 − (yi −Υ2))(β1 − α2 − (Υ1 −Υ2)) .
(A.14)
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A.1.6 Q1(δ=0) (Selberg-type integral) [Zamolodchikov fish-net model]
Υ1 = yj − (yi − yj)(α1 − β1)
zj(yi − yj)− (α1 − β2) , Υ2 = yi −
(yi − yj)(α2 − β2)
zi(yi − yj) + (α1 − β2) . (A.15)
y′i = Υ1, z
′
i =
α2 − β1
Υ1 −Υ2 +
α1 − β1
yj −Υ1 ,
y′j = Υ2, z
′
j =
β1 − α2
Υ1 −Υ2 +
α2 − β2
yi −Υ2 .
(A.16)
A.2 H-type cases
The following Yang-Baxter maps Uij(α,β), for the H-type cases, are solutions to the FYBE
(60), together with one of the above Yang-Baxter maps Rij(α,β), for the Q-type cases.
A.2.1 H3(δ=1; ε=1) (Hyperbolic Askey-Wilson integral and Saalschu¨tz integrals)
case 1
Υ1 =
β1
α1
β2yj(zj − 1) + α1yi(zjy2j − 1)
α1yiyj(zj − 1) + β2(zj − y2j)
, Υ2 = yjzi +
(α2 + α1zi)yi
2β2
+
(α1 + α2zi)β2
2α1α2yi
,
(A.17)
y′i = Υ1, z
′
i = −
α1
α2
β21 + α
2
2Υ
2
1 + 2α2β1Υ1Υ2
β21 + α
2
1Υ
2
1 − 2α1β1yjΥ1
y′j = Υ2, z
′
j =
(α2yi − β2Υ2)(β1 + α2Υ1Υ2)
(α2Υ1 + β1Υ2)(α2yiΥ2 − β2)
,
(A.18)
Rij(α,β) is given by (A.10) (Q3(δ=0) case).
A.2.2 H3(δ=1; ε=1) (Hyperbolic Askey-Wilson integral and Saalschu¨tz integrals)
case 2
Υ1 = yizj +
β1 + β2zj
2α1yj
+ α1yj
β2 + β1zj
2β1β2
, Υ2 =
β2
α2
β2yi(zi − 1) + α1yj(ziy2i − 1)
α1yiyj(zi − 1) + β2(zi − y2i )
, (A.19)
y′i = Υ1, z
′
i =
(α1yj − β1Υ1)(β1 + α2Υ2Υ1)
(α2Υ2 + β1Υ1)(α1yjΥ1 − β1)
,
y′j = Υ2, z
′
j =−
β2
β1
β21 + α
2
2Υ
2
2 + 2α2β1Υ1Υ2
β22 + α
2
2Υ
2
2 − 2α2β2yiΥ2
.
(A.20)
Rij(α,β) is given by (A.8) (Q3(δ=1) case).
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A.2.3 H3(δ; ε=1−δ) (Hyperbolic Barnes’s 1st Lemma)
Υ1 = yizj +
β1 + β2zj
α1yj
, Υ2 = yjzi + β2
α1 + α2zi
α1α2yi
. (A.21)
y′i = Υ1, z
′
i =
Υ1Υ2 + β1α
−1
2
yjΥ1 − β1α−11
,
y′j = Υ2, z
′
j =
Υ1Υ2 + β1α
−1
2
yiΥ2 − β2α−12
.
(A.22)
Rij(α,β) is given by (A.10) (Q3(δ=0) case).
A.2.4 H3(δ=0; ε=0) (Hyperbolic Barnes’s 2F1 integral)
Υ1 = zjyi, Υ2 = ziyj. (A.23)
y′i =Υ1, z
′
i = Υ2y
−1
j ,
y′j =Υ2, z
′
j = Υ1y
−1
i .
(A.24)
Rij(α,β) is given by (A.10) (Q3(δ=0) case).
A.2.5 H2(ε=1) (De-Branges Wilson integral and Barnes’s 2nd Lemma) case 1
Υ1 =(β1 − α1) +
(zj + 1)yj + (zj − 1)(yi + α1 − β2)√yj
(zj + 1)(yi + α1 − β2) + (zj − 1)√yj ,
Υ2 =(α2 − β2 + yi)2 − zi
(
yj − (α1 − β2 + yi)2
)
.
(A.25)
y′i = Υ1, z
′
i =−
Υ2 − (α2 − β1 +Υ1)2
yj − (α1 − β1 +Υ1)2 ,
y′j = Υ2, z
′
j =−
(α2 − β2 + (yi −
√
Υ2))(α2 − β1 + (Υ1 +
√
Υ2))
(α2 − β2 + (yi +
√
Υ2))(α2 − β1 + (Υ1 −
√
Υ2))
.
(A.26)
Rij(α,β) is given by (A.14) (Q1(δ=1) case).
A.2.6 H2(ε=1) (De-Branges Wilson integral and Barnes’s 2nd Lemma) case 2
Υ1 =(α1 − β1 + yj)2 + z−1j
(
yi − (α1 − β2 + yj)2
)
,
Υ2 =(β2 − α2) +
(zi − 1)yi − (zi + 1)(yj + α1 − β2)√yi
(zi − 1)(yj + α1 − β2)− (zi + 1)√yi .
(A.27)
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y′i = Υ1, z
′
i =
(α1 − β1 + (yj −
√
Υ1))(α2 − β1 + (Υ2 +
√
Υ1))
(α1 − β1 + (yj +
√
Υ1))(α2 − β1 + (Υ2 −
√
Υ1))
,
y′j = Υ2, z
′
j =
yi − (α2 − β2 +Υ2)2
Υ1 − (α2 − β1 +Υ2)2 .
(A.28)
Rij(α,β) given by (A.12) (Q2 case).
A.2.7 H2(ε=0) (Barnes’s 1st Lemma)
Υ1 =− yj − (α1 − β1)− zj((α1 − β2) + yi + yj),
Υ2 =− yi − (α2 − β2)− zi((α1 − β2) + yi + yj).
(A.29)
y′i = Υ1, z
′
i =
α2 − β1 + (Υ1 +Υ2)
β1 − α1 − (yj +Υ1) ,
y′j = Υ2, z
′
j =
α2 − β1 + (Υ1 +Υ2)
β2 − α2 − (yi +Υ2) .
(A.30)
Rij(α,β) is given by (A.14) (Q1(δ=1) case).
A.2.8 H1(ε=1) (Barnes’s 2F1 integral)
Υ1 = yic, Υ2 = yj + ziyi +
1
2(α1 − α2). (A.31)
y′i = Υ1, z
′
i = (Υ2 − yj − 12(α1 − α2))Υ−11 ,
y′j = Υ2, z
′
j = Υ1y
−1
i ,
(A.32)
Rij(α,β) is given by (A.16) (Q1(δ=0) case).
A.2.9 H1(ε=0) (Euler beta function)
Υ1 = zj + yi, Υ2 = zi + yj. (A.33)
y′i = Υ1, z
′
i = Υ2 − yj,
y′j = Υ2, z
′
j = Υ1 − yi.
(A.34)
Rij(α,β) is given by (A.16) (Q1(δ=0) case).
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Appendix B List of Boltzmann weights for the star-triangle
relations
The list of Boltzmann weights which satisfy the continuous spin forms of the star-triangle
relations (18), and (21), are given below. The Boltzmann weights appearing here, have also
appeared in previous works [6,8,12–14,21]. The notation of this appendix matches the notation
of Section 4, i.e., the Boltzmann weights are labelled by
Quad equation (Hypergeometric integral) [Lattice model] (B.1)
according to the integrable quad equation they correspond to from the ABS list, the hyper-
geometric integral corresponding to the star-triangle relation, and also the associated lattice
model, if it has appeared previously.
In the following, the Boltzmann weights are written with the notation
Wθ(σi, σj), W θ(σi, σj), Vθ(σi, σj), V θ(σi, σj), (B.2)
where θ represents a difference of the rapidity parameters p− q, from Section 2.1. Also if an
expression for S(σi) is not given here, it is assumed that S(σi) = 1.
B.1 Elliptic case
The Boltzmann weights for the elliptic case are given in terms of the elliptic gamma function
[54]
Γe(z; τ1, τ2) =
∞∏
j,k=0
1− e2i(piτ1(j+ 12 )+piτ2(k+ 12 )+z)
1− e2i(piτ1(j+ 12 )+piτ2(k+ 12 )−z)
. (B.3)
The following renormalised Jacobi theta function is also used
ϑ1(z|τ) = 2e
piiτ
4 sin(z)
∞∏
j=0
(
1− e2i(piτ(j+1)+z))(1− e2i(piτ(j+1)−z)). (B.4)
For this case, the variables take the values
σi ∈ [0, 2pi], 0 < θi < η, η = −ipi(τ1 + τ2)
2
, (B.5)
and the elliptic parameters are chosen as
Re(τi) = 0, Im(τi) > 0, (B.6)
such that the crossing parameter η is real valued and positive. If neccessary, the star-triangle
relation can also be analytically continued from (B.5), (B.6), to complex valued variables.
At the elliptic level, there is one continuous spin solution of the star-triangle relation,5
which was introduced by Bazhanov and Sergeev [13] as the master solution of the star-triangle
relation. As a mathematical formula, it is equivalent to the elliptic beta integral that was
introduced by Spiridonov [55].
5However, there is another solution of the star-triangle relation at the elliptic level with both continuous
and discrete spins [16], that also corresponds to Q4 [51].
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B.1.1 Quantum Q4 (Elliptic beta integral) [Master solution model]
The Boltzmann weights satisfying (18), are given by [13]
Wθ(σi, σj) =
Γe(σi + σj + iθ; τ1, τ2)
Γe(σi + σj − iθ; τ1, τ2)
Γe(σi − σj + iθ; τ1, τ2)
Γe(σi − σj − iθ; τ1, τ2) ,
W θ(σi, σj) =
Wη−θ(σi, σj)
Γe(i(η − 2θ); τ1, τ2) , S(σi) =
e
η
2
4pi
ϑ1(2σi|τ1)ϑ1(2σi|τ2).
(B.7)
B.2 Hyperbolic cases
The Boltzmann weights at the hyperbolic level are given in terms of the hyperbolic gamma
function (also non-compact quantum dilogarithm, or double sine function),6 defined here by
Γh(z; b) = exp
{∫
[0,∞)
dx
x
(
iz
x
− sinh(2izx)
2 sinh(xb) sinh(x/b)
)}
, | Im (z) | < Re (η), (B.8)
where
η =
b+ b−1
2
, b > 0. (B.9)
The variables take the values
σi ∈ R, 0 < θi < η. (B.10)
If neccessary, the star-triangle relations for the hyperbolic cases can also be analytically con-
tinued from (B.9), (B.10), to complex valued variables.
B.2.1 Quantum Q3(δ=1) (Hyperbolic beta integral) [Generalised Faddeev-Volkov
model]
The Boltzmann weights satisfying (18), are given by [14]
Wθ(σi, σj) =
Γh(σi + σj + iθ; b)
Γh(σi + σj − iθ; b)
Γh(σi − σj + iθ; b)
Γh(σi − σj − iθ; b)
, W θ(σi, σj) =
Wη−θ(σi, σj)
Γh(i(η − 2θ); b)
, (B.11)
S(σi) =
1
2 Γh(2σi − iη; b) Γh(−2σi − iη; b) = 2 sinh(2piσib) sinh(2piσib−1). (B.12)
B.2.2 Quantum Q3(δ=0) (Hyperbolic Saalschu¨tz integral) [Faddeev-Volkov model]
The Boltzmann weights satisfying (18), are given by [12]
Wθ(σi, σj) =
Γh(σi − σj + iθ; b)
Γh(σi − σj − iθ; b)
, W θ(σi, σj) =
Wη−θ(σi, σj)
Γh(i(η − 2θ); b)
. (B.13)
6The name typically refers to the convention used for the function (B.8). The convention used here appeared
in [54], and the different conventions are related by a change of variables, e.g., as outlined in [14].
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B.2.3 Quantum H3(δ=1;ε=1) (Hyperbolic Askey-Wilson integral)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = Γh(σi + σj + iθ; b) Γh(σi − σj + iθ; b), V θ(σi, σj) = Vη−θ(−σi, σj),
Wθ(σi, σj) =
Γh(σi − σj + iθ; b)
Γh(σi − σj − iθ; b) ,
W θ(σi, σj) =
1
Γh(i(η − 2θ); b)
Γh(σi + σj + i(η − θ); b)
Γh(σi + σj − i(η − θ); b)
Γh(σi − σj + i(η − θ); b)
Γh(σi − σj − i(η − θ); b)
,
(B.14)
S(σi) = 2 sinh(2piσib) sinh(2piσib
−1). (B.15)
B.2.4 Quantum H3(δ=1;ε=1) (Hyperbolic Saalschu¨tz integral)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = Γh(σi + σj + iθ) Γh(σj − σi + iθ; b), V θ(σi, σj) = Vη−θ(σi,−σj),
Wθ(σi, σj) =
Γh(σi + σj + iθ; b) Γh(σi − σj + iθ; b)
Γh(σi + σj − iθ; b) Γh(σi − σj − iθ; b)
,
W θ(σi, σj) =
1
Γh(i(η − 2θ); b)
Γh(σi − σj + i(η − θ); b)
Γh(σi − σj − i(η − θ); b)
.
(B.16)
B.2.5 Quantum H3(δ;ε=1−δ) (Hyperbolic Barnes’s first lemma)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = e
pii
2
((i(σi+σj)+θ)
2−2θ2)Γh(σi + σj + iθ; b), V θ(σi, σj) =
1
V−η−θ(σi, σj)
,
Wθ(σi, σj) =
Γh(σi − σj + iθ; b)
Γh(σi − σj − iθ; b)
, W θ(σi, σj) =
Wη−θ(σi, σj)
Γh(i(η − 2θ); b)
.
(B.17)
B.2.6 Quantum H3(δ=0;ε=0) (Hyperbolic Barnes’s 2F1 integral)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = e
2piiσiσj , V θ(σi, σj) =
1
Vθ(σi, σj)
,
Wθ(σi, σj) =
Γh(σi − σj + iθ; b)
Γh(σi − σj − iθ; b)
, W θ(σi, σj) =
Wη−θ(σi, σj)
Γh(i(η − 2θ); b)
.
(B.18)
B.3 Rational cases
At the rational level, the Boltzmann weights are given in terms of the regular gamma function
Γ(z), defined by
Γ(z) =
∫ ∞
0
dttz−1e−t. (B.19)
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The variables for the rational cases take the values
σi ∈ R, 0 < θi < pi. (B.20)
If neccessary, the star-triangle relations for the rational cases can also be analytically continued
from (B.20), to complex valued variables.
B.3.1 Quantum Q2 (Rational beta integral)
The Boltzmann weights satisfying (18), are given by
Wθ(σi, σj) =
Γ(pi + i(σi + σj)− θ) Γ(pi + i(σi − σj)− θ)
Γ(pi + i(σi + σj) + θ) Γ(pi + i(σi − σj) + θ) ,
W θ(σi, σj) =
Γ(θ + i(σi + σj)) Γ(θ + i(σi − σj)) Γ(θ − i(σi + σj)) Γ(θ − i(σi − σj))
2pi Γ(2θ)
,
(B.21)
S(σi) =
(
2Γ(2iσi) Γ(−2iσi)
)−1
= pi−1σi sin(2piσi). (B.22)
B.3.2 Quantum Q1(δ=1) (Barnes’s 2nd lemma)
The Boltzmann weights satisfying (18), are given by
Wθ(σi, σj) =
Γ(pi − i(σi + σj)− θ)
Γ(pi − i(σi + σj) + θ) , W θ(σi, σj) =
Γ(θ + i(σi − σj)) Γ(θ − i(σi − σj))
2pi Γ(θ)
.
(B.23)
B.3.3 Quantum H2(ε=1) (De-Branges Wilson integral)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = Γ(pi + i(σi + σj)− θ) Γ(pi + i(σi − σj)− θ), V θ(σi, σj) = Vpi−θ(−σi, σj),
Wθ(σi, σj) =
Γ(pi + i(σi − σj)− θ)
Γ(pi + i(σi − σj) + θ) ,
W θ(σi, σj) =
Γ(θ + i(σi + σj)) Γ(θ + i(σi − σj)) Γ(θ − i(σi + σj)) Γ(θ − i(σi − σj))
2pi Γ(2θ)
,
(B.24)
S(σi) = pi
−1σi sin(2piσi). (B.25)
B.3.4 Quantum H2(ε=1) (Barnes’s 2nd lemma)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) =
Γ(pi + i(σi + σj)− θ)
Γ(pi + i(σi − σj) + θ) , V θ(σi, σj) = Γ(θ + i(σi − σj)) Γ(θ − i(σi + σj)),
Wθ(σi, σj) =
Γ(pi + i(σi + σj)− θ) Γ(pi + i(σi − σj)− θ)
Γ(pi + i(σi + σj) + θ) Γ(pi + i(σi − σj) + θ) ,
W θ(σi, σj) =
Γ(θ + i(σi − σj)) Γ(θ − i(σi − σj))
2pi Γ(2θ)
.
(B.26)
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B.3.5 Quantum H2(ε=0) (Barnes’s 1st lemma)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = Γ(pi + i(σi + σj)− θ), V θ(σi, σj) = Vpi−θ(−σi,−σj),
Wθ(σi, σj) =
Γ(pi + i(σi − σj)− θ)
Γ(pi + i(σi − σj) + θ) ,
W θ(σi, σj) =
Γ(θ + i(σi − σj)) Γ(θ − i(σi − σj))
2pi Γ(2θ)
.
(B.27)
B.4 Algebraic cases
Unless otherwise stated, the variables for the algebraic cases take values
σi ∈ R, 0 < θi < 12 . (B.28)
B.4.1 Quantum Q1(δ=0) (Selberg-type integral) [Zamolodchikov fish-net model]
The Boltzmann weights satisfying (18), are given by [8]
Wθ(σi, σj) = |σi − σj |−2θ, W θ(σi, σj) =
√
pi
Γ(12 − θ)
Γ(θ)
W 1
2
−θ(σi, σj). (B.29)
B.4.2 Quantum H1(ε) (Euler beta function)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = e
iσiσj , V θ(σi, σj) = Vθ(σi, σj),
Wθ(σi, σj) =
Γ(12 + i(σi + σj)− θ) Γ(12 − i(σi + σj)− θ)
Γ(12 + i(σi + σj)) Γ(
1
2 − i(σi + σj))
,
W θ(σi, σj) =
Γ(12 + θ) Γ(
1
2 − θ)
2pi Γ(2θ)
∣∣2 sinh σi − σj
2
∣∣2θ−1.
(B.30)
B.4.3 Quantum H1(ε=0) (Barnes’s 2F1 integral)
For this case, the variables are
σi ∈ R, 0 < θi. (B.31)
The Boltzmann weights satisfying (21), are given by
Vθ(σi, σj) = |σi|iσj−θ, V θ(σi, σj) = 1
Vθ(σi, σj)
,
Wθ(σi, σj) = (|σi|+ |σj|)−2θ , W θ(σi, σj) = Γ(θ + i(σi − σj)) Γ(θ − i(σi − σj))
2pi Γ(2θ)
.
(B.32)
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Appendix C List of Lagrangian functions for classical star-
triangle relations
In this appendix, a list of Lagrangian functions which satisfy the expressions for the classical
star-triangle relations (31), and (34), are given. The Lagrangian functions of this section, are
related to the Boltzmann weights of the previous section, through the quasi-classical limit
described in (29). Thus the labelling of the Lagrangian functions follows the labelling of the
Boltzmann weights of the previous appendix. The Lagrangian functions given here, are based
on the computations for the quasi-classical limits given in [6, 12,13,21,51].
In the following, the Lagrangian functions are written with the notation
Lα(xi, xj), Lα(xi, xj), Λα(xi, xj), Λα(xi, xj), (C.1)
where α represents a difference of the parameters u− v, introduced in Section 2.2. Also if an
expression for C(xi) is not given here, it is assumed that C(xi) = 0.
C.1 Elliptic case
For the elliptic case, σ(z) denotes the Weierstrass sigma function, and ζ(z) denotes the Weier-
strass zeta function, which both depend on the elliptic invariants g2, g3, or associated half-
periods ω1, ω2 [53]. These functions are related to each other, and to the Weierstrass elliptic
function ℘(z), by
∂
∂z
Logσ(z) = ζ(z),
∂
∂z
ζ(z) = −℘(z). (C.2)
Furthermore, the Weierstrass sigma function σ(z), is related to the Jacobi theta function
ϑ1(z | τ) in (B.4), by
σ(z) =
2ω1
pi
exp
(
z2ζ(ω1)
2ω1
)
ϑ1
(
piz
2ω1
∣∣∣ ω2
ω1
)
. (C.3)
C.1.1 Q4 (Elliptic beta integral) [Master solution model]
The Lagrangian functions satisfying (31), are given by7
Lα(xi, xj) =iα(pi − 4xi)ζ(ω2) + iα2pi
(
pi2 − 8(x2i + x2j)
)
ζ(ω1)
+
pii
2ω1

∫ 2ω1(xi−xj)pi +ω2
ω2
+
∫ 2ω1(xi+xj)
pi
+ω2
ω1+ω2

 dw Log σ(w + 2ω1αpi )
σ(w − 2ω1α
pi
)
,
Lα(xi, xj) = Lpiω2
ω1
−α(xi, xj), C(xi) = −
(pi − 4xi)2
4
,
(C.4)
Here ω1, ω2, are related to τ1 from (B.7), by
τ1 =
ω2
ω1
. (C.5)
7The Jacobi form of these equations appeared in [13].
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C.2 Hyperbolic cases
For the hyperbolic cases, the Lagrangian functions are given in terms of the dilogarithm
function Li2(z), defined by
Li2(z) = −
∫ z
0
Log(1− t)
t
dt. (C.6)
C.2.1 Q3(δ=1) (Hyperbolic beta integral) [Generalised Faddeev-Volkov model]
The Lagrangian functions satisfying (31), are given by
Lα(xi, xj) = Li2(−exi+xj+iα) + Li2(−exi−xj+iα) + Li2(−e−xi+xj+iα)
+ Li2(−e−xi−xj+iα)− 2Li2(−eiα) + x2i + x2j − α
2
2 +
pi2
6 ,
Lα(xi, xj) = Lpi−α(xi, xj), C(xi) = 2piixi sgn(Re(xi)).
(C.7)
C.2.2 Q3(δ=0) (Hyperbolic Saalschu¨tz integral) [Faddeev-Volkov model]
The Lagrangian functions satisfying (31), are given by [12]
Lα(xi, xj) = Li2(−exi−xj+iα) + Li2(−exj−xi+iα)− 2Li2(−eiα) + (xi−xj)
2
2 ,
Lα(xi, xj) = Lpi−α(xi, xj).
(C.8)
C.2.3 H3(δ=1; ε=1) (Hyperbolic Askey-Wilson integral)
The Lagrangian functions satisfying (34), are given by
Lα(xi, xj) = Li2(−exi−xj+iα) + Li2(−exj−xi+iα)− 2Li2(−eiα) + (xi−xj)
2
2 ,
Lα(xi, xj) = Li2(exi+xj−iα) + Li2(exi−xj−iα) + Li2(e−xi+xj−iα) + Li2(e−xi−xj−iα)
− 2Li2(e−iα) + x2i + x2j − (pi−α)
2
2 +
pi2
6 ,
Λα(xi, xj) = Li2(−exi+xj+iα) + Li2(−exi−xj+iα) + (xi+iα)
2+x2j
2 ,
Λα(xi, xj) = Λpi−α(−xi, xj), C(xi) = 2piixi sgn(Re(xi)).
(C.9)
C.2.4 H3(δ=1; ε=1) (Hyperbolic Saalschu¨tz integral)
The Lagrangian functions satisfying (34), are given by
Lα(xi, xj) = Li2(−exi+xj+iα) + Li2(−exi−xj+iα) + Li2(−e−xi+xj+iα)
+ Li2(−e−xi−xj+iα)− 2Li2(−eiα) + x2i + x2j − α
2
2 +
pi2
6 ,
Lα(xi, xj) = Li2(exi−xj−iα) + Li2(exj−xi−iα)− 2Li2(e−iα) + (xi−xj)
2
2 ,
Λα(xi, xj) = Li2(−exi+xj+iα) + Li2(−exj−xi+iα) + (xj+iα)
2+x2i
2 ,
Λα(xi, xj) = Λpi−α(xi,−xj)
(C.10)
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C.2.5 H3(δ; ε=1−δ) (Hyperbolic Barnes’s 1st lemma)
The Lagrangian functions satisfying (34), are given by
Lα(xi, xj) = Li2(−exi−xj+iα) + Li2(−exj−xi+iα)− 2Li2(−eiα) + (xi−xj)
2
2 ,
Λα(xi, xj) = Li2(−exi+xj+iα) + i(xi + xj)α+ x2i + x2j − α
2
2 +
pi2
6 ,
Lα(xi, xj) = Lpi−α(xi, xj), Λα(xi, xj) = −Λ−pi+α(xi, xj).
(C.11)
C.2.6 H3(δ=0; ε=0) (Hyperbolic Barnes’s 2F1 integral)
The Lagrangian functions satisfying (34), are given by
Lα(xi, xj) = Li2(−exi−xj+iα) + Li2(−exj−xi+iα)− 2Li2(−eiα) + (xi−xj)
2
2 ,
Lα(xi, xj) = Lpi−α(xi, xj), Λ(xi, xj) = −xixj, Λ(xi, xj) = −Λ(xi, xj).
(C.12)
C.3 Rational cases
In the following, γ(z) is a function defined in terms of the complex logarithm, by
γ(z) = izLog(iz). (C.13)
C.3.1 Q2 (Rational beta integral)
The Lagrangian functions satisfying (31), (the ordering of variables should be taken into
account) are given by
C(xi) =2ixi(Log(−2ixi)− Log(2ixi)),
Lα(xi, xj) =γ(xi + xj + iα) + γ(xi − xj + iα)− γ(xi + xj − iα)− γ(xi − xj − iα),
Lα(xi, xj) = γ(xi + xj − iα) + γ(xi − xj − iα) + γ(−xi + xj − iα)
+ γ(−xi − xj − iα)− γ(−2iα).
(C.14)
C.3.2 Q1(δ=1) (Barnes’s 2nd lemma)
The Lagrangian functions satisfying (31), are given by
Lα(xi, xj) = γ(−xi − xj + iα)− γ(−xi − xj − iα),
Lα(xi, xj) = γ(xi − xj − iα) + γ(xj − xi − iα)− γ(−2iα).
(C.15)
C.3.3 H2(ε=1) (De-Branges Wilson integral)
The Lagrangian functions satisfying (34), are given by
C(xi) =2ixi(Log(−2ixi)− Log(2ixi)),
Λα(xi, xj) = γ(xi + xj + iα) + γ(xi − xj + iα), Λα(xi, xj) = Λ−α(−xi, xj),
Lα(xi, xj) = γ(xi − xj + iα)− γ(xi − xj − iα),
Lα(xi, xj) = γ(xi + xj − iα) + γ(xi − xj − iα) + γ(−xi + xj − iα)
+ γ(−xi − xj − iα)− γ(−2iα).
(C.16)
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C.3.4 H2(ε=1) (Barnes’s 2nd lemma)
The Lagrangian functions satisfying (34), are given by
Λα(xi, xj) = γ(xi + xj + iα)− γ(xi − xj − iα),
Λα(xi, xj) = γ(xi − xj − iα) + γ(−(xi + xj + iα)),
Lα(xi, xj) = γ(xi + xj + iα) + γ(xi − xj + iα)− γ(xi + xj − iα)− γ(xi − xj − iα),
Lα(xi, xj) = γ(xi − xj − iα) + γ(xj − xi − iα)− γ(−2iα).
(C.17)
C.3.5 H2(ε=0) (Barnes’s 1st lemma)
The Lagrangian functions satisfying (34), are given by
Λα(xi, xj) = γ(xi + xj + iα),
Λα(xi, xj) = Λ(−α | − xi,−xj),
Lα(xi, xj) = γ(xi − xj + iα)− γ(xi − xj − iα),
Lα(xi, xj) = γ(xi − xj − iα) + γ(xj − xi − iα)− γ(−2iα).
(C.18)
C.4 Algebraic cases
C.4.1 Q1(δ=1) (Selberg-type)[(Zamolodchikov fish-net model]
The Lagrangian functions satisfying (31), are given by
Lα(xi, xj) = αLog
∣∣xi − xj∣∣− α
2
Log
∣∣α∣∣, Lα(xi, xj) = L−α(xi, xj). (C.19)
C.4.2 H1(ε=1) (Euler beta function)
The Lagrangian functions satisfying (34), are given by
Λ(xi, xj) = ixixj, Λ(xi, xj) = Λ(xi, xj),
Lα(xi, xj) = i (γ(xi + xj − α) + γ(−xi − xj − α)
−γ(xi + xj)− γ(−xi − xj)− γ(α) − γ(−α)) + γ(2α),
Lα(xi, xj) = 2iαLog
∣∣sinh(xi − xj
2
)∣∣.
(C.20)
C.4.3 H1(ε=1) (Barnes’s 2F1 integral)
The Lagrangian functions satisfying (34), are given by
Λα(xi, xj) = (ixj − α)Log |xi|, Λα(xi, xj) = −Λα(xi, xj),
Lα(xi, xj) = −2αLog(|xi|+ |xj |),
Lα(xi, xj) = γ(xi − xj − iα) + γ(xj − xi − iα)− γ(−2iα).
(C.21)
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C.4.4 H1(ε=0) (Euler beta function)
The Lagrangian functions satisfying (34), are given by
Λ(xi, xj) = ixixj , Λ(xi, xj) = Λα(xi, xj),
Lα(xi, xj) = i(α(Log(−iα) + Log(iα)− Log(−i(xi + xj))− Log(i(xi + xj))),
Lα(xi, xj) = 2iαLog |xi − xj|.
(C.22)
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