It is well known that TCP does not fully utilize the available bandwidth in fast long-distance networks. To solve this scalability problem, several high speed transport protocols have been proposed. They include HighSpeed TCP (HS-TCP), Scalable TCP (S-TCP), Binary increase control TCP (BIC-TCP), and H-TCP. These protocols increase (decrease) their window size more aggressively (slowly) compared to standard TCP (STD-TCP). This paper aims at evaluating and comparing these high speed transport protocols through computer simulations. We select six metrics that are important for high speed protocols; scalability, buffer requirement, TCP friendliness, TCP compatibility, RTT fairness, and responsiveness. Simulation scenarios are carefully designed to investigate the performance of these protocols in terms of the metrics. Results clarify that each high speed protocol successfully solves the problem of STD-TCP. In terms of the buffer requirement, S-TCP and BIC-TCP have better performance. For TCP friendliness and compatibility, HS-TCP and H-TCP offer better performance. For RTT fairness, BIC-TCP and H-TCP are superior. For responsiveness, HS-TCP and H-TCP are preferred. However, H-TCP achieves a high degree of fairness at the expense of the link utilization. Thus, we understand that all the proposed high speed transport protocols have their own shortcomings. Thus, much more research is needed on high speed transport protocols.
Introduction
The transmission control protocol (TCP) is the most commonly used reliable transport protocol. The current stability of the Internet depends on the end-to-end congestion control provided by TCP. The demand for high bandwidth applications such as high speed bulk data transfer, telemedicine, and computational grids is now expanding. TCP is expected to provide an effective mechanism for such applications. However, it is reported that TCP does not perform well in fast long-distance networks [1] . To achieve a steady-state throughput of 7.2 Gbps with 1500 byte packets and a 100 ms round trip time (RTT), for example, the packet loss rate must be less than 4.17×10 −10 . This is beyond the limits of achievable fiber error rates. In addition, TCP requires 4,000 secs or almost 70 minutes, to recover from a single packet loss. This means that TCP cannot fully utilize the available bandwidth in fast long-distance networks.
To solve this problem, some high speed transport protocols have been proposed. They include HighSpeed TCP (HS-TCP) [2] , Scalable TCP (S-TCP) [3] , Binary increase control TCP (BIC-TCP) [4] , and H-TCP [5] . Compared to standard TCP (STD-TCP), these high speed transport protocols increase their congestion window more aggressively upon receiving ACK packets. They decrease their congestion window more gently upon detecting congestion events. This enables all of them to solve the scalability problem of STD-TCP. In addition to scalability, any high speed transport protocol should have the following characteristics.
1. Buffer requirement: high-speed protocols should achieve high link utilization with small buffer size. 2. TCP friendliness: high-speed protocols should not starve STD-TCP in environments where STD-TCP does not perform well. 3. TCP compatibility: high-speed protocols should offer TCP compatible performance in environments where STD-TCP performs well. 4. RTT fairness: high-speed protocols with small RTT should not use much more bandwidth than ones with long RTT. 5. Responsiveness: high-speed protocols should respond quickly to changes in the available bandwidth.
Thus, the question is: what is the most effective high speed transport protocol in terms of the characteristics described above? There are some studies that evaluate the performance of high speed transport protocols. In [6] , high speed transport protocols were compared in terms of scalability and fairness on real production networks. The throughput characteristics of high speed transport protocols were investigated through experiments on the Japan Gigabit Network (JGN) [7] and JGNII [8] .
These studies use publicly available patches to add high speed transport protocols to the Linux kernel. However, these patches are for different version of Linux and typically provide numerous changes to the network stack that are not related to the congestion control algorithm of high speed transport protocols [9] . One of the patches, for example, alters the SACK processing algorithm to improve its efficiency. Thus, even if we obtain better performance using the Linux kernel with patches, we do not decide which is more important factor for the performance improvement: the efficiency of the network stack implementation or the use of the high speed transport protocol. In addition, the authors who proposed new high speed transport protocols compare their protocol with other ones. However, since their main aim is to propose a new protocol, their performance comparison is not sufficient. In most studies, only a single queue size is used. The total number of flows and the RTT are always fixed. The authors might conduct a performance comparison in environments where their proposed scheme performed better. In summary, no study that answers our question has been published.
In this paper, we evaluate and compare the performance of HS-TCP, S-TCP, BIC-TCP, and H-TCP by the ns-2 simulator [10] . We then analyze what protocol has the best performance in terms of the characteristics required for high speed transport protocols.
The remainder of this paper is as follows. Section 2 overviews HS-TCP, S-TCP, BIC-TCP, and H-TCP. Section 3 elaborates the simulation environment and metrics used in our analysis. Section 4 evaluates and compares the performance of each high speed transport protocol. Finally, conclusions are provided in Sect. 5. Note that FAST TCP [11] is one of the well-known high speed transport protocols. It changes its congestion window in response to delay based feedback. At the time of this paper, unfortunately, the source code of FAST TCP, which is needed for ns-2 simulator implementation, remains unavailable. Thus, we do not consider FAST TCP in this paper.
Overview of High Speed Transport Protocols
First, we present the congestion avoidance algorithm of STD-TCP and describe its main problem.
The congestion avoidance algorithm of STD-TCP has the form of additive increase and multiplicative decrease (AIMD). Senders use the following algorithm to update their congestion windows (cwnd) in response to the acknowledgement of received packets and the detection of packet losses.
Ack: cwnd ← cwnd + a cwnd Loss: cwnd ← cwnd − b × cwnd cwnd, a, and b are all defined in units of packets. The increase parameter a is 1, and the decrease parameter b is 0.5. That is, STD-TCP increases cwnd by roughly one packet per RTT and halves cwnd when packet loss is detected.
In steady-state, the average congestion window w is given by:
where p is the packet loss ratio [12] . Assume that the packet size is 1500 bytes and the round trip time is 100 ms. For a STD-TCP flow to maintain a sending rate of 7.2 Gbps, we require
or p ≈ 4.17 × 10 −10 . This packet loss ratio is beyond the limits of achievable fiber error rates.
Furthermore, the recovery time rt, which is the time to recover from a single packet loss, is given by: The HS-TCP congestion control algorithm can be expressed using the following equations.
When cwnd is more than W low , the value of a is more than 1 and the value of b is less than 0.5 ( Fig. 1) . This means that HS-TCP increases cwnd more aggressively and decreases cwnd more gently than STD-TCP when cwnd is more than W low .
Scalable TCP
Scalable TCP (S-TCP) changes its window size based on multiplicative increase and multiplicative decrease (MIMD) instead of AIMD. If cwnd is less than W low , S-TCP uses the same response function as STD-TCP. Otherwise, the following congestion control algorithm is used. The default values of W low is 16.
The key concept in S-TCP is that the recovery time for a S-TCP flow is proportional to only the flow's round trip time. The recovery time of a STD-TCP, on the other hand, is proportional to the flow's window size and round trip time (Eq. (3)). This allows S-TCP to outperform STD-TCP in fast long-distance networks.
Binary Increase Control TCP
Binary increase control TCP (BIC-TCP) increases its window size based on binary search increase in addition to additive increase. The following preset parameters are used: W low and S max . Their default values are 16 and 32, respectively. In addition, the following variables are used: max win , min win , and target win . max win represents the maximum window size. min win represents the minimum window size. target win represents the midpoint between max win and min win .
If cwnd is less than W low , BIC-TCP uses the same response function as STD-TCP. Otherwise, when an ACK packet is received, the distance from cwnd to target win is checked. If ((target win − cwnd) ≥ S max ) then BIC-TCP increases cwnd:
That is, cwnd is increased based on an additive increase strategy. If ((target win − cwnd) < S max ) then BIC-TCP increases cwnd:
That is, cwnd is increased based on a binary increase strategy.
After cwnd is increased, BIC-TCP compares cwnd with max win . If (cwnd ≥ max win ), BIC-TCP enters a new phase called max probing. During max probing, BIC increases cwnd in each RTT round in steps cwnd + 1, cwnd + 2, cwnd + 4, . . . , cwnd + S max . If (cwnd < max win ), min win is updated to cwnd.
When cwnd is more than W low , BIC-TCP decreases cwnd if packet loss is detected:
This is the same as S-TCP. After cwnd is decreased, max win is updated to the window size just before the packet loss. min win is updated to cwnd. Additive increase ensures linear RTT fairness and good scalability. Binary increase provides TCP friendliness.
H-TCP
The key idea in H-TCP is that the increase parameter a increases as a function of the time elapsed since the last congestion event. The value of a is set according to:
where et represents the time elapsed since the last packet loss. th represents the predefined threshold. The default value of th is 1 sec. The value of a is then modified:
where b is the decrease parameter. H-TCP estimates the available bandwidth based on the information of returning ACK packets. Let B(i) be the available bandwidth just before the i-th congestion event. The decrease parameter b is set according to:
where RT T min and RT T max represent minimum and maximum RTT, respectively. Note that the value of b is restricted to the interval [0.2,0.5]. H-TCP operates as STD-TCP in conventional networks where the time between successive congestion events is small. It evolves more aggressively in high speed and longdistance networks where the time between successive congestion events may be long.
Methodology

Simulation Environment
Several approaches can be used to evaluate and compare the performance of high speed transport protocols. We used simulation because it can evaluate network protocols under varying network conditions and investigate unforeseen protocol interactions. All simulations were performed using ns-2. The code of HS-TCP is contained in the ns-2 distribution. The codes of S-TCP and BIC-TCP were taken from [13] . The code of H-TCP has been released from [14] .
Unless stated otherwise, the following parameter values were used as default. We used the single congested link topology shown in Fig. 2 , where S i was sending packets to D i . All traffic passed through the bottleneck link. The bottleneck link bandwidth was 1.2 Gbps, the link delay was 50 ms. Each router implemented a drop-tail buffer whose size was 50% of the bandwidth delay product (BDP) of the bottleneck link. The total number of flows was 10.
Each flow implemented the SACK option [15] , the timestamp option [16] , and the limited slow start algorithm [17] . Their maximum window size was 32768 packets. This is large enough so as not to impose any limitations. The packet size was 1500 bytes. The maximum number of data packets that can be transmitted in response to each incoming ACK packet was limited to 3 [18] . The start time of each flow was randomized in the range 0 to 30 secs in each simulation run. For HS-TCP, S-TCP, BIC-TCP and H-TCP, we used the default values given in their codes.
In addition to the main traffic flows, we generated background traffic in both forward and backward directions. The aim of using the background traffic is to remove the synchronized feedback of the main flows. This enables us to reduce the regularity of the main flows and obtain more realistic results. Web traffic was added as the background traffic. The PagePool/WebTraf module in the ns-2 simulator was used to provide realistic behavior of web traffic. With this module, we can set parameters defining the characteristics of the web servers and web clients. The number of web servers and web clients was set to 10. The web clients generated a sequence of page requests, where request interval and requested page size were randomized. A set of 20 small STD-TCP flows were also added as the background traffic. Their maximum window size was limited to 8 packets. The reason is that their aim is to remove the synchronized feedback of the main flows, not to compete for the available bandwidth with the main flows. The authors in [19] evaluated the convergence time of HS-TCP when the same background traffic model was used or not. The results show that the convergence time is shorter with the background traffic than without it. This means that this background traffic model successfully removes the synchronized feedback of the main flows.
The simulation time was 300 secs. We repeated each simulation 10 times and the average values of these simulations are reported below. Note that the first 150 secs of each run were not considered in determining the results.
Metrics for Performance Comparison
The first metric is scalability. High speed transport protocols should scale up their throughput without requiring unrealistically low packet loss rates. If a transport protocol does not meet this property, it should not be called a high speed transport protocol.
The second metric is the buffer size required to achieve almost 100% link utilization. A widely used rule-of-thumb states that each link needs a buffer of size B = ART T × C, where ART T is the average RTT of a flow passing across the link, and C is the link capacity [20] . As the link speed increases to tens of Gbps, providing such a huge buffer may drastically increase the cost of the routers and impose technological problems such as heat dissipation. Thus, it is desirable for high speed transport protocols to achieve high link utilization with smaller buffer sizes.
The third and fourth metrics are TCP friendliness and compatibility, respectively. These properties are extremely important. As the authors in [1] describe, it is easy to design new high speed transport protocols that have good scalability. However, any new transport protocols will have to co-exist with existing STD-TCP implementations. Thus, the challenge is for the new transport protocol to achieve high speed while, at the same time, ensuring good TCP friendliness and compatibility.
The fifth metric is RTT fairness. Let us assume that there are two STD-TCP flows with RT T 1 and RT T 2 . RT T 1 is shorter than RT T 2 . It is well-known that if they compete for the same bottleneck link then flow 1 tends to receive more bandwidth than flow 2. This unfairness generally increases when high speed transport protocols are used. The reason is that their congestion window increase rate grows with the window size. The window size of the shorter RTT flow grows faster than that of the longer RTT flow. Thus, high speed transport protocols generally have worse RTT fairness than STD-TCP. That is, RTT fairness is a good metric for comparing the performance of high speed transport protocols.
The sixth metric is responsiveness. Let us assume that a new flow starts up in an environment where the congestion windows of existing flows are large. When the flows use high speed transport protocols, it generally takes a longer time for the new flow to achieve fair bandwidth allocation than when flows are STD-TCP. The main reason is that high speed transport protocols decrease their congestion windows more slowly than STD-TCP. Thus, responsiveness is a good metric for comparing the performance of high speed transport protocols.
Note that since there is not a clear agreement in the network community on the metrics in an evaluation of high speed transport protocols, there may be other metrics to be considered. However, as we see, the selected metrics successfully highlight many important features of high speed transport protocols.
We anticipate that high speed transport protocols whose decrease parameter b is smaller have better performance in terms of buffer requirement. In contrast, high speed transport protocols whose b is larger have better performance in terms of TCP friendliness and compatibility. That is, there are some tradeoffs among the metrics.
Simulation-Based Performance Comparison
Scalability
In this section, we evaluate and compare each high speed transport protocol in terms of scalability. A single flow starts sending packets at 0 secs without the background traffic. Figure 3 shows the congestion window size versus time. We can see that STD-TCP increases its window size much more slowly than the other high speed protocols. The throughput of STD-TCP from 50 to 150 secs was 982 Mbps. On the other hand, the throughput of the other high speed protocols was 1.2 Gbps. Thus, we can say that HS-TCP, S-TCP, BIC-TCP, and H-TCP successfully solve the scalability problem of STD-TCP.
Buffer Requirement
In this section, we evaluate and compare each high speed transport protocol in terms of buffer requirement.
In the first simulation, we varied the buffer size from 2.5% to 50% of the BDP of the bottleneck link. That is, the buffer size was varied from 250 to 5000 packets. Figure 4 shows the link utilization of the bottleneck link versus the buffer size. The link utilization of each transport protocol decreases as the buffer size is small. This is because the smaller the buffer, the higher the packet dropping probability. We can see that S-TCP and BIC-TCP have better link utilization than HS-TCP and H-TCP. The reason is that the decrease parameter in S-TCP and BIC-TCP is smaller than that in HS-TCP and H-TCP. That is, S-TCP and BIC-TCP decrease their window size more slowly than HS-TCP and H-TCP. Thus, S-TCP and BIC-TCP achieve higher link utilization than HS-TCP and H-TCP. BIC-TCP has the best performance. It achieves more than 98% link utilization even if the buffer size is 2.5% of the BDP of the bottleneck link. HS-TCP achieves less than 90% of the link capacity when the buffer size is below 10% of the BDP of the bottleneck link. This result corresponds to that in [21] . HS-TCP has worse performance than STD-TCP if the buffer size is less than 40% of the BDP of the bottleneck link. H-TCP has the worst performance. It has worse performance than STD-TCP regardless of the buffer size. Since the increase parameters of HS-TCP and H-TCP are larger than STD-TCP, the number of flows that drop packets simultaneously during the same congestion event in HS-TCP and H-TCP is larger than in STD-TCP. The number of times that congestion events occur in HS-TCP and H-TCP is larger than in STD-TCP because the recovery times of HS-TCP and H-TCP are shorter than that of STD-TCP. These are the reasons why HS-TCP and H-TCP have worse performance than STD-TCP.
In the second simulation, the buffer size was fixed to 10% of BDP of the bottleneck link. We varied the total number of flows from 1 to 50. Figure 5 shows the link utilization versus the total number of flows. We can see that S-TCP and BIC-TCP have better link utilization than HS-TCP and H-TCP. HS-TCP and H-TCP have worse performance than STD-TCP if the total number of flows is more than or equal to 5. The link utilization of HS-TCP decreases as the total number of flows increases. The reason is as follows. The larger the total number of flows is, the smaller the fair share rate is. Smaller fair share rates means smaller average window sizes. The value of the decrease parameter becomes large as the window size decreases (Fig. 1) . Thus, HS-TCP has lower link utilization as the total number of flows increases. We can see that H-TCP has the same property. In H-TCP, the increase parameter a is set to 1 if the time elapsed since the last packet loss is less than the predefined threshold. The packet dropping probability becomes high as the total number of flows increases. Thus, the number of times that a is set to 1 increases when the total number of flows is larger. This leads to lower link utilization.
As a consequence, S-TCP and BIC-TCP have better performance than HS-TCP and H-TCP regarding buffer requirement. BIC-TCP has the best performance.
TCP Friendliness
In this section, we evaluate and compare each high speed transport protocol in terms of TCP friendliness. We estimated the efficiency/friendliness tradeoff [22] . When the total number of flows was N, the following experiments were performed: (a) All flows were STD-TCP. The average throughput of each flow and the link utilization were measured. (b) N flows were divided into two groups equally. In group 1, all flows were STD-TCP. In group 2, all flows used the same high speed transport protocol. The average throughput of each flow in groups 1 and 2 was measured. The link utilization was also measured.
Let t R1 and U 1 be the average throughput of the flows and the link utilization, respectively in simulation (a). Similarly, let t R2 and U 2 be the average throughput of the STD-TCP flows and the link utilization, respectively in simulation (b).
Utilization gain ratio, G, and legacy protocol throughput gain, L, are defined:
G ≥ 1 means that the introduction of high speed transport protocols improves efficiency. A value of L closer to 1 represents a higher degree of TCP friendliness. Thus, it is desirable to achieve G ≥ 1 and L that is closer to 1 simultaneously. In the first simulation, we varied the delay of the bottleneck link from 25 to 50 ms. In this case, from Eq. (3), the recovery time of STD-TCP varies from 17 to 67 secs. Thus, we consider that STD-TCP does not perform well in this environment. Figure 6(a) shows the utilization ratio. We can see that the utilization ratio of HS-TCP, S-TCP, and BIC-TCP is 1 regardless of the RTT. On the other hand, the utilization ratio of H-TCP is 0.99 except when the RTT is 100 ms. That is, the introduction of H-TCP decreases efficiency. Figure 6(b) shows the throughput ratio, and reveals that S-TCP has much worse TCP friendliness than the other high speed transport protocols. This is because S-TCP changes its window size based on MIMD. We can see that HS-TCP and H-TCP have better TCP friendliness than BIC-TCP. When the RTT is small, H-TCP is better than HS-TCP. However, their difference decreases as the RTT increases. The reason is as follow. In this simulation, the interval between two consecutive loss events, T , becomes large as the RTT increases. The increase parameter in H-TCP is set to 1 if the time elapsed since the last packet loss, et, is less than the predefined threshold. Thus, the proportion of et to T decreases as the RTT increases. That is, larger RTTs worsen the TCP friendliness of H-TCP.
In the second simulation, the delay of the bottleneck link was fixed to 50 ms. We varied the total number of flows from 2 to 50. In this case, from Eq. (3), the recovery time of STD-TCP varies from 13 to 333 secs. Thus, we consider that STD-TCP does not perform well in this environment. gardless of the total number of flows. On the other hand, the utilization ratio of H-TCP is 0.99 when the total number of flows is more than 10. That is, the introduction of H-TCP decreases efficiency. Figure 7 (b) reveals that the TCP friendliness of each high speed transport protocol improves as the total number of flows increases. As we described in Sect. 4.2, increasing the total number of flows decreases the average window sizes. The value of the increase parameter falls as the window size decreases. This leads to better TCP friendliness. S-TCP has much worse TCP friendliness than the other high speed transport protocols. We can see that HS-TCP and H-TCP have better TCP friendliness property than BIC-TCP.
As a consequence, HS-TCP and H-TCP have better performance than S-TCP and BIC-TCP regarding TCP friendliness. However, the introduction of H-TCP decreases the link utilization. That is, H-TCP achieves a high degree of TCP friendliness at the expense of the link utilization.
TCP Compatibility
In this section, we evaluate and compare each high speed transport protocol in terms of TCP compatibility. When the total number of flows was N, N flows were divided into two groups equally. In group 1, all flows were STD-TCP. In group 2, all flows used the same high speed transport protocol. The bottleneck link bandwidth was 150 Mbps. The buffer size was 100% of the BDP of the bottleneck link. The maximum window size of each flow was 1024 packets † . In the first simulation, we varied the delay of the bot- tleneck link from 5 to 25 ms. In this case, from Eq. (3), the recovery time of STD-TCP varies from 0.08 to 2 secs. Thus, we consider that STD-TCP performs well in this environment. Figure 8 plots relative fairness versus RTT. The relative fairness represents the ratio between the total throughputs of each high speed protocol flow and the total throughput of each STD-TCP flow. Thus, a value closer to 1 represents a higher degree of TCP compatibility. We can see that S-TCP and BIC-TCP are worse than HS-TCP and H-TCP. The decrease parameter in S-TCP and BIC-TCP is much less than that in STD-TCP. The parameter W low in S-TCP and BIC-TCP is smaller than that in HS-TCP. These are the reasons why S-TCP and BIC-TCP have worse TCP compatibility. Next, we describe the reasons why HS-TCP and H-TCP have better TCP compatibility. When the window size is small, the values of the increase and the decrease parameters in HS-TCP are close to those in STD-TCP as shown in Fig. 1 . The average window size was small in this scenario. When H-TCP was used, the proportion of et to T was large in this scenario. Note that the definitions of et and T are described in Sect. 4.2. That is, the increase parameter in H-TCP was 1 for most of the time.
In the second simulation, the delay of the bottleneck link was fixed to 25 ms. We varied the total number of flows from 4 to 50. In this case, from Eq. (3), the recovery time of STD-TCP varies from 0.4 to 5.2 secs. Thus, we consider that STD-TCP performs well in this environment. Figure 9 plots relative fairness versus the total number of flows. We can see that HS-TCP and H-TCP are better than S-TCP and BIC-TCP. The reasons are the same as described above.
As a consequence, HS-TCP and H-TCP have better performance than S-TCP and BIC-TCP regarding TCP compatibility. H-TCP has the best performance. The introduction of H-TCP did not decrease the link utilization in this scenario.
RTT Fairness
In this section, we evaluate and compare each high speed transport protocol in terms of RTT fairness. When the total number of flows was N, N flows were divided into two groups equally. In group 1, the RTTs of all flows were 100 ms. In group 2, the RTTs of all flows were longer than or equal to 100 ms. Note that each flow in group 2 had the same RTT.
In the first simulation, we varied the RTTs of all flows in group 2 from 100 to 500 ms. Figure 10 plots relative fairness versus the RTT ratio. The relative fairness represents that the ratio between the total throughputs of each flow in group 1 and the total throughput of each flow in group 2. The RTT ratio is the RTT of flows in group 2 divided by the RTT of flows in group 1. We can see that S-TCP has much worse RTT fairness than the other high speed transport protocols. This is because S-TCP changes its window size based on MIMD. Figure 10 reveals that BIC-TCP is better than HS-TCP. This result corresponds to that in [4] . The relative fairness of STD-TCP is approximately the same as the RTT ratio. H-TCP has the best performance. There are two reasons. The first is that the increase parameter in H-TCP is determined based on the elapsed time since the last loss event instead of the current window size. In H-TCP, therefore, the congestion window increase rate does not grow with the window size. The second is that H-TCP † When the bandwidth is 150 Mbps and the RTT is 50 ms, the BDP equals 625 packets. If the maximum window size is 32768 packets, it is much larger than the BDP. In drop-tail environments where the maximum window size is much larger than the BDP, a very small percentage of flows tend to consume most of the available bandwidth. This unfairness arises regardless of TCP flavors. To avoid the unfairness, the maximum window size was set to 1024 packets that is the smallest power of 2 value greater than or equal to 625. uses the RTT scaling technique. In the code of H-TCP for the ns-2 simulator, when RT T min is more than 200 ms, the window size is increased as follows. (et) . This helps flows with longer RTT to increase their rate.
In the second simulation, the RTT ratio was fixed to 2. That is, the RTT of each group 2 flow was 200 ms. We varied the total number of flows from 2 to 50. Figure 11 plots the relative fairness versus the total number of flows. We can see that S-TCP has the worst performance. Figure 12 shows the relative fairness of HS-TCP, BIC-TCP, H-TCP, and STD-TCP to clarify their difference. We can see that BIC-TCP is better than HS-TCP. H-TCP has the best performance.
As a consequence, BIC-TCP and H-TCP have better performance than HS-TCP and S-TCP regarding RTT fairness. H-TCP has the best performance. However, note that when H-TCP was used, the total throughput of each flow was always more than 93% of the BDP of the bottleneck link. When the other high speed protocols were used, on the other hand, the total throughput of each flow was always more than 99% of the BDP of the bottleneck link. That is, H-TCP achieves a high degree of RTT fairness at the expense of throughputs.
Responsiveness
In this section, we evaluate and compare each high speed transport protocol in terms of responsiveness. When the total number of flows was N, we assumed that flows 1 to (N − 1) started sending packets randomly. Specifically, their start time was randomized in the range 0 to 30 secs in each simulation run. Flow N was assumed to start sending packets at 150 secs. We measured the throughput of flow N every 10 secs. We then calculated the time from 150 secs until the measured throughput of flow N exceeded the fair one. The time was used as the convergence time of flow N. The simulation time was 450 secs. Thus, if it took more than 300 secs for flow N to achieve fair bandwidth allocation, we judged that the flow did not converge. If a high speed protocol flow failed to converge 5 times or more among 10 simulation trials, we determined that the high speed protocols did not converge. Figure 13 shows the convergence time versus the total number of flows. We varied the total number of flows from 2 to 50. We can see that decreasing the total number of flows increases the convergence time. The reason is that the fair share rate increases as the total number of flows is decreased. Thus, it takes a longer time for the measured throughput of flow N to exceed the fair share rate as the total number of flows is decreased. Figure 13 reveals that S-TCP has the worst performance. S-TCP did not converge when the total number of flows was less than 30. This is because the recovery time for a S-TCP flow is proportional to only the flow's round trip time. Since flows 1 to N have the same recovery time, it is difficult for flow N to increase its throughput. STD-TCP did not converge when the total number of flows was less than 5. This is because the increase parameter of STD-TCP is too small. The decrease parameter in BIC-TCP is smaller than that in HS-TCP and H-TCP. HS-TCP has smaller decrease parameter than H-TCP. Thus, HS-TCP and H-TCP have the better performance than BIC-TCP. H-TCP has the best performance.
As a consequence, HS-TCP and H-TCP have better performance than S-TCP and BIC-TCP regarding responsiveness. H-TCP has the best performance.
Discussion
Let us discuss the advantages and disadvantages of each high speed transport protocol. HS-TCP has better performance in terms of TCP friendliness, TCP compatibility, and responsiveness. However, it has worse performance in terms of buffer requirement and RTT fairness. One idea to remedy these drawbacks is to use an adaptive decrease strategy such as TCP Westwood+ [23] instead of multiplicative decrease. It is reported that TCP Westwood+ can achieve high link utilization, and better RTT fairness than TCP New Reno [24] .
S-TCP has the worst performance in terms of all metrics except for buffer requirement. Thus, S-TCP should be used only in private or experimental networks, not the public Internet, unless its shortcomings are resolved.
BIC-TCP has better performance in terms of buffer requirement and RTT fairness. However, it has worse performance in terms of TCP friendliness, TCP compatibility, and responsiveness. A new high speed TCP variant, CUBIC, was recently proposed [25] . CUBIC is an enhanced version of BIC-TCP, and improves the fairness properties of BIC-TCP. Evaluating the performance of CUBIC is for further study.
H-TCP has better performance in terms of TCP friendliness, TCP compatibility, RTT fairness, and responsiveness. However, it achieves these good features at the expense of the link utilization. There is a fundamental tradeoff between fairness and throughput. Thus, we cannot say that H-TCP is a leading transport protocol for future high speed networks.
Some might argue that we should evaluate the performance of a high speed transport protocol that uses some other values than the default ones. Since there is a tradeoff between fairness and throughput, the alternative values could improve the performance of the high speed transport protocol. With S-TCP, for example, the default values of the increase parameter a and the decrease parameter b are 0.01 and 0.125, respectively. However, some other set of (a, b) can be used: (0.04,0.5), (0.02,0.25), and (0.005,0.0625). Figure 14 shows the result of the first simulation in Sect. 4.2 when some other set of (a, b) was used. Figure 15 shows the result of the first simulation in Sect. 4.4 when some other set of (a, b) was used. Figure 14 reveals that S-TCP using (0.005,0.0625) has better link utilization than S-TCP using (0.01,0.125). Figure 15 reveals that S-TCP using (0.04,0.5) or (0.02,0.25) has better TCP compatibility than S-TCP using (0.01,0.125). Thus, we can say that S-TCP using (0.02,0.25) achieves better fairness than S-TCP using (0.01,0.125) at the expense of the link utilization. However, the aim of such a study is to analyze a high speed transport protocol and estimate the optimum values of the parameters used in the protocol. It is beyond our scope.
Conclusions
A detailed evaluation and comparison of HS-TCP, S-TCP, BIC-TCP, and H-TCP has been developed through this paper using the ns-2 simulator. The simulation results have clarified that: All the proposed high speed transport protocols have shortcomings. Thus, much more research is needed on the next generation transport protocol for the success of the future high speed Internet.
