Abstract
Introduction
Feature weighting (i.e. feature selection) has been proved to be an effective approach to improve the generation performance of support vector machines (SVM), with the same importance as sample weighting. So far, many methods have been developed and applied in feature weighting and carried out significant model performance.
Blum and Langley (1997) characterized the existing literatures addressing this problem as "filter", "wrapper", and "embedded" approaches. The embedded approach refers to the method embedded within a basic induction algorithm, the filter approach introduces a separate process for this purpose that occurs before the basic induction step, and the wrapper approach also occurs outside the basic induction method but uses that method as subroutine, rather than as a postprocessor (Kohavi and John, 1997) [1] [2] . Weston, et al. (2001) employed the "wrapper method" to implement feature selection for SVMs, which illustrates how to address the feature selection problem: given a fixed m ≤ n where m and n represent the number of the features in the subset and the set respectively, find the features that give the smallest expected generalization error [3] . Chapelle et al. (2002) proposed an effective approach where a weighted kernel K θ depends on a set of parameters θ, gives the right weight to the right feature and is optimized to minimize a predetermined error criterion [4] . Obviously, the framework of Chapelle's work above belongs to the embedded approach. Han and Kamber (2006) presented feature relevance analysis technique based on information gain to improve the generation of support vector classification machines [5] . Saeys (2008) investigated the use of ensemble feature selection techniques, where multiple feature selection methods are combined to yield more robustness or stability of feature selection techniques [6] . Yang et al. (2010) constructed fuzzy support vector machines to deal with the evaluation problem of innovation sources in service firms with fuzzy information [7] .
But, it is not difficult to find that most prevalent techniques in support vector machine feature weighting are developed for support vector classification machines, with few approaches for support vector regression machines, and that the methodologies for the determination of relevant features are restricted to inexplicit dependence measurement, such as Correlation-based Feature Selection (Hall， 2000) [8] , Simulated Annealing Approach (Lin, et al., 2008) [9] , feature selection using support vector machines (Abe, 2010) [10] , and so on. These methodologies can't specifically display to what extent the output of a SVM varies with the feature (i.e. the component of the input vector). This paper will attempt to propose a novel explicit dependence measurement based on derivative saliency analysis and then give the methodology of feature weighting for the support vector regression machines (not just for the support vector classification machines). The remainder of this paper is organized as follow. In section 2, the methodologies are described. Section 3 presents empirical analysis of its application to option pricing which is a typical financial data mining field with high dimension patterns, and the conclusion is made in the final section.
Feature Weighting of Support Vector Machines Based on derivative Saliency Analysis
Here the support vector regression machine will be taken into account, and feature weighting analysis will be then established on the foundation of the derivative deduction of its decision function.
The Support Vector Regression Machine
The support vector machine is a new generation learning system for small samples, based on recent advances in statistical learning theory (Vapnik, 1995) [11] . As one of its categories, the support vector regression machine can be expressed as follows:
Given a training set, { i X , i y }, i = 1, 2, …, l, where the input data (i.e. the input vector) X is assumed to be a compact domain in a Euclidean space n R and the output data y is assumed to be a closed subset of R. Learning from data can be viewed as the approximation of a multivariate function ) ( X f that represents the relation between the input X and the output y. By some nonlinear mapping
, the input X is mapped onto a hypothesis space (or feature space) in which the learning machine (algorithm) selects a certain function ) ( X f . Here, the ε support vector regression machine (ε-SVR hereafter) is introduced.
According to the learning theory, for constructing the nonlinear support vector regression machine, the decision function takes the following form
(1) Considering the ε-insensitive cost function:
The ε above represents the insensitivity range of the ε-SVR. This means that the cost is equal to 0 if the deviation of the expected value from the observed value is smaller than the ε.
Then, solving regression problem is equivalent to optimizing the following problem:
where C is the regularization constant which plays a trading-off between the regularization performance and the empirical error, i  and
The corresponding dual problem can be expressed as follows:
The decision function represented in (1) is then transformed into:
where the kernel function
, which defines an inner product in the feature space.
The Feature Weighting Approach Based on Derivative Saliency Analysis
Under the notion of feature weighting, the nonlinear mapping
represents a weight vector for the input vector, which gives the right weight to the right feature.
The dual problem in (2) becomes:
Then, the decision function in (3) is also correspondingly changed into the form:
where the kernel function in (5) is defined as:
For example, the radial basis function kernels (RBF) can be written as follows:
Therefore, it is concluded from (2), (3), (4) and (5) that the feature weighting is equivalent to constructing the kernel function with the same weight vector,  , as (6) , and that this doesn't change the framework and expression of the traditional SVM shown in (2) and (3) Here, the  will be determined by taking the derivative of
, 2,…, n, and ls stands for the number of support vectors. Obviously, this approach can seize the hidden information in data (Vapnik et al., 2009) [14] .
And there further exists:
Feature
Substitute (7) with above:
Thus, the k  can be defined through (8) as follows:
where MAE, namely the mean absolute error, represents the prediction performance which is evaluated using the following statistical metrics:
Using (8) and (10), the k  (k=1, 2, …, n) in (9) can be preliminarily calculated.
The Algorithm for Feature Weighting
The framework of feature weighting process (i.e. the algorithm) can be illustrated as follows (Weston, et al., 2001 ) [3] :
①Preliminarily choose the feature (or element), ik x (k=1, 2, …, n);
②Train and optimize the support vector regression machine after the values of parameters C and ε is assigned roughly in (2), and obtain the decision function
③Calculate the weights, k  (k=1, 2, …, n), using (8) and (9) , then go to ③; otherwise, go to an end.
Especially, if the last step happened, it means that the generation error on the test set is bigger than the error criterion, and the new k  (k=1, 2, …, n) should be newly calculated using (9) . Whereas, it is worth noticing that when the new k  is calculated again using (9), the ik Hence, a cycle is completed, and this implies that the cycle is possible to be implemented repeatedly until the error criterion is satisfied after mth cycles, with ik x denoted as follows:
Empirical Analysis
The feature-weighted support vector regression machine proposed will be underneath employed for the pricing of options.
Option Pricing Based on the Feature-weighted SVM
An option is the right (not the obligation) to buy or sell an underlying asset at a later date (known as the maturity date) but by fixing the price of the asset now. Of course, the holder has to pay a price and this is known as the option's price. Here a European call option is taken example.
The pricing of European call options was pioneered by Fisher Black, Myron Scholes and Robert Merton in the 1970's, with the Black-Scholes European option pricing equations produced and known [15] . Because there are several strict assumptions in these pricing equations which make the pricing results unfittable to the real financial markets, some nonparametric pricing approaches, such as artificial intelligence network (ANN), have been successfully used for option pricing.
Different from previous option pricing models based on SVMs (Pires and Mawala, 2004; Liang et al., 2009) [16] [17], the feature-weighted SVM in question considers the relevant features and gives their bigger weights. The key work below is to choose features (or elements) as inputs of the SVM, with two angles taken into account.
First, all of the variables involved in the Black-Scholes equations should be retained. By the BlackScholes pricing model, the value of a plain-vanilla European call option written on the underlying asset price, S, the option price denoted by V is given as follows [13] :
where  is volatility of the underlying asset price, r is the continuously compound risk-free interest rate, q is the stock dividend ratio, t is the current time, T is the expiration time, K is the exercise price , and ) (d N is the cumulative normal density function. Obviously, five main variables in the equation above have to be chosen as the elements of the input of the SVM, including S, K, r, T-t and  .
Second, several other variables should be considered in order to address incomplete financial markets which influence the option prices greatly. Here, two most important variables are chosen, namely the market movement represented by the market price index, denoted by I, and the beta of the underlying asset, denoted by  . Thus, seven variables are totally used for the SVM, which means the input vector, X i , is seven dimensional, namely X∈R 7 . Of cause, the option's price is prescribed as the output of the SVM.
After the choice of the input and the output has been finished, the option pricing model based on feature-weighted SVM can be established using the algorithm above.
Empirical Results
Here the warrant "Zhongxing ZXC1" (Warrant Code: 031006) is taken for example below, which was issued by ZTE Corporation in China (Stock Code: 000063) with the exercise price 55. For exploring the performance of the model proposed, the empirical analysis will be done underneath from two respects, that is, the analysis with the generation error criterion on the test set and without the criterion.
The empirical analysis without the given error criterion on the test set
This means that the feature weighting process of the SVM will be implement only one time, and that there will be no the given error criterion to be predetermined.
For the sake of comparison of the model generation performance, other option pricing models likely the Black-Scholes equation and the traditional SVM are also applied to the same data as the featureweighted SVM. The MAE and NMSE (i.e. normalized mean squared error) are used to evaluate the generation performance, with the later expressed as follows:
The implementation of the empirical analysis is mainly through MATLAB software. The values of MAE and NMSE calculated through (10) and (11) respectively are shown in Table 1 . It can be seen in Table I that the feature-weighted SVM proposed not only outperformed the BlackScholes equation, but also was superior to the traditional SVM because the feature weighting approach based on derivative saliency analysis enables the SVM to assign the right weights to the right features.
The empirical analysis with the given error criterion on the test set
According to the MAE value of the feature-weighted SVM proposed in Table I , the expected error criterion on the test set is set 0.1000, being smaller than 0.1941. The purpose of the empirical analysis below is to compare the robustness of models in order to see whether the model proposed advances in stability, with the robustness denoted by ROB defined as follows: The expression in (12) demonstrates the consistency of model performance in and out of the samples and therefore specifies the robustness of the models. All of the values of Obviously, the feature-weighted SVM made great progress in the improvement of the robustness, with an increase by 6.44% and 29.21% over the traditional SVM and the Black-Scholes equation respectively. This displays that there exists greater advantages in generation stability of the featureweighted SVM over the Black-Scholes equation because the later contains too many theoretical assumptions, which weakens the equation in the capacity of adapting to the financial market reality whereas the feature-weighted SVM based on derivative saliency analysis can adaptively capture the information influencing the option's price.
Conclusions
The feature-weighted support vector regression machine based on derivative saliency analysis proposed has advanced not only in generation accuracy but also in the capacity of enhancing the robustness and stability, just shown in empirical analysis results in Table 1 and Table 2 . It is not difficult to see that the model proposed can effectively deal with many constrains on the option pricing, such as nonlinearity, nonstationarity, departure from normality distribution, and so on. But, there is still some challenges facing the methodology proposed, one of which is how the optimization process of the k  can be implemented more reasonably in that the relation between the kernel parameters of SVMs and the k  is traded off. Consequently, the next focus in this study field should be played on the addressing of the relation and the optimization of kernel parameters of SVM and feature weighting process under the framework of "knowledge-driven data mining" to the financial time series.
