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In this paper we describe a new system for the 3D recon-
struction and distribution on the net of models for vessels
structures. The system is specifically designed to support
measurements of medical interest. We describe 2D and 3D
segmentation methods implemented and the procedure used
to build interactive VRML97 models. The experimental sec-
tion presents a comparison between segmentation methods,
and a first application to surgical planning for endovascu-
lar repair of Abdominal Aortic Aneurysms.
1. Introduction
In the near future a large amount of medical data will be
transmitted across Internet for remote diagnosis, electronic
patient records retrieval, home care, etc.. Images, annota-
tions and texts can be easily transmitted with standard pro-
tocols and can be viewed by medical doctors everywhere by
using common web browsers. Many examples of web based
telemedicine have been proposed and presented in confer-
ence papers [2, 3, 4]. Moreover, there are few examples
in literature relative to the web distribution of 3D models
of organs, and they are not usually tailored to real clinical
needs or diagnostic purposes. Typically, these models are
used only for qualitative study or to implement simple sur-
gical simulators [8], albeit current technology limitations
force a strong simplification of the procedures being simu-
lated. In this paper, we show that it is possible to use current
web technology standards, i.e., VRML, to assemble patient
specific models of vessels that allow surgeons to measure
inherently 3D quantities that are important, for example, to
surgical planning, e.g., the angles between vessels at the il-
iac bifurcation. The models are reasonably compact in size,
with an average size of few hundred kilobytes, and can be
quickly transferred across Internet. The data sent is essen-
tially the vessel surface geometry plus embedded code and
pre-computed tables to support the measurements. More-
over, the model is structured so that by selecting any point
on a centerline it is possible to require, to a dedicated web
server, a slice across the original volumetric dataset(s) or-
thogonal to the local direction of the centerline, thus allow-
ing the doctor to consult at the same time the original medi-
cal imaging data. The paper is organized as follows: Section
2 will describe different methods for 3D segmentation, Sec-
tion 3 will describe the VRML generation, Section 4 will
present the application to Abdominal Aortic Aneurysm en-
dovascular treatment, Section 5 will present experimental
results.
2 Segmentation and 3D reconstruction
2.1 The arterial tree data structure
In order to perform measurements on vascular geome-
tries (and also to support other virtual reality and numeri-
cal simulation applications) we designed a specialized data
structure that we named “Arterial Tree”. An Arterial Tree is
defined as the union of a complete surface mesh describing
the vessels internal surface, and a skeleton joining series
of 1D lines representing the vessels centerline. This data
structure allows us to
 realize precise measurements of vessel length;
 simplify the estimate of a plane perpendicular to the
vessel;
 provide a geometrical model that can be used to build
a volume mesh inside the vessel for numerical simula-
tion of blood flows [1].
We implemented three methods for the reconstruction of
the AT structure and developed an user friendly interface to
control the use of these methods and other image processing
tools (see Fig.1).
Methods are:
 A: Segmentation from 2D contours: The dataset is
cut with series of planes approximately directed along
the vessel branches directions. Contours are extracted
with snake balloons [13, 14] and joined in simple
tubes. Finally, tubes are glued together to build the
complete tree. The centerline is built by generating a
spline passing through the centers of mass of the ex-
tracted contours.
 B: Segmentation from isosurfaces and automatic cen-
terline extraction: Thresholding and marching cubes
[20] are used to compute the vessel surface, while
the centerline is automatically extracted with an algo-
rithm initialized giving a point inside the vessel and
described in section 2.3.
 C: Segmentation from Simplex Balloon and automatic
centerline extraction: Simplex balloons [15] are a de-
formable surfaces in the 3D space. Initializing surfaces
as small spheres inside the vessels and choosing the
correct forces inflating and driving surface points to
the vessel border, we can obtain a smooth vessel sur-
face. The same algorithm as in method B is used for
the centerline extraction.
Figure 1. The user interface allowing the easy
use and tuning of all the segmentation algo-
rithms implemented.
We now discuss in more detail the three segmentation
methods; their performances on a specific application will
be discussed in the experimental section.
2.2 Method A: Segmentation from 2D slices
The basic segmentation procedure is summarized in Fig.
2. Series of contours with a fixed number of points are ex-
tracted on slices with arbitrary position and orientation in
the 3D dataset. Images are computed from the 3D dataset
using tri-linear interpolation.
The user interface include a menu to select the slices
from the dataset and give the possibility of extracting con-
tours with a a simple region growing, or as default choice,
with an elastic contour or “snake”. Snakes are elastic
contours that undergoes a ”physical” evolution driven by
”forces” . A contour is defined as a set of connected points
subjected by external force fields and interacting with their
neighbors. If the forces are chosen correctly, the contour
evolution is stopped near the desired image feature. The
initial contour can be chosen as:
 a small circle around a selected point,
 the contour detected on the previous slice (useful
choice to segment vessels)
 by drawing the approximate position by hand.
Usually the first option is used for the starting slice of a
series, the second for the other slices, and the third in case
of noise or problems in automatic detection. The evolution
of our snakes is driven by standard elastic and rigid forces
depending on the derivatives of the contour; by an inflating
force, like in [14]; by an edge attraction and by a deflating
term that makes the contour shrink along the normal vector
direction if the image brightness is above (or under) a
local threshold. The threshold can be selected close to the
Hounsfield value (i.e. the material density) corresponding
to the contrast medium. However, for some of the data
analyzed, the contrast was not always perfect and in this
case it can be a better choice to use an adaptive algorithm
that searches for strong discontinuities along the directions
perpendicular to the contour and selects the corresponding
“external” value as threshold.
The major advantage of the contour based approach is
that it is immediately visually clear if the algorithm worked
well. The user interface provides of several post processing
facilities to modify the result if necessary:
 Some points can be moved to a different location.
 Contours can be smoothed with a center based algo-
rithm as follows: first one computes the local average
distance of the point and two neighbors from the con-
tour center and then the point is shifted in order to have
the distance from the center equal to that value. This
can be really effective if the contour is not too irregu-
lar.
 The number of points can be changed and contours can
be re-sampled making the distance between successive
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points approximately constant. This is done calculat-
ing the length of a spline joining the points, the cor-
responding average point spacing and finally replacing
the points along the line.
 Selected points can be marked as ”Fixed”, and these
points are not moved during further application of the
snake algorithm.
These manual processing are sometimes necessary if the
signal to noise ratio in the images is low, and for example
when calcifications are clearly visible but hard to discrimi-
nate with automatic methods.
When the segmentation of a contour series is finished,
the user saves all the contours points in a file, then resets
the slicer tool and can extract a new series of contour, cor-
responding to another vessel branch, until all the geometries
of his interest are reconstructed.
The second step in the geometry building is the genera-
tion of vessel segments. Being each series composed of the
same number of contours, evenly spaced, the program auto-
matically finds the correspondence between points of suc-
cessive contours, and connect with an edge corresponding
point and each point with a neighbor of the corresponding
point, building a triangulated surface. If smaller triangles
are required, the algorithm can add nodes. Finally the ves-
sel centerline is built as a spline connecting the center of
mass of the contours.
Once vessel segments are built from the contour series,
they are finally glued together with an anastomosis oper-
ation, i.e. the insertion of the secondary branch into the
largest one. It is important, therefore, that the intersection
of each segment and one of the others is a closed contour,
but this can be obtained easily by checking the contour posi-
tions on the slicer window. This is done as follows: first the
intersection between the two external surfaces is found, then
the part of surface inside the largest vessel is removed and
a new triangulation is created near the intersection curve.
Errors introduced in the geometry depend on the number
of slices used for the segmentation, if the slices are suffi-
ciently close each other, the error can be considered equal
to the voxel dimension. The computed centerline can be
exploited for an iterative refinement of the geometry: first
new cutting planes orthogonal to the centerline are gener-
ated, then new contours are extracted (Fig 3). Geometrical
operations are realized with the support of the XOX Shapes
MicroTopology libraries [19]. The choice of the geometri-
cal engine, however, is not critical, and we are testing other
methods to obtain the results.
2.3 Automatic centerline extraction
Methods B and C are based on surface extraction with
Marching Cubes or deformable surfaces. In both cases, to
Figure 2. Arterial Tree building from contours
and centerlines. Several contour series can
be extracted and several vessel segments,
with an external surface and a center line are
consequently built. Finally they are joined
in an unique tree, with only one triangulated
surface and a tree-shaped centerline.
Figure 3. Arterial segments can be refined
adding new planes orthogonal to the com-
puted centerline.
build the AT structure, we have also to find the centerline
of the vessel. We therefore have implemented an algorithm
for the centerline extraction directly working on the voxel
data, that require the user just to select on the first slice a
pixel inside the vessel lumen and a threshold value. Then
the algorithm, derived from the voxel coding technique in-
troduced in [16], works as follows:
 Compute a “distance” of each internal point from the
connected region boundaries (Boundary seeded dis-
tance, BSD).
 Compute a “distance” of each internal point from
the starting point of the segmentation or “seed point”
(SSD).
 Find maximum of the SSD.
 Starting from the point corresponding to this maxi-
mum, create a chain connecting at each step the last de-
tected point with the neighboring voxel with the lowest
value of SSD. The chain must end at the seed point.
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 For each point of the chain find the connected region
with the same SSD. Find the maximum of the BSD in
the region and move the chain point there. Put to zero
the SSD value of the region. The resulting chain is a
vessel centerline branch.
 Find the maximum of the changed SSD map and repeat
the same procedure, stopping the chain detection when
a voxel with zero SSD is found. The result is a new
vessel branch. Repeat the procedure until the SSD is
not cleared.
 Branches are finally smoothed and connected.
Figure 4. Balloon segmentation of an iliac bi-
furcation with the corresponding skeleton ex-
tracted inside.
2.4 Method B: isosurface extraction
The second option available to the user is the extraction
of an isosurface. After a Gaussian or median smoothing,
the dataset is binarized and a region growing algorithm is
started from the seed given by the user. Finally the marching
cubes algorithm [20] is applied.
2.5 Method C: 3D balloon reconstruction
Deformable surfaces can now be used for 3D segmen-
tation due to the improved computational power of PC’s
and workstations. A survey on their use can be found in
[21]. Specific applications of have already be presented by
other authors [22], who used also some model based con-
straint to segment the correct structures. The method here
used is based on the simplex mesh geometry introduced by
Delingette [15]. As defined in the paper, the generic Sim-
plex Mesh is a N dimensional mesh with N+1 connectivity.
The simplex mesh we use is therefore a closed surface mesh
composed by nodes each connected with three neighbors.
Figure 5. A simplex mesh (black nodes) and
its dual triangulation (white nodes)
We make the nodes move under the influence of an inflating
force directed along the surface normal, an elastic smooth-
ing force (“surface orientation continuity constraint”) and
two image forces: the deflating one compensating the in-
flating one where the local average of the gray level differs
from the internal value more than a fixed threshold and an
edge attraction. Controls on maximum and minimum of the
face size have been introduced to have the desired mesh re-
finement. We used also the methods to collapse or divide
faces of the mesh well described in [15]. The final mesh is
converted in the “Dual” form (i.e. a new mesh with nodes
in the center of the simplex faces and connections corre-
sponding to the simplex edges, see Fig5), in order to have a
smooth triangulation to be rendered.
The simplex mesh, in fact, due to its definition, is in
general composed by polygons that are not necessarily
planar, and therefore cannot be easily represented.
In order to use this method, the user must click on a point
inside the vessel lumen. The surface is then initialized as a
small sphere and is inflated until the surface is not blocked
by edges or changed image value. The user can control the
maximum number of iterations to be performed, force pa-
rameters and the maximum and minimum size of the poly-
gons.
3 VRML97 measurable models of vessel
VRML97 is a powerful language to describe 3D scenes
and it is the standard language for Virtual Reality on the
web. VRML97 plug-ins for Internet Explorer and Netscape
Communicator (i.e. Cosmo Player (www.cai.com/cosmo)
or Cortona (www.parallelgraphics.com)) are available on
the net and can be downloaded at no charge. We tested our
code with Cosmo Player 2.1 for Microsoft Windows 98/NT
both with Netscape and Internet Explorer. Using a perl
script developed for the purpose, we automatically convert
models of arterial trees representing abdominal aortic
aneurysms into VRML97 files with hidden ECMAScript
code enabling the user to use the browser to perform
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quantitative measurements.
3.1 VRML97 translation of Arterial Trees
Here are some details about our data conversion:
VRML97 worlds are generated automatically from the
Arterial Trees structure. Different “nodes” of VRML97
have been used to represent the geometry of the vessel
surface (IndexedFaceSet) and the vessel centerline
(IndexedLineSet); The centerline is also duplicated
alone in another part of the scene alone to make easier
the measurement of angles and distances (Fig. 7,8). The
Viewpoint node is used to define a set of privileged points
of view (at the end of each vessel branch and an external
global view). The TouchSensor node have been used
to let the user interact with the geometries; we exploited
it not only to get the coordinates of the vessel, but also
to create buttons to select the possible actions to be done.
The Timer node have been also used to create animations
because it changes the value of an output variable as
defined by the programmer. Routing the output of a Timer
to other nodes called PositionInterpolator and
OrientationInterpolator that give, as suggested
by the name, a series of values of coordinate and direction,
we can control the the motion of the point of view in
order to create a driven navigation along a fixed path. Our
conversion script creates automatically a guided navigation
along each branch of the tree along the vessel centerline.
3.2 Support for measurements
The VRML97 language specification includes a par-
ticular node, called Script, that is extremely powerful.
It makes possible to call a custom ECMAScript or Java
routine hidden in the file or saved in a known location after
an event on the scene. The routine can take as input values
depending on the scene and on the user actions and output
values can be routed to the other nodes.
Using ECMA scripting we implemented three methods
to measure parameters useful for medical applications.
The first consists of printing the 3D coordinates and the dis-
tance from the centerline for each point of the surface when
the mouse is clicked on it. A plane perpendicular to the
centerline is also shown for an easy control of the distance
direction (Fig. 6).
The second consists of measuring the distance of two points
on the centerline following the line itself (Fig. 7). This
is very important, because usual measurements of vessel
length done with 2D imaging or endoscopy are often wrong
due to the effect of vessel curvature [17, 11].
Figure 6. The VRML97 model can be in-
spected, navigated and measured from any
PC with a web browser and a plug-in. Here
a “virtual endoscopy” with radius measure-
ment is shown.
Figure 7. Measurement of centerline distance:
the user just clicks on two points on the cen-
terline, and on the browser are automatically
displayed the distance between the points
and the distance between the points follow-
ing the centerline, that can be extremely dif-
ferent and it is the really important parameter
to evaluate for aneurysm measurements.
Figure 8. Measurement of centerline angles:
the user can place the three reference points
just by clicking with the mouse on the center-
line, and the angle is automatically shown.
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The last one is the measurements of angles defined by click-
ing on three points on the centerline (Fig. 8). Furthermore,
we added to the scene an image viewer so that when a point
on the surface or on the centerline is clicked for measure-
ment, the image defined by the intersection of the plane per-
pendicular to the centerline and passing through the point
clicked and the dataset is automatically shown. Images are
created off-line, compressed ad stored in a common direc-
tory on the server side. Being very small they can be down-
loaded quickly. However, it is possible also to change the
code to have them pre-loaded on the client side. Another
useful tool introduced in the models is an automatic test
aimed at checking if a probe of fixed diameter can pass
through the lumen, relevant to investigate if a catheter of
known size can be introduced in the vessel.
4 Application: Abdominal Aortic
Aneurysms evaluation
In order to verify the quality and the usefulness of our
model reconstructions, we have applied our system to the
analysis and the endovascular surgical planning for Ab-
dominal Aortic Aneurysms. An abdominal aortic aneurysm
(AAA) is a bulge in the aorta in the abdomen [17, 18].
AAA is a vascular disease with life-threatening implica-
tions, that is becoming increasingly common in aging popu-
lations. When the risk of rupture is high, a surgical interven-
tion is required to repair the aorta. The standard approach is
the arterial grafting in open surgery, but the mortality of this
kind of intervention is high. A recently developed alterna-
tive to open surgery, is the endovascular repair, consisting
in the introduction of a prosthesis with a catheter passing
through the iliac artery. This procedure can be performed
in a surgical or a radiological suite, but it requires a pre-
liminary accurate assessment of patient’s specific anatomy.
The measurements of the geometry of the aorta is therefore
extremely important. Measurements are usually done on
printed 2D slides [25, 18, 23], and this fact can introduce
large errors [17, 11].
Using patient specific VRML97 models reconstructed
with our method, any user can measure the geometric pa-
rameters of interest with good accuracy.
This is particularly interesting: in fact, other computer
assisted volumetric approaches have been proposed and
tested for the same purpose [17], but they require complex
and proprietary software on visualization workstations. Our
models allow a simple and fast measurement of the required
values without the need of particular hardware or software
and the measurement of aortic aneurysms seemed a good
test-bed to show the usefulness of the approach chosen.
Moreover, this technology is ideally suited to support dis-
tributed services that improve the measurement quality (us-
ing the 3D reconstruction) and allow also collaborative sur-
Figure 9. Errors introduced by estimating ves-
sel length and diameter from 2D slices or
catheter trajectory. A: the diameter measured
from a CT slice can be superestimated is
the vessel direction is not perpendicular to
the slice plane. B: The vessel length mea-
sured from the catheter trajectory is underes-
timated.
gical planning between remote sites.
5 Experimental results
5.1 Comparison of segmentation techniques
We tested the three segmentation methods described in
Section 2 on different CT data sets coming from the Radiol-
ogy dept. of the University of Pisa and from the Hospital of
Ravenna. On datasets obtained following the standard pro-
tocols for abdominal aortic aneurysm repair planning (reso-
lution is less than 2 mm. in the z direction and contrast liq-
uid is injected before the acquisition so that signal to noise
ratio is high) all three methods perform well and the mea-
surements are consistent (see Fig. 11).
To test the robustness of the algorithm, we tested the system
also on images with poor contrast and lower values of z res-
olution. For the isosurface extraction, a large slice spacing
makes difficult to have a smooth surface and even an unique
surface for small vessels. A poor signal to noise ratio causes
a difficult threshold setting for discriminating the vessel lu-
men from the background and it makes often not possible
to distinguish automatically calcium from contrast. This
means that, even using median filtering and morphological
closing, we cannot get automatically a good detection of
the lumen and, in some cases, we obtain also discontinuous
surfaces and false detections of borders.
It must be also considered that local errors are likely to
be present in reconstructions. For the contour-based recon-
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Figure 10. A large number of measurements
are necessary, including the length and di-
ameter of the proximal aortic "neck", the
length and diameter of the distal "cuffs", and
the length of the two graft limbs. Measure-
ments for an endovascular tube graft are only
slightly less complex.
structions, errors can be present near bifurcations, even if
the image quality is good, due to possible approximation
in triangulation methods. 3D balloons are affected by the
necessity of finding equilibrium between image based and
elastic forces, and can fail in regions where curvature is
quite high and signal to noise ratio is not high. These errors
do not affect, usually, the measurement of the parameters of
surgical interest.
Measure A (mm.) B (mm.) C (mm.)
Neck r. 11.8  0.7 11.9  0.7 11.4  0.7
Max r. 15.4  0.7 16.0  0.7 16.2  0.7
Length 115  2 115  2 115  2
Table 1. If the image quality is good, measures
of parameters performed on the three models
with methods A, B and C are compatible. Here
are, for example the results of corresponding
measurements on the three models of Fig. 11.
5.2 Sensitivity to initialization and parameters
change
One thing to be considered, when analyzing the results
is our methods, as all the segmentation techniques, are in-
fluenced by the thresholds chosen and by the parameters
Figure 11. Comparison of the three recon-
struction methods on a sufficiently good
acquisition. Left: Reconstruction per-
formed through 2D contour extraction. Cen-
ter: Reconstruction performed using Sim-
plex balloon and automatic centerline extrac-
tion. Right: Reconstruction performed using
marching cubes and automatic centerline ex-
traction.
used and therefore are user dependent. The results obtained
with our methods are strongly dependent on the threshold
choice and on the value of elastic parameters. They are not
strongly dependent on the initialization point, both for 2D
and 3D methods. Different gray or edge threshold or a dif-
ferent elastic constant can change the segmentation result
and thus these parameters should be selected under the su-
pervision of an expert radiologist with a non trivial experi-
ence in segmentation, because even if many of the program
options are automatic or semi-automatic, the user needs to
have a feeling of the algorithms and of images features in
order to perform a better reconstruction. This fact suggests
that our approach where the 3D reconstruction is outsourced
to the centralized reconstruction center is useful.
5.2.1 Sensitivity issues for 2D methods
Region growing result depends only on the choice of the
threshold, so the selection of a reasonable protocol is suf-
ficient to guarantee user independence. The behavior of a
snake can be changed in many ways, acting on elastic pa-
rameters, force constants, the number of points chosen, and
so on. This means that the segmentation result depends on
the user’s choices. This is not a drawback: it makes pos-
sible, acting on that parameters, to segment different struc-
tures on different kind of images. The user dependency can
be, however, controlled, by using, for each kind of task re-
quired, a detailed protocol giving a parameters set for the
contour extraction. The one we are currently using is:
 Perform 3x3 median filtering.
 Select a correct windowing to show the desired struc-
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tures.
 Choose a sufficient number of points in order to have
a point spacing of a few pixels.
 Use an image force selecting a bright region in dark
background with a fixed threshold and the elastic and
force constants saved after tuning for these kind of seg-
mentation.
 Initialize the contour inside the region letting it evolve
until the contour motion is stopped.
 Re-sample the contour to have the desired number of
points equally spaced.
Once the protocol is defined, our goal is to prove that that
the result do not depend on the contour initialization, i.e.
once the parameters are set, the method is user-independent.
We selected some slices with differently shaped vessel sec-
tions and measured the differences between several con-
tours extracted with different initial contour positioning.
Results(see Table 2) show clearly that when the contour
is well defined, the contour extraction is user-independent,
and the differences between the segmentation techniques
are not relevant.
Only if the image quality is bad, for example when the
contrast is low (Fig. 12) there is no way to use the standard
parameters obtaining a user-independent result. The user,
in this case, must draw the contour by hand or correct the
result where not reliable (for example near plaques or ar-
tifacts). This fact underlines the importance of having an
experienced person doing the segmentation work, and this
should be considered a specialized task even if performed
with user friendly software.
Figure 12. Left: One of the slices use to test
the user independence of the system when
the image acquisition is correct. Right: One
of the slices where the contrast is too poor
to have user independent results due to bad
image acquisition
Methods avg.diff. max.diff.
snake/snake 0.11 mm. 0.36 mm.
reg. grow/snake 0.14 0.44
manual/snake 0.17 1.11
simplex section/snake 0.23 0.64
isosurface sec./snake 0.33 0.97
Table 2. Comparison of segmentation results
obtained by different users with different
techniques: the table shows the average and
maximum distance between points belonging
to different snakes segmentation, distances
between a contour obtained with region grow-
ing and one obtained with snakes, between
a contour drawn by hand and a snake seg-
mentation, between snake points and a sim-
plex mesh and between snake points and an
extracted isosurface. The pixel size was 0.7
mm. and this means that differences are neg-
ligible compared with quantization error.
5.2.2 Sensitivity issues for 3D methods
If a fixed threshold is chosen, a comparison between balloon
isosurface and manually selected contours or 2D snakes is
possible. Fig. 13, for example, shows the nodes of a sim-
plex balloon lying on a CT slice, superimposed to the cor-
responding gray values and the corresponding 2D snake.
We performed this comparison on all the data sets and
we have found that for images acquired using standard pro-
tocols the two reconstructions are consistent at the voxel
level.
5.3 Parameter estimation form VRML models
We have finally taken 12 models of aortic aneurysm re-
constructed from CT data provided us by the Radiology
dept. of the University of Pisa and from the Hospital of
Ravenna, and chosen selected parameters to be measured
with a standard 2D technique currently used by surgeons
and with our system. The parameters are:
 Diameter of the aortic neck
 Length of the aneurysm
 Intra-aortic angle
 Diameter of the bifurcation
The data selection includes a few acquisitions with poor
contrast or resolution. Therefore we decided to adopt as
standard segmentation method for the VRML97 generation
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Figure 13. If image quality is good and vessel
structure is simple, points from contour seg-
mentation and from a 3d model (in this case
Simplex based) sections are correctly super-
imposed: no relevant differences are visible
between the two contours printed over the im-
age
the 2D contour based segmentation. The comparison has
been realized in the following way: for the vessel diameter,
the doctor working using the standard measurement proto-
col on the CT slices measured the minimum of the local
vessel radius, the other working on the VRML measured in
four selected vessel points at the same z location, the small-
est distance between the point and the centerline. We con-
sidered measurement errors equal to the voxel size in x,y
directions.
The results are good, except for some cases with incon-
sistencies at the bifurcation (case 2, 11). In these cases this
is probably due to incorrect estimates made with the “clas-
sical” method, due to varying vessel tortuosity. Errors ap-
pear to depend not only on the vertical resolution but also
on vessel tortuosity. By looking at the reformatted image
displayed on the browser it is possible to check the local
quality of the reconstruction (see Fig.14).
6 Discussion
Computer vision, virtual reality and Web technologies
can really have clinically relevant applications. In this pa-
per we presented a novel application using customized im-
age processing technique and web technologies to help sur-
geons in diagnosis and pre-operative measurements of 3D
structures. The application is simply to be considered as an
example showing that the accuracy requested by the appli-
cation is achievable with these methods, but other applica-
tions can be obtained easily.
n. Rad(mm.) VRML rad.(mm.)
1 10.6  0.7 10.6  0.7
2 10.4  0.7 8.9  0.7
3 16.8  0.7 17.8  0.7
4 9.9  0.7 9.9  0.7
5 12.5  0.7 11.8  0.7
6 11.0  0.7 11.0  0.7
7 10.3  0.7 9.2  0.7
8 12.3  0.7 12.5  0.7
9 10.3  0.7 9.7  0.7
10 10.6  0.7 9.3  0.7
11 9.7  0.7 8.9  0.7
12 10.3  0.7 10.3  0.7
Table 3. Minimum radius of aortic neck (mea-
sured carefully at the same z location using a
standard 2d method, and working directly on
the 3D model.
n. Z distance(mm.) Length (VRML) (mm.)
1 106  2 115  2
2 88  2 94  2
3 88  8 101  8
4 110  2 120  2
5 120  2 137  2
6 129  5 166  5
7 164  3 170  3
8 129  3 146  3
9 125  5 148  5
10 120  3 133  3
11 110  3 133  3
12 120  3 127  3
Table 4. Z component of aneurysm length and
real length measured on the VRML models.
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n. Min rad.(mm.) VRML min (mm.)
1 9.9  0.7 10.4  0.7
2 6.5  0.7 6.3  0.7
3 12.1  0.7 11.3  0.7
4 15.7  0.7 15.0  0.7
5 12.1  0.7 11.8  0.7
6 14.0  0.7 13.5  0.7
7 22.6  0.7 21.4  0.7
8 14.0  0.7 14.2  0.7
9 10.3  0.7 8.6  0.7
10 6.9  0.7 7.3  0.7
11 4.5  0.7 7.6  0.7
12 13.4  0.7 12.6  0.7
Table 5. Minimum radius of aortic bifurcation
(measured at the same z location) using a
standard 2d method, and working directly on
the 3D model.
n. Angle (grad) VRML estimation
1 139  12 155  12
2 127  12 163  12
3 128  12 135  12
4 145  12 141  12
5 135  12 139  12
6 117  12 125  12
7 124  12 130  12
8 140  12 157  12
9 131  12 130  12
10 136  12 148  12
11 139  12 143  12
12 132  12 139  12
Table 6. Estimation of intra-aortic angle from
2D slices (left) and from the VRML browser.
Figure 14. The pre-computed image displayed
on the top left represents the reformatted
slice (i.e. perpendicular to the vessel cen-
terline), passing near the clicked point.
While the creation of interactive models is something
new, the image processing methods are custom versions of
well known techniques. We compared the results obtained
with different methods, like contour based segmentation,
isosurface extraction and 3D simplex balloon inflation.
The results suggest that for images acquired using standard
protocol, results are equivalent. However, if the quality of
images is not perfect it is better to use the more interactive
and robust method, like the contour-based, with a strong
control by experienced radiologists. Our contour-based
approach offers, however, some advantages if compared
with other found in literature, for example in [10] where
segmentation of contours was used to build tubes, but only
on the original MR slices and not on arbitrary slices of the
3D dataset.
The remote analysis of the 3D models seems extremely
promising: in fact, the system allows inspections and mea-
surement necessary for the planning of surgical interven-
tions and it is:
 Fast: The VRML measurable models can be published
on the net within a few hours from the acquisition, in-
dependently from the location of the diagnostic and re-
constructing centers. Model download is not usually a
problem, being our VRML files sufficiently small: a
geometry with 10.000 nodes is stored in a file of about
1MB, that can be gzip compressed to about 300 K, the
size of a common image.
 Reliable: almost all the image processing techniques
used have been tested in different contexts and applica-
tions; the preliminary tests shows also a good accuracy
of the measurements if compared with other methods.
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 Easy to use: measuring diameters and distances is just
done by clicking with the mouse on a browser window
and do not require off line calculations or post process-
ing.
We think also that an approach where the segmentation
is performed carefully in a controlled environment can give
better results than the use of a simple algorithm as those
introduced in the CT consoles by personnel not trained for
the specific task.
We plan now to test extensively the reconstruction
method and to apply a similar approach to different surgi-
cal applications. Colonoscopy is, for example, another field
of application where this kind of models can be extremely
useful for collaborative study or diagnosis.
In order to have a better validation it will be also nec-
essary to test the measurements results on known phan-
toms, and w plan to do this in the future. A gallery of
demo 3D measurable models is available on our web site
( 	
  ﬀﬁﬂﬃ! "ﬀ$#"% ).
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