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Abstract
We consider a subring of the Burnside ring of GL(n, q) generated by intersections of the stabilizers
of one-dimensional linear spaces. We give bases and a product formula in this ring.
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Introduction
Let G be a finite group. For a subgroup H of G we have the G-set G/H , whose iso-
morphism class we denote by [G/H ]. The Burnside ring Ω(G) is a free abelian group
generated by [G/H ] for all subgroups H . The multiplication in the ring is given by
the formula [G/H ][G/K] = ∑g[G/Hg ∩ K], where g ranges over representatives of
(H,K)-cosets [1,3]. When F is a family of subgroups of G closed under conjugation
and intersection, the subgroup of Ω(G) generated by [G/H ] for all H ∈ F is a subring.
We denote this ring by Ω(G,F). See [4] for a generalization of Ω(G,F), and [2] for the
case of symmetric groups with the family of Young subgroups.
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intersections of the stabilizers {g ∈ G | g(L) = L} for one-dimensional linear subspaces L
of Fn. The purpose of the paper is to determine the ring Ω(G,F) for q > 2.
For nonzero subspaces V1, . . . , Vk of Fn such that the sum V1 + · · · + Vk is direct,
let Λ(V1, . . . , Vk) be the set of elements of G which are scalar on each Vi . It turns out
that F consists of the subgroups Λ(V1, . . . , Vk) for all V1, . . . , Vk . Put [m1, . . . ,mk] =
[G/Λ(V1, . . . , Vk)] with mi = dimVi . Then Ω(G,F) has the basis {[m1, . . . ,mk] | k  0,
mi > 0, m1 + · · · + mk  n}. We give a formula expressing the product [m0][m1, . . . ,mk]
in terms of this basis. We also show that Ω(G,F) has the monomial basis {[m1] · · · [mk] |
k  0,mi > 0,m1 + · · · + mk  n}.
The rings Ω(G,F) for all n are quotients of the polynomial ring generated by the
symbols [m] for m > 0. This ring is realized as the Grothendieck ring of a category D+
defined as follows. An object of D+ is a sequence (V1, . . . , Vk) of nonzero vector spaces
over F, and a morphism (V1, . . . , Vk) → (W1, . . . ,Wl) consists of a map f : {1, . . . , k} →
{1, . . . , l} and injective linear maps ⊕i∈f−1(j) Vi → Wj for 1  j  l. The category D+
has coproducts in some weak sense so that its Grothendieck group becomes a ring. We call
this ring Ω(D+).
Coproducts in D+ are described by using the notion of total dependence for a family of
subspaces in a vector space. This is a property opposite to linear independence. It is also
used to determine intersections of stabilizers of one-dimensional spaces.
The paper is organized as follows. In Section 2 we define total dependence for a fam-
ily of subspaces. In Section 3 we determine the family F and give the additive basis of
Ω(G,F). In Section 4 we introduce the category D+. In Section 6 we show that D+
has weak coproducts and define the ring Ω(D+). In Section 8 we define a ring homo-
morphism Ω(D+) → Ω(G,F). In Section 9 we prove the formulas for the expansion of
[m0][m1, . . . ,mk] in Ω(D+) and in Ω(G,F). We finally give the monomial bases for
these rings.
Throughout the paper vector spaces are finite-dimensional. The number of elements of
a finite set X is denoted by |X|. The disjoint sum of sets X and Y is denoted by X  Y . It
is defined as X  Y = {1} × X ∪ {2} × Y .
1. Burnside ring
Let G be a finite group. The Burnside ring Ω(G) is the Grothendieck ring of the cat-
egory of finite G-sets. Denote the isomorphism class of a finite G-set X by [X]. Then
Ω(G) is an abelian group with generators [X] and relations [X] + [Y ] = [X  Y ] for all
G-sets X,Y . The product of Ω(G) is given by [X][Y ] = [X × Y ]. If H is a subgroup
of G, the quotient set G/H is a G-set. The abelian group Ω(G) is free on the basis
{[G/H ] | H is a subgroup}. For subgroups H and K we have an isomorphism of G-sets
G/H ×G/K ∼=
∐
G/Hg ∩K,
g
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[G/H ][G/K] =
∑
g
[
G/Hg ∩ K]
in Ω(G). The identity element of Ω(G) is [G/G]. See [1] for details.
Let F be a set of subgroups of G closed under conjugation and intersection:
H ∈F , g ∈ G ⇒ Hg ∈F ,
H,K ∈F ⇒ H ∩K ∈F .
Then the subgroup of Ω(G) with basis {[G/H ] | H ∈F} is a subring. We denote this ring
by Ω(G,F). When G ∈F , Ω(G,F) contains the identity.
Let F be a finite field. For a vector space E over F let G = GL(E), the general linear
group on E. Take a one-dimensional linear subspace L of E and consider the stabilizer
H = {g ∈ G | g(L) = L}. Let F be the set of intersections of conjugates of H :
F = {Hg1 ∩ · · · ∩Hgk | g1, . . . , gk ∈ G, k  0}.
Then F is closed under conjugation and intersection, and G ∈F (case k = 0). We have the
subring Ω(G,F) of Ω(G), which is the theme of the paper.
2. Dependence of subspaces
In this section we discuss some elementary properties for vector spaces over a field. Let
X be a vector space and (Vi)i∈I a family of subspaces of X. We say (Vi)i∈I is independent
if the natural map
⊕
i∈I Vi → X is injective. We say (Vi)i∈I is totally dependent if there
do not exist subsets J,K of I such that
J = ∅, K = ∅,
I = J ∪K, J ∩K = ∅,∑
i∈J
Vi ∩
∑
i∈K
Vi = 0.
Example. Let {e1, . . . , en} be a basis of X. Let Vi = 〈ei〉 for 1  i  n and V0 = 〈e1 +
· · · + en〉. Then the family (Vi)0in is totally dependent.
Let (Vi)i∈I be a family of vector spaces and U a subspace of
⊕
i∈I Vi . We say the pair
(U, (Vi)i∈I ) is indecomposable if there do not exist subsets J,K of I such that
J = ∅, K = ∅,
I = J ∪K, J ∩K = ∅,
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(
U ∩
⊕
i∈J
Vi
)
⊕
(
U ∩
⊕
i∈K
Vi
)
.
Total dependence and indecomposability are related as follows.
Proposition 2.1. Let (Vi)i∈I be a family of vector spaces and U a subspace of
⊕
i∈I Vi .
Let V¯i denote the image of Vi in (
⊕
i∈I Vi)/U . The family (V¯i)i∈I is totally dependent in
(
⊕
i∈I Vi)/U if and only if the pair (U, (Vi)i∈I ) is indecomposable.
This is a consequence of the following.
Lemma 2.2. Let X and Vi for i ∈ I be vector spaces. Let φi :Vi → X be linear maps and
V¯i = Imφi for i ∈ I . Suppose that I = J ∪K and J ∩K = ∅. Then
∑
i∈J
V¯i ∩
∑
i∈K
V¯i = 0 ⇔ Ker
(⊕
i∈I
Vi → X
)
= Ker
(⊕
i∈J
Vi → X
)
⊕ Ker
(⊕
i∈K
Vi → X
)
,
where the linear maps in the last equality are the ones induced from φi .
Proof. Suppose that
Ker
(⊕
i∈I
Vi → X
)
= Ker
(⊕
i∈J
Vi → X
)
⊕ Ker
(⊕
i∈K
Vi → X
)
.
Let x ∈∑i∈J V¯i ∩∑i∈K V¯i . Write x =∑i∈J φi(vi) = −∑i∈K φi(vi) with vi ∈ Vi for all
i ∈ I . Then
(vi)i∈I ∈ Ker
(⊕
i∈I
Vi → X
)
.
By the assumption this implies
(vi)i∈J ∈ Ker
(⊕
i∈J
Vi → X
)
, (vi)i∈K ∈ Ker
(⊕
i∈K
Vi → X
)
.
Hence x = 0. Thus
∑
i∈J
V¯i ∩
∑
i∈K
V¯i = 0.
The converse is easily verified. 
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Proposition 2.3. Let (Vi)i∈I be a family of subspaces of X. Then there exists a unique
partition
I = I1 ∪ · · · ∪ Im
such that for each ν ∈ {1, . . . ,m} the family (Vi)i∈Iν is totally dependent, and the family
(
∑
i∈Iν Vi)1νm is independent.
The existence is obvious from the definition. For the uniqueness we need
Lemma 2.4. Let (Vi)i∈I be a family of subspaces of X. Suppose that I = J ∪K , J ∩K = ∅.
If (Vi)i∈J and (Vi)i∈K are totally dependent, then so is (Vi)i∈I .
Proof. Suppose that I = A∪ B , A∩ B = ∅ and
∑
i∈A
Vi ∩
∑
i∈B
Vi = 0.
Then
∑
i∈A∩J
Vi ∩
∑
i∈B∩J
Vi = 0.
Since (Vi)i∈J is totally dependent, we must have either A ∩ J = ∅ or B ∩ J = ∅, namely
J ⊂ B or J ⊂ A. Similarly K ⊂ B or K ⊂ A. As J ∩ K = ∅ and A ∩ B = ∅, we have
J,K ⊂ A or J,K ⊂ B . Hence A = I or B = I . Thus (Vi)i∈I is totally dependent. 
Proof of Proposition 2.3. Suppose that partitions I = I1 ∪ · · · ∪ Im and I = J1 ∪ · · · ∪ Jl
both satisfy the above condition. We may assume I1 ∩ J1 = ∅. As (Vi)i∈I1 and (Vi)i∈J1 are
totally dependent, so is (Vi)i∈I1∪J1 by Lemma 2.4. As (
∑
i∈Iν Vi)1νm is independent,
∑
i∈I1
Vi ∩
∑
i /∈I1
Vi = 0.
Hence
∑
i∈I1
Vi ∩
∑
i∈J1−I1
Vi = 0.
Since (Vi)i∈I1∪J1 is totally dependent, this implies J1 − I1 = ∅, that is, J1 ⊂ I1. Similarly
we know I1 ⊂ J1. Thus I1 = J1.
Arguing in this way, we conclude that {I1, . . . , Im} = {J1, . . . , Jl}. 
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Let F be a finite field with q elements. Let E be a vector space over F and G = GL(E),
the general linear group on E. If V1, . . . , Vk are subspaces of E, we denote
Λ(V1, . . . , Vk) = {g ∈ G | g is a scalar map on Vi for each i}.
This is a subgroup of G.
Proposition 3.1. Suppose that a family (Vi)i∈I of subspaces of E is totally dependent. Let
g ∈ G. If g is a scalar map on Vi for every i ∈ I , then g is a scalar map on ∑i∈I Vi .
Proof. Let g|Vi = λiId with λi ∈ F× for each i ∈ I . Let {λi | i ∈ I } = {µ1, . . . ,µm} with
µ1, . . . ,µm distinct. Put Ik = {i ∈ I | λi = µk} for 1 k m. Then we have a partition I =
I1 ∪ · · · ∪ Im. Let Wk = Ker(g −µkId). Then∑i∈Ik Vi ⊂ Wk . The family (W1, . . . ,Wm) is
independent, so W1 ∩ (W2 + · · · +Wm) = 0. Hence
∑
i∈I1
Vi ∩
∑
i /∈I1
Vi = 0.
By the total dependence of (Vi)i∈I we conclude I1 = I . Thus g|Vi = µ1Id for all i. 
Corollary 3.2. Let (Vi)i∈I be a family of subspaces in E. Let {I1, . . . , Im} be the partition
for (Vi)i∈I of Proposition 2.3. Put Uν =∑i∈Iν Vi . Then
Λ
(
(Vi)i∈I
)= Λ(U1, . . . ,Um).
Proof. Apply the proposition to the family (Vi)i∈Iν for each ν. 
The family F defined in Section 1 can be expressed as
F = {Λ(L1, . . . ,Lk) | k  0 and L1, . . . ,Lk are one-dimensional subspaces of E}.
Proposition 3.3.
F = {Λ(U1, . . . ,Uk) | k  0 and (U1, . . . ,Uk) is an independent family in E}.
Proof. Suppose that a family (L1, . . . ,Lk) of one-dimensional subspaces of E is given.
By Proposition 2.3 there exists a partition {1, . . . , k} = I1 ∪ · · · ∪ Im such that for each 1
ν m the family (Li)i∈Iν is totally dependent and the family (Uν)1νm is independent,
where Uν =∑i∈Iν Li . Then
Λ(L1, . . . ,Lk) = Λ(U1, . . . ,Um)
by Corollary 3.2.
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given. For each ν take a totally dependent family (Lν,j )j of one-dimensional subspaces
of Uν such that
∑
j Lν,j = Uν (Example of Section 2). Then
Λ
(
(Lν,j )ν,j
)= Λ(U1, . . . ,Um)
by Corollary 3.2. Hence Λ(U1, . . . ,Um) ∈F .
This proves the proposition. 
Proposition 3.4. Assume q > 2. Let (Ui)i∈I and (Vj )j∈J be independent families of
nonzero subspaces of E. Then
Λ
(
(Ui)i∈I
)⊂ Λ((Vj )j∈J )
if and only if there exists a map f :J → I such that Vj ⊂ Uf (j) for all j ∈ J .
Proof. The ‘only if’ part is clear. As to the ‘if’ part, it is enough to show that if
Λ(U1, . . . ,Un) ⊂ Λ(V ), then V ⊂ Ui for some i. Suppose that Λ(U1, . . . ,Un) ⊂ Λ(V ).
Take a subspace W such that E = U1 ⊕ · · · ⊕ Un ⊕ W . As q > 2, we can take an element
λ ∈ F − {0,1}. For each i define g ∈ GL(E) by
g|Ui = λId, g|Uj = Id for j = i, g|W = Id.
Then g ∈ Λ(U1, . . . ,Un), so g ∈ Λ(V ). The eigenvalues of g are λ and 1, and the
eigenspaces of g are Ui and
⊕
j =i Uj ⊕ W . Since g is a scalar on V , V is contained
in either of these eigenspaces. Thus V ⊂ Ui or V ⊂⊕j =i Uj ⊕ W .
Assume that V ⊂ Ui for all i. Then we must have V ⊂⊕j =i Uj ⊕ W for all i. This
implies V ⊂ W . Since the intersection of all complementary subspaces W of U1 ⊕· · ·⊕Un
is 0, we have V = 0, a contradiction. 
Corollary 3.5. Let (Ui)i∈I and (Vj )j∈J be independent families of nonzero subspaces
of E. Then
Λ
(
(Ui)i∈I
)= Λ((Vj )j∈J )
if and only if there exists a bijection f :J → I such that Vj = Uf (j) for all j ∈ J .
The isomorphism class [G/Λ(V1, . . . , Vk)] for an independent family (V1, . . . , Vk) de-
pends only on dimVi . We write
[
G/Λ(V1, . . . , Vk)
]= [m1, . . . ,mk]
with mi = dimVi . When k = 0, this is understood as [G/G] = 1. By Proposition 3.3 and
Corollary 3.5 we know the additive structure of Ω(G,F):
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{
[m1, . . . ,mk]
∣∣∣ k  0, mi > 0, ∑
i
mi  dimE
}
.
We have [m1, . . . ,mk] = [m′1, . . . ,m′k′ ] if and only if the sequences (m1, . . . ,mk) and
(m′1, . . . ,m′k′) differ only by order.
Remark. When q = 2, the family F consists of the subgroups
GU = {g ∈ G | g|U = Id}
for subspaces U of E. Choose an m-dimensional subspace Um for each m. Then Ω(G,F)
has the basis {[G/GUm ] | 0  m  dimE}. It is not difficult to expand the product
[G/GUm ][G/GUl ].
4. Category of families of vector spaces
In this section we consider the category of families of vector spaces and define two kinds
of morphisms corresponding to independence and total dependence. Here the ground field
F is arbitrary.
We define a category B as follows. An object of B is a family (Vi)i∈I of vector spaces Vi
with a finite index set I . A morphism (Vi)i∈I → (Wj )j∈J of B is a pair (f, (φi)i∈I ), where
f is a map I → J and φi is a linear map Vi → Wf(i) for each i ∈ I . The composition of
morphisms is defined in an obvious manner.
For objects V = (Vi)i∈I and W = (Wj )j∈J of B define the coproduct V  W to be the
object (Xk)k∈K where
K = I  J = {1} × I ∪ {2} × J
and
X(1,i) = Vi, X(2,j) = Wj .
For ordered families the coproduct is simply the concatenation:
(V1, . . . , Vk) (W1, . . . ,Wl) = (V1, . . . , Vk,W1, . . . ,Wl).
Let (f, (φi)i∈I ) : (Vi)i∈I → (Wj )j∈J be a morphism of B. We say (f, (φi)i∈I ) is an
embedding if the map
⊕
−1
Vi → Wj
i∈f (j)
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surjective and for every j ∈ J the map
⊕
i∈f−1(j)
Vi → Wj
is surjective and the family (Imφi)i∈f−1(j) is totally dependent.
We denote by D the subcategory whose objects are objects of B and morphisms are
embeddings.
Remark. A covering is an epimorphism in B, but an embedding is not a monomorphism
in general.
Proposition 4.1. Every morphism φ of B is factored as φ = ψ ◦ θ with ψ embedding and
θ covering. The factorization is unique up to a unique isomorphism.
Proof. Let φ : (Vi)i∈I → (Wj )j∈J . The proof reduces to the case where J is a one-point
set. So let J = {1}. Then φ is a family (φi)i∈I of linear maps φi :Vi → W1. Put V¯i = Imφi .
Applying Proposition 2.3 to the family (V¯i)i∈I of subspaces of W1, we have a partition
I = I1 ∪ · · · ∪ Im such that the family (V¯i)i∈Ik is totally dependent for every k ∈ {1, . . . ,m}
and the family (Uk)1km is independent, where Uk =∑i∈Ik V¯i .
Let K = {1, . . . ,m} and let h : I → K be the map such that h−1(k) = Ik for every k.
Let θi :Vi → Uk be the natural map for i ∈ Ik . Then we have the morphism θ =
(h, (θi)i∈I ) : (Vi)i∈I → (Uk)k∈K . Let ψk :Uk → W1 be the inclusion map and g :K → {1}
the trivial map. We have the morphism ψ = (g, (ψk)k∈K) : (Uk)k∈K → (W1). Then φ =
ψ ◦ θ . Since (V¯i)i∈Ik is totally dependent for every k, θ is a covering. Since (Uk)1km is
independent, ψ is an embedding. Thus we obtain a required factorization of φ.
Suppose next that φ = ψ ′ ◦ θ ′ is a factorization with the same property. Write θ ′ =
(h′, (θ ′i )i∈I ) : (Vi)i∈I → (U ′k)k∈K ′ and ψ ′ = (g′, (ψ ′k)k∈K ′) : (U ′k)k∈K ′ → (W1). We may
assume ψ ′k :U ′k → W1 is the inclusion map for every k ∈ K ′. Then (U ′k)k∈K ′ is an inde-
pendent family of subspaces of W1. Put I ′k = h′−1(k) for k ∈ K ′. Then
U ′k =
∑
i∈I ′k
V¯i
and (V¯i)i∈I ′k is a totally dependent family of subspaces of U
′
k for every k. By the uniqueness
in Proposition 2.4, we have a bijection a :K → K ′ such that Ik = I ′a(k) for every k, that is,
h′ = a ◦ h. Then Uk = U ′a(k) and so a induces an isomorphism α : (Uk)k∈K → (U ′k)k∈K ′ .
We then have θ ′ = α ◦ θ , ψ = ψ ′ ◦ α. This proves the uniqueness of factorization up to
isomorphism.
As a covering is an epimorphism, a morphism α satisfying θ ′ = α ◦ θ is unique. This
completes the proof. 
Let V ∈ B. We say two coverings θ :V → W and θ ′ :V → W ′ are isomorphic if there
exists an isomorphism α :W → W ′ such that θ ′ = α ◦ θ . We denote by Σ(V ) the set of
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θσ :V → Wσ representing σ .
The following rephrases Proposition 4.1. We denote the set of morphisms X → Y in a
category C by C(X,Y ).
Corollary 4.2. Let V ∈ B. For any X ∈ B, the map
∐
σ∈Σ(V )
D(Wσ ,X) → B(V ,X),
(σ,ψ) → ψ ◦ θσ
is bijective.
The following is needed in Section 6.
Lemma 4.3. Let φ :U → V and ψ :V → W be morphisms of B. If ψ ◦φ is an embedding,
then so is φ.
Proof. Let U = (Ui)i∈I , V = (Vj )j∈J , W = (Wk)k∈K , and φ = (f, (φi)i∈I ), ψ =
(g, (ψj )j∈J ). That ψ ◦ φ is an embedding means that the map
⊕
i∈f−1g−1(k)
Ui → Wk
with components ψf (i) ◦ φi is injective for every k ∈ K . This map factors as
⊕
i∈f−1g−1(k)
Ui →
⊕
j∈g−1(k)
Vj → Wk,
where the first arrow is induced by φi and the second by ψj . So the map
⊕
i∈f−1g−1(k)
Ui →
⊕
j∈g−1(k)
Vj
is injective. This is a direct sum of the maps
⊕
i∈f−1(j)
Ui → Vj
for j ∈ g−1(k). Hence each of them is injective. This means that φ is an embedding. 
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Let C be a category. We say a family of morphisms fν :X → Zν , gν :Y → Zν of C for
1 ν N represents a coproduct of X and Y if for every object W of C the map
N∐
ν=1
C(Zν,W) → C(X,W) × C(Y,W)
taking (ν,h) to (h ◦ fν,h ◦ gν) is bijective. In this case we also say a coproduct of X and
Y is semi-representable in C
We say coproducts are semi-representable in C if a coproduct of any objects X and Y
of C is semi-representable. This is equivalent to saying that in the category of functors
C → {sets}, products of representable functors are finite sums of representable functors.
Suppose that coproducts are semi-representable in C. Denote the isomorphism class of
an object X of C by [X]. Let Ω(C) be the free abelian group on the set of isomorphism
classes of objects of C. For objects X,Y of C define the product [X][Y ] in Ω(C) by
[X][Y ] =
N∑
ν=1
[Zν],
where the family of X → Zν , Y → Zν represents a coproduct of X and Y . This makes
Ω(C) into a commutative ring. The associativity follows from the associativity of products
in the functor category. When C has an initial object I , Ω(C) has the identity [I ]. We call
Ω(C) the Burnside ring of C.
The Burnside ring of a category has been defined in a more general setting by Yoshida
[4, Appendix].
6. Coproducts in D
Hereafter F is a finite field. We aim to show
Proposition 6.1. In the category D coproducts are semi-representable.
Let V 1,V 2 be objects of B. Put V 3 = V 1  V 2 (Section 4). Let ι1 :V 1 → V 3,
ι2 :V 2 → V 3 be the natural morphisms. We have the set Σ(V 3) of isomorphism classes
of all coverings V 3 → W , and for each σ ∈ Σ(V 3) we choose a covering θσ :V 3 → Wσ
representing σ (Section 4). Define
Σ ′
(
V 1,V 2
)= {σ ∈ Σ(V 3) | θσ ◦ ι1, θσ ◦ ι2 are embeddings}.
Proposition 6.2. For every object X we have the bijection
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σ∈Σ ′(V 1,V 2)
D(Wσ ,X) →D
(
V 1,X
)×D(V 2,X),
(σ,ψ) → (ψ ◦ θσ ◦ ι1,ψ ◦ θσ ◦ ι2).
Namely the family
(
θσ ◦ ι1 :V 1 → Wσ , θσ ◦ ι2 :V 2 → Wσ
)
σ∈Σ ′(V 1,V 2)
represents a coproduct of V 1 and V 2 in D.
Proof. For every object X of B we have the bijection
B(V 3,X)→ B(V 1,X)×B(V 2,X),
φ → (φ ◦ ι1, φ ◦ ι2).
Also we have the bijection
∐
σ∈Σ(V 3)
D(Wσ ,X) → B
(
V 3,X
)
(σ,ψ) → ψ ◦ θσ
of Corollary 4.2. Combining these, we have the bijection
∐
σ∈Σ(V 3)
D(Wσ ,X) → B
(
V 1,X
)×B(V 2,X),
(σ,ψ) → (ψ ◦ θσ ◦ ι1,ψ ◦ θσ ◦ ι2).
If (ψ ◦ θσ ◦ ι1,ψ ◦ θσ ◦ ι2) ∈ D(V 1,X) × D(V 2,X) for some σ ∈ Σ(V 3) and ψ ∈
D(Wσ ,X), then θσ ◦ ι1 ∈ D(V 1,Wσ ) and θσ ◦ ι2 ∈ D(V 2,Wσ ) by Lemma 4.3, so σ ∈
Σ ′(V 1,V 2). Conversely if σ ∈ Σ ′(V 1,V 2), then obviously (ψ ◦ θσ ◦ ι1,ψ ◦ θσ ◦ ι2) ∈
D(V 1,X) × D(V 2,X) for any ψ ∈ D(Wσ ,X). Thus the above bijection restricts to the
bijection
∐
σ∈Σ ′(V 1,V 2)
D(Wσ ,X) →D
(
V 1,X
)×D(V 2,X).
This proves the proposition. 
Remark. By the same argument we can show that any finite colimit in D is semi-
representable.
Let B+ (respectively D+) be the full subcategory of B (respectively D) consisting of
objects (Vi)i∈I such that Vi = 0 for all i.
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Proof. We will show that with the notation of the above proof, if V 1,V 2 ∈ D+, then
Wσ ∈D+ for all σ ∈ Σ ′(V 1,V 2).
We have the covering θσ :V 3 → Wσ . Write Wσ = (Wσ,k)k∈K and θσ = (h, (θσ,i)i∈I 3)
with I 3 = I 1  I 2. Then h : I 3 → K is surjective. Let k ∈ K . Then k = h(1, i) with i ∈ I 1
or k = h(2, i) with i ∈ I 2. Assume the first case occurs. Since θσ ◦ ι1 :V 1 → Wσ is an
embedding, the map θσ,i :V 1i → Wσ,k is injective. As V 1i = 0, we have Wσ,k = 0. 
Then, applying the general definition of Section 5 to D+, we have the Burnside ring
Ω(D+). With the notation of Proposition 6.2 we have
[
V 1
][
V 2
]= ∑
σ∈Σ ′(V 1,V 2)
[Wσ ]
in Ω(D+). As the empty family is an initial object of D+, Ω(D+) has the identity.
The isomorphism class [(V1, . . . , Vk)] of an object (V1, . . . , Vk) ∈D+ depends only on
dimVi . So we write
[
(V1, . . . , Vk)
]= [m1, . . . ,mk]
with mi = dimVi . Clearly [m1, . . . ,mk] = [m′1, . . . ,m′k′ ] if and only if the sequences
(m1, . . . ,mk) and (m′1, . . . ,m′k′) differ only by order. The abelian group Ω(D+) has the
basis {[m1, . . . ,mk] | k  0, mi > 0}.
7. Quotient by diagonal groups
In order to connect Ω(D+) with Ω(GL(E),F) we need to divideD+ by diagonal group
actions. For an object V = (Vi)i∈I of B we define the group
M(V ) =
∏
i∈I
F×.
For λ = (λi)i∈I ∈ M(V ) we define the automorphism λˆ :V → V by
λˆ = (IdI , (λiIdVi )i∈I ),
where λiIdVi is the scalar multiplication by λi on Vi . Then λ → λˆ is a homomorphism
M(V ) → Aut(V ).
Let V = (Vi)i∈I and W = (Wj )j∈J be objects of B and φ = (f, (φi)i∈I ) a morphism
V → W . For µ ∈ M(W) we define φ∗(µ) ∈ M(V ) by
φ∗(µ) = (µf (i))i∈I .
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α ∈ Aut(W). If α ◦φ = φ ◦ λˆ, then there exists µ ∈ M(W) such that α = µˆ and λ = φ∗(µ).
Proof. Write V = (Vi)i∈I , W = (Wj )j∈J , φ = (f, (φi)i∈I ) and α = (a, (αj )j∈J ). The
equality α ◦ φ = φ ◦ λˆ implies a ◦ f = f . As f is surjective, we have a = IdW . Fix j ∈ J .
The equality also implies αj ◦ φi = φi ◦ λiIdVi for each i ∈ f−1(j). So αj is a scalar
map on Imφi . Since (Imφi)i∈f−1(j) is a totally dependent family of subspaces of Wj
and
∑
i∈f−1(j) Imφi = Wj , αj itself is a scalar map by Proposition 3.1. If Wj = 0, we
have αj = µj IdWj with a unique µj ∈ F×. If Wj = 0, then |f−1(j)| = 1 by the total
dependence, and we take µj = λi with f−1(j) = {i}. In any case αj = µj IdWj and λi =
µj for every i ∈ f−1(j). Thus λ = φ∗(µ) and α = µˆ. 
Let V ∈ B. Let Σ(V ) and θσ :V → Wσ be as in Corollary 4.2. If λ ∈ M(V ) and π :V →
W is a covering, then π ◦ λˆ is a covering. Hence, for λ ∈ M(V ) and σ ∈ Σ(V ), there
exists a unique pair (σ ′, α) of σ ′ ∈ Σ(V ) and an isomorphism α :Wσ ′ → Wσ such that the
diagram
V
λˆ
θσ ′
Wσ ′
α
V
θσ
Wσ
is commutative. The map (σ,λ) → σ ′ gives a right action of M(V ) on the set Σ(V ). We
denote σ ′ = σ · λ and α = σ ∗ λ.
Proposition 7.2. Let σ ∈ Σ(V ). Then the map θ∗σ :M(Wσ ) → M(V ) gives an isomorphism
M(Wσ ) ∼=
{
λ ∈ M(V ) | σ · λ = σ}.
If µ ∈ M(Wσ ) and λ = θ∗σ (µ), then σ ∗ λ = µˆ.
Proof. If µ ∈ M(Wσ ) and λ = θ∗σ (µ), then θσ ◦ λˆ = µˆ ◦ θσ , so σ · λ = σ and σ ∗ λ = µˆ.
Conversely suppose that λ ∈ M(V ) and σ · λ = σ . Then λ = θ∗σ (µ) for some µ ∈
M(Wσ ) by Lemma 7.1. 
If V,X ∈ B, the group M(V ) acts on B(V ,X) and D(V ,X) on the right by (φ,λ) →
φ ◦ λˆ. Denote the quotient sets by B(V ,X)/M(V ), D(V ,X)/M(V ).
Proposition 7.3. Let Σ0 be a set of representatives of M(V )-orbits in Σ(V ). For any
X ∈ B, we have a bijection
∐
σ∈Σ0
D(Wσ ,X)/M(Wσ ) ∼= B(V ,X)/M(V )
taking a class of (σ,ψ) to a class of ψ ◦ θσ .
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∐
σ∈Σ(V )
D(Wσ ,X) ∼= B(V ,X).
The action of M(V ) on the right-hand side corresponds to the action on the left-hand side
given by
(
(σ,ψ),λ
) → (σ · λ,ψ ◦ (σ ∗ λ)).
By Proposition 7.2 the stabilizer of σ ∈ Σ(V ) is isomorphic to M(Wσ ), and the induced
action of the stabilizer on D(Wσ ,X) corresponds to the natural action of M(Wσ ) on
D(Wσ ,X). Hence, passing to the quotient, we obtain the bijection
∐
σ∈Σ0
D(Wσ ,X)/M(Wσ ) ∼= B(V ,X)/M(V ). 
Let V 1,V 2 ∈ B+. Let V 3, Wσ , Σ ′(V 1,V 2) be as in Proposition 6.2. We have M(V 3) =
M(V 1)×M(V 2). Clearly Σ ′(V 1,V 2) ⊂ Σ(V 3) is stable under the action of M(V 3). Take
a set Σ ′0 of representatives of M(V 3)-orbits in Σ ′(V 1,V 2).
Proposition 7.4. For any X ∈ B+ we have a bijection
∐
σ∈Σ ′0
D(Wσ ,X)/M(Wσ ) ∼=D
(
V 1,X
)/
M
(
V 1
)×D(V 2,X)/M(V 2).
Proof. Take the quotient of the bijection of Proposition 6.2 by the action of M(V 3). The
argument is similar to the above proof. 
8. Homomorphism Ω(D+) → Ω(GL(E),F)
Here we construct a ring homomorphism Ω(D+) → Ω(GL(E),F). Let E be a vector
space over F. We regard E as an object of B with index set {1}. For V = (V1, . . . , Vk) ∈ B+,
GL(E) acts on the set D(V ,E) and also on D(V ,E)/M(V ). We have D(V ,E) = ∅ if and
only if
∑
i dimVi  dimE.
Proposition 8.1. If D(V ,E) = ∅, the GL(E)-set D(V ,E)/M(V ) is isomorphic to
GL(E)/Λ(U1, . . . ,Uk), where U1 ⊕ · · · ⊕ Uk ⊂ E and dimVi = dimUi .
Proof. Let φ,φ′ ∈ D(V ,E). They define injections s :⊕i Vi → E and s′ :⊕i Vi → E,
respectively. Take g ∈ GL(E) such that s′ = g ◦ s. Then φ′ = g ◦ φ. Thus the action of
GL(E) on D(V ,E) is transitive.
Let φ = (φi)i ∈ D(V ,E) and put Ui = Imφi . Then ⊕i Ui ⊂ E. Suppose that g ∈
GL(E) stabilizes the class φ¯ ∈ D(V ,E)/M(V ) of φ. Take λ ∈ M(V ) such that g ◦ φ =
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ment of Λ(U1, . . . ,Uk) stabilizes φ¯. Thus the stabilizer of φ¯ equals Λ(U1, . . . ,Uk). Hence
D(V ,E) ∼= GL(E)/Λ(U1, . . . ,Uk). 
Thus we have the element [D(V ,E)/M(V )] ∈ Ω(GL(E),F). If D(V ,E) = ∅,
[D(V ,E)/M(V )] = 0.
Proposition 8.2. The map Ω(D+) → Ω(GL(E),F) defined by
[V ] → ∣∣M(V )∣∣[D(V ,E)/M(V )]
is a ring homomorphism.
Proof. Let V 1,V 2 ∈ B+. Keep the notation of Proposition 7.4. Write Σ ′ = Σ ′(V 1,V 2).
For U ∈ B+ put
Σ ′U =
{
σ ∈ Σ ′ | Wσ ∼= U
}
, Σ ′0,U =
{
σ ∈ Σ ′0 | Wσ ∼= U
}
.
The bijection
∐
σ∈Σ ′0
D(Wσ ,E)/M(Wσ ) ∼=D
(
V 1,E
)/
M
(
V 1
)×D(V 2,E)/M(V 2)
of Proposition 7.4 is an isomorphism of GL(E)-sets. Hence
[D(V 1,E)/M(V 1)][D(V 2,E)/M(V 2)]
=
∑
σ∈Σ ′0
[D(Wσ ,E)/M(Wσ )]=∑
U
∣∣Σ ′0,U ∣∣[D(U,E)/M(U)] (1)
in Ω(GL(E),F), where U ranges over representatives of isomorphism classes of B+. On
the other hand, the bijection of Proposition 6.2 gives
[
V 1
][
V 2
]= ∑
σ∈Σ ′
[Wσ ] =
∑
U
∣∣Σ ′U ∣∣[U ] (2)
in Ω(D+).
We claim that
∣∣Σ ′U ∣∣= |M(V
1)||M(V 2)|
|M(U)|
∣∣Σ ′0,U ∣∣. (3)
The group M(V 1)×M(V 2) = M(V 3) acts on Σ ′U , and Σ ′0,U is a set of representatives of
orbits for this action. The stabilizer of σ ∈ Σ ′0,U , being isomorphic to M(Wσ ) ∼= M(U),
has the order |M(U)|. So the orbit of σ has the length |M(V 1)||M(V 2)|/|M(U)|. Hence
(3) follows.
D. Tambara / Journal of Algebra 296 (2006) 301–322 317It follows from (1) and (3) that
∣∣M(V 1)∣∣[D(V 1,E)/M(V 1)] · ∣∣M(V 2)∣∣[D(V 2,E)/M(V 2)]
=
∑
U
∣∣Σ ′U ∣∣∣∣M(U)∣∣[D(U,E)/M(U)]
in Ω(GL(E),F). This and (2) show that the map [V ] → |M(V )|[D(V ,E)/M(V )] pre-
serves products. 
By Proposition 8.1 this ring homomorphism effects on the basis as
[m1, . . . ,mk] →
{
(q − 1)k[m1, . . . ,mk], if ∑mi  dimE,
0, otherwise.
9. Formulas for [m0][m1, . . . ,mk]
In this section we give explicit formulas for products [m0][m1, . . . ,mk] in Ω(D+) and
Ω(GL(E),F). We need to parametrize isomorphism classes of coverings by suitable ob-
jects for counting.
Proposition 9.1.
(i) For an object V = (V1, . . . , Vk) of B there exists a bijection between the set Σ(V ) and
the set ∆(V ) defined as follows. An element of ∆(V ) is a set
{
(K1,U1), . . . , (Km,Um)
}
satisfying the following conditions:
(a) m > 0.
(b) {K1, . . . ,Km} is a partition of {1, . . . , k}.
(c) Uν is a subspace of
⊕
i∈Kν Vi for 1 ν m.(d) (Uν, (Vi)i∈Kν ) is indecomposable for every ν.
Such {(K1,U1), . . . , (Km,Um)} corresponds to the isomorphism class of the covering
θ :V → W defined by
W = (Wν)1νm, Wν =
(⊕
i∈Kν
Vi
)/
Uν, θ =
(
f, (θi)1ik
)
,
where f : {1, . . . , k} → {1, . . . ,m} is the map such that f−1(ν) = Kν and θi :Vi →
Wf(i) is the natural map.
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tween Σ ′(V ,V ′) and the set ∆′(V ,V ′) defined as follows. An element of ∆′(V ,V ′) is
a set
{
(K1,U1), . . . , (Km,Um)
}
satisfying (a)–(d) together with the condition
(e) Uν ∩
⊕
i∈Kν, il
Vi = 0, Uν ∩
⊕
i∈Kν, i>l
Vi = 0
for every ν.
Proof. This follows readily from Proposition 2.1. 
Remark. When Kν ⊂ {1, . . . , l} or Kν ⊂ {l + 1, . . . , k} in (ii), the conditions on Kν,Uν
reduce to that |Kν | = 1, Uν = 0. Indeed, when Kν ⊂ {1, . . . , l}, the condition
Uν ∩
⊕
i∈Kν, il
Vi = 0
means Uν = 0. That (0, (Vi)i∈Kν ) is indecomposable means |Kν | = 1.
Lemma 9.2. Let Y ⊂ V0, Z ⊂ V1 ⊕ · · ·⊕Vl be subspaces and let α :Y → Z be an isomor-
phism. Let U be the graph of α:
U = Gr(α) = {(x,α(x)) | x ∈ Y}⊂ V0 ⊕ V1 ⊕ · · · ⊕ Vl.
Then the following are equivalent.
(i) (U, (V0,V1, . . . , Vl)) is indecomposable.
(ii) For any proper subset J of {1, . . . , l}, Z ⊂⊕i∈J Vi .
Proof. (i) ⇒ (ii). Suppose that
Z ⊂
⊕
i∈J
Vi
for some proper subset J of {1, . . . , l}. Then
U ⊂ V0 ⊕
⊕
i∈J
Vi .
Since {0} ∪ J  {0,1, . . . , l}, it follows that (U, (V0,V1, . . . , Vl)) is decomposable.
(ii) ⇒ (i). Suppose (ii) and that
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U =
(
U ∩
⊕
i∈I
Vi
)
⊕
(
U ∩
⊕
j∈J
Vj
)
.
Assume 0 ∈ I . Then J ⊂ {1, . . . , l} and
U ∩
⊕
j∈J
Vj ⊂ U ∩ (V1 ⊕ · · · ⊕ Vl) = 0.
Hence
U ⊂
⊕
i∈I
Vi .
Therefore
Z ⊂
⊕
i∈I−{0}
Vi.
By (ii) this implies I − {0} = {1, . . . , l}, hence I = {0,1, . . . , l}. Thus (i) holds. 
Proposition 9.3. Let V = (V0) and V ′ = (V1, . . . , Vk) be objects of B. There exists a bi-
jection between the set ∆′(V ,V ′) and the set Ξ defined as follows. An element of Ξ is
a quadruple (I, Y,Z,α) such that I ⊂ {1, . . . , k}, Y ⊂ V0, Z ⊂⊕i∈I Vi , α :Y → Z is a
linear isomorphism, and Z ⊂⊕i∈J Vi if J is a proper subset of I .
Proof. Let {(K1,U1), . . . , (Km,Um)} ∈ ∆′(V ,V ′). Then {K1, . . . ,Km} is a partition of
{0,1, . . . , k}. We may assume 0 ∈ K1. Put I = K1 −{0} = {i1, . . . , il} and {1, . . . , k}− I =
{j1, . . . , jk−l}. For ν > 1, as 0 /∈ Kν , we have by the remark after Proposition 9.1 that
Uν = 0 and |Kν | = 1. So {K2, . . . ,Km} = {{j1}, . . . , {jk−l}}. Now U1 is a subspace of
V0 ⊕ Vi1 ⊕ · · · ⊕ Vil such that (U1, (V0,Vi1 , . . . , Vil )) is indecomposable, and
U1 ∩ V0 = 0, U1 ∩ Vi1 ⊕ · · · ⊕ Vil = 0.
The last two conditions mean that the projections
V0 ⊕ Vi1 ⊕ · · · ⊕ Vil → V0, V0 ⊕ Vi1 ⊕ · · · ⊕ Vil → Vi1 ⊕ · · · ⊕ Vil
are injective on U1. Let Y,Z be the images of U1 under the projections, respectively. Let
α :Y → Z be the isomorphism induced by U1 ∼= Y and U1 ∼= Z. Then
U1 =
{(
x,α(x)
) | x ∈ Y}.
By Lemma 9.2 the indecomposability of U1 is translated to the condition that
J  I ⇒ Z ⊂
⊕
Vi.i∈J
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Conversely any (I, Y,Z,α) ∈ Ξ determines a set {(K1,U1), . . . , (Km,Um)} by
K1 = {0} ∪ I, U1 =
{(
x,α(x)
) | x ∈ Y}
and
{K2, . . . ,Km} =
{{j1}, . . . , {jk−l}}, U2 = · · · = Um = 0,
where l = |I |, m = k − l + 1, {1, . . . , k} − I = {j1, . . . , jk−l}. By Lemma 9.2 this set has
the required property.
This proves the proposition. 
Let |F| = q . Let [m
s
]
q
denote the number of s-dimensional subspaces in an m-
dimensional vector space over F. It is well known that
[
m
s
]
q
= (q
m − 1) · · · (qm−s+1 − 1)
(qs − 1) · · · (q − 1) .
Let V1, . . . , Vk be vector spaces with mi = dimVi . For an integer s we denote by
{
m1, . . . ,mk
s
}
q
the number of s-dimensional subspaces Z of V1 ⊕ · · ·⊕Vk such that Z ⊂⊕i∈I Vi for any
proper subset I of {1, . . . , k}. When k = 0, we have { 0}q = 1 and
{
s
}
q
= 0 for s > 0.
Proposition 9.4.
{
m1, . . . ,mk
s
}
q
=
∑
I⊂{1,...,k}
(−1)k−|I |
[∑
i∈I mi
s
]
q
.
Proof.
{
m1, . . . ,mk
s
}
q
=
∑
I⊂{1,...,k}
(−1)k−|I |
∣∣∣∣
{
Z
∣∣Z ⊂⊕
i∈I
Vi, dimZ = s
}∣∣∣∣
=
∑
I⊂{1,...,k}
(−1)k−|I |
[∑
i∈I mi
s
]
q
. 
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[m0][m1, . . . ,mk] =
∑
I,s
{
mi1 , . . . ,mil
s
}
q
s−1∏
ν=0
(
qm0 − qν)
× [m0 +mi1 + · · · + mil − s,mj1 , . . . ,mjk−l ],
where the summation is over pairs (I, s) such that
I ⊂ {1, . . . , k},
0 s, s m0, s 
∑
i∈I
mi,
and we write I = {i1, . . . , il}, {1, . . . , k} − I = {j1, . . . , jk−l}.
Proof. Let V0,V1, . . . , Vk be vector spaces with dimVi = mi . Consider the objects V =
(V0), V ′ = (V1, . . . , Vk) of B+. By Proposition 6.2
[V ][V ′] =
∑
σ∈Σ ′
[Wσ ]
in Ω(D+), where Σ ′ = Σ ′(V ,V ′) and (V0, . . . , Vk) → Wσ is a representative covering
for σ ∈ Σ ′. By the bijections of Propositions 9.1(ii) and 9.3 we identify Σ ′ with Ξ . For
σ = (I, Y,Z,α) ∈ Ξ , we may take
Wσ =
(
(V0 ⊕ Vi1 ⊕ · · · ⊕ Vil )/Gr(α),Vj1 , . . . , Vjk−l
)
,
where
I = {i1, . . . , il}, {1, . . . , k} − I = {j1, . . . , jk−l}
and Gr(α) is the graph of α. Therefore
[m0][m1, . . . ,mk] =
∑
(I,Y,Z,α)∈Ξ
[m0 +mi1 + · · · + mil − dimY,mj1, . . . ,mjk−l ]. (1)
Now for fixed I and s we have
∣∣{(Y,Z,α) | (I, Y,Z,α) ∈ Ξ, dimY = s}∣∣
=
∣∣∣∣
{
Z
∣∣Z ⊂⊕
i∈I
Vi, Z ⊂
⊕
i∈I ′
Vi for any I ′  I, dimZ = s
}∣∣∣∣∣∣{g :Fs →V0 | injection}∣∣
=
{
mi1 , . . . ,mil
s
}
q
s−1∏
ν=0
(
qm0 − qν).
Hence (1) results in the asserted formula. 
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[m0][m1, . . . ,mk] =
∑
I,s
1
(q − 1)l
{
mi1, . . . ,mil
s
}
q
s−1∏
ν=0
(
qm0 − qν)
× [m0 +mi1 + · · · +mil − s,mj1 , . . . ,mjk−l ],
where the summation is over pairs (I, s) such that
I ⊂ {1, . . . , k},
0 s, s m0, s 
∑
i∈I
mi,
∑
i∈I
mi − s  dimE
with the notations in the previous proposition.
Proof. Apply the ring homomorphism Ω(D+) → Ω(GL(E),F) of Proposition 8.2 to the
previous formula. 
Proposition 9.7. The ring Ω(D+) is a polynomial ring generated by [m] for all m > 0.
Proof. In the right-hand side of the formula of Proposition 9.5 the coefficient of the term
for (I, s) = (∅,0) is 1. Hence
[m0][m1, . . . ,mk] = [m0,m1, . . . ,mk]
+ (linear combination of [m′1, . . . ,m′l] with l  k).
By iteration we have
[m1] · · · [mk] = [m1, . . . ,mk] +
(
linear combination of
[
m′1, . . . ,m′l
]
with l < k
)
.
Since {[m1, . . . ,mk]} is a basis of Ω(D+), it follows that {[m1] · · · [mk]} is also a basis.
This proves the proposition. 
Similarly
Proposition 9.8. Let q > 2. The abelian group Ω(GL(E),F) has the basis {[m1] · · · [mk] |
k  0,mi > 0,
∑
i mi  dimE}.
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