Abstract. This paper gives examples of ergodic Markov chains produced by MCMC algorithms where the extremal index is zero.
Introduction
The extremal index is quantity which allows one to characterise the relationship between the dependence structure of strictly stationary sequence and their extremal behaviour. The extremal index 6 belongs to the interval [0,1]. The case 0 = 0 is somewhat pathological.
In the past, interest in the case where the extremal index is equal to zero has been limited to a more theoretical and academic discussion. Recently have proved that extremal index of the random walk Metropolis (RWM) algorithm on standard Cauchy density is equal to zero. This paper shows that in this case the extremal index equals to zero for each density which has a heavy -tailed not only for Cauchy density.
We begin from defining some necessary notions. Let {X n , n > 1} be a sequence of random variables. 
<i<n
In definition of the extremal index nothing is said about the kind of dependence of sequence {X n }. However extremal indexes are usually investigated for stationary sequences {X n }, which satisfy the mixing condition D(u n ) ( [3] ). 1991 
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Markov Chains with extremal index zero
Consider the random walk Metropolis (RWM) defined as: Suppose that IT is a density function, with respect to some reference measure on some space X. In this case, the idea is to construct a Markov chain update to generate XT+1 given XT, such that IT is a stationary distribution for the chain, i.e. if Xt has density 7r , then so will Xt+i.
Let Un be independent identically distributed (i.i. Proofs of these results can be found in [5] .
Hence, the RWM process {Xn} with a density function TT is stationary. In this paragraph we assume that L(x) = K = const. This kind of heavy-tailed distributions is called Pareto-like distribution.
THEOREM 2.1. Consider {Xn} the random walk induced by the Metropolis algorithm on a density n of Pareto-like distributions with a <2. Then, the extremal index of the chain is zero (6 = 0).
We will need some auxiliary results and definitions to prove this theorem. The following theorem comes from Gut's article (see in [2] 
with {5n} a random walk with increments {Un} i.i.d. Uniform (-6,0) . Proofs of these results can be found in [7] .
Proof of Theorem 2.1. We need to prove conditions (i) and (ii) in Definition 1.1.
Let un = " • Then, under stationarity condition (i) in Definition 1.1.
is satisfied. It follows from fact that 1 - Therefore, from (2) we deduce P[M n > «] -> 0. Hence, we can say that condition (ii) in Definition 1.1 is satisfied with 6 -0.
We have proved that the RWM algorithm on a density 7r of Pareto -like distribution has extremal index equal to zero.
Some important examples of sequences of random variables which create Markov chain induced by the RWM with extremal index equal to zero, are chains with stationary distribution: 2) Pareto distribution with density , a+l , X > c, 0 < a < 2, c > 0.
