Has greater turbulence among firms fueled rising wage instability in the U.S.? We find strong support for the hypothesis that rising turbulence in the sales of large publiclytraded U.S. firms over the past three decades has raised their workers' high-frequency wage volatility. Through controls and instrumental variable probes, we rule out straightforward compositional churning as an explanation for the link between firm sales and wage volatility. We also observe that the relationship between sales and wage volatility at the firm level is stronger since 1980, is present only in large companies and is stronger in services than in manufacturing companies.
upward trend in individual earnings volatility is much larger for workers of big publicly-traded companies than for workers of small privately-held companies.
Second, we explore whether the relationship between firm and wage volatility has changed over time. We find that it has become significantly steeper since 1980. We interpret this as reflecting the adoption of bonuses in the compensation of workers and the virtual elimination of piece-wise compensation schemes. This change in compensation practices may be a consequence of the shift in the composition of jobs towards occupations where the worker's individual output is harder to monitor. To align the workers and the firm's incentives the only feasible schemes are those that condition the workers compensation on the firm's aggregate performance.
Finally, we explore whether there is some cross-sectoral variation in the relationship between firm and wage volatility. We find that this relationship is steeper in services than in manufacturing. This finding provides some support to the hypothesis that the increase in the firm's risk transferred to workers since 1980 is in part due to the fact that new jobs are more like 'service jobs'.
The structure of this paper is as follows. Section 2 describes the datasets and measures of volatility. Section 3 documents recent trends in volatility in wages and firm performance in the PSID and COMPUSTAT. Section 4 presents the empirical analysis of the link between firm performance and wage volatility. Section 5 discusses the results further, and Section 6 concludes.
Measures and data
Before conducting the empirical analysis we discuss the measures of volatility and the data we use.
Measures of volatility
Our analysis focuses on the volatility of three variables:
log annual earnings of a worker, log average wage paid in a firm, and log real sales in a firm. 5 The first two measure wage turbulence, while the third measures firm turbulence. We measure the volatility of each variable as the variance over a rolling window of a specified number of years. This measure removes individual or firmspecific averages. Therefore, its evolution over time controls for major compositional biases. Applied to wages, this timeseries variance captures what Gottschalk and Moffitt (GM) call the transitory component of wage inequality-the variance in the deviations of a worker's log earnings over a given time interval.
The specification of the length of rolling windows is important for volatility analysis. We choose a length of 10 years in order to maintain comparability with the 9-year windows used by Gottschalk and Moffitt while also preserving the ability to examine the higher frequency volatility. Formally, our basic measure of the transitory variance for the log of variable x for cell i in (the interval centered around) year t is defined as follows:
tÀ5 , where V[{ Á }] denotes the variance of the elements in { Á }.
The 10-year transitory variance can be decomposed into two ''very transitory'' variances and a ''persistent'' component. The very transitory variance measures the fluctuations in the relevant variable over 5-year intervals. This high-frequency volatility is the main focus of this paper. Formally it is defined as
What we call the ''persistent'' component of transitory variance captures lower frequency variation and is computed as the variance of two consecutive non-overlapping 5-year averages of the relevant variable. Formally, it is defined as Then, the transitory variance over a 10-year period (close to GM) can be decomposed into the very transitory variances of the two non-overlapping intervals and the persistent variance as follows:
To aggregate individual variances across individuals in a given year, we compute the average of the individual measures of volatility. For firms, we aggregate them by running weighted regressions on a set of year dummies. As weights we use the share of employment in the firm in total employment.
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5 We have also checked the robustness of our results to using the profit to sales ratio as a measure of the firm performance.
Starting in 1997, the PSID switched from annual to biennial data collection. As a consequence, in order to extend the study beyond the early 1990s, we adopt a methodology which calculates each of the three volatility measures in the interval centered on year t as the variance of every other year of data. The very transitory volatility in year t using this ''skipping years'' methodology, for example, is the variance of the log real wage in years tÀ2, t, and t+2. Formally, the very transitory volatility using the skipping years method for the log of variable x for cell i in year t can be defined as: V S lxit ¼ V½flnðx it Þg j ; j ¼ ft À 2; t; t þ 2Þ. The calculations using both methodologies are listed in the appendix, and our results are robust to the type of methodology employed.
Data
The two data sources we use are compared in Table 1 . The Panel Study of Income Dynamics (PSID) and COMPUSTAT are well-studied, long-lived panels of individual and firm-level data, respectively. Note that for each wage series we convert to real wages using the PCE deflator.
The PSID collects annual data for members in a panel of families. As is typical for wage studies using the PSID, we restrict our sample to heads of households because information on earnings is most consistent and complete for this group. 6 To focus on the effects of firm volatility on wages for incumbent workers, we also present results for a sample restricted to job-stayers, workers who have not changed employers over the period. In the PSID, wages are self-reported earnings from the primary job, divided by hours worked. Fringe benefits are not included. PSID wage data are very noisy; a high incidence of error in self-reported earnings and hours generates considerable spurious transitory variation. However, there is no reason to think that there is any trend in this noise. COMPUSTAT is compiled by Standard & Poor from annual corporate reports of publicly-traded companies, augmented by other sources as needed. The variables used in this analysis are annual employment, sales, and wage bill. Employment is the sum of all workers in the firm including all part-time and seasonal employees, and all employees of both domestic and foreign consolidated subsidiaries. Our key variable, the wage bill, includes all wage and benefits costs to the company for all employees. We have over 50,000 firm-year observations in COMPUSTAT for the wage bill and between 5 and 6 times more for employment and sales. These should suffice to explore the trends in firm volatility for publicly-traded companies and the relationship between firm performance volatility and the volatility of average firm-level wages.
Trends in wage and firm volatility
Our first tests of the hypothesis set the stage for the remainder of the study by documenting the recent rise in wage volatility.
Individual wage volatility trends in the PSID
This section broadens the evidence on the rise in transitory volatility among individuals' earnings by extending the time period and the workers covered and by focusing on workers who do not change jobs. These extensions form the first tests of our hypothesis, which predicts that wage volatility continued to rise after 1989, and that this trend applies to workers who did not change employers and is not restricted to white males. For comparability with previous studies on firm volatility, we compute volatility measures using both the log-levels and the growth rates of real earnings. We find that the upward trend in transitory earnings volatility is quite robust to variants in methodology. The complete results of these calculations are presented in Appendix Tables A1, A3, A5, and A7 . Also, Figs. 1-3 show the plots of the three volatility measures for various groups. First we repeat the GM exercise in a way as comparable as possible to our analysis of COMPUSTAT. One adjustment concerns the GM control for age of workers. The subsequent effects of age on earnings are highly non-linear, so changes in the age structure of a workforce could alter the volatility of wages even if wage-setting regimes remain unchanged. To control for changes in the age composition of the sample, GM filter the log of earnings with a quartic in age prior to computing their volatility measures. Specifically, GM estimates two quartic regressions, one prior to 1980 and one after 1970. We employ a similar but more flexible methodology in which we estimate a different age profile for each year.
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An additional adjustment we make is to incorporate demographic weights. Given the oversampling of poor households and non-random attrition from the program, the PSID sample is not representative of the U.S. workforce. We correct for these biases by using the demographic weights provided by the PSID. Table 3 reports the average transitory volatility of earnings of white male heads of households in several nonoverlapping 5-year periods. Table 3a reports results using the skipping years methodology, while Table 3b reports results using annual data. For brevity, we will discuss Table 3a ; however, the results are robust to the methodology.
The first five rows of Table 3a report the variance of log real annual transitory earnings over the five non-overlapping periods. The sixth row contains the increment in the variance of transitory earnings from the first period (1972) (1973) (1974) (1975) (1976) to the last period (1995) (1996) (1997) (1998) (1999) , and the last row reports the percentage change from the first to the last period.
There are two important observations. First, the volatility of transitory earnings of white males rose substantially over 10-year periods when extended beyond the GM time frame. This rise of 5.4 percentage points represents an increase of 67 percent in the variance of log wages. Second, the rise in transitory earnings volatility for white male heads of household who did not change employers during the period is similar in magnitude to the increase for the sample that includes job switchers and represents a larger percent increase.
Next, we split the 10-year measures shown in Table 3 into their very transitory and persistent components (as described in the previous section) to determine their separate influences. For brevity we restrict our attention to measures calculated using the skipping years methodology.
The first five rows of Table 2a report the average variance of very transitory earnings in the five non-overlapping 5-year periods. The periods are the same as Table 3a ; the first is 1972-1976 and the fifth is 1995-1999. The average variance of very transitory real earnings increased by 6 percentage points for white male heads of households and by 4.8 percentage points for white male heads of household who did not change jobs, representing an increase of 81 percent and 96 percent, respectively. Table 4a reports for all white male heads of household is 1.4 percentage points (a 30 percent increase), while for job-stayers the variance of the persistent component of earnings increased by 0.7 percentage points (a 17 percent increase).
We lose the convenient additive property among the three volatility measures when we employ the skipping years volatility. However, Tables 2b, 3b , and 4b report the results using annual data, where the additive property holds. Using these results, we find that both the very transitory and the more persistent component of earnings changes are important for explaining the increase in the variance of transitory real earnings. Forty-five percent to 60 percent of the increase in the variance of transitory real earnings of white males over 10-year periods is due to the increase in the average variance of very transitory earnings, with the remainder due to increased in variation of the persistent component of real earnings. For the subgroup who did not change jobs, the share of transitory earnings variance attributable to the very transitory earnings variance ranges from 35 to 70 percent.
The GM exercise focuses on white males, in contrast to the COMPUSTAT data, which cover firms and occupations with no demographic limitations. Thus, we extend the analysis of volatility trends to all heads of households in Tables 2a, 3a , and 4a using the skipping years methodology. Results are similar using annual data, and are reported in Tables 2b, 3b , and 4b. We discuss the results using the skipping years method. Table 2a show that, for all groups, the increase in the variance of very transitory real earnings is largely monotonic until the last 5-year period, where it falls slightly. For workers who did not change jobs, there was a pause in the upward trend of Tables 4a and 4b report the 5-year increments for the persistent component of earnings volatility. Using the skipping years methodology, we were able to calculate the persistent component from 1974 to 1991, and for 1993 and 1995. The change between the first 5-year period (1972) (1973) (1974) (1975) (1976) and 1995 was 5.9 percent for all heads of households and À5.4 percent for those heads of households who did not change jobs. However, the percent change from the first period to the mean of the last period for which we have more than one value (1990) (1991) (1992) (1993) (1994) shows an increase of about 25 percent for all heads and of 8.3 percent for all heads who stayed in their jobs. The result of a positive increase in the persistent component is also shown using annual data in Table 4b . We conclude that the rise in the volatility of earnings of individuals persisted into the 1990s, applies to job-stayers and workers other than white males, and is robust to various methods of calculation. Furthermore, the very transitory and more persistent components both play a role in the rise of wage volatility.

Firm volatility trends in COMPUSTAT
Have transitory variations in firms' average wages trended up along with other measures of firm volatility? The affirmative answer to this question provides support for the hypothesis presented in this paper. Comin and Mulani (2006) find that the average firm's sales have become increasingly volatile in the 50 years since the end of WWII, even as the aggregate economy has become more stable. More specifically, for each firm in COMPUSTAT, Comin and Mulani (2006) compute the standard deviation of the firm's annual growth rate of real sales over a rolling window. Then the average firm volatility in a year is computed as the average of the individual firms' volatilities in a given year.
The upward trend in firm volatility is robust to controlling for mergers and acquisitions, to weighting the firms' volatility measures by their share in total sales, to computing the median firm volatility instead of the average (Comin and Philippon, 2005) , to removing the effect of age and size on the firm volatility measure before aggregating it, to including firm-specific fixed or cohort effects, and to allowing for size-and age-specific cohort effects (Comin and Mulani, 2006) . 7 The magnitude of the increment in volatility is quite robust to almost all of these variations.
Since we cannot present the evolution of the volatility of performance for the firms in COMPUSTAT for all these variations, we report here two representative aggregation schemes. Aggregation method 1 results from regressing the volatility measure on the log age-measured by the years since the firm first appears in COMPUSTAT-the log of real sales and a full set of year dummies weighting each observation by the employment in the firm in the year. The evolution of the volatility measure is given by the coefficients on the year fixed effects. Aggregation method 2 further controls for compositional change by including (in addition to the age and size controls) a firm fixed effect. When computing the effect of firm volatility on wage volatility in Section 5, we will use the evolution of firm from aggregation method 2 since the regressions that estimate the relationship between firm and wage volatility will include firm-level fixed effects. Table 5 reports levels of these measures of volatility at the beginning, middle, and end of the covered period. Panel A reports the measures aggregated according to the first method (i.e. without firm fixed effects) and Panel B reports the results when aggregated according to the second (i.e. with firm fixed effects).
Between 1972 and 1999 the very transitory, persistent and transitory variances of real sales show a steep upward trend. The very transitory volatility of sales computed with method 1 has increased, respectively, by 7.4 and 6.3 percentage points. Persistent volatility measures have also increased. In particular, the persistent volatility of real sales increased by 8.3 percentage points between 1974 and 1997. Similarly, the transitory (i.e. over a 10-year window) volatility of real sales between 1974 and 1997 has increased by 13.5 percentage points. This steep trend in volatility is completely robust to removing firm heterogeneity with firm-level fixed effects. If anything, it has become steeper using our second aggregation scheme. As shown in Panel B of Table 5 , the very transitory volatility of sales increases 21 percentage points while persistent volatility increases by 28 percentage points, while transitory volatility increases by 43 percentage points, respectively. COMPUSTAT's information on the total wage bill of firms allows us to construct a series of the average wages paid by firms. Table 5 tracks the evolution of the very transitory, persistent and transitory variances of the firm-level average wage in the COMPUSTAT sample. The volatility of firms' average wages has increased. The magnitude of this increase is smaller than for real sales. This contrast is at least partly due to respondent bias. Many firms (over 80 percent) do not report their wage bill in COMPUSTAT, and those who do report tend to have experienced smaller increases in the volatility of their sales than non-reporters. Despite this bias, very transitory wage volatility between 1972 and 1999 has increased by 1.3 or 2.1 percentage points depending on whether we use aggregation methods 1 or 2. Persistent wage volatility has increased by less than 1 percentage point between 1974 and 1997, and transitory wage volatility has increased by 1.7 or 1.1 percentage points depending on the aggregation method.
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Thus, since 1970 both the variance of individual worker real earnings documented in the PSID and the variance of the average real wages at the firm level in COMPUSTAT have increased. Applied to the decomposition of the variance of individual earnings in (1), that means that both the left-hand side term and the first term on the right-hand side have increased.
Comparison of trends in firm average wage volatility in COMPUSTAT with individual wage volatility in the PSID
What fraction of the increase in the variance of individual earnings can be attributed to the increase in the variance of the average wage paid by firms?
To answer this question, we decompose a worker's (log) real wage (lw it ) as follows:
where lw f ðiÞt denotes the average wage paid in worker i's firm. The second term is the individual's idiosyncratic wage change within the firm. Individual wage volatility (V lwit ) is equal to
where the first term in the right-hand side, V lwf ðiÞt , is the variance of the average wage volatility at the firm level and Cov(x,y) denotes the covariance between x and y. Averaging across all the individuals, the average individual wage volatility is equal to
where the covariance term drops because the two arguments are orthogonal within any given firm. It follows from (2) that, in order to answer the question posed above, we need to compute the increment in the volatility of the average wage at the firm level, weighted by firm employment share.
One important issue in this calculation is whether the increment in the average weighted firm volatility in COMPUSTAT is an accurate estimate of the increment in the average weighted firm volatility in the U.S. economy. There are two reasons to be cautious. First, as argued above, the firms that report the wage bill in COMPUSTAT do not experience increases in sales volatility as steep as the representative traded firm. We deal with that by estimating first the relationship between firm volatility and average wage volatility and then using this elasticity and the evolution of firm volatility in COMPUSTAT to predict the increment in average wage volatility for the publicly-traded companies. A second reason for caution is the different evolution in the volatility of privately-held companies (Davis et al., 2007) . We will address this in more detail below by splitting the COMPUSTAT sample between small (i.e. fewer than 250 employees) and large firms.
Despite those concerns, it is still informative to compare the trend in the volatility of the average wage paid in the COMPUSTAT firms with the average individual wage volatility in the PSID. The two samples overlap between 1970 and 2001 . Between 1972 and 1999 , the very transitory variance of real earnings for workers that did not change jobs in the PSID has increased by 5.7 percentage points, while between 1974 and 1995, their persistent variance has not increased and the transitory variance has increased by 3.9 percentage points.
Between 1972 and 1999, the very transitory variance of the firm-level average real wage in COMPUSTAT aggregated using method 1 increased by 1.4 percentage points, while using method 2 it increased by 2.1 percentage points. The annual increment in the very transitory volatility of the average wage paid in the firm is between half and one tenth of a percentage point.
We can conduct a similar computation to assess the relevance of the evolution of the between firm effects in the increment by 2 percentage points in the persistent variance of individuals' earnings in the PSID. In particular, the persistent variance of the firm-level average wage using the first aggregation method has increased by 0.06 percentage points between 1974 and 1997, while using the second aggregation method it increased by six tenths of 1 percentage point.
These aggregate time-series trends provide some suggestive evidence that, specially, the increase in very transitory average wage volatility can be an important driver of the increase in transitory wage inequality documented by Gottschalk and Moffitt (1994) . Next, we use panel evidence to evaluate more seriously the hypothesis that earnings volatility this is driven by higher firm instability.
Determinants of wage volatility in firms
In this section, we explore whether firms that experienced a rise in sales volatility raised the volatility of the wages they paid to their workers. We first investigate whether wages are related to firm's sales using specifications in levels. Second, we turn to specifications in variances, which allows us to add further controls for omitted variables and explore the frequency at which relationship holds, After that, we test our hypothesis separately for measures of very transitory volatility and more, persistent volatility.
Determinants of firm-level average wage volatility-level regressions
If firm and wage volatility are related because wages respond to firm performance, we can assess the importance of firm volatility in the increase in earnings volatility by deriving an elasticity from the estimate of the relationship in levels between sales and average wages at the firm level. Though this approach is subject to several caveats that we describe later, we still find instructive to initiate our exploration showing these results. To this end we estimate regression (3)
where lw ft denotes the log of the average wage paid in firm f ls ft denotes the log of real sales and X ft is a set of controls that includes the log of the number of employees, year dummies and may include the log of the age of the firm. The observations are weighted by the number of employees.
The second column of Table 6 reports the estimates from this regression. They show that an increase in real sales of 1 percentage point is associated with an increase in the average wage of about 0.73 percent. The third column reports the results after including firm fixed effects. These capture persistent differences in average wage across firms (Groshen, 1991b) . Controlling for them does not reduce the association between wages and sales noticeably. The elasticity remains approximately 0.6 and is still highly significant.
These estimates of b imply that a 1 percent increase in the variance of real sales is associated with an increase in the variance of the log average wage of approximately 0.36 percentage points.
This approach to estimating the elasticity between firm and wage volatility has some limitations compared to regression in variances. First, the economic mechanisms by which controls should enter in the regression in levels and in variances may be different. For example, a larger number of employees may allow firms to reduce use of overtime to meet demand fluctuations and hence may reduce the variability of the average wage per worker. This effect, however, may not show up on the level regression. Second, in a similar vein, it may be difficult to control for compositional change in level regressions since we cannot use changes in levels to control for compositional change. Third, level regressions do not provide any information about the frequency at which firm and wage volatility are related. For these reasons the rest of the paper uses regressions in variances. Table 6 Relationship between (log) average wage and (log) real sales at the firm level in COMPUSTAT. 
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Determinants of transitory volatility of firm-level average wages-variance regressions
We next turn to exploring whether COMPUSTAT firms pay more volatile average wages when they experience more turbulence. To this end, we estimate the following regression:
where V lsft is the very transitory variance of sales in firm f between tÀ2 and t+2, V lwft is the variance of log (real wages) in firm f during the same 5-year interval, X ft is a vector of other controls, and e ft is a potentially serially-correlated error term.
To obtain an unbiased estimator of the standard errors of the estimates in the presence of auto-correlated errors, we use the Newey-West estimator with autocorrelation for up to 5 lags. Regression 3 is run weighting each observation by their share in total employment. Table 7 reports the estimates for various specifications.
The first column of Table 7 reports the coefficient on sales volatility for the weighted and unweighted regressions. Very transitory volatility of the average wage paid in the firm rises strongly and significantly with the very transitory firm volatility of sales.
This positive association persists with the addition of several relevant controls, as shown in column 2. First, we follow Comin and Mulani (2006) in recognizing that size may have an effect on firm volatility. Consistent with their findings, we observe that log sales is negatively related to the variance of the average wage; large firms show less wage volatility. Second, we also allow for log wage to have an effect on the volatility of wages. This effect is negative and statistically significant; high-wage firms have less volatile wages. Third, we control for the log of the firm's age measured by the years since it first appeared in the COMPUSTAT sample. We find that younger firms pay more volatile average wages. However, neither of these latter effects diminishes the coefficient on firm volatility.
The upward trend observed in both sales and wage volatility invites us to add time trends and year fixed effects to show that the positive association between wage and sales volatility is not driven by a spurious correlation. Columns 3 and 4 in Table 7 show that the strength and statistical significance of this association is unaffected by adding a time trend or time dummies.
One interesting question is whether the observed association between wage and firm volatility is driven by industryspecific shocks. Columns 5 of Table 7 test this hypothesis by including 3-digit sector-specific year fixed effects as a control. This does not reduce the observed relationship between wage and firm volatility. Notes: Robust standard errors (in parentheses). All regressions are weighted by employment share. Very transitory volatility is measured by the variance of 5 consecutive log sales or log average wage both at the firm level.
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Compositional change controls-variance regressions
One important concern, at this point, is whether the observed relationship between wage and firm volatility is driven by compositional changes that are correlated to firm performance. There are two forms of potential compositional change that we need to deal with: across firms and within firms.
Suppose that more volatile firms pay more volatile wages, but when a firm's performance becomes more volatile the firm does not pay more volatile wages. This difference between firms would yield positive estimates of b. Further, changes in the composition of COMPUSTAT towards more volatile firms could produce the observed upward trends in firm and wage volatility. By contrast, in our hypothesis, the positive estimate of b results from the within firm co-movement between wage and employment volatility, changes in the distribution of aggregate employment across firms should not play a major role in the increase in wage volatility. That is, the increase in turbulence experienced by the median firm would drive the increase in transitory wage volatility.
To test whether the positive relation between wage and employment volatility results from the differences among or within firms, we introduce firm-specific fixed effects in our regression
Remarkably, introducing firm-specific fixed effects does not affect the significance or size of the association between firm volatility and the volatility of the average wage at the firm level (see columns 6 and 7 of Table 7 ). Thus, we conclude that this association is driven predominantly by within firm co-movements between wage and employment volatility and that the association between wage and firm volatility is driven by within firm dynamics.
A second compositional explanation for the positive association between firm and wage volatility is that firms which experience more sales turbulence also hire and fire workers, or open and close establishments, or buy and sell subsidiaries more frequently-and that, as a result of high job churning, their wage volatility is higher. This explanation is closely related to Violante (2002) and to Manovski and Kambourov (2004) . However, this argument faces the problem that the increase in transitory wage volatility (and its components) in the PSID is the same for those workers that stayed in the same job as for those who changed jobs during the 5-year period.
8 Therefore, it seems likely that the main force driving the increase in transitory wage volatility operates within the job.
In any case, we would like to assess whether the estimates of b reflect the association between firm turbulence and the volatility of earnings of individual workers or firm turbulence and changes in the composition of the workforce in the firm.
To explore the importance of this source of compositional change, we include two additional controls in regression (5). The first addition is the growth rate of employment over the 5-year window used to compute the very transitory volatility. This controls the changes in the composition of employment at the firm level that affect firm size. The second addition is the growth rate of the average wage in the firm over the 5-year window. This controls for changes in the composition of the workforce in the firm that affect the average wage. Such changes include, for example, changes in the average skill and/or experience of workers. Columns 8 and 9 in Table 7 report the results from this exercise. As one might expect, wage volatility is higher in firms that downsize their workforce. This effect, however, is not significant at standard confidence levels. Similarly, the change in the average wage over the 5-year interval does not have a significant effect on wage volatility. Interestingly, controlling for changes in firm size or in the average wage does not affect the magnitude or significance of the association between wage and firm volatility. The relationship between wage turbulence and firm turbulence is, thus, unaffected by the controls for compositional change in the workforce.
Instrumental variables-variance regressions
Two more alternatives to the hypothesis advanced here for the correlation between firm and earnings volatility are reverse causality (i.e., higher earnings volatility caused greater firm instability) and omitted variable bias (i.e., another factor raised both sorts of turbulence).
As the introduction notes, it is very unlikely that causation runs from wage to firm volatility for four reasons. First, labor demand is derived from product demand. Second, the workers in a firm constitute a negligible share of the total demand they face. Third, pure labor supply fluctuations operate at lower frequencies and, since they are aggregate, are taken care of by the time dummies. Interestingly, time dummies do not affect the estimated relationship between firm and wage volatility. A final more interesting channel by which wage fluctuations may affect firm volatility comes from efficiency wage theory. According to this theory, fluctuations in the worker's wage relative to the market wage may affect the effort exerted by the worker and therefore the firm performance. However, this channel is unlikely to be important because, given the importance of the firm-level fixed effects in wages (Groshen, 1991b) , the relative position of the firm wages is unlikely to vary much at the high frequencies studied in this paper.
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8 That fact was first noted by Gottschalk and Moffit (1994) .
A second source of concern is omitted variable bias. That is, the positive association found between firm and earnings volatility could be due to a third omitted variable that is correlated with both wage and firm volatility and that drives the increase in the volatility of firm performance and worker's compensation.
We are unaware of any such omitted influence and many of our probes rule out variants of this alternative hypothesis, so we consider it unlikely. First, the positive association between firm and wage volatility is robust to the inclusion of firm fixed effects. Thus, the relationship is not driven by omitted variables that are roughly constant for firms. This rules out large classes of possible omitted variables, including persistent differences in compensation schemes across firms that are correlated with their volatility and persistent cross-sectional variation in the occupational composition of firms.
Similarly, the robustness of our estimates to the inclusion of year fixed effects implies that the positive association between firm and wage volatility is not driven by aggregate or regional shocks that affect simultaneously the volatility of wages and firm performance.
To further discard the possibility that our estimates of b are the result of omitted variable bias or compositional change we proceed to instrumenting firm volatility. To find these instruments we borrow from the firm volatility literature, which has identified some determinants of volatility (Comin and Philippon, 2005; Mulani, 2005, 2006) . In particular we consider two IVs: lagged volatility and lagged expenditures in R&D at the firm divided by sales. Lagged firm volatility is correlated with current volatility because there is mean reversion in volatility. Lagged R&D expenditures predict current volatility because R&D may open new growth possibilities for the firm. These possibilities may materialize and over a period there may cause turbulence in the firm performance.
In the first stage, we regress current firm volatility on firm volatility 3 years ago, R&D intensity at the firm 4 years ago and the controls we have used in (5). The first two columns in Table 8 report these results. The difference between these two columns is that in column 2 we include as an additional control the average profit rate over the 5-year period over which current volatility is computed. The main observation from the first stage regression is that the instruments are jointly and individually significant.
A priori, there is no reason why our two instruments should be correlated with the error term. We do not believe that they should be correlated with average firm performance over the 5-year volatility window. Nevertheless, we check below for robustness of the instrumented effect to controlling for the firm's average profit rate over this period. Similarly, there is no obvious reason why lagged firm volatility or lagged R&D intensity should affect current wage volatility apart from the effect they have on current volatility.
Instrumented firm volatility has a significant effect on wage volatility in both specifications, as shown in columns 3 and 4 of Table 8 . Interestingly, the magnitude of the effect of firm volatility on wage volatility (approximately 0.25) is virtually the same as in the non-instrumented regressions. Given the less than perfect fit in the first stage regression, one interpretation of this finding is that firm volatility is not endogenous, as the non-instrumented regressions assumed. Note: Standard errors (in parenthesis) are robust. All regressions include firm fixed effects and a time trend. Observations are weighted by employment share. Very transitory volatility is measured by the variance of 5 consecutive log sales or log average wage both at the firm level.
Determinants of persistent volatility of firm-level average wages-variance regressions
Of course, the relationship between firm and wage volatility may also operate at lower frequencies. To explore whether this is true we use the measures of persistent volatility defined above. Specifically, we run the following regression Table 9 reports the estimates of the parameters in Eq. (5). For brevity we include from the beginning the baseline set of controls and find in column 1 that there is a positive association between persistent sales volatility and persistent average wage volatility. In column 2, we observe that this association is robust to including year fixed effects and to controlling for the growth rate of sales and employment over the 10-year window over which persistent volatility is computed. As for the above relationship for transitory volatility, this shows that the association between wage and firm volatility does not reflect the omission of changes in the composition of the workforce in the firm. The last column of Table 9 shows that the association between firm and wage persistent volatility takes place firms rather than across them.
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The first two columns of Table 10 show the robustness of these findings to instrumenting persistent sales volatility with lagged (5-year) persistent volatility. The strong mean reversion in persistent volatility (shown in the first column) allows us to use lagged volatility to obtain variation in current persistent volatility. As with transitory volatility, we do not believe that the variation induced by lagged persistent volatility is driven by other variables that affect directly current persistent wage volatility. This is specially the case given the large set of controls for current state of the firm. (We also experimented with controlling for lagged measures of firm performance and find that the results are robust to such controls. This provides further proof, in our view, of the exogeneity of the variation induced by 5-year lagged persistent sales volatility.)
Beyond the statistical significance of the association between wage and sales persistent volatility, one interesting finding from Tables 9 and 10 is that the magnitude of this association is approximately one fifth of the size of the association we see between transitory volatilities. This is not surprising. Even though short-run firm conditions strongly affect wages paid in firms, in the medium term, firms can adjust along other margins, so wages tend to be more determined by market (rather than firm) conditions.
Accounting for the role of firm turbulence in increased wage turbulence
Next we continue to explore the importance of firm-specific turbulence as an explanation for higher earnings volatility experienced by workers. In particular, we investigate whether the slope of the relationship between firm and wage volatility has changed over time, and whether it varies by firm size and by sector. We conclude by taking stock of our findings and computing the increment in earnings volatility due to firm-specific factors.
Changes in the slope?
Have firms increased the loading of their workers in the firm performance recently? To explore this possibility, we reestimate our regressions splitting the dataset in two samples, before and after 1980. The first two columns of Table 11 report the results from estimating these two regressions for the instrumented very transitory volatility measures. The results are striking. The coefficient before 1980 was an insignificant 4 percent, while after 1980 it was a significant 26 percent. So, the effect of very transitory firm volatility on very transitory wage volatility seems to be a phenomenon that virtually started in the 1980s. Columns 3 and 4 of Table 10 show, however, that there has been no significant increase in the effect of persistent firm volatility on persistent wage volatility.
Why have firms adopted compensation schemes that are more loaded on firm performance? Answering this question goes beyond the scope of this paper but we feel compelled to speculate. One possibility is that the new jobs created as a result of the adoption of computers and the expansion of the service economy are harder to monitor. Hence, it was not possible to condition the worker on his individual performance to align the workers' incentives with firm goals. The second best option is to condition the compensation on the only observable, that is, firm performance.
The latter part of the 20th century saw a decline in the prevalence of piece-rate compensation, while bonuses have become much more common (Milkovich and Stevens, 1999; Levine et al., 2002) . We shall show below some more quantitative evidence in support of this story when exploring the sectoral variation in the relationship between firm and wage volatility.
In another story, factors such as declining unionism and real value of the minimum wage in the U.S. (Freeman 2008) , have led some observers (Gali and Van Rens, 2008) to argue that U.S. labor markets have moved closer to a spot market since around 1980, and away from arrangements where firms sheltered workers from aggregate fluctuations. Note that this hypothesis, would not deliver a priori the findings of this paper because movement towards a spot labor market would weaken the connection between firm volatility and wage volatility rather than strengthen it, as has occurred in the U.S. publicly-traded companies since 1980.
Differences between large and small firms
Do we observe any variation in the relationship between firm and wage volatility across firm size? To answer this question we re-estimate our baseline regressions splitting the COMPUSTAT sample into large and small firms, using 250 employees as the threshold. Since COMPUSTAT over-represents large companies the subsample of over 250 employees will be much larger than the subsample of less than 250 employees, but we will still be able to compare the point estimates.
Columns 3 and 4 of Table 11 report the estimates for the instrumented transitory volatility measures. We find a sharp contrast in the effects of transitory firm volatility on wage volatility for big and small firms. While for big firms there is a significant effect (comparable to the effect reported in the previous analysis), for small firms there is virtually no effect of Note: Standard errors (in parenthesis) are robust. All regressions include firm fixed effects and a time trend and are weighted by employment share. Instruments are 3-year lagged very transitory volatility of log real sales and 4-year lagged R&D intensity. Transitory volatility is measured by the variance over five consecutive annual observations. firm volatility on wage volatility. Given the small subsample of small firms we also report in columns 5 and 6 the results for regressions where firm volatility is not instrumented. These are basically the same as those for the instrumented regressions. Columns 5 and 6 of Table 10 show that there is no significant difference in the effect of persistent firm volatility on the persistent volatility of wages between big and small firms. These findings are significant in the light of the conclusion reached by Davis et al. (2007) that privately-held firms have become less volatile since the mid 1970s. Since privately-held companies are much smaller than publicly-traded ones, it seems reasonable to think of the relationship between firm and wage volatility for privately-held firms as similar to the relationship found in COMPUSTAT for small firms. Hence, the picture that emerges is that large companies became more volatile and found it optimal to pass along some of this greater turbulence to their employees in the form of more volatile earnings. Small firms may have experienced a decline in volatility, but, since they have not found it optimal to link their wages so tightly to firm performance, their employees' wages have not become more stable.
Why have only large companies passed on their turbulence to their workers in the form of more volatile wages? This finding may seem surprising at first. According to agency theories of compensation (e.g., Holmstrom, 1982) , the optimal compensation of a worker has a loading of b40 in the worker's signal and a loading of d on the firm's signal, with 04d4Àb. For larger firms, the firm-level signal is less noisy and therefore the loading d becomes closer to Àb, reducing the dependence of the average wage in the company on the firm's performance.
A more promising avenue of future research may reside in thinking of big firms as monopolists in the labor markets where they operate. In such environments it may be possible to write models where the wages these firms pay vary with the product demand conditions they experience. Small firms, in contrast, are price takers in the labor markets. Therefore, the wages they pay do not vary with firm conditions but are determined by aggregate factors.
Differences across sectors
Finally, we explore whether the link between sales volatility and wage volatility at the firm level is stronger or weaker in manufacturing than in non-manufacturing sectors. Columns 7 and 8 of Table 11 report the estimates for both sub-samples after instrumenting very transitory volatility and columns 9 and 10 report the estimates without instrumentation. The main finding is that the slope of the relationship between firm and wage volatility is steeper in non-manufacturing firms than in manufacturing firms. The slope is not significant in the non-manufacturing subsample due to the reduction in the sample size due to the use of R&D intensity as instrument. The point estimate, however, is very large (0.58). When we do not instrument we find a significantly larger estimate in the non-manufacturing subsample.
As advanced above, the larger effect of firm volatility on wage volatility found in non-manufacturing provides some support to the notion that part of the increase in the coefficient observed since 1980 may be driven by the difficulty to condition the workers' compensation on their own performance inherent in many jobs in the service sector. New jobs created due to the digital revolution are more service-like in their difficulty to observe easily the individual performance of a worker and hence the need to condition of firm-level performance measures to align the incentives of the workers and the company.
Adding up
How much of the increment in earnings volatility can be traced back to firm volatility? To answer this question we offer first a simple calculation based on regressions 5 and 6. Given an estimate for b of 0.25 for the very transitory volatility regressions, and an increment in the very transitory volatility of real sales of 0.21, the increment in the very transitory volatility of average earnings induced by the higher very transitory volatility experienced by firms is of 5.2 percentage points. As shown in the second row of Table 12 , an equivalent calculation shows that 1.1 percentage points of the persistent volatility of the average wage at the firm level are driven by the increment in the persistent volatility of firm-level sales. Hence, the increment in transitory firm volatility (i.e., the sum of very transitory and persistent) has lead to an increase in 6.3 percentage points for the transitory volatility of the earnings of publicly-traded companies.
But this is just part of the story. As firms have increased the leverage of the workers compensation on the firm's performance, firm turbulence has also been increased earnings volatility. Using the estimates of the increment of b from Table 12 Increment in wage volatility at different frequencies due to increment in firm sales volatility.
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Very transitory volatility ( Tables 10 and 11, rows 3 and 4 of Table 12 compute the additional effect that this has on the increment in the volatility of the average wage at very transitory and persistent frequencies. Very transitory volatility of the average wage rate at the firm level increases by 1.2 additional percentage points. While, given the lack of a significant increment in the slope of the relationship between persistent volatility measures, the computation of the increment in persistent wage volatility does not change.
Adding up, we find that the transitory volatility of the average firm-level wages of workers in publicly-traded companies has increased by 7.5 percentage points between 1970 and 1999 due to the turbulence experienced by their firms. This figure is approximately 2.5 times higher than the observed increment in transitory volatility during the same period in the PSID (2.7 percentage points). It is, of course, perfectly plausible that our predicted increase is higher than the observed increase in the PSID. This is the case because COMPUSTAT only covers publicly-traded companies and our best guess for the evolution of the average wage in the non-publicly-traded companies based on the smaller companies in COMPUSTAT is that it has not increased. Hence, firm turbulence seems an important factor towards understanding the evolution of individual workers' earnings volatility.
Conclusion
Our findings suggest that rising turbulence in sales among U.S. firms over the past three decades has raised their workers' wage volatility, increasing wage risks for many workers. The effect is strong and has grown markedly since the 1980s.
Using household panel data in the PSID, GM find that wage volatility has risen substantially for white male workers. We confirm the robustness of this result, focusing on workers who have not changed jobs and extending it to all demographic groups. Using firm data from COMPUSTAT, we find rising volatility of firms' mean wages that mirrors the rise in volatility of firm performance and robust evidence that when firms experience more turbulence they pay more volatile wages.
To ensure that the connection between these two volatilities does not reflect the impact of the impact of compositional changes between or within firms, we turn to additional controls and instrumental variables. The positive impact of firm turbulence on wage volatility is robust to the introduction of these controls both for volatility measures that capture very transitory and more persistent changes.
Our analysis focuses on the impact of this turbulence on wage changes for incumbent workers, not for workers who have changed jobs. However, there are reasons to think that the increase in firm turbulence may also increase risk for workers who switch employers. First, firm turbulence may increase the dispersion of average wages in occupations within a firm or in a given occupation across firms. Second, because of these two forces, firm turbulence may lead to more job turnover. We leave exploration of these hypotheses for future work.
Our findings have important implications for theories of labor markets and optimal wage compensation schemes. Existing models cannot explain all the findings uncovered in this paper. Perfectly competitive labor market models cannot explain the effect of firm volatility on wage volatility. Models of compensation based on agency theory cannot explain the observed larger effect of firm volatility on wage volatility in large than small companies. Finally, models of de-unionization cannot account for the increase in the link between firm and wage volatility observed since 1980.
Finally, from a policy standpoint, these findings highlight a source of increased risk faced by U.S. workers since the 1980s. As they adjust to the decline of defined-benefit pensions, health insurance, social safety net programs, and job security, Americans now find their paychecks tied to increasingly rocky corporate ships. The implications of this heightened risk for financial markets and for social and economic policy, not to mention families and communities, are still unknown.
PSID Appendix. Construction of samples
This document details the steps used to construct the dataset we use to analyze the transitory and persistent volatility of wages (See Appendix Tables A1-A8).
1. The first thing we do is download the data from the PSID family file. All wage data come from the family file except for the years 1994-2001, which come from the Income Plus file. Demographic data are downloaded in order to generate our sample. Weights are also downloaded. Notes: (1) Very transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ2, t, and t+2. (2) Transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ4, tÀ2, t, t+2, and t+4. (3) Persistent earnings volatility in year t equals the variance of two numbers. The first is the average of the age filtered log real wage in years tÀ4, tÀ2, and t. The second is the average of the age filtered log real wage in years t+2, t+4, and t+6.
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Table A4
Number of observations of very transitory (5-year), transitory (10-year) , and persistent volatility measures, log levels and growth rates, white male heads in PSID, skipping years method. Notes: (1) Very transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ2 to t+2. (2) Transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ4 to t+5. (3) Persistent earnings volatility in year t equals the variance of two numbers. The first is the average of the age filtered log real wage in years tÀ5 to tÀ1. The second is the average of the age filtered log real wage in years t to t+4. 94  2062  1473  0  0  0  0  2308  1594  0  0  0  0  95  1557  1143  0  0  0  0  1838  1300  1394  866  1247  729  9 Notes: (1) Very transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ2, t, and t+2. (2) Transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ4, tÀ2, t, t+2, and t+4. (3) Persistent earnings volatility in year t equals the variance of two numbers. The first is the average of the age filtered log real wage in years tÀ4, tÀ2, and t. The second is the average of the age filtered log real wage in years t+2, t+4, and t+6. 72  0  0  0  0  0  0  1935  1145  0  0  0  0  73  1825  1127  0  0  0  0  2020  1191  0  0  0  0  74  1851  1136  0  0  0  0  2083  1204  0  0  0  0  75  1933  1102  0  0  0  0  2161  1173  1390  589  1390  589  76  2028  1115  1308  586  1308  586  2259  1191  1424  602  1424  602  77  2107  1134  1334  562  1334  562  2320  1192  1491  590  1491  590  78  2157  1175  1403  560  1403  560  2384  1258  1554  590  1554  590  79  2209  1151  1432  558  1432  558  2423  1199  1583  591  1583 We now go through each dataset (wage file, sex file, age file, etc.) and drop the blank code observations. This ensures that all individuals have a PSID code for each year. Notes: (1) Very transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ2 to t+2. (2) Transitory earnings volatility in year t equals the variance of age filtered log real wage in years tÀ4 to t+5. (3) Persistent earnings volatility in year t equals the variance of two numbers. The first is the average of the age filtered log real wage in years tÀ5 to tÀ1. The second is the average of the age filtered log real wagein years t to t+4.
12. At this point we reshape the data as ''long'' and are able to compute our volatility measures. The 5 and 10 years volatility measures are only computed for individuals with 5 and 10 years of consecutive non-zero wage data, respectively.
