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Abstract: Universitas Pamulang salah satu perguruan tinggi 
yang memiliki jumlah mahasiswa yang besar, namun dalam 
data histori terdapat masalah dengan jumlah kelulusan yang 
tepat waktu dan terlambat (tidak tepat waktu ) yang tidak 
seimbang. Metode decision tree memiliki kinerja yang baik 
dalam menangani klasifikasi tepat waktu atau terlambat tetapi 
decision tree memiliki kelemahan dalam derajat yang tinggi 
dari ketidakseimbangan kelas (class imbalance). Untuk 
mengatasi masalah tersebut dapat dilakukan dengan sebuah 
metode yang dapat menyeimbangkan kelas dan meningkatkan 
akurasi. Adaboost salah satu metode boosting yang mampu 
menyeimbangkan kelas dengan memberikan bobot pada 
tingkat error klasifikasi yang dapat merubah distribusi data. 
Eksperimen dilakukan dengan menerapkan metode adaboost 
pada decision tree (DT) untuk mendapatkan hasil yang optimal 
dan tingkat akurasi yang baik. Hasil ekperimen yang diperoleh 
dari metode decision tree untuk akurasi sebesar 87,18%, AUC 
sebesar 0,864, dan RMSE sebesar 0,320, sedangkan hasil dari 
decision tree dengan adaboost (DTBoost) untuk akurasi 
sebesar 90,45%, AUC sebesar 0,951, dan RMSE sebesar 0,273, 
maka dapat disimpulkan dalam penentuan kelulusan 
mahasiswa dengan metode decision tree dan adaboost terbukti 
mampu menyelesaikan masalah ketidakseimbangan kelas dan 
meningkatkan akurasi yang tinggi dan dapat menurunkan 
tingkat error klasifikasi. 
 
Keywords: kelulusan, ketidakseimbangan kelas, decision tree, 
adaboost 
 
1. PENDAHULUAN 
Angka partisipasi mahasiswa di setiap tahun akademik 
terjadi peningkatan, maka daya tampung dan tingkat kelulusan 
pun perlu diperhatikan dan menjadi bagian terpenting untuk 
evaluasi penentuan kelulusan dan dapat dijadikan sebagai 
bahan pendukung dalam pengambilan keputusan. 
Metode klasifikasi banyak digunakan oleh para peneliti 
seperti Decision Tree (DT) untuk prediksi kelulusan (Undavia, 
Dolia, & Shah, 2013), Artificial Neural Networks (ANNs) 
untuk prediksi hasil kelulusan (Karamouzis & Vrettos, 2008), 
model klasifikasi dengan pemberian bobot menggunakan 
Algoritma Genetika (GA) (Minaei-Bidgoli, Kashy, 
Kortemeyer, & Punch, 2013). 
Neural network (NN) memiliki kelebihan pada prediksi 
non-linier, kuat pada parallel processing dan kemampuan 
untuk mentoleransi kesalahan, tetapi memiliki kelemahan pada 
perlunya data training yang besar, over-fitting, rendahnya 
konvergensi, dan sifatnya yang local optimum (Capparuccia, 
Leone, & Marchitto, 2007). Decision tree (DT) dapat 
memecahkan masalah neural network yaitu menangani over-
fitting, menangani atribut yang kontinu, memilih yang tepat 
untuk attribute selection, menangani training data dengan nilai 
atribut yang hilang, dan meningkat efisiensi komputasi 
(Quinlan, 1993), pada umumnya tingkat keberhasilan dari 
decision tree difokuskan pada dataset yang relatif seimbang 
(Cieslak, Hoens, Chawla, & Kegelmeyer, 2012), tetapi 
decision tree memiliki kelemahan misalnya entropy dan gini 
ketika dataset memiliki derajat yang tinggi dari class 
imbalance (Cieslak, Hoens, Chawla, & Kegelmeyer, 2012). 
Distribusi class imbalance dari sebuah dataset yang telah 
menimbulkan kesulitan yang serius pada sebagian besar 
algoritma pembelajaran classifier, yang mengasumsikan 
bahwa distribusi yang relatif seimbang (Sun, Kamel, Wong, & 
Wang, 2007). Distribusi class imbalance dapat ditandai 
sebagai sesuatu yang memiliki lebih banyak kasus dari 
beberapa class yang lain, masalah keseimbangan adalah salah 
satu dimana satu class diwakili oleh sampel yang besar, 
sedangkan yang lainnya hanya diwakili oleh beberapa sampel 
(Sun, Kamel, Wong, & Wang, 2007), pada umumnya 
klasifikasi standar memiliki kinerja yang buruk pada dataset 
imbalance karena mereka dirancang untuk menjeneralisasi dari 
data training dan hasil dari hipotesis yang paling sederhana 
adalah yang paling sesuai dengan data. 
Penanggulangan class imbalance dalam pendistribusian 
secara signifikan dapat dibantu oleh metode sampling (Hulse 
& Khoshgoftaar, 2009). Salah satu kebutuhan untuk 
memodifikasi distribusi data, dikondisikan pada fungsi 
evaluasi. Re-sampling, dengan mengembangkan class 
minoritas (positif) atau mengempiskan class mayoritas 
(negatif) dari sebuah dataset yang diberikan, telah menjadi 
standar de-facto untuk mengatasi class imbalance dalam 
berbagai domain (Chawla, Cieslak, Hall, & Joshi, 2008). 
Beberapa teknik untuk mengatasi class imbalance seperti over-
sampling cenderung mengurangi jumlah pemangkasan yang 
terjadi, sedangkan under-sampling sering membuat 
pemangkasan yang tidak perlu (Drummond & Holte, 2003), 
Drummond dan Holte dengan menggunakan metode C4.5 
menemukan, bahwa under-sampling mayoritas adalah lebih 
efektif dalam menangani masalah class imbalance dan over-
sampling minoritas sering menghasilkan sedikit atau tidak ada 
perubahan dalam kinerja. Selain itu juga mereka mencari 
bahwa over-sampling dapat dibuat cost-sensitive jika 
pemangkasan dan parameter berhenti diawal ditetapkan secara 
proporsional dengan jumlah lebih dari over-sampling yang 
dilakukan (Drummond & Holte, 2003).  
Maka dari itu decision tree dengan kasus class imbalance 
diperlukan metode yang dapat mengatasi masalah tersebut 
untuk meningkatkan kinerja klasifikasi decision tree agar dapat 
menghasilkan kinerja yang lebih baik. Algoritma boosting 
adalah algoritma iteratif yang memberikan bobot yang berbeda 
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pada distribusi training data pada setiap iterasi. Setiap iterasi 
boosting menambahkan bobot pada contoh-contoh kesalahan 
klasifikasi dan menurunkan bobot pada contoh klasifikasi yang 
benar, sehingga secara efektif dapat merubah distribusi pada 
data training (Kotsiantis, Kanellopoulos, & Pintelas, 2006, hal. 
25-36). Metode Boosting (AdaBoost) yang diusulkan 
(Kotsiantis & Pintelas, 2009, hal. 123) dengan selective costing 
ensemble dapat menjadi solusi yang lebih efektif untuk 
masalah class imbalance dan memungkin meningkatkan 
identifikasi dari class minoritas yang sulit serta menjaga 
kemampuan klasifikasi dari class mayoritas. Karena adaboost 
metode pembelejaran ensamble yang dapat mengurangi varian, 
hal ini terjadi karena efek bias rata-rata ensamble untuk 
mengurangi varian dari satu set pengkalsifikasian. Bias dapat 
dicirikan sebagai ukuran kemampuan untuk menjeneralisasi 
benar untuk satu set tes. Selain itu pendekatan untuk mengatasi 
masalah tersebut dapat dilakukan dengan beberapa metode 
(Weiss, McCarthy, & Zabar, 2007) yaitu over-sampling, 
under-sampling, dan cost-sensitive. 
Pada penelitian ini yang akan dilakukan adalah penerapan 
adaBoost untuk penyelesaian class imbalance pada decision 
tree untuk penentuan kelulusan, sehingga dapat menghasilkan 
kinerja yang baik pada dataset yang tidak seimbang. 
 
2. PENELITIAN TERKAIT 
Penelitian tentang prediksi kelulusan telah banyak 
dilakukan dan telah dipublikasikan. Untuk melakukan 
penelitian ini perlu ada kajian terhadap penelitian yang terkait 
sebelumnya agar dapat mengetahui metode apa saja yang 
digunakan, data seperti apa yang diproses, dan model seperti 
apa yang dihasilkan. 
Undavia, Dolia, dan Shah (2013) dalam penelitiannya pada 
lembaga pendidikan tinggi yang mengalami rendahnya 
persentase dari hasil penempatan dan minat mahasiswa 
menggunakan decision tree pada sistem pendukung keputusan 
untuk memprediksi pasca kelulusan bagi mahasiswa 
berdasarkan prestasi akademik pada data historis. Hasil akurasi 
sebesar 67,1875% dan Kappa yang diperoleh 0,1896. Jumlah 
Confusion Matrix 86 (73+13) record klasifikasi benar untuk 
MBA dan MCA, sedangkan 42 (32+10) record diklasifikasikan 
salah untuk kedua Program PG. 
Ramesh, Parkavi, dan Ramar (2013) dalam penelitiannya 
mengidentifikasi faktor-faktor yang mempengaruhi prestasi 
siswa dalam ujian akhir dan mencari tahu algoritma mana yang 
cocok untuk memprediksi grade dari siswa sehingga dapat 
memberikan secara tepat waktu dan memberikan peringatan 
bagi siswa mereka yang beresiko. Hasil yang diperoleh dari 
pengujian hipotesis menunjukan bahwa jenis sekolah tidak 
mempengaruhi prestasi siswa dan kedudukan orang tua 
memiliki peran utama dalam memprediksi grade. Algoritma 
klasifikasi terbaik yang digunakan dalam studi tersebut yaitu 
Multilayer Perception. Pencarian atribut terbaik dengan 
menggunakan metode “Ranker” dan mendapatkan 10 atribut 
teratas yang dipilih dari 27 atribut, sebanyak 500 record 
diambil untuk dijadikan analisis. Hasil akurasi ternyata 
Multilayer Perception memiliki akurasi yang terbaik sebesar 
72,38%. 
Marquez-Vera, Cano, Romero, dan Ventura (2013) dalam 
penelitiannya memprediksi kegagalan siswa di Sekolah dengan 
mengukur faktor yang dapat mempengaruhi rendahnya prestasi 
siswa dan sifat dari dataset yang tidak seimbang (imbalance). 
Algoritma yang diusulkan yaitu genetic programming dan 
pendekatan data mining yang berbeda. Data yang digunakan 
sekitar 670 siswa tingkat atas dari sekolah Zacatecas – 
Meksiko. 
Sebagian besar kasus data yang telah dilakukan untuk 
klasifikasi siswa gagal atau dropout adalah tidak seimbang, 
yang berarti bahwa hanya sebagian kecil siswa gagal dan 
sebagian besar lulus. Metode yang diusulkan mampu 
memecahkan masalah dalam dunia pendidikan, seperti 
menggunakan klasifikasi cost-sensitive dan resampling dari 
dataset asli. 
Thammasiri, Delen, Meesad, dan Kasap (2014) dalam 
penelitiannya membandingkan perbedaan teknik data yang 
tidak seimbang untuk meningkatkan akurasi prediksi dalam 
class minoritas tetapi tetap mempertahankan kepuasan kinerja 
klasifikasi secara keseluruhan. Secara khusus Thammasiri 
menggunakan tiga metode pengujian balancing yaitu teknik 
over-sampling, under-sampling dan synthetic minority over-
sampling (SMOTE) beserta empat metode klasifikasi yang 
populer (LR, DT, NN, dan SVM). Hasil penelitian menunjukan 
bahwa SVM dengan SMOTE mencapai kinerja terbaik dengan 
tingkat akurasi mencapai 90.24% pada sampel 10-fold holdout. 
Pada penelitian ini berbeda dengan penelitian yang telah 
ada, untuk klasifikasi menggunakan decision tree, sedangkan 
untuk mengatasi masalah ketidakseimbangan kelas 
menggunakan metode adaboost untuk menyelesaikan masalah 
data atau kelas yang sifatnya tidak seimbang (imbalance). 
 
3. METODE YANG DIUSULKAN 
Metode yang diusulkan dalam penelitian ini yaitu untuk 
meningkatkan kinerja algoritma decision tree dengan metode 
adaboost yang dapat menangani ketidakseimbangan kelas pada 
klasifikasi dataset kelulusan. Sedangkan untuk validasi 
menggunakan 10-fold cross validation. Hasil pengukuran 
dengan analisa menggunakan t-Test. Model kerangka 
pemikiran metode yang diusulkan ditunjukan pada Gambar 1. 
 
  
Gambar 1. Kerangka Pemikiran Model yang diusulkan 
 
Pada Gambar 1 dalam pengolahan awal, data yang sudah 
didapat dibersihkan dan pilah, sehingga menjadi sebuah dataset 
baru untuk training dan testing dari atribut yang sudah 
ditentukan. Setelah itu dimasukan kedalam classifier dengan 
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metode algoritma decision tree, kemudian dataset yang tidak 
seimbang diselesaikan oleh boosting (adaBoost). Pada  
dasarnya,  metode  boosting  dapat  meningkatkan  ketelitian  
dalam  proses klasifikasi dan prediksi dengan cara 
membangkitkan  kombinasi dari suatu model, tetapi hasil 
klasifikasi atau prediksi yang dipilih adalah model yang 
memiliki nilai bobot paling besar.  Jadi,  setiap  model  yang  
dibangkitkan  memiliki  atribut  berupa  nilai  bobot. Dataset 
yang telah seimbang akan divalidasi dengan menggunakan 10- 
fold cross validation. Hasil dari validasi akan menghasilkan 
data yang diukur yaitu AUC dan Accuracy. 
Zhou dan Yu (2009) menjelaskan teknik pembobotan pada 
algoritma adaboost sebagai berikut: 
 
Input: 
  Dataset (Dt) = (x1, y1), …, (xm,ym); 
  Weak Lern (L) 
  T menyatakan jumlah iterasi 
Proses: 
  Inisialisasi nilai bobot 
  D1(i) = ଵ௠ untuk i = 1, …, m   for t = 1, … , T; 
      Pengujian terhadap distribusi Dt  
      ht = L(Dt) 
      hitung error dari єt = ܲݎݔ~ܦݐ,ݕ	ܫ[݄ݐ(ݔ) ≠ ݕ] 
      if єt > 0.5 then break 
      menentukan bobot dari ht 
      ߙݐ ൌ 	 ଵଶ ݈݊ ቀ
ଵିє௧
є௧ ቁ; 
      Dt+1 (i) = ஽೟ሺ௜ሻ௓೔ 	x	 ൜
expሺെߙ௧ሻ ݂݅	݄௧ሺݔ௜ሻ ൌ 	ݕ௜
expሺߙ௧ሻ ݂݅	݄௧ሺݔ௜ሻ ് 	ݕ௜			  
      Update distribusi, dimana Zt sebuah faktor normalisasi  
      yang mengaktifkan Dt+1 menjadi distribusi 
ܦݐሺ݅ሻexp൫െߙ௧ݕ௜݄௧ሺݔ௜ሻ൯
ܼ௧     end for 
Output: 
   H(x) = ݏ݅݃݊ሺ∑ ∝௧ 	 ݄௧௧்ୀଵ ሺݔሻሻ  
Pada tahap evaluasi dilakukan dengan memperoleh hasil 
AUC, Accuracy, kemudian validasi dilakukan dengan 
pengujian Root Mean Square Error (RMSE) dengan uji t-Test 
untuk mengetahui apakah ada perbedaan antara metode 
decision tree dengan decision tree dan adaboost. 
Evaluasi terhadap model mengukur akurasi dengan 
confusion matrix yang menitikberatkan pada class secara 
umum, sedangkan untuk AUC menggunakan ROC Curve dan 
proses dengan menggunakan 10 fold cross validation. 
Pengukuran akurasi dengan confusion matrix dapat dilihat 
pada Tabel 1. 
 
Tabel 1. Confusion Matrix 
  Predicted Class 
Actual 
Class 
 Positive Negative 
Positive True Positive (TP) False Negative (FN) 
Negative False Positive (FP) True Negative (TN) 
 
Formulasi perhitungan yang digunakan (Gorunescu, 2011) 
adalah sebagai berikut: 
 
Accuracy = ்௉ା்ே்௉ାிேାி௉ା்ே  
Sensitivity = TP rate = ்௉்௉ାிே 
 
Specificity = TN rate = ்ே்ேାி௉  
FP rate = ி௉ி௉ା்ே  
Precision = ்௉்௉ାி௉ 
 
F-Measure = ଶோ௉ோା௉  
G-Mean = ඥܵ݁݊ݏ݅ݐ݅ݒ݅ݐݕ ∗ ݏ݌݂݁ܿ݅݅ܿ݅ݐݕ 
 
Evaluasi dengan F-Measure, rata-rata harmonik dari dua 
angka cenderung lebih dekat dengan lebih kecil dari dua, oleh 
karena itu nilai F-Measure yang tinggi dapat memastikan 
bahwa kedua recall (sensitivity) dan presisi yang cukup tinggi. 
Jika hanya kinerja kelas positif dianggap sebagai dua langkah 
penting yaitu TP rate dan Positive Predictive Value (PP value). 
PP value didefinisikan sebagai presisi yang menunjukan 
presentasi objek yang relevan yang didefinisikan untuk 
retrieval. Dalam pencarian informasi TP rate didefinisikan 
sebagai recall yang menunjukan presentasi dari objek yang 
diambil itu adalah relevan. Rata-rata harmonik adalah 
gabungan dari ukuran presisi dan recall. 
Evaluasi dengan Receiver Operating Character Curve 
(ROC Curve), secara teknis menggambarkan graifk dua 
dimensi, dimana tingkat True Positive (TP) terletak pada garis 
sumbu Y, sedangkan untuk False Positive (FP) terletak pada 
garis sumbu X. dengan demikian ROC menggambarkan trade-
off antara TP dan FP. Pencatatan dalam ROC dinyatakan dalam 
sebuah klausa yaitu semakin rendah titik kekiri (0.0), maka 
dianyatakan sebagai klasifikasi prediksi mendekati/menjadi 
negatif, sedangkan semakin keatas titik kekanan (1.1), maka 
dinyatakan sebagai klasifikasi prediksi mendekati/menjadi 
positif. Titik dengan nilai 1 dinyatakan sebagai tingkat True 
Positif (TP), sedangkan titik dengan nilai 0 dinyatakan sebagai 
tingkat False Positive (FP). Pada titik (0.1) merupakan 
klasifikasi prediksi adalah sempurna karena semua kasus baik 
positif maupun negatif dinyakatakan dengan benar (True). 
Sedangkan untuk (1.0) klasifikasi prediksi semuanya 
dinyatakan sebagai tidak benar (False). 
Dalam pengklasifikasian keakuratan dari tes diagnostik 
menggunakan Area Under Curve (AUC) (Gorunescu, 2011, 
hal. 325-326) sebuah sistem nilai yang disajikan pada Tabel 2. 
 
Tabel 2. Nilai AUC dan Keterangan 
AUC Keterangan 
0.90 - 1.00 excellent classification 
0.80 - 0.90 good classification 
0.70 - 0.80 fair classification 
0.60 - 0.70 poor classification 
< 0.60 failure 
 
Evaluasi dengan Root mean square error (RMSE) adalah 
sebuah metode konvensional yang digunakan untuk 
menghitung rata-rata ukuran dari sebuah deviasi dan disebut 
juga sebagai perbedaan antara nilai aktual dengan nilai prediksi 
(Barreto & Howland, 2006). RMSE adalah estimasi dari 
sebuah sampel peta dan referensi poin (Congalton & Green, 
2009). Jadi, root mean square error (RMSE) atau disebut juga 
sebagai root mean square deviation (RMSD) suatu ukuran 
yang digunakan dari perbedaan antara nilai-nilai yang 
diprediksi oleh sebuah model dengan nilai-nilai aktual. 
 
Journal of Intelligent Systems, Vol. 1, No. 1, February 2015               ISSN 2356-3982 
Copyright @ 2015 IlmuKomputer.Com                          30 
http://journal.ilmukomputer.org 
ܴܯܵܧ ൌ ඨ෍ ሺݕ௜
ᇱ െ ݕ௜ሻଶ
݊
௡
௜ୀଵ
 
 
Keterangan formulasi RMSE: 
y’ : nilai aktual 
y  : nilai prediksi 
n  : jumlah sampel data 
i  : terasi 
 
4. HASIL EKSPERIMEN 
Eksperimen dilakukan dengan menggunakan sebuah 
platform komputer berbasis Intel Core i3-3220 @3.30GHz (4 
CPUs), RAM 4GB, dan sistem operasi Microsoft Windows 8.1 
Profesional 64-bit. Sedangkan lingkungan pengembangan 
aplikasi dengan bahasa pemrograman Java Netbeans IDE 8.0 
dan Rapidminer 6.0, untuk analisis hasil menggunakan aplikasi 
Excel Data Anlysis. 
Data kelulusan mahasiswa yang bisa digunakan sebagai 
dataset yaitu dengan jumlah mahasiswa 429 record dengan 
status lulus. Dari jumlah tersebut memiliki 15 atribut dengan 
status klasifikasi tepat waktu sebesar 119 record (27,74%) dan 
tidak tepat waktu atau terlambat sebesar 310 record (72,26%). 
Karakterisitik dari dataset universitas pamulang dapat dilihat 
pada Tabel 3. 
 
Tabel 3. Karakterisitik Dataset Universitas Pamulang 
 
No Atribut Tipe Data Keterangan 
1 NIM Nominal Nomor Induk Mahasiswa (ID) 
2 Prodi Nominal Program Studi 
3 JK Nominal Jenis Kelamin 
4 Shift Nominal Shift waktu perkuliahan 
5 Usia Numeric Usia Mahasiswa 
6 IPS-1 Numeric Indek Prestasi Semester – 1 
7 IPS-2 Numeric Indek Prestasi Semester – 2 
8 IPS-3 Numeric Indek Prestasi Semester – 3 
9 IPS-4 Numeric Indek Prestasi Semester – 4 
10 IPS-5 Numeric Indek Prestasi Semester – 5 
11 IPS-6 Numeric Indek Prestasi Semester – 6 
12 IPS-7 Numeric Indek Prestasi Semester – 7 
13 IPS-8 Numeric Indek Prestasi Semester – 8 
14 IPK Numeric Indek Prestasi Kumulatif 
15 Status Nominal Tepat Waktu atau Tidak Tepat Waktu (Label) 
 
Dalam eksperimen ini dilakukan dengan nilai parameter 
decision tree: criterion, minimal size for split, minimal leaf 
size, minmal gain, maximal depth, confidence dan split 
vaildation dengan parameter split, split ration, stratified 
sampling untuk mendapatkan nilai AUC, Accuracy, dan 
RMSE. Hasil eksperimen dapat dilihat pada Tabel 4 sampai 
dengan Tabel 8. 
 
Tabel 4. Perbandingan Akurasi 
 
Eksperimen DT DTBoost 
Ke-1 87,18 90,45 
Ke-2 87,41 90,21 
Ke-3 87,87 90,21 
Ke-4 87,87 89,50 
Ke-5 87,87 88,80 
Ke-6 87,87 87,87 
Rata-rata 87,68 89,51 
 
 Gambar 2. Grafik Perbandingan Akurasi 
 
Tabel 5. Confusion Matrix Model DT 
 
 True 
Terlambat 
True 
Tepat 
Class 
Precision 
Pred. Terlambat 274 19 93.52% 
Pred. Tepat 36 100 73,75% 
Class Recall 88,39% 84,03%  
 
Accuracy = ሺ்ேା்௉ሻሺ்ேାிேା்௉ାி௉ሻ 
Accuracy = ሺଶ଻ସାଵ଴଴ሻሺଶ଻ସାଵଽାଵ଴଴ାଷ଺ሻ 
Accuracy = 0,8718 = 87,18% 
Dari jumlah data sebanyak 429 klasifikasi kelas dengan 
status terlambat sebesar 310 record dan status tepat sebesar 119 
record. Data diprediksi yang sesuai dengan status terlambat 
sejumlah 274, data yang diprediksi terlambat tetapi 
kenyataannya tepat sejumlah 19, data yang diprediksi tepat 
tetapi kenyataannya terlambat sejumlah 36, dan sedangkan 
data yang diprediksi tepat dan sesuai sejumlah 100. 
 
Tabel 6. Confusion Matrix Eksperimen DTBoost 
 
 True 
Terlambat 
True 
Tepat 
Class 
Precision 
Pred. Terlambat 291 22 92,97% 
Pred. Tepat 19 97 83,62% 
Class Recall 93,87% 81,51%  
Accuracy = ሺ்ேା்௉ሻሺ்ேାிேା்௉ାி௉ሻ 
Accuracy = ሺଶଽଵାଽ଻ሻሺଶଽଵାଶଶାଽ଻ାଵଽሻ  
Accuracy = 0,9045 = 90,45% 
Dari jumlah data sebanyak 429 klasifikasi kelas dengan 
status terlambat sebesar 310 record dan status tepat sebesar 119 
record. Data diprediksi yang sesuai dengan status terlambat 
sejumlah 291, data yang diprediksi terlambat tetapi 
kenyataannya tepat sejumlah 22, data yang diprediksi tepat 
tetapi kenyataannya terlambat sejumlah 19, dan sedangkan 
data yang diprediksi tepat dan sesuai sejumlah 97. 
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Tabel 7. Perbandingan Area Under Curve (AUC) 
 
Eksperimen DT DTBoost 
Ke-1 0,864 0,951 
Ke-2 0,863 0,959 
Ke-3 0,857 0,954 
Ke-4 0,857 0,950 
Ke-5 0,857 0,952 
Ke-6 0,857 0,944 
Rata-Rata 0,859 0,952 
 
 Gambar 3. Grafik Perbandingan AUC 
Tabel 8. Perbandingan RMSE 
Eksperimen DT DTBoost 
Ke-1 0,320 0,273 
Ke-2 0,318 0,264 
Ke-3 0,316 0,260 
Ke-4 0,316 0,279 
Ke-5 0,316 0,284 
Ke-6 0,316 0,290 
Rata-rata 0,317 0,275 
 
 Gambar 4. Grafik RMSE DT dengan DTBoost 
Pada penelitian ini dilakukan pengujian hipotesis dengan 
uji paired sample t-Test decision tree (DT) dengan decision 
tree dan adaboost (DTBoost). T-Test adalah hubungan antara 
variabel respon dengan varibel prediktor (Larose, 2007). 
Hipotesis nol (H0) menyatakan bahwa tidak ada hubungan 
yang linier antara varibel-variabel, sedangkan hipotesis 
alternatif (Ha) menyatakan bahwa adanya hubungan antara 
variabel-variabel. H0 merupakan tidak ada perbedaan antara 
DT dan DTBoost, Ha merupakan ada perbedaan antara DT dan 
DTBoost. Pada paired sample t-Test dengan root mean square 
error (RMSE) yang terdiri dari variabel DT dan variabel 
DTBoost dapat dilihat pada Tabel 9. 
 
 
 
Tabel 9. Paired Samples Test RMSE DT dengan DTBoost 
 
  DT DTBoost 
Mean 0,317 0,275 
Variance 2,8E-06 0,0001344 
Observations 6 6 
Pearson Correlation -0,309294787  
Hypothesized Mean Difference 0  
df 5  
t Stat 8,42249  
P 0,000193471  
 
Pada Tabel 9 menunjukan hasil dari paired sample test 
RMSE DT dengan DTBoost, bahwa untuk nilai uji t memiliki 
aturan apabila P-value < 0,05 terdapat perbedaan pada taraf 
signifikan yaitu 5%, dan apabila P-value > 0,05, maka tidak 
ada perbedaan antara sebelum dan sesudah. Hasil yang didapat 
dari nilai uji t untuk P-value sebesar 0,000193471 < 0,05 yang 
berarti bahwa H0 ditolak atau Ha diterima, adanya perbedaan 
yang signifikan antara DT dan DTBoost. 
Metode decision tree dengan adaboost menghasilkan 
tingkat akurasi yang lebih baik dibandingkan dengan 
menggunakan decision tree versi standar. Hal tersebut seperti 
dikatakan oleh Quinlan, bahwa adaboost dapat memberikan 
keuntungan, lebih efektif dan akurat dalam pengklasifikasian 
(Quinlan, Bagging, Boosting, and C4.5, 1996). 
 
5. KESIMPULAN 
Penelitian dengan menerapkan metode adaboost untuk 
penyelesaian ketidakseimbangan kelas (class imbalance) pada 
penentuan kelulusan mahasiswa dengan metode decision tree, 
eksperimen telah dilakukan untuk mendapatkan sebuah model 
arsitektur yang optimal dan mendapatkan hasil estimasi yang 
akurat. Hasil pengujian diatas dapat disimpulkan bahwa 
metode adaboost sebagai metode boosting terbukti efektif 
dalam penyelesaian ketidakseimbangan kelas pada penentuan 
kelulusan mahasiswa dengan metode decision tree. 
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