Abstract. Tensor-valued and matrix-valued measurements of different physical properties are increasingly available in material sciences and medical imaging applications. The eigenvalues and eigenvectors of such multivariate data provide novel and unique information, but at the cost of requiring a more complex statistical analysis. In this work we derive the distributions of eigenvalues and eigenvectors in the special but important case of m×m symmetric random matrices, D, observed with isotropic matrix-variate Gaussian noise. The properties of these distributions depend strongly on the symmetries of the mean tensor/matrix,D. WhenD has repeated eigenvalues, the eigenvalues of D are not asymptotically Gaussian, and repulsion is observed between the eigenvalues corresponding to the sameD eigenspaces. We apply these results to diffusion tensor imaging (DTI), with m = 3, addressing an important problem of detecting the symmetries of the diffusion tensor, and seeking an experimental design that could potentially yield an isotropic Gaussian distribution. In the 3-dimensional case, when the mean tensor is spherically symmetric and the noise is Gaussian and isotropic, the asymptotic distribution of the first three eigenvalue central moment statistics is simple and can be used to test for isotropy. In order to apply such tests, we use quadrature rules of order t ≥ 4 with constant weights on the unit sphere to design a DTI-experiment with the property that isotropy of the underlying true tensor implies isotropy of the Fisher information. We also explain the potential implications of the methods using simulated DTI data with a Rician noise model. Key words. Eigenvalue and eigenvector distribution, asymptotics, sphericity test, singular hypothesis testing, DTI, spherical t-design, Gaussian Orthogonal Ensemble AMS subject classifications. 60F05, 62K05, 62E20, 68U10
INTRODUCTION.
Tensors of second and higher order are ubiquitous in the physical sciences. Some examples include the moment of inertia tensor; electrical, hydraulic, and thermal conductivity tensors; stress and strain tensors, etc. One key advance in the field of tensor measurement was the advent of diffusion tensor imaging (DTI), a magnetic resonance based imaging technique that provides an estimate of a second order diffusion tensor in each voxel within an imaging volume [5, 6] . This effectively provides discrete estimates of a continuous or piece-wise continuous tensor field within tissue and organs. With the possibility of measuring tensors in millions of individual voxels within, for example, a live human brain, there is a clear need for a statistical framework to be developed to a) design optimal DTI experiments, b) characterize central tendencies and variability in such data, and c) provide a family of hypothesis tests to assess and compare tensors and the quantities derived from them.
TENSOR-VARIATE NORMAL DISTRIBUTION.
In DTI, a tensor D is represented by a symmetric matrix D = (D i,j : 1 ≤ i ≤ j ≤ 3) and it has been established that the measured tensor components D ij , over multiple independent acquisitions from the same subject in the same voxel, conform to a multivariate normal distribution [34] . We previously proposed a normal distribution for tensor-valued random variables that arise in DTI whose precision and covariance structures could be written as fourth-order tensors [10] :
where A is a fourth-order precision tensor,D is the mean tensor, and ":" is a tensor contraction.
There are distinct advantages to analyzing tensor or tensor-field data in the laboratory coordinate system in which their components are measured, and using the tensor-valued variates with a fourth-order tensor precision tensor rather than writing the tensor as a vector and using a square covariance matrix. For example, by retaining the tensor form it is easy to establish the conditions that the statistical properties be coordinate independent, yielding a isotropic fourth-order precision tensor A iso ijkl = λδ ij δ kl + µ (δ ik δ jl + δ il δ jk ) , which can be parameterized with only two constants, µ and λ. This form, if achieved, can greatly simplify statistical analysis and is the focus of this paper.
In the following sections, we switch from tensor to matrix notation [10] , as the correspondence between the Gaussian tensor-variate and standard multivariate normal can be established using appropriate conversion factors [12] . The outline of the paper is as follows. First, in this section we state the properties for the m-dimensional isotropic Gaussian matrix. In section 2 we describe a spectral representation and change of variables applicable to general symmetric random matrices. In section 3 we derive distributions for the eigenvalues and eigenvectors for the isotropic Gaussian, while in section 4 we obtain the analytical expressions in the limit of small noise for different symmetries of the mean tensorD. In the remaining sections, we focus on the application of these results to DTI. In section 5 we develop a sphericity test, testing for the isotropy of the diffusion tensor; in section 6 we study the isotropy of the Fisher information and justify the use of spherical t-designs as gradient tables in DTI experimental design; and finally, in section 7 we test many of the mathematical results and predictions using Monte Carlo simulations of DTI experiment. The main theorems are proved in Appendix 9.
ISOTROPIC GAUSSIAN MATRIX DISTRIBUTION.
Given a fixed symmetric matrixD ∈ R m×m , it is shown in [31] , [10] , that the probability distribution of a m × m symmetric Gaussian random matrix D = (D ij : 1 ≤ i ≤ j ≤ m) is isotropic aroundD if and only if it has density of the form
C m (µ, λ) = 2 (m−1)m/4 π −(m+1)m/4 µ (m+1)m/4 1 + λm/(2µ), (2) with precision parameter µ > 0 and interaction parameter λ satisfying the constraint λm > −2µ. To fix the ideas, when m = 3 this corresponds to a Gaussian distribution for the vectorized matrix 
.
Remark 1. WhenD = 0, λ = 0 and µ = 1 or, depending on the scaling convention, µ = 1/2, the random matrix distribution (1) is known in the literature as Gaussian Orthogonal Ensemble (GOE). The connection between general isotropic Gaussian matrices and the GOE was first noticed in [37] . The fluctuations of the diagonal elements (D ii −D ii ) : 1 ≤ i ≤ m are exchangeable and independent from the off-diagonal elements.
SPECTRAL REPRESENTATION AND CHANGE OF VARIABLES.
We summarize basic facts from the random matrix literature [21] , [32] , [22] , [16] , [24] . A symmetric matrix D ∈ R m×m has spectral decomposition D = OGO , where G is a diagonal matrix containing the m eigenvalues (γ 1 , γ 2 , . . . , γ m ) ∈ R m , and O = O −1 ) is an orthogonal matrix with columns corresponding to the normalized eigenvectors. The orthogonal matrices form a compact group O(m) with respect to the matrix multiplication, which contains the special orthogonal group SO(m) = {O ∈ O(m) : det(O) = 1} of rotations. The (m − 1)m/2 independent entries under the diagonal (O ij : 1 ≤ j < i ≤ m) determine O, and the eigenvalues are distinct for symmetric matrices outside a set of Lebesgue measure zero in R (m+1)m/2 . The spectral decomposition is not unique, since D = OGO = ROP GP O R for any permutation matrix P , and any R = (R ij = ±δ ij ) 1≤i≤j≤m , which form the subgroup R(m) of reflections with respect to the Cartesian axes, isomorphic to {1, −1} m . In order to determine uniquely O and G, we sort the eigenvalues in descending order γ 1 > γ 2 > · · · > γ m , and impose, for each column vector (O 1j , O 2j , . . . , O mj ) , j = 1, . . . , m, the condition that the first encountered non-zero coordinate is positive, and denoted by O(m) + the set of such matrices. An O ∈ O(m)
+ is a representative of the left coset OR(m). The change of variables
where J is the Jacobian of the inverse map X → D, which is evaluated by means of differential geometry. We consider a differentiable map Y : R m×m → R m×m . The matrix differential can then be written using the chain rule
∂Y ij ∂X hk dX hk , and the wedge product acting on the transformed differentials is
dX hk .
Note that the wedge product is taken over the independent entries of the matrix, for example if X is symmetric
and when X is skew-symmetric
The wedge product is also anticommutative, meaning that dx ∧ dy = −dy ∧ dx. However when we compute volume elements, we always choose an ordering of the wedge product producing a non-negative volume. The Jacobian calculation is based on the following result:
Since O O = I, it follows that the matrix differential O dO = −dO O is skewsymmetric. We also have
where the differential matrix on the right hand side has diagonal entries dγ i and off diagonal entries
By using property (7), we obtain
, where (8)
is the Vandermonde determinant. The wedge product O dO ∧ defines a uniform measure on O(m) which is invariant under the group action, and the Haar probability measure is given by
is obtained by normalizing with the volume measure (Corollary 2.1.16 in [33] )
We rewrite (8) as
3. EIGENVALUE AND EIGENVECTOR DISTRIBUTION.
3.1. Zero-Mean Isotropic Gaussian Matrix. We consider first a zero-mean symmetric random matrix D with isotropic Gaussian distribution (1), whereD = 0. This is an important special case to consider. While it does not satisfy the physical requirement that the eigenvalues of a diffusion (or other transport) tensor are all non-negative, it illustrates the mathematical machinery necessary to derive a closed-form expression for the resulting distribution of tensor eigenvalues. From the spectral decomposition D = OGO , it follows by using the change of variables (6) in the density (1) , that O is independent from G and represents a random rotation distributed according to the constrained probability
and the ordered D-eigenvalues have joint density on γ ∈ R m :
with normalizing constant
Remark 3. The density (10) is not generally Gaussian, since the Vandermonde determinant induces repulsion between the eigenvalues, which are never independent, even in the case with λ = 0 and the diagonal elements D ii are independent. When λ = 0, after rescaling, (10) is the well known GOE eigenvalue density, which plays a special role below (see Theorem 6) . For m = 3,
General Case.
Theorem 4. LetD ∈ R m×m be a symmetric matrix with a spectral decomposition D =ŌḠŌ , whereḠ = diag(γ 1 ,γ 2 , . . . ,γ m ),γ 1 ≥γ 2 ≥ · · · ≥γ m are the ordered eigenvalues ofD, andŌ ∈ O(m) + (which is not uniquely determined when there are repeated eigenvalues), and let D be a symmetric m × m Gaussian matrix with density (1) isotropic around the mean valueD. Then, the ordered D-eigenvalues
and I m is the spherical integral below known as the Harish-Chandra-Itzykson-Zuber (HCIZ) integral [41, 26] :
Conditionally on the eigenvalues (γ 1 , . . . , γ m ), the conditional probability of R = O O has density
with respect to the Haar probability measure H m (dR) onŌ O(m) + .
Proof. As in the zero mean case, we start from the isotropic Gaussian matrix density (1) with meanD, By using the spectral representations D = OGO and D =ŌḠŌ , after the change of variables described in section 2, we find the joint density of (G, O) with respect to the product measure
given as
We change coordinates with O → R =Ō O ∈ O(m) + and using the invariance property the Haar measure we see that
which proves (12) . In the new coordinates
Remark 5. WhenḠ =γId we say thatD is spherical. In such case G is stochastically independent from O, which follows the Haar probability distribution. Equation (12) shows the density of the ordered eigenvalues. Often the random matrix literature deals with the density of the unordered eigenvalues on R m , which depends only on the order statistics and it differs by a 1/m! factor. The HCIZ integral admits the series expansion
where the sum is over the set of partitions of k into at most m parts
and C α (z 1 , . . . , z m ) is the homogeneous zonal polynomial corresponding to the partition α [28, 33, 39, 23] . Theorem 11 deals with the second order asymptotics of I m (nγ,γ) as n → ∞. When m = 3
expressed in Euler angular coordinates.
SMALL NOISE ASYMPTOTICS.
4.1. Spectral grouping.
Theorem 6. Let (D (n) , n ∈ N) be a sequence of random m × m symmetric matrices such that, for some deterministic limitD and scaling sequence a (n) → ∞,
where vec(X) is Gaussian with zero-mean and covariance Σ(1, λ) for some λ > −2/m as in (4) .
Denoting by (γ
andD, respectively, assume thatD has k distinct eigenvalues, i.e.
formed by the ordered eigenvalues of D (n) corresponding to the eigenspaces ofD taken in theD-eigenvalue order, and define the corresponding cluster barycenters as
We also consider the eigenvalue fluctuations
and the cluster barycenter fluctuations
As n → ∞, the following limiting distribution appears: 1. For the cluster barycenters, we have
where
with zero-mean and covariance
2. For each cluster, the differences between the eigenvalues and their barycenter
are asymptotically independent from their cluster barycenter and the other clusters, with limiting distribution
where (γ 1 > γ 2 > · · · > γ mi ) are eigenvalues of the standard m i -dimensional GOE of symmetric Gaussian matrices with zero mean and precision A mi (1, 0) with barycenter
Moreover the differences γ 1 − γ mi , . . . , γ mi − γ mi are independent from γ mi , with degenerate density
where δ 0 (z) denotes the Dirac distribution, which is also the conditional density of the GOE eigenvalues (γ 1 , . . . , γ mi ) conditioned on {γ 1 +· · ·+γ mi = 0}. 3. In particular for each cluster,
and these eigenvalue differences are asymptotically independent from the cluster barycenter and the other clusters. Remark 7. : The weak convergence hypothesis (15) implies
−→ I in probability. The asymptotic distribution in (18) depends only on m i (the size of the cluster) and not on the interaction parameter λ. When
has an isotropic Gaussian distribution with covariance Σ(1, λ), and the meanD =γI is spherically symmetric, there is only one cluster and the distributional equalities in Theorem 6 hold exactly without going to the limit in distribution. A related result is given in [44] for the joint asymptotic distribution of eigenvalues and eigenvectors. Similar results have been derived in the special case of non-central Wishart random matrices, and sample covariance matrices which are asymptotically Gaussian [2] ,[33, Theorem. 9.5.5].
Next, we illustrate the implications of Theorem 6 in the 3-dimensional situation which is relevant for DTI:
Corollary 8. Let D be 3 × 3 symmetric matrix with Gaussian density (1). As µ → ∞ with λ > −2µ/3, we have four asymptotic regimes depending on the symmetries of the mean matrixD.
The joint density of (γ 1 , γ 2 , γ 3 ) is approximated by the Gaussian density of
2.γ 1 >γ 2 =γ 3 (prolate tensor). Let γ 23 = (γ 2 +γ 3 )/2. The joint distribution of
Conditionally on (γ 1 , γ 23 ), the asymptotic distribution of (γ 2 , γ 3 ) is degenerate, with γ 3 = (2 γ 23 − γ 2 ) and
√ τ , with τ exponentially distributed with rate 2µ and independent from the barycenter γ 23 . 3.γ 1 =γ 2 >γ 3 (oblate tensor). This is similar to the prolate case. Let
and the asymptotic conditional distribution of (γ 1 , γ 2 ) given ( γ 12 , γ 3 ) is degenerate with γ 2 = (2 γ 12 − γ 1 ), and
√ τ , with τ exponentially distributed with rate 2µ, independent from γ 12 .
The barycenter γ 123 = (
is Gaussian with meanγ 1 and variance 1/(6µ + 9λ).
, and the conditional density of (γ 1 , γ 3 ) given γ 123 is approximated as
Asymptotically, the conditional distribution of the vector
coincides with the conditional distribution of the ordered eigenvalues of the 3-dimensional standard GOE, conditioned on having zero barycenter, and are independent from γ 123 .
Remark 9. For a totally anisotropic mean tensorD, the asymptotic Gaussian density (20) for the rescaled eigenvalue fluctuations around their barycenter coincides with the Gaussian eigenvalue density (18) of [10] . However in [10] it was postulated erroneously that the map D = OGO → G was linear with constant Jacobian and (20) would be the eigenvalue density of a random tensor with isotropic Gaussian noise, which is not correct, in the non-asymptotic case the eigenvalue density is given by (12).
Axial and Radial diffusivity marginals.
Two eigenvalue statistics that are particularly relevant in DTI are: Axial Diffusivity (AD), which corresponds to the largest D-eigenvalue γ 1 and it is measured along the principal axis of the diffusion tensor and is considered a putative axonal damage marker, and radial diffusivity (RD), which correponds to γ 23 = (γ 2 + γ 3 )/2 and is measured perpendicular to the principal axis and thought to be sensitive to the degree of hindrance that diffusing water molecules experience due to the axonal membrane and myelin sheath. In this sub-section we derive the distributions for AD and RD in dimension m = 3 when D has the density given in (1) . When the mean matrixD is prolate, we have shown in Corollary 8 that in the small noise limit the joint distribution of AD and RD is asymptotically Gaussian, given in Eq. (21) .
In the case of D with spherical meanD =γId, we can also derive the marginal densities of AD and RD. See also [15] , which contains a recursive expressions for the distribution of the largest GOE eigenvalue in arbitrary dimension. After changing variables in the joint conditional eigenvalue density (25), we see that z i = (γ i − γ 123 ) are independent from the barycenter γ 123 , z 1 = (γ 1 − γ 123 ) and (−z 3 ) = ( γ 123 − γ 3 ) are identically distributed, with marginal density
and cumulative distribution function
denote the standard Gaussian density and cumulative distribution function, respectively. The cumulative distribution function of γ 1 is obtained by taking convolution with the barycenter γ 123 distribution N γ, 1/(6µ + 9λ) , obtaining
The joint density of AD and RD is given by
Eigenvector asymptotics.
In the settings of Theorem 6, where D (n) and
andŌḠŌ , we study the asymptotics of
Omitting the n superscript, we use the decomposition R =ŘR, wherě
. . .
is block diagonal with blocksŘ (j,j) ∈ O(m j ) corresponding to the m j -dimensional eigenspaces ofD.
These matrices form a subgroup
, such thať RDŘ =D, ∀Ř ∈ Kγ, and the conditional eigenvector density (13) is invariant under the action of Kγ.
R ∈ SO(m) is a rotation with Lie matrix exponential representation
is skew-symmetric, with blocksŜ (j,l) = −Ŝ (l,j) ∈ R mj ×m l for 1 ≤ j < l ≤ k, and
i /2 free parameters. The subgroup Cγ = exp(Ŝ) :Ŝ has the skew-symmetric structure (27) is a complement subgroup of Kγ in O(m).
In dimension m = 3,R = exp(Ŝ) is a clockwise rotation by an angle θ = Ŝ2 23 +Ŝ 2 13 +Ŝ 2 12 around the unit vector u = (Ŝ 23 , −Ŝ 13 ,Ŝ 12 )/θ. The matrix exponential exp(dŜ) of an infinitesimal 3 × 3 skew symmetric matrix is the composition of three infinitesimal rotations around the Cartesian axes x, y, z, by the Euler angles dŜ 23 (roll), dŜ 13 (pitch), and dŜ 12 (yaw), respectively, which commute up to infinitesimals of higher order.
Theorem 10. In the settings of Theorem 6, let
. . , k corresponding to theD eigenspaces are asymptotically distributed according to the product of the Haar measures on the respective orthogonal groups O(m i ), with the constraintŌŘ (n) ∈ O(m) + , and asymptotically independent from the eigenvalue fluctuations.
After rescaling, the entries
:γ i >γ j ) are asymptotically mutually independent and independent fromŘ (n) and the eigenvalue fluctuations, with limiting Gaussian distribution
Remark: Theorem 10 extends Theorem 4.1 in [37] forD with non-negative distinct eigenvalues, given also in [35] , to the case with repeated eigenvalues.
Second order approximation of the HCIZ-integral.
Theorem 11. Let γ,γ ∈ R m ordered vectors, such that the coordinates (γ 1 > γ 2 > · · · > γ m ) are distinct, while theγ coordinates may coincide, with multiplicities m i = ( i − i−1 ) and
Remark 12. Theorem 11 was proven by [2] (see also [33, Thm. 9.5.2.]) in the case of non-negative eigenvalues without multiplicities.
TESTING THE SPHERICITY HYPOTHESIS.
In DTI, it is often desirable to establish different symmetries of the underlying tensor field. One of the often used tests is the test of isotropy of the underlying mean diffusion tensor [6] . Here we also develop one such test and we call it a test of sphericity, to avoid confusion with the "isotropy" of the precision tensor. Consider a sequence of random symmetric matrices
where the limit is a zero mean Gaussian symmetric matrix,D is deterministic and a (n) → ∞ is a scaling sequence. For example, in Section 6 the scaling sequence is given by the number of gradients in the DTI measurement. In order to test the sphericity hypothesis H 0 :D =γ Id for some unknownγ ∈ R, we introduce the sampled eigenvalue central moments
where γ i are the eigenvalues of D.
Lemma 13. κ r (D) is a homogenous polynomial of degree r in the matrix entries, satisfying ∀c ∈ R
This implies that the derivatives satisfy ∇ κ r (Id) = 0 ∀0 ≤ < r, while ∇ r κ r (D) = ∇ r κ r (0) are constant tensors such that
Corollary 14. Let D (n) be a sequence of m × m symmetric random matrices and X a zero mean symmetric Gaussian matrix such that, for someγ ∈ R and scaling sequence a (n) → ∞,
When the covariance of X is isotropic, (κ r (X) : 2 ≤ r ≤ m) are stochastically independent from κ 1 (X).
Proof. For the first statement we apply the continuous mapping theorem together with (30) . If X has zero mean isotropic Gaussian distribution, the conditional distribution of (X − κ 1 (X)Id) given κ 1 (X) is also zero-mean isotropic Gaussian and does not depend on the value of κ 1 (X).
To test the sphericity hypothesis withγ = 0 it is natural to use statistics of the form
and calibrate the test against the distribution of
evaluated at c = κ 1 D (n) . However, without additional assumptions on the covariance structure of X the probability density functions of κ r (X) for r ≥ 2 do not have closed form expressions and can be only computed numerically, for example by Monte Carlo simulations. Note also that, since ∇ κ r (Id) = 0 ∀r ≥ 2, 0 ≤ < r, we are dealing with a singular hypothesis testing problem [19, 20, 43] , where the constraints {κ r (D) = 0, r ≥ 2} which we are testing for are singular at the true parameter D =γ Id, consequently any smooth sphericity statistics τ (n) will follow non-Gaussian higher order asymptotics. We proceed now in dimension m = 3, assuming that the Gaussian matrix limit X has zero mean and isotropic precision matrix A(1, λ) with λ > −2/3, to compute explicitly the asymptotic density of some commonly used sphericity statistics based on eigenvalues sample mean, variance and skewness.
Lemma 15. In the settings of Theorem 6, under the sphericity hypothesis H 0 , the test statistics
are asymptotically independent, with limiting distributions
with asymptotically independent components.
Proof. We start from the asymptotic eigenvalue density (12) , which under H 0 is given by
and apply the Continuous Mapping Theorem [42] to the smooth bijection
with Jacobian
By changing variables the Vandermonde determinant cancels out, and the resulting joint central moments density is given by
It follows by an optimization argument that the support of the κ 3 conditional distribution given κ 2 is the interval [−κ
We do a further change of variables setting κ = (κ 1 , κ 2 , τ 3 ) with τ 3 = κ 3 κ
which factorizes as the distribution of independent random variables 
and Volume Ratio [36]
Corollary 16. In the settings of Theorem 6 with dimension m = 3, under the sphericity hypothesis H 0 , there are two possible asymptotic regimes:
1. whenD = 0 the sequence of statistics
converges jointly in distribution to the random vector 2. Otherwise, the rescaled statistics
are asymptotically equivalent with
in probability, and τ 
If this hypothesis is accepted, we assume that we are in the asymptotic regime (1) and construct a conditional sphericity test by using the conditional distribution of in (37). Eigenvalue central moment statistics have been considered earlier in the DTI literature, the distribution of Tr(D) for D isotropic Gaussian is derived in [11] , the variance is discussed in [7] ,[44], [37] , and skewness in [8] . Note that under H 0 the limit laws of τ 
3 ), and the right tail corresponds to γ
3 . We can test for symmetries with a sequence of confidence levels p (n) = P χ 2 5 < c (n) , with c (n) → ∞ and c (n) /a (n) → 0, and construct an asymptotically superefficient eigenvalue estimatorγ (n) :
, accept the isotropy hypothesis and setγ
accept the oblate tensor hypothesis and setγ
accept the prolate diffusion tensor hypothesis and setγ 
In order to test the hypothesisD =D , one could use the statistics
Testing equality in distribution of two sample matrix eigenvalues and eigenvectors separately has been discussed in [37] , under the hypothesis of asymptotically Gaussian and isotropic error, generalized in [38] to non-isotropic error covariances.
ASYMPTOTIC STATISTICS IN DTI UNDER RICIAN NOISE.
We consider an ideal DTI experiment with measurements following the Rician likelihood
where S is the signal, Y the observation, η 2 the noise parameter, and I (z) is the modified Bessel function of first kind of order . The signal is determined by the 2nd-order tensor model
where D is the (symmetric) diffusion tensor, ρ is the unweighted reference signal, and g is the applied magnetic field gradient. The function g → S(g, D)/ρ is interpreted as the Fourier transform of the displacement distribution of a water molecule undergoing Gaussian diffusion in an unit time interval, and the problem is to estimate the diffusion tensor D from the noisy spectral measurements Y . For fixed ρ and η 2 we denote the loglikelihood of D as
The observed information with respect to the tensor parameter D is given by 
i≤j,l≤r , depending on the signal to noise ratio (SNR) S/η of the complex Gaussian error model through the weight function
see [27] . Note that necessarily J ij,ij (D) = 4J ii,jj (D) ∀ 1 ≤ j < i ≤ 3. By replacing the Rician density (40) with another likelihood which is function of the SNR, we always obtain a Fisher information of the form (42), with a different weight function. We now consider a sequence of DTI-experiments, with measurements Y
, and denote the scaled Fisher Information as
Assume that M (n) → ∞ and the sequence of discrete gradient distributions
converges weakly to a probability π on R 3 , which implies
Let D (n) be a regular statistical estimator of the tensor parameter, as for example the Maximum Likelihood Estimator (MLE), the penalized MLE, the Bayesian Maximum a Posteriori Estimator (MAP), or the posterior mean, based on the data (Y
, under the tensor model with true parameterD, all these regular estimators are consistent with asymptotically Gaussian error, such that
6.1. Isotropic Gaussian limit error distribution. When J (∞) (D) = A(μ,μ) as in (4) for someμ > 0, the Gaussian limit distribution (45) is isotropic. In such case Theorem 6, Corollary 8 and Lemma 15 apply with a (n) =μM (n) and λ = 1. When the true tensorD =γI is isotropic, and the asymptotic gradient design distribution π(dg) is radially symmetric, asymptotic isotropy is achieved with
where b = g 2 , referred as b-value, is integrated with respect to
and u = g/ g has uniform distribution σ(du) on the surface of the unit sphere S 2 = {u ∈ R 3 : u = 1}. A more general condition implying (46) is the following: the asymptotic gradient design distribution decomposes as
where for ν-almost all b-values, the conditional probability on S 2 is such that
for all homogeneous polynomials f (u 1 , u 2 , u 3 ) of degree t = 4.
Proposition 18. When the true diffusion tensorD is isotropic, the uniform gradient distribution σ(du) maximizes det(J) among all probability distributions on the unit sphere.
Proof. When J is invertible we have [30, Theorem 8.1]
which implies that the function J → log det(J) ∈ R ∪ {−∞} is concave, and a local maximum is also a global maximum. Let ν(du) be probability measure on S 2 , and consider a small perturbation of the uniform measure σ in the direction ν. By taking the differential using (49), we obtain
where since J −1 (σ) is also isotropic, for every u, v ∈ S This shows that, when the true tensorD is isotropic, asymptotically uniform gradient designs are most informative, minimizing the Gaussian entropy of the asymptotic estimation error
In the next section we introduce discrete gradient distributions which attain the same bound.
Spherical t-designs in Diffusion Tensor Imaging. A spherical t-design Υ ⊂ S
m−1 is a finite subset of m-dimensional unit vectors with the property
for all polynomials f (u 1 , . . . , u m ) of degree r ≤ t, where σ is the uniform probability measure on S m−1 , and #Υ is the number of points in Υ. In other words, a spherical t-design is a quadrature rule on S m−1 with constant weights. The algebraic theory behind such designs is deep and beautiful [18] , for a recent survey see [4, 1] . In particular, in dimension m = 3, spherical t-designs of order t ≥ 4 satisfy (48). A database of spherical t-designs on S 2 computed by Rob Womersley is available at his webpage http://web.maths.unsw.edu.au/ ∼ rsw/Sphere/EffSphDes/. Table 1 displays the sizes of these designs and Fig. 1 shows a spherical t-design of order 4 with 14 gradients from Womersley's database.
When Υ = −Υ, we say that the spherical design is antipodal. Two well known examples (see [10] , [13] ) are the regular icosahedron and its dual, the regular dodecahedron, whose vertices form antipodal spherical t-designs of order 5 with sizes 12 and 20, respectively. Note that any two antipodal gradients produce the same DTI-signal. Starting from an antipodal spherical t-design Υ and selecting one gradient from each antipodal pair {u, −u} ⊂ Υ, we obtain a design Υ of size #Υ = #Υ/2 which satisfies (51) for all homogeneous polynomials f of even degree ≤ t. Figures 2-3 show respectively the intersection of the northern hemisphere with the regular icosahedron and dodecahedron, forming gradient designs of size 6 and 10 which satisfy (51) for all homogeneous polynomials f of degrees 2 and 4.
In the DTI experiment, for a finite subset of b-values 0 < b
and respective spherical t-designs Υ (n) of order t (n) ≥ 4, we construct the gradient set as the union of shells
The resulting gradient distribution
satisfies (47), and when the true tensorD =γI is totally symmetric, we have
i.e. the Fisher information coincides with the precision matrix of an Isotropic Gaussian matrix distribution. When Υ ⊂ S 2 is a spherical t-design and O ∈ SO(3) is a rotation matrix, the rotated design OΥ is a spherical t-design as well. Since the true tensorD is unknown, and possibly it is not isotropic, in practice it is advisable to choose the gradient directions covering S 2 as uniformly as possible. To achieve that, different t-designs can be rotated with respect to each other in order maximize the spread between gradient directions. Namely, starting from a collection of spherical t-designs Υ 0 1 , . . . , Υ 0 n of respective orders t k , 1 ≤ k ≤ n we find the optimized design Υ 
with dist(U, V ) = sup u∈U,v∈V dist(u, v) and dist(u, v) is the geodesic distance on S 2 . This can be achieved by a greedy iterative algorithm, where in turn (52) is optimized with respect to each single O k keeping fixed the other rotations until convergence to a fixed point. Fig. 4 shows a gradient sequence obtained in such a way, with colors correponding to spherical t-designs on different shells. The benefits of these gradient designs are illustrated in the next paragraph.
ILLUSTRATION OF THE METHODS.
7.1. Monte Carlo study with isotropic Gaussian noise. Fig. 5e i.i.d. eigenvalue pairs from the 2 × 2-Gaussian orthogonal ensemble, and in 5f i.i.d. pairs of independent standard Gaussian random variables. The empirical joint eigenvalue distribution avoids the diagonal, in agreement with (10) . We see that the fluctuations of the eigenvalues corresponding to the sameD eigenspaces around their mean are distributed like the GOE corresponding to the dimension of the eigenspace. One can see also some differences between the GOE eigenvalue distribution in dimension 2 (in Fig. 5e , sampled with precision parameters µ = 1/2, λ = 0, which agrees with 5c and 5d), and dimension 3 (in Fig. 5a , which agrees with 5b). Fig. 6 shows that, in the case with prolate mean matrix, the empirical distribution of the cluster barycenter (γ 2 + γ 3 )/2 fits very well the Gaussian distribution. Fig. 7 shows the behaviour of the sphericity test statistics τ 2 , τ 4 , τ 5 under Gaussian matrix distributions with the same isotropic precision matrix A(2, 2), and different means: namely a spherical mean tensor, and 15 prolate mean tensors, all with the same mean diffusivity κ 1 (D) = 15, and FA in (0.01, 0.15]. We can see that at this noise level, under the null hypothesis, the distributions of these three test statistics fit very well the asymptotic χ replications. On the left side figure the mean tensor diagonal and totally anisotropic withγ 1 = 15,γ 2 = 7.5,γ 3 = 3. On the right the mean tensor is diagonal and oblate, withγ 1 =γ 2 = 15,γ 3 = 3, and the eigenvectors corresponding to the first two eigenvalues are uniformly distributed around the equator.
Monte
Carlo study of sphericity test statistics based on DTI data with Rician noise. In order to validate the asymptotic results of Lemma 15 and Corollary 16, we conducted another large Monte Carlo study, with DTI data simulated under the Rician noise model with ground truth parameters η 2 = 64.056, ρ = 110.046, and isotropic diffusion tensorD = 6.622 × 10 −4 × Id mm 2 /s. For each of the experimental designs 1-5 below, which have increasing number of acquisitions, we simulated N = 50000 replications of the dataset, and for each replication we computed the MLE D (n) based on the simulated data by using the EM-algorithm from [29] . The empirical distribution of the sphericity statistics τ
(32) and τ (n) 5
(37) with their theoretical limit distributions are displayed correspondingly in Figures 9-13 . Design 1: Spherical t-design of order 4 with 14 gradients computed by R. Womersley, shown in Fig. 1 , with b-value 996 s/mm 2 , and one acquisition at zero b-value, for a total of 15 acquisitions. The corresponding Fisher information is given by
and the ML estimator vec(D (n) ) has a Gaussian approximation with mean vec(D) and isotropic covariance Design 2: It is based on the icosahedron with the 6 gradients shown in Fig. 2 for each b-value in the set {560, 778, 996, 1276, 1556, 1898, 2240} s/mm 2 , and one acquisition at zero b-value, for a total of 43 acquisitions. The corresponding Fisher information is given by
and the ML estimator vec(D (n) ) has a Gaussian approximation with mean vec(D) and isotropic covariance and one acquisition at zero b-value, for a total of 71 acquisitions. The corresponding Fisher information is given by
and the ML estimator vec(D (n) ) has a Gaussian approximation with mean vec(D) and isotropic covariance 
Design 4: Combination of spherical t-designs of orders 5,7,9,11, shown in Fig. 4 on shells corresponding to the b-values {560, 996, 1556, 2240}, respectively, with one acquisition at zero b-value, for a total of 163 acquisitions. The corresponding Fisher information is given by
All scatterplots in Figures 9-13 are consistent with the asymptotic independence of the sphericity statistics τ 3 . When the experimental design is based on spherical t-designs of order t ≥ 4 (Designs 1-4), with isotropic Fisher information, the empirical distributions of τ (Figures 9-12) . The 5th design has the largest number of acquisitions and it is the most informative of all, however the Fisher information is not isotropic and Fig. 13 shows that the empirical distributions of τ do not fit the χ 2 5 distribution, with the consequence of underestimating the Type I error probability of rejecting an isotropic true tensor. We conclude that the distribution of these sphericity statistics is sensitive to anisotropies of the estimation error distribution. As it was shown in section 5, these sphericity test statistics should be calibrated against the law of τ (c + κ 1 (X), κ 2 (X), κ 3 (X)), evaluated at c = κ 1 (D (n) ), where X is the zero mean symmetric Gaussian matrix with covariance (53).
We also remark that in lower part of Fig. 9-11 , compared with the uniform density, the histogram estimator of the τ (n) 3 density shows an increasing linear trend. This linear trend is less evident in 12, which is based on a larger number of acquisitions, and the distribution of the MLE D (n) is presumably better approximated by a Gaussian than in the previous cases. By taking absolute value |τ , assuming that the covariance of the rescaled limit is isotropic. WhenD has repeated eigenvalues, the delta method does not apply and the spectrum of the matrix estimator has a non-Gaussian limit distribution. In the limit, the random eigenvalues γ
form clusters corresponding to theD eigenspaces, with jointly Gaussian barycenters. Within each cluster, the differences between eigenvalues and barycenter are independent from the barycenter and the other clusters, and follow the conditional law of GOE eigenvalues conditioned on having zero barycenter.
In many applications it is important to detect the symmetries of the true matrix parameterD, in particular to test whetherD is spherical, which leads to singular hypothesis testing problems. A statistical test againstD-symmetries needs to be calibrated taking into account the repulsion between the random eigenvalues of D (n) corresponding to the sameD-eigenspace. In dimension m = 3, we derived the asymptotic joint distribution of some commonly used sphericity statistics as Fractional Anisotropy, Relative Anisotropy and Volume Ratio under isotropy assumptions. We have also discussed the implications of these general results for the design and analysis of DTI measurements, and we showed that gradient designs based on spherical t-designs have isotropic Fisher information and are asympotically most informative when the true tensor is spherical. A direct application would be in denoising the FA maps derived from diffusion tensor estimates. Testing for sphericity at each volume element with a fixed confidence level, corresponds to a FA cut-off threshold which is not constant over the voxels but depends locally on the estimated noise and mean diffusivity parameters. We have seen in the Monte Carlo study that the simulated sphericity statistics fit well their theoretical limit distribution when the Fisher information of the experiment was isotropic. However, there was a significant discrepancy under experimental design 5, with non-isotropic Fisher information. We conclude that these findings give a strong theoretical argument in favour of using spherical t-designs in DTI, and we plan to conduct similar experiments with real DTI data in the near future. Finally, our work in progress is to generalize this theory to situations in which the covariance of the Gaussian limit matrix has symmetries without being fully isotropic. For each test statistics, the probability density and cumulative probability curves are labeled by the FA values of the corresponding mean tensors. The broken curves display the χ 2 , |τ
3 ) in (b), from a Monte Carlo study based on N = 50000 replications of a dataset generated under Design 1, where the true tensor and the Fisher information are isotropic. The histogram density estimators are compared with theoretical limit densities (black continuous curves), which are uniform on the vertical axes and χ 3 ) in (b), from a Monte Carlo study based on N = 50000 replications of a dataset generated under Design 2, where the true tensor and the Fisher information are isotropic. The histogram density estimators are compared with theoretical limit densities (black continuous curves), which are uniform on the vertical axes and χ 3 ) in (b), from a Monte Carlo study based on N = 50000 replications of a dataset generated under Design 3, where the true tensor and the Fisher information are isotropic. The histogram density estimators are compared with theoretical limit densities (black continuous curves), which are uniform on the vertical axes and χ 3 ) in (b), from a Monte Carlo study based on N = 50000 replications of a dataset generated under Design 5, with isotropic true tensor and anisotropic Fisher information. The histogram density estimators are compared with theoretical limit densities (black continuous curves), which are uniform on the vertical axes and χ 9. APPENDIX.
9.1. Proof of Theorems 6,10,11. We follow the line of proof of Theorem 3.1 in [14] , (see also [33] ), which deals with the eigenvalues of rescaled Wishart random matrices with growing degrees of freedom, and we generalize it to the case of random matrices with asymptotically isotropic Gaussian noise, without the positivity assumption. By Schéffe's theorem (see [42] ), to prove convergence in distribution it is enough to show pointwise almost sure convergence of the densities to a probability density, and we achieve that by using Laplace approximation. Note first that when the mean matrixD is isotropic with equal eigenvaluesγ 1 =γ 2 = · · · =γ m , I m (γ,γ) = exp(γ ·γ) ,
and simply because on a probability space the L µ norm of a random variable converges to the L ∞ norm as µ → ∞, it follows that In the new coordinates, sinceŘ ḠŘ =Ḡ, the joint density of (G, R) with respect to dγ × H m (dR) is given by qγ(G, R) = qγ(G,ŘR) = qγ(G,R) which does not depend onŘ. Moreover, by using the properties of the wedge product,
Therefore, the blocks (Ř (i,i) , i = 1, . . . , k) ofŘ are independent from the eigenvalues γ and distributed as the product of Haar probability measures H mi dŘ (i,i) on the respective orthogonal groups O(m i ) corresponding to theD-eigenspaces, with the constraintŌŘR ∈ O(m) + . Since for every fixedR ∈ C γ , by symmetry
after integrating outŘ we see that qγ(G,R) in (14) is also the joint density of (γ,R) on {γ ∈ R m : γ 1 > γ 2 > · · · > γ m } × Cγ with respect to the product measure dγ 1 × dγ 2 × · · · × dγ m × H Cγ (dR), where For any fixed γ 1 > γ 2 > · · · > γ m , the maximum of (56) over Cγ is attained atR = I corresponding toŜ = 0, and as µ → ∞ the density ofR will concentrate around this maximum. We apply the Laplace approximation method and take the second order expansion of the matrix exponential asŜ → 0, R = exp(Ŝ) = I +Ŝ +Ŝ 2 /2 + o( Ŝ 2 ), witĥ
and for i = jR where in the sum the terms indexed by (i, j) corresponding to identicalD-eigenvalues vanish. We now take a sequence of parameters µ n = n, and λ n such that −2/m < λ n /n → λ, as n → ∞. After changing of variables, we approximate the density of For fixed γ 1 > γ 2 > · · · > γ m , (γ i − γ j )(γ i −γ j ) ≥ 0, and by integratingŜ ij over R for each i < j withγ i >γ j we obtain the Laplace approximation (60) q δ ij + λ 2 ξ i ξ j and for i < j withγ i >γ j the fluctuations θ ij are asymptotically independent with respective Gaussian densities
which completes the proof of Theorem 10.
In order to study the fluctuations of the cluster barycenters and eigenvalue distribution within clusters, we change variables again by using the linear maps where the cluster barycenters have Gaussian density (17) , which is also the density of X in (16) , and the differences (ζ i−1 +1 , . . . , ζ ) between the m i × m i -GOE eigenvalues and their barycenter have degenerate densities (19) .
