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La criptografía (del griego kryptos, ”ocultar”, y grafos, ”escribir”) es el arte o ciencia de cifrar y descifrar infor-
mación utilizando técnicas matemáticas que hagan posible el intercambio de mensajes de manera que solamente
puedan ser leídos por las personas a quienes van dirigidos.
Cuando se habla de la criptografía como ciencia se debería hablar de criptología, que engloba tanto las técnicas de
cifrado, la criptografía propiamente dicha, como sus técnicas complementarias: el criptoanálisis, que estudia los
métodos para romper textos cifrados con objeto de recuperar la información original en ausencia de la clave.
La finalidad de la criptografía es, en primer lugar, garantizar el secreto en la comunicación entre dos entidades
(personas, organizaciones, etc.) y, en segundo lugar, asegurar que la información que se envía es auténtica en un
doble sentido: que el remitente sea realmente quien dice ser y que el contenido del mensaje enviado, habitualmente
denominado criptograma, no haya sido modificado en su tránsito.
En la actualidad, la criptografía no sólo se utiliza para el intercambio de información de forma segura ocultando
su contenido a posibles fisgones. Una de las ramas de la criptografía que más ha revolucionado el panorama actual
de las tecnologías informáticas es el de la firma digital: tecnología que busca asociar al emisor de un mensaje con
su contenido de forma que aquel no pueda posteriormente repudiarlo.
En criptografía, la información original que debe protegerse se denomina texto en claro. El cifrado es el proceso
de convertir el texto plano en un galimatías ilegible, denominado texto cifrado o criptograma. Por lo general, la
aplicación concreta del algoritmo de cifrado se basa en la existencia de una clave. Las dos técnicas más básicas
de cifrado en la criptografía clásica son la sustitución y la trasposición. El descifrado es el proceso inverso que
recupera el texto en claro a partir del criptograma y la clave. El conjunto de protocolos, algoritmos de cifrado,
procesos de gestión de claves y actuaciones de los usuarios, en su globalidad es lo que constituyen un criptosistema,
que es con lo que el usuario final trabaja e interactúa.
Existen dos tipos de cifrado: los algoritmos que utilizan una única clave tanto en el proceso de cifrado como
en el de descifrado y los que utilizan una clave para cifrar mensajes y una clave distinta para descifrarlos. Los
primeros se denominan cifrados simétricos o de clave simétrica y son la base de los algoritmos de cifrado clásico.
Los segundos se denominan cifrados asimétricos o de clave pública y forman el núcleo de las técnicas de cifrado
modernas.
A menudo los procesos de cifrado y descifrado se encuentran en la literatura como encriptado y desencriptado,
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aunque ambos son neologismos -anglicismos de los términos ingleses encrypt y decrypt- todavía sin reconocimien-
to académico.
Durante siglos, el principal uso de la criptografía, se redujo mayoritariamente a su uso en tiempos de guerra. Pero
hoy en día el uso generalizado de redes informáticas en el tratamiento y transmisión de la información, así como
el aumento del número de usuarios de estos sistemas, han motivado la necesidad de mejorar la seguridad en las
comunicaciones. Son muchas y variadas las situaciones en las que se requiere garantizar la privacidad, la integridad
o la autenticación de la información transmitida. Tales necesidades se han satisfecho usando distintos protocolos
criptográficos.
Uno de los principales inconvenientes de la criptografía de clave compartida es la distribución de claves, es decir,
la necesidad que dos usuarios tienen de pactar previamente su clave secreta si desean cifrar los mensajes que se
van a enviar.
En 1976, dos ingenieros de la Universidad de Stanford, Whitfield Diffie y Martin Hellman [3] comenzaron una gran
revolución, al diseñar la criptografía de clave pública. La nueva idea consistía en algo aparentemente imposible:
un criptosistema en donde hubiera dos claves, una para cifrar y otra para descifrar. En la actualidad, el método
de clave pública más utilizado probablemente sea el RSA, desarrollado en 1977 por Adi Shamir, Ronald Rivest y
Leonard Adleman [16]. Se basa en que no existe un algoritmo lo suficientemente eficiente para factorizar grandes
números que sean producto de dos números primos, su desventaja es la velocidad.
La Criptografía con Curvas Elípticas (CCE) es una variante de la criptografía de clave pública basada en las
matemáticas de las curvas elípticas. Sus autores argumentan que la CCE puede ser más rápida y usar claves más
cortas que los métodos antiguos - como RSA - al tiempo que proporcionan un nivel de seguridad equivalente. La
utilización de curvas elípticas en criptografía fue propuesta de forma independiente por Neal Koblitz [7] y Victor
Miller [12] en 1985.
Otro de los problemas en los que se basa la seguridad de los criptosistemas de clave pública es el problema del
logaritmo discreto. Para ello es necesario buscar conjuntos finitos con una estructura de grupo abeliano y determinar
su orden. El problema del logaritmo discreto, aunque es computacionalmente difícil, puede ser resuelto en tiempo
polinomial usando el algoritmo de Shor [19] para un ordenador cuántico. Así, la mayoría de criptosistemas de
clave pública actuales se volverán inseguros cuando el tamaño del registro cuántico sea suficiente. Por lo que
resulta necesario el desarrollo de criptosistemas que sean fuertes frente a ordenadores cuánticos.
En este proyecto se propone un problema matemático que, hipotéticamente, es fuerte frente a ordenadores cuán-
ticos. Consiste en la búsqueda de una isogenia entre curvas elípticas sobre un cuerpo finito. Además también se





Por los símbolos Z, Q, C , Fp, R [x] denotaremos el anillo de enteros, el cuerpo de los números racionales y
el de los complejos, el cuerpo finito de p elementos y el anillo de polinomios con coeficientes en el anillo R
respectivamente.
Sea K un cuerpo con característica diferente de 2 y 3. El plano proyectivo P2K es el conjunto de ternas (X ,Y,Z) ∈
K3 \ {0,0,0} módulo la relación de equivalencia
(X ,Y,Z) = (uX ,uY,uZ)
para cualquier u ∈ K∗ arbitraria.
El eje Z = 0 se llama eje del infinito, y sus puntos, puntos del infinito.
Una curva elíptica E(K) es una curva no singular, del plano proyectivo P2K dado por
Y 2Z = X3 +AXZ2 +BZ3.
Esta curva se cruza con el eje del infinito en el punto OE = (0,1,0) con multiplicidad 3. Para los demás puntos
podemos asumir Z = 1 y x = XZ , y =
Y
Z . De este modo la ecuación en el plano afín se puede reescribir de la siguiente
forma
y2 = x3 +Ax+B,
y se llama ecuación reducida de Weierstraβ.
El polinomio y2− (x3 + Ax + B), el cual da la ecuación anterior, genera un ideal máximal de K[x,y]. A partir de
este ideal se define el cuerpo de funciónes de la curva:
K(E) = K[x,y]\ (y2− (x3 +Ax+B)).
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2.2. Discriminante y j-invariante
La importancia del discriminante radica en el hecho de que nos informa si una ecuación de Weierstraβ concreta
define una curva elíptica y se define de la siguiente forma:
∆ =−16(4A3 +27B2).




Estos dos hechos se muestran de una manera más formal en los siguientes teoremas.
Teorema 1. Dada una ecuación de Weierstraβ, esta es no-singular (es decir, define una curva elíptica) si ,y sólo
si, ∆ 6= 0.
Teorema 2. Si dos curvas elípticas E1/F y E2/F son isomorfas sobre el cuerpo F, entonces j(E1) = j(E2). En F
el inverso también es cierto.
2.3. Curvas elípticas sobre C
En esta sección se van a introducir algunos conceptos sobre retículos de complejos y la función j.
2.3.1. Retículos de complejos




> 0. Se denota L(ω1,ω2) = Zω1 +Zω2.
Sea L(ω1,ω2) = Zω1 +Zω2 un retículo de complejos. Si τ = ω1ω2 , con Im(τ) > 0, entonces podemos escribir
L(ω1,ω2) = ω2L(1,τ).






Esta serie es absolutamente convergente para k > 2.
Entonces definimos a(L) = 60G4(L) y b(L) = 140G6(L).
Teorema 3. Dado un retículo de complejos L, la curva E(C) de ecuación:
y2 = 4x3−a(L)x−b(L),
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2.3.2. La función j
Sea L = Zω1 +Zω2 un retículo y τ =
ω1
ω2






2.4. Curvas elípticas sobre cuerpos finitos
A partir de esta sección se consideran curvas elípticas definidas sobre un cuerpo finito Fp donde p es un número
primo.
Sea la curva elíptica E/Fp de ecuación
Y 2Z = X3 +AXZ2 +BZ3.
Consideremos la curva en la clausura algebraica F̄p. Entonces la aplicación
π : E(F̄p) → E(F̄p)
(x,y) → (xp,yp)
se denomina endomorfismo de Frobenius de la curva E/Fp.
El endomorfismo de Frobenius de E/Fp satisface la ecuación característica sobre C:
π
2− tπ+ p = 0,
donde t = p + 1− #E(Fp) es la traza de Frobenius. Si t2 < 4p, es decir, | t |< 2
√
p, el discriminante Dπ de la
ecuación anterior es negativo y se define como:
Dπ = t2−4p.
6 Curvas elípticas
2.5. Polinomios de n-división
Sea E/Fp una curva elíptica.
Definicion 3. Dado un entero n > 0, se define el grupo de n-torsión de la curva E como el subgrupo de puntos de
la curva E(F̄p) tales que n es un múltiplo de su orden, es decir:
E[n](Fp) = {P ∈ E(Fp) | nP = OE}
y más en general
E[n] =
{
P ∈ E(F̄p) | nP = OE
}
Los polinomios de división nos permiten encontrar los puntos de orden n de una curva E/Fp. Las raíces de los
polinomios de división nos dan las abscisas de estos puntos. Llamaremos Ψn al n-ésimo polinomio de división de
una curva elíptica y cumple que
Ψn(P) = 0 ∀P ∈ E[n], P 6= OE





Ψ3(x,y) = 3x4 +6Ax2 +12Bx−A2
Ψ4(x,y) = 4y(x6 +5Ax4 +20Bx3−5A2x2−4ABx−8B2−A3)
Ψ2n+1(x,y) = ΨnΨ2 (Ψn+2Ψ
2
n−1−Ψn−2Ψ2n+1), n ≥ 2
Ψ2n(x,y) = Ψn+2Ψ3n−Ψ3n+1Ψn−1, n ≥ 3
Observamos que para n impar, Ψn es un polinomio de una única variable x.













A partir del polinomio de division Ψn(x,y) ∈ Fp[x,y], podemos obtener el polinomio fn(x) ∈ Fp[x] con propieda-
des similares de la siguiente forma:
Dado que los polinomios Ψn(x,y) estan definidos sobre puntos de la curva, podemos sustituir y2 por x3 +
ax+b, obteniendo un nuevo polinomio Ψ′n(x) que cuando n es par queda multiplicado por y.




Ψ′n(x) si n es impar,
Ψ′n(x)y
Ψ2(x,y)
si n es par.
El grado del polinomio fn(x) es n
2−1
2 si n es impar y
n2−4
2 si n es par.
Estos nuevos polinomios continuan caracterizando los puntos de n-torsión de la forma siguiente:
Teorema 4. Si P = (x,y) ∈ E(Fp), resulta que:
nP = OE ⇐⇒ fn(x) = 0.
Es decir las raíces de este polinomio son exactamente las abscisas de los puntos de n-torsión.
2.6. Isogenias
Dadas dos curvas elípticas E y E ′ sobre Fp, una isogenia entre E y E ′ es un morfismo:
I : E(Fp) −→ E ′(Fp)
(x,y) 7−→ (X(x,y),Y (x,y))
OE 7−→ OE ′
donde X e Y son expresiones racionales en las coordenadas (x,y) y tal que el elemento neutro de E satisface
I(OE) = OE ′ . Se dice entonces que E y E ′ son curvas isógenas si existe una isogenia I entre ambas tal que I(E) 6=
{O}.
Se denomina núcleo de de la isogenia I a los puntos P ∈ E(Fp) tales que I (P) = OE ′ .
La multiplicación por m ∈ Z en E, [m] : E −→ E es una isogenia de E en si misma. La isogenia nula en E se
define de manera que [0] (P) = O.
Las isogenias I , como todo morfismo entre variedades algebraicas, o son constantes, i.e., I(E) = O, o son exhaus-
tivas, es decir I(E) = E ′.
Teorema 5. Sea I una isogenia, entonces para todo P,Q ∈ E(Fp) se tiene que I(P+Q) = I(P)+ I(Q).
Ademas si I es una isogenia de E a E ′, entonces existe una única isogenia Î, llamada dual de I, de E ′ a E tal que:
Î ◦ I = `E y I ◦ Î = `E ′ ,
donde `E es la operación de multiplicar por ` ∈ Z>0 en E, es decir :
`E : E −→ E
P 7−→ `P
y a ` se le denomina grado de la isogenia.
8 Curvas elípticas
Dadas dos isogenias de curvas elípticas ϕ : E1→ E2 y ψ : E2→ E3, se define la composición de isogenias de forma
habitual como:
ψϕ : E1→ E3
donde deg(ψϕ) = deg(ψ)deg(ϕ) y ψ̂ϕ = ψ̂ϕ̂.
La composición de isogenias cumple la propiedad asociativa.
A partir de la cardinalidad de una curva elíptica se puede determinar las curvas que le son isógenas sobre Fp.
Teorema 6. Dos curvas elípticas son isógenas sobre Fp si y sólo si tienen el mismo número de puntos.
Teorema 7. Sea E(Fp) una curva elíptica que tiene como discriminante de Frobenius Dπ y (Dπ` ) sea el símbolo de












= 0, existiran 1 o `+1 isogenias de grado `.





coincide si ` es un primo impar con el símbolo de Legendre. Si ` = 2 se define







1 si a≡±1 mod 8
0 si a≡ 0 mod 2
−1 si a≡±3 mod 8
2.6.1. Polinomio modular















∈ D∗n : d > 0, 0≤ b < d
}
.
Se define el polinomio modular de orden n [1] como:















Teorema 8. Sea n un entero positivo, el polinomio modular Φn(X , j) cumple las siguientes propiedades:
1. Φn(X ,Y ) ∈ Z[X ,Y ].
2. Φn(X ,Y ) = Φn(Y,X) si n > 1.
3. Φn(X ,Y ) es irreducible como polinomio en X.
4. Si n no es un cuadrado perfecto, entonces Φn(X ,Y ) es un polinomio de grado > 1 donde el coeficiente
dominante es ± 1.
5. Si n es un primo p, entonces Φp(X ,Y )≡ (X p−Y )(X−Y p) mod pZ[X ,Y ].
Teorema 9. Existe una isogenia de grado n de E a E ′, si y sólo si Φn( j(E), j(E ′)) = 0.
En el caso que n = `, un primo, hay precisamente `+ 1 subgrupos del grupo de puntos de `-torsión E[`] de una
curva E. Cada subgrupo es el kernel de una isogenia de grado `.
Equivalentemente, cada subgrupo corresponde a una curva isógena con un j-invariante que es un cero en el poli-
nomio Φ`(x, j).
Notar que mientras el grado del polinomio modular Φ`(x, j) es `+1 en cualquier variable, sus coeficientes enteros
pueden llegar a ser muy grandes cuando ` aumenta. Así que para ` > 106, el cálculo de un polinomio modular es
prácticamente infactible.
Ejemplo de polinomio modular para ` = 3:






2.6.2. Cálculo de isogenias
Para calcular una curva elíptica isógena se puede usar el siguiente algoritmo [15]. Este toma como origen una curva
elíptica Ea,b con invariante j, un grado de isogenia ` y una raíz del polinomio Φ`(X , j) como entrada y como salida
da una curva elíptica Ea′,b′ .
1. Sean a,b, coeficientes de la curva y2 = x3 +ax+b, j el j-invariante de la curva y j̃ obtenido de la factorización
del polinomio `-modular Φ`(x, j).
2. Calcular E4 =−48a y E6 = 864b en Fp.





4. Calcular j̃ ′ =− j
′Φx( j, j̃)
`Φy( j, j̃)











La curva y2 = x3 +ãx+ b̃ será isógena a y2 = x3 +ax+b. Consideramos la curva isomorfa y2 = x3 + `4ãx+ `6b̃.
Para calcular el núcleo de la isogenia entre EA,B y EA′,B′ , podemos usar el código propuesto por MAGMA. Nos da
el polinomio
K(X) = Xd +ad−1Xd−1 + ...+a1X +a0 ∈ Fp[X ].
donde d = `−12 . Las raíces de K(X) dan todas las coordenadas x de los puntos del núcleo.
2.6.3. Determinación de una dirección en un ciclo de isogenias









El grupo de torsión E[`] está formado por `+ 1 subgrupos de orden `. Dos de estos subgrupos son los núcleos de
I1 y I2.
El método para determinar la dirección en un ciclo de isogenias se comenta en [2]. Este método usa el comporta-




= 1, el polinomio característico
de Frobenius, considerado sobre Z/`Z, se descompone en factores lineales. Sean π1,π2 ∈ Z/`Z, raíces del polino-
mio. A π1 y π2 se les llama valores propios de Frobenius. El comportamiento del endomorfismo de Frobenius en
el núcleo de una isogenia de grado ` es igual a la multiplicación de un punto por un valor propio:
(xp,yp) = πi(x,y) ∈ Fp[x,y] mod (y2− x3−Ax−B, Ki(x))
donde y2 = x3 +Ax+B es la ecuación de la curva y Ki(x) es el polinomio Ki(X) = Xd +ad−1Xd−1 + ...+a1X +a0 ∈
Fp[X ], cuyas raíces dan las coordenadas x del núcleo de la isogenia Ii.
Así, π1 corresponde a una dirección del ciclo, y π2 a la otra.
Para determinar que núcleo corresponde a cada valor propio comprobamos que las abscisas de (xp,yp) y πi(x,y)
sean iguales módulo la ecuación Ki(x). Si esto no fuera suficiente porque se iguala para los dos núcleos, tendriamos
que comprobar la misma igualdad, pero en este caso para las ordenadas.
2.6.4. Class number
Sea E una curva elíptica sobre Fp. El anillo de endomorfismos de E se identifica con un orden en el cuerpo
cuadrático imaginario K = Q(
√
t2−4p), donde t es la traza del discriminante de Frobenius de E.
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En este caso el class number de K , h(Dπ) nos da el número de clases de isomorfía de curvas sobre Fp que tiene
discriminante de Frobenius Dπ = t2−4p, es decir, el número de curvas isógenas con E.
Corolario 1. Si un discriminante Dπ es un producto de diferentes números primos, entonces el class number puede
no ser primo.
2.7. Estrella de isogenias
Sea U = {Ei(Fp)} un conjunto de curvas elípticas con el mismo número de puntos, de modo que cada elemento
de U está únicamente determinado por un j-invariante de una curva elíptica. Según lo visto en el apartado anterior
podemos calcular #U como el class number (supondremos que U contiene todas las clases de isomorfia con un
mismo cardinal). Podemos considerar para cada curva, el conjunto U , como el conjunto de `-isogenias desde E de
ciertos grados primos prefijados.
Para una curva elíptica con invariante j, el número de isogenias que tienen grado primo ` es igual al número de
raíces del polinomio modular. El número exacto de isogenias se puede calcular usando el teorema 7.





las isogenias de grado ` de curvas elípticas de U forman un ciclo. Cambiar la dirección de un ciclo significa el
intercambio a isogenias duales.




= 1, todos los elementos de U forman un único ciclo de `-
isogenias.




= 1. En este caso, las isogenias de grado `′ también
forman un ciclo sobre U . De este modo podemos poner ambos ciclos uno encima de otro. Lo mismo se puede hacer
para otros grados de isogenias del mismo tipo.






= 1, es una estrella de isogenias.
En la figura se muestra un ejemplo de una estrella. Hay 7 curvas elípticas sobre F83. Los nodos representan los
j-invariantes.
Figura 2.1: Ciclos de 3 y 5 isogenias y su estrella.
12 Curvas elípticas
Si una estrella de isogenias es lo suficientemente grande, se puede usar para la construcción de criptosistemas, tal
y como veremos en el siguiente capítulo. Para esto se necesita especificar una dirección en un ciclo.
2.7.1. Ruta en una estrella de isogenias
Sean S una estrella de isogenias, L = {`i} - un conjunto de primos de Elkies correspondientes a grados de isogenias
y F = {πi} - un conjunto de valores propios de Frobenius, los cuales especifican una dirección para cada `i ∈ L.
Definición 5. Un conjunto R = {ri}, donde ri es el número de pasos por la isogenia de grado `i en la dirección πi,
es una ruta en la estrella de isogenias.
Se pueden definir composiciones de rutas A = {ai} y B = {bi} como AB = {ai +bi}. Las rutas son conmutativas:
AB = BA.
Capítulo 3
Criptosistema de clave pública basado en
estrellas de isogenias
En este capítulo se muestran los algoritmos para cifrar y descifrar la información, así como los parámetros comunes
al cifrado y al descifrado usando el criptosistema propuesto por Rostovtsev y Stolbunov [17]. También se comentan
los criterios seguidos para el cálculo de esos parámetros comunes y en que basa su seguridad este criptosistema.
3.1. Algoritmos
3.1.1. Parámetros comunes
Fp, cuerpo finito de tamaño p sobre el que se trabajará;
Einit - curva elíptica inicial, especificada por un par de coeficientes (Ainit ,Binit) de la ecuación
y2 = x3 +Ax+B sobre Fp;
d - número de grados de isogenias que seran usados;
L = {`i}, 1≤ i≤ d - conjunto de grados de Elkies de isogenias que seran usados;
F = {πi}, 1 ≤ i ≤ d - conjunto de valores propios de Frobenius, que especifican una dirección para cada
`i ∈ L;
k - límite de pasos de un grado de isogenia en una ruta. Para cada grado de isogenia, el número de pasos {ri}
se selecciona por 0≤ ri ≤ k.
Clave Privada: Una ruta privada Rpriv.
Clave Pública: Una curva elíptica calculada como Epub = Rpriv(Einit). Se especifica por (Apub,Bpub).
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3.1.2. Cifrado
Entrada:
parámetros comunes del criptosistema: Fp, (Apub, Bpub), d, L, F, k;
Epub - clave pública, especificada por (Apub,Bpub);
m ∈ Fp - texto en claro.
Algoritmo:
1. Elegir una ruta Renc aleatoria. Si Renc = {0,0, ...,0}, repetir este paso.
2. Calcular la curva de la estrella Eenc = Renc(Epub).
3. Calcular el texto cifrado s = m∗ jenc (mod p), donde jenc es la j-invariante de Eenc.
4. Calcular la curva de la estrella Eadd = Renc(Einit).
Salida
s - un texto cifrado;
Eadd - curva elíptica adicional especificada por (Aadd ,Badd).
3.1.3. Descifrado
Entrada
parámetros comunes del criptosistema: Fp, (Apub, Bpub), d, L, F, k;
Rpriv - clave privada;
s - un texto cifrado;
Eadd - curva elíptica adicional especificada por (Aadd ,Badd).
Algoritmo
1. Calcular la curva de la estrella Eenc = Rpriv(Eadd).
2. Calcular el texto en claro m = sjenc (mod p), donde jenc es la j-invariante de Eenc.
Salida
m - texto en claro.
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3.2. Selección de parámetros del criptosistema
En esta sección se discute la selección de una curva inicial Einit , que determinará la estrella de isogenias.
Este algoritmo requiere el cálculo de la longitud de un ciclo de isogenias, lo que se convierte en el cálculo del class
number para Dπ.
De acuerdo al corolario 1, para obtener un class number primo se debe usar un discriminante primo.
En la práctica, un class number puede ser determinado usando métodos analíticos. En particular, se puede alcanzar











El producto se realiza sobre todos los números primos hasta algun primo grande P. Cuanto mayor sea P, mayor
será la precisión de la estimación. Se puede obtener el valor exacto con una búsqueda de fuerza bruta cerca de la
estimación.
El requisito de primalidad de #U se puede sustituir por el requisito de la existencia de un divisor primo muy grande.
Entonces la complejidad del criptosistema se estima como O(
√
r) donde r es el divisor primo más grande de #U .





= 1, y de este modo las `i-isogenias
forman un ciclo.
Para minimizar la complejidad computacional del cifrado, se debería utilizar un número d de grados de isoge-
nias igual a O(log #U). En este caso, el número máximo k de pasos por una isogenia no debería exceder de 2
(normalmente 1).
Para una curva elíptica E(Fp), la complejidad computacional de una isogenia de grado ` es O(`(log p)2) [2]. Por
lo tanto, isogenias de grados pequeños son fáciles de calcular.
3.3. Seguridad del criptosistema
La seguridad de este criptosistema se basa en el problema de la búsqueda de una isogenia entre curvas elípticas.
Para romper este criptosistema, se debería buscar una isogenia entre Einit y Epub (o entre Einit y Eadd). Para la
búsqueda de esta isogenia se podrían utilizar las siguientes técnicas:
Fuerza Bruta.
Usando un grado de isogenia y moviendonos desde Einit hasta obtener Epub.
Otra técnica de este tipo consiste en la enumeración de todas las posibles rutas desde Einit , de acuerdo a las
restricciones de L, d y k, hasta encontrar Epub.
La complejidad de estos ataques se estima como O(n) cálculos de isogenias.
Meet-in-the-middle.
Sea n el tamaño de una estrella de isogenias. Cuando una estrella está formada por un único grado de
isogenias, la longitud media de una ruta es O(n). Cuando está formada por dos grados de isogenias, la
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longitud es O(
√
n). Cuando esta formada por m grados de isogenias, la longitud de la ruta es Sm ≈O(mn
1
m ).
No es difícil darse cuenta que la función Sm(m) tiene su mínimo O(log n), cuando m≈ O(log n).
Para este ataque se selecciona m ≈ O(log n) grados de isogenias, satisfaciendo el criterio de Elkies. En
este caso, la longitud media de una ruta desde Einit hasta Epub no excede Sm. Se construyen todas las rutas
desde Einit , no más grandes que Sm2 , y se almacenan en una base de datos. Se seleccionan rutas al azar con
la misma longitud del criterio y se aplican a Epub, y se mira el resultado en la base de datos almacenada. Se
podría tener éxito con una alta probabilidad, de acuerdo a la paradoja del cumpleaños. La complejidad de
este ataque se estima como O(
√
n) cálculos de isogenias.
El método descrito por Galbraith en [6], tiene complejidad O( 4
√
p).
Una suposición sobre la dificultad de romper el criptosistema utilizando un ordenador cuántico se encuentra en
la siguiente idea. Cada cálculo de una isogenia por lo menos incluye construir el polinomio modular Φ`(x,y) y
calcular una raíz.
Para calcular una cadena de q isogenias, se debería encontrar consecutivamente estos q polinomios. Debido a que
el parámetro de la ecuación ( j-invariante) cambia con cada paso, no se pueden paralelizar las operaciones para
evitar q pasos.
Asi que, la seguridad del criptosistema de isogenias de curvas elípticas sobre Fp se estima como O(
√
n)≈O( 4√p),
de manera que el coste es exponencial.
Capítulo 4
Implementación
En este capítulo se presenta el software y hardware utilizado para la implementación del criptosistema, así como
la implementación del mismo.
4.1. Software y hardware utilizado
El software utilizado para la realización de este proyecto ha sido:
Sistema operativo Ubuntu Feisty 7.04, versión del kernel: 2.6.20-16-generic.
Editor de textos Gedit versión 2.18.1.
Software matemático Magma versión 2.10-8 [10].
Editor de LaTeX Texmaker versión 1.5.
Las pruebas se han realizado sobre un portátil Dell Inspiron 6400 con 2 Ghz de memoria RAM y un procesador
Intel Core Duo T2400 a 1,83 Ghz.
4.2. MAGMA
Magma es un lenguaje de programación diseñado para la investigación de estructuras algebracias, geométricas y
combinatorias, o magmas. La sintáxis del lenguaje es parecida a otros lenguajes de programación más conocidos.
Lo que hace especial a Magma es la cantidad de tipos de datos matemáticos tales como grupos, anillos, cuerpos,
conjuntos, secuencias, etc junto con una gran colección de funciones para mejorar las operaciones estandares en
álgebra. La información sobre los magmas y sus elementos se almacena de una forma matemática muy poderosa,
haciendo factible el cálculo algebraico avanzado. Magma es una sofisticada herramienta para la experimentación,
educación y para pruebas automatizadas que es útil tanto para estudiantes como para expertos matemáticos.
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4.3. El código paso a paso
En este apartado se comentan las partes más relevantes del código.
La implementación esta compuesta de cuatro ficheros:
setup.m: Contiene el cálculo de los parámetros comunes del criptosistema, así como de la clave pública y la
clave privada.
cifrado.m: Se encarga de realizar el cifrado del mensaje en claro.
descifrado.m: Realiza el descifrado del mensaje cifrado.
funciones.m: Contiene el cálculo de la isogenia, su kernel, la dirección y algunas funciones más que son
comunes a los tres ficheros anteriores.
Durante la ejecución del programa se generan o utilizan varios ficheros de textos:
parametros.txt: Contiene los parámetros comunes. Lo genera setup.m.
ClavePublica.txt: Contiene la clave pública. Lo genera setup.m.
ClavePrivada.txt: Contiene la clave privada. Lo genera setup.m.
mensaje.txt: Contiene el mensaje en claro.
men_cifrado.txt: Contiene el mensaje cifrado. Lo genera cifrado.m.
men_descifrado.txt: Contiene el mensaje descifrado, que debe coincidir con el que hay en mensaje.txt. Lo
genera descifrado.m.
4.3.1. Curva elíptica inicial
Para calcular la curva elíptica inicial hay que tener en cuenta lo siguiente:
El class number deber ser primo.
El símbolo de Kronecker del discriminante Dπ sobre `i debe ser 1. Con esto se consigue que solamente haya
dos isogenias.
Los pasos a seguir son los siguientes:
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Random(a,b) nos devuelve un entero en el intervalo [a...b]. Una vez obtenido un entero, NextPrime(n) nos
devuelve el siguiente primo.









IsSingular(E) devuelve true si la curva E es no singular (Discriminante distinto de cero).












Primero definimos un cuerpos cuadrático imaginario con discriminante D. Una vez definido, ya podemos
calcular el class number con la función proporcionada por Magma.
5. Se repiten todos los pasos anteriores mientras el class number no sea primo y no se cumpla el símbolo de
Kronecker para todos los valores de `. Para que el class number sea primo el discriminante debe ser primo,








until IsPrime(D) and SimKronecker(D,l);
cn:=GetClassNumber(D);
until IsPrime(cn);
SimKronecker(D,l) es una de las funciones creadas para este trabajo que calcula el símbolo de Kronecker para
todas las `i y devuelve true o false si se cumple o no el criterio de Elkies, para ello utilizamos la funcion de Magma
KroneckerSymbol(D,l).
4.3.2. Valores propios de Frobenius
Para calcular el vector F = {πi}, 1 ≤ i ≤ d , que es el conjunto de valores propios de Frobenius, que especifican




= 1, el polinomio característico de Frobenius
tendrá dos raíces sobre Z/`Z, de las cuales se elige una de ellas.
ValoresPropios:= function(e,l,p)
vp:=[0];









4.3.3. Cálculo de una isogenia
Para calcular la isogenia se ha utilizado un código que ya viene implementado en Magma. Este código forma parte
de la implementacion del algoritmo SEA. Se encuentra dentro de la carpeta magma/package/Geometry/CrvEll/SEA/
en el fichero elkies.m.
A continuación se muestra una manera de calcular una isogenia de grado ` a partir de los coeficientes de una curva
dada y de su j-invariante [15].
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1. Sean a,b, coeficientes de la curva y2 = x3 +ax+b, j el j-invariante de la curva y j̃ obtenido de la factorización
del polinomio `-modular Φ`(x, j).
2. Calcular E4 =−48a y E6 = 864b en Fp.




4. Calcular j̃ ′ =− j
′Φx( j, j̃)
`Φy( j, j̃)











La curva y2 = x3 +ãx+ b̃ será isógena a y2 = x3 +ax+b. Consideramos la curva isomorfa y2 = x3 + `4ãx+ `6b̃.
Para calcular el kernel de la isogenia, seguimos los siguientes pasos:
1. Calcular Ẽ4 =−48ã y Ẽ6 = 864b̃ en Fp.
2. Calcular
m =−





























El coeficiente p1 es el sumatorio de las abscisas de los puntos no triviales del kernel:
p1 = S1 = ∑
P∈C−P∞
x(P).


























y sea A(w) sus series de potencias en w = z2
8. Sea C(w) = ∑k≥1 ckwk.
Ponemos d = (`− i)/2. El polinomio que se busca es xd + ∑d−1i=0 Fixi. Los coeficientes de este polinomio













































4.3.4. Dirección de una isogenia
Para calcular la dirección de una isogenia se utiliza el comportamiento del endomorfismo de Frobenius en el núcleo
de la isogenia. Como ya se ha explicado anteriormente, tenemos que:














Ψ′n(x) si n es impar,
Ψ′n(x)y
Ψ2(x,y)
si n es par.
donde Ki(x) es el núcleo de una isogenia y πi es un valor propio de Frobenius.
Por lo tanto se tiene que cumplir que:

















4(x3 +ax+b) f 2πi
) mod Ki(x) si πi es par
(x− 4(x
3 +ax+b) fπi−1 fπi+1
f 2πi









16(x3 +ax+b)2 f 3πi








) mod Ki(x) si π es impar.
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Y pasando las expresiones correspondientes a la abscisa a un lado, nos queda:

4(x3 +ax+b)(xp− x) f 2πi + fπi−1 fπi+1 = 0 mod Ki(x) si πi es par
(xp− x) f 2πi +4(x
3 +ax+b) fπi−1 fπi+1 = 0 mod Ki(x) si πi es impar
Y para la ordenada, teniendo en cuenta que yp = (x3 +ax+b)
p−1
2 , nos queda:
16(x3 +ax+b)
p+3
2 f 3πi − fπi+2 f
2
πi−1 + fπi−2 f
2
πi+1 = 0 mod Ki(x) si πi es par.
(x3 +ax+b)
p−1
2 f 3πi − fπi+2 f
2
πi−1 + fπi−2 f
2
πi+1 = 0 mod Ki(x) si πi es impar.
Por último nos quedaremos con el kernel que cumpla estas dos igualdades para el valor πi escogido. Para calcular
la isogenia a partir del kernel se utiliza la función IsogenyFromKernel(E,K(x)) de Magma, donde E es la curva
elíptica y K(x) es el kernel de la isogenia.
4.3.5. Ruta en una estrella de isogenias
Hay que comentar que no se obtiene toda la estrella de isogenias ya que es un cálculo muy costoso. Para obtener
una curva elíptica de la estrella, simplemente calculamos el número de isogenias que marque la ruta para cada
ciclo.
Por ejemplo, si nos movemos en el sentido horario en la estrella de la figura 4.1 y tenemos la ruta R = {4,2} y
L = {3,5}, empezaremos desde el nodo 15 en el ciclo de 3-isogenias y nos moveremos 4 posiciones, es decir,
calcularemos 4 3-isogenias. Del 15 iremos al 48, del 48 al 23, del 23 al 29 y del 29 al 34. Por último desde el
ciclo de 5-isogenias nos moveremos 2 posiciones. Empezando desde el 34 iremos al 15 y del 15 al 29, que sera el
j-invariante de la curva que estamos buscando. En total habremos calculado un total de 6 isogenias.
Figura 4.1: Estrella de isogenias de tamaño 2
Las líneas discontinuas forman el ciclo de 3-isogenias y las continuas el ciclo de 5-isogenias.
4.3.6. Número máximo de carácteres que se pueden cifrar
Si el mensaje original en base 10 es más grande que p, entonces deberemos particionar el mensaje original en
trozos e ir cifrando cada bloque individualmente. Por lo tanto tendremos que calcular cual es el número máximo
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(int)caracteri ·256i ≤ n−1
donde s = número máximo de carácteres, y sabiendo que un carácter en código ASCII extendido tiene un valor
















4.3.7. De carácter a entero
Será necesario transformar el mensaje original, que estará formado por caracteres ASCII, a un número en base 10.
Para ello tenemos la siguiente fórmula:
men−base−10 = (int)caracter0 ∗2560 +(int)caracter1 ∗2561 + ...
...+(int)caractern ∗256n.
4.3.8. De entero a carácter
Una vez obtenido m, el mensaje descifrado en base 10, tenemos que pasarlo a base 256. A continuación se muestra
un ejemplo de como hacerlo:
men_base_10 div 256 ⇒ cociente0
men_base_10 mod 256 = int→ caracter ASCII
cociente0 div 256 ⇒ cociente1




En este capítulo se mostrará un ejemplo del funcionamiento del criptosistema. Además también se mostrarán
los resultados temporales obtenidos y la relación entre el mensaje original y el mensaje cifrado, así como las
conclusiones finales y las futuras líneas de trabajo.
5.1. Ejemplo
En esta sección se muestra un ejemplo del funcionamiento del criptosistema sobre una estrella de isogenias sobre
un cuerpo Fp para un primo p de 10 dígitos.
Parametros comunes:
F3750811091;
Einit = (178309677,9207654), jinit = 3466629689, Dπ =−14794152764, Class Number= 128053;
d = 6 (número de grados de isogenias);
L = {3,5,7,11,13,17} (conjunto de grados de isogenias);
F = {1,2,2,1,6,1} (conjunto de valores propios que determinan las direcciónes);
0 6 ri 6 10;
Clave Privada Rpriv = {1,8,0,10,6,1}.
Clave Pública Epub = (2555308664,1350080485). (Ver tabla 5.1).
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` paso A B




























17 1 2555308664 1350080485
Tabla 5.1: Cálculo de Epub.
Cifrado:
Ciframos el mensaje EPS que en base 10 es m = 5460037.
Renc = {1,9,2,0,1,1}
Eenc = (2162794285,2052068526), jenc = 2761359959. (Ver tabla 5.2).
s≡ 5460037 ·2761359959 mod 3750811091 = 3456399056.
Eadd = (1211018421,2555314729). (Ver tabla 5.3).
Descifrado:
Eenc = (2162794285,2052068526), jenc = 2761359959. (Ver tabla 5.4).
m≡ 3456399056
2761359959
mod 3750811091 = 5460037.
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7 1 2306953226 31658378552 1637226286 2152950326
13 1 478060606 3008361191
17 1 2162794285 2052068526
Tabla 5.2: Cálculo de Eenc.
` paso A B











7 1 1702396066 8954979532 1526354376 1579394321
13 1 2222223722 137367232
17 1 1211018421 2555314729
Tabla 5.3: Cálculo de Eadd .
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17 1 2162794285 2052068526
Tabla 5.4: Cálculo de Eenc.
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5.2. Resultados
En este apartado se muestran una serie de resultados temporales. Las pruebas se realizan para un tamaño de fichero
de 380 Kb y una p de 10, 15, 20 y 25 dígitos. Se realizan 5 ejecuciones para cada valor de p para intentar paliar la
aleatoriedad del sistema.
En la siguiente tabla se muestra el tiempo necesario para calcular la curva inicial sobre Fp y los parámetros
{Rpriv,Epub,F,}, para distintos tamaños de p.





Tabla 5.5: Tiempos en el cálculo de los parámetros comunes.
Hay que comentar que el tiempo de calcular los parámetros incluye el de la curva inicial, por lo que vemos que casi
la totalidad del tiempo se usa en encontrar una curva elíptica inicial que cumpla con los requisitos. Se puede ver
que cuanto más grande es p más tarda en calcular la curva. Esto es debido a que el cálculo del class number tiene un
coste muy elevado, además a esto hay que añadirle la dificultad de encontrar una curva con discriminante primo y
que cumpla con el simbolo de Kronecker para ciertos valores de `. Los valores de L elegidos son {3,5,7,11,13,17}.





Tabla 5.6: Tiempos del cifrado y descifrado.
Como vemos el cifrado es bastante rápido y cuanto mayor es p más rápido es. Esto se debe a que para un p grande
se cifran más carácteres de vez, lo que implica menos bloques para cifrar. En cuanto al descifrado, es mucho más
lento que el cifrado. Cuando obtengo una línea del mensaje cifrado la paso de string a carácter mediante la función
StringToInteger() de Magma. Este entero lo tendre que convertir a un elemento del cuerpo finito Fp (s:=GF(p)!s1;),
esta es la operación que ralentiza tanto el descifrado, requiriendo la mayor parte del tiempo utilizado en descifrar
la información.
Por último también se ha comparado el tamaño del fichero con el mensaje original y el del mensaje cifrado. Como
se puede ver en la siguiente tabla el mensaje cifrado ocupa mucho más espacio que el mensaje en claro, siendo la
tasa de expansión unas 3 veces. Esto se debe a que para el mensaje cifrado guardamos Aadd , Badd y por cada trozo
cifrado se guarda s. Tambien influye el tamaño de p, ya que cuanto más grande sea p más carácteres se podrán
cifrar a la vez y por lo tanto habra menos bloques para cifrar.
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Dígitos Mensaje Original Mensaje Cifrado
10 380 Kb 1,12 Mb
15 380 Kb 1047 Kb
20 380 Kb 994 Kb
25 380 Kb 982 Kb
Tabla 5.7: Tamaño del mensaje original y el cifrado.
5.3. Conclusiones y futuras líneas de trabajo
El objetivo de este proyecto era implementar un criptosistema de clave pública basado en estrellas de isogenias
de forma eficiente utilizando el software matemático MAGMA. La implementación incluye el cálculo de curvas
isogenas y a partir de sus coeficientes, la obtención de su kernel. Esta ha sido una de las partes a la que más tiempo
se ha dedicado ya que es un cálculo bastante complejo. Otra de las partes importantes de este trabajo es el cálculo
de un conjunto de curvas iniciales que nos darán lugar a los parámetros comunes y las claves. El problema en
esta parte radica en el hecho de que el cálculo de una curva inicial sobre Fp junto con el conjunto L de grados de
isogenias tiene un coste muy elevado cuando el tamaño de p y el cardinal de L son grandes. A pesar de todo esto,
el resultado obtenido es muy positivo, ya que se han cumplido los objetivos iniciales y se ha conseguido realizar
pruebas para valores aceptables de p.
Como futura línea de trabajo se propone mejorar la eficiencia en la obtención de una curva inicial con las propie-
dades requeridas utilizando técnicas de paralelización, para reducir el tiempo y de esta manera poder utilizar un
tamaño de p mayor, lo que nos proporcionara una mayor seguridad.
Otra posible mejora sería utilizar un volcán de isogenias de altura mayor que 0, en vez de una estrella. De esta
forma podríamos conseguir eliminar la restricción de que el class number sea primo.
Capítulo 6
Apéndice





























for i in [1..#l] do


































































for i in[1..a] do
r[i]:=Random(b);




































































//Pasa un texto a entero
dcae:= function(s)
total:=0;


























for i in[1..a] do
r[i]:=Random(b);









































































































//Cacula la isogenia (a_tilde,b_tilde) y p1
CodomainCanonical:=function(e,l,p,phic,ef)
// e : Curva eliptica,
// ell : grado de la isogenia,
// phic : canonical modular polynomial







































for k in [3..prec-1] do
Append(∼ c,3*(&+[c[h]*c[k-1-h]:h in [1..k-2]])/((k-2) * (2*k + 3)));
end for;















for k in[2..deg+xtr] do
pp := Eltseq(mulist[k-1]);
np := pp[2] * dpsi2;
for ii in [3..#pp] do
i := ii - 1;




M := KMatrixSpace(FF, deg+xtr, deg+2+xtr)!0;
for k in [1..deg+xtr] do
pp := Eltseq(mulist[k]);
for i in [1..#pp] do
M[k,i] := pp[i] * 2 / Factorial(2*k);
end for;
end for;
B := Vector([Coefficient(c_tilde,2*i)-Coefficient(c,2*i) : i in [1..deg+xtr]]);
v_raw, V := Solution(Transpose(M), B);
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p0 := deg;
v := v_raw + V.1 * (p0 - Eltseq(v_raw)[1]);
v := v + V.2 * (p1 - Eltseq(v)[2]);
ps := Eltseq(v);
// Using Newton sums
tlist := [ FF!0 : i in [1..deg+1+xtr] ];
tlist[deg+1+xtr] := FF!1;
for k in [1..deg+xtr] do
tmp := FF!0;
for i in [1..k-1] do
tmp := tmp + tlist[deg+xtr-i+1] * ps[k-i+1];
end for;
tmp := -tmp - ps[k+1];
tlist[deg+xtr-k+1] := tmp / k;
end for;
g<x>:= P![tlist[i] : i in [xtr+1..deg+xtr+1]];
// Verify correctness.
success := [ tlist[i] : i in [1..xtr] ] eq [ FF!0 : i in [1..xtr] ];
return g, success;
end function;


























if pi eq1 then
fkm2:=-1;
else
_, fkm2 := DivisionPolynomial(e, pi-2, psi);
end if;
_, fkm1 := DivisionPolynomial(e, pi-1, psi);
_, fk := DivisionPolynomial(e, pi, psi);
_, fkp1 := DivisionPolynomial(e, pi+1, psi);
_, fkp2 := DivisionPolynomial(e, pi+2, psi);
prod3 := fkp2*fkm1*fkm1 - fkm2*fkp1*fkp1;
if IsOdd(pi) then
pow2 := Modexp(psi_2, ((p-1) div 2), psi);
else














//Cacula las dos isogenias y el kernel de cada una








//Elegimos con que kernel nos quedamos
for i in [1..2] do
x1,y1:=Direccion(l,p,e,g[i],dir);









//Obtiene una curva eliptica a partir de una ruta y la estrella de isogenias.
EllipticCrv:=function(r,e,l,p,dir)
j:=e;
for z in [1..#l] do
for i in [1..r[z]] do
j:=CalIsogenia(j,l[z],p,dir[z]);
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