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摘　要　深度神经网络在人工智能的应用中，包括计算机视觉、语音识别、自然语言处理方面，取得了巨
大成功．但这些深度神经网络需要巨大的计算开销和内存存储，阻碍了在资源有限环境下的使用，如移
动或嵌入式设备端．为解决此问题，在近年来产生大量关于深度神经网络压缩与加速的研究工作．对现
有代表性的深度神经网络压缩与加速方法进行回顾与总结，这些方法包括了参数剪枝、参数共享、低秩
分解、紧性滤波设计及知识蒸馏．具体地，将概述一些经典深度神经网络模型，详细描述深度神经网络压
缩与加速方法，并强调这些方法的特性及优缺点．此外，总结了深度神经网络压缩与加速的评测方法及
广泛使用的数据集，同时讨论分析一些代表性方法的性能表现．最后，根据不同任务的需要，讨论了如何
选择不同的压缩与加速方法，并对压缩与加速方法未来发展趋势进行展望．
关键词　深度神经网络压缩；深度神经网络加速；参数剪枝；参数共享；低秩分解；知识蒸馏
中图法分类号　ＴＰ３９１
　　近年来，随着ＧＰＵ的快速发展及大数据时代的
来临，深度神经网络（ｄｅｅｐ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ，ＤＮＮｓ）
已席卷人工智能各个领域［１］，包括了语音识别［２］、图
像理解［３－５］、自然语言处理［６］等在内的广泛领域．不
仅如此，这些深度神经网络在复杂的系统中也得到
了广泛使用，如自动驾驶［７］、癌症检测［８］、复杂游戏
的策略搜索［９］等．深度神经网络在很多识别任务中
已大大超越了人类识别的准确率，同时突破了传统
的技术方法（如手工设计的（ｈａｎｄ－ｃｒａｆｔｅｄ）特征
ＳＩＦＴ［１０］和 ＨＯＧ［１１］）带来的巨大的性能提升．这些
性能的提升是因为深度神经网络拥有对大数据高层
（ｈｉｇｈ－ｌｅｖｅｌ）特征提取的能力，从而获得对输入空间
或数据的有效表示．另外，相比传统在ＣＰＵ平台上
的计算，强大的 ＧＰＵ计算能力大大提高了深度神
经网络的计算效率，使得模型的训练速度得到大幅
度提升．如果能将计算平台小型化，即把深度神经网
络强大的识别性能移植到移动嵌入式设备中（如手
机、机器人、无人机、智能眼镜等），这样不管在军事
方面的抢险救灾、敌情勘探，还是在民事方面的移动
智能识别、便民出行等都起到重大的促进作用．
伴随着深度神经网络模型的性能增加，神经网
络的深度越来越深，接踵而来的是深度网络模型的
高存储高功耗的弊端，严重制约着深度神经网络在
资源有限的应用环境和实时在线处理的应用，特别
是智能化移动嵌入式设备、现场可编程门阵列（ｆｉｅｌｄ－
ｐｒｏｇｒａｍｍａｂｌｅ　ｇａｔｅ　ａｒｒａｙ，ＦＰＧＡ）等在线学习和识
别任务．例如８层的ＡｌｅｘＮｅｔ［３］装有６００　０００个网络
节点、０．６１亿个网络参数，需要花费２４０ＭＢ内存存
储和７．２９亿浮点型计算次数（ＦＬＯＰｓ）来分类一副
分辨率为２２４×２２４的彩色图像．同时，随着神经网
络模型深度的加深，存储的开销将变得越大．同样来
分类一副分辨率为２２４×２２４的彩色图像，如果采用
拥有比８层 ＡｌｅｘＮｅｔ更多的１６层的 ＶＧＧＮｅｔ［１２］，
则有１　５００　０００个网络节点、１．４４亿个网络参数，需
要花费５２８ＭＢ内存存储和１５０亿浮点型计算次
数；ＲｅｓＮｅｔ－１５２［１３］装有０．５７亿个网络参数，需要花
费２３０ＭＢ内存存储和１１３亿浮点型计算次数．对
于移动终端设备、ＦＰＧＡ等弱存储、低计算能力特
点，无法直接存储和运行上述如此庞大的深度网络．
一方面，拥有百万级以上的深度神经网络模型
内部存储大量冗余信息，因此并不是所有的参数和
结构都对产生深度神经网络高判别性起作用；另一
方面，用浅层或简单的深度神经网络无法在性能上
逼近百万级的深度神经网络．因此，通过压缩和加速
原始深度网络模型，使之直接应用于移动嵌入式设
备端，将成为一种有效的解决方案．
一般情况下，压缩和加速深度神经网络是２个
不同的任务，两者之间存在区别，但又紧密联系．例
如卷积神经网络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ，
ＣＮＮｓ）分２种类型的计算层，即卷积层和全连接
层．１）卷积层，它是计算耗时最大的层，也是卷积神
经网络能够获得高层语义信息重要层．在卷积层内，
可以通过权值共享，减少了对权值的大量存储．２）全
连接层，不同于卷积层的局部感知，在全连接层中，
每一个输出单元都与所有输入单元相关，通过密集
的权值进行连接，因此需要大量的参数．因为卷积层
与全连接层内在的本质区别，通常把卷积层的计算
加速和全连接层的内存压缩认为是２种不同的任
务．这２类计算层之间又是紧密联系的，卷积层为全
连接层提供分层的高层特征，全连接层通过分类指
导卷积层的高判别力特征提取．在本文中，我们总结
与回顾近几年来压缩和加速深度神经网络方面的相
关工作，相关算法与解决方案涉及多门学科，包括机
器学习、参数优化、计算架构、数据压缩、索引、硬件
设计等．
主流的压缩与加速神经网络的方法可以分成５
种：１）参数剪枝（ｐａｒａｍｅｔｅｒ　ｐｒｕｎｉｎｇ）；２）参数共享
（ｐａｒａｍｅｔｅｒ　ｓｈａｒｉｎｇ）；３）低秩分解（ｌｏｗ－ｒａｎｋ　ｄｅｃｏｍ－
２７８１ 计算机研究与发展　２０１８，５５（９）
ｐｏｓｉｔｉｏｎ）；４）紧性卷积核的设计（ｄｅｓｉｇｎｉｎｇ　ｃｏｍｐａｃｔ
ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｆｉｌｔｅｒｓ）；５）知识蒸馏（ｋｎｏｗｌｅｄｇｅ　ｄｉｓ－
ｔｉｌａｔｉｏｎ）．参数剪枝主要通过设计判断参数重要与
否的准则，移除冗余的参数．参数共享主要探索模型
参数的冗余性，利用 Ｈａｓｈ或量化等技术对权值进
行压缩．低秩分解利用矩阵或张量分解技术估计并
分解深度模型中的原始卷积核．紧性卷积核的设计
主要通过设计特殊的结构化卷积核或紧性卷积计算
单元，减少模型的存储与计算复杂度．知识蒸馏主要
利用大型网络的知识，并将其知识迁移到紧性蒸馏
的模型中．
如表１所示，简要介绍了上述主流的５种压缩
与加速深度神经网络的方法，一般来说，除了紧性卷
积核的设计只能用于卷积核外，剩余的４种均能应
用于卷积层和全连接层．低秩分解与紧性卷积核的
设计能够在ＣＰＵ?ＧＰＵ下简单实现端对端（ｅｎｄ－ｔｏ－
ｅｎｄ）训练，然而参数共享、参数剪枝需要多步或逐层
完成压缩与加速任务．关于训练过程中是否需要重
新开始训练还是依赖于预训练模型的问题上，参数
共享、低秩分解都较为灵活有效，既能适应重新训练
也能适应于预训练模型．然而紧性卷积核的设计和
知识蒸馏只能支持重新训练，另外参数剪枝只能依
赖于预训练模型．从上述方法能否相应组合方面，紧
性卷积核的设计方法和知识蒸馏还不能结合其他方
法，参数剪枝与参数共享或低秩分解方法结合甚密，
通过２种方法的互相融合，能够在一定程度进一步
压缩与加速深度网络．
在本文中，主要集中分析在图像处理中的卷积
神经网络的压缩与加速，特别是对于图像分类任务．
本文先回顾近年来较为经典的深度神经网络，然后
详细介绍上述压缩与加速方法、相应的特性及缺点，
进而分析深度模型压缩与加速的评测标准、相应数
据集及性能表现，最后总结并讨论不同压缩与加速
方法的选择问题，并分析了未来发展趋势．
Ｔａｂｌｅ　１　Ｓｕｍｍａｒｉｚａｔｉｏｎ　ｏｆ　Ｄｉｆｆｅｒｅｎｔ　Ｍｅｔｈｏｄｓ　ｆｏｒ　ＤＮＮ　Ｃｏｍｐｒｅｓｓｉｏｎ　ａｎｄ　Ａｃｃｅｌｅｒａｔｉｏｎ
表１　不同深度神经网络压缩与加速方法总结
Ｃａｔｅｇｏｒｙ　 Ｅｘｐｌａｎａｔｉｏｎ
Ａｐｐｌｉｃａｔｉｏｎｓ
（ＣＯＮＶ，ＦＣ）
Ｔｒａｉｎｉｎｇ　ｆｒｏｍ
ｓｃｒａｔｃｈ　ｏｒ
ｐｒｅ－ｔｒａｉｎｅｄ　ｍｏｄｅｌ
Ｃｏｍｂｉｎａｔｉｏｎ
Ｐａｒａｍｅｔｅｒ
Ｐｒｕｎｉｎｇ
Ｐｒｕｎｉｎｇ　ｕｎｓａｌｉｅｎｔ　ｐａｒａｍｅｔｅｒｓ　ｂｙ
ｍｅａｓｕｒｉｎｇ　ｔｈｅ　ｉｍｐｏｒｔａｎｃｅ　ｏｆ　ｐａｒａｍｅｔｅｒｓ
Ｂｏｔｈ
Ｐｒｅ－ｔｒａｉｎｅｄ
ｍｏｄｅｌ
Ｓｕｐｐｏｒｔ，ｏｆｔｅｎ　ｗｉｔｈ
ｐａｒａｍｅｔｅｒ　ｑｕａｎｔｉｚａｔｉｏｎ　ａｎｄ
ｌｏｗ－ｒａｎｋ　ｄｅｃｏｍｐｏｓｉｔｉｏｎ
Ｐａｒａｍｅｔｅｒ
Ｓｈａｒｉｎｇ
Ｒｅｄｕｃｉｎｇ　ｒｅｄｕｎｄａｎｔ　ｐａｒａｍｅｔｅｒｓ　ｕｓｉｎｇ
ｈａｓｈｉｎｇ　ｏｒ　ｑｕａｎｔｉｚａｔｉｏｎ　ｍｅｔｈｏｄｓ
Ｂｏｔｈ　 Ｂｏｔｈ
Ｓｕｐｐｏｒｔ，ｏｆｔｅｎ　ｗｉｔｈ
ｐａｒａｍｅｔｅｒ　ｐｒｕｎｉｎｇ
Ｌｏｗ－ｒａｎｋ
Ｄｅｃｏｍｐｏｓｉｔｉｏｎ
Ｄｅｃｏｍｐｏｓｉｎｇ　ｇｅｎｅｒａｌｉｚｅｄ　ｃｏｎｖｏｌｕｔｉｏｎ
ｉｎｔｏ　ａ　ｓｅｑｕｅｎｃｅ　ｏｆ　ｍａｔｒｉｘ?ｔｅｎｓｏｒ－ｂａｓｅｄ
ｃｏｎｖｏｌｕｔｉｏｎｓ　ｗｉｔｈ　ｆｅｗｅｒ　ｐａｒａｍｅｔｅｒｓ
Ｂｏｔｈ　 Ｂｏｔｈ
Ｓｕｐｐｏｒｔ，ｏｆｔｅｎ　ｗｉｔｈ
ｐａｒａｍｅｔｅｒ　ｐｒｕｎｉｎｇ
Ｄｅｓｉｇｎｉｎｇ　Ｃｏｍｐａｃｔ
Ｃｏｎｖｏｌｕｔｉｏｎａｌ　Ｆｉｌｔｅｒｓ
Ｒｅｄｕｃｉｎｇ　ｔｈｅ　ｓｔｏｒａｇｅ　ａｎｄ　ｃｏｍｐｕｔａｔｉｏｎ
ｃｏｓｔ　ｂｙ　ｄｅｓｉｇｎｉｎｇ　ｃｏｍｐａｃｔ
ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｆｉｌｔｅｒｓ
ＣＯＮＶ
Ｔｒａｉｎｉｎｇ　ｆｒｏｍ
ｓｃｒａｔｃｈ
Ｋｎｏｗｌｅｄｇｅ
Ｄｉｓｔｉｌａｔｉｏｎ
Ｔｒａｉｎｉｎｇ　ａ　ｃｏｍｐａｃｔ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ
ｄｉｓｔｉｌｅｄ　ｋｎｏｗｌｅｄｇｅ　ｏｆ　ａ　ｌａｒｇｅ　ｍｏｄｅｌ
Ｂｏｔｈ
Ｔｒａｉｎｉｎｇ　ｆｒｏｍ
ｓｃｒａｔｃｈ
１　深度神经网络相关概念与回顾
在本节中，我们主要介绍了深度神经网络的发
展历史，以及深度神经网络中前馈网络 （ｆｅｅｄ
ｆｏｒｗａｒｄ　ｎｅｔｗｏｒｋｓ）代表卷积神经网络的核心组件
和经典网络模型．
１．１　深度神经网络发展历史
虽然２０世纪４０年代神经网络已经被提出，但
一直没能得到实践应用，直到２０世纪９０年代，
ＬｅＣｕｎ等人提出了ＬｅＮｅｔ模型［１４］，并成功地将该模
型用于手写体字符识别任务上，后续在 ＡＴＭ 机上
得到了广泛的应用．在此之后神经网络发展遇到瓶
颈，直到２００６年，Ｈｉｎｔｏｎ等人［１５］提出了一种有效
的训练深度神经网络的策略，不仅提升了模型的准
确率，同时还极大地推动了非监督学习的发展．到了
２０１０之后，深度神经网络得到了广泛的应用，特别
是２０１１年微软公司的语音识别系统［２］突破了传统
语音识别技术及２０１２年 ＡｌｅｘＮｅｔ［３］的问世给整个
图像识别领域带来了巨大突破，也使得深度神经网
络席卷整个人工智能领域埋下伏笔．如表２所示，简
要总结了深度学习的重要发展里程碑．
３７８１纪荣嵘等：深度神经网络压缩与加速综述
Ｔａｂｌｅ　２　Ｔｈｅ　Ｄｅｖｅｌｏｐｍｅｎｔ　Ｈｉｓｔｏｒｙ　ｏｆ　ＤＮＮ
表２　深度神经网络的发展历史
Ｔｉｍｅ　 ＤＮＮ　Ｄｅｖｅｌｏｐｍｅｎｔ
１９４０ｓ Ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ　ｗｅｒｅ　ｐｒｏｐｏｓｅｄ
１９６０ｓ Ｐｅｒｃｅｐｔｒｏｎ　ｗｅｒｅ　ｐｒｏｐｏｓｅｄ
１９８９ Ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ　ｆｏｒ　ｒｅｃｏｇｎｉｚｉｎｇ　ｄｉｇｉｔｓ（ＬｅＮｅｔ－５）
２００６ Ｄｅｅｐ　ａｕｔｏｅｎｃｏｄｅｒ　ｎｅｔｗｏｒｋｓ　ｗｅｒｅ　ｐｒｏｐｏｓｅｄ
２０１１ Ｂｒｅａｋｔｈｒｏｕｇｈ　ＤＮＮ－ｂａｓｅｄ　ｓｐｅｅｃｈ　ｒｅｃｏｇｎｉｔｉｏｎ（Ｍｉｃｒｏｓｏｆｔ）
２０１２
ＤＮＮｓ　ｆｏｒ　ｖｉｓｉｏｎ　ｓｔａｒｔ　ｓｕｐｐｌａｎｔｉｎｇ　ｈａｎｄ－ｃｒａｆｔｅｄ　ａｐｐｒｏａ－
ｃｈｅｓ（ＡｌｅｘＮｅｔ）
２０１３＋ Ｒｉｓｅ　ｏｆ　ＤＮＮ　ｃｏｍｐｒｅｓｓｉｏｎ　ａｎｄ　ａｃｃｅｌｅｒａｔｉｏｎ　ｒｅｓｅａｒｃｈ
深度学习技术之所以能够在近几年来取得巨大
突破，主要有２个原因：
１）硬件设备计算能力的增强．半导体设备和
计算架构的提高（如 ＧＰＵ），大大缩短网络计算的
时 间开销，包括训练（ｔｒａｉｎｉｎｇ）过程与推测过程
（ｉｎｆｅｒｅｎｃｅ）．
２）训练数据集的不断扩充．如图１所示，表示
了不同时期公共数据集的数据规模．从图１中可以
看出，２０１０年之前数据量规模停留在万级及以下，
到了２０１０年之后大规模数据集的公开与使用，特别
是大规模图像识别比赛（ＩＬＳＶＲＣ）［１７］的成功举办，
ＩｍａｇｅＮｅｔ数据集［１８］得到广泛的使用，给深度神经
网络提高了数据支持，也使得拥有百万级以上参数
的深度网络训练不易出现过拟合问题（ｏｖｅｒｆｉｔｔｉｎｇ）．
Ｆｉｇ．１　Ｔｈｅ　ｎｕｍｂｅｒ　ｏｆ　ｐｕｂｌｉｃ　ｔｒａｉｎｉｎｇ　ｄａｔａｓｅｔ　ｏｖｅｒ
ｄｉｆｆｅｒｅｎｔ　ｙｅａｒｓ［１６］
图１　不同时期公共训练数据集的规模
　　结合以上２个原因，深度学习在各个人工智能
领域大放异彩，特别在图像识别领域表现更加出众．
如图２所示，描述了在ＩＬＳＶＲＣ上的最好识别性能及
所用的网络模型对比．一方面，在２０１２年以前，所用
的模型采用浅层网络表示（如支持向量机（ＳＶＭｓ）），
获得２５％及以上的识别误差率；２０１２年，ＡｌｅｘＮｅｔ
利用深度学习技术将分类错误率较原来的浅层模型
降低了近１０％．自此以后，深度学习技术成为提高
性能的主流与趋势．特别是２０１６年，何凯明等人［１３］
提出了ＲｅｓＮｅｔ，获得了３．５７％的ｔｏｐ－５分类错误率
（ｅｒｒｔｏｐ－５），成功超越了人类所能达到的５％的分类错
误率．另一方面，随着分类错误率逐年降低，深度网
络模型的层数越来越深，模型存储量大、计算复杂度
高也越发明显，这触发了工业界及学术界对深度网
络压缩与加速的关注与研究．
Ｆｉｇ．２　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　ｂｅｓｔ　ｐｅｒｆｏｒｍａｎｃｅ　ｏｖｅｒ　ｄｉｆｆｅｒｅｎｔ　ｙｅａｒｓ　ｕｓｉｎｇ　ｖａｒｉｏｕｓ　ＣＮＮｓ　ｉｎ　ＩＬＳＶＲＣ［９］
图２　不同年份ＩＬＳＶＲＣ上的最好性能及所用的网络模型对比
１．２　卷积神经网络的相关术语及核心部件
卷积神经网络由多个卷积层（ＣＯＮＶ　ｌａｙｅｒｓ）和
全连接层（ＦＣ　ｌａｙｅｒｓ）组合而成．如图３所示，在该
网络卷积层中，每层产生了对输入图像的高层抽象
４７８１ 计算机研究与发展　２０１８，５５（９）
Ｆｉｇ．３　Ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋｓ
图３　卷积神经网络
表示的结果，称之为特征图（ｆｅａｔｕｒｅ　ｍａｐ，Ｆｍａｐ）．
底层的特征图能够获得输入图像的细节信息（如边
缘、角点、颜色等），越往顶层越能获得输入图像的整
体信息（如形状、轮廓等），正是卷积神经网络利用了
此分层特性，取得了很好的性能提升．
如图４所示，显示了每个卷积层包含了复杂的
高维卷积计算．输入中包含了一些列的２－Ｄ输入特
征图（ｉｎｐｕｔ　ｆｅａｔｕｒｅ　ｍａｐｓ，ＩＦｍａｐｓ），其中每一个特
征图称之为通道（ｃｈａｎｎｅｌ）．每一个输出特征图
（ｏｕｔｐｕｔ　ｆｅａｔｕｒｅ　ｍａｐｓ，ＯＦｍａｐ）是由所有的输入特
征图与３－Ｄ卷积核?滤波（ｆｉｌｔｅｒ）卷积计算的结果，每
一个３－Ｄ卷积核形成一个输出特征图．
Ｃ，Ｈ，Ｗ，Ｄ，Ｎ，Ｈ′ａｎｄ　Ｗ′ａｒｅ　ｄｅｆｉｎｅｄ　ｉｎ　Ｅｑｕａｔｉｏｎ（１）．
Ｆｉｇ．４　Ｈｉｇｈ－ｄｉｍｅｎｓｉｏｎ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｏｐｅｒａｔｏｒ
图４　高维卷积计算
具体地，计算过程可以用表示为
Ｏｈ′，ｗ′，ｎ ＝∑
ｄ
ｉ＝１
∑
ｄ
ｊ＝１
∑
Ｃ
ｃ＝１
Ｋｉ，ｊ，ｃ，ｎＩｈｉ，ｗｊ，ｃ， （１）
其中，Ｉ∈ＲＨ×Ｗ×Ｃ是输入特征图，Ｏ∈ＲＨ′×Ｗ′×Ｎ是输
出特征图，Ｋ∈Ｒｄ×ｄ×Ｃ×Ｎ是一系列３－Ｄ卷积核．在卷
积核Ｋ中，ｄ×ｄ表示卷积核空间的维度———高和
宽，Ｃ和Ｎ 分别表示输入和输出通道的个数．输入
的高和宽可分别表示为ｈｉ＝ｈ′＋ｉ－１和ｗｊ＝ｗ′＋
ｊ－１．为了简单表示，式（１）的卷积计算假定卷积步
幅（ｓｔｒｉｄｅ）为１，没有进行０填充（ｚｅｒｏ－ｐａｄｄｉｎｇ），及
忽略偏置（ｂｉａｓ）．
在全连接层中，不像卷积层的权值共享，全连接
层的输入与输出之间存在密集连接（ｄｅｎｓｅ　ｃｏｎｎｅｃ－
ｔｉｏｎ），需要保存大量训练参数．其中核心的计算单
元是矩阵与矩阵之间的乘法，具体可由式表示：
Ｚ＝ＷＸ， （２）
其中，Ｘ∈Ｒｄ×ｂ为输入矩阵，Ｗ∈Ｒｈ×ｄ为权值，Ｚ∈
Ｒｈ×ｂ为输出矩阵．一般情况下，若将全连接层中的权
值变量变换成卷积核空间４阶张量形式，并将空间
维度设为１×１，那么全连接的矩阵计算可以转换成
卷积计算．
另外，在卷积层与全连接层中还存在许多可
选层及一些其他重要操作，如非线性变换（ｎｏｎ－
ｌｉｎｅａｒｉｔｙ）、池化（ｐｏｏｌｉｎｇ）、正则化（ｎｏｒｍａｌｉｚａｔｉｏｎ）
等，对于网络性能的提升起到非常重要的作用．
１．３　经典的深度神经网络模型
在过去的几十年里，已经提出了很多经典的深
度神经网络模型，每个模型拥有不同的网络结构，主
要体现在层数、层类型、层形状（即卷积核大小、通道
及滤波个数）、层内连接等．在本节中，我们回顾近几
年在ＩｍａｇｅＮｅｔ竞赛上使用的冠军模型以及手写体
字符识别网络模型 ＬｅＮｅｔ．这些预训练模型（ｐｒｅ－
ｔｒａｉｎｅｄ　ｍｏｄｅｌ）都已公开，模型的相关参数与总结如
表３所示．第１行的ｔｏｐ－１分类错误率（ｅｒｒｔｏｐ－１）和第２
行的ｔｏｐ－５分类错误率ｅｒｒｔｏｐ－５均为ＩｍａｇｅＮｅｔ竞赛上
常用的２个分类评价指标，所有数值均采用简单的裁
剪验证集（ｖａｌｉｄａｔｉｏｎ　ｄａｔａｓｅｔ）图像中间部分作为输入，
得到分类的结果．本文将对 ＬｅＮｅｔ［１４］，ＡｌｅｘＮｅｔ［３］，
ＶＧＧＮｅｔ［１２］，ＧｏｏｇＬｅＮｅｔ［２２］和ＲｅｓＮｅｔ［１３］进行介绍．
１）ＬｅＮｅｔ［１４］．在１９９８年ＬｅＮｅｔ作为最早使用
的卷积神经网络之一，被ＬｅＣｕｎ等人提出用于识别
手写体字符．作为经典的版本———ＬｅＮｅｔ－５包含了
２个卷积层和２个全连接层．每１层的卷积计算都
使用了５×５的空间维度，第１层使用了２０个３－Ｄ
５７８１纪荣嵘等：深度神经网络压缩与加速综述
卷积核，第２层使用５０个卷积核．每个卷积之后加
入Ｓｉｇｍｏｉｄ非线性变换作为激活函数，然后接着使
用２×２的平均池化（ａｖｅｒａｇｅ　ｐｏｏｌｉｎｇ）降采样特征
图．整个网络分类１张图像总共需要６万个参数、
３４．１万浮点型计算次数．ＬｅＮｅｔ是第１个被成功应
用的卷积神经网络，它被广泛使用在ＡＴＭ机上，应
用于支票存款任务中识别手写体字符．
２）ＡｌｅｘＮｅｔ［３］．它是ＩｍａｇｅＮｅｔ竞赛上第１个利
用深度学习获得冠军的卷积神经网络，同时该模型
也为后续的深度学习的广泛应用奠定坚实的基础．
该模型由５个卷积层和３个全连接层组成．第１个
卷积层使用了９６个维度为１１×１１×３的３－Ｄ卷积
核，第２层使用了２５６个维度为５×５×９６的３－Ｄ卷
积核，后续的卷积层使用了空间维度为３×３的卷积
核．ＡｌｅｘＮｅｔ引入了多种加速训练与提高模型分类
准确率的技巧，如：①引入了 ＲｅＬＵ 非线性激活函
数［２０］，代替原始的Ｓｉｇｍｏｉｄ或ｔａｈｎ非线性激活［２１］．
②在每个最大池化（ｍａｘ　ｐｏｏｌｉｎｇ）之前加入局部响
应正则化（ｌｏｃａｌ　ｒｅｓｐｏｎｓｅ　ｎｏｒｍａｌｉｚａｔｉｏｎ，ＬＲＮ），用
于统一输出激活的数据分布．在 ＡｌｅｘＮｅｔ中，ＬＲＮ
应用于第１，２和５卷积层．③利用２个ＧＰＵ加速训
练．④通过扩充训练样本数和引入Ｄｒｏｐｏｕｔ方法，防
止模型训练过程过拟合．ＡｌｅｘＮｅｔ在ＩｍａｇｅＮｅｔ验证
集上获得了４２．３％ｔｏｐ－１分类错误率和１９．１％ｔｏｐ－５
分类错误率，且需要０．６１亿个参数、７．２９亿浮点型
计算次数处理尺寸大小为２２７×２２７的彩色图像．
Ｔａｂｌｅ　３　Ｓｕｍｍａｒｙ　ｏｆ　Ｐｏｐｕｌａｒ　ＤＮＮｓ
［１９］
表３　常用深度神经网络的总结［１９］
Ｍｅｔｒｉｃｓ　 ＬｅＮｅｔ－５ ＡｌｅｘＮｅｔ　 ＶＧＧ－１６ Ｉｎｃｅｐｔｉｏｎ－Ｖ１ ＲｅｓＮｅｔ－５０
ｅｒｒｔｏｐ－１?％ ０．９　 ４３．４　 ２９．７　 ３１．１　 ２４．９
ｅｒｒｔｏｐ－５?％ １９．８　 １０．６　 １０．９　 ７．７
Ｉｎｐｕｔ　Ｓｉｚｅ　 ２８×２８　 ２２７×２２７　 ２２４×２２４　 ２２４×２２４　 ２２４×２２４
＃ＣＯＮＶ　Ｌａｙｅｒｓ　 ２　 ５　 １３　 ５７　 ５３
＃Ｄｅｐｔｈ　ｏｆ　ＣＯＮＶ　Ｌａｙｅｒｓ　 ２　 ５　 １３　 ２１　 ４９
Ｆｉｌｔｅｒ　Ｓｉｚｅｓ　 ５　 ３，５，１１　 ３　 １，３，５，７　 １，３，７
＃Ｃｈａｎｎｅｌｓ　 １，２０　 ３－２５６　 ３－５１２　 ３－８３２　 ３－２０４８
＃Ｆｉｌｔｅｒｓ　 ２０，５０　 ９６－３８４　 ６４－５１２　 １６－３８４　 ６４－２０４８
Ｓｔｒｉｄｅ　 １　 １，４　 １　 １，２　 １，２
＃Ｐａｒａｍ　 ２．６×１０３　 ２．８×１０６　 １．４７×１０７　 ６．０×１０６　 ２．３５×１０７
＃ＦＬＯＰｓ　 １．７２×１０５　 ６．７１×１０８　 １．５５×１０１０　 １．４３×１０９　 ３．８６×１０９
＃ＦＣ　Ｌａｙｅｒｓ　 ２　 ３　 ３　 １　 １
Ｆｉｌｔｅｒ　Ｓｉｚｅｓ　 １，４　 １，６　 １，７　 １　 １
＃Ｃｈａｎｎｅｌｓ　 ５０，５００　 ２５６－４０９６　 ５１２－４０９６　 １０２４　 ２０４８
＃Ｆｉｌｔｅｒｓ　 １０，５００　 １０００－４０９６　 １０００－４０９６　 １０００　 １０００
＃Ｐａｒａｍ　 ５．８×１０４　 ５．８６×１０７　 １．２３×１０８　 １×１０６　 ２×１０６
＃ＦＬＯＰｓ　 ５．８×１０４　 ５．８６×１０７　 １．２３×１０８　 １×１０６　 ２×１０６
Ｔｏｔａｌ　Ｐａｒａｍ　 ６．０×１０４　 ６．１４×１０７　 １．３８×１０８　 ７×１０６　 ２．５５×１０７
Ｔｏｔａｌ　ＦＬＯＰｓ　 ２．３×１０６　 ７．２９×１０８　 １．５６×１０１０　 １．４３×１０９　 ３．９×１０９
　　３）ＶＧＧＮｅｔ［１２］．它取得了２０１４年ＩｍａｇｅＮｅｔ竞
赛的分类项目第２名、定位项目第１名．ＶＧＧＮｅｔ拥
有强拓展性，体现在由很强的泛化能力、稳定的卷积
特征和较好的表达能力．具体而言，ＶＧＧＮｅｔ有２种
形式，即 ＶＧＧ－１６和 ＶＧＧ－１９．ＶＧＧ－１６由１３个卷
积层和３个全连接层构成的１６层网络．不同于
ＡｌｅｘＮｅｔ，ＶＧＧ－１６利用多个小空间维度的卷积核
（例如３×３）代替原始大的卷积核（例如５×５），获得
相同的接受域（ｒｅｃｅｐｔｉｖｅ　ｆｉｅｌｄｓ）．在 ＶＧＧ－１６中，所
有的卷积层都采用了空间维度为３×３的卷积核．为
此，ＶＧＧ－１６分类１张大小为２２４×２２４的彩色图
像，需要１．３８亿个参数、１５６亿浮点型计算次数．虽
然ＶＧＧ－１９比ＶＧＧ－１６低０．１％ｔｏｐ－５分类错误率，
但需要１．２７倍浮点型计算次数于ＶＧＧ－１６．
６７８１ 计算机研究与发展　２０１８，５５（９）
４）ＧｏｏｇＬｅＮｅｔ［２２］．它取得了２０１４年ＩｍａｇｅＮｅｔ
竞赛的分类项目的冠军．Ｉｎｃｅｐｔｉｏｎ拥有多种版本，
包括Ｉｎｃｅｐｔｉｏｎ－Ｖ１［２２］，Ｉｎｃｅｐｔｉｏｎ－Ｖ３［２３］和Ｉｎｃｅｐｔｉｏｎ－
Ｖ４［２４］等，其中Ｉｎｃｅｐｔｉｏｎ－Ｖ１也称为ＧｏｏｇＬｅＮｅｔ．我
们详细介绍Ｉｎｃｅｐｔｉｏｎ－Ｖ１，它拥有２２层深的网络结
构，引入了核心组件———Ｉｎｃｅｐｔｉｏｎ　ｍｏｄｕｌｅ．如图５所
示，展示了Ｉｎｃｅｐｔｉｏｎ　ｍｏｄｕｌｅ主要组成部件，它由平
行连接（ｐａｒａｌｅｌ　ｃｏｎｎｅｃｔｉｏｎ）构成．在每个平行连接
中，使用了不同空间维度的卷积核，即１×１，３×３，
５×５，并在每个卷积后紧跟３×３最大池化（其中一
个１×１卷积核除外），所有卷积核输出结果全串在
一起（ｃｏｎｃａｔｅｎａｔｅ）构成该模块的输出．ＧｏｏｇＬｅＮｅｔ
利用３种不同的尺度卷积和最大池化，增加网络对
不同尺度的适应性，同时可以让网络的深度和宽度
高效率地扩充，提升准确率且不会过拟合．２２层的
ＧｏｏｇＬｅＮｅｔ包括了３个卷积层、９个Ｉｎｃｅｐｔｉｏｎ层
（每个Ｉｎｃｅｐｔｉｏｎ层拥有２层深的卷积层）和１个全
连接层．由于采用了全局平均池化［２３］（ｇｌｏｂａｌ　ａｖｅｒａｇｅ
ｐｏｏｌｉｎｇ，ＧＡＰ），并采用１个全连接层取代传统的
３个全连接层，大大缩小了模型的存储空间．对于分
类一张２２４×２２４的彩色图像，ＧｏｏｇＬｅＮｅｔ需要７００
万个参数、１４亿浮点型计算次数．
Ｆｉｇ．５　Ｉｎｃｅｐｔｉｏｎ　ｍｏｄｕｌｅ　ｉｎ　ＧｏｏｇＬｅＮｅｔ
图５　ＧｏｏｇＬｅＮｅｔ的Ｉｎｃｅｐｔｉｏｎ模块
５）ＲｅｓＮｅｔ［１３］．它是首次在ＩｍａｇｅＮｅｔ竞赛上超
过人类所能达到的识别精度（即低于５％ｔｏｐ－５分类
错误率）．ＲｅｓＮｅｔ能够克服训练过程中梯度消失问
题，即在反向传播（ｂａｃｋ－ｐｒｏｐａｇａｔｉｏｎ）中梯度不断衰
减，影响了网络底层的权值更新能力．如图６所示，
ＲｅｓＮｅｔ的核心组件是残差块（ｒｅｓｉｄｕａｌ　ｂｌｏｃｋ），每个
残差块中引入了快捷模块（ｓｈｏｒｔｃｕｔ　ｍｏｄｕｌｅ），该模
块包含了恒等连接或线性投影连接，并且学习残差
映射（Ｆ（ｘ）＝Ｈ（ｘ）－Ｗｓｘ），而不是直接学习权值
层（ｗｅｉｇｈｔ　ｌａｙｅｒｓ）函数Ｆ（ｘ）．同样地，ＲｅｓＮｅｔ使用
了１×１卷积核减少参数个数，并在每个卷积后加入
批量正则化［２２］（ｂａｔｃｈ　ｎｏｒｍａｌｉｚａｔｉｏｎ，ＢＮ）．ＲｅｓＮｅｔ有
很多种结构表现形式，以ＲｅｓＮｅｔ－５０为例，它包含了
１个卷积层，紧接着１６个残差块（每个残差块拥有
３层深的卷积层），及１个全连接层．对于分类一张
２２４×２２４的彩色图像，ＲｅｓＮｅｔ－５０需要０．２５亿个参
数和３９亿浮点型计算次数．
Ｆｉｇ．６　Ｒｅｓｉｄｕａｌ　ｂｌｏｃｋ　ｉｎ　ＲｅｓＮｅｔ
图６　ＲｅｓＮｅｔ的残差块
如表３和图２所示，随着模型的深度和宽度的
增加，深度网络取得更好的性能提升，但是卷积层的
高度复杂的浮点计算及全连接层的高内存存储，严
重阻碍深度模型应用于移动设备端．因此，压缩与加
速深度神经网络将愈发重要．
２　深度神经网络压缩与加速算法
在本节中，我们主要介绍了主流深度神经网络
压缩与加速算法，以及相关算法的优缺点．
２．１　基于参数剪枝的深度神经网络压缩与加速
网络?参数剪枝是通过对已有的训练好的深度
网络模型移除冗余的、信息量少的权值，从而减少网
络模型的参数，进而加速模型的计算和压缩模型的
存储空间．不仅如此，通过剪枝网络，能防止模型过
拟合．以是否一次性删除整个节点或滤波为依据，参
数剪枝工作可细分成非结构化剪枝和结构化剪枝．
非结构化剪枝考虑每个滤波的每个元素，删除滤波
中元素为０的参数，而结构化剪枝直接考虑删除整
个滤波结构化信息．
早在２０世纪末，ＬｅＣｕｎ等人［２７］提出了最优化
脑损失（ｏｐｔｉｍａｌ　ｂｒａｉｎ　ｄａｍａｇｅ）算法，大大稀疏化多
层网络的系数，同时保证模型预测精度依然处于零
损失或最小量损失状态．其实这种学习方式模仿了
哺乳动物的生物学习过程，通过寻找最小激活的突
触链接，然后在突触删减（ｓｙｎａｐｔｉｃ　ｐｒｕｎｉｎｇ）过程中
大大减少连接个数．利用相似的思想，Ｈａｓｓｉｂｉ和
Ｓｔｏｒｋ［２８］提出了最优化脑手术（ｏｐｔｉｍａｌ　ｂｒａｉｎ　ｓｕｒｇｅｏｎ）
剪枝策略，利用反向传播计算权值的二阶偏导信息
７７８１纪荣嵘等：深度神经网络压缩与加速综述
（ｈｅｓｓｉａｎ矩阵），同时利用此矩阵构建每个权值的显
著性得分，从而删除低显著性的权值．不同于最优化
脑手术剪枝策略，Ｓｒｉｎｉｖａｓ等人［２９］提出了不依赖于
训练数据（ｄａｔａ－ｆｒｅｅ　ｐｒｕｎｉｎｇ）和反向传播，直接构建
并排序权重的显著性矩阵，删除不显著冗余的节点．
由于不依赖于训练数据及后向传播计算梯度信息，
因此该网络剪枝过程较为快速．韩松等人［３０－３１］提出
了一种基于低值连接的删除策略（ｌｏｗ－ｗｅｉｇｈｔ　ｃｏｎ－
ｎｅｃｔｉｏｎ　ｐｒｕｎｉｎｇ），该剪枝方法包括３个阶段，即训
练连接、删除连接、重训练权值．第１阶段通过正常
训练，学习重要的连接；第２阶段通过计算权值矩阵
的范数，删除节点权重的范数值小于指定的阈值的
连接，将原始的密集网络（ｄｅｎｓｅ　ｎｅｔｗｏｒｋ）变成稀疏
网络；第３阶段通过重新训练稀疏网络，恢复网络的
识别精度．以上剪枝方法通常引入非结构化的稀疏
连接，在计算过程中会引起不规则的内存获取，相反
会影响网络的计算效率．
近几年，基于结构化剪枝的深度网络的压缩方
法陆续被提出，克服了非结构化稀疏连接导致的无
法加速问题［２７－３１］．其核心思想依靠滤波显著性准则
（即鉴定最不重要的滤波的准则），从而直接删除显
著性滤波，加速网络的计算．２０１６年，Ｌｅｂｅｄｅｖ等
人［３２］提出在传统的深度模型的损失函数中加入结
构化的稀疏项，利用随机梯度下降法学习结构化稀
疏的损失函数，并将小于给定阈值的滤波赋值为０，
从而测试阶段直接删除值为０的整个卷积滤波．温
伟等人［３３］通过对深度神经网络的滤波、通道、滤波
形状、网络层数（ｆｉｌｔｅｒｓ，ｃｈａｎｎｅｌｓ，ｆｉｌｔｅｒ　ｓｈａｐｅｓ，
ｌａｙｅｒ　ｄｅｐｔｈ）的正则化限制加入到损失函数中，利用
结构化稀疏学习的方式，学习结构化的卷积滤波．
Ｚｈｏｕ等人［３４］将结构化稀疏的限制加入目标函数
中，并利用前向后项分裂（ｆｏｒｗａｒｄ－ｂａｃｋｗａｒｄ　ｓｐｌｉｔｔｉｎｇ）
方法解决结构稀疏化限制的优化问题，并在训练过
程中直接决定网络节点的个数与冗余的节点．另外，
近年来，直接测量滤波的范数值直接判断滤波的显
著性也相继被提出［３５］，例如：直接删除给定当前层
最小Ｌ１范数的滤波，即移除相应的特征图（ｆｅａｔｕｒｅ
ｍａｐ），然后下一层的卷积滤波的通道数也相应地减
少，最后通过重训练的方式提高删减后模型的识别
精度．由于大量的ＲｅＬＵ非线性激活函数存在于主
流的深度网络中，使得输出特征图高度稀疏化，Ｈｕ
等人［３６］利用此特点，计算每个滤波所对应输出特征
图的非零比例，作为判断滤波重要与否的标准．
ＮＶＩＤＩＡ公司 Ｍｏｌｃｈａｎｏｖ等人［３７］提出一种基于全
局搜索显著性滤波的策略，对需要删除的滤波用０
值代替，并对目标函数进行泰勒公式展开（ｔａｙｌｏｒ
ｅｘｐａｎｓｉｏｎ），判断使目标函数变换最小的滤波为显
著滤波．通过卷积计算方式，可以建立当前层的滤波
与下一层的卷积滤波的输入通道存在一一对应关
系，利用此特点Ｌｕｏ等人［３８］探索下一层卷积核的输
入通道重要性，代替直接考虑当前层滤波，并建立一
个有效的通道选择优化函数，从而删除冗余的通道
以及相应的当前层的滤波．以上基于结构化剪枝的
深度网络的压缩方法，通过删除卷积层的整个滤波，
没有引入其他额外的数据类型存储，从而直接压缩
网络的同时加速整个网络的计算．
Ｔａｂｌｅ　４　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　Ｍｅｔｈｏｄｓ　ｔｏ　Ｒｅｄｕｃｅ　Ｐｒｅｃｉｓｉｏｎ　ｏｎ　ＡｌｅｘＮｅｔ［１９］
表４　不同量化方法在ＡｌｅｘＮｅｔ上的对比［１９］
Ｒｅｄｕｃｅ　ｐｒｅｃｉｓｉｏｎ　Ｍｅｔｈｏｄ
Ｂｉｔｗｉｄｔｈ
Ｗｅｉｇｈｔｓ　 Ａｃｔｉｖａｔｉｏｎｓ
ｅｒｒｔｏｐ－５↑?％
Ｄｙｎａｍｉｃ　Ｆｉｘｅｄ　Ｐｏｉｎｔ
ｗ?ｏ　ｆｉｎｅ－ｔｕｎｉｎｇ［４４］ ８　 １０　 ０．４
ｗ?ｆｉｎｅ－ｔｕｎｉｎｇ［４５］ ８　 ８　 ０．６
Ｒｅｄｕｃｅ　Ｗｅｉｇｈｔ
ＢＣ［４６］ １　 ３２（ｆｌｏａｔ） １９．２
ＢＷＮ［４８］ １＊ ３２（ｆｌｏａｔ） ０．８
ＴＷＮ［５２］ ２＊ ３２（ｆｌｏａｔ） ３．７
ＴＴＱ［５３］ ２＊ ３２（ｆｌｏａｔ） ０．６
Ｒｅｄｕｃｅ　Ｗｅｉｇｈｔ　ａｎｄ　Ａｃｔｉｖａｔｉｏｎ
ＸＮＯＲ－Ｎｅｔ［４８］ １＊ １＊ １１．０
ＢＮＮ［４７］ １　 １　 ２９．８
ＤｏＲｅＦａ－Ｎｅｔ［４９］ １＊ ２＊ ７．６３
ＱＮＮ［５０］ １　 ２＊ ６．５
ＨＷＧＱ－Ｎｅｔ［５１］ １＊ ２＊ ５．２
　Ｎｏｔｅｓ：“＊”ｄｅｎｏｔｅｓ　ｔｈｅ　ｍｅｔｈｏｄ　ｉｓ　ｎｏｔ　ａｐｐｌｉｅｄ　ｔｏ　ｆｉｒｓｔ　ａｎｄ?ｏｒ　ｌａｓｔ　ｌａｙｅｒｓ，ａｎｄ“↑”ｄｅｎｏｔｅｓ　ｉｎｃｒｅａｓｅ．
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　　参数剪枝的缺点在于，简单利用非结构化剪枝，
无法加速稀疏化矩阵计算．虽然近年来，相关软
件［３９］与硬件［４０］已被利用进行加速计算，但依靠软硬
件的非结构化剪枝方案还无法在所有深度学习框架
下使用，另外硬件的依赖性会使得模型的使用成本
提高．结构化剪枝不依赖软硬件的支持，且能很好地
嵌入目前主流的深度学习框架，但逐层固定的剪枝
方式（ｌａｙｅｒ－ｂｙ－ｌａｙｅｒ　ｆｉｘｅｄ　ｍａｎｎｅｒ）导致了网络压缩
的低自适应能力、效率和效果．此外，上述的剪枝策
略需要手动判断每层的敏感性，因此需要大量的精
力分析及逐层微调（ｆｉｎｅ－ｔｕｎｉｎｇ）．
２．２　基于参数共享的深度神经网络压缩与加速
参数共享是通过设计一种映射将多个参数共享
同一个数据．近年来，量化作为参数共享的最直接表
现形式，得到广泛的应用．此外，Ｈａｓｈ函数和结构
化线性映射也可作为参数共享的表现形式．
参数量化压缩与加速深度网络模型主要的核心
思想是利用较低的位（ｂｉｔ）代替原始３２ｂ浮点型的
参数（也可记为全精度权值（ｆｕｌ－ｐｒｅｃｉｓｉｏｎ　ｗｅｉｇｈｔ））．
龚云超等人［４１］及 Ｗｕ等人［４２］利用向量量化的技术，
在参数空间内对网络中的权值进行量化．近年来，利
用低比特位的量化被提出用于加速与压缩深度神经
网络．Ｇｕｐｔａ等人［４３］将全精度浮点型参数量化到
１６ｂ固定长度表示，并在训练过程中使用随机约束
（ｓｔｏｃｈａｓｔｉｃ　ｒｏｕｎｄｉｎｇ）技术，从而缩减网络存储和浮
点计算次数．使用动态固定点（ｄｙｎａｍｉｃ　ｆｉｘｅｄ　ｐｏｉｎｔ）
量化，在量化ＡｌｅｘＮｅｔ网络时，几乎可以做到无损压
缩．例如，Ｍａ等人［４４］将权值和激活分别量化到８ｂ
和１０ｂ，且没有利用微调权值．随后Ｇｙｓｅｌ等人［４５］利
用微调，将权值和激活全部量化到８ｂ．
为了更大程度地缩减内存和浮点计算次数，对
网络参数进行二值表示已被大量提出．其主要思想
是在模型训练过程中直接学习二值权值或激活．
ＢｉｎａｒｙＣｏｎｎｅｃｔ（ＢＣ）［４６］通过直接量化权值为－１或
１，只需要加和减计算，减少了卷积计算，但因激活为
全精度，无法大幅度加速网络计算．为此，通过同时
量化权值和激活为－１和１，Ｃｏｕｒｂａｒｉａｕｘ等人［４７］提
出了 ＢＮＮ，将原始的卷积计算变成 Ｂｉｔｃｏｕｎｔ和
ＸＮＯＲ，大幅度加速和压缩深度网络．但在压缩和加
速深度网络时（如ＡｌｅｘＮｅｔ），分类精度大大降低．为
了减少精度的丢失，Ｒａｓｔｅｇａｒｉ等人［４８］分别提出了
ＢＷＮ和ＸＮＯＲ－Ｎｅｔ引入了尺度因子（ｓｃａｌｅ　ｆａｃｔｏｒ），
用于缩小量化误差，并保留第一层和最后一层的权
值和输入为３２ｂ的浮点型．同时，改变卷积和正则
化的顺序，即先执行正则化、后卷积，减少了激活的
动态幅度范围．伴随着这些改变，ＢＷＮ和 ＸＮＯＲ－
Ｎｅｔ分别获得了相对于原始ＡｌｅｘＮｅｔ　０．８％和１１％
的分类错误率增加．在近期的工作中［４９－５０］，通过增加
激活的位数（大于１），并探索不同的低比特权值与
激活的组合量化全精度权值和激活，提高量化后的
网络在ＩｍａｇｅＮｅｔ数据集分类上的效果．但是在训
练这些量化网络中，会出现梯度不匹配问题．Ｃａｉ等
人［５１］通过分析权值和激活的分布情况，设计一种新
的半波高斯量化器（ｈａｌｆ－ｗａｖｅ　Ｇａｕｓｓｉａｎ　ｑｕａｎｔｉｚｅｒ）
及其ＢＰ过程中不同的梯度近似，提出了 ＨＷＧＱ－
Ｎｅｔ，有效地解决了训练过程中梯度不匹配问题．
由于权值近似分布于均值为０的高斯分布，即
Ｗ～Ｎ（０，σ２），进一步考虑０作为量化后的值，可能
减少量化误差．基于此思想，三元权值网络（ｔｅｒｎａｒｙ
ｗｅｉｇｈｔ　ｎｅｔｓ，ＴＷＮ）［５２］将全精度权值网络量化到三
元网络（即－ｗ，０和ｗ），其中ｗ通过统计估计得到
的量化值．通过改变对称的ｗ，训练的三元量化［５３］
（ｔｒａｉｎｅｄ　ｔｅｒｎａｒｙ　ｑｕａｎｔｉｚａｔｉｏｎ，ＴＴＱ）引入了不同的
量化因子（即－ｗ１，０和ｗ２），且通过训练得到该因
子，在量化ＡｌｅｘＮｅｔ时分类错误率只增加了０．６％．
如表４所示，列出了以上量化网络的性能比较及相
应的量化比特数比较结果．
对于传统网络（如 ＡｌｅｘＮｅｔ和 ＶＧＧ－１６），全连
接层的参数存储占整个网络模型的９５％以上，所以
探索全连接层参数冗余性将变得异常重要．利用
Ｈａｓｈ函数和结构化线性映射相继提出，可用于实
现全连接层的参数共享，大大减低模型的内存开销．
Ｃｈｅｎ等人［５４］提出了 ＨａｓｈＮｅｔ模型，利用２个低耗
的 Ｈａｓｈ函数对不同的网络参数映射到相同 Ｈａｓｈ
桶中，实现参数共享．Ｃｈｅｎｇ等人［５５］提出基于一种
简单有效的循环投影方法，即利用存储量极小的循
环矩阵代替原始矩阵，同时使用快速傅里叶变换
（ｆａｓｔ　Ｆｏｕｒｉｅｒ　ｔｒａｎｓｆｏｒｍ，ＦＦＴ）加速矩阵的乘积计
算．另外，Ｙａｎｇ等人［５６］引入了新的Ａｄａｐｔｉｖｅ　Ｆａｓｔｆｏｏｄ
变换，重新定义了全连接层的矩阵与向量之间的乘
积计算，减少了参数量和计算量．
量化权值，特别是二值化网络，存在以下缺点：
１）对于压缩与加速大的深度网络模型（如 Ｇｏｏｇ－
ＬｅＮｅｔ和ＲｅｓＮｅｔ），存在分类精度丢失严重现象；
２）现有方法只是采用简单地考虑矩阵近似，忽略了
二值化机制对于整个网络训练与精度损失的影响；
３）对于训练大型二值网络，缺乏收敛性的理论验证，
特别是对于同时量化权值和激活的二值化网络
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（如ＸＮＯＲ－Ｎｅｔ，ＢＮＮ等）．对于限制于全连接层的
参数共享方法，如何泛化到卷积层成为一个难题．此
外，结构化矩阵限制可能引起模型偏差，造成精度的
丢失．
２．３　基于低秩分解的深度神经网络压缩与加速
基于低秩分解的深度神经网络压缩与加速的核
心思想是利用矩阵或张量分解技术估计并分解深度
模型中的原始卷积核．卷积计算是整个卷积神经网
络中计算复杂度最高的计算操作，通过分解４Ｄ卷
积核张量，可以有效地减少模型内部的冗余性．此外
对于２Ｄ的全连接层矩阵参数，同样可以利用低秩
分解技术进行处理．但由于卷积层与全连接层的分
解方式不同，本文分别从卷积层和全连接层２个不
同角度回顾与分析低秩分解技术在深度神经网络中
的应用．
在２０１３年，Ｄｅｎｉｌ等人［５７］从理论上利用低秩分
解的技术并分析了深度神经网络存在大量的冗余信
息，开创了基于低秩分解的深度网络模型压缩与加
速的新思路．如图７所示，展示了主流的张量分解后
卷积计算．Ｊａｄｅｒｂｅｒｇ等人［５８］利用张量的低秩分解
技术，将原始的网络参数分解成２个小的卷积核．利
用相同简单的策略，Ｄｅｎｔｏｎ等人［５９］先寻找对卷积
层参数的低秩近似，然后通过微调的方式恢复模型
的识别精度．此外，利用经典的ＣＰ分解［６０］，将原始
的张量参数分解成３个秩为１的小矩阵．相似地，利
用Ｔｕｃｋｅｒ分解［６１］，将原始的张量分解成３个小的
张量的乘积．Ｔａｉ等人［６２］提出了新的低秩分解张量
算法，同时也提出了引入批量正则化，从头开始训练
有低秩限制的卷积神经网络．Ｉｏａｎｎｏｕ等人［６３］利用
卷积核的低秩表示，代替分解预训练的卷积核参数，
并设计了一种有效的权值初始化方法，从头开始训
练计算有效的卷积神经网络．同样地，代替直接分解
预训练的模型参数，温伟等人［６４］从训练的角度探讨
如何更有效地聚集更多参数于低秩空间上，提出了
新的强力正则化项（ｆｏｒｃｅ　ｒｅｇｕｌａｒｉｚａｔｉｏｎ），迫使更多
的卷积核分布于更为低秩空间中．以上低秩分解卷
积核的方法，虽然减少了卷积核的冗余性，即考虑了
卷积神经网络内部结构的冗余性，但全盘接受了视
觉输入的全部，极大地影响了模型加速比．为此，林
绍辉等人［６５］提出了ＥＳＰＡＣＥ卷积计算加速框架，
考虑了视觉输入的冗余性，即从输入计算空间和通
道冗余性２方面移除低判别性和显著性的信息．
Ｋ，（Ｒ３，Ｒ４）ａｎｄ　Ｒａｒｅ　ｔｈｅ　ｃｏｒｒｅｓｐｏｎｄｉｎｇ　ｒａｎｋ　ｏｆ　ｌｏｗ－ｒａｎｋ　ｄｅｃｏｍｐｏｓｉｔｉｏｎ，Ｔｕｃｋｅｒ－２ｄｅｃｏｍｐｏｓｉｔｉｏｎ　ａｎｄ　ＣＰ　ｄｅｃｏｍｐｏｓｉｔｉｏｎ　ｒｅｓｐｅｃｔｉｖｅｌｙ．
Ｆｉｇ．７　Ｃｏｎｖｏｌｕｔｉｏｎ　ｗｉｔｈ　ｓｅｖｅｒａｌ　ｌｏｗ－ｒａｎｋ　ｆａｃｔｏｒｓ
图７　拥有若干个低秩因子的卷积计算
　　对于全连接层特定的２Ｄ矩阵形式，虽然可以
通过转变２Ｄ矩阵计算为１×１的卷积计算，从而利
用上述低秩分解技术进行应用，但对于特定的全连
接层也存在相关低秩分解方法．Ｄｅｎｉｌ等人［５７］利用
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了低秩分解方法减少了深度神经网络中的动态参数
个数．林绍辉等人［６６］分析了直接对层内参数低秩分
解压缩无法获得高精度分类效果的缺点，提出考虑
层间的各种非线性关系，参数层间的联合优化，代替
单层的优化，构建全局误差最小化优化方案．
基于低秩分解的深度网络模型压缩算法，在特
定场景下取得良好的效果，但增加了模型原有的层
数，极易在训练过程中造成梯度消失的问题，从而影
响压缩后网络的精度恢复．另外，逐层低秩分解优化
参数，无法从全局进行压缩，延长了离线分解时间
开销．
２．４　基于紧性卷积核的深度神经网络压缩与加速
对深度网络模型的卷积核使用紧性的滤波直接
替代，将有效地压缩深度网络．基于该思想，直接将
原始较大的滤波大小（如５×５，３×３）分解成２个
１×１卷积滤波，大大加速了网络的计算同时获得了
较高的目标识别性能．
２０１６年，ＳｑｕｅｅｚｅＮｅｔ［６７］的提出是将原始的卷积
结构替换成为Ｆｉｒｅ　Ｍｏｄｕｌｅ，即包括Ｓｑｕｅｅｚｅ层和
Ｅｘｐａｎｄ层．在Ｓｑｕｅｅｚｅ层将３×３的卷积滤波替换
成１×１的卷积滤波，并在Ｅｘｐａｎｄ层中加入１×１
和３×３的卷积滤波，同时减少３×３的卷积滤波个
数，减少池化（ｐｏｏｌｉｎｇ），从而简化网络复杂度，降低
卷积网络模型参数的数量，同时也达到ＡｌｅｘＮｅｔ识
别精度．最终的模型参数降低了５０倍，大大压缩了
深度网络模型．另外，Ｇｏｏｇｌｅ公司 Ｈｏｗａｒｄ等人［６８］
提出了 ＭｏｂｉｌｅＮｅｔｓ，利用计算和存储更小的深度分
割卷积（ｄｅｐｔｈｗｉｓｅ　ｓｅｐａｒａｂｌｅ　ｃｏｎｖｏｌｕｔｉｏｎ）替代原始
的标准卷积计算．Ｚｈａｎｇ等人［６９］提出ＳｈｕｆｆｌｅＮｅｔ，利
用组卷积（ｇｒｏｕｐ　ｃｏｎｖｏｌｕｔｉｏｎ）和通道重排（ｃｈａｎｎｅｌ
ｓｈｕｆｆｌｅ）两个操作设计卷积神经网络模型，从而减少
模型使用的参数．一般情况下，使用组卷积会导致信
息流通不当，通过通道重排改变通道的序列，得到与
原始卷积相似的计算结果．Ｃｈｏｌｅｔ［７０］提出Ｘｃｅｐｔｉｏｎ
网络结构，在原始Ｉｎｃｅｐｔｉｏｎ－Ｖ３的基础上引入深度
分割卷积计算，不同于原始 ＭｏｂｉｌｅＮｅｔ中的深度分
割卷积，Ｘｃｅｐｔｉｏｎ先进行１×１的点卷积计算（ｐｏｉｎｔ
ｃｏｎｖｏｌｕｔｉｏｎ），然后再逐通道卷积，提高了模型的计
算效率．在同参数量情况下，分类效果优于Ｉｎｃｅｐｔｉｏｎ－
Ｖ３．
基于紧性卷积核的深度神经网络压缩与加速采
用了特定的卷积核的设计或新卷积计算方式，大大
压缩神经网络模型或加速了卷积计算．但压缩与加
速方法的扩展性和结合性较弱，即较难在紧性卷积
核的深度神经网络中利用不同压缩或加速技术进一
步提高模型使用效率．另外，跟原始模型相比，基于
紧性卷积核设计的深度神经网络得到的特征普适性
及泛化性较弱．
２．５　基于知识蒸馏的深度神经网络压缩与加速
知识蒸馏（ＫＤ）的基本思想是通过软 Ｓｏｆｔｍａｘ
变换学习教师输出的类别分布，并将大型教师模型
（ｔｅａｃｈｅｒ　ｍｏｄｅｌ）的知识精炼为较小的模型．如图８
所示，展示了简单的知识蒸馏的流程．２００６年，
Ｂｕｃｉｌｕǎ等人［７１］首先提出利用知识迁移（ｋｎｏｗｌｅｄｇｅ
ｔｒａｎｓｆｅｒ，ＫＴ）来压缩模型．他们通过集成强分类器
标注的伪数据（ｐｓｅｕｄｏ－ｄａｔａ）训练了一个压缩模型，
并重现了原大型网络的输出结果，然而他们的工作
仅限于浅层网络．近年来，知识蒸馏［７２］提出了可以
将深度和宽度的网络压缩为浅层模型，该压缩模型
模仿了复杂模型所能实现的功能．
Ｆｉｇ．８　Ｋｎｏｗｌｅｄｇｅ　ｄｉｓｔｉｌａｔｉｏｎ
图８　知识蒸馏
Ｈｉｎｔｏｎ等人［７３］提出了知识蒸馏的压缩框架，
通过软化教师网络输出指导和惩罚学生网络
（ｓｔｕｄｅｎｔ　ｎｅｔｗｏｒｋ）．该框架将集成的深度网络压缩
成为相同深度的学生网络．为此，利用教师软输出的
结果作为标签，训练压缩学生网络．Ｒｏｍｅｒｏ等人［７４］
提出了基于知识蒸馏的ＦｉｔＮｅｔ，通过训练窄且深网
络（学生网络），压缩宽且浅网络（教师网络）．
近几年，知识蒸馏也得到了改进和拓展，例如：
Ｂａｌａｎ等人［７５］通过在线训练的方式学习带有参数的
学生网络近似蒙特卡洛（Ｍｏｎｔｅ　Ｃａｒｌｏ）教师网络．
不同于原来的方法，该方法使用软标签作为教师
网络知识的表达，代替原来的教师网络的软输出．
Ｌｕｏ等人［７６］利用高层隐含层神经元的输出作为知
识，它比使用标签概率作为知识能保留更多的知
识．Ｚａｇｏｒｕｙｋｏ等人［７７］提出了注意力迁移（ａｔｔｅｎｔｉｏｎ
ｔｒａｎｓｆｅｒ，ＡＴ），通过迁移注意力图（ａｔｔｅｎｔｉｏｎ　ｍａｐｓ），
松弛了ＦｉｔＮｅｔ的假设条件．
１８８１纪荣嵘等：深度神经网络压缩与加速综述
虽然基于知识蒸馏的深度神经网络压缩与加速
方法能使深层模型细小化，同时大大减少了计算开
销，但是依然存在 ２ 个缺点：１）只能用于具有
Ｓｏｆｔｍａｘ损失函数分类任务，这阻碍了其应用；２）模
型的假设较为严格，以至于其性能可能比不上其他
压缩与加速方法．
２．６　其他类型的深度神经网络压缩与加速
在１．３节介绍ＧｏｏｇＬｅＮｅｔ时，为了减少全连接
层的参数个数，全局均匀池化代替传统的３层全连
接层，减少了全连接层的参数．在近几年提出的最新
的网络结构中，全局均匀池化方法广泛其中，例如
Ｎｅｔｗｏｒｋ　ｉｎ　Ｎｅｔｗｏｒｋ（ＮＩＮ），ＧｏｏｇＬｅＮｅｔ，ＲｅｓＮｅｔ，
ＲｅｓＮｅＸｔ［７８］等，在很多基准（ｂｅｎｃｈｍａｒｋ）任务中取
得了最优的（ｓｔａｔｅ－ｏｆ－ｔｈｅ－ａｒｔ）性能．但该类型结构在
ＩｍａｇｅＮｅｔ数据集上学习到的特征很难直接迁移到
其他任务上．为了解决此问题，Ｓｚｅｇｅｄｙ等人［２２］在原
始结构的基础上加入了线性层．
此外，基于卷积的快速傅里叶变化［７９］和使用
Ｗｉｎｏｇｒａｄ算法［８０］的快速卷积计算，大大减少了卷
积计算的开销．Ｚｈａｉ等人［８１］提出了随机空间采样池
化（ｓｔｏｃｈａｓｔｉｃ　ｓｐａｔｉａｌ　ｓａｍｐｌｉｎｇ　ｐｏｏｌｉｎｇ），用于加速
原始网络中的池化操作．但是这些工作仅仅为了加
速深度网络计算，无法达到压缩网络的目的．
３　数据集与已有方法性能
３．１　数据集
在深度神经网络压缩与加速中常见并具有代表
性的数据集主要包括 ＭＮＩＳＴ［１４］，ＣＩＦＡＲ－１０?１００［８２］，
ＩｍａｇｅＮｅｔ［１８］，如表５所示，罗列了这些数据集的基
本统计信息．
Ｔａｂｌｅ　５　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｔｈｅ　Ｗｉｄｅｌｙ　Ｕｓｅｄ　Ｄａｔａｓｅｔ　ｆｏｒ　ＤＮＮ
Ｃｏｍｐｒｅｓｓｉｏｎ　ａｎｄ　Ａｃｃｅｌｅｒａｔｉｏｎ
表５　常见深度神经网络压缩与加速数据集统计信息
Ｄａｔａｓｅｔ ＃Ｃｌａｓｓ ＃Ｔｒａｉｎ ＃Ｖａｌｉｄａｔｉｏｎ ＃Ｔｅｓｔ　 Ｓｉｚｅ
ＭＮＩＳＴ　 １０　 ６×１０４　 １×１０４　 ２８×２８
ＣＩＦＡＲ－１０　 １０　 ５×１０４　 １×１０４　 ３２×３２
ＣＩＦＡＲ－１００　 １０　 ５×１０４　 １×１０４　 ３２×３２
ＩｍａｇｅＮｅｔ　 １　０００　 １．２×１０６　 ５×１０４　 １×１０５
ＭＮＩＳＴ是用于手写字符分类被广泛使用的数
据集．在１９９８年，该数据集被公开作为字符识别算
法评测的公共数据集．在该数据集中，包含了来自
１０个类别（即手写体数字０～９），像素为２８×２８的
手写体字符灰度图，总计有６万张训练图像和１万
张测试图像．ＬｅＮｅｔ－５作为经典模型在 ＭＮＩＳＴ上
分类错误率达到０．９％．ＭＮＩＳＴ已作为简单且公平
的数据集用于评测深度神经网络压缩与加速性能．
ＣＩＦＡＲ是用于分类小图像的数据集，它是８千
万张 Ｔｉｎｙ　Ｉｍａｇｅ数据集的子集．在２００９年，该数据
集被公开作为分类小型彩色图像算法评测的公共数
据集．ＣＩＦＡＲ数据集有２个版本，分别为ＣＩＦＡＲ－１０
和ＣＩＦＡＲ－１００，包含了像素均为３２×３２的自然彩
色图像．在ＣＩＦＡＲ－１０数据集中，包含了来自１０个
互不交叉的类别，总计有５万张训练图像（每类５千
张）和１万张测试图像（每类１千张）．在 ＣＩＦＡＲ－
１００数据集中，包括了１００个类别不同的图像，其中
５万张训练图像（每类５００张）和１万张测试图像
（每类１００张）．在不引入任何数据扩展方法时，经典
模型ＮＩＮ在ＣＩＦＡＲ－１０和ＣＩＦＡＲ－１００分类错误率
达到１０．４１％和３５．６８％．
ＩｍａｇｅＮｅｔ是一个大尺度图像数据集．２０１０年
首次被提出，并在２０１２年得到稳定使用．该数据集
包含１　０００个类别彩色图像，且一般先缩放至像素大
小为２５６×２５６．不同于以上２种数据集，该数据集的
类别标签可用字网络（ＷｏｒｄＮｅｔ）表示，即由主类别
标签词表示并包含相同目标的近义词，相当于词汇的
分层结构．该数据集总计约有０．１３亿张训练图像（每
个类别数量在７３２～１　３００之间），１０万张测试图像
（每类１００张）和５万张验证图像（每类５０张）．由于
测试数据集标签未公开，一般情况下，测试该数据集
性能时通过验证集上性能作为测试依据．另外，ｔｏｐ－１
分类错误率和ｔｏｐ－５分类错误率是判断ＩｍａｇｅＮｅｔ分
类准确率指标．ｔｏｐ－１指的是得分最高的类别刚好是
标签类别时，分类正确；ｔｏｐ－５指的是得分前５的类
别中包含正确标签时，分类正确．ＡｌｅｘＮｅｔ，ＶＧＧ－１６，
ＲｅｓＮｅｔ－５０作为ＩｍａｇｅＮｅｔ数据集上经典的网络模型，
分别获得了４２．２４％ｔｏｐ－１分类错误率和１９．１１％
ｔｏｐ－５分类错误率、３１．６６％ｔｏｐ－１分类错误率和
１１．５５％ｔｏｐ－５分类错误率以及２４．６４％ｔｏｐ－１分类
错误率和７．７６％ｔｏｐ－５分类错误率．
综上所述，ＭＮＩＳＴ是较为简单的小型数据集，
而ＩｍａｇｅＮｅｔ是一个大尺度类别多样的复杂数据
集，充满着挑战．另外，对于同一个网络，在不同数据
集下表现出不一样的性能，因此判断网络性能时一
般需要考虑所采用的数据集．
３．２　评价准则
率失真（ｒａｔｅ－ｄｉｓｔｏｒｔｉｏｎ）作为评价深度神经网
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络压缩与加速性能标准，既考虑了模型的压缩与加
速比，同时需要计算压缩与加速后的模型分类误差
率．为了计算模型的压缩与加速比，我们假设λ和
λ＊分别为原始模型Ｍ 和压缩后模型Ｍ＊所有参数
所占的内存开销，那么模型的压缩比Ｃｒ可计算为
Ｃｒ（Ｍ，Ｍ＊）＝λλ＊
． （３）
相似地，假设γ和γ＊分别为原始模型 Ｍ 和压缩后
模型Ｍ＊推测（ｉｎｆｅｒｅｎｃｅ）整个网络的时间，那么模
型的加速比Ｓｒ可定义为
Ｓｒ（Ｍ，Ｍ＊）＝γγ＊
． （４）
关于分类误差率需要根据不同的数据集，如上
述所述的数据集中，ＭＮＩＳＴ和ＣＩＦＡＲ只存在ｔｏｐ－１
分类错误率，而ＩｍａｇｅＮｅｔ有ｔｏｐ－１和ｔｏｐ－５两种分
类错误率．根据数据集不同，选择相应模型性能评价
标准．一般情况下，好的深度神经网络压缩与加速方
法表现出：压缩与加速后的模型具有相似于原始模
型的分类错误率，同时伴随着少量的模型参数和计
算复杂度．因此模型的错误率和压缩比（或加速比）
需要统一考虑．
目前深度学习框架层出不穷，包括 Ｃａｆｆｅ［８３］，
Ｔｅｎｓｏｒｆｌｏｗ［８４］，Ｔｏｒｃｈ等．为了公平评测各压缩模型
的实际速度，对于深度神经网络压缩与加速领域，采
用Ｃａｆｆｅ作为主流的深度学习框架．
３．３　代表性的深度神经网络压缩与加速方法性能
目前已有工作的实验所用数据集一般是３个
数据集：ＭＮＩＳＴ，Ｃｉｆａｒ，ＩｍａｇｅＮｅｔ，使用模型包括
ＬｅＮｅｔ－５，ＡｌｅｘＮｅｔ，ＶＧＧ－１６，ＲｅｓＮｅｔ等．下面我们
比较代表性深度神经网络压缩与加速方法在不同模
型上的压缩与加速效果．
如表６所示，列出了包括剪枝与参数共享在内
的压缩与加速方法在 ＬｅＮｅｔ－５ 上的比较结果．
＃ＦＬＯＰｓ表示浮点型计算次数个数，＃Ｐａｒａｍ 表
示模型中参数的数量，ｅｒｒｔｏｐ－１↑表示相比较于原始
模型，压缩后的模型ｔｏｐ－１分类错误率增加值．从整
体上看，在该模型上压缩与加速取得了较好的结果．
从压缩与加速２方面比较，非结构化剪枝［３１］在压缩
模型参数上能取得１２×更好的结果，而结构化剪枝
ＳＳＬ［３３］在加速模型上取得３．６２×的结果，基本保证
模型不丢失精度．
Ｔａｂｌｅ　６　Ｒｅｓｕｌｔｓ　ｏｆ　Ｄｉｆｆｅｒｅｎｔ　ＤＮＮ　Ｃｏｍｐｒｅｓｓｉｏｎ　ａｎｄ
Ａｃｃｅｌｅｒａｔｉｏｎ　ｏｎ　ＬｅＮｅｔ－５
表６　不同压缩与加速方法在ＬｅＮｅｔ－５上的结果
Ｍｅｔｈｏｄ ＃ＦＬＯＰｓ ＃Ｐａｒａｍ（Ｃｒ） Ｓｒ ｅｒｒｔｏｐ－１↑?％
ＬｅＮｅｔ－５　 ２．３×１０６　 ０．４３×１０６（１×） １× ０
Ｐｒｕｎｉｎｇ［３１］ ３．４４×１０４（１２×） －０．１
ＳＳＬ［３３］ １．６２×１０５　４．５×１０５（９．５×） ３．６２× ０．０５
Ｃｉｒｃｕｌａｎｔ［５５］ ７．４×１０４（５．８×） １．４３× ０．０３
ＡＦＴ［５６］ ５．２×１０４（８．３×） －０．１６
　 Ｎｏｔｅ：↑ｄｅｎｏｔｅｓ　ｉｎｃｒｅａｓｅ．
如表７和表４所示，主要比较了不同压缩与加
速方法在 ＡｌｅｘＮｅｔ上的结果．如表７所示，主要比
较了不同低秩分解技术在ＡｌｅｘＮｅｔ上加速效果（除
ＳＳＬ［３３］外）．从比较结果可以看出，ＬＲＡ［６４］不仅在准
确率和加速比高于传统的ＣＰＤ［６０］和ＴＤ［６１］，而且在
加速比（４．０５×ｖｓ．３．１３×）上也高于ＳＳＬ，ｔｏｐ－５分
类错误率增加几乎一样（１．７１％ｖｓ．１．６６％）．如表
４所示，主要列出了关于量化网络在 ＡｌｅｘＮｅｔ上的
性能比较．原始的权值和激活的保存形式为３２ｂ浮点
型，通过用低比特位数量化网络，减少模型存储和计
算开销．增加比特位的位数，模型的性能得到提升，
量化到８ｂ几乎无损压缩模型，如利用动态固定点
量化［４４－４５］．若只对模型的权值进行量化，保持激活位
数不变，ＢＷＮ［４８］，ＴＷＮ［５２］，ＴＴＱ［５３］能够较好地控制
模型误差增加（除了ＢＣ［４６］外），但加速效果有限．通过
进一步量化激活，特别是量化激活为２ｂ时，ＨＷＧＱ－
Ｎｅｔ［５１］取得了ｔｏｐ－５分类错误率增加仅为５．２％．
Ｔａｂｌｅ　７　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　Ｄｉｆｆｅｒｅｎｔ　ＣＮＮ　Ａｃｃｅｌｅｒａｔｉｏｎ　Ｍｅｔｈｏｄｓ　ｏｎ　ＡｌｅｘＮｅｔ［６４］
表７　不同卷积神经网络加速方法在ＡｌｅｘＮｅｔ上的对比
Ｍｅｔｈｏｄ　 ｅｒｒｔｏｐ－５↑?％ Ｃｏｎｖ１　 Ｃｏｎｖ２　 Ｃｏｎｖ３　 Ｃｏｎｖ４　 Ｃｏｎｖ５ Ａｖｅｒａｇｅ　Ｓｐｅｅｄｕｐ
ＡｌｅｘＮｅｔ　 ０　 １．００× １．００× １．００× １．００× １．００× １．００×
ＣＰＤ［６０］ １．００　 ４．００× １．２７×
ＴＤ［６１］ １．７０　 １．４８× ２．３０× ３．８４× ３．５３× ３．１３× ２．５２×
ＳＳＬ［３３］
－０．３９　 １．００× １．２７× １．６４× １．６８× １．３２× １．３５×
１．６６　 １．０５× ３．３７× ６．２７× ９．７３× ４．９３× ３．１３×
ＬＲＡ［６４］
０．１７　 ２．６１× ６．０６× ２．４８× ２．２０× １．５８× ２．６９×
１．７１　 ２．６５× ６．２２× ４．８１× ４．００× ２．９２× ４．０５×
　Ｎｏｔｅ：↑ｄｅｎｏｔｅｓ　ｉｎｃｒｅａｓｅ．
３８８１纪荣嵘等：深度神经网络压缩与加速综述
　　在压缩与加速ＶＧＧ－１６上，如表８所示，展示了
部分比较有代表性的剪枝算法的评测结果．为了进
一步压缩 ＶＧＧ－１６，借鉴 ＮＩＮ［２５］全局均匀池化，代
替原始模型中的３层全连接层．我们把压缩后的模
型记为“Ｘ－ＧＡＰ”，指的是利用“Ｘ”方法剪枝完所有
的卷积层后，加入 ＧＡＰ进行微调整个压缩后的网
络．特别地，ＶＧＧ－ＧＡＰ不删除任何卷积层的滤波，
反而取得了较高的分类错误率，即ｔｏｐ－１分类错误
率和ｔｏｐ－５分类错误率分别为３７．９７％和１５．６５％．
另外，ＴｈｉＮｅｔ［３８］较其他方法，取得了较低的分类错
误率增加（即ｔｏｐ－１分类错误率和ｔｏｐ－５分类错误率
分别增加为１．００％和０．５２％），但加速和压缩比相
对较低于Ｌ１［３５］，ＡＰｏＺ［３６］．通过进一步增加剪枝卷
积核的数量（记为“ＴｈｉＮｅｔ－Ｔ”），取得１０６．５×压缩
比和４．３５×加速比，但压缩后模型的ｔｏｐ－１分类错
误率和ｔｏｐ－５分类错误率分别增加了９％和６．４７％．
Ｔａｂｌｅ　８　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　Ｐａｒａｍｅｔｅｒ　Ｐｒｕｎｉｎｇ　Ｍｅｔｈｏｄｓ　ｆｏｒ
Ｃｏｍｐｒｅｓｓｉｎｇ　ａｎｄ　Ａｃｃｅｌｅｒａｔｉｎｇ　ＶＧＧ－１６
表８　参数剪枝方法在压缩与加速ＶＧＧ－１６上的对比
Ｍｅｔｈｏｄ
１０－９×
＃ＦＬＯＰｓ
１０－６×
＃Ｐａｒａｍ
Ｓｒ
（ＧＰＵ）
ｅｒｒｔｏｐ－１↑
?％
ｅｒｒｔｏｐ－５↑
?％
ＶＧＧ－１６　 １５．５　 １３８．４　 １× ０　 ０
ＶＧＧ－ＧＡＰ　 １５．４　 １５．２ ≈１× １．５０　 ０．５６
Ｌ１－ＧＡＰ［３５］ ４．４　 ９．２　 ２．５× ４．６２　 ３．１０
ＡＰｏＺ－ＧＡＰ［３６］ ４．４　 ９．２　 ２．５× ３．７２　 ２．６５
ＴＥ［３７］ ４．２　 １３５．７　 ２．７× ３．９４
ＴｈｉＮｅｔ［３８］ ４．９　 ９．５　 ２．３× １．００　 ０．５２
ＴｈｉＮｅｔ－Ｔ［３８］ ２．０　 １．３　 ４．３５× ９．００　 ６．４７
　Ｎｏｔｅ：↑ｄｅｎｏｔｅｓ　ｉｎｃｒｅａｓｅ．
　　如表９所示，展示了主流的二值量化方法在
ＩｍａｇｅＮｅｔ数据集上压缩与加速ＲｅｓＮｅｔ－１８的比较
结果．全精度的ＲｅｓＮｅｔ－１８能达到３０．７％ｔｏｐ－１分
类错误率及１０．８％ｔｏｐ－５分类错误率．虽然ＢＷＮ［４８］
Ｔａｂｌｅ　９　Ｒｅｓｕｌｔｓ　ｏｆ　Ｂｉｎａｒｙ　Ｎｅｔｗｏｒｋ　ｏｎ　ＩｍａｇｅＮｅｔ　ｆｏｒ
Ｃｏｍｐｒｅｓｓｉｎｇ　ＲｅｓＮｅｔ－１８
表９　二值网络在ＩｍａｇｅＮｅｔ上压缩ＲｅｓＮｅｔ－１８的结果
Ｍｏｄｅｌ　 Ｗ－ｂｉｔ　 Ａ－ｂｉｔ
ｅｒｒｔｏｐ－１↑
?％
ｅｒｒｔｏｐ－５↑
?％
ＲｅｓＮｅｔ－１８　 ３２　 ３２　 ０　 ０
ＢＷＮ［４８］ １　 ３２　 ８．５　 ６．２
ＤｏＲｅＦａ－Ｎｅｔ［４９］ １　 ４　 １０．１　 ７．７
ＸＮＯＲ－Ｎｅｔ［４８］ １　 １　 １８．１　 １６．０
ＢＮＮ［４７］ １　 １　 ２７．１　 ２２．１
　Ｎｏｔｅ：↑ｄｅｎｏｔｅｓ　ｉｎｃｒｅａｓｅ．
和ＤｅＲｅＦａ－Ｎｅｔ［４９］取得较好的分类性能，但它们分别
使用了全精度的激活和４ｂ的激活．若同时二值化权
值和激活，计算卷积时，只需要ｂｉｔｃｏｕｎｔ和ＸＮＯＲ计
算，大大提高卷积计算效率，但降低了模型的分类效
果，例如ＢＮＮ［４７］和ＸＮＯＲ－Ｎｅｔ［４８］分别增加了２７．１％
和１８．１％的ｔｏｐ－１分类错误率．
如表１０所示，比较ＭｏｂｉｌｅＮｅｔ［６８］和ＳｈｕｆｌｅＮｅｔ［６９］
在ＩｍａｇｅＮｅｔ上性能比较结果．ａＭｏｂｉｌｅＮｅｔ－２２４指
的是在基准模型框架下（即１ＭｏｂｉｌｅＮｅｔ－２２４），以ａ倍
缩放基准结构的每层卷积核滤波个数；ＳｈｕｆｆｌｅＮｅｔ
ｂ×，ｇ＝ｃ指的是在组的个数为ｃ的情况下，以ｂ倍
缩放基准结构（即ＳｈｕｆｆｌｅＮｅｔ　１×）的每层卷积核滤
波个数．通过不同层次的浮点型计算复杂度对比结
果，可以明显得出ＳｈｕｆｌｅＮｅｔ的性能优于 ＭｏｂｉｌｅＮｅｔ．
特别值得注意的是，在小的浮点型计算复杂度情况
下（如０．４亿浮点型计算次数），ＳｈｕｆｌｅＮｅｔ取得了更
好的分类结果，即高于相同复杂度等级的 ＭｏｂｉｌｅＮｅｔ
６．７％分类错误率．
Ｔａｂｌｅ　１０　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ＭｏｂｉｌｅＮｅｔ　ａｎｄ　ＳｈｕｆｆｌｅＮｅｔ　ｏｎ
ＩｍａｇｅＮｅｔ　Ｃｌａｓｓｉｆｉｃａｔｉｏｎ［６９］
表１０　ＭｏｂｉｌｅＮｅｔ和ＳｈｕｆｆｌｅＮｅｔ在ＩｍａｇｅＮｅｔ分类上比较［６９］
Ｍｏｄｅｌ
１０－６×
＃ＦＬＯＰｓ
ｅｒｒｔｏｐ－１?％ ｅｒｒｔｏｐ－１↓?％
１．０ＭｏｂｉｌｅＮｅｔ－２２４　 ５６９　 ２９．４　 ０
ＳｈｕｆｆｌｅＮｅｔ　２×，ｇ＝３　 ５２４　 ２９．１　 ０．３
０．７５ＭｏｂｉｌｅＮｅｔ－２２４　 ３２５　 ３１．６　 ０
ＳｈｕｆｆｌｅＮｅｔ　１．５×，ｇ＝３　 ２９２　 ３１．０　 ０．６
０．５ＭｏｂｉｌｅＮｅｔ－２２４　 １４９　 ３６．３　 ０
ＳｈｕｆｆｌｅＮｅｔ　１×，ｇ＝３　 １４０　 ３４．１　 ２．２
０．２５ＭｏｂｉｌｅＮｅｔ－２２４　 ４１　 ４９．４　 ０
ＳｈｕｆｆｌｅＮｅｔ　０．５×，ｇ＝８　 ４０　 ４２．７　 ６．７
ＳｈｕｆｆｌｅＮｅｔ　０．５×，ｇ＝３　 ４０　 ４５．２　 ４．２
　Ｎｏｔｅ：↓ｄｅｎｏｔｅｓ　ｄｅｃｒｅａｓｅ．
４　讨论：压缩与加速方法选择
在第２节中，我们回顾与总结深度神经网络压
缩与加速算法，但如何选择不同的压缩与加速算法
成为一个难题．为此，在本节中，我们将进行详细讨
论选择深度模型压缩与加速策略．
事实上，上述介绍的５种主流的深度神经网络
压缩与加速方法各有优缺点，也没有固定和可量化
的准则来判断哪种方法是最优的．所以压缩与加速
方法的选择依赖于不同的任务和需要．总结出压缩
与加速方法选择的６条意见：
４８８１ 计算机研究与发展　２０１８，５５（９）
１）对于在线计算内存存储有限的应用场景或
设备，可以选择参数共享和参数剪枝方法，特别是二
值量化权值和激活、结构化剪枝．其他方法虽然能够
有效的压缩模型中的权值参数，但无法减小计算中
隐藏的内存大小（如特征图）．
２）如果在应用中用到的紧性模型需要利用预
训练模型，那么参数剪枝、参数共享以及低秩分解将
成为首要考虑的方法．相反地，若不需要借助预训练
模型，则可以考虑紧性滤波设计及知识蒸馏方法．
３）若需要一次性端对端训练得到压缩与加速
后模型，可以利用基于紧性滤波设计的深度神经网
络压缩与加速方法．
４）一般情况下，参数剪枝，特别是非结构化剪
枝，能大大压缩模型大小，且不容易丢失分类精度．
对于需要稳定的模型分类的应用，非结构化剪枝成
为首要选择．
５）若采用的数据集较小时，可以考虑知识蒸馏
方法．对于小样本的数据集，学生网络能够很好地迁
移教师模型的知识，提高学生网络的判别性．
６）主流的５个深度神经网络压缩与加速算法
相互之间是正交的，可以结合不同技术进行进一步
的压缩与加速．如：韩松等人［３０］结合了参数剪枝和
参数共享；温伟等人［６４］以及Ａｌｖａｒｅｚ等人［８５］结合了
参数剪枝和低秩分解．此外对于特定的应用场景，如
目标检测，可以对卷积层和全连接层使用不同的压
缩与加速技术分别处理．
５　未来发展趋势
就目前研究成果而言，深度神经网络压缩与加
速还处于早期阶段，压缩与加速方法本身性能还有
待提高，合理压缩与加速评价标准还需完善，为深入
地研究提供帮助．
合理的性能评价标准的建立．虽然率失真率能
同时考虑压缩或加速、分类性能分布情况，但不同压
缩与加速方法无法统一到同一指标下，即同一压缩
与加速率下判断分类性能的优劣，或同一分类性能
下判断压缩与加速比．在后续的评测标准中，特别对
不同压缩与加速方法的合理评价将得到补充和
完善．
压缩与加速的模型多样性得到推广．目前深度
神经网络压缩与加速的模型多使用卷积神经网络，
这肯定了卷积神经网络强大的特征表示能力及应用
覆盖面．除卷积神经网络外，还存在大量其他不同结
构的 网 络，如 递 归 神 经 网 络 （ｒｅｃｕｒｒｅｎｔ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋ，ＲＮＮ）、长短期记忆网络（ｌｏｎｇ　ｓｈｏｒｔ－ｔｅｒｍ
ｍｅｍｏｒｙ，ＬＳＴＭ），广泛应用于人工智能领域．在未
来一段时间内，对于递归神经网络、长短期记忆网络
等不同于卷积神经网络结构的网络，是否可以使用
上述介绍的压缩与加速方法进行处理，这将有待于
研究．
更多深度神经网络压缩与加速技术嵌入终端设
备，实现实际应用落地．随着深度神经网络压缩与加
速方法的快速推进与发展，对于分类任务的压缩与
加速方面已取得较大进步，但对于其他视觉任务较
少涉及．设计基于视觉任务（如目标检测、目标跟踪、
图像分割等）为一体的深度神经网络压缩与加速，将
成为深度神经网络压缩与加速方法真正植入智能终
端设备，实现实际应用落地的研究热点．
６　总　　结
本文首先描述了深度神经网络压缩与加速技术
的研究背景；然后对深度神经网络压缩与加速相关
代表方法进行详细梳理与总结；其次回顾了目前主
流压缩与加速算法所使用的数据集、评价准则及性
能评估；最后讨论了相关深度神经网络压缩与加速
算法的选择问题，并分析了未来发展趋势．随着深度
神经网络压缩研究的不断深入，希望本文能给当前
及未来的研究提供一些帮助．
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