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Abstract
We present a novel approach to the simulation of miscible displacement by employing adaptive enriched Galerkin
finite element methods (EG) coupled with entropy residual stabilization for transport. In particular, numerical sim-
ulations of viscous fingering instabilities in heterogeneous porous media and Hele-Shaw cells are illustrated. EG is
formulated by enriching the conforming continuous Galerkin finite element method (CG) with piecewise constant
functions. The method provides locally and globally conservative fluxes, which is crucial for coupled flow and trans-
port problems. Moreover, EG has fewer degrees of freedom in comparison with discontinuous Galerkin (DG) and
an efficient flow solver has been derived which allows for higher order schemes. Dynamic adaptive mesh refinement
is applied in order to save computational cost for large-scale three dimensional applications. In addition, entropy
residual based stabilization for high order EG transport systems prevents any spurious oscillations. Numerical tests
are presented to show the capabilities of EG applied to flow and transport.
Keywords: Enriched Galerkin Finite Element Methods, Miscible Displacement, Viscous Fingering, Locally
Conservative Methods, Entropy Viscosity, Hele-shaw
1. Introduction
Miscible displacement of one fluid by another in a porous medium has attracted considerable attention in subsur-
face modeling with emphasis on enhanced oil recovery applications [1, 2, 3]. Here flow instabilities arising when a
fluid with higher mobility displaces another fluid with lower mobility is referred to as viscous fingering. The latter
has been the topic of major physical and mathematical studies for over half a century [4, 5, 6, 7, 8, 9, 10, 11]. Re-
cently, viscous fingering has been applied for proppant-filled hydraulic fracture propagation [12, 13, 14] to efficiently
transport the proppant to the tip of fractures.
The governing mathematical system that represents the displacement of the fluid mixtures consists of pressure,
velocity, and concentration. Examples of numerical schemes for approximating this system include the following;
continuous Galerkin [15, 16, 17], interior penalty Galerkin [18, 19], finite differences [20], finite volumes [21], mod-
ified method of characteristics [22, 23], mixed finite elements [24, 25, 26], and characteristic-mixed finite elements
[27, 28]. One of the effective approaches that deals robustly with general partial differential equations as well as
with equations whose type changes within the computational domain such as from advection dominated to diffusion
dominated is discontinuous Galerkin (DG) [29, 30, 31, 32, 33]. DG is well suited for multi-physics applications and
for problems with highly varying material properties [34, 35]. Combining mixed finite elements and discontinuous
Galerkin was studied in [36, 37].
There are three major issues with the above numerical approximations for coupling flow and transport; i) local
mass balance, ii) local grid adaptivity, and iii) efficient solution algorithms for Darcy flow. It is well known that dif-
ferentiating numerical approximations to obtain a flux suffers from loss of accuracy and the lack of local conservation
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on the existing mesh as well as yielding non-physical results for transport with this given flux. It is important to
choose a numerical approximation which preserves local conservation to avoid spurious sources [38]. In addition,
the complexities in implementing dynamic grid adaptations can limit the extension of schemes to realistic physical
applications. Also methods which are computationally costly due to the number of degrees of freedom and lack of
efficient solvers prevent developments of higher order methods for large-scale multi-physics problems with highly
varying material properties.
In this paper, we introduce a new method for a flow and transport system, the enriched Galerkin finite element
method (EG). This approach provides a locally and globally conservative flux and preserves local mass balance for
transport. EG is constructed by enriching the conforming continuous Galerkin finite element method (CG) with
piecewise constant functions [39, 40, 41], with the same bilinear forms as the interior penalty DG schemes. However,
EG has substantially fewer degrees of freedom in comparison with DG and a fast effective solver whose cost is roughly
that of CG and which can handle an arbitrary order of approximation [41]. An additional advantage of EG is that only
those subdomains that require local conservation need to be enriched with a treatment of high order non-matching
grids.
Our high order EG transport system is coupled with an entropy viscosity residual stabilization method introduced
in [42] to avoid spurious oscillations near shocks. Instead of using limiters and non-oscillatory reconstructions, this
method employs the local residual of an entropy equation to construct the numerical diffusion, which is added as
a nonlinear dissipation to the numerical discretization of the system. The amount of numerical diffusion added is
proportional to the computed entropy residual. This technique is independent of mesh and order of approximation
and has been shown to be efficient and stable in solving many physical problems with CG [43, 44, 45, 46, 47] and DG
[48].
In our numerical examples, we illustrate that it is crucial to have dynamic mesh adaptivity in order to reduce
computational costs for large-scale three dimensional applications. Earlier work on adaptive local grid refinement
in a variety contexts for flow and transport in porous media includes [49, 16, 50, 51, 52, 53, 54]. In this paper,
we employ the entropy residual for dynamic adaptive mesh refinement to capture the moving interface between the
miscible fluids. It is shown in [55, 56] that the entropy residual can be used as a posteriori error indicator. Entropy
residuals converge to the Dirac measures supported in the shocks as the discretization mesh size goes to zero whereas
the residual of the equation converges to zero based on consistency [42]. Therefore the entropy residual is able to
capture shocks more robustly than general residuals.
In summary, the novelties of the present paper are that we establish efficient and robust enriched Galerkin (EG)
approximations for miscible displacement problems. We couple the high order entropy viscosity stabilization to an
EG transport system and implement dynamic mesh adaptivity. In addition, we provide numerical examples to assess
the performance of our scheme including viscous fingering instabilities.
The paper is organized as follows. The mathematical model is presented in Section 2. In Section 3, we formulate
EG for flow and transport system with the entropy viscosity stabilization method and a global solution algorithm.
Various numerical examples are reported in Section 4.
2. Mathematical Model
Let Ω ⊂ IRd be a bounded polygon (for d = 2) or polyhedron (for d = 3) with Lipschitz boundary ∂Ω and (0,T]
is the computational time interval with T > 0. We consider a multi-component miscible displacement system with
a single phase slightly compressible flow. The advection-diffusion transport system for the miscible components i is
given as
∂
∂t
(ϕρci) + ∇ · (ρuci − ϕρD(u)∇ci) = q˜i, in Ω × (0,T], (1)
where ϕ is the porosity, u : Ω × [0,T] → Rd is the velocity, ci : Ω × (0,T ] → R is the advected mass fraction of the
component i of the solution, and the average density ρ is defined as
ρ :=
 Nc∑
i=1
ci
ρi

−1
(2)
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with the total number of components Nc by assuming there is no volume change in mixing. For convenience, we
assume only two components in our case (Nc = 2 and i = 1, 2), in particular we set c := c1 and 1 − c := c2. This leads
to solving for only one component as follows;
∂
∂t
(ϕρc) + ∇ · (ρuc − ϕρD(u)∇c) = q˜, in Ω × (0,T], (3)
where q˜ := q˜1 without loss of generality and the remaining component is obtained by the relation c1 + c2 = 1. Since
the flow is assumed to be slightly compressible, the compressibility coefficient satisfies ciF  1 in the relationship
ρi(p) ≈ ρi0(1 + ciF p),
where ρi0 is the initial density of the fluid for each component. For simplicity, we assume that each component has the
same initial density (ρ0 := ρ10 = ρ
2
0) and compressibility coefficient (cF := c
1
F = c
2
F). Under above assumptions, we
can rewrite (3) to
∂
∂t
(ϕρ0c) + ∇ · (ρ0uc − ϕρ0D(u)∇c) = q˜, in Ω × (0,T]. (4)
Here q˜ := c˜q and c˜, q are the concentration source/sink term and flow source/sink term, respectively. If q > 0, c˜ is the
injected concentration cq and if q < 0, c˜ is the resident concentration c. The dispersion/diffusion tensor is defined as,
D(u) := dmI + |u| (αlE(u) + αt(I − E(u))) , (5)
where
(E(u))i j :=
(uiu j)
|u|2 , 1 ≤ i, j ≤ d
is the tensor that projects onto the u direction, dm > 0 is the molecular diffusivity, αl > 0 is the longitudinal, and
αt > 0 is the transverse dispersivities [3].
Next, the flow is described by following
∂
∂t
(ϕρ0cF p) + ∇ · (ρ0u) = q in Ω × (0,T], (6)
where p : Ω × [0,T]→ R is the fluid pressure. The velocity u : Ω × [0,T]→ Rd is defined by Darcy’s law
u = − K
µ(c)
(∇p − ρg), in Ω × (0,T], (7)
where K := K(x) = (Ki j(x))i, j=1,··· ,d for x ∈ Ω, denotes the permeability coefficient in [L∞(Ω)]d×d and the function
µ := µ(c) is the fluid viscosity in L∞(Ω), both of which may have jump discontinuities. We assume that K is uniformly
symmetric positive definite, with respect to an initial non-overlapping (open) subdomain partition of the domain
Ω. Set TS = {Ωm}Mm=1, with ∪Mm=1Ωm = Ω and Ωm ∩ Ωn = ∅ for n , m. The (polygonal or polyhedral) regions
Ωm ,m = 1, . . . ,M, may involve complicated geometry. We define κ := κ(c) := K/µ(c) and the gravity field is denoted
by g but neglected in our discussion.
2.1. Boundary and Initial conditions
The boundary of Ω for transport system, denoted by ∂Ω, is decomposed into two parts Γin and Γout, the inflow and
outflow boundary, respectively, (i.e. ∂Ω = Γin ∪ Γout. ) Those are defined as
Γin := {x ∈ ∂Ω : u · n < 0} and Γout := {x ∈ ∂Ω : u · n ≥ 0}, (8)
where n denotes the unit outward normal vector to ∂Ω. For each boundary, we employ the following boundary
conditions
(ρ0uc − ϕρ0D(u)∇c) · n = cinρ0u · n, on Γin × (0,T], (9)
(−ϕρ0D(u)∇c) · n = 0, on Γout × (0,T], (10)
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where cin is a given inflow boundary value.
For the flow problem, the boundary is decomposed into two parts ΓD and ΓN so that ∂Ω = ΓD ∪ΓN and we impose
p = gD on ΓD × (0,T], (11)
ρ0u · n = gN on ΓN × (0,T], (12)
where gD ∈ L2(ΓD) and gN ∈ L2(ΓN) are the each Dirichlet and Neumann boundary conditions, respectively.
The above systems are supplemented by initial conditions
c(x, 0) = c0(x), and p(x, 0) = p0(x), ∀x ∈ Ω.
3. Numerical Method
Let Th be the shape-regular (in the sense of Ciarlet) triangulation by a family of partitions of Ø into d-simplices
T (triangles/squares in d = 2 or tetrahedra/cubes in d = 3). We denote by hT the diameter of T and we set h =
maxT∈Th hT . Also we denote by Eh the set of all edges and by EIh and E∂h the collection of all interior and boundary
edges, respectively. In the following notation, we assume edges for two dimension but the results hold analogously
for faces in three dimensional case. For the flow problem, the boundary edges E∂h can be further decomposed into
E∂h = ED,∂h ∪EN,∂h , where ED,∂h is the collection of edges where the Dirichlet boundary condition is imposed, while EN,∂h
is the collection of edges where the Neumann boundary condition is imposed. In addition, we let E1h := EIh ∪ ED,∂h and
E2h := EIh ∪ EN,∂h . For the transport problem, the boundary edges E∂h decompose into E∂h = Einh ∪ Eouth , where Einh is the
collection of edges where the inflow boundary condition is imposed, while Eouth is the collection of edges where the
outflow boundary condition is imposed.
The space Hs(Th) (s ∈ IR) is the set of element-wise Hs functions on Th, and L2(Eh) refers to the set of functions
whose traces on the elements of Eh are square integrable. Let Qk(T ) denote the space of polynomials of partial
degree at most k. Regarding the time discretization, given an integer N ≥ 2, we define a partition of the time interval
0 =: t0 < t1 < · · · < tN := T and denote δt := tn − tn−1 for the uniform time step. Throughout the paper, we use the
standard notation for Sobolev spaces [57] and their norms. For example, let E ⊆ Ω, then ‖ · ‖1,E and | · |1,E denote the
H1(E) norm and seminorm, respectively. For simplicity, we eliminate the subscripts on the norms if E = Ω. For any
vector space X, Xd will denote the vector space of size d, whose components belong to X and Xd×d will denote the
d × d matrix whose components belong to X.
We introduce the space of piecewise discontinuous polynomials of degree k as
Mk(Th) :=
{
ψ ∈ L2(Ω)| ψ|T ∈ Qk(T ), ∀T ∈ Th
}
, (13)
and let Mk0(Th) be the subspace of Mk(Th) consisting of continuous piecewise polynomials;
Mk0(Th) = Mk(Th) ∩ C0(Ω).
The enriched Galerkin finite element space, denoted by VEGh,k is defined as
VEGh,k (Th) := Mk0(Th) + M0(Th), (14)
where k ≥ 1, also see [39, 40, 41, 58] for more details.
Remark 1. We remark that the degrees of freedom for VEGh,1 (Th) with large enough number of grids is approximately
one half and one fourth the degrees of freedom of the linear DG space, in two and three space dimensions, respectively.
See Figure 1.
For the EG formulation, we employ the weighted Interior Penalty (IP) methods as presented in [59, 60]. First, we
define the coefficient κT by
κT := κ|T , ∀T ∈ Th. (15)
4
(a) CG1 (b) DG1 (c) EG1
Figure 1: Comparison of the degrees of freedom for a two-dimensional Cartesian grid (Q1) with linear CG, DG and
EG approximations. Here the triangle in the middle of the grid at (c) indicates a piece-wise constant (M0(Th)).
Following [61], for any e ∈ EIh, let T + and T− be two neighboring elements such that e = ∂T + ∩∂T−. We denote by he
the length of the edges e. Let n+ and n− be the outward normal unit vectors to ∂T + and ∂T−, respectively (n± := n|T± ).
For any given function ξ and vector function ξ, defined on the triangulation Th, we denote ξ± and ξ± by the restrictions
of ξ and ξ to T±, respectively. Given certain weight δe ∈ [0, 1], we define the weighted average {·}δe as follows: for
ζ ∈ L2(Th) and τ ∈ L2(Th)d,
{ζ}δe := δeζ+ + (1 − δe)ζ− and {τ}δe := δeτ+ + (1 − δe)τ− on e ∈ EIh. (16)
The usual average {·}1/2 will be simply denoted by {·},
{ζ} := {ζ}1/2 and {τ} := {τ}1/2 , on e ∈ EIh.
On the other hand, for e ∈ E∂h, we set {ζ}δe := {ζ} = ζ and {τ}δe := {τ} = τ. The jump across the interior edge will be
defined as usual: [[
ζ
]]
= ζ+n+ + ζ−n− and [[τ]] = τ+ · n+ + τ− · n− on e ∈ EIh.
For e ∈ E∂h, we set
[[
ζ
]]
= ζn. The choice of the weights has been investigated in [62, 63, 64] and references cited
therein. In this paper, we consider the following choice of weights in terms of κ given as follows. We first define,
κ+e := (n
+)>κ+n+ and κ−e := (n
+)>κ−n+
with fixed unit normal direction. Then, the weight is chosen as
δe = βe :=
κ−e
κ+e + κ
−
e
.
The coefficient κe is defined as the harmonic mean of κ+e and κ
−
e by
κe :=
2κ+e κ
−
e
κ+e + κ
−
e
. (17)
We note that the weights {δe}e∈EIh depend on the coefficient κ and they may vary over all interior edges. We also note
that for each e ∈ EIh the weighted average {κ∇v}βe for ∀v ∈ H1(Th), can be rewritten as
{κ∇v}βe = βe(κ+(∇v)+) + (1 − βe)(κ−(∇v)−).
For inner products, we use the notations:
(v,w)Th :=
∑
T∈Th
∫
T
v wdx, ∀ v,w ∈ L2(Th),
〈v,w〉Eh :=
∑
e∈Eh
∫
e
v w dγ, ∀ v,w ∈ L2(Eh).
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For example, ψEG ∈ VEGh,k (Th) decomposes into ψEG = ψCG +ψDG, where ψCG ∈ Mk0(Th) and ψDG ∈ M0(Th). Thus the
inner product (ψEG, ψEG) = (ψCG, ψCG) + (ψCG, ψDG) + (ψDG, ψCG) + (ψDG, ψDG) creates a block matrix which has the
following form, (
ψCGψCG ψCGψDG
ψDGψCG ψDGψDG
)
.
Finally, we introduce the interpolation operator Πh for the space VEGh,k as
Πhv = Πk0v + Q
0(v − Πk0v), (18)
where Πk0 is a continuous interpolation operator onto the space M
k
0(Th), and Q0 is the L2 projection onto the space
M0(Th). See [41] for more details.
3.1. Numerical Approximation of the Pressure System
The locally conservative EG is used for the space approximation of the pressure system (6)-(7). We refer to
[41] for a mathematical discussion on its stability and error convergence properties with an efficient solver which we
employ here.
3.1.1. Space and Time Discretization
The time discretization is carried out by choosing N ∈ N, the number of time steps, and setting the time step to
be δt = T/N. We set tn = nδt and for a time dependent function we denote φn = φ(tn) and φδt = {φn}Nn=0. Over these
sequences we define the time stepping operator
BDFm
(
φn+1
)
:=

1
δt
(φn+1 − φn) if m = 1,
1
2δt
(
3φn+1 − 4φn + φn−1
)
if m = 2,
(19)
for different discretization order m. First order Euler and backward differentiation formula (BDF2) is applied for
m = 1, 2, respectively.
The EG finite element space approximation of the pressure p(x, t) is denoted by P(x, t) ∈ VEGh,k (Th) and we let Pn :=
P(x, tn) for time discretization, 0 ≤ n ≤ N. Here m = 2 is chosen for order of the time-stepping scheme. We set an
initial condition for the pressure as P0 := Πh p(·, 0). Let gn+1D , gn+1N and qn+1 are approximations of gD(·, tn+1), gN(·, tn+1)
and q(·, tn+1) on ΓD, ΓN and Ω, respectively at time tn+1. Assuming for the time being that c(·, tn+1) and κ(tn+1) :=
κ(c(·, tn+1)) are known, the time stepping algorithm reads as follows: Given Pn, find
Pn+1 ∈ VEGh,k (Th) such that Sθ(Pn+1,w) = Fθ(w), ∀w ∈ VEGh,k (Th), (20)
where Sθ and Fθ are the bilinear form and linear functional defined as
Sθ(Pn+1,w) :=
(
ρ0ϕcFBDF2
(
Pn+1
)
,w
)
Th +
(
ρ0κ(tn+1)∇Pn+1,∇w
)
Th −
〈
ρ0
{
κ(tn+1)∇Pn+1
}
βe
, [[w]]
〉
E1h
+ θ
〈[[
Pn+1
]]
, ρ0
{
κ(tn+1)∇w
}
βe
〉
E1h
+
α(k)
he
ρ0
〈
κe(tn+1)
[[
Pn+1
]]
, [[w]]
〉
E1h
,
and
Fθ(w) :=
(
qn+1,w
)
Th −
〈
gn+1N , [[w]]
〉
EN,∂h
+ θ
〈
gn+1D , ρ0
{
κ(tn+1)∇w
}
βe
· n
〉
ED,∂h
+
α(k)
he
〈
ρ0κe(tn+1)gn+1D , [[w]]
〉
ED,∂h
. (21)
Here α(k) is a penalty parameter that can vary on edges where k is the degree of polynomial employed for the
space VEGh,k . The choice of θ leads to different EG algorithms. For example, i) θ = −1 for SIPG(β)−k methods, ii) θ = 1
for NIPG(β)−k methods, and iii) θ = 0 for IIPG(β)−k method. For this paper, we set θ = 0 for the flow problem to
satisfy the compatibility condition that implies if the concentration (c) is identically equal to a positive constant (c∗)
then (c = c∗) is preserved in transport (see equation (36) in [65] for more details).
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3.1.2. Locally conservative flux
Such conservative flux variables Un+1 can be obtained as [40] and details for conservation analyses and EG ap-
proximation estimate for the flux in our problem is discussed in [41]. Let Pn+1 be the solution to the (20), then we
define the globally and locally conservative flux variables Un+1 at time step tn+1 by the following :
Un+1|T = −κ(tn+1)∇Pn+1, ∀T ∈ Th (22a)
Un+1 · n|e = −
{
κ(tn+1)∇Pn+1
}
· n + α(k)h−1e κe(tn+1)
[[
Pn+1
]]
, ∀e ∈ EIh, (22b)
Un+1 · n|e = gn+1N , ∀e ∈ EN,∂h , (22c)
Un · n|e = −κ(tn+1)∇Pn+1 · n + α(k)h−1e κ(tn+1)
(
Pn+1 − gn+1D
)
, ∀e ∈ ED,∂h , (22d)
where n is the unit normal vector of the boundary edge e of T .
3.2. Numerical Approximation of the Transport System
The bilinear form of EG coupled with an entropy residual stabilization is employed for modeling the transport
system (4) with higher order approximations. The time stepping is done by using a second order backward Euler
(m = 2 for (19)). Stability and error convergence analyses for the approximation are provided in [58].
3.2.1. Space and Time Discretization
Let C(x, t) be the space approximation of the concentration function c(x, t) and the time approximation of C(x, tn), 0 ≤
n ≤ N be denoted by Cn. We set an initial condition for the concentration as C0 := ΠhC(·, 0). The discretized system
to find Cn+1 ∈ VEG
h,k˜
(Th) is given as follow: Given Cn, find
Cn+1 ∈ VEG
h,k˜
(Th) such thatA(Cn+1, v) = L(v), ∀v ∈ VEGh,k˜ (Th), (23)
where,
A(Cn+1, v) :=
(
ϕρ0BDF2
(
Cn+1
)
, v
)
Th +
(
ϕρ0D(Un)∇Cn+1 − ρ0Un+1Cn+1,∇v
)
Th
−
〈
ϕρ0
{
D(Un)∇Cn+1
}
, [[v]]
〉
EIh
+ 〈(Cn+1)∗ρ0Un+1, [[v]]〉EIh − (c(qn+1)−, v)Th
+
αc(k˜)
he
ρ0
〈[[
Cn+1
]]
, [[v]]
〉
EIh
+
〈
Cn+1ρ0Un+1 · n, v
〉
Eouth
, (24)
and
L(v) := (cq(qn+1)+, v)Th −
〈
cinρ0Un+1 · n, v
〉
Einh
. (25)
Here the upwind value of concentration is defined by
(Cn+1)
∗
|e :=
{
(Cn+1)+ if Un+1 · n+ < 0,
(Cn+1)− if Un+1 · n+ ≥ 0,
where (Cn+1)+ denotes the value of a neighbor upwind element. In addition, the source/sink term q for q˜ = c˜q splits
by
(qn+1)+ = max(0, qn+1) and (qn+1)− = min(0, qn+1),
where qn+1 = (qn+1)+ + (qn+1)−. Recall that c˜ is the injected concentration cq if q > 0 and is the resident concentration
c, if q < 0. The αc(k˜) is a penalty parameter for the transport system that can vary on edges and the choice of θ leads
to different EG algorithms. For this paper, we also set θ = 0 for the transport problem.
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3.2.2. Entropy residual stabilization
The high order transport system (k˜ ≥ 1) is required to be stabilized to eliminate spurious oscillations due to sharp
gradients in the exact solution. In this section, we describe an entropy viscosity stabilization technique to avoid those
oscillations for the EG formulation (23). This method was introduced in [42] and mathematical stability properties
are discussed in [45] for CG and in [48] for DG. First, we start by introducing a numerical dissipation by adding
E(Cn+1, v) :=
(
µn+1Stab(C,U)|T∇Cn+1,∇v
)
Th
−
〈{
µn+1Stab(C,U)|T∇Cn+1
}
, [[v]]
〉
EIh
+
αs
he
{
µn+1Stab(C,U)|T
} 〈[[
Cn+1
]]
, [[v]]
〉
EIh
, (26)
on the left hand side of the system (23). This results to solve
A(Cn+1, v) + E(Cn+1, v) = L(v), ∀v ∈ VEG
h,k˜
(Th). (27)
Note that the numerical dissipation term can be added explicitly, but it is known that this would require a time step
restriction. Here µn+1Stab(C,U)|T : Ω × [0,T]→ R is the stabilization coefficient defined on each T ∈ Th by
µn+1Stab(C,U)|T := min(µ
n+1
Lin (C,U)|T , µ
n+1
Ent (C,U)|T ), (28)
which is a piecewise constant over the mesh. The main idea here is to split the stabilization: when C(·, t) is smooth,
the entropy viscosity stabilization µn+1Ent (C,U)|T is activated, and when C(·, t) is not smooth because of the complex
flux, the linear viscosity µn+1Lin (C,U)|T is activated. The first order linear viscosity is defined by,
µn+1Lin (C,U)|T := λLin‖hUn+1‖L∞(T ), ∀T ∈ Th, (29)
where λLin is a positive constant.
Next, we describe the entropy viscosity stabilization. Recall that it is known that the scalar-valued conservation
equation
∂tc + ∇ · f (c) = q˜ (30)
may have one weak solution in the distribution sense satisfying the additional inequality
∂tE(c) + ∇ · F(c) − E′(c)q˜ ≤ 0, (31)
for any convex function E ∈ C0(Ω;R) which is called entropy and F′(c) := E′(c) f ′(c), ths associated entropy
flux [66, 67]. The equality holds for smooth solutions. We consider f (c) := uc and obtain F′(c) = u · E′(c) and
∇ · F(c) = F′ · ∇c. Note that we can rewrite ∇E(C) = E′(C)∇C. We define the entropy residual which is a reliable
indicator of the regularity of C as
Rn+1Ent (C,U) := BDFm
(
E((Cn)?)
)
+ Un+1E′((Cn)?)∇(Cn)? − E′((Cn)?)q˜, (32)
which is large when C is not smooth. Here (Cn)? is the extrapolated value which can be utilized as
(Cn)? :=
Cn, time lagged,Cn + (Cn −Cn−1), extrapolation.
The well known entropy functions include
E((Cn)?) = |(Cn)? − r|, r ∈ R, Kruz˘kov pairs
E((Cn)?) =
1
b
|(Cn)?|b, b is a positive even number
E((Cn)?) = − log(|(Cn)?(1 − (Cn)?)| + ε), ε  1.
(33)
We chose and test latter two functions in our numerical examples. Finally, the local entropy viscosity for each step is
defined as
µn+1Ent (C,U)|T := λEnth
2
ERn+1Ent |T
‖E((Cn)?) − (E¯n)?‖L∞(Ω) , ∀T ∈ Th, (34)
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where
ERn+1Ent |T := max(‖Rn+1Ent ‖L∞(T ), ‖Jn+1Ent ‖L∞(∂T\∂Ω)). (35)
Here λEnt is a positive constant to be chosen with the average (E¯n)? := 1|Ω|
∫
Ω
E((Cn)?) dx. We define the residual term
calculated on the faces by
Jn+1Ent (C,U) := h
−1
e
{
Un+1
} [[
E((Cn)?)
]]
. (36)
The entropy stability with above residuals for discontinuous case is given with more details in [48]. Also, readers
refer [42, 47] for tuning the constants (λEnt, λLin).
3.3. Adaptive Mesh Refinement
In this section, we propose a refinement strategy by increasing the mesh resolution in the cells where the entropy
residual values (35) are higher than others. It is shown in [55, 56] that the entropy residual can be used as a posteriori
error indicator. We note that the general residual of equation (24) could also be utilized as an error indicator, but
consistency requires that this residual goes to zero as h→ 0. However, as discussed in [42], the entropy residual (35)
converges to a Dirac measure supported in the neighborhood of shocks. In this sense, the entropy residual is a robust
indicator and also efficient since it is been computed for a stabilization.
Figure 2: Refinement level RefT = 0, 1, and 2. The number in each cell denotes the each refinement level.
We denote the number of times a cell(T ) from the initial subdivision has been refined to produce the current cell,
the refinement level, by RefT (see Figure 2). Here, a cell T is refined if its corresponding RefT is smaller than a given
number Rmax and if
|ERn+1Ent |T (xT , t)| ≥ CR, (37)
where xT is the barycenter of T and CR is an absolute constant. The purpose of the parameter Rmax is to control the
total number of cells, which is set to be two more than the initial RefT . Here CR is chosen to mark and refine the cells
which represent top 20% of the values (35) over the domain. A cell T is coarsen if
|ERn+1Ent |T (xT , t)| ≤ CC , (38)
where CC indicates that the cells in the bottom 10% of the values (35) over the domain. However, cell is not coarsen
more if the RefT is smaller than a given number Rmin. Here Rmin is set to be two less than the initial RefT . In addition,
a cell is not refine more if the total number of cells are more than Cellmax. The subdivisions are accomplished with
at most one hanging node per face. During mesh refinement, coefficients are obtained by standard interpolations
and in coarsening by restrictions. We refer to the documentation of the deal.II library [68] and p4est [69] for the
computational details.
3.4. Global Algorithm and Solvers
Initialization
Solve
Pressure Pn+1
with Cn
Solve
Transport Cn+1
with Pn+1
Refine Mesh
Time Stepping
Figure 3: Global algorithm flowchart including the mesh refinement step.
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Here we present our global algorithm in Figure 3 for modeling the miscible displacement problem. The system
is solved by an approach formulated in [23], where the transport equation is decoupled in time and treated efficiently
in a sequential time-stepping scheme. First, we solve the pressure assuming concentration values are obtained by
extrapolation of the previous time step values. Here, we employ the efficient solver which was developed in [41].
Basically, we apply Algebraic Multigrid(AMG) block diagonal preconditioner to the block matrix system with a
GMRES solver. Next, we solve the transport equation for concentrations. The entropy residual which is calculated
when solving the transport system is directly employed to refine the mesh.
4. Numerical Examples
This section verifies and evaluates the performance of our proposed algorithm. We first demonstrate convergence
of the EG transport system with entropy viscosity stabilization in Section 4.1. The miscible displacement system with
dynamic mesh adaptivity for solving the coupled flow and the transport in two and three dimensional heterogenous
porous media is treated in Section 4.2 - Section 4.4. Examples in Section 4.5 and 4.6 illustrate the effects of viscous
fingering instabilities with different viscosity ratios in Hele-Shaw cells with both rectilinear and radial flows.
The authors developed EG code based on the open-source finite element package deal.II [68] which is coupled
with the parallel MPI library [70] and Trilinos solver [71]. We employed the dynamic mesh adaptivity feature in
deal.II that includes the p4est library [69].
4.1. Example 1. Error Convergence Tests with Single Vortex Problem
In this section, we study the convergence of the advection dominated (dm = αl = αt = 0) EG linear transport
system (4)-(8) with the entropy residual stabilization discussed in Section 3.2.2. In the unit square Ω = (0, 1)2, the
velocity field is given as
u(x, y, t) :=
( −2 sin(piy) sin(pix)2 cos(piy) cos(pit/Tp)
2 sin(pix) sin(piy)2 cos(pix) cos(pit/Tp)
)
,
where the flow is time-periodic which c(x,Tp) = c0(x), for all x ∈ Ω, and we assume ϕ = ρ0 = 1. The initial function
c0 is chosen to be the signed distance to the circle centered at (0.5, 0.75) and of radius 0.15, i.e
c0(x, y) := ((x − 0.5)2 + (y − 0.75)2) 12 − 0.15, (x, y) ∈ Ω.
See Figure 4(a) for the setup. The initial c value is transported by the given periodic velocity and reverted to the initial
position at the final time Tp. This example is referred as a single vortex problem [44, 46]. Here, we note that c is a
simple tracer value that is transported with a given velocity rather than a physical concentration value.
(a) n=0 (b) n=1600 (c) n=3200 (d) n=4800 (e) n=6400
Figure 4: Example 1. Single vortex problem. (a)-(e) illustrates the linear transported c values for each time step by a
given periodic velocity. The contour line indicates the value c = 0.
We consider five computations on five uniform meshes with constant time steps. The mesh-size and the time step
are divided by 2 each time. The meshes are composed of 41, 145, 545, 2113, and 8321 EG-Q1 degrees of freedom and
the time steps are chosen fine enough not to influence the spacial error. The errors are evaluated at t = Tp = 2. Here
the entropy stabilization coefficients are set to λLin = λEnt = 0.5 and the entropy function is chosen as E(c) = (1/b)|c|b
with b = 2. The expected rates of convergences for the errors ‖CN(x,Tp) − C0‖L2(Ω) are observed in Figure 5(a). The
comparison of contour values at the final time step for each different h sizes are shown in Figure 5(b).
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Mesh size (h)
10-1
Er
ro
r
10-3
10-2
10-1
L2 norm
Slope 2
(a) (b)
Figure 5: Example 1.Convergence test for the single vortex problem. (a) expected convergence in ‖CN(x,Tp)−C0‖L2(Ω)
is observed. (b) Comparison of contour values (c = 0) for each cycle with different h sizes at the final time step; green
(h = 0.18), blue (h = 0.09), red (h = 0.045), and black is the initial value.
4.2. Example 2. Permeability Block Example using Adaptive Mesh Refinement
(0, 0)
(1, 1)
ΓN
ΓN
ΓD1 ΓD2
(a) Domain (b) Permeability Block (K)
Figure 6: Example 2. (a) computational domain with the boundary conditions and (b) permeability block (K) in the
domain.
In the computational domain Ω = (0, 1)2, the permeability tensor is defined as a diagonal tensor with value 10−3
in the subdomain Ωc = ( 38 ,
5
8 ) × ( 14 , 34 ) and 1 elsewhere. Here we set ϕ = 1 and assume slightly compressible flow by
cF = 10−8, µ = 1 Pa s and ρ0 = 1 kg/m3. See Figure 6 for the details with boundary conditions. We employ EG-Q1 for
the pressure and transport system and we set dm = αl = αt = 0 for diffusion and dispersion coefficients for this case.
The inflow boundary condition for the transport system (4)-(10) is given as
cin = 1 in (9) on ΓD1 × (0,T] and (−D(u)∇c) · n = 0 on ΓN ∪ ΓD2 × (0,T],
and the initial conditions for the pressure and concentration are set to zero, i.e c0 = 0 and p0 = 0. The boundary
conditions for the pressure system are chosen as
p = 1 on ΓD1 × (0,T], p = 0 on ΓD2 × (0,T], and u · n = 0 on ΓN × (0,T].
We note that the higher order (k˜ ≥ 1) discretization for the transport system requires additional numerical stabiliza-
tion to avoid any numerical oscillations. To demonstrate the impact of the entropy viscosity stabilization, Figure 7
illustrates the concentration values for each time step without any stabilization.
Next, we employ the entropy residual stabilization discussed in previous section with an entropy function chosen
as E(c) = − log(|c(1− c)|+ ε), ε = 10−4. Here the stabilization coefficients are set to λLin = λEnt = 0.5. The results are
shown at Figure 8 without any oscillations. The numerical discretizations are given as hmin = 0.02 and δt = 0.01. Here
hmin denotes the minimum mesh size over the domain with the adaptive mesh refinement. Due to the dynamic mesh
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(a) n=50 (b) n=100 (c) n=150 (d) n=200
Figure 7: Example 2. (a)-(d) Concentration values for the each time step n without any entropy residual stabilization,
i.e λLin = λEnt = 0.. We observe some spurious oscillations.
(a) n=50 (b) n=100 (c) n=150 (d) n=200
(e) n=50 (f) n=100 (g) n=150 (h) n=200
Figure 8: Example 2. (a)-(d) concentration values for the each time step n. Oscillations are avoided by applying the
entropy residual stabilization, λLin = λEnt = 0.5. (e)-(h) corresponding adaptively refined meshes for each time step
are also illustrated at the bottom row.
refinement, the EG degrees of freedom for transport is around 15, 000 with Cellmax = 7500, Rmax = 7, and Rmin = 3.
In addition, the Figure 9 (a) illustrates the values of the entropy residual defined by (35) for each cell. As expected,
the values are higher near the jumps (or shocks). The choice of the stabilization described in (28) is shown at Figure 9
(b). Here the region with zero (white) values and one (block) values indicate, where the entropy residual stabilization
is activated and the linear stabilization is activated, respectively. We note that the linear viscosity is chosen at the
interfaces where we have large entropy values.
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(a) (b)
Figure 9: Example 2. (a) entropy residual values EREnt per cell and (b) selection of the stabilization for (28) at
n = 200. We observe the expected choices for the stabilization.
4.3. Example 3. Random Permeability Tensor (2D)
In this example, we consider miscible displacement flow problem in a two dimensional heterogenous porous
media. The computational domain is Ω = (0 m, 1 m)2 and the random permeability tensor is given by
K(x) = min
max  M∑
i=1
σi(x), 0.01
 , 4 , σi(x) = exp − ( |x − xi|0.05
)2 , (39)
where the centers xi are M randomly chosen locations inside the domain ([72], example step-21). The latter is
assigned on adaptive grids directly on the multiple levels. In addition, we set the diffusion and dispersion tensor with
the physical coefficient chosen as
dm = 1.8e−7m2/s, αl = 1.8e−5m2/s, and αt = 1.8e−6m2/s. (40)
All the other physical and numerical parameters and boundary conditions are the same as in the previous example.
Figure 10 illustrates the EG-Q1 solution of concentration values for each time step with corresponding mesh refine-
ments. Here the stabilization coefficients are set to λLin = λEnt = 0.5. We observe that the mesh is refined near the
sharp interfaces. The numerical parameters chosen are hmin = 0.02 and δt = 0.01 with Rmax = 7 and Rmin = 3.
In Figure 11, we capture the contour of concentration value (C = 0.5) at the bottom left part of the domain with
different mesh sizes. In addition, we magnify the top left part of the domain to see the mesh refinement at time step
n = 250.
4.4. Example 4. Random Permeability Tensor (3D)
In this section, we consider three dimensional computational domain Ω = (0 ,1 m)3 and the previously defined
random permeability tensor (39) is multiplied by 2.5. Here the numerical parameters are chosen as hmin = 0.1 and
δt = 0.01, but all the other physical and numerical parameters and boundary conditions are the same as in the previous
example. Due to the dynamic mesh refinement (Rmax = 6 and Rmin = 2), the number of degrees of freedom for EG
transport are approximately 240, 000 with the maximum number of cells equal to 112, 225 over the entire time period.
In particular, three dimensional examples are computed by employing multiple parallel processors (MPI). Figure 12
illustrates the EG-Q1 solution of concentration values for each time step with corresponding mesh refinements. The
adaptive mesh refinement strategy becomes very efficient for large-scale three dimensional problems.
4.5. Example 5. Hele-Shaw cell: viscous fingering in a homogeneous channel
In this example, we present rectilinear flow displacement problems in a Hele-Shaw cell with a different viscosity
ratios by injecting water into viscous fluids. The computational domain Ω = (0, 0) × (L,H) is defined with (L,H) :=
(1 m, 0.25 m), and the initial conditions for the pressure and concentration are set to zero, i.e
c0 = 0 and p0 = 0. (41)
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(a) n=100 (b) n=200 (c) n=300 (d) n=400
(e) n=100 (f) n=200 (g) n=300 (h) n=400
Figure 10: Example 3. (a)-(d) concentration values for each time by a given random tensor permeability. (e)-(h) each
corresponding mesh refinements. The blue contour line indicates the value C = 0.5.
(a) Contour values (b) Mesh refinement
Figure 11: Example 3. a) illustrates the contour values (C = 0.5) for each different mesh sizes (h = 0.044, h = 0.022,
and h = 0.011). b) magnified the adaptive mesh refinement for the top left corner at n = 250. We observe refined and
coarsened cells.
Case 1 2 3 4 5 6 7 8 9 10
M 1 25 50 100 125 150 250 300 500 750
µ0 (Pa s) 0.001 0.025 0.05 0.1 0.125 0.15 0.250 0.3 0.5 0.75
Table 1: Example 5. Different test cases with various viscosity ratios M.
The boundary conditions for the pressure and transport system are given as
p = pin on ΓD1 × (0,T], p = pout = 0 on ΓD2 × (0,T], u · n = 0 on ΓN × (0,T], (42)
and
cin = 1 for (9) on ΓD1 × (0,T], (−D(u)∇c) · n = 0 on ΓN ∪ ΓD2 × (0,T], (43)
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(a) n = 4 (b) n = 100 (c) n = 160
(d) n = 200 (e) n = 285 (f) n = 285
Figure 12: Example 4. The iso-surface indicates the concentration value (C = 0.5) in the three dimensional heteroge-
neous media with a given random tensor permeability. The last figure (f) emphasizes the mesh refinement along the
finger.
Figure 13: Example 5. Computational domain with boundary conditions. Mixing zone length and fastest finger tip is
defined.
respectively. See Figure 13 for more details. In addition, the physical coefficients for the diffusion and the dispersion
tensor are chosen as
dm = 1.8e−8m2/s, αl = 1.8e−8m2/s, and αt = 1.8e−9m2/s, (44)
and the fluid is assumed to be incompressible with cF = 0 and ρ0 = 1000 kg/m3. The numerical stabilization
coefficients are set to λLin = 0.8 and λEnt = 0.9. Here K = I and we apply the following quarter-power mixing rule
[73] for the viscosity
µ(c) := (cµ−0.25s + (1 − c)µ−0.250 )−4, (45)
where µs is the solvent and µ0 is residing viscosity. Here we denote the viscosity ratio as
M :=
µ0
µs
.
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Ten different cases of viscosity ratios are given in Table 1. For the inflow boundary condition, we note that pin is set
by
K
µ0
( pin − pout
L
)
= 0.05,
for each case in order to obtain a constant initial velocity (0.05) of the residing fluid. Viscous fingering occurs due to
the heterogeneous permeability as shown in the previous examples but also can occur for the viscosity ratios M > 1,
which is referred as a Hele-Shaw problem. In this latter case the instabilities highly dependent on M and the Pe´clet
number which is defined as
Pe =
LUL
dm
,
where L is the characteristic length and UL the local flow velocity. The numerical parameters for these examples are
set to δt = 0.01 and hmin = 0.014 with stability coefficients λLin = λEnt = 1.
(a) t=5 (b) t=15
Figure 14: Example 5. Case 1 with M = 1. Concentration values are shown for each time. The existing fluid is
replaced by the same fluid smoothly without any instabilities.
(a) t=1 (b) t=2
(c) t=3 (d) t=4
Figure 15: Example 5. Case 3 (M = 50). Illustrates the concentration values for each time t. The existing fluid is
replaced by the another fluid and we observe viscous fingering instabilities. Fingers merge and also split.
First, Figure 14 illustrates the Case 1 (M = 1), where µs = µ0 = 0.001 Pa s for both fluids. We do not observe any
instability or fingering but the previous fluid is smoothly displaced by the incoming fluid. However, we do observe
viscous fingering for all the remaining cases in Table 1, where M > 1. We selectively illustrate three different cases,
M = 50, 150, and M = 750, at Figures 15, 16, and 17, respectively. Especially, in Figure 16 with M = 150 we
emphasize the effects of dynamic mesh refinement on capturing viscous fingering instabilities.
Is it well known that the behavior and the number of fingers varies with viscosity ratio, Pe´clet number, aspect ratio
of the domain, and dispersion values [74]. In early time, we observe a large number of small fingers followed by some
of these initial fingers growing faster than others (e.g see Figure 15 (b) and (c)). At later time, the smaller fingers
tend to merge with the larger ones as well as some of the fingers splitting (see Figure 15 (d)). In addition, Figure 18
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(a) n=100 (b) n=100
(c) n=200 (d) n=200
(e) n=350 (f) n=350
(g) n=450 (h) n=450
Figure 16: Example 5. Case 6 (M = 150). Concentration values for each time steps with corresponding adaptive
mesh refinement at the right column.
(a) n=70 (b) n=100
(c) n=200 (d) n=300
Figure 17: Example 5. Case 10 (M = 750). Concentration values for each time step. We observe that the higher
viscosity ratio could create more unstable fingers at more early time than lower viscosity ratios. See Figure 18.
(a)-(b) illustrate that the higher viscosity initiates fingers at an earlier time than the lower viscosity ratios. In addition,
we observe that the fingers grow with a similar speed at lower viscosity ratios but there are some fingers that grow
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(a) Contour values of C = 0.5
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(b) Time when the fingers are initiated versus viscosity ratio.
Figure 18: (a) illustrates the comparison of the fingers for each different viscosity ratios (M). We observe that the
higher ratio initiates fingers at earlier time compare to the lower ratios. (b) shows the time when the fingers are
initiated for each different viscosity ratios.
extremely faster than others at high viscosity ratios (see Figure 17 (d)). These phenomena were also studied in [4].
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Figure 19: Finger tip velocity versus the viscosity ratio. The speed increases rapidly for smaller M < 300, but it
becomes almost plateau later. This is similar result as shown in the physical experiment [8].
Previously, petroleum engineers were interested in preventing viscous fingering to improve oil production. How-
ever, recently, viscous fingering is being employed for fracture propagation [13, 14] to efficiently transport the prop-
pant to the tip of fracture. Thus it has become important to study finger tip velocity [8]. Growth rate of the instabilities
based on the linearization theory [5, 75, 76, 77, 78, 79] has been studied in [80, 81, 82, 83, 84]. For example, [84, 81]
demonstrate that the leading finger tip velocity is bounded by (M − 1)2/(M ln M), where M is the end-point viscosity
ratio. Figure 19 illustrates the finger tip velocity for each different viscosity ratios. The speed of the finger tip increases
rapidly for smaller M, but it becomes almost a plateau for larger M. This behavior is very similar as observed in the
recent experiment in ([8], Figure 14).
4.5.1. Three dimensional Hele-Shaw cell
In this section, we consider the three dimensional domain Ω = (0, 0, 0) × (1 m, 0.25 m, 0.05 m) to show the com-
putational capabilities of our algorithm. The numerical parameters are set to hmin = 0.01 and δt = 0.01 and other
conditions are the same as in the previous section. The maximum number of degrees of freedom for EG transport is
approximately 325, 000 with the maximum cell number of 150, 000. Here we illustrate the case 4 with the viscosity
ratio M = 100 and the inflow is given by pin = 0.01. Figure 20 illustrates the viscous fingering in a three dimensional
Hele-Shaw cell with rectilinear flow.
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(a) n=100 (b) n=150
(c) n=200 (d) n=230
(e) n=260 (f) n=270
Figure 20: Example 5. Case 4 (M = 100) in three dimensional domain. Illustrates concentration values (c < 0.5) for
each time step.
4.6. Hele-Shaw cell: Viscous fingering with a radial source flow.
In this final example, we present a radial flow displacement problem in a Hele-Shaw cell [5, 85], which was
recently studied experimentally in [11]. The computational domain is given as Ω = (0 m, 1 m)2, and the fluid is
injected at the source point (0.5, 0.5) with given q/ρ0 = 100 and cq = 1. The initial conditions for the pressure and
concentration are set to zero, i.e
c0 = 0 and p0 = 0. (46)
The boundary conditions for the pressure and transport system are set to
u · n = 0 and (−D(u)∇c) · n = 0 on ∂Ω × (0,T], (47)
respectively. In addition, the physical coefficient for diffusion and dispersion tensor are chosen as
dm = 1.8e−8m2/s, αl = 1.8e−5m2/s, and αt = 1.8e−6m2/s. (48)
The numerical parameters for this example are set to δt = 0.005 and hmin = 0.01 with stability coefficients λLin =
λEnt = 1. For adaptive mesh refinement, we set Rmax = 9 and Rmin = 7.
Figure 21 illustrates the viscous fingering in Hele-Shaw cell by radial injection. Here µs = 1 Pa s and µ0 =
0.001 Pa s with the viscosity ratio M = 1000. The finger tips split at later time as presented in physical experiments
[5, 11, 85].
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(a) n = 50 (b) n = 500 (c) n = 1000 (d) n = 1880
Figure 21: Evolution of the fingers with viscosity ratio M = 1000. The finger tip splits at later time as shown in some
physical experiments [5, 11, 85].
5. Conclusion
In this paper, we presented enriched Galerkin (EG) approximations for miscible displacement problems in porous
media and Hele-Shaw cells. EG preserves local and global conservation for fluxes but has much fewer degrees of
freedom compare to that of DG. For a higher order EG transport system, entropy residual stabilization is applied to
avoid any spurious oscillations. In addition, dynamic mesh adaptivity employing entropy residual as an error indicator
saves computational cost for large-scale computations. Several examples including viscous fingering were constructed
in order to demonstrate the performance of the algorithm. This work can be extended for general flow (e.g Stokes)
including two phase flow.
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