Numerical approximation of phase field based shape and topology
  optimization for fluids by Garcke, Harald et al.
Numerical approximation of phase field based shape and
topology optimization for fluids ∗
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Abstract
We consider the problem of finding optimal shapes of fluid domains. The fluid obeys
the Navier–Stokes equations. Inside a holdall container we use a phase field approach
using diffuse interfaces to describe the domain of free flow. We formulate a corre-
sponding optimization problem where flow outside the fluid domain is penalized. The
resulting formulation of the shape optimization problem is shown to be well-posed,
hence there exists a minimizer, and first order optimality conditions are derived.
For the numerical realization we introduce a mass conserving gradient flow and
obtain a Cahn–Hilliard type system, which is integrated numerically using the finite
element method. An adaptive concept using reliable, residual based error estimation
is exploited for the resolution of the spatial mesh.
The overall concept is numerically investigated and comparison values are provided.
Key words. Shape optimization, topology optimization, diffuse interfaces, Cahn–
Hilliard, Navier–Stokes, adaptive meshing.
AMS subject classification. 35Q35, 35Q56, 35R35, 49Q10, 65M12, 65M22, 65M60,
76S05.
1 Introduction
Shape and topology optimization in fluid mechanics is an important mathematical field
attracting more and more attention in recent years. One reason therefore is certainly
the wide application fields spanning from optimization of transport vehicles like airplanes
and cars, over biomechanical and industrial production processes to the optimization of
music instruments. Due to the complexity of the emerging problems those questions have
to be treated carefully with regard to modelling, simulation and interpretation of the
results. Most approaches towards shape optimization, in particular in the field of shape
optimization in fluid mechanics, deal mainly with numerical methods, or concentrate on
combining reliable CFD methods to shape optimization strategies like the use of shape
sensitivity analysis. Anyhow, it is a well-known fact that well-posedness of problems in
optimal shape design is a difficult matter where only a few analytical results are available
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so far, see for instance [9, 10, 30, 34, 39, 40]. In particular, classical formulations of shape
optimization problems lack in general existence of a minimizer and hence the correct
mathematical description has to be reconsidered. Among first approaches towards well-
posed formulations in this field we mention in particular the work [6], where a porous
medium approach is introduced in order to obtain a well-posed problem at least for the
special case of minimizing the total potential power in a Stokes flow. As discussed in
[17, 18] it is not to be expected that this formulation can be extended without further ado
to the stationary Navier–Stokes equations or to the use of different objective functionals.
In this work we propose a well-posed formulation for shape optimization in fluids,
which will turn out to even allow for topological changes. Therefore, we combine the
porous medium approach of [6] and a phase field approach including a regularization by
the Ginzburg-Landau energy. This results in a diffuse interface problem, which can be
shown to approximate a sharp interface problem for shape optimization in fluids that is
penalized by a perimeter term. Perimeter penalization in shape optimization problems
was already introduced by [2] and has since then been applied to a lot of problems in
shape optimization, see for instance [8]. Also phase field approximations for the perimeter
penalized problems have been discussed in this field, and we refer here for instance to
[5, 8, 11]. But to the best of our knowledge, neither a perimeter penalization nor a phase
field approach has been applied to a fluid dynamical setting before.
Here we use the stationary incompressible Navier–Stokes equations as a fluid model,
but we briefly describe how the Stokes equations could also be used here. The resulting
diffuse interface problem is shown to inherit a minimizer, in contrast to most formulations
in shape optimization. The resulting formulation turns out to be an optimal control prob-
lem with control in the coefficients, and hence one can derive optimality conditions in form
of a variational inequality. Thus, we can formulate a gradient flow for the corresponding
reduced objective functional and arrive in a Cahn–Hilliard type system. Similar to [29],
we use a Moreau–Yosida relaxation in order to handle the pointwise constraints on the
design variable. We formulate the finite element discretization of the resulting problem
using a splitting approach for the Cahn–Hilliard equation. The Navier–Stokes system is
discretized with the help of Taylor–Hood elements and both variables in the Cahn–Hilliard
equation are discretized with continuous, piecewise linear elements. In addition, we in-
troduce an adaptive concept using residual based error estimates and a Do¨rfler marking
strategy, see also [28, 29].
The proposed approach is validated by means of several numerical examples. The first
one shows in particular that even topological changes are allowed during the optimization
process. The second example is the classical example of optimizing the shape of a ball in
an outer flow. We obtain comparable results as in the literature and discuss the results
for different Reynolds numbers and penalization parameters. For this example, compar-
ison values for further investigations are provided. As a third example and outlook, we
briefly discuss the optimal embouchure of a bassoon, which was already examined by an
engineering group at the Technical University of Dresden, see [25]. Besides, the behaviour
of the different parameters of the model and their influence on the obtained solution in
the above-mentioned numerical examples are investigated.
2 Shape and topology optimization for Navier–Stokes flow
We study the optimization of some objective functional depending on the shape, geometry
and topology of a region which is filled with an incompressible Navier–Stokes fluid. We
use a holdall container Ω ⊂ Rd which is fixed throughout this work and fulfills
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(A1) Ω ⊆ Rd, d ∈ {2,3}, is a bounded Lipschitz domain with outer unit normal n such
that Rd ∖Ω is connected.
Requiring the complement of Ω to be connected simplifies certain aspects in the analysis
of the Navier–Stokes system but could also be dropped, cf. [27, Remark 2.7]. As we do
not want to prescribe the topology or geometric properties of the optimal fluid region in
advance, we state the optimization problem in the general framework of Caccioppoli sets.
Thus, a set is admissible if it is a measurable subset of Ω with finite perimeter. Addition-
ally, we impose a volume constraint by introducing a constant β ∈ (−1,1) and optimize
over the sets with volume equal to 0.5(β + 1) ∣Ω∣. Since an optimization problem in this
setting lacks in general existence of minimizers, see for instance [3], we introduce more-
over a perimeter regularization. Thus the perimeter term, multiplied by some weighting
parameter γ > 0 and a constant c0 = pi2 arising due to technical reasons, is added to the
objective functional that we want to minimize. The latter is given by ∫Ω f (x,u,Du) dx,
where u ∈ U ∶= {u ∈H1(Ω) ∣ divu = 0,u∣∂Ω = g} denotes the velocity of the fluid, and we
assume
(A2) the functional f ∶ Ω ×Rd ×Rd×d → R is given such that
F ∶H1(Ω)→ R,
F (u) ∶= ∫
Ω
f (x,u(x),Du(x)) dx
is continuous, weakly lower semicontinuous, radially unbounded in U , which means
lim
k→∞ ∥uk∥H1(Ω) = +∞ Ô⇒ limk→∞F (uk) = +∞ (1)
for any sequence (uk)k∈N ⊆ U . Additionally, F ∣U has to be bounded from below.
Here and in the following we use the following function space:
V ∶= {v ∈H10(Ω) ∣ divu = 0} .
Additionally, we denote for some ϕ ∈ BV (Ω,{±1}) the set Eϕ ∶= {ϕ ≡ 1} and introduce
Uϕ ∶= {u ∈ U ∣ u = 0 a.e. in Ω ∖Eϕ} , V ϕ ∶= {v ∈ V ∣ v = 0 a.e. in Ω ∖Eϕ} ,
where we remark, that we denote Rd-valued functions and function spaces of vector valued
functions by boldface letters.
Remark 1. For the continuity of F ∶ H1(Ω) → R, required in Assumption (A2), it is
sufficient, that f ∶ Ω × Rd × Rd×d → R is a Carathe´odory function, i.e. f fulfills for a.e.
x ∈ Ω a growth condition of the form
∣f (x,v,A)∣ ≤ a(x) + b1(x)∣v∣p + b2(x)∣A∣2, ∀v ∈ Rd,A ∈ Rd×d
for some a ∈ L1(Ω), b1, b2 ∈ L∞(Ω) and some p ≥ 2 for d = 2 and 2 ≤ p ≤ 2d/d−2 for d = 3.
For the fluid mechanics, we use Dirichlet boundary conditions on ∂Ω, thus there may
be some inflow or some outflow, and we allow additionally external body forces on the
whole domain Ω.
(A3) Here, f ∈ L2(Ω) is the applied body force and g ∈H 12 (∂Ω) is some given boundary
function such that ∫∂Ω g ⋅nds = 0,
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which are assumed to be given and fixed throughout this paper.
A typical objective functional used in this context is the total potential power, which
is given by
f (x,u,Du) ∶= µ
2
∣Du∣2 − f(x) ⋅u. (2)
In particular, we remark that this functional fulfills Assumption (A2).
To formulate the problem, we introduce an one-to-one correspondence of Caccioppoli
sets and functions of finite perimeter by identifying E ⊂ Ω with ϕ ∶= 2χE−1 ∈ BV (Ω,{±1})
and notice that for any ϕ ∈ BV (Ω,{±1}) the set Eϕ ∶= {ϕ = 1} is the corresponding
Caccioppoli set describing the fluid region. We shall write PΩ(E) for the perimeter of
E ⊆ Ω in Ω. For a more detailed introduction to the theory of Caccioppoli sets and
functions of bounded variations we refer for instance to [16, 24].
Altogether we arrive in the following optimization problem:
min(ϕ,u)J0 (ϕ,u) ∶= ∫Ω f (x,u,Du) dx + γc0PΩ (Eϕ) (3)
subject to
ϕ ∈ Φ0ad ∶= {ϕ ∈ BV (Ω,{±1}) ∣ ∫
Ω
ϕdx = β ∣Ω∣ ,Uϕ ≠ ∅}
and
−µ∆u + (u ⋅ ∇)u +∇p = f in Eϕ, (4a)−divu = 0 in Ω, (4b)
u = 0 in Ω ∖Eϕ, (4c)
u = g on ∂Ω. (4d)
We point out that the velocity of the fluid is not only defined on the fluid region Eϕ,
for some ϕ ∈ Φ0ad, but rather on the whole of Ω, where in Eϕ it is determined by the
stationary Navier-Stokes equations, and on the remainder we set it equal to zero. And
so for an arbitrary function ϕ ∈ BV (Ω,{±1}) the condition u = 0 a.e. in Ω ∖Eϕ and the
non-homogeneous boundary data u = g on ∂Ω may be inconsistent. To exclude this case
we impose the condition Uϕ ≠ ∅ on the admissible design functions in Φ0ad. The state
constraints (4) have to be fulfilled in the following weak sense: find u ∈ Uϕ such that it
holds
∫
Ω
µ∇u ⋅ ∇v + (u ⋅ ∇)u ⋅ v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V ϕ.
Even though this shape and topology optimization problem gives rise to a large class of
possible solutions, numerics and analysis prefer more regularity for handling optimization
problems. One common approach towards more analytic problem formulations is a phase
field formulation. It is a well-known fact, see for instance [33], that a multiple of the
perimeter functional is the L1(Ω)-Γ-limit for ε↘ 0 of the Ginzburg-Landau energy, which
is defined by
Eε (ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩∫Ω
ε
2 ∣∇ϕ∣2 + 1εψ (ϕ) dx, if ϕ ∈H1(Ω),+∞, otherwise.
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Here ψ ∶ R → R is a potential with two global minima and in this work we focus on a
double obstacle potential given by
ψ(ϕ) ∶= ⎧⎪⎪⎨⎪⎪⎩ψ0 (ϕ) , if ∣ϕ∣ ≤ 1,+∞, otherwise, ψ0 (ϕ) ∶= 12 (1 − ϕ2) .
Thus replacing the perimeter functional by the Ginzburg-Landau energy in the objective
functional, we arrive in a so-called diffuse interface approximation, where the hypersur-
face between fluid and non-fluid region is replaced by a interfacial layer with thickness
proportional to some small parameter ε > 0. Then the design variable ϕ is allowed to
have values in [−1,1] instead of only ±1. To make sense of the state equations in this
setting, we introduce an interpolation function αε ∶ [−1,1]→ [0, αε] fulfilling the following
assumptions:
(A4) Let αε ∶ [−1,1] → [0, αε] be a decreasing, surjective and twice continuously differ-
entiable function for ε > 0.
It is required that αε > 0 is chosen such that limε↘0 αε = +∞ and αε converges
pointwise to some function α0 ∶ [−1,1] → [0,+∞]. Additionally, we impose αδ(x) ≥
αε(x) if δ ≤ ε for all x ∈ [−1,1], limε↘0 αε(0) <∞ and a growth condition of the form
αε = o (ε− 23 ).
Remark 2. We remark, that for space dimension d = 2 we can even choose αε = o (ε−κ) for
any κ ∈ (0,1).
By adding the term αε(ϕ)u to (4a) we find that the state equations (4) then “interpo-
late” between the steady-state Navier–Stokes equations in {ϕ = 1} and some Darcy flow
through porous medium with permeability α−1ε at {ϕ = −1}. Thus simultaneously to in-
troducing a diffuse interface approximation, we weaken the condition of non-permeability
through the non-fluid region. This porous medium approach has been introduced for
topology optimization in fluid flow by [6]. To ensure that the velocity vanishes outside
the fluid region in the limit ε ↘ 0 we add moreover a penalization term to the objective
functional and finally arrive in the following phase field formulation of the problem:
min(ϕ,u)Jε (ϕ,u) ∶= ∫Ω 12αε (ϕ) ∣u∣2 dx + ∫Ω f (x,u,Du) dx+ γε
2
∫
Ω
∣∇ϕ∣2 dx + γ
ε
∫
Ω
ψ (ϕ) dx (5)
subject to
ϕ ∈ Φad ∶= {ϕ ∈H1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω,∫
Ω
ϕdx = β ∣Ω∣} , (6)
and
αε(ϕ)u − µ∆u + (u ⋅ ∇)u +∇p = f in Ω, (7a)−divu = 0 in Ω, (7b)
u = g on ∂Ω. (7c)
Considering the state equations (7), we find the following solvability result:
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Lemma 1. For every ϕ ∈ L1(Ω) such that ∣ϕ∣ ≤ 1 a.e. in Ω there exists some u ∈ U such
that (7) is fulfilled in the following sense:
∫
Ω
αε (ϕ)u ⋅ v + µ∇u ⋅ ∇v + (u ⋅ ∇)u ⋅ v dx = ∫
Ω
f ⋅ v dx ∀v ∈ V . (8)
Besides, if there exists a solution u ∈ U of (8) such that it holds
∥∇u∥L2(Ω) < µKΩ , KΩ ∶=
⎧⎪⎪⎨⎪⎪⎩
2/3√2∣Ω∣ 23 , if d = 3,
0.5
√∣Ω∣, if d = 2, (9)
then this is the only solution of (8).
Proof. The existence proof is based on the theory on pseudo-monotone operators and
the uniqueness statement follows similar to classical results concerning stationary Navier–
Stokes equations, see for instance [20, 27].
Remark 3. Standard results infer from (8) that there exists a pressure p ∈ L2(Ω) associated
to u ∈ U such that (7) is fulfilled in a weak sense, see [20]. But as we are not considering
the pressure dependency in the optimization problem, we drop those considerations in the
following. For details on how to include the pressure in the objective functional in this
setting we refer to [27].
Using this result, one can show well-posedness of the optimal control problem in the
phase field formulation stated above by exploiting the direct method in the calculus of
variations.
Theorem 2. There exists at least one minimizer (ϕε,uε) of (5)–(7).
The proof is given in [27].
To derive first order necessary optimality conditions for a solution (ϕε,uε) of (5)–(7)
we introduce the Lagrangian Lε ∶ Φad ×U ×V → R by
Lε (ϕ,u,q) ∶= Jε(ϕ,u) − ∫
Ω
αε (ϕ)u ⋅ q + µ∇u ⋅ ∇q + (u ⋅ ∇)u ⋅ q − f ⋅ q dx.
The variational inequality is formally derived by
DϕLε (ϕε,uε,qε) (ϕ − ϕε) ,≥ 0 ∀ϕ ∈ Φad (10)
and the adjoint equation can be deduced by
DuLε (ϕε,uε,qε) (v) = 0 ∀v ∈ V .
Even though those calculations are only formally, we obtain therefrom a first order
optimality system, which can be proved to be fulfilled for a minimizer of the optimal
control problem stated above, see [27]:
Theorem 3. Assume (ϕε,uε) ∈ Φad×U is a minimizer of (5)–(7) such that ∥∇uε∥L2(Ω) <
µ/KΩ. Then the following variational inequality is fulfilled:
(1
2
α′ε (ϕε) ∣uε∣2 + γεψ′0 (ϕε) − α′ε (ϕε)uε ⋅ qε + λε, ϕ − ϕε)L2(Ω)+ (γε∇ϕε,∇ (ϕ − ϕε))L2(Ω) ≥ 0 ∀ϕ ∈ Φad, (11)
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with
Φad ∶= {ϕ ∈H1(Ω) ∣ ∣ϕ∣ ≤ 1 a.e. in Ω} ,
where qε ∈ V is the unique weak solution to the following adjoint system:
αε (ϕε)qε − µ∆qε + (∇uε)T qε − (uε ⋅ ∇)qε +∇piε = αε (ϕε)uε+D2f (⋅,uε,Duε) − div D3f (⋅,uε,Duε) in Ω, (12a)−divqε = 0 in Ω, (12b)
qε = 0 on ∂Ω. (12c)
Here, we denote by Dif (⋅,uε,Duε) with i = 2 and i = 3 the differential of f ∶ Ω×Rd ×Rd×d
with respect to the second and third component, respectively. Besides, uε solves the state
equations (7) corresponding to ϕε in the weak sense and λε ∈ R is a Lagrange multiplier
for the integral constraint. Additionally, piε ∈ L2(Ω) can as in Remark 3 be obtained as
pressure associated to the adjoint system.
Under certain assumptions on the objective functional it can be verified that a mini-
mizer (ϕε,uε) of (5)–(7) fulfills ∥∇uε∥L2(Ω) < µ/KΩ. This implies by Lemma 1 that uε is
the only solution of (7) corresponding to ϕε, see [27]. In particular, for minimizing the
total potential power, see (2), this condition is equivalent to stating “smallness of data or
high viscosity” as can be found in classical literature. For details and the proof of Theorem
3 we refer the reader to [27].
Hence it is not too restrictive to assume from now on that in a neighborhood of the
minimizer ϕε the state equations (7) are uniquely solvable, such that we can introduce the
reduced cost functional jε(ϕ) ∶= Jε(ϕ,u) where u is the solution to (7) corresponding to
ϕ. The optimization problem (5)–(7) is then equivalent to minϕ∈Φad jε(ϕ).
Following [29], we consider a Moreau–Yosida relaxation of this optimization problem
min
ϕ∈Φad jε(ϕ) (Pˆ∞)
in which the primitive constraints ∣ϕ∣ ≤ 1 a.e. in Ω are replaced (relaxed) through an
additional quadratic penalization term in the cost functional. The optimization problem
then reads
min
ϕ∈H1(Ω),∫Ω ϕdx=β∣Ω∣ jsε(ϕ), (Pˆs)
where
jsε(ϕ) ∶= jε(ϕ) + s2 ∫Ω ∣max (0, ϕ − 1)∣2 dx + s2 ∫Ω ∣min (0, ϕ + 1)∣2 dx. (13)
Here, s ≫ 1 plays the role of the penalization parameter. The associated Lagrangian Lsε
reads then correspondingly
Lsε (ϕ,u,q) ∶= Jε(ϕ,u) + s2 ∫Ω ∣max (0, ϕ − 1)∣2 dx + s2 ∫Ω ∣min (0, ϕ + 1)∣2 dx− ∫
Ω
αε (ϕ)u ⋅ q + µ∇u ⋅ ∇q + (u ⋅ ∇)u ⋅ q − f ⋅ q dx. (14)
Similar analysis as above yields the gradient equation
DϕLsε (ϕε,uε,qε)ϕ = (12α′ε (ϕε) ∣uε∣2 + γεψ′0 (ϕε) − α′ε (ϕε)uε ⋅ qε + λs(ϕε), ϕ)L2(Ω)+ (γε∇ϕε,∇ϕ)L2(Ω) = 0, (15)
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which has to hold for all ϕ ∈ H1(Ω) with ∫Ωϕdx = 0. Here we use λs(ϕε) = λ+s (ϕε) +
λ−s (ϕε) with λ+s (ϕε) ∶= smax (0, ϕε − 1) and λ−s (ϕε) ∶= smin (0, ϕε + 1), and qε ∈ V is the
adjoint state given as weak solution of (12). The functions λ+s (ϕε) and λ−s (ϕε) can also be
interpreted as approximations of Lagrange multipliers for the pointwise constraints ϕ ≤ 1
a.e. in Ω and ϕ ≥ −1 a.e. in Ω, respectively.
It can be shown, that the sequence of minimizers (ϕε,uε)ε>0 of (5)–(7) has a sub-
sequence that converges in L1(Ω) ×H1(Ω) as ε ↘ 0. If the sequence (ϕε)ε>0 converges
of order O (ε) one obtains that the limit element actually is a minimizer of (3)–(4). In
these particular cases, one can additionally prove that the first order optimality conditions
given by Theorem 3 are an approximation of the classical shape derivatives for the shape
optimization problem (3)–(4). For details we refer the reader to [27].
Remark 4. The same analysis and considerations can be carried out in a Stokes flow.
For the typical example of minimizing the total potential power (2) it can then even be
shown, that the reduced objective functional corresponding to the phase field formulation
Γ-converges in L1(Ω) to the reduced objective functional of the sharp interface formulation.
Moreover, the first order optimality conditions are much simpler since no adjoint system
is necessary any more. For details we refer to [27].
3 Numerical solution techniques
To solve the phase field problem (5)–(7) numerically, we use a steepest descent approach.
For this purpose, we assume as above that in a neighborhood of the minimizer ϕε the
state equations (7) are uniquely solvable, and hence the reduced cost functional jε(ϕ) ∶=
Jε(ϕ,u), with u the solution to (7) corresponding to ϕ, is well-defined. In addition, we
introduce an artificial time variable t. Our aim consists in finding a stationary point in
Φad of the following gradient flow:
⟨∂tϕ, ζ⟩ = −gradjsε(ϕ)(ζ) = −Djsε(ϕ)(ζ) ∀ζ ∈H1(Ω),∫
Ω
ζ dx = 0, (16)
with some inner product ⟨⋅, ⋅⟩, where jsε is the Moreau–Yosida relaxed cost functional
defined in (13). This flow then decreases the cost functional jsε .
Now a stationary point ϕε ∈ Φad of this flow fulfills the necessary optimality condition
(15). Obviously, the resulting equation depends on the choice of the inner product. Here,
we choose an H−1-inner product which is defined as
(v1, v2)H−1(Ω) ∶= ∫
Ω
∇ (−∆)−1 v1 ⋅ ∇ (−∆)−1 v2 dx,
where y = (−∆)−1v for v ∈ (H1(Ω))⋆ with ⟨v,1⟩ = 0 is the weak solution of −∆y = v in
Ω, ∂νy = 0 on ∂Ω. The gradient flow (16) with this particular choice of ⟨⋅, ⋅⟩ = (⋅, ⋅)H−1(Ω)
reads as follows:
∂tϕ = ∆w in Ω,(−w, ξ)L2(Ω) = −Djsε(ϕ)(ξ) ∀ξ ∈H1(Ω),∫
Ω
ξ dx = 0,
together with homogeneous Neumann boundary conditions on ∂Ω for ϕ and w. The re-
sulting problem can be considered as a generalised Cahn–Hilliard system. It follows from
direct calculations that this flow preserves the mass, i.e. ∫Ωϕ(t, x)dx = ∫Ωϕ(0, x)dx for
all t. In particular, no Lagrange multiplier for the integral constraint is needed any more.
After fixing some initial condition ϕ0 ∈H1(Ω) such that ∣ϕ0∣ ≤ 1 a.e. and ∫Ωϕ0 dx = β ∣Ω∣,
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and some final time T > 0 this results in the following problem:
Cahn–Hilliard System:
Find sufficiently regular (ϕ,w,u) such that
∂tϕ = ∆w in Ω × (0, T ), (17a)−γε∆ϕ + λs(ϕ) + γ
ε
ψ′0(ϕ) + α′ε(ϕ) (12 ∣u∣2 −u ⋅ q) = w in Ω × (0, T ), (17b)
ϕ(0) = ϕ0 in Ω, (17c)
∂νϕ = 0, ∂νw = 0 on ∂Ω × (0, T ) ,
(17d)
where u(t) fulfills the state equations (7) corresponding to ϕ(t), and q(t) is
the adjoint variable defined by (12).
3.1 Numerical implementation
For a numerical realization of the gradient flow method for finding (locally) optimal topolo-
gies we discretize the systems (7), (12) and (17) in time and space.
For this let 0 = t0 < t1 < . . . < tk < tk+1 < . . . denote a time grid with step sizes
τk = tk − tk−1. For ease of presentation we use a fixed step size and thus set τk ≡ τ , but we
note, that in our numerical implementation τ is adapted to the gradient flow in direction∇w, see Section 4.1.
Next a discretization in space using the finite element method is performed. For this
let T k denote a conforming triangulation of Ω with closed simplices T ⊂ Ω. For simplicity
we assume that Ω is exactly represented by T k, i.e. Ω = ⋃T ∈T k T . The set of faces of T k
we denote by Ek, while the set of nodes we denote by N k. For each simplex T ∈ T k we
denote its diameter by hT , and for each face E ∈ Ek its diameter by hE . We introduce the
finite element spacesV1(T k) = {v ∈ C(Ω) ∣ v∣T ∈ P1(T ), ∀T ∈ T k},V2gh(T k) = {v ∈ C(Ω)d ∣ v∣T ∈ P2(T )d, ∀T ∈ T k, v∣∂Ω = gh},
where Pk(T ) denotes the set of all polynomials up to order k defined on the triangle T .
The boundary data v∣∂Ω = g is incorporated by a suitable approximation gh of g on the
finite element mesh.
Now at time instance tk we by uh ∈ V2gh(T k+1) denote the fully discrete variant of u
and by qh ∈ V20(T k+1) the fully discrete variant of q. Accordingly we proceed with the
discrete variants ϕh,wh, ph, pih ∈ V1(T k) of ϕ,w, p, and pi, where ∫Ω ph dx = ∫Ω pih dx = 0 is
required.
Let qk and ϕk denote the adjoint velocity and the phase field variable from the time
step tk, respectively. At time instance tk+1 we consider
αε(ϕk)uh − µ∆uh + (uh ⋅ ∇)uh +∇ph = f , (18a)
divuh = 0, (18b)
αε(ϕk)qh − µ∆qh − (uh ⋅ ∇)qh +∇pih = αε(ϕk)uh +D2f(⋅,uh,Duh) (19a)− div D3f (⋅,uh,Duh) − (∇uh)T qk, (19b)
divqh = 0, (19c)
SHAPE OPTIMIZATION FOR NAVIER–STOKES FLOW 10
τ−1(ϕh − ϕk) −∆wh = 0, (20a)−γε∆ϕh + λs(ϕh) + γ
ε
ψ′0(ϕk) + α′ε(ϕh) (12 ∣uh∣2 −uh ⋅ qh) = wh, (20b)
as discrete counterpart to (7), (12) and (17), respectively.
The weak form of (20) using ψ′0(ϕk) = −ϕk reads
F 1((ϕh,wh), v) = τ−1(ϕh − ϕk, v)L2(Ω) + (∇wh,∇v)L2(Ω) = 0, ∀v ∈ V1(T k+1), (21a)
F 2((ϕh,wh), v) = γε(∇ϕh,∇v)L2(Ω) + (λs(ϕh), v)L2(Ω) − γε (ϕk, v)L2(Ω)+ (α′ε(ϕh) (12 ∣uh∣2 −uh ⋅ qh) , v)L2(Ω) − (wh, v)L2(Ω) = 0, ∀v ∈ V1(T k+1). (21b)
The time discretization is chosen to obtain a sequential coupling of the three equations
of interest. Namely to obtain the phase field on time instance tk+1 we first solve (18) for
uh using the phase field ϕ
k from the previous time step. With uh and ϕ
k at hand we then
solve (19) to obtain the adjoint velocity qh which then together with uh is used to obtain
a new phase field ϕk+1 from (20).
Remark 5. It follows from the structure of (18)–(20), that ϕh and uh,qh could be dis-
cretized on different spatial grids. In the numerical part we for simplicity use one grid for
all variables involved.
To justify the discretization (18)–(20) we state the following assumptions.
(A5) The interpolation function αε ∶ [−1,1] → [0, αε] is extended to α˜ε ∶ R → R fulfilling
Assumption (A4), so that there exists 0 ≤ δ <∞ such that α˜ε(ϕ) ≥ −δ for all ϕ ∈ R,
with δ sufficiently small. For convenience we in the following do not distinguish αε
and α˜ε.
(A6) For given ϕk ∈ V1(T k) let uh denote the solution to (18) and qh denote the corre-
sponding solution to (19). Then there holds
1
2
∣uh∣2 −uh ⋅ qh ≥ 0.
(A7) Additional to Assumption (A4), we assume that αε is convex.
Remark 6. Assumption (A5) is required to ensure existence of unique solutions to (18)
and (19) if δ is sufficiently small.
Assumption (A6) is fulfilled in our numerics for small Reynolds numbers but can not
be justified analytically. This assumption might be neglected if α′ε is discretized explicitly
in time in (20b). Due to the large values that α′ε takes, we expect a less robust behaviour
of the numerical solution process if we discretize α′ε explicitly in time.
Using Assumption (A5) and Assumption (A6) the existence of a unique solution to
(20) follows from [29].
For a general αε one can use a splitting αε = α+ε + α−ε where α+ε denotes the convex
part of αε and α
−
ε denotes the concave part. Then α
+
ε is discretized implicitly in time as
in (20b), and α−ε is discretized explicitly in time to obtain a stable discretization, see e.g.
[19, 21].
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The system (18) is solved by an Oseen iteration, where at step j+1 of the iteration the
transport ujh in the nonlinear term (ujh ⋅ ∇)uj+1h is kept fix and the resulting linear Oseen
equation is solved for (uj+1h , pj+1h ). The existence of solutions to the Oseen equations
for solving (18) and the Oseen equation (19) are obtained from [23, Th. II 1.1] using
Assumption (A5).
In (19) we use the adjoint variable from the old time instance for discretizing (∇u)T q
in time. In this way (19) yields a discretized Oseen equation for which efficient precondi-
tioning techniques are available.
As mentioned above, the nonlinearity in system (18) is solved by an Oseen fixed-point
iteration. The resulting linear systems are solved by a preconditioned gmres iteration, see
[38]. The restart is performed depending on the parameter µ and yields a restart after
10 to 40 iterations. The employed preconditioner is of upper triangular type, see e.g. [4],
including the Fp preconditioner from [31]. The block arising from the momentum equation
(18a) is inverted using umfpack [14]. Since (19) is an Oseen equation the same procedure
is used for solving for qh.
The gradient equation (20) is solved by Newton’s method, see [29] for details in the case
of the pure Cahn–Hilliard equation. For applying Newton’s method to (20) Assumption
(A6) turns out to be numerically essential. The linear systems appearing in Newton’s
method are solved directly using umfpack [14]. Here we also refer to [7] concerning iterative
solvers and preconditioners for the solution of the Cahn–Hilliard equation with Moreau–
Yosida relaxation.
The simulation of the gradient flow is stopped as soon as ∥∇wh∥L2(Ω) ≤ tolabs +
tolrel∥w0∥L2(Ω) holds. Typically we use tolabs = 10−6 and tolrel = 10−12.
3.1.1 The adaptive concept
For resolving the interface which separates the fluid and the porous material we adapt the
adaptive concept provided in [28, 29] to the present situation. We base the concept only
upon the gradient flow structure, thus the Cahn–Hilliard equation, and derive a posteriori
error estimates up to higher order terms for the approximation of ∇ϕ and ∇w.
We define the following errors and residuals:
eϕ = ϕh − ϕ, ew = wh −w,
r
(1)
h = ϕh − ϕk, r(2)h = α′ε(ϕh) (12 ∣uh∣2 −uh ⋅ qh) + λs(ϕh) − γεϕk −wh,
η
(1)
TE
= ∑
E⊂Th
1/2
E ∥[∇wh]E∥L2(E), η(2)TE = ∑
E⊂Th
1/2
E ∥[∇ϕh]E∥L2(E),
η
(1)
N = h2N∥r(1)h −R(1)N ∥2L2(ωN ), η(2)N = h2N∥r(2)h −R(2)N ∥2L2(ωN ).
The values η
(i)
N , i = 1,2 are node-wise error values, while η(i)TE , i = 1,2 are edgewise error
contributions, where for each triangle T the contributions over all edges of T are summed
up. For a node N ∈ N k+1 we by ωN denote the support of the piecewise linear basis
function located at N and set hN ∶= diam(ωN). The value R(i)N ∈ R, i = 1,2 can be chosen
arbitrarily. Later they represent appropriate means. By [⋅]E we denote the jump across
the face E in normal direction νE pointing from simplex with smaller global number to
simplex with larger global number. νE denotes the outer normal at Ω of E ⊂ ∂Ω.
To obtain a residual based error estimator we follow the construction in [29, Sec. 7.1].
We further use [12, Cor. 3.1] to obtain lower bounds for the terms η
(1)
N and η
(2)
N . For
convenience of the reader we state [12, Cor. 3.1] here.
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Theorem 4 ([12, Cor. 3.1]). There exists a constant C > 0 depending on the domain Ω
and on the regularity of the triangulation T such that
∫
Ω
R(u − Iu)dx+∫E J(u − Iu)ds
≤ C∥∇u∥Lp(Ω) ( ∑
N∈N h
q
N∥R −RN∥qLp(ωN ) + ∑
T ∈T hT ∥J∥qLq(E∩∂T ))
1/q
holds for all J ∈ Lq(E), R ∈ Lq(Ω), u ∈W 1,p(Ω), and arbitrary RN ∈ R for N ∈ N , where
1 < p, q <∞ satisfy 1p + 1q = 1.
Here I ∶ L1(Ω) → VT denotes a modification of the Cle´ment interpolation operator
proposed in [12, 13]. In [13] it is shown, that in general the error contributions arising
from the jumps of the gradient of the discrete objects dominate the error contributions
arising from triangle wise residuals. In our situation it is therefore sufficient to use the
error indicators η
(i)
TE
, i = 1,2, in an adaptation scheme to obtain well resolved meshes.
let us assume that R ∈ H1(Ω) in Corollary 4. Then with RN = ∫ωN Rdx we obtain∥R −RN∥L2(Ω) ≤ C(ωN)∥∇R∥L2(Ω), and C(ωN) ≤ diam(ωN)pi−1, cf. [36].
Since the construction of the estimator is standard we here only briefly describe the
procedure. We use the errors ew and eϕ as test functions in (21a) and (21b), respectively.
Since ew, eϕ ∈H1(Ω) they are valid test functions in (17). Subtracting (21a) and the weak
form of (17a), tested by ew, as well as subtracting (21b) and the weak form of (17b),
tested by eϕ and adding the resulting equations yields
τ∥∇ew∥2L2(Ω) + γε∥∇eϕ∥2L2(Ω)+ (λs(ϕh) − λs(ϕ), eϕ)L2(Ω) + ([α′ε(ϕh) − α′ε(ϕ)] (12 ∣uh∣2 −uh ⋅ qh) , eϕ)L2(Ω)≤ F (1)((ϕh,wh), ew) + F (2)((ϕh,wh), eϕ)+ (α′ε(ϕ) [(12 ∣u∣2 −u ⋅ q) − (12 ∣uh∣2 −uh ⋅ qh)] , eϕ)L2(Ω) .
For convenience we investigate the term F (1)((ϕh,wh), ew). Since Iew ∈ V1(T k+1) it is a
valid test function for (21a). We obtain
F (1)((ϕh,wh), ew) = F (1)((ϕh,wh), ew − Iew)= τ−1∫
Ω
(ϕh − ϕk)(ew − Iew)dx + ∫
Ω
∇wh ⋅ ∇(ew − Iew)dx
+ τ−1∫
Ω
r
(1)
h (ew − Iew)dx + ∑
E⊂E ∫E [∇wh]E (ew − Iew)ds.
Applying Corollary 4 now gives
F (1)((ϕh,wh), ew)
≤ C∥∇ew∥L2(Ω) (τ−2 ∑
N∈N h2N∥r(1)h ∥2L2(ωN ) + ∑T ∈T hT ∥ [∇wh]E ∥2L2(∂T ))
1/2
.
For F (2)((ϕh,wh), eϕ) a similar result holds. Using Young’s inequality we obtain the
following theorem.
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Theorem 5. There exists a constant C > 0 independent of τ, γ, ε, s and h ∶= maxT ∈T hT
such that there holds:
τ∥∇ew∥2L2(Ω) + γε∥∇eϕ∥2+ (λs(ϕh) − λs(ϕ), eϕ)L2(Ω) + ([α′ε(ϕh) − α′ε(ϕ)] (12 ∣uh∣2 −uh ⋅ qh), eϕ)L2(Ω)≤ C (η2Ω + η2h.o.t.) ,
where
η2Ω ∶= 1τ ∑
N∈N k+1 (η(1)N )2 + 1γε ∑N∈N k+1 (η(2)N )2 + τ ∑T ∈T k+1 (η(1)E )2 + γε ∑T ∈T k+1 (η(2)E )2 ,
and
η2h.o.t. ∶= 1γε∑T ∥α′ε(ϕ) ((12 ∣uh∣2 −uh ⋅ qh) − (12 ∣u∣2 −u ⋅ q))∥
2
L2(T ) .
Remark 7. 1. Since λs is monotone there holds (λs(ϕh) − λs(ϕ), eϕ)L2(Ω) ≥ 0.
2. We note that due to Assumption (A6) and the convexity of αε we obtain ([α′ε(ϕh) − α′ε(ϕ)] (12 ∣uh∣2 −uh ⋅ qh), eϕ)L2(Ω) ≥
0.
3. Due to using quadratic elements for both the velocity field uh and the adjoint velocity
field qh we expect that the term ηh.o.t. can be further estimated with higher powers
of h. It therefore is neglected in our numerical implementation.
4. The values R
(i)
N , i = 1,2 can be chosen arbitrarily in R. By using the mean value
R
(i)
N = ∫ωN r(i)h dx and the Poincare´-Friedrichs inequality together with estimates on
the value of its constant ([36]) the terms η
(i)
N , i = 1,2 are expected to be of higher
order and thus are also are neglected in the numerics.
5. Efficiency of the estimator up to terms of higher order can be shown along the lines
of [29, Sec. 7.2] by the standard bubble technique, see e.g. [1].
For the adaptation process we use the error indicators η
(1)
TE
and η
(2)
TE
in the following
Do¨rfler marking strategy ([15]) as in [28, 29].
The adaptive cycle We define the simplex-wise error indicator ηTE as
ηTE = η(1)TE + η(2)TE ,
and the set of admissible simplices
A = {T ∈ T k+1 ∣amin ≤ ∣T ∣ ≤ amax},
where amin and amax are the a priori chosen minimal and maximal sizes of simplices. For
adapting the computational mesh we use the following marking strategy:
1. Fix constants θr and θc in (0,1).
2. Find a set ME ⊂ T k+1 such that
∑
T ∈ME ηTE ≥ θr ∑T ∈T k+1 ηTE .
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3. Mark each T ∈ (ME ∩A) for refinement.
4. Find the set CE ⊂ T k+1 such that for each T ∈ CE there holds
ηTE ≤ θcNT ∑T ∈T k+1 ηTE .
5. Mark all T ∈ (CE ∩A) for coarsening.
Here NT denotes the number of elements of T k+1.
We note that by this procedure a simplex can both be marked for refinement and
coarsening. In this case it is refined only. We further note, that we apply this cycle once
per time step and then proceed to the next time instance.
4 Numerical examples
In this section we discuss how to choose the values incorporated by our porous material –
diffuse interface approach.
We note that there are a several approaches on topology optimization in Navier–Stokes
flow, see e.g. [6, 26, 32, 35, 37]. On the other hand it seems, that so far no quantitative
values to describe the optimal shapes are available in the literature. All publications we
are aware of give qualitative results or quantitative results that seem not to be normalized
for comparison with other codes.
In the following we start with fixing the interpolation function αε and the parameters
τ , s, and ε. We thereafter in Section 4.4 investigate how the phase field approach can find
optimal topologies starting from a homogeneously distributed porous material.
In Section 4.5 we present numerical experiments for the rugby ball, see als [6], [37] and
[39]. Here we provide comparison value for the friction drag of the optimized shape, and
as second comparison value we introduce the circularity describing the deviation of the
ball from a circle.
As last example, and as outlook, we address the optimal shape of the embouchure of
a bassoon in Section 4.6.
In the following numerical examples we always assume the absence of external forces,
hence f ≡ 0. The optimization aim is always given by minimizing the dissipative energy
(2), which in the absence of external forces is given by
F = ∫
Ω
µ
2
∣∇u∣2 dx.
The Moreau–Yosida parameter in all our computations is set to s = 106. We do not
investigate its couplings to the other parameters involved.
For later referencing we here state the parabolic in-/outlet boundary data that we use
frequently throughout this section
g(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
h(1 − (x−ml/2 )2) if ∣x −m∣ < l/2,
0 otherwise.
(22)
In the following this function denotes the normal component of the boundary data at por-
tions of the boundary, where inhomogeneous Dirichlet boundary conditions are prescribed.
The tangential component is set to zero if not mentioned differently.
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Figure 1: The shape of the interpolation function αε for q = 10i, i = −2, . . .2 (bottom to
top).
4.1 Time step adaptation
For a faster convergence towards optimal topologies we adapt the length of the time steps
τk+1. Here we use a CFL-like condition to ensure that the interface is not moving too fast
into the direction of the flux ∇wh. With
τ∗ = min
T ∈T k hT∥∇wk∥L∞(T )
we set
τk+1 = max(τmax, τ∗),
where τmax denotes an upper bound on the allowed step size and typically is set to τmax =
104. Thus the time step size for the current step is calculated using the variable wk from
the previous time instance. We note that especially for ∇wk → 0 we obtain tk → ∞, and
thus when we approach the final state, we can use arbitrarily large time steps. We further
note, that if we choose a constant time step the convergence towards a stationary point
of the gradient flow in all our examples is very slow and that indeed large time steps close
to the equilibrium are required.
4.2 The interfacial width
As discussed in Section 2 the phase field problem can be verified to approximate the sharp
interface shape optimization problem as ε ↘ 0 in a certain sense. Hence we assume that
the phase field problems yield reasonable approximations of the solution for fixed but
small ε > 0, and we do not vary its value. Typically, in the following we use the fixed value
ε = 0.005.
4.3 The interpolation function
We set (see [6])
αε(ϕ) ∶= α
2
√
ε
(1 − ϕ) q(ϕ + 1 + q) , (23)
with α > 0 and q > 0. In our numerics we set α = 50. In Figure 1 the function αε is
depicted in dependence of q. We have αε(−1) = αε = αε−1/2 and Assumption (A4) is
fulfilled, except that limε↘0 αε(0) < ∞ holds. Anyhow, the numerical results with this
choice of αε are reasonable and we expect that this limit condition has to be posed for
technical reasons only. To fulfill Assumption (A5) we cut αε at ϕ ≡ ϕc > 1 and use any
smooth continuation yielding αε(ϕ) ≡ const for ϕ ≥ ϕc.
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The parameter q controls the width of the transition zone between fluid and porous
material. In [6] the authors typically use a rather small value of q = 0.01. They also show
how different values of q might lead to different local optimal topologies. Since here we
also have the parameter ε for controlling the maximal width of the transition zone we fix
q ∶= 10.
The fluid material is assumed to be located at ϕ = 1 where α(1) = 0 holds. Since we
use Moreau–Yosida relaxation we allow ϕ to take values larger then +1 and smaller then−1. The choice of q = 10 and s = 106 in our setting always guarantees, that ϕ + 1 + q ≫ 0
holds, and that the violation of αε(ϕ) ≥ 0 at ϕ = 1 only is small.
Using an interpolation function that yields a smooth transition to zero at ϕ = 1, say
a polynomial of order 3, in our numerics especially for small values of γ yields undesired
behaviour of the numerical solvers. We for example obtain that fluid regions disappear
resulting in a constant porous material. The reason is, that then αε(β) ≈ 0 if β is chosen in
the flat region of αε. If β can be chosen small enough, the choice of ϕ ≡ β yields constant
porous material and hence a very small total potential power. Thus, ϕ ≡ β is at least a
local minimizer.
The benefit of small values of q described in [6] stays valid and for large values of
γ, say γ = 1, small values of q can help finding a valid topology when starting from a
homogeneous material. This property is the reason to use this function instead of a linear
one, although αε can be regarded as linear for the value of q = 10 that we use here.
4.3.1 The influence of αε on the interface
The separating effect not only arises from the contribution of the Ginzburg–Landau energy,
but also the term
αε(ϕ) (12 ∣u∣2 −u ⋅ q) yields the demixing of fluid and porous material. Since αε scales
with αε we next investigate the relative effect of α and ε concerning the demixing and
thus the width of the resulting interface. This is done for several values of the parameter
γ, which weights the two separating forces.
The numerical setup for this test is described in the following. In the computational
domain Ω = (0,1)2 we have a parabolic inlet at x ≡ 0 with m = 0.5, l = 0.2, and h = 1. At
x ≡ 1 we have an outlet with the same values. The viscosity is set to µ = 1. We investigate
the evolution of the value
I = ∫{∣ϕ∣≤1} dx∫{ϕ=0} ds ,
which is the size of the area of the transition zone between fluid and material, and which
is normalized by the length of the interface. This value estimates the thickness of the
interfacial region. For this test we fix ε ≡ 1 in (23) and use the interpolation function
α(ϕ) = α1(ϕ) = α
2
(1 − ϕ) q(ϕ + 1 + q) ,
so that α ≡ α(−1).
For fix γ we calculate the optimal topology for several combinations of ε and α. In
Figure 2 we depict the value of I depending on α for several ε. We used γ ∈ {0.5,0.05,0.005}
(left to right).
We observe that there is a regime of values for α where the interfacial width only
depends on ε. But we also see, that, depending on γ and ε, there is a regime where the
interfacial width scales like ακ with some κ ∈ R which depends on γ.
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Figure 2: Size of the scaled interfacial area for various combinations of α = α(−1) and ε,
with γ = 0.5 (left), γ = 0.05 (middle) and γ = 0.005 (right).
direction boundary m l h
inflow {x ≡ 0} 0.80 0.2 3
outflow {y ≡ 0} 0.80 0.1 1
outflow {y ≡ 1} 0.65 0.1 1
outflow {x ≡ 1} 0.70 0.2 1
outflow {x ≡ 1} 0.25 0.2 1
Table 1: Boundary data for the treelike structure.
The change in the behaviour of the interfacial width occurs at α(−1) ≈ C(γ)ε−1, where
C(γ) is a constant depending linearly on γ. This is exactly the convergence rate necessary
to get analytical convergence results, compare Remark 2 and [27].
We recall that this test is run with constant µ = 1 and that the results might differ for
different values of µ. In particular the value of µ also has an influence on the interfacial
width through the mixing energy 12 ∣uh∣2 −uh ⋅ qh, see Section 4.5.3.
4.4 A treelike structure
In this first example we investigate how our phase field approach is able to find optimal
topologies starting from a homogeneous porous material. This example is similar to an
example provided in [22]. The setup is as follows. The computational domain is Ω = (0,1)2.
On the boundary we have one parabolic inlet as described in (22) and four parabolic
outlets. The corresponding parameters are given in Table 1.
We use γ = 0.01 and µ = 0.01. For αε we start with α = 5 and increase it later. The
phase field is initialized with a homogeneous porous material ϕ0 = 0. We start with a
homogeneous mesh with mesh size 2e − 5 to obtain a first guess of the optimal topology.
After the material demixes, i.e. ∥∇wh∥L2(Ω) ≤ 2, we start with adapting the mesh to the
resulting structures using the adaptation procedure described in Section 3.1.1. For the
adaptive process we use the parameter amin = 4e − 7, amax = 0.01, θr = 0.1, and θc = 0.05.
As soon as ∥∇wh∥L2(Ω) ≤ 1 holds we start with increasing α to α = 50 and stop the allover
procedure as soon as α = 50 and ∥∇wh∥L2(Ω) ≤ 1e − 5 holds.
In Figure 3 we depict the temporal evolution of the optimization process. The images
are numbered from top left to bottom right. Starting from a homogeneous distribution
of porous material, we see that the inlet and the outlets are found after very few time
instances and that the main outlets on the right and the inlet are connected after only
a few more time steps. At the bottom left of the computational domain we first obtain
finger like structures that thereafter vanish. We note that, due to the porous material
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Figure 3: The initial phase field ϕ0 for the treelike structure and the phase field after 6,
12, 36, 70, and 188 time steps (top left to bottom right).
approach, not all outlets are connected with the inlet during the whole computation. At
the final stage of the optimization the evolution slows down and we end with the topology
depicted at the bottom right after 188 time steps of simulation.
4.5 A rugby ball
We next investigate the overall behaviour of the adaptive concept and give an example
showing the influence of the parameters γ and µ on the interfacial area. The aim is to
optimize the shape of a ball in an outer flow as is investigated in [6, 37, 39].
In the computational domain Ω = (0,1)×(0,5) we have a circle located at M = (0.5,0.5)
with radius r = √(10pi)−1. On the boundary ∂Ω we impose Dirichlet data g ≡ (0,1)T for
the Navier–Stokes equations. The domain is chosen large enough to neglect the influence
of the outflow boundary on the optimized topology.
In [6] it is shown that for Stokes flow the optimal topology equals a rugby ball, while
in [37, 39] the authors obtain an airfoil-like shape for Navier–Stokes flow and small values
of µ. The parameters used here are ε = 0.005 and α = 50. For the adaptive concept we fix
θr = 0.2, θc = 0.05, amin = 10−7 and amax = 5 ⋅ 10−4. As initial mesh we use a homogeneous
mesh with mesh size ainit = 1/1600 and refine the region ∣ϕ0∣ ≤ 1 to the finest level, where
ϕ0 denotes the initial phase field.
4.5.1 Optimal shapes for various γ and µ
We start with depicting our numerical findings for various values of γ and µ. Here we
proceed as follows. We optimize the shape for decreasing values of γ ∈ [10−4,10] and
µ = 1. The optimal geometry for µ = 1 and γ = 10−4 thereafter is used as initial value
for decreasing µ ∈ [500−1,1] while γ = 10−4 is kept fix. In Figure 4 we depict the optimal
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Figure 4: Optimal topologies for the rugby ball example for µ = 1 and γ ∈{10,0.1,0.01,0.0001} (left to right).
Figure 5: Optimal topologies for the rugby ball example for γ = 10−4 and µ ∈{10−1,100−1,300−1,500−1} (left to right).
shapes for µ = 1 and γ ∈ {10,0.1,0.01,0.0001}, and in Figure 5 we depict the optimal
shapes for γ = 10−4 and µ ∈ {10−1,100−1,300−1,500−1}.
We see that for large values of γ the Ginzburg–Landau energy dominates the mini-
mizing problem and thus we obtain an optimal shape which is close to a circle. With γ
getting smaller we obtain shapes that resemble rugby balls like shapes as obtained in [6]
for the Stokes flow. In particular we see that the top and bottom tip get sharper as we
decrease the value of γ. This can be explained by the Ginzburg–Landau energy. This
term penalises the interfacial size and explains why for large values of γ the optimal shape
is close to a circle. Note that the optimal shape can locate freely in the computational
domain and therefore the optimal shape for γ = 10−4 has a slightly larger distance to the
bottom boundary than the optimal shapes for larger γ.
As argued in [37], for µ taking smaller values, the optimal shape tends to an airfoil.
This is what we observe in our numerics, see Figure 5.
For a quantitative description of the optimal shapes we follow [39, Rem. 12] and
introduce the friction drag of an obstacle in free flow as
FD = ∫{ϕ=0} −µ ((ν ⋅ ∇)u) ⋅ a + pν ⋅ ads. (24)
Here ν is the unit normal on the boundary of the ball pointing inwards and a is the
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γ µ F θ FD
10.0000 1 7.2266 0.9996 21.6140
1.0000 1 6.5317 0.9664 18.5820
0.1000 1 6.1828 0.8005 16.6710
0.0100 1 6.1494 0.7722 16.4640
0.0010 1 6.1480 0.7681 16.4510
0.0001 1 6.1427 0.7674 16.4310
γ µ F θ FD
0.0001 10−1 1.1353 0.7335 2.3596
0.0001 100−1 0.1830 0.6349 0.3244
0.0001 200−1 0.1188 0.5901 0.1910
0.0001 300−1 0.0942 0.5568 0.1395
0.0001 400−1 0.0805 0.5403 0.1114
0.0001 500−1 0.0715 0.5253 0.0930
Table 2: Comparison values for the rugby example. F is the dissipative power, θ denotes
the circularity, and FD the drag force. The optimization aim is the minimization of the
dissipative power.
direction of attack of the flow field. In our example we have a = (0,1)T since the flow is
attaining from the bottom. By using the Gauss theorem we write FD as an integral over
the ball given by ϕ < 0 and obtain
FD = −∫{ϕ<0} div (−µ∇u2 + (0, p)T ) dx = −∫{ϕ<0} −µ∆u2 + py dx. (25)
Note that the normal ν in (24) points into the rugby ball and thus we obtain the minus
sign in (25). Here u2 denotes the second component of the velocity field u and py denotes
the derivative of p in y-direction.
As second comparison value we define the circularity of the rugby ball. This value is
introduced in [41] to describe the deviation of circular objects from a circle. It is defined
by
θ = Circumference of circle with same area
Circumference of object
= √4pi ∫{ϕ<0} dx∫{ϕ=0} ds ≤ 1, (26)
where a value of θ ≡ 1 indicates a circle.
In Table 2 we give results for our numerical findings. As discussed above for large
values of γ the Ginzburg–Landau energy dominates the functional under investigation.
This results in optimal shapes that are close to circles as can be seen for γ = 1 and γ = 1
where we have θ = 1 and θ = 0.97 respectively. We further see that for γ = 0.01 the optimal
shape is determined by the dissipative power, since the results for γ = 0.01 and γ = 0.0001
are very close together. Concerning the dependence with respect to µ we see how the
dissipative energy, which scales with µ, decreases with decreasing µ. We also obtain that
both the circularity and the drag are reduced for smaller values of µ. For the drag we
have approximately FD ∼ µ0.84.
4.5.2 Behaviour of the adaptive concept
Next we investigate the behaviour of the adaptive concept. Since the error indicators
only contain the jumping terms of the gradient, we expect the indicators mainly to be
located at the borders of the interface, i.e. the isolines ϕ = ±1. In Figure 6 we depict the
distribution of the error indicator ηTE for the optimal topology for γ = 10−4 and µ = 1.
We observe from the left plot, that the indicator ηTE is concentrated at the discrete
isolines ϕ = ±1. Here the mesh is refined to the finest level as we see in the right plot.
Inside the interface the triangles are only mildly refined. Here the phase field tends to be
linear and thus a high spatial resolution is not required to get a well resolved phase field.
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Figure 6: The bottom arc of the rugby ball for γ = 10−4 and µ = 1. The distribution of
ηTE across the interface is shown in the left plot, where darker areas indicate larger error.
The spatial resolution of the interface is depicted in the right plot. The bold lines indicate
the discrete sets ϕ ≡ ±1.
4.5.3 A view on mixing energy
From the point of view of Cahn–Hilliard theory, (17) alone for fixed vector fields u,q can
be regarded as the Cahn–Hilliard system with a free energy F given by
F (ϕ) = γ
ε
(1 − ϕ2) + s
2
λ2(ϕ) + αε(ϕ) (1
2
∣u∣2 −u ⋅ q) . (27)
The term 12 ∣u∣2−u ⋅q is assumed to be non negative. For F we require two distinct minima
located at ≈ ±1. If ∣ϕ∣ > 1 holds it is reasonable to assume that sλ2(ϕ) is the dominating
term and in the ongoing we investigate the distribution of F inside the interface defined
by ∣ϕ∣ ≤ 1. We note that this distribution in fact depends on γ, ε,α, and µ. As in Section
4.2 we fix ε to be 0.005. Since both α and γ give a weighting of the two energy terms we
also fix α ≡ 50 as proposed in Section 4.3. Thus the free parameters in this investigation
are γ and µ.
In Figure 7 we show the distribution of the terms αε(ϕ)(12 ∣u∣2 − u ⋅ q) and γε (1 − ϕ2)
at the bottom arc of the optimized rugby ball.
We see, that the term αε(ϕ)(12 ∣u∣2 −u ⋅q) is larger then γε (1−ϕ2) and thus dominates
the demixing. The term admits a maximum inside the interface and takes smaller values
outside of the interface. We note that the term γε (1−ϕ2) is symmetric across the interface,
while αε(ϕ)(12 ∣u∣2 − u ⋅ q) takes its maximum near ϕ = −1 and especially also takes large
values inside the porous material.
4.6 An optimal embouchure for a bassoon
As outlook we investigate the optimal shape of an embouchure for a bassoon. In the
group of Professor Grundmann at the Technische Universita¨t Dresden by experiments an
optimized shape was found that has a smaller pressure loss along the pipe, while it only
slightly changes the sound of the bassoon, see [25].
We apply our optimization algorithm to the problem of finding an optimal embouchure
in order to illustrate possible fields of application of our approach. We note that again we
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Figure 7: The energies αε(ϕ)( ∣u∣22 − u ⋅ q) (left plot) and γε (1 − ϕ2) (right plot) at the
bottom of the optimized topology for γ = 10−4 and µ = 1.
Figure 8: Optimized shapes for the bassoon example for µ = 1000−1. First scenario on left
side, second scenario on right side. The inflow is on the right side.
minimize the dissipative energy, and that we do not take further optimization constraints
into account.
We proceed as described in Section 4.4 to find optimal shapes in Ω = (0,1)2 for the
parameters γ = 1e − 4, ε = 0.005, α = 50 and µ = 1e − 3. We start with a constant initial
phase field using β = 0.1. The inflow is set to x ≡ 1 and we use the parameters mi = 0.5,
li = 0.1, hi = 1 in (22) both for the x and y direction of the boundary velocity field,
resulting in an inflow pointing 45° upwards. We set the outflow to y ≡ 0 and consider two
scenarios. For the first scenario we use the values m1 = 0.8, l1 = 0.2 and h1 = 0.5 in (22),
and for the second example we use m2 = 0.3, l2 = 0.2 and h2 = 0.5.
In Figure 8 we show our numerical finding. We obtain a straight and wide pipe that
directly connects inflow and outflow boundary. This corresponds to our optimization
aim, i.e. minimizing the dissipative power. Similar trends for the optimized shape of the
embouchure were also observed by the group in Dresden.
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