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Abstract

and quality but requiring many more iterations. Catania et al. [6] applied a fuzzy approach t o tune the
parameters of the network. Although these approaches
have demonstrated improvement of performance, most
of them were empirically tested on only a single or a
small number of TSP city distributions, without reporting general performance on a large number of city
distributions.

I n this paper we propose a beam search mechanism t o
improve the performance of the Hopfield network f o r
solving optimization problems. The beam search readjusts the top M ( M > 1) activated neurons to more
similar activation levels in the early phase of relaxation, so that the network has the opportunity to explore more alternative, potentially better solutions. W e
evaluated this approach using a large number of simulations (20,000 f o r each parameter setting), based o n
200 randomly generated city distributions of the 1O-city
traveling salesman problem. The results show that the
beam search has the capability of significantly improving
the network performance over the original Hopfield network, increasing the percentage of valid tours b y 17.0%
and reducing error rate by 24.3%.

Despite the improvement of performance over the past
decade, there are still unsolved problems for the Hopfield network [7, 81. One problem is that the performance is inconsistent - good for some T S P city distributions but poor for others. The performance is
usually better for distributions with a simple topology,
but poor for those with complex topology or multiple clusters. Another problem is that the performance
is sensitive t o the choice of parameters in the energy
function: a different parameter setting can lead to a
significant difference in performance. In previous work,
we addressed these problems by proposing a rescaling
scheme t o reduce clustering effects [9], and proposing
a new relaxation procedure t o reach a smoother relaxation process [lo], which have been shown capable
of significantly improving the performance based on a
large number of simulations.

1 Introduction
Hopfield and Tank [l]proposed a neural network approach to find approximate solutions to combinatorial
optimization problems, such as the traveling salesman
problem ( T S P ) . This approach has since received intensive attention from various research fields, due t o
its advantages over other approaches, such as fast convergence, parallel processing, and potential hardware
implementation.

In this work we propose a beam search mechanism in
the network which has the capability of searching more
and better solutions across a wider range. In this approach, multiple neurons are kept at a similar activation level t o allow the network the opportunity to explore a wide spectrum of potential solutions. We have
tested this approach through a large number of simulations (20,000 for each parameter setting) based on 200
randomly generated city distributions of 10-city T S P .
The results show that the beam search is capable of
increasing the percentage of valid tours by 17.0% and
decreasing the error rate by 24.3%.

However, there have been some issues about the performance of the Hopfield network, which have been active research topics in the past decade. In their experiments with the Hopfield network, Wilson and Pawley [2] showed that the network often failed to converge to valid solutions; for those converged solutions,
their qualities were often far from optimal. To address
these issues, much research has focused on analyzing
and improving the original model t o obtain more valid
high-quality solutions. Brandt et al. [3] and Aiyer et
al. [4] modified the energy function to enforce stricter
constraints for valid solutions t o improve the convergence. Li [5] combined the Hopfield network with the
“augmented Lagrange multipliers” algorithm from optimization theory, capable of improving convergence
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2 Hopfield Network Basics

For an N-city TSP, the Hopfield network [l]has N x N
fully connected neurons in the network, in which the
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where T ( = RC) is the time constant of an RC circuit
and was set to be 1.0 by Hopfield and Tank [l]. The
activation V$+’) at iteration step ( n + l ) is then determined by U r ’ ) through an activation (output) function. In the Hopfield network, the activation function
is the hyperbolic tangent function:

row index represents the city and the column index
represents the order of city in a tour. The constraints
and the cost of the TSP are represented by an energy
function, which is used t o determine the connecting
weights between neurons. Hopfield’s original energy
function for an N-city TSP is given by [l]:
N

N

N

X = l i=l j = l , j # i

N

N

N

N

i=l X = l Y = l , Y # X

N

where ZLO is the amplification parameter that reflects
the steepness of the activation function.

X = l i=l

Hopfield and Tank [l]showed that the network is guaranteed t o converge to a local minimum in the case of
symmetric (Wxi,yj= W y j , x i ) weights.

3 Beam Search Mechanism

where X , Y are row indices, and i, j are column inand dxy
dices, Vxi is the activation for neuron (X,i),
is the distance between cities X and Y . The first three
terms enforce the constraints for a valid tour, and the
last term represents the cost function for obtaining a
short tour. The value of each parameter ( A , B , C ,
and D) measures the importance of the corresponding term. Each neuron (X,i)
has an input value Uxi
and an activation (output) value Vxi. The connecting
weight between neuron ( X ,i) and (Y,j ) is set according
to:

The proposed beam search mechanism keeps the top
M ( M > 1) activated neurons ( M is called beam size)
at a similar activation level in the early phase of relaxation t o give the network opportunity to explore alternative (potentially better) solutions. The mechanism
t o achieve this effect is t o readjust the top M neurons
with the highest activation in each column after each
iteration, so that all the M neurons have a similar opportunity of being activated in the next iteration.

...VxMi be top M activated neurons in
Let VxIi,Vxzi
column i. Then their average
is given by
where bij is equal to 1 if i = j , and equal to 0 otherwise. Each neuron (X,i)
is also connected to an
external input current: Ixi = CN,. Before the relaxation of the network, the initial value of each Uxi
is set to be a constant value (determined by the conVxi = N) and is then perturbed
dition: E,”=,
with small random noise to break the symmetry of the
network. During relaxation, each neuron updates its
input and activation value based on the weighted activations of other neurons and its own value. The input
value UFl)at iteration step ( n t l ) is given by:

The beam search algorithm readjusts activation V X , ~
to a new value Vi,i(s = 1 , 2...M ) using the formula:

where a is a parameter, called beam intensity, which
controls the amount of readjustment and thus determines how similar the M activations are after readjustment. The value for a is in the range from 0.0 to 1.0.
When a = 0.0, Visi= VX,~,
i.e., there is no readjustment. When a = 1.0, Visi= Vi,which is total readjustment ( i . e . , equalizing all the M activations). When
0.0 < a < 1.0,
is between V X ,and
~
which is a
partial readjustment. Using a continuous parameter a
as a way to control the search can be considered as a
graded beam search. The purpose of applying beam intensity a is to study the network’s performance across
the transition spectrum from non-beam-search to full
beam-search.

vi,

where U g ) is the value at iteration step (n). The value
of AUxi is given by the following equation:

AUxi

= (--

U Xi

+

N

N
Wx;,yjVyj

+ I x ; ) ( ~ ) A ~ (4)

Y = l j=1
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We evaluated the performance of the beam search by
comparing it with the original Hopfield network (without using the beam search), and studied how its performance depends on the three parameters: beam size
M , beam intensity a , and beam search iteration L. In
the following figures, we will show how the performance
varies with one parameter while keeping the other two
fixed. We have experimented with a large number of
different combinations of parameter settings and found
that the setting, M = 4, Q = 0.1, and L = 80, gave
overall best results in terms of both quality and convergence. In each figure, two of these parameters are
fixed when we show how the performance varies with
the third parameter.

The beam search stops after L iterations t o allow the
network to converge to a final solution. The values of
beam size M , beam intensity a , and beam search iteration L are determined empirically through a large
number of simulations, as will be shown in the next
section. Besides replacing V X , by
~
all the other
parameters, as well as all the formulas and procedures,
are kept exactly the same as described in the last section.
4 Simulation Results
We have evaluated the performance of the beam search
through a large number of simulations based on 200
randomly generated 10-city TSP city distributions, including a wide variety of topologies.

Fig. 1and Fig. 2 show how the percentage of valid tours
and error rate (%) vary with different beam sizes M
when using the beam search technique (with fixed beam
intensity Q = 0.1 and beam search iteration L = SO),
and compare them with those using the original Hopfield network (without the beam search).

Many previous studies used only one (e.g., [l])or a
small number of city distributions (e.g., 10 distributions in [2]) in their simulations. This may lead to unreliable conclusions when comparing two algorithms,
because the performance of an algorithm usually depends on the topology in a city distribution, and different algorithms may favor different topology types.
Using a large number of city distributions can reduce
this effect and allows a better evaluation.

The percentage of valid tours displayed in Fig. 1 is defined as the weighted average percentage of valid tours
over N c i t y ~ i s (=
t 200) city distributions:

In the simulation, 100 runs are conducted for each of
the 200 city distributions. For each of the 100 runs,
different random noise is added t o the initial values of
the neurons.

where Validi is the percentage of valid tours for city
distribution i and is defined as follows. For each city
distribution i , there are a total of Ntotal,i (=loo) runs
with different initial input values. The maximum number of iterations allowed for. each run is set t o be 1000.
If a valid tour can not be reached within 1000 iterations, the network will stop and the tour is counted
as invalid. Let Nvalid,i be the number of valid tours
among the total of Ntotal,,runs, and Validi be defined
by

For a fixed set of parameters ( d t , U O , etc.), the quantities to be evaluated are first averaged over 100 runs
for each city distribution, and then averaged over the
entire 200 city distributions. Thus, 20,000 runs are
needed for each parameter setting to obtain simulation results. We experimented with different sets of
20,000 runs for a fixed set of parameters. The results
show that the variations are small enough t o give stable
evaluations on estimated quantities.

Validi = Nvalid,i

The original energy function of the Hopfield network
was used in the simulation, and the parameters in the
energy function are those used by Hopfield and Tank
[l]:A = B = D = 500, C = 200, NO = 15. The value
of dt in Eq. (4) is set to be
and the value of uo
in Eq. (5) is set at 0.02.

Ntotal,i

(9)

The error rate (%) shown in Fig. 2 is calculated as follows. For city distribution i, the error of a valid tour j
is defined by

The fraction of random noise in the initial values of
neurons is set to be 0.001 in the simulation. We tried
several different values for the fraction in the range
from 0.0001 to 0.01. The performance of the network is
only slightly sensitive t o this parameter, and the result
using 0.001 is slightly better than the others.

where di,? is the tour length of a valid tour j and
di,optimalis the optimal (shortest) tour length of the
city distribution i . The error for city distribution i is
the averaged error over all valid tours:
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Fig. 3 and Fig. 4 show how the percentage of valid tours
and error rate (%) vary with different beam intensities
a when using the beam search technique (with fixed
beam size M = 4 and beam search iteration L = 80),
and compare them with those using the original Hopfield network. We can see that the beam search is able
to improve the performance when the beam intensity
a is between 0 and 0.2. The largest improvement for
the percentage of valid tours is 17.0% (26.1%vs 22.3%)
when a = 0.1, and for the error rate is 26.0% (4.48%vs
6.05%) when a = 0.15. The performance of the beam
search starts decreasing as the beam intensity becomes

A: with Beam Search
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Figure 1: Percentage of valid tours vs beam size M using
the beam search technique (a= 0.1, L = 80), compared to
that using the original network.
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Figure 3: Percentage of valid tours vs beam intensity using
the beam search technique ( M = 4, L = 80), compared to
that using the original network.
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Figure 2: Error (%) vs beam size using the beam search
technique (a = 0.1, L = 80), compared to that using the
original network.
The error shown in the figure is the averaged error of
valid tours in all city distributions and is weighted by
the percentage of valid tours for each city distribution:
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Figure 4: Error (%) vs beam intensity using the beam
search technique ( M = 4, L = 80), compared to that using
the original network.

From the result in Fig. 1 and Fig. 2, we can see that
the beam search is capable of improving the performance of the Hopfield network. The improvement is
most significant when the beam size M is in the middle range between 3 to 7. The largest improvement for
the percentage of valid tours is 24.2% (27.7%vs 22.3%)
when A4 = 5, and for the error rate is 26.9% (4.42% vs
6.05%) when M = 3.

Fig. 5 and Fig. 6 show how the percentage of valid tours
and error rate (%) vary with different beam iterations
L when using the beam search technique (with fixed
beam size M = 4 and beam intensity (Y = O.l), and
compare them with those using the original Hopfield
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could reach a tour that still keeps multiple neurons activated after the iteration timeout (which is counted
as an invalid tour). We observed a 14.6% increase
in the average converging iterations (156.2 t o 179.0)
for valid tours when a is increased from 0.1 to 0.25.
The decreasing pattern on V a l i d (due to increased a )
matches approximately the increasing pattern on the
average converging iterations. Another effect of a large
a value is that it can distort much of the Hopfield network’s dynamics itself, which could affect the quality of
converged solutions. When the parameter settings are
within a reasonable range, the network’s performance
can improve because it takes advantage of the better
searching capability offered by using the beam search,
while keeping negative effects to a minimum.

network. The beam search improves the performance
when the beam iteration L is larger than 40. The optimal range for L is between 50 and 100 when considering
both V a l i d and Error. The largest improvement for
the percentage of valid tours is 17.0% (26.1% vs 22.3%)
when L = 80, and for the error rate is 37.0% (3.81%vs
6.05%) when M = 120. As L becomes too large, V a l i d
becomes smaller while Error keeps approximately unchanged.
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The results also show that some parameter settings favor improvement on VaZid while others favor improvement on Error. The choice of the setting needs to
balance these two goals. We can give a quantified estimation on the improvement of the beam search by
choosing an approximately balanced setting: M = 4,
a = 0.1, L = 80. It gives overall improvement of
17.0% (26.1% vs 22.3%) for V a l i d and 24.3% (4.58%
vs 6.05%) for Error. These results demonstrate that
the beam-search is capable of improving performance
over a reasonable range of parameter settings.
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Figure 5: Percentage of valid tours vs beam search iteration using the beam search technique ( M = 4, (Y = O.l),
compared to that using the original network.
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In this paper, we have proposed a beam search technique for the Hopfield network to improve its relaxation
process. The beam search readjusts neuron activations
t o keep multiple neurons at a similar level. This provides a chance for the network to have a wider searching range for more and potentially better solutions. We
have evaluated the performance of the beam search and
its behavior in terms of the effects of different beam
size, beam intensity, and beam search iterations. The
evaluation was based on a large number of simulations
(20,000 for each parameter setting) using 200 randomly
generated city distributions of the 10-city T S P . The
result demonstrates that the beam search has the capability of achieving a 17.6% increase in the percentage
of valid tours and a 24.3% decrease in error rate.

6.5

0

20

Summary

40 60 80 100 120 140
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Figure 6: Error (%) vs beam search iteration using the
beam search technique ( M = 4, (Y = O.l), compared to that
using the original network.
The above results (Fig. 1 through Fig. 6) show significant performance improvement by the beam search
technique within a reasonable range of parameter settings. Also note that the amount of improvement depends on the choice of parameter setting - if they are
not properly set (too small or too large), the performance can be negatively affected. For example, ‘when
beam intensity a becomes too large, V a l i d starts decreasing. One reason is that if a is too large, the activations of multiple neurons becomes too close so that it

In future we plan to extend this research in the following directions: (i) apply an adaptive mechanism t o
adjust the beam size, beam intensity, and beam search
iterations during the relaxation process (instead of using fixed values as in this work); (ii) evaluate its performance on other optimization problems to obtain a
better understanding of its behavior and its generality
in applications.
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