During behavioral quiescence, the neocortex generates spontaneous slow oscillations that consist of Up and Down states. Up states are short epochs of persistent activity that resemble the activated neocortex during arousal and cognition. Although Up states are generated within the cortex, the impact of extrinsic (thalamocortical) and intrinsic (intracortical) inputs on the persistent activity is not known. Using thalamocortical slices, we found that the persistent cortical activity during spontaneous Up states effectively drives thalamocortical relay cells through corticothalamic connections. However, thalamic activity can also precede the onset of cortical Up states, which suggests a role of thalamic activity in triggering cortical Up states through thalamocortical connections. In support of this hypothesis, we found that cutting the connections between thalamus and cortex reduced the incidence of spontaneous Up states in the cortex. Consistent with a facilitating role of thalamic activity on Up states, electrical or chemical stimulation of the thalamus triggered cortical Up states very effectively and enhanced those occurring spontaneously. In contrast, stimulation of the cortex triggered Up states only at very low intensities but otherwise had a suppressive effect on Up states. Moreover, cortical stimulation suppressed the facilitating effect of thalamic stimulation on Up states. In conclusion, thalamocortical inputs facilitate and intracortical inputs suppress cortical Up states. Thus, extrinsic and intrinsic cortical inputs differentially regulate persistent activity, which may serve to adjust the processing state of thalamocortical networks during behavior.
Introduction
The thalamus and neocortex form recurrent networks (Sherman and Guillery, 1996; Steriade et al., 1997) that generate a variety of rhythmic electrical activities during different behavioral states (Steriade et al., 1993d; Castro-Alamancos and Connors, 1997) . The different states of TC networks have profound consequences on signals flowing through them (Castro-Alamancos, 2004b) .
During quiescent states, such as natural sleep and certain forms of anesthesia, cortical networks are not silent. Instead, they engage in spontaneous synchronized activity, such as "slow oscillations" (Metherate and Ashe, 1993; Steriade et al., 1993a) . Slow oscillations are characterized by rhythmic cycles of synaptically mediated depolarization and action potentials (Up states), followed by decrease of synaptic inputs, leading to membrane hyperpolarization and cessation of firing (Down states). Up states correspond to recurrent synaptic network activity generated and maintained by balanced excitatory and inhibitory conductances . Up states are generated intrinsically in the neocortex (Steriade et al., 1993b; Sanchez-Vives and McCormick, 2000) and can recruit cortical targets, such as, for example, the thalamus (Steriade et al., 1993c) and the striatum (Cowan and Wilson, 1994) . The short epochs of persistent activity during cortical Up states resemble the activated state of neocortex during arousal and cognition (Moruzzi and Magoun, 1949; Steriade et al., 1993d; Castro-Alamancos, 2004b) .
Slow oscillations consisting of Up and Down states occur spontaneously in isolated cortical slices of adult ferrets (SanchezVives and McCormick, 2000; Shu et al., 2003) , rats (Cunningham et al., 2006) , and mice (Castro-Alamancos and Rigas, 2002) bathed in a buffer that contains a concentration of divalent cations that resembles the "natural" CSF (i.e., ϳ1 mM [Ca 2ϩ ] o and [Mg 2ϩ ] o ). Moreover, spontaneous recurrent network activity, consisting of Up and Down states, also arises in slices of developing mice [postnatal day 14 (P14) to P18] bathed in a "traditional" slice buffer (i.e., ϳ2 mM [Ca 2ϩ ] o and [Mg 2ϩ ] o ) (Mao et al., 2001; MacLean et al., 2005) .
Although Up states are generated intrinsically by cortical networks, an important question is how the cortical Up and Down states are affected by extrinsic synaptic thalamocortical activity and by intrinsic synaptic intracortical activity. Previous work has shown that Up states can be triggered or stopped by cortical stimulation . Moreover, a recent study found that thalamic stimulation at Ͼ10 Hz, in developing mouse slices bathed in traditional buffer, triggered cortical Up states that were identical to those occurring spontaneously (MacLean et al., 2005) . Using thalamocortical slices from adult mice bathed in natural buffer, we further studied the impact of thalamic (extrinsic) and cortical (intrinsic) activity on Up states. We found that cortical and thalamocortical cells are actively engaged in sponta-neous cortical Up states and that intrinsic and extrinsic cortical inputs have distinct effects on Up states. Whereas extrinsic inputs trigger or enhance Up states, intrinsic inputs effectively suppress Up states.
Materials and Methods
Slices were prepared as previously described (Castro-Alamancos and Rigas, 2002; Castro-Alamancos et al., 2006) from adult (Ͼ7 weeks) CD-1 or BALB/c mice. Mice were deeply anesthetized with an overdose of ketamine hydrochloride (Ͼ100 mg/kg) or sodium pentobarbital (Ͼ50 mg/ kg). After losing all responsiveness to a strong tail pinch, the animal was decapitated, and the brain was rapidly extracted. Slices (400 m thick) were cut in the thalamocortical plane (Agmon and Connors, 1991 ) using a vibratome. Slices were transferred to an interface chamber, in which they were bathed constantly (1-1.5 ml/min) with artificial CSF (ACSF) at 32.5°C. The ACSF contained the following (in mM): 126 NaCl, 3.5 KCl, 1.25 NaH 2 PO 4 , 26 NaHCO 3 , 1 MgSO 4 7H 2 O, 10 dextrose, and 1 CaCl 2 2H 2 O. Single-unit and field potential recordings were made using highimpedance (10 -20 M⍀) and low-impedance (ϳ0.5 M⍀) glass pipettes filled with ACSF, respectively. Blind whole-cell recordings were obtained from layer IV-III cells of somatosensory cortex (SI) using patch electrodes of 4 -10 M⍀ impedance. The electrodes were filled with internal solution containing the following (in mM): 135 K-gluconate, 4 KCl, 2 NaCl, 0.2 EGTA, 5 Tris-phosphocreatine, 0.3 Tris-GTP, 10 HEPES, and 4 MgATP (290 mOsm).
In some cases, the internal solution contained neurobiotin (0.2%) to label the recorded cells. In other experiments, we used iontophoresis to inject neurobiotin in the thalamus to label its connections with the cortex. Iontophoresis was performed with a low-impedance glass pipette filled with neurobiotin (2% in 0.5 M K-acetate) and consisted of current pulses (1.5 A) of 5 s duration delivered at 0.1 Hz during 15 min. To allow transportation of the neurobiotin after injection, the slices were incubated in the recording chamber for 2-3 h after the iontophoresis before placing them in fixative. The slices were fixated in 4% paraformaldehyde with 1% glutaraldehyde and later cryoprotected with sucrose (30%) and resectioned on a cryostat (80 m). Sections were incubated in 3% hydrogen peroxide, followed by 0.2% Triton X-100 and by incubation in 2% goat serum. Incubation with ABC reagent (Vector Laboratories, Burlingame, CA) occurs overnight. The following day, diaminobenzidine is applied to the sections. After color development, sections are mounted and cleared in xylene. Cells were later traced using Neurolucida software (Microbrightfield, Williston, VT). All procedures were reviewed and approved by the Animal Care Committee of Drexel University.
Concentric bipolar stimulating electrodes (FHC, Bowdoinham, ME) were used to electrically stimulate the thalamus and cortex. A glass micropipette pulled to a fine tip and filled with glutamate (100 mM in saline; 7.4 pH) was used to chemically stimulate the thalamus. Puffs of glutamate of different durations were ejected from the pipette by applying compressed air (30 psi) using a pressure valve (Harvard Apparatus, Holliston, MA) controlled by transistor-transistor logic pulses. The diameter of the pipette was adjusted so that it would not leak glutamate in the absence of a pressure pulse. To identify spontaneous Up states on-line and apply stimuli during the Up state, an analog threshold detector was used to detect Up states from the synchronous negative deflections of the field potential recording. To identify Up states off-line, a threshold was also used to detect Up states from the synchronous negative deflections of the field potential recording. In every experiment, the accuracy of the detection was confirmed by visually inspecting the continuous recording off-line.
Data analyses were performed using Origin (OriginLab, Northampton, MA) and SPSS (SPSS, Chicago, IL) software. To measure spontaneous or evoked Up states from the field potential recordings, power spectrum analyses were derived by calculating fast Fourier transforms (FFTs), and the amplitude of the maximum negative peak of the field potential deflection was calculated. To measure Up states from the intracellular recordings, the action potentials were removed using a median filter, and the area of depolarization from the resting membrane potential, before the Up state, was calculated. The incidence of spontaneous Up states was calculated using interevent time histograms (IETHs). Cross-correlations were calculated between the time stamps of thalamic spikes and the time stamps of the onset of cortical Up states. To calculate the shift predictor, the time stamps of one channel were shifted by 5 s. For statistical analyses, data were first tested for normality based on the kurtosis and skewness of their distribution. If these values fell within the range of Ϯ2 times their respective SD, then the data were considered normally distributed, and parametric statistics were applied (ANOVA or t test). Otherwise, we applied nonparametric statistics (Wilcoxon signed ranks for paired comparisons, Mann-Whitney for nonpaired comparisons, Kruskal-Wallis for multiple groups). Results are expressed as mean Ϯ SD unless otherwise indicated.
Results

Spontaneous Up states in thalamocortical slices
Using thalamocortical slices from adult mice, we conducted simultaneous intracellular (whole-cell) and extracellular (field potential and multiunit) recordings from microelectrodes placed in layers IV-III of the SI cortex. All of the cells reported in this study (n ϭ 45) had overshooting action potentials, a resting membrane potential more negative than Ϫ60 mV, and an average input resistance of 154 Ϯ 65 M⍀ (measured with a Ϫ0.1 nA current pulse). Figure 1 shows typical spontaneous activity recorded from a sample of three cells taken from different experiments. In these slices, spontaneous Up and Down states recur at ϳ0.1 Hz. The Up state is readily detected in the field potential recording as a synchronous population (network) event that in the intracellular recording is characterized by barrages of postsynaptic potentials that depolarize the recorded neuron by 5-15 mV for the duration of the network event, which on average lasts 1.3 Ϯ 0.5 s (n ϭ 12 slices). During the Down state, cortical cells are relatively hyperpolarized, and there is little synaptic or network activity. These characteristics are indistinguishable from Up and Down states previously described in ferret slices (Sanchez-Vives and McCormick, 2000; Shu et al., 2003) and resemble those observed in vivo, although the Down state is usually longer and the Up state is shorter than in vivo (Steriade et al., 1993a) . In some experiments, neurobiotin was included in the intracellular recording solution to label and subsequently trace the recorded cells (n ϭ 5 cells labeled) ( Fig. 1 B, C) . The labeled cells were pyramidal-type cells located in layers IV-III.
To examine the characteristics of Up and Down states in individual cells, we moved the membrane potential to different levels with the intracellular injection of direct current (Fig. 2 A) . At depolarized potentials, the cells fired spontaneous action potentials immediately before and during an Up state but were silent for several seconds after the Up state (i.e., during the Down state). The reduced excitability during the Down state after each Up state was demonstrated by applying short depolarizing current pulses (Fig. 2 B) . Before and during the Up state, the current pulse reliably evoked action potentials, whereas during the Down state, the same pulse was not capable of eliciting action potentials. Such a reduction in cell excitability immediately after the Up state may be related to a slowly recovering after-hyperpolarizing potential that is particularly obvious when the cell is depolarized by current injection (Fig. 2 A, top traces) . This potential after the Up state reversed at quite hyperpolarized potentials (more negative than Ϫ90 mV; n ϭ 3 cells; data not shown), suggesting that it may be primarily mediated by a K ϩ conductance.
Up states in cortex are correlated with thalamic activity Simultaneous recordings from both cortex and thalamus in thalamocortical slices should reveal whether the thalamus is in any way engaged with the cortical Up states. Here we distinguish between TC slices and non-TC slices. TC slices are those that have intact thalamocortical and/or corticothalamic connections, so that electrical stimulation within the thalamus produces some effect in the cortex. Non-TC slices are those cut adjacent to the TC slices in the same experiment but do not contain intact thalamocortical or corticothalamic fibers, so that electrical stimulation in the thalamus produces no effect in the cortex. We first conducted labeling experiments to determine the presence of intact corticothalamic fibers in TC slices. In a group of TC slices (n ϭ 8 slices from eight mice), we confirmed the presence of intact corticothalamic connections between the SI cortex and ventrobasal (VB) thalamus by applying neurobiotin with iontophoresis in the VB thalamus. The iontophoresis pipette was placed in the area of the VB thalamus, in which electrical stimulation triggered field potential responses in layers IV-III of SI cortex. If the corticothalamic cells in SI cortex have intact fibers that reach the VB thalamus, this procedure should result in retrogradely labeled cells in layer VI of SI cortex. Indeed, in every TC slice tested (n ϭ 8), neurobiotin applied in the VB thalamus of TC slices resulted in labeling of a band of pyramidal cells in layer VI (i.e., corticothalamic cells). An example of this labeling is shown in Figure 3A (left; the cortical area of retrograde labeling is marked by arrows).
In some experiments (n ϭ 8 slices in four mice), we also applied neurobiotin in the VB thalamus of adjacent non-TC slices (i.e., those slices in which electrical stimulation of the VB thalamus produced no response in the SI cortex). In non-TC slices, the iontophoresis pipette was placed in the middle of the VB thalamus or in areas equivalent to the TC slices. We did not find any retrogradely labeled cells in the neocortex of non-TC slices despite extensive labeling in the thalamus. Two examples are shown in Figure 3A (middle, right). Thus, the labeling example in Figure 3A shows three consecutive slices from the same animal (the middle 80 m cryostat section of each of the three 400 m slices is shown). Note that only the TC slice (left), which was the only slice that produced field potential responses in cortex when stimulated in the thalamus, showed retrogradely labeled cells in the cortex. It is worth mentioning that our slicing procedures are quite standardized, and we could predict with confidence, before histological and/or electrophysiological confirmations, which slice in the order of slicing was the most effective TC slice. It is logical that we found intact corticothalamic connections in these slices because electrical stimulation of the SI cortex in TC slices produces synaptic responses in VB thalamocortical relay cells that are mediated by corticothalamic synapses (Kao and Coulter, 1997; Calcagnotto, 1999, 2001 ). These results demonstrate that TC slices contain intact (descending) corticothalamic connections, in addition to the well known intact (ascending) thalamocortical connections. Through descending corticothalamic connections, cortical Up states may drive thalamocortical relay cells, and through ascending thalamocortical connections, relay cells may affect cortical Up states.
Using TC slices, we set out to determine whether spontaneous Up states in SI cortex had any relationship with the activity of thalamocortical relay cells in VB thalamus. Field potential and multiunit activity was recorded through one electrode in SI cortex, and single units were recorded through another electrode in the VB thalamus. In TC slices, spontaneous cortical Up states were accompanied by activity in the VB thalamus ( Fig. 3B ), indicating that the cortical Up state was driving the activity of thalamocortical cells via corticothalamic connections. The VB thalamocortical cell shown in Figure 3 had an overall spontaneous firing rate of 2.3 Hz (measured over 105 min) and, as denoted by the peaks of Ͻ10 ms in the autocorrelogram (Fig. 3C , right), tended to fire frequently in bursts. To measure the relation between the spontaneous cortical activity and the thalamic activity, we computed cross-correlations between the cortical Up states and the thalamic spikes (Fig. 3C , left). Each cortical Up state was detected during its onset from the field potential recording. This time stamp was used as the marker to correlate with the thalamic spikes. The cross-correlation revealed large peaks that were well above a shifted correlogram (shift predictor) for the same activity (overlaid in green). In this experiment, the thalamic firing followed very faithfully the cortical Up state, indicating that the cortical Up state was driving synchronous thalamic activity. Moreover, the thalamic firing could begin ϳ500 ms before the Up state was detected in the cortex. This suggests that thalamic activity may be triggering some of the cortical Up states, because it precedes them. An average of all of the detected field potential Up states for this experiment is also overlaid on the crosscorrelogram (blue trace). In other experiments with TC slices, the cortical Up states were not at all preceded by any thalamic activity. Instead, the thalamic activity followed very reliably the cortical Up state (Fig. 4 A) . In these cases, the cortex was driving the thalamocortical cells in the VB thalamus via corticothalamic connections, but there was no indication of thalamocortical cell firing preceding the cortical Up states.
In experiments with non-TC slices, there was no relation between the thalamic activity and the cortical Up states (Fig. 4 B) . In Figure 3 . Spontaneous Up states in thalamocortical slices. A, Effect of bulk iontophoresis injection of neurobiotin in the VB thalamus in three consecutive slices from the same animal. The left slice (TC slice) is the only one that showed labeling in the cortex. In particular, many corticothalamic cells were retrogradely labeled in layer VI of SI, indicating the presence of intact corticothalamic fibers between SI cortex and VB thalamus. The middle and right slices (non-TC slices) did not reveal any labeling in the cortex, indicating that connections between the thalamus and cortex had been severed in these slices. The three sections shown correspond to 80 m cryostat sections taken from the middle of each of the three consecutive 400 m slices. The left slice is the most posterior of the three. B, Simultaneous extracellular [field potential (FP) and multiunit activity (MUA)] recordings from layers IV-III of SI cortex and single-unit recording from the VB thalamus of a TC slice during spontaneous Up states. Note the firing of the VB thalamocortical cell in relation to the cortical Up states. C, Cross-correlation between the cortical Up state and the VB thalamocortical cell (left). The autocorrelation of the VB cell activity is also shown (right). The correlograms were calculated using continuous spontaneous activity obtained during 105 min. This represents an average 2.3 Hz firing rate for the VB cell. The onset of the cortical Up state was taken as the reference marker (red dashed line) time stamp for the cross-correlation. The cross-correlation overlaid in green is shifted, representing spurious correlations. Overlaid (blue trace) on the cross-correlation is the average field potential of the detected Up states.
these cases, the activity in the SI cortex and VB thalamus occurred independently of each other. Figure 5 shows population data from TC slices that had a significant cross-correlation between the cortical Up state and the thalamocortical cells in VB thalamus (25 ms bin; mean Ϯ SD; n ϭ 8). A gray dashed box marks the time before and after the Up state detection that showed a significant ( p Ͻ 0.05) increase in thalamic activity above the shifted correlogram.
These results demonstrate that cortical Up states effectively drive related activity in thalamocortical cells via corticothalamic connections. Moreover, in some cases the activity of thalamocortical cells in VB thalamus precedes the cortical Up states, which suggests that thalamic activity may be triggering some of the cortical Up states. This last hypothesis was further tested next.
The thalamus affects the incidence of spontaneous Up states in the cortex
If spontaneous thalamic activity in VB thalamus is impacting the incidence of Up states in the SI cortex, then interrupting the connections between the thalamus and cortex should affect the occurrence of Up states in SI cortex. To test this possibility, we cut the connections between the thalamus and cortex in TC slices using a fine blade attached to a micromanipulator. Fifteen minutes after the cut, we began measuring the effect of this manipulation on the incidence of Up states in the SI cortex. We simultaneously measured the incidence of Up states in the medial portion of cortex (non-SI cortex) from the same slice, which does not receive intact thalamocortical input in TC slices (Fig. 6 A) . Furthermore, we made the same cut in non-TC slices from the same animals, which served as a control of the potential effects of the cutting procedure. A cut of the thalamic radiation in TC slices significantly reduced the incidence of Up states in the SI cortex (n ϭ 12 slices; p Ͻ 0.01) (Fig. 6 B) but not in the medial portion of the same slice, which was simultaneously recorded. Moreover, a cut of the thalamic radiation had no effect on spontaneous Up states in non-TC slices (n ϭ 12 slices) (Fig. 6 B) . IETHs of the spontaneous Up states in TC slices revealed that the cut significantly reduced the number of cortical Up states occurring at intervals of Ͻ12 s (n ϭ 12 slices; p Ͻ 0.05) and significantly enhanced the number of Up states occurring at intervals of Ͼ30 s ( p Ͻ 0.05) (Fig. 6C) . None of these changes were observed in the SI cortex of non-TC slices (n ϭ 12 slices) (Fig. 6C) , indicating that the reduction of Up state incidence was caused by eliminating connections between thalamus and cortex and not by other nonspecific effects related to the cutting procedure. A power spectrum FFT analysis of the Up states in SI cortex of TC and non-TC slices showed no differences before and after the cut (n ϭ 12 slices per group) (Fig. 6 D) . This indicates that although the cut of the thalamic radiation suppressed the incidence of Up states, those Up states were similar before and after the cut (Fig. 6 D) . 
Effects of thalamic and cortical stimulation on triggering Up states
The previous results indicate that thalamic activity can precede or follow the onset of spontaneous Up states in SI cortex and that a cut that interrupts connections between thalamus and cortex reduces the incidence of spontaneous Up states in SI cortex. This suggests that thalamic activity may have a role in triggering cortical Up states. If this is the case, stimulating the thalamus should effectively trigger cortical Up states.
We compared the ability of thalamic and cortical electrical stimulation to trigger Up states in SI cortex. To avoid stimulating thalamocortical fibers within the neocortex, the cortical stimulating electrode was placed in the top layers, between layers II and III, and 0.5-1 mm away from the field potential and whole-cell recording electrodes. Thus, two different stimulating electrodes were placed in the slice, one in the VB thalamus and another in the top layers of SI cortex. Input/output (I/O) curves were derived by varying the intensity of the stimulation applied (10 -150 A). An example of such an experiment for a fast-spiking cell (FS cell; putative interneuron) is shown in Figure 7 . Because Up states are population events, the effects of electrical stimulation on Up states were similar in regular-spiking and fast-spiking cells. Electrical stimulation of the cortex or thalamus evoked a typical short-latency EPSP that increased with intensity, and this could be followed by a longer-latency Up state. Interestingly, only low-intensity (10 -20 A) stimulation of the cortex triggered an Up state, whereas increasing the cortex stimulation intensity to Ͼ20 A resulted in a stronger short-latency EPSP that triggered an action potential and was followed by a robust IPSP, but an Up state was not produced. In contrast, increasing the thalamus stimulation intensity simply increased the likelihood of triggering an Up state (Fig. 7A) . Figure 7B shows the average intracellular responses evoked by stimulating the cortex, the thalamus, or both together (cortexϩthalamus) at different intensities for the FS cell in Figure 7A (15 trials are averaged, and action potentials were removed using a median filter). As quantified later, results in regular-spiking cells were similar. The average depolarization evoked by each stimulation is compared with the average depolarization produced by the same number of spontaneous Up states. Thus, in this experiment, stimulation of the cortex triggered an Up state at 15 A but not at higher intensities (Fig. 7B, red trace) . The triggered Up states were identical to those occurring spontaneously (i.e., an average of 15 spontaneous Up states is overlaid for comparison) (Fig. 7B, light gray trace) . In contrast, stimulation of the thalamus began triggering Up states at intensities as low as 10 A, albeit with low probability. Hence, the average depolarization was lower than that of spontaneous Up states. As the intensity of the thalamic stimulation increased to Ͼ20 A, the average depolarization evoked was similar to that of the spontaneous Up states, indicating that an Up state had been triggered in each stimulus trial. Simultaneous stimulation of the thalamus and cortex at low intensities resulted in a stronger depolarization than stimulating the thalamus or cortex separately, indicating a summation of their effects. However, simultaneous stimulation of the thalamus and cortex at higher intensities resulted in a reduced depolarization compared with the thalamus stimulation alone, indicating that the cortex stimulation was suppressing the ability of the thalamus Figure 6 . Effects of disconnecting the thalamus from the cortex on cortical Up states. A, Photomicrograph of a TC slice preparation taken in the recording chamber showing the simultaneous recording sites in SI cortex (SI) and non-SI cortex (Medial) and the location at which a cut was made in the thalamic radiation to interrupt the connections between thalamus and cortex. B, Effect of a thalamic radiation cut on the incidence of Up states in the SI cortex and in the simultaneously recorded medial non-SI cortex of both TC and non-TC slices. C, IETHs of the spontaneous Up states in SI cortex of TC and non-TC slices before and after a cut of the thalamic radiation. D, Power spectrum FFT analysis of the spontaneous Up states in SI cortex of TC and non-TC slices before and after a cut of the thalamic radiation. Error bars represent SD.
to trigger Up states. Population data from multiple experiments are described below and shown in Figure 8 .
To compare the efficacy of thalamic and cortical electrical stimulation at triggering Up states as a function of intensity, we obtained several measures from intracellular and field potential recordings. The first measure was the probability of triggering an Up state based on 15-30 trials per stimulus intensity (n ϭ 12 slices) (Fig. 8 A) . This measure is simple to obtain, because Up states are easily identifiable events. To be counted as an Up state, the evoked response should meet two criteria. It should be phase locked to the stimulus (i.e., occur at a fairly constant latency on each trial) and have amplitude and duration similar to spontaneous Up states in the same experiment. As shown in Figure  8 A, the probability of triggering an Up state from the cortex became nil as the stimulation intensity increased. Thus, there was a significant difference between lower-(10 -20 A) and higher (50 -150 A)-intensity stimulation of the cortex in the probability of triggering an Up state ( p Ͻ 0.01; n ϭ 12 slices). In contrast, the probability of evoking an Up state from the thalamus increased as function of intensity ( p Ͻ 0.01; lower vs higher intensity; n ϭ 12 slices). For the cortexϩthalamus stimulation, the probability of triggering an Up state at low intensities (10 -30 A) was approximately the sum of the cortex and thalamus stimulations delivered separately, but as the intensity increased, the probability was less than the thalamus stimulation alone. Thus, at intensities of Ͼ50 A, the cortex stimulation significantly suppressed the ability of the thalamus to trigger Up states ( p Ͻ 0.01; cortexϩthalamus vs thalamus for 100 -150 A; n ϭ 12 slices).
The second measure we obtained consisted of calculating the area of depolarization above the baseline membrane potential (prestimulus V m ) for the intracellular recordings (n ϭ 7 cells) (Fig.  8 B) . The area of depolarization evoked by each stimulus was compared with the area of depolarization of spontaneous Up states (Fig. 8 B, blue) . This comparison produced results similar to the probability measure described above. Thus, for the cortex stimulation, at low intensities, the area of depolarization was equivalent to that produced by spontaneous Up states [not significant (n.s.); cortex vs spontaneous Up states for 10 -20 A], but as the intensity increased, the area of depolarization was strongly suppressed ( p Ͻ 0.01; cortex vs spontaneous Up states for 30 -150 A). For the thalamus stimulation, the area of depolarization increased as a function of intensity and rapidly reached a value equivalent to spontaneous Up states. For the simultaneous stimulation of the cortexϩthalamus, at low intensities, the area of depolarization was equivalent to that produced by spontaneous Up states (n.s.; cortexϩthalamus vs spontaneous Up states for 10 -30 A), but as the intensity increased, the area of depolarization was significantly less than that of spontaneous Up states ( p Ͻ 0.05; cortexϩthalamus vs spontane- ous Up states for 50 -150 A). This indicates that the cortex stimulation was suppressing the ability of the thalamus to trigger Up states.
The third measure we obtained from an additional group of experiments (n ϭ 15 slices) (Fig. 8C,D) consisted of measuring the peak amplitude of short-(2-10 ms) and long (15-500 ms)-latency field potential responses (Fig. 8C,D) (n ϭ 15 slices). The peak amplitude of the long-latency field potential response provides a simple way to measure Up states by comparing this amplitude with the amplitude of spontaneously occurring Up states (Fig. 8C,D) . Indeed, the results obtained with this measure were similar to those obtained by measuring the probability of triggering an Up state (Fig. 8 A) and the area of depolarization (Fig. 8 B) . The short-latency response increased as a function of stimulation intensity and was larger for the cortex than for the thalamus stimulation. In contrast, the long-latency response, representing the Up state, showed different effects for the cortex and thalamus stimulation. For the cortex stimulation, at low intensities (10 -20 A), the long-latency response was variable but larger than at higher intensities (50 -150 A) . Thus, the long-latency response evoked by cortex stimulation was suppressed as the intensity increased. In contrast, for the thalamus stimulation, the amplitude of the long-latency response simply increased as a function of intensity.
In conclusion, these results indicate that the likelihood of triggering an Up state from the thalamus increases rapidly with intensity, whereas the likelihood of triggering an Up state from the cortex is high at low intensities and rapidly decreases to nil as the intensity increases. Moreover, simultaneous stimulation of thalamus and cortex revealed a summation effect at low intensities on triggering Up states and an inhibitory effect of moderate-tostrong cortex stimulation on the ability of the thalamus to trigger Up states.
Thalamic activity triggers cortical Up states
The excellent capability of thalamic electrical stimulation to evoke cortical Up states is in good agreement with the results showing that elimination of the thalamus reduces the incidence of Up states in the cortex and that Up states are correlated with thalamic activity. However, electrical stimulation of the thalamus will not only stimulate thalamocortical fibers ascending to the cortex but will also antidromically stimulate layer VI corticothalamic cells whose axons reach the thalamus. Thus, the intracortical synaptic collaterals of corticothalamic cells could be triggering the cortical Up states in response to thalamic electrical stimulation. To directly address this confound, we used puffs of glutamate delivered to the thalamus as a means of evoking cortical Up states. In TC slices, we first found a location at which electrical stimulation of the VB thalamus evoked an Up state in the cortex. This was followed by placing a glass pipette filled with glutamate in that location and then applying pressure pulses of increasing duration until a cortical Up state was reliably evoked or a maximum of 250 ms was reached. To assure that the glutamate was not spreading to the cortex, after finding an effective glutamate stimulation site in the VB thalamus, we moved the glutamate pipette to a location closer to the cortex (e.g., the thalamic radiation) and checked whether the glutamate pulse was still effective. In all cases, there was a localized region within the VB thalamus that would effectively evoke cortical Up states with glutamate puffs. Moving the glutamate pipette just a few hundred micrometers completely abolished its ability to evoke Up states. Figure 9 shows two examples of cells that were subjected to these procedures. The left panels overlay thalamic stimulation trials produced by single electrical pulses, the middle panels overlay responses evoked by puffs of glutamate in the same thalamic site, and the right panels overlay spontaneously occurring Up states. Glutamate puffs were very effective at triggering Up states from the thalamus. The Up states triggered by thalamic glutamate had a relatively long but constant latency (within each experiment) from the onset of the glutamate pulse; the shortest latency that we obtained was 87 ms (221 Ϯ 80 ms; n ϭ 6 experiments). The long latency surely reflects the mechanical nature of the pressure-dispensed glutamate. Once an effective thalamic site was found, the Up states evoked by glutamate occurred very reliably (Ͼ90% of trials) trial to trial and at a constant latency (Fig.  9) . In some cases (n ϭ 4 of 6 experiments), the Up state evoked by glutamate was clearly longer lasting than either the spontaneous or electrically evoked Up states (Fig. 9A) . This likely reflects the sustained firing in thalamocortical cells produced by the long glutamate puff (data not shown), which contrasts with the synchronous and short jolt produced by the single electrical stimulus (200 s). These results demonstrate that thalamic activity (un- contaminated by antidromic activation of corticothalamic cells) triggers cortical Up states. The results also suggest that sustained thalamic activity may have an added effect of prolonging the cortical Up states. In essence, thalamic activity has a net facilitating effect on cortical Up states.
Effects of thalamic and cortical stimulation during spontaneous Up states
The previous results indicate that thalamic activity has an overall facilitating effect on Up states, whereas cortical activity has a suppressive effect. To further test these hypotheses, electrical stimulation was delivered in the thalamus or in the cortex during the occurrence of spontaneous Up states. This should demonstrate whether thalamic stimulation enhances spontaneously occurring Up states and cortical stimulation suppresses them. To deliver the stimuli during the Up states, an analog threshold detector was used to detect the Up states on-line from the field potential recording. Also, once an Up state was detected, a lockout period assured that nothing was detected for 5 s. Thus, stimuli were tested on the Up state at a rate of Ͻ0.2 Hz. In these experiments (n ϭ 5), moderate-to high-intensity cortex and thalamus stimulation (50 -100 A) was used. We compared the area of depolarization from intracellular recordings of spontaneous Up states unaffected by any stimulus and spontaneous Up states affected by either a cortical or a thalamic stimulus delivered during the Up state. A total of 30 -50 trials were averaged per cell and condition. The results revealed that spontaneous Up states were enhanced by thalamic stimuli and were suppressed by cortical stimuli (Fig. 10) . This effect was observed in every cell tested (n ϭ 5 cells), so that the area of membrane depolarization was 32% larger for spontaneous Up states affected by thalamic stimulation than for unstimulated spontaneous Up states ( p Ͻ 0.05). Moreover, the area of membrane depolarization was 38% smaller for spontaneous Up states affected by cortical stimulation than for unstimulated spontaneous Up states ( p Ͻ 0.05). In conclusion, thalamic stimulation has a facilitating effect on spontaneous Up states, whereas cortical stimulation has a suppressing effect on spontaneous UP states.
Discussion
Using thalamocortical slices of adult mice, we found that spontaneous Up states in SI cortex occur synchronously with firing in VB thalamocortical cells. Crosscorrelation analysis shows that most of the thalamic activity is driven by the cortical Up states. However, in some cases, the thalamic activity precedes the onset of cortical Up states, suggesting that it may be triggering them. In support of this possibility, elimination of the thalamus reduced the incidence of Up states in SI cortex. Moreover, electrical stimulation of the thalamus was very effective at triggering cortical Up states (much more so than cortical stimulation, which could only trigger Up states at very low intensities). In fact, when the thalamus and cortex stimulation were applied simultaneously, the cortex suppressed the ability of the thalamus to trigger Up states. The high effectiveness of thalamic activity at triggering cortical Up states was confirmed using glutamate puffs in the thalamus, which avoids the confounding effects of thalamic electrical stimulation (i.e., the antidromic activation of corticothalamic cells). Finally, stimulation during spontaneous Up states demonstrated the enhancing and suppressing effects of thalamic and cortical stimulation on cortical Up states, respectively.
Spontaneous Up states in thalamocortical slices
The results show that Up states generated within the cortex are synchronized with thalamic activity. Most of the correlated thalamic activity occurs after the onset of the cortical Up state, indicating that corticothalamic cells in SI cortex are driving thalamocortical cells in VB thalamus during the cortical Up state. The existence of a massive corticothalamic pathway from cortex to the VB thalamus is well documented [for reviews, see Sherman and Guillery (1996) and Castro-Alamancos (2004b)], and cortical afferents are the most abundant input to the thalamus (Guillery, 1971) . In fact, it is estimated that for every thalamocortical axon traversing to the cortex, there are ϳ10 returning to the thalamus (Sherman and Guillery, 1996) . We confirmed the existence of this massive pathway in our slices by applying neurobiotin in the VB thalamus. In TC slices, large numbers of layer VI corticothalamic cells were labeled retrogradely. Therefore, it is logical that the synchronous discharge of cortical cells during Up states drives thalamocortical cells that receive corticothalamic input and other cortical targets, as found in vivo (Steriade et al., 1993c; Cowan and Wilson, 1994) . Interestingly, previous work using thalamocortical slices of developing mice (P14 -P18) found no evidence of corticothalamic synchrony during spontaneous Up states (MacLean et al., 2005) . It is unclear what may be responsible for the differences between our studies, but it may involve the absence of intact corticothalamic connections in their slices, the age of the animals, or other technical differences.
Thalamic activity triggers cortical Up states
Although it is clear that cortical Up states do not require the thalamus (Steriade et al., 1993a; Sanchez-Vives and McCormick, 2000) , cortical and thalamic cells show close phase relations during Up states in vivo (Contreras and Steriade, 1995; Grenier et al., 1998) , and thalamic stimulation can trigger strong augmenting responses in cortex (Castro-Alamancos and Connors, 1996a,b) . Based on the following results from our study, it is possible that thalamic activity triggers some of the cortical Up states.
First, cross-correlation analysis between VB thalamocortical cells and cortical Up states demonstrates that a significant portion of thalamic spikes in some slices occur immediately before or close to the onset of cortical Up states. This suggests that they could be triggering some of the Up states.
Second, cutting the connections between thalamus and cortex reduces the incidence of cortical Up states. This effect could not be attributed to the cutting procedure or a general change in excitability of the slice but instead seemed to be caused specifically by elimination of thalamocortical connections.
Third, as discussed further below, electrical or chemical stimulation of the thalamus is very effective at triggering and enhancing Up states. Similarly, a previous study found that electrical stimulation of the thalamus at Ͼ10 Hz triggered cortical Up states in developing mice (MacLean et al., 2005) . However, our study further shows that single thalamic stimuli trigger Up states very effectively and enhance spontaneous Up states. We also demonstrate that chemical stimulation of the thalamus triggers cortical Up states, which is important because electrical stimulation may inevitably lead to antidromic stimulation of corticothalamic fibers whose intracortical collaterals recurrently activate cortical cells (Ferster and Lindstrom, 1985; Swadlow, 1989 ) (for discussion, see Castro-Alamancos, 2004b) . Indeed, using histological methods, we found that SI corticothalamic cells in TC slices have intact connections with the VB thalamus, which emphasizes the importance of the chemical thalamic stimulation.
Finally, VB thalamocortical cells can have spontaneous activity in between Up states or even when isolated from the cortex (in non-TC slices), perhaps because thalamocortical cells can produce their own slow oscillation under certain conditions (Hughes et al., 2002) . Such spontaneous thalamic activity could be the drive that triggers some of the cortical Up states. In conclusion, these results together indicate that thalamocortical cell activity triggers cortical Up states and enhances spontaneously occurring Up states.
Cortical stimulation mostly suppresses Up states
Previous work has shown that intracortical electrical stimulation can either start or stop cortical Up states . Our study agrees and further shows that this depends on the stimulation intensity. Moreover, thalamocortical and intracortical inputs can have opposite effects on Up states. During Down states, cortical stimulation triggers Up states at very low intensities, but at moderate to high intensities, cortical stimulation reduces to nil the probability of evoking an Up state. During Up states, cortical stimulation at moderate to high intensities suppresses the spontaneous Up state. In contrast, thalamic stimulation has somewhat opposite effects. During Down states, thalamic stimulation triggers cortical Up states quite effectively. During Up states, thalamic stimulation enhances the spontaneous Up state. These results indicate that whereas thalamic stimulation has a facilitating effect on Up states, the cortex mostly has a suppressive effect on Up states. Cortical stimuli that stop cortical Up states produce synaptic responses with a more hyperpolarized reversal potential than those produced by cortical stimuli that trigger Up states, indicating stronger activation of inhibition for stopping stimuli . Thus, the cause for the difference between thalamic and cortical stimulation on Up states may involve a stronger recruitment of inhibition by the cortical stimulation. Indeed, a robust hyperpolarizing potential is triggered by the cortical stimulation with increasing intensities.
Functional relevance
The high efficacy of thalamic stimulation at evoking cortical Up states across intensities is significant in light of the fact that only a minority of synapses on thalamocortical-recipient cells are thalamic in origin (i.e., ϳ5-10%), and the remaining are intracortical (Benshalom and White, 1986; White, 1989; Douglas et al., 1995) . Despite this difference, in the vibrissa system, sensory stimuli drive short-latency cortical responses very effectively dur- ing quiescent states, when slow oscillations are present (CastroAlamancos and Oldford, 2002; Castro-Alamancos, 2004a) . Moreover, sensory stimuli applied in vivo appear to also drive cortical Up states in quiescent animals (Anderson et al., 2000; Brecht and Sakmann, 2002; Petersen et al., 2003) . However, sensory cortical responses are much more suppressed in aroused/ attentive animals (Castro-Alamancos and Oldford, 2002; CastroAlamancos, 2004a) . Thus, in dynamic thalamocortical networks in vivo, several interrelated factors will affect cortical responses, such as synchrony among thalamocortical cells (Alonso et al., 1996; Bruno and Sakmann, 2006) , the type (burst-tonic) and frequency of preceding thalamocortical cell activity (Swadlow and Gusev, 2001; Castro-Alamancos and Oldford, 2002; , the depression state of thalamocortical synapses (Castro-Alamancos, 2002b , 2004a CastroAlamancos and Oldford, 2002; Chung et al., 2002; Boudreau and Ferster, 2005) , the recruitment of cortical inhibition (Swadlow, 1995; Gibson et al., 1999; Bruno and Simons, 2002; Pinto et al., 2003; Gabernet et al., 2005; Sun et al., 2006) , and the modulatory state of the cortex (Gil et al., 1997; Oldford and CastroAlamancos, 2003) and thalamus (Castro-Alamancos, 2002a; Bezdudnaya et al., 2006; .
An intriguing question is what the functional role of the ability of thalamic activity to trigger Up states and large short-latency sensory responses during quiescent states is. One possibility is that the large sensory cortical responses in quiescent animals serve as a mechanism of heightened sensitivity for detecting transient stimuli (Fanselow and Nicolelis, 1999; Moore et al., 1999; Sherman, 2001; Chung et al., 2002; Castro-Alamancos, 2004a) . Indeed, these large evoked responses could serve as a "wake-up call" to alert quiescent animals of the presence of significant sensory stimuli during behavior (Castro-Alamancos, 2004a) .
A related possibility is that sustained thalamic activity may have a role in sustaining cortical Up states and converting them into activated cortical states typical of arousal, such as those found after stimulating the brainstem reticular formation (Moruzzi and Magoun, 1949) . Apparently, Up states are similar, but not identical, to activated states caused by brainstem reticular formation stimulation (Destexhe et al., 2003; Rudolph et al., 2005) or during natural waking (Steriade et al., 2001 ); cortical cells have higher input resistance during activated states than during Up states, and synaptic conductance in both of these states is dominated by inhibition. Accordingly, fast-spiking cells (GABA interneurons) discharge robustly during Up states (Hasenstaub et al., 2005) . Both fast-spiking cortical cells and thalamocortical cells are strongly driven in vivo by brainstem reticular formation stimulation that produces cortical activation (Castro-Alamancos, 2002b; Castro-Alamancos and Oldford, 2002) . Also, waking animals show robust fast-spiking activity (Steriade et al., 1978 (Steriade et al., , 2001 Swadlow, 1995) , which would explain the strong inhibitory conductance during Up states and cortical activation. We speculate that a role of sustained thalamocortical cell activity is to keep the sensory cortex in an activated, information-processing state during arousal.
Conversely, another question is the functional role of the suppressive effect of cortical activity on Up states. Such a mechanism has been proposed to underlie the stoppage of persistent activity related to working memory processes Shu et al., 2003) . It may also be useful to disengage thalamocortical networks from sensory processing during attentive processing (Castro-Alamancos, 2004b).
