This paper aims to overcome the defects of the existing multi-label classification methods, such as the insufficient use of label correlation and class information. For this purpose, an improved probabilistic neural network for multi-label classification (ML-IPNN) was developed through the following steps. Firstly, the traditional PNN was structurally improved to fit in with multi-label data. Then secondly, a weight matrix was introduced to represent the label correlation and synthetize the information between classes, and the ML-IPNN was trained with the backpropagation mechanism. Finally, the classification results of the ML-IPNN on three common datasets were compared with those of the seven most popular multi-label classification algorithms. The results show that the ML-IPNN outperformed all contrastive algorithms. The research findings brought new light on multi-label classification and the application of artificial neural networks (ANNs).
INTRODUCTION
The rapid development of information technology has promped the extensive growth of data, making the creation of accurate data classification methods a necessity. There are generally two types of classification problems: single-label classification and multi-label classification. In the single-label problem, an instance must be categorized into precisely one of the two classes; in the multi-label problem, there is no constraint on how many classes the instance can be assigned to. Formally, multi-label classification is the problem of finding a model that maps inputs x to binary vectors y (assigning a value of 0 or 1 for each element (label) in y). For all labels are interrelated, the focus of multi-label classification lies in the correlation between multiple labels. So far, multi-label classification has been applied to the fields such as text classification [1] [2] [3] , image classification [4] , acoustic classification [5] , medical diagnosis [6] , etc. In recent years, many methods have been developed for multi-label classification [6] [7] [8] . Some scholars converted multi-label classification into dichotomous problem and solved the problem by traditional classification model. Despite the relatively high accuracy, this approach needs further improvement because the traditional classification model takes no account of the correlation between the labels. In view of the defect, some scholars included label correlation into the above method, and achieved better classification results [1] . Some scholars extended the basic model or ordering relationship, aiming to enhance classification accuracy and prevent the flaws of the basic model. Some attempted to rise the computing efficiency of classification when included large datasets and numerous labels. To sum up, most of the methods have considered label correlation, but failed to fully examine the information between the classes. Therefore, there is still enough space for improving the classification accuracy.
Artificial neural networks (ANNs) are potential tool for enhancing classification accuracy based on the overall information of multi-label data. The networks have been extensively adopted to solve real-world problems (e.g. satellite image classification and sonar signal classification [9, 10] , because of their excellent performance in prediction and classification. One of the most powerful ANNs is the probabilistic neural network (PNN), which features simple learning, fast training, high classification accuracy and good fault tolerance. Under the sufficient sample size, the PNN can obtain the optimal solution by the Bayesian criterion. The strong applicability of the PNN originates from its application of nonlinear learning problems with a linear learning algorithm. This paper proposes an improved PNN for multi-label classification (ML-IPNN) in order to overcome the defects of the existing multi-label classification methods. First of all, the traditional PNN was structurally improved to fit in with multi-label data. Then, a weight matrix was introduced to the network to represent the label correlation and synthetize the information between classes, and the ML-IPNN was trained with the backpropagation mechanism. Finally, the classification results of the ML-IPNN on three common datasets were compared with those of the seven most popular multi-label classification algorithms. The results show that the ML-IPNN outperformed all contrastive algorithms.
LITERATURE REVIEW
This section reviews some of the most representative studies on multi-label classification problem. In Reference [11] , the support vector machine (SVM) is combined with the "enhancing existing discriminative classifiers" (EEDC) for text classification; the EEDC is a generalized method to enhance the existing multi-label classification algorithm, considering the correlation between text attributes and attributes among multiple classes. Reference [12] transforms the multi-label classification problem into a constrained nonnegative matrix factorization (CNMF) problem, which retains that the categories of two highly similar instances in an input pattern have a high overlap ratio. However, the CNMF is not a desirable method for image data classification, due to the huge difference between the basic features and high-level semantics [13] .
Reference [14] puts forward the multi-label k nearest neighbour (ML-KNN) based on the traditional KNN algorithm and introduces the probability of occurrence to determine the label set of the target instance. The basic idea of the ML-KNN is to find the nearest K neighbours of an instance and obtain the information on the label set of these neighbours. Nonetheless, the ML-KNN, failing to fully consider label correlation, is unable to achieve the ideal generalization performance [13] . References [7, 15] apply the binary relevance (BR) to solve multi-label classification. The BR algorithm separates a label set into multiple independent single labels, and trains them with separate classifiers. Thus, the BR algorithm is essentially a single-label classification method, which ignores label correlation. It is not surprising that this algorithm cannot achive the ideal classification effect. Reference [16] proposes a competitive learning strategy, based on a learning vector quantization neural network. The IPNN is designed to reduce the computational and memory requirements, to speed training, and to decrease the false alarm rate. The generalization ability of this model is not ideal. It does not handle multilabel data very well, and the competitive learning strategy is not simplified enough. Reference [17] proposes an improved PNN model that employs a differential evolution algorithm to optimize the smoothing parameters. The model may have problems with low computational efficiency and tend to converge to local minimums. It does not handle multi-label data very well. Reference [18] proposes a variant of probabilistic neural network with self-adaptive strategy. This model is used to calculate the spread of PNN. But, it takes a lot of computation time, and the improved network does not handle multi-tag data very well. Reference [19] proposes a novel neural network initialization method to treat some of the neurons in the final hidden layer as dedicated neurons for each pattern of label co-occurrence. The model only considers the characteristics of multi-label text data, and the generalization ability is insufficient. The model may have insufficient learning ability for label correlation. Reference [20] presents a framework to handle such problems and apply it to the problem of semantic scene classification. Reference [21] uses concept approximation between fuzzy ontologies based on instances to solve the heterogeneity problems. Reference [22] proposed a new version of a Probabilistic Neural Network (PNN) to tackle these kind of problems. This PNN was projected to aim at executing automatic classification of economic activities. Reference [23] proposes the utilization of a single-layer Neural Networks approach in large-scale multilabel text classification tasks. Its performance has been optimized, but its accuracy still may need to be further improved. Reference [24] proposes an extension of PNN called Weighted PNN, the covariance is optimized using a genetic algorithm. Due to the network structure of the traditional PNN, the multi-label classification problem cannot be effectively solved. The improvement of WPNN is such to better handle single-label data. However, the network still cannot obtain satisfactory multi-label classification results. The article only re-assigns the weights and does not remove unnecessary calculations, thereby it improves computational efficiency and redues error rates.
Reference [25] proposes calibrated label ranking (CLR) for multi-label classification. Using an artificial calibration label, the CLR divides the label set into relevant labels and irrelevant labels; then, paired preference learning is integrated with associated classification to determine the label identity by a separate classifier. Reference [26] presents backpropagation for multi-label learning (BPMLL) for multi-label classification. The BPMLL contains a novel error function that captures the features of multi-label learning through backpropagation. The relationship between the instance and the label set is determined by the following principle: the labels of the target instance rank higher than those which do not belong to the target instance.
Reference [27] develops a novel linking method called classifier chains (CC), which simulates label correlation with acceptable computing complexity. The CC also boasts high scalability and the ability to process big data. Reference [28] designs a radial basis function (RBF) for multi-label classification (ML-RBFNN). By this algorithm, the clustering centre of each type of ENGINEERING MODELLING 31 (2018) 4, 79-100 samples is identified using the K-means clustering algorithm and taken as the basis function centre to set up the RBFNN. The label correlation is only partially considered in this algorithm. Reference [29] creates music emotion recognition (MER), and relies on it to explore multi-label learning based on musical emotion.
Reference [30] invents the "exploiting label dependency" (ELD) method for multi-label classification. Based on the Bayesian network, the ELD encodes the dependencies and feature sets of labels, decomposes the multi-label learning into multiple single-label classification problems, and assigns each label an independent classification. In this way, a label set can be obtained according to the label order given by the network. Finally, the ELD is validated through dataset experiment. Reference [15] brings forward the random k-label sets (RaKEL) approach. The RaKEL divides the initial label set into small random subsets and trains the corresponding classifier with the label powerset (LP). In essence, the multi-label classification is converted into a single label multi-classification problem.
Reference [32] raises the generalized k-label sets ensemble (GLE), an extension model for multi-label classification. In this model, the basis function is an LP classifier trained on a RaKEL. The extension coefficient is learned to minimize the global error between the predicted value and the true value. Reference [33] hierarchically expands Hamming loss and rank loss, with errors considered at each node of the label hierarchy. Then, generic learning model is trained independent of the loss function, and the corresponding risk is minimized by Bayesian decision theory. C. Brinker et al. redesigned the preference between labels and scales and performed pairwise comparisons between labels and their scale. In addition, the coevolutionary multi-label hypernetwork (Co-MLHN) transforms the traditional super network into a multi-label hypernetwork, learns all the labels by the co-evolutionary learning algorithm, and classifies these labels.
Overall, the existing multi-label classification methods mainly fall into three categories. In the first one, the multi-label classification problem is converted into several binary classification problems, and then treated by traditional single-label classification algorithms. This type of methods ignores the correlation between multiple labels. Typical examples in this category are BR [7, 15] and ML-KNN [14] . In the second category, the ranking relationship between two labels is taken into account, but it is still not sufficient to achieve the ideal accuracy. The representative algorithms include BPMLL [26] and CLR [25] . And the third category, the basic model or ranking relationship is extended to explore further the label correlation [13] . However, these methods still need further enhancement in comprehensiveness. The notable examples are CNMF [12] and GLE [32] .
ML-IPNN

TRADITIONAL PNN
The PNN is a feedforward neural network based on the statistical principles. During the operation, the parent probability distribution function (PDF) of each class is obtained approximatedly by a Parzen window and a non-parametric function; then, using the PDF of each class, the class probability of a new input data is estimated and Bayes' rule is employed to allocate the class with highest posterior probability to new input data. By this method, the probability of mis-classification is minimized.
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The PNN solves pattern classification with Bayesian decision theory [34] . Let
,ω , with i ω being class i. Suppose c is the total number of classes. Then, the Bayesian formula can be expressed as follows:
The above equation describes the relationship between the parent probability of x and the priori probabilities of ω, and transforms the priori probabilities P( ) i
x ω | of the classes into posterior probabilities P( ) i ωx | according to the feature information of samples x. Thus, the Bayesian classifier can be obtained as:
The Bayesian classifier minimizes the error rate. After modifying the risk value, the Bayesian classifier can serve as the minimum risk decision-making classifier. However, the prior probability and parent probability distribution functions are not known. In this case, the PNN can approximate the true value and the distribution of the real classification based on the known samples. If the sample size is large enough, the PNN may achieve the minimum error rate and the minimum risk [35] .
In the PNN, the parent probability density of each class is estimated by the Parzen window, a non-parametric estimation method. In traditional and improved probabilistic neural networks, the extension of the estimation results usually uses a multivariate Gaussian kernel function [36] [37] :
where σ is the smoothing factor; xωi is the i-th vector of class ω in the training sample; k is the dimension of the training sample; fω(x) is the sum of multivariate Gaussian distributions on each sample [37] .
As shown in Figure 1 , a PNN consists of four layers: the input layer, the pattern layer, the summation layer, and the decision layer. Among them, the input layer simply leaves the input data alone; the pattern layer receives the data from the input layer and calculates the probability that input data x equals the j-th layer neuron of the i-th layer of the pattern layer according to the defined kernel. The calculation formula can be expressed as Eq. (4):
where Q is the number of training samples; R is the number of training samples in class i The summation layer adds up the output values of pattern layer neurons in the same class, and takes the average value of the output values. The calculation formula can be expressed as:
The decision layer receives the output data from the summation layer, and estimates the maximum PNN class by the following formula:
The PNN is a powerful pattern classification method, including stable structure, short training time, high fault tolerance, good convergence and strong nonlinear recognition ability. The fundamental problem solved by Bayesian decision theory is to minimize the classification error rate, and the problem can be transformed into the estimation problem of solving the prior probability and the conditional probability. The prior probability expresses the proportion of the each type of sample in the sample space. According to the large number theorem, when the training set contains sufficient independent and identically distributed samples, the prior probability can estimate the frequency of occurrence of various samples. So, the method always produces the optimal solution by Bayesian criterion if there are sufficient training samples [38] . Despite these advantages, the PNN only applies to single-label pattern classification. Therefore, it was improved in the next sub-section into the IPNN to manage multi-label classification.
IPNN
(1) Multi-label PNN (ML-PNN)
In the multi-label classification, a label can be identified with two states: "0" or "1". If an instance belongs to a label, the label value is "1"; otherwise, the value is "0". When the traditional PNN is adopted for multi-label classification, the summation layer cannot sum up the output values. In order to solve the problem, the summation layer was replaced with the probability layer and the filter layer to manipulate multi-label data. Specifically, the filter layer saves lots of computing time by selecting part of the nearest neighbours to join the operation.
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In addition, a revision layer was added so that the network can fully consider the label correlation. This new layer represents the label correlation and class information. Overall, the IPNN contains six layers: the input layer, the pattern layer, the probability layer, the filter layer, the revision layer and the decision layer. Figure 2 compares the traditional PNN with the IPNN. It can be seen that the two models differ slightly in the input layer and the pattern layer. In Figure 2 The pattern layer output can be calculated as:
where d is the dimension of the sample space data; σ is the smoothing factor. The input data and the weight matrix should be normalized before calculating the Euclidean distance, so that the features of the same instance have the same order of magnitude. Both H* and W*ij are the results of normalization, using Eq. (8). The Euclidean distance can be calculated as::
where D* is the normalized distance; D is the original distance; Vmin is the minimum; Vmax is the maximum.
In Figure 2 , the rule R1 means converting matrix p1 to matrix 1 l ，     Assuming that the c labels in class Mi are independent of each other and that only one pattern layer neuron Wi belongs to class Mi, then the parent probability or likelihood of H* belonging to class Mi can be expressed as:
Under these circumstances, the H* for the state value τi of class Mi can be calculated as: . As shown in Figure 2 , τ T is the output matrix of the probability layer.
In the filter layer, only valid data can join the subsequent network computation, aiming to prevent the inefficient computing and high memory usage under huge data size. The computing process can be expressed as:
Through Eqs. (11), (12) and (13), all similar values of the j-th label in the state value matrix τ from the probability layer can be divided into positive and negative parts. The positive part, denoted as uj, contains the first ρ maximums, while the negative part, denoted as δj, contains the first ρ maximums of the absolute value.
Following the above rules, the filter layer uses the filter transfer function F to filter the state values of all the labels in matrix τ to obtain the output matrix τ filter . The positive part of τ filter is denoted as    . Through the above steps, it is possible to identify the target label corresponding to the pattern layer neurons that are very similar to the target instance. In this way, the revision layer does not have to calculate all the probability values output of the probability layer. It only needs to calculate part of the value, and the interference from less similar target labels is eliminated.
Eq. (10) is derived under the assumption that multiple labels are independent of each other. In actual practice, however, there is a correlation between the multiple labels. Considering this, the classification results were corrected by the weight matrix of the label correlation and the class information in the revision layer.
In the multi-label classification, the results are heavily influenced by the label correlation and the class information. Nevertheless, the two influencing factors have not been considered in most algorithms. To fully utilize the label correlation and the class information, a revision layer is introduced here with a weight matrix W multi . In the matrix, the elements in each row stand for the weight information between the target labels, and the elements in each column refer to the weight information between classes. The value of the matrix is updated after each network training.
The W multi is a 2-row c-column vector matrix, in which the initial value of each element is 1:
87 where ψ and σ are the weight vectors of the positive part and negative part of τ filter , respectively; ψi and σi are the weight values of the i-th target label state values "1" and "-1", respectively. The rule R2 represents a matrix l2 that extends W multi to 2ρ×c: where s is the corrected state value matrix, i.e., the output matrix of the revision layer; s u is the positive part of the corrected matrix; s δ is the negative part of the corrected matrix. s u and s δ can be expressed as Eqs. (17) and (18) The proj can be calculated as:
The decision layer receives the pro vector, and obtains the multi-label class vector out through the competitive transfer function C:
The outi can be calculated as:
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(2) Data-related learning
The weight matrix in the IPNN revision layer contains the information on the data correlation. Here, the IPNN was trained with the direction propagation mechanism, and the weight matrix of the revision layer was quantitatively updated according to the accuracy of the classification results. In Figure 2 , matrices α and β stand for the positive and negative parts of the filter layer, respectively; W and W' represent the weight matrices of the positive and negative parts in the revision layer, respectively. Before network training, an error function was defined as follows. Let P be the probability vector of the final output of the IPNN. Then, this vector can be expressed as:
where c is the number of labels in a class. By the definition, Pi represents the probability value of a label:
where E is the row vector whose ρ elements are valued "1"; α' is the ρ-column row vector for the positive part of the i-th label; β' is the ρ-column row vector for the negative part of the i-th label.
Then, the value of P is normalized as: where P' is the matrix of the absolute values of all elements of P; ϑ is the normalized matrix of P; E is a c-dimensional row vector whose elements are valued "1". Let R'' be the real classification vector corresponding to the input data x. where c is the number of labels in a class. R'' only has two state values: "1" or "-1". For the input data x, the error between the probability value and real value of the i-th label can be defined as:
The result of the above equation is the error value of a label in the class. Thus, the error of the entire class Etotal can be obtained as:
Next, the effect of Wi on the overall error ( Figure 3 ) was calculated as follows. First, find the partial derivative of Wi from the overall error Etotal:
where   total i E θ can be expressed as: can be expressed as:
The Eqs. (34) , (35) and (36) can be calculated according to the known conditions. Therefore, the value of Eq. (33) can be obtained from these equations. Finally, the updated values of Wi can be obtained from
where η is the learning rate, i.e. the controllable speed of the learning process. The above steps form the computing process of the updated values of Wi. The values of other revision layer neurons can be updated in a similar way. The update of revision layer weights should be terminated after reaching the pre-set target error. At the termination condition, the weight of the revision layer can be applied to test the new input data.
NUMERICAL EXPERIMENTS
This section compares the proposed algorithm with several popular multi-label classification methods, namely CLR, BPMLL, RaKEL, Co-MLHN, ML-KNN, Multilabel ranking (MLR), Ensembles of classifier chains (ECC), and One-versus-all (OVA)-SVM.
DATASETS
Three public datasets from Mulan (http://mulan.sourceforge.net/datasets-mlc.html) were selected for the comparison, including Yeast, CAL500 and Emotions. The features of all multilabel data for our numerical experiments are listed in Table 1 , where "labels" is the number of labels in the dataset, "instances" is the number of instances in the dataset, "domain" is the type of data, "numeric" is the instance space, "cardinality" is the average number of positive labels per sample point. Table 2 introduces seven of the most popular multi-label classification methods. All the parameters were initialized with the recommended values of each algorithm [43] . For the ML-IPNN, the spread of the Gaussian function and the nearest neighbour range were empirically obtained, the value of the learning rate for backpropagation in probabilistic neural network needs to be determined empirically. Currently, there is no effective way to automatically determine the learning rate. Therefore, this paper determines the optimal learning rate as 0.05. the target error was set to 0.01, and the number of iterations was set to 100 (http://mulan.sourceforge.net/download.html). 
EVALUATION METRICS
The classification results of all eight algorithms were evaluated against five metrics for multilabel performance, including the Hamming loss, example based f-1, one-error, ranking loss and average precision. Specifically, Hamming loss refers to the ratio of the number of inconsistent labels between the predicted result and the real result to the total number of labels [42] :
N is the number of samples, L is the number of labels, i,j Y is the true value of the j-th component of the i-th prediction result. i,j P is the predicted value of the j-th component of the i-th prediction result.
Example based f-1 refers to the weighted harmonic average of accuracy and recall when the control accuracy and the relative classification effect of recall are 1:
One-error refers to the number of labels whose largest probability of prediction falls out of the real label set:
Ranking loss is the number of times that the predicted probability of correlated labels is smaller than the predicted probability of uncorrelated labels through the comparison between the set of correlated labels and the set of uncorrected labels:
Average precision examines the correct classification of labels in the sample's prediction label set prior to the sample label [43] . The example based f-1 and average precision are positively correlated with the classification effect, while the remaining three metrics are negatively correlated with the classification effect.
COMPARISON RESULTS
During the contrast experiment, there is no fixed ratio of the test samples and the training samples in the sample data. In this paper, 50% of each dataset was randomly extracted as the training data, and the remaining 50% was regarded as the test data. By this rule, 10 contrast experiments were conducted between the eight contrastive algorithms on each dataset. The datasets, algorithms, parameters, training data and test data are the same as those in Reference [43] . Thus, the experimental results on the three datasets were consistent with the results in Reference [43] . Then, the results of the ML-IPNN were contrasted with those of the seven algorithms against the five evaluation metrics (Table 3 ). In Table 3 , ↑ means the metric value is positively correlated with the quality of the experimental result of an algorithm, while ↓ means the metric value is negatively correlated with the quality of the result.
In order to evaluate the overall performance of each algorithm against all five metrics on each dataset, the classification results of any two algorithms were compared through a two-sample t-test at the significance level of 0.05 [14] . For any evaluation metric, if the results of algorithm A1 is better than those of algorithm A2, then the comparison result should be recorded as A1>A2, and algorithm A1 should acquire a positive score "+1". On the contrary, algorithm A1 should acquire a negative score "-1". In this way, the score of each algorithm on each metric was obtained, and the total score of each algorithm on all five metrics were derived. Then, the algorithms were ranked by the total score, forming the relative classification effect of each algorithm on each dataset. If algorithm A1 achieves better effect than all the algorithms in the set l, the result should be recorded as A>{l}.
In the above tables, the "Total Ranking" shows the total score of each algorithm on each dataset. The algorithms are ranked in ascending order by the score [44] . Table 3 describes multiple scores for 8 algorithms on the three data sets. Table 4 , Table 5 and Table 6 compare the scores of the eight algorithms on different evaluation indicators, and compare the sum of the scores of each algorithm on all evaluation indicators.
As shown in Table 4 , on CAL500 dataset, the ML-IPNN had similar effect with Co-MLHN on Hamming loss, slightly outperformed CLR on the example based f-1, and outdid all contrastive algorithms on the other three metrics. In general, the ML-IPNN received the highest total score, followed by Co-MLHN. OVA-SVM once again ranked at the bottom.
As shown in Table 5 , on Emotions dataset, the ML-IPNN was slightly worse than Co-MLHN on the average precision, but performed better than all the contrastive algorithms on the other four metrics. As for total score ranking, ML-IPNN came on the first place, CLR ranked second, Co-MLHN fell to the fifth, and OVA-SVM remained at the bottom.
As shown in Table 6 , on Yeast dataset, the ML-IPNN shared the same effect with Co-MLHN on One-error, and outperformed all contrastive algorithms on the other four metrics. Overall, the 95 ML-IPNN achieved the highest total score, i.e. the best classification effect, following by Co-MLHN. The lowest score went to OVA-SVM.
According to the "Total Ranking" in the three tables, ML-IPNN scored the highest on all three datasets; Co-MLHN ranked the second on CAL500 and Yeast, and the fifth on Emotions; CLR occupied the seventh place on CAL500, the second on Emotions and third on Yeast; the other algorithms had different rankings on different datasets. It is sure to say that the ML-IPNN achieved the most stable classification effect.
Next, the performance of each algorithm on the three datasets was evaluated against each metric. The results are illustrated in Figures 4-8 . On the example based f-1, CLR, OVA-SVM and ML-KNN had the same effect on Yeast and Emotions. Their performance was poorer than the other algorithms. Among the remaining five algorithms, RaKEL, ECC and BPMLL performed worse than ML-IPNN and Co-MLHN. Specifically, the effect of ML-IPNN was better than that of Co-MLHN. On CAL500, ML-IPNN and Co-MLHN were outperformed by BPMLL. In summary, the example based f-1 shows that ML-IPNN performed better than the other algorithms on Yeast and Emotions, and slightly poorer on CAL500. The poor performance on CAL500 is attributed to the relatively high average positive label number per sample point in CAL500 (Table 1 ). In a word, the best performance was achieved by ML-IPNN.
On average precision, OVA-SVM and RaKEL respectively had the worst and second worst performance on all datasets. Meanwhile, BPMLL and ML-KNN had similar performance, but were both less efficient than Co-MLHN, CLR, ECC and ML-IPNN. ML-IPNN, and a little behind Co-MLHN in the performance on Emotions, but achieved the optimal effect on CAL500 and Yeast. In general, ML-IPNN was again the optimal algorithm.
On Hamming loss, ML-IPNN boasted better performance than all contrastive algorithms on all three datasets. The leading edge was not that obvious on CAL500, but significant on Yeast and Emotions. This is because CAL500 contains more labels than the other datasets. Despite its poor performance on example based f-1, ML-IPNN realized the top performance on Hamming loss.
On One-error, OVA-SVM and RaKEL did poorly on CAL500. Facing the relatively high average positive label number per sample point in the dataset, the two algorithms were unable to process the numerous classes that a single instance belongs to. ML-IPNN once again outpreformed all contrastive algorithms on all datasets. Only ML-KNN had a comparable effect on CAL500. However, its effects on the other two datasets were far worse than that of ML-IPNN. Thus, ML-IPNN remained as the best performing algorithm on One-error.
On ranking loss, the eight algorithms performed similarly as they were on One-error. OVA-SVM and RaKEL had the poorest performance on all three datasets, while ML-IPNN still outperformed all contrastive algorithms on all datasets.
All in all, the ML-IPNN achieved better performance on each of the five-evaluation metric than the seven contrastive algorithms.
CONCLUSION
This paper presents a novel algorithm, the ML-IPNN, for multi-label classification. First, the traditional PNN was structurally converted into a neural network suitable for handling multilabel data. To improve the classification accuracy, a weight matrix was introduced to represent the label correlation and to synthetize the information between classes, and the ML-IPNN was trained with the backpropagation mechanism. Finally, the classification results of the ML-IPNN on three common datasets were compared with those of the seven most popular multi-label classification algorithms. The results show that the ML-IPNN outperformed all contrastive algorithms.
The future research should try to reduce the layer dimension and backpropagation mechanism of the algorithm without sacrificing accuracy and stability. Besides, the effect of ML-IPNN will be verified on large datasets and datasets containing numerous labels.
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