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The topological physics of quantum Hall states is efficiently encoded in purely topological quantum
field theories of the Chern-Simons type. The reliable inclusion of low-energy dynamical properties in
a continuum description however typically requires proximity to a quantum critical point. We con-
struct a field theory that describes the quantum transition from an isotropic to a nematic Laughlin
liquid. The soft mode associated with this transition approached from the isotropic side is identified
as the familiar intra-Landau level Girvin-MacDonald-Platzman mode. We obtain z = 2 dynamic
scaling at the critical point and a description of Goldstone and defect physics on the nematic side.
Despite the very different physical motivation, our field theory is essentially identical to a recent
“geometric” field theory for a Laughlin liquid proposed by Haldane.
PACS numbers: 73.43.Nq, 73.43.Lp, 11.10.-z
I. INTRODUCTION
The problem of constructing a field theoretic descrip-
tion of fractional quantum Hall (FQH) states has a ven-
erable history. The challenge was posed by Girvin,1 im-
portant progress was made by Girvin and MacDonald2
and then the challenge was substantially met via the con-
struction of the bosonic3 and fermionic4 Chern-Simons
(CS) theories of FQH states or equivalently their com-
posite boson and fermion descriptions. These construc-
tions, however, have remained somewhat unsatisfying in
their ability to reproduce the high magnetic field limit
where one expects to see the dynamics manifestly pro-
jected onto the lowest Landau level. Recently, Haldane
has proposed an alternative field theory involving a fluc-
tuating unimodular “metric” field gab(r, t) which is in-
tended to fix these problems.5,6
In this paper we also revisit the challenge of giving a
field theoretic description of the QH effect but from prima
facie a very different but much more conventional view-
point wherein a field theory arises in the proximity of a
continuous transition between two phases. To this end we
consider a transition between an isotropic Laughlin liquid
at filling factor ν = 1/q and a hypothesized QH nematic
at the same ν which exhibits the QH effect but sponta-
neously breaks rotational symmetry.7 [We note that such
a phase has been recently proposed in Ref. 8 motivated
by recent experiments9 and a simpler version, the QH
Ising nematic proposed in Ref. 10, has also very likely al-
ready been seen in experiments.11,12] We construct a field
theory for the isotropic to nematic transition which in-
volves the QH order coupled to the traceless, symmetric
nematic matrix order parameter Qˆab(r, t).
13 This con-
struction closely parallels the field theoretic treatment
of QH ferromagnetism14 and has a mathematically ele-
gant relation to it analogous to that of Minkowski and
Euclidean spaces.
The resulting field theory on the isotropic side of the
transition is essentially identical to Haldane’s upon the
natural identification
g = exp Qˆ,
via a matrix exponentiation. Building on the early sug-
gestion of Zhang and Lee15 and the results of the recent
detailed study by Yang et al.16 that the famous Girvin-
MacDonald-Platzman (GMP) mode17 of the Laughlin
liquid is a fluctuating quadrupole at long wavelengths,
we identify it as the precursor of the mode that even-
tually goes soft at the nematic transition (assuming it
is continuous). However, the Laughlin quasiparticles do
not become gapless at the transition and they are vor-
tices/fluxons of the CS field rather than solitons of the or-
der parameter. Likewise the long-wavelength Kohn mode
decouples from the low-energy physics of the transition.
Our field theory describes a z = 2 isotropic-to-nematic
transition in the universality class of the 2D dilute Bose
gas and enables us to compute the collective mode spec-
trum and electromagnetic response of the nematic phase.
We find a linearly dispersing neutral Goldstone mode and
a quantized Hall conductivity. Interestingly, a critical
point with z = 2 scaling was also found in Ref. 8, but in
a very different setting where the spontaneous breaking
of rotational symmetry is not described by the conven-
tional nematic order parameter Qˆab but rather occurs in
the CS gauge field sector.
Before proceeding to the technical content of this pa-
per we would like to briefly recapitulate the conceptual
framework underlying continuum limits in broken sym-
metry systems and discuss its extension to systems with
topological order, such as the FQH effect. In systems
where ordering proceeds via symmetry breaking we can
obtain continuum limits via two distinct routes. The
first involves phases that exhibit Goldstone modes and
hence are generically gapless and exhibit algebraic cor-
relations. Here the field theories arise in a scaling limit
where all distances/times are large on the microscopic
scale anywhere in the phase. The second route is to
work near a critical (or multicritical) point, typically be-
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2tween an ordered and symmetric phase in a scaling limit
where all distances/times are fixed multiples of the cor-
relation length/time which are tuned to be large on mi-
croscopic scales. The first route naturally yields sigma
models which encapsulate Goldstone physics as well as
the physics of topological defects while the second nat-
urally yields the Landau-Ginzburg-Wilson (LGW) field
theories for understanding critical behavior. The point
worth noting is that in order to describe anything other
than the topological properties of gapped phases—either
symmetric or with broken discrete symmetries—we are
forced to take the second approach.
Turning now to topologically ordered phases, let us
loosely define them as phases which exhibit emergent low-
energy gauge fields. Here again we can consider cases
where there are generic gapless excitations, e.g., pho-
tons in (3+1)-dimensional quantum Coulomb phases or
in (2+1)-dimensional algebraic spin liquids which exhibit
low-energy gauge and matter degrees of freedom. But
Laughlin liquids are topologically ordered in the origi-
nal, narrower sense. They are gapped but their scaling
limits, constructed by taking all distances/times large
on the microscopic scale, are however nontrivial and de-
scribed by topological quantum field theories which lack
low energy and local bulk degrees of freedom.18 Specifi-
cally for the Laughlin liquids the CS theory encodes their
electromagnetic response, ground state degeneracies on
closed manifolds, quasiparticle braiding and the symplec-
tic structure for their edge states (which are now again
gapless degrees of freedom and thus amenable to a field
theoretic treatment).
If we wish to move beyond the purely topological de-
scription of the QH states and other phases that exhibit
gapped topological order, it is now necessary to find a
regime in which fluctuations occur on long length and low
energy scales, exactly as in the case of gapped phases in
the LGW paradigm. What is new here is that topologi-
cally ordered phases are stable to all local perturbations
so it is possible to imagine multiple perturbations that
might accomplish this corresponding to continuous tran-
sitions to different neighboring phases. In this sense there
are presumably multiple field theories that yield descrip-
tions of topological phases beyond the purely topological
scaling limit. For example, the Haldane phase19 of the
antiferromagnetic S = 1 spin chain, which is a symmetry-
protected topological phase,20,21 is described in the con-
tinuum by the disordered phase of the O(3) nonlinear
sigma model19 (NLσM) as well as by a massive deforma-
tion of the SU(2)2 Wess-Zumino-Witten conformal field
theory.22 The study we undertake here allows us to obtain
a field theory for the Laughlin liquids from a particular
phase transition, that en route to a QH nematic. As the
transition involves the onset of a broken symmetry, the
exercise involves a piece of canonical LGW analysis with
the additional feature that the order parameter intro-
duced into the problem has to be appropriately coupled
to the existing topological gauge field. As applied to the
isotropic phase, this approach defines a limit in which the
GMP mode has a field theoretic description. One could
also imagine taking a similar approach to elucidating the
origin of the magnetoroton minimum, first found em-
ploying the same single-mode approximation which led
to the discovery of the GMP mode.17 Intuitively, this
has already been interpreted as a signature of an incipi-
ent transition to a Wigner crystalline phase. However, as
the Wigner crystalline transition is generically expected
to be first order, it is a bit subtle to define a field theory
limit in which this identification could be made precise;
possibly if one considered the problem in a system with
explicit rotational symmetry breaking (where the transi-
tion to a translation symmetry breaking state could be
continuous), an analogous approach to the one taken here
could yield a more rigorous understanding of this mode.
Finally we note interesting early work on many-electron
wave functions23 as well as a field theory24 for spatially
ordered QH phases, although with significant differences
to the approach taken here.
This paper is structured as follows. In Sec. II, we re-
view the basic ingredients of a field-theoretic description
of the FQHE, restricting ourselves to the simplest case
of the Abelian Laughlin FQH liquids at filling fraction
ν = 1/q, with q an odd integer. In Sec. III, we intro-
duce an order parameter for the spontaneous breaking
of an internal symmetry and describe our prescription
for coupling this order parameter to the topological de-
grees of freedom of the FQHE. We then illustrate this
general procedure in Sec. III A with the example of QH
ferromagnetism. In Sec. IV, we follow a similar approach
to construct a theory of the FQH isotropic-to-nematic
transition and comment in some detail on the connec-
tion to Haldane’s field theory. We adapt the formalism
of Sec. III to deal with the spontaneous breaking of ro-
tation symmetry, a spatial symmetry. The resulting field
theory turns out to be a SO(2, 1) or “Minkowski” ana-
log of the SO(3) QH ferromagnetism problem. We make
some concluding remarks and summarize the contents of
the paper in Sec. V.
II. FIELD THEORY DESCRIPTION OF THE
QUANTUM HALL LIQUID
The topological scaling limit of the ν = 1/q Laughlin
state is captured by the topological field theory3
L = 1
4piq
µνλαµ∂ναλ − Jµ(∂µθ + αµ +Aµ), (1)
where Aµ is the external electromagnetic field, αµ is
an emergent dynamical gauge field, and Jµ = (ρ,J) =
−∂L/∂Aµ is a matter field corresponding to the electric
charge density ρ and current J. The compact U(1) vari-
able θ can be decomposed into smooth and vortex parts.
The vortex part quantizes the fluxes of α via the equation
of motion for J which implies ∇ × (α + A) = ∇ × ∇θ.
The smooth part can be integrated out to impose cur-
rent conservation ∂µJ
µ = 0. The theory (1) has a well-
3known dual,25 obtained by writing the conserved current
as Jµ = 12pi 
µνλ∂νaλ with aµ a dual gauge field and inte-
grating out αµ,
Ldual = q
4pi
µνλaµ∂νaλ − Jµvoraµ −
1
2pi
µνλAµ∂νaλ,
where Jµvor =
1
2pi 
µνλ∂ν∂λθvor is the Laughlin quasipar-
ticle current. The dual gauge field aµ can then be in-
tegrated out to yield the fractional quantized Hall con-
ductivity, in the absence of Laughlin quasiparticles, or
fractional statistics for the quasiparticles, in the absence
of external electromagnetic fields. In this purely topo-
logical description, there are no energies associated with
the electromagnetic or quasiparticle currents.
To go beyond the topological scaling limit, a Hamil-
tonian should be added. From a hydrodynamic point of
view, there should be an energy cost associated with de-
partures of the density ρ and current J from their ground
state values. We consider the simple Hamiltonian
Hint(Jµ) = u
2
(ρ− ρ¯)2 − 1
2κρ
J2,
where u, κ, and ρ¯ are positive constants. The first term
describes repulsive density interactions and favors ρ = ρ¯.
For simplicity we consider short-range interactions, but
the Coulomb interaction could have been chosen instead.
The second term sets the current equal to J = κρ(∇θ −
α−A), and favors J = 0. For a translationally invariant
ground state ∇θ = 0, this implies α + A = 0 which, in
conjunction with the equation of motion for α0, gives the
correct Laughlin filling ρ¯ = ν
2pi`2B
with `B =
√
1/B the
magnetic length.
The above theory3 reproduces the gapped cyclotron
or Kohn mode with dispersion ε(q) = κB + O(q2) and
gives a finite energy to the Laughlin quasiparticles.3,26
It has the disadvantage that the quasiparticle energy de-
pends on the parameter κ which, according to Kohn’s
theorem,27 should depend only on the bare electron mass
which is manifestly not a property of the lowest Lan-
dau level. Although our construction does not solve this
problem, as we will see the Laughlin quasiparticles re-
main gapped through the isotropic-to-nematic transition
and into the QH nematic phase. As a result, they affect
the low-energy and long-wavelength properties of neither.
On the other hand, the GMP mode is identified with fluc-
tuations of the nematic order in the isotropic phase, and
its energy scale is set by a parameter in our effective field
theory which is unrelated to the bare electron mass.
III. SPONTANEOUS BREAKING OF AN
INTERNAL SYMMETRY
We now introduce an order parameter for a phase tran-
sition out of the FQH state. In this section we focus on
the spontaneous breaking of an internal symmetry, for
example, spin rotation symmetry which will be discussed
in Sec. III A. In Sec. IV we discuss the spontaneous break-
ing of a spatial symmetry such as rotation symmetry. In
general, the order parameter for an internal symmetry is
a multi-component scalar field Φ = (Φ1,Φ2, . . .) which
lives in some target space M . From a field theory stand-
point, we need to write down a Lagrangian for Φ itself,
and couple Φ to the field theory just discussed for an
isotropic FQH liquid. The static term in the Lagrangian
for Φ is easy to write down and corresponds to the free
energy density HOP(Φ, ∂iΦ) for a classical phase tran-
sition. The time-dependent term defines the quantum
dynamics of Φ and should be consistent with the broken
time-reversal symmetry of the FQH liquid. The degrees
of freedom of the isotropic FQH liquid are the electro-
magnetic current Jµ and CS gauge fields αµ or aµ, and
Φ should couple to these in some way.
We now describe an approach which allows us to solve
the problem of the quantum dynamics of Φ and its cou-
pling to the FQH liquid in a mathematically elegant way.
We assume that the target space M can be written in the
form M = G/H where G is a Lie group and H is a closed
Lie subgroup of G. When G is compact, the field the-
ory we construct describes the transition from the point
of view of the ordered phase, and M should be inter-
preted as the Goldstone manifold for a transition where
G is spontaneously broken to H. A typical example is
the O(N) NLσM for magnetic transitions.28 When G is
noncompact, the field theory is a Landau-Ginzburg the-
ory for the transition. The advantage of writing M in
this form is that it allows for the construction of a new
gauge field αOPµ from the degrees of freedom of the order
parameter itself,
αOPµ = α
OP
µ (Φ, ∂νΦ),
which depends only on Φ and its derivatives. The gauge
group for αOPµ is H. This construction is based on the
mathematical fact that G can be viewed as a principal
H-bundle over M = G/H,29 and this bundle admits a
connection 1-form A valued in the Lie algebra of H. Pro-
moting the order parameter Φ ∈M to a dynamical field
Φ(xµ) in (2 + 1)D spacetime, we can pull back the con-
nection 1-form A = AIdΦI on M to obtain a gauge field
αOPµ (x
ν) in (2 + 1)D spacetime,
αOPµ (x
ν) =
∂ΦI
∂xµ
AI(ΦJ(xν)). (2)
For applications to Abelian FQH states which are de-
scribed by U(1) gauge theories, we are thus led to study
target spaces of the form M = G/U(1).
To describe a transition in the FQH liquid, we couple
the order parameter gauge field αOPµ to the electromag-
netic current Jµ in the FQH topological Lagrangian (1)
augmented byHint(Jµ) and the static free energy density
HOP(Φ, ∂iΦ). We will henceforth refer to this approach
as the direct approach. Our effective field theory is ob-
4tained by integrating out J,
L =− u
2
(ρ− ρ¯)2 − ρ(∂0θ + αOP0 + α0 +A0)
− κρ
2
(∂iθ + α
OP
i + αi +Ai)
2 +
1
4piq
µνλαµ∂ναλ
−HOP(Φ, ∂iΦ). (3)
In this approach, the FQH state is a mean-field state
corresponding to the superfluid phase of Eq. (3) with
ρ¯ > 0.3 In the temporal gauge A0 = 0, there is a uniform,
static solution to the classical equations of motion derived
from Eq. (3), which is given by
α0 = 0, α = −A, ρ = ρ¯, Φ = const. (4)
Because Φ is static and uniform, Eq. (2) implies that
αOPµ = 0. To obtain a low-energy effective field theory
of the FQHE, we consider small long-wavelength fluctu-
ations about the mean-field solution (4),
δαµ = αµ +Aµ, δρ = ρ− ρ¯, Φ 6= const.,
where small long-wavelength fluctuations of Φ imply that
αOPµ is small. Keeping only terms up to quadratic order
in the fluctuations, we obtain
L =− u
2
(δρ)2 − δρ(∂0θ + αOP0 + δα0)
− κρ¯
2
(∂iθ + α
OP
i + δαi)
2 +
1
4piq
µνλδαµ∂νδαλ
+ LOP(Φ, ∂µΦ), (5)
where the Lagrangian describing the dynamics of the or-
der parameter is
LOP(Φ, ∂µΦ) = −ρ¯AI(Φ)∂0ΦI −HOP(Φ, ∂iΦ),
using Eq. (2). The quantum dynamics of the order pa-
rameter is determined by the first term which is odd un-
der time reversal t → −t. This reflects the macroscopic
time-reversal symmetry breaking in the FQH state.
A dual description is obtained as previously,30
Ldual = q
4pi
µνλaµ∂νaλ − (Jµvor + JµOP)aµ
− 1
2pi
µνλAµ∂νaλ + LOP, (6)
where JµOP is an additional topological current con-
structed from the order parameter,
JµOP =
1
2pi
µνλ∂να
OP
λ , (7)
which describes topological excitations of the order pa-
rameter. The dual gauge field aµ could then be inte-
grated out from Eq. (6) to yield a Hopf term for the total
topological current Jµvor + J
µ
OP, implying pi/q fractional
statistics for both Laughlin quasiparticles and topolog-
ical excitations of the order parameter. In the absence
of quasiparticles Jµvor + J
µ
OP = 0, the order parameter
decouples from the dual gauge sector. The latter is a
Maxwell-Chern-Simons theory with nontrivial topologi-
cal degeneracy on Riemann surfaces.31,32
A. Quantum Hall ferromagnetism
The physics of QH ferromagnetism14,33 can be under-
stood as an example of the general approach just de-
scribed. The order parameter in this case is an SO(3)
vector. Deep in the ordered phase, we can neglect the
massive amplitude fluctuations and keep only the direc-
tion, which is described by a unit vector n in 3D Eu-
clidean space R3 with n2 = 1. Therefore, the target
space M in which the order parameter n lives is the 2-
sphere S2, which can be written as29
S2 = SO(3)/SO(2), (8)
where SO(2) corresponds to rotations about n.
We first consider the direct approach, according to
which we should construct a SO(2) = U(1) gauge field
from n. From a physical standpoint, there is a natural
solution to this problem. The quantum dynamics of an
SO(3) rotor can be modeled by a charged particle mov-
ing on the surface of a sphere with a magnetic monopole
located at the origin, where n is the coordinate of that
particle.34 The vector potential A associated with this
magnetic monopole satisfies the equation
∇n ×A(n) = sn,
where s, the spin quantum number, is the magnetic
charge of the monopole. A solution for A valid every-
where except at the south pole of S2 is the Wu-Yang
potential,35
A(n) = s
(
1− cosϑ
sinϑ
)
ϕˆ,
where the embedding of n in R3 is given by the usual
spherical coordinates n = (sinϑ cosϕ, sinϑ sinϕ, cosϑ).
The order parameter gauge field αFMµ ≡ αOPµ is given by
Eq. (2),36
αFMµ (r, t) =
∂nI
∂xµ
AI(n(r, t)) = s(1− cosϑ)∂µϕ. (9)
With this identification, our effective Lagrangian (3)
reads
L =− u
2
(ρ− ρ¯)2 − ρ(∂0θ + αFM0 + α0 +A0)
− κρ
2
(∂iθ + α
FM
i + αi +Ai)
2 +
1
4piq
µνλαµ∂ναλ
−HFM(n, ∂in), (10)
where HFM is the Hamiltonian of the O(3) NLσM,34
HFM = K
2
(∂in)
2, n2 = 1, (11)
and K > 0 is the spin stiffness of the ferromagnet. The
saddle-point analysis mentioned earlier can be repeated
here, with n constant and uniform in the ground state.
5Small fluctuations above the ground state are described
by Eq. (5), where the order parameter Lagrangian LFM ≡
LOP is
LFM = −ρ¯A(n) · ∂0n− K
2
(∂in)
2, (12)
a nonrelativistic version of the O(3) NLσM La-
grangian which is the low-energy effective action of a
ferromagnet.34 The first term is a Berry phase term
which is responsible for the k2 dispersion of ferromag-
netic magnons.
The dual theory is given by Eq. (6), where the topo-
logical current JµFM ≡ JµOP of the ferromagnet is37
JµFM =
1
2pi
µνλ∂να
FM
λ =
1
8pi
µνλn · (∂νn× ∂λn), (13)
i.e., the skyrmion current.38 Integrating out the dual
gauge field gives a long-range interaction between the
skyrmions,14
δSFM =
∫
d3x
∫
d3x′ JµFM(x)Πµν(x− x′)JνFM(x′),
where the energetics and statistics of the skyrmions are
determined by the symmetric and antisymmetric parts of
the gauge field polarization Πµν , respectively.
An alternative formulation of QH ferromagnetism14
which will be useful for our discussion of nematic or-
der is based on the CP 1 formulation39–41 of the O(3)
NLσM. Equation (8) can be equivalently written as S2 =
SU(2)/U(1).29 A unit vector n parameterizing S2 can
be represented by a 2-component complex unit spinor
za = (z1, z2) ∈ C2 with |z1|2 + |z2|2 = 1 as
n = z∗aσ
abzb, (14)
where σ = (σx, σy, σz) is the vector of Pauli matrices.
Equation (14), known as the first Hopf map,29 is a map
from the Lie group SU(2) to S2. That is because SU(2),
the group of unitary 2×2 matrices with unit determinant,
can be parameterized by the set of matrices
M =
(
α β∗
−β α∗
)
, detM = |α|2 + |β|2 = 1, (15)
with (α, β) ∈ C2. The Hopf map is however not one-
to-one but many-to-one, since n is invariant under the
local U(1) gauge transformation za(x
µ) 7→ eiθ(xµ)za(xµ).
Therefore, to represent n faithfully we need to mod out
these gauge transformations, and the target space S2 is
obtained as the quotient space SU(2)/U(1) = CP 1 ∼= S2.
In terms of the CP 1 field za, the order parameter gauge
field (9) is given by
αFMµ = iz
∗
a∂µza, (16)
with s = 12 , as can be shown explicitly in the gauge
(z1, z2) = (cos
ϑ
2 , e
−iϕ sin ϑ2 ). The skyrmion current (13)
is given by
JµFM =
i
2pi
µνλ∂ν(z
∗
a∂λza),
and Eq. (12) becomes34
LFM = −ρ¯iz∗a∂0za −
K
2
(
∂iz
∗
a∂iza + (z
∗
a∂iza)
2
)
. (17)
Although the CP 1 Lagrangian (17) appears to only have
a global U(1) symmetry za 7→ eiθza with θ independent of
xµ, it is in fact invariant under local U(1) transformations
with θ = θ(xµ). Using the constraint z∗aza = 1, Eq. (17)
can be written in the manifestly gauge-invariant form
LFM = −ρ¯iz∗a∂0za −
K
2
|Diza|2, (18)
with Di = ∂i + iα
FM
i the gauge-covariant derivative and
αFMi given in Eq. (16). Under a local U(1) transforma-
tion, the Berry phase term in Eq. (18) changes by the
total derivative ρ¯∂0θ. If we canonically quantize the the-
ory (17)-(18), the Berry phase term implies the following
choice of equal-time canonical commutation relations for
the CP 1 field za,
[za(r), z
∗
b (r
′)] = −2piq`2Bδabδ(r− r′), (19)
i.e., the Schwinger boson algebra,42 which together with
the Hopf map (14) correctly reproduces the so(3) algebra
for n,
[nI(r), nJ(r′)] = −4piq`2BiIJKnK(r)δ(r− r′). (20)
As we have just seen, QH ferromagnetism is an exam-
ple of the general procedure outlined at the beginning of
Sec. III with M = S2, G = SU(2), and H = U(1). As
will be seen in the next section, the QH nematic problem
studied in this paper is, in a precise sense to be defined
[see Eq. (33)], an analytic continuation of the QH ferro-
magnetism problem with M = H2 the hyperbolic plane
or pseudosphere,43 G = SU(1, 1) the group of pseudouni-
tary 2× 2 matrices, and H = U(1).
IV. SPONTANEOUS BREAKING OF A
SPATIAL SYMMETRY: NEMATIC ORDER
There are other symmetries, besides spin rotation sym-
metry, which can be spontaneously broken in the FQHE.
In this paper we consider the possibility that the spa-
tial SO(2) rotation invariance is spontaneously broken,
leading to the formation of a FQH nematic phase.44 We
ignore the spin of the electron.
A. Construction of a field theory
The spontaneous breaking of SO(2) rotation invariance
is described by the Landau-de Gennes nematic order pa-
rameter Qˆab, which is a real, symmetric, traceless 2 × 2
matrix.13 The expectation value of Qˆab is zero in the
isotropic phase and nonzero in the nematic phase. In-
stead of working with Qˆab, we can equivalently consider
6SO(3) rotor 2D nematic
“classical” degree of freedom n = (X,Y, Z) g =
(
T +X Y
Y T −X
)
= exp Qˆ
constraint n2 = 1⇔ X2 + Y 2 + Z2 = 1 det g = 1⇔ T 2 −X2 − Y 2 = 1
corresponds to unit vector in... 3D Euclidean space R3 3D Minkowski space R2,1
direct linear isometry group SO(3) SO+(2, 1)
double cover SU(2) ∼= S3 SU(1, 1) ∼= AdS3
“quantum” degree of freedom SU(2) spinor
(
z1
z2
)
with δabz∗azb = 1 SU(1, 1) spinor
(
z1
z2
)
with iabz∗azb = 1
G→ G/H projection n = z∗aσabzb gab = z∗azb + c.c.
isotropy subgroup U(1) U(1)
target manifold SU(2)/U(1) = CP 1 = S2: elliptic 2-space SU(1, 1)/U(1) = H2: hyperbolic 2-space
order parameter gauge field αFMµ = iz
∗
a∂µza α
N
µ = −abz∗a∂µzb + . . .
TABLE I: 2D nematic as the analytic continuation of a SO(3) rotor.
the 2× 2 matrix gab defined as the matrix exponential of
Qˆab,
g = exp Qˆ. (21)
Because Qˆab is real, symmetric, and traceless, gab is real,
symmetric, and unimodular (det g = 1). The most gen-
eral matrix gab of this form can be written as
g =
(
T +X Y
Y T −X
)
, det g = T 2 −X2 − Y 2 = 1,
(22)
where T,X, Y are real parameters. We see from Eq. (22)
that gab, and by extension the nematic order parameter
Qˆab from which it is constructed, corresponds to a unit
Lorentz vector in 3D Minkowski space R2,1. The group
of linear transformations on Minkowski space which pre-
serve the Minkowski inner product (i.e., the length of
Lorentz vectors) is the group of Lorentz transformations
SO+(2, 1).45 The 2D surface in R2,1 parameterized by
det g = 1 is a Riemannian real 2-manifold with con-
stant negative Gaussian curvature known equivalently
as the hyperbolic 2-space H2, the hyperbolic or Bolyai-
Lobachevsky plane, or the pseudosphere.43 It is equiv-
alent to the Euclidean plane R2 topologically but not
geometrically, and can be viewed as an analytic contin-
uation of the 2-sphere or elliptic 2-space S2. Unlike S2
however, the hyperbolic plane H2 cannot be embedded in
3D Euclidean space R3 because of its negative curvature,
but it can be embedded in 3D Minkowski space R2,1.
The target space for our nematic order parameter Qˆab is
therefore the hyperbolic plane H2. However, as will be
discussed in more detail later, this formulation includes
in the target space not only the direction but also the
amplitude of the nematic order. Therefore, in contrast
to the case of the QH ferromagnetism our effective field
theory will be of the LGW type rather than of the NLσM
type.
For simplicity, we follow an analog of the CP 1 route
of Sec. III A to construct a gauge field from the nematic
order parameter. The target space M = H2 is most
naturally viewed as a quotient space M = G/H where
G = SU(1, 1) and H = U(1). The Lie group SU(1, 1),
defined as the group of complex 2× 2 matrices M satis-
fying M†JM = J with J = diag(1,−1), can be param-
eterized in a way very similar to Eq. (15) for SU(2) by
the set of matrices46
M =
(
α β∗
β α∗
)
, detM = |α|2 − |β|2 = 1, (23)
with (α, β) ∈ C2. Just as the unit vector n parameteriz-
ing S2 can be represented by a 2-component complex field
za subject to the constraint z
∗
aza = 1 [Eq. (14)], so the
unimodular metric gab parameterizing H2 can be repre-
sented by a 2-component complex field za = (z1, z2) ∈ C2
as
gab = z
∗
azb + z
∗
b za, (24)
where the za satisfy the constraint
iabz∗azb = 1. (25)
Similar to the Hopf map SU(2)→ S2 [Eq. (14)], Eq. (24)
can be viewed as a map SU(1, 1) → H2. Indeed, choos-
ing α = 1√
2
(z1 + iz2) and β =
1√
2
(z1 − iz2), we have
7|α|2−|β|2 = iabz∗azb, hence the space defined by the con-
straint (25) is equivalent to SU(1, 1) [see Eq. (23)]. As in
the case of the Hopf map, the map SU(1, 1)→ H2 has a
U(1) redundancy since gab is invariant under local U(1)
gauge transformations za(x
µ) 7→ eiθ(xµ)za(xµ). To repre-
sent gab faithfully we need to mod out these gauge trans-
formations, and the target space H2 is obtained46 as the
quotient space SU(1, 1)/U(1) = H2. Table I summarizes
the analogies between the SO(3) rotor order parameter
of QH ferromagnetism and our SO+(2, 1) “Minkowski”
order parameter for QH nematics.
We digress to note that Eq. (24) is also Haldane’s ex-
pression for the unimodular intrinsic metric of the FQHE
in terms of what he calls the “geometry field” za(r, t).
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Indeed, the za have a natural interpretation in terms
of the tetrads or “vielbeins” (zweibeins in 2D) of Rie-
mannian geometry.29 The zweibeins of a 2D Rieman-
nian manifold are two real, non-coordinate basis vectors
e1 = (e
x
1 , e
y
1) and e2 = (e
x
2 , e
y
2) which encode much of
the geometry of the manifold. In particular, the metric
tensor is given by gab = ea · eb, such that the zweibeins
can be viewed as the “square root” of the metric. The
“geometry field” za is nothing else but a complex lin-
ear combination of the zweibeins, za =
1√
2
(exa − ieya),
a = 1, 2. The unimodular constraint (25) is equivalent to
e1∧e2 = 1, where e1∧e2 is the area of the parallelogram
spanned by the basis vectors ea. Because of the group
isomorphism SO+(2, 1) ∼= PSL(2,R) = SL(2,R)/Z2,47
a SO+(2, 1) Lorentz transformation of the Minkowski
3-vector (T,X, Y ) parameterizing gab [see Eq. (22)] is
equivalent to a change of basis ea 7→ e′a = Paa′ea′ with
P ∈ PSL(2,R). Because such a change of basis preserves
the area e′1∧e′2 = e1∧e2 = 1, the SO+(2, 1) “rotations”
of the metric gab correspond in this sense to linear area-
preserving diffeomorphisms.5,48 From now on, we refer
to gab as the metric and to za as the zweibein, and re-
turn to our program of constructing a field theory of the
isotropic-to-nematic transition.
As explained in Sec. III, we need to construct a U(1)
gauge field αNµ from the nematic degrees of freedom. The
analogy between the CP 1 = SU(2)/U(1) formulation of
QH ferromagnetism and the SU(1, 1)/U(1) description
of 2D nematics suggests the following definition of αNµ ,
αNµ = −abz∗a∂µzb + . . . (26)
Indeed, the first term has the same transformation prop-
erty αNµ 7→ αNµ − ∂µθ under a U(1) gauge transformation
za 7→ eiθza as the CP 1 gauge field (16), due to the con-
straint (25). The remaining terms (. . .) should therefore
be gauge invariant and will be discussed shortly. We can
obtain an explicit expression for the first term in Eq. (26)
which is similar to Eq. (9) for the ferromagnetic gauge
field by adopting the following parameterization of the
target space H2,
z1 =
1√
2
(
cosh Q2 + e
−iϕ sinh Q2
)
, (27)
z2 = − i√
2
(
cosh Q2 − e−iϕ sinh Q2
)
, (28)
modulo U(1) gauge transformations za 7→ eiθza. The
pseudospherical coordinates43 Q ≥ 0 and 0 ≤ ϕ < 2pi
on H2 are nothing but the amplitude and phase of the
Landau-de Gennes nematic order parameter Qˆab,
Qˆ11 + iQˆ12 = Qe
iϕ, (29)
or, equivalently,
Qˆab = Q(2dˆadˆb − δab), (30)
where
dˆ = (cos ϕ2 , sin
ϕ
2 ), (31)
is the nematic director,13 as can be checked explicitly
by using Eq. (27), (28), (24), and (21). We note that
dˆ → −dˆ under ϕ → ϕ + 2pi, i.e., ϕ is already defined in
such a way that all values of ϕ between zero and 2pi cor-
respond to physically distinct states, even when we take
into account the fact that the nematic order parameter is
a headless vector. This will make the notion of a 2pi vor-
tex more comfortable when we discuss topological defects
in the nematic phase later on. Substituting Eq. (27)-(28)
into Eq. (26), we obtain
αNµ =
1
2 (1− coshQ)∂µϕ+ . . . , (32)
which can be viewed as an analytic continuation of the
ferromagnetic gauge field (9),
αNµ (Q,ϕ) = α
FM
µ (ϑ→ iQ, ϕ), (33)
modulo the gauge invariant terms (. . .). A 2D nematic
can thus be viewed as an SO(3) rotor with imaginary
polar angle, and an SO(3) rotor can be viewed as a 2D
nematic with imaginary amplitude.
We now discuss the gauge invariant terms (. . . ) in
Eq. (26). In contrast with QH ferromagnetism, nematic
order corresponds to the breaking of a spatial symmetry,
SO(2) rotation symmetry. The zweibein za transforms as
a vector za → Raa′za′ under spatial rotations R ∈ SO(2).
Likewise, the spatial part of the nematic gauge field αNc
with c a spatial index transforms as a vector. In the nota-
tion of Eq. (2), for an internal symmetry the order param-
eter indices I are contracted independently of the space-
time index µ, but for a spatial symmetry I and µ can be
contracted together when µ = c is a spatial index. For
µ = 0, this cannot happen and we have αN0 = −abz∗a∂0zb
with no extra terms. We now investigate the possible
extra terms in αNc . What we are really after is a descrip-
tion of the vicinity of the isotropic-to-nematic transition
where the amplitude Q of the nematic order is small. We
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FIG. 1: The time component αOP0 of the order parameter
gauge field is a Berry phase term which measures the area
enclosed by a trajectory of the order parameter on the tar-
get space M . (a) For the ferromagnet, M = S2; (b) for the
nematic, M = H2.
should therefore expand Eq. (26) in powers of Q. Fur-
thermore, we are interested in the long-wavelength limit,
and should also expand in powers of spatial derivatives.
We find
αNc = −
1
8
bdQˆab∂cQˆda + . . . (34)
However, we can clearly write down two lower order
terms, ∂aQˆac and ab∂aQˆbc, which are consistent with
rotation symmetry. Whether to keep one or both terms
cannot be decided on symmetry grounds alone and we
invoke a physical argument. From Eq. (7), the den-
sity of topological excitations of the order parameter
is given by the flux of the order parameter gauge field
J0N =
1
2pi ab∂aα
N
b . In the QH ground state [Eq. (6)], the
electric charge density J0 is equal to the flux of the dual
gauge field a which, in the absence of Laughlin quasi-
particles, is equal to ν times J0N. On the one hand, the
contribution of the first term in Eq. (34) to J0 corre-
sponds to the electric charge carried by nematic discli-
nations as will be seen later. On the other hand, on
symmetry grounds it is natural to identify the nematic
order parameter Qˆab with the local electric quadrupole
moment. A straightforward extension of the standard
coarse-graining procedure49 used to derive the macro-
scopic Maxwell’s equations shows that in 2D, a spatially
varying electric quadrupole moment Qˆab induces a charge
density δJ0 = 14∂a∂bQˆab, which corresponds to adding a
term ∝ ab∂aQˆbc in αNc . Our final expression for the spa-
tial part of the nematic gauge field is thus
αNc = −
1
8
bdQˆab∂cQˆda + Cab∂aQˆbc, (35)
where C is a constant to be determined. As will be seen
later, C is related to the coefficient of the k4 term in the
equal-time structure factor S(k) = 〈[J0(k), J0(−k)]〉.
As seen in Sec. III A, the time component αFM0 =
iz∗a∂0za of the ferromagnetic gauge field has the inter-
pretation of a Wess-Zumino or Berry phase term for the
ferromagnetic order parameter n [Fig. 1(a)]. The time
integral
∫
dt αFM0 is equal to one half of the area A[n(t)]
(modulo 4pi) of the surface on S2 bounded by the curve
n(t).34 Likewise, in the nematic case we have∫
dt αN0 =
1
2
∫
(1− coshQ)ϕ˙ dt
= 12
∫ 2pi
0
(1− coshQ(ϕ)) dϕ
= − 12
∫ 2pi
0
dϕ
∫ coshQ(ϕ)
1
d(coshQ)
= − 12
∫ 2pi
0
∫ Q(ϕ)
0
sinhQdQdϕ
= − 12A[gab(t)], (36)
where A[gab(t)] is the area of the surface on H2 bounded
by the curve gab(t) [Fig. 1(b)]. Indeed, the metric ds
2
H2
on H2 (see Ref. 43) can be obtained from the usual metric
ds2S2 = dϑ
2 + sin2 ϑ dϕ2 on S2 by analytic continuation
ϑ→ iQ,
ds2H2 = −(dQ2 + sinh2Qdϕ2) = −GIJ(H2)dΦIdΦJ ,
(37)
where ΦI = (Q,ϕ) and GIJ(H2) = diag(1, sinh2Q), from
which we obtain the volume form on H2,
vol(H2) =
√
detG(H2) dΦ1 ∧ dΦ2 = sinhQdQ ∧ dϕ,
and A =
∫
vol(H2), which gives us Eq. (36).
Equations (26) and (35) are closely related to an-
other important quantity in Riemannian geometry be-
sides the metric tensor which can be constructed out
of the zweibeins: the spin connection.29 For a 2D Rie-
mannian manifold, the spin connection Ωc
A
B is a 1-
form valued in the so(2) Lie algebra, with A,B the non-
coordinate so(2) indices and c the coordinate (1-form)
index. It is given in terms of the real zweibeins eAa by
Ωc
A
B = −eaB∇ceAa = ABΩc where the inverse zweibeins
ebB satisfy e
A
b e
b
B = δ
A
B , and ∇ is the covariant derivative,
e.g., ∇cXa = ∂cXa − ΓbcaXb with Γbca the connection co-
efficients. In terms of the complex zweibeins za, we have
Ωc = −abz∗a∂czb − iΓecbzb∗ze.
The first (gauge variant) term in Ωc corresponds to the
first term in Eq. (35), whereas the gauge invariant term
involving the Christoffel symbols Γecb, when expanded
to leading order in Q, reproduces the second term of
Eq. (35) with C = − 12 . In our effective field theory,
we simply consider C as a parameter.
Before coupling the nematic degrees of freedom to the
CS gauge field in either the direct or dual approaches to
the FQHE, we need to construct a Lagrangian LN for
the nematic degrees of freedom alone, i.e., the nematic
analog of LFM. If written in terms of the zweibeins za,
LN should be invariant under local U(1) gauge trans-
formations za 7→ eiθza, because Qˆab is invariant under
9such transformations. In analogy to the CP 1 Lagrangian
(17)-(18), we write
LN = λabz∗a∂0zb −HN, (38)
where HN is a Hamiltonian to be determined below, and
the first term is a Berry phase term which, as explained
earlier in the case of the ferromagnet, is generally allowed
in the long-wavelength effective Lagrangian of a time-
reversal symmetry breaking state such as the FQH state.
In Sec. IV B [see Eq. (49)] we argue that λ = s¯ρ¯ where
s¯ is the mean orbital spin per particle50,51 or guiding-
center spin,5,6,48 a quantized property of time-reversal
symmetry breaking topological phases. Upon quantiza-
tion, Eq. (38) imposes the following canonical commuta-
tion relations for the zweibeins,6
[za(r), z
∗
b (r
′)] = −2piq`2B s¯−1iabδ(r− r′). (39)
Just as the choice (19) of commutation relations for the
CP 1 field gives rise to the so(3) algebra (20) for the ferro-
magnetic order parameter n, the choice (39) of commu-
tation relations for the zweibeins gives rise to the so(2, 1)
algebra for the metric gab,
5,48
[gab(r), gcd(r
′)] =− 2piq`2B s¯−1i
(
bcgad(r) + adgbc(r)
+ bdgac(r) + acgbd(r)
)
δ(r− r′).
Pursuing our analogy with ferromagnetism, the Hamil-
tonian HN should be a SO+(2, 1) analog of the
SO(3) NLσM Hamiltonian (11). Using the expres-
sion of n in spherical coordinates, we have HFM =
K
2
[
(∂iϑ)
2 + sin2 ϑ(∂iϕ)
2
]
, which can be written in the
geometrical form HFM = K2 GIJ(S2)∂iΦI∂iΦJ where
ΦI = (ϑ, ϕ) and GIJ(S2) = diag(1, sin2 ϑ) is the met-
ric tensor on S2. This suggests the choice HN =
κQ
4 GIJ(H
2)∂iΦ
I∂iΦ
J =
κQ
4
[
(∂iQ)
2 + sinh2Q(∂iϕ)
2
]
,
where GIJ(H2) is the metric tensor on H2 [Eq. (37)] and
κQ is a nematic stiffness parameter (the factor of
1
4 is
conventional). As we briefly alluded to earlier, the target
space H2 contains not only the direction ϕ of the nematic
order parameter Qˆab, which is a compact variable, but
also its amplitude Q, which is noncompact. While the
ferromagnetic σ model (12) has a compact global SO(3)
symmetry which rotates n, the nematic σ model (38) has
a noncompact global SO+(2, 1) symmetry which com-
prises not only SO(2) rotations of the director dˆ, but also
“boosts” of the nematic amplitude Q. In other words,
HN so far describes a system for which all nematic am-
plitudes Q ≥ 0 are equally energetically favorable, which
is evidently unphysical.
In order to describe a physical isotropic-to-nematic
transition where 〈Q〉 = 0 in the isotropic phase and
〈Q〉 6= 0 in the nematic phase, we need to add to HN
a potential energy term VN which explicitly breaks the
noncompact SO+(2, 1) symmetry to SO(2) by favoring
a certain finite value of Q. A natural choice from a field
theory standpoint is a φ4-type potential,
VN(Q,ϕ) =
u1
2
(|za|2 − g)2 = u1
2
(coshQ− g)2,
with u1 > 0, which is minimized by Q = 0 for g < 1 and
by Q = cosh−1 g 6= 0 for g > 1, i.e., this potential has a
continuous isotropic-to-nematic transition at g = 1. We
therefore consider the SO(2)-invariant Lagrangian
LN = − 12 s¯ρ¯(1− coshQ)∂0ϕ−HN, (40)
where the nematic Hamiltonian is
HN = κQ
4
[
(∂iQ)
2 + sinh2Q(∂iϕ)
2
]
+
u1
2
(coshQ− g)2.
Close to the transition, we have Q  1 and Eq. (40)
reads
LN = s¯ρ¯
8
bcQˆab∂0Qˆca − κQ
8
(∂cQˆab)
2 − r˜
2
Qˆ2ab −
u˜
4
(Qˆ2ab)
2,
(41)
where r˜ ∝ (1 − g) and u˜ > 0 are constants. We note
that there are no cubic terms ∝ Q3 in the Lagrangians
(40)-(41), which reflects the vanishing in 2D of all terms
tr(Qˆn) = 0, n odd.
We are now in a position to construct a field the-
ory of the FQH isotropic-to-nematic transition following
Eq. (3). We have
L =− u
2
(ρ− ρ¯)2 − ρ(∂0θ + αN0 + α0 +A0)
− κρ
2
(∂iθ + α
N
i + αi +Ai)
2 +
1
4piq
µνλαµ∂ναλ
−HN, (42)
which is our central result.
The reader will note that Eq. (42) parallels closely the
Lagrangian proposed by Haldane6 with a few caveats that
flow from our very different conceptual framework. First,
the spirit of our LGW construction dictates that the ne-
matic order parameter Qˆab  1 whence Haldane’s metric
gab must be close to the background metric. Second, we
are not led to any deeper meaning for the geometrical
constructs, such as covariant derivatives, that are promi-
nent in Haldane’s thinking. In our analysis the different
pieces of the “covariant spin connection” arise from dis-
tinct pieces of physics. Third, we keep explicit track of
a U(1) field θ(r, t) in order to introduce Laughlin quasi-
particles into the theory—they will not arise as defects
or topological excitations of the nematic/geometry field.
Fourth, we are led naturally to include a term quadratic
in the current which Haldane excludes. This will reintro-
duce the (high-energy) Kohn mode into the theory which
is pushed to infinite energy in its absence.
The ground state corresponds to the mean-field solu-
tion Eq. (4) with a constant value of the nematic order
parameter Qˆab given by
Qˆ11 + iQˆ12 =
{
0, g < 1 (isotropic phase),
Q¯eiϕ¯, g > 1 (nematic phase),
(43)
where Q¯ = cosh−1 g ∼ √2(g − 1) and ϕ¯ is picked by
spontaneous symmetry breaking. The Lagrangian for the
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Gaussian fluctuations above the mean-field ground state
is given by Eq. (5),
L =− u
2
(δρ)2 − δρ(∂0θ + αN0 + δα0)
− κρ¯
2
(∂iθ + α
N
i + δαi)
2 +
1
4piq
µνλδαµ∂νδαλ
+ LN, (44)
where the nematic Lagrangian (40) is expressed in terms
of the zweibeins as
LN = s¯ρ¯abz∗a∂0zb + κQ
(
iab∂iz
∗
a∂izb + (i
abz∗a∂izb)
2
)
−u1
2
(|za|2 − g)2. (45)
The particle-vortex dual of Eq. (44) is given by Eq. (6),
Ldual = q
4pi
µνλaµ∂νaλ − (Jµvor + JµN)aµ
− 1
2pi
µνλAµ∂νaλ + LN, (46)
where Jµvor is the same as in Sec. II, and the topological
current JµN ≡ JµOP is
JµN =
1
2pi
µνλ∂να
N
λ . (47)
B. Isotropic phase
The isotropic phase g < 1 corresponds to an ordinary
rotationally invariant FQH state. The Hall conductiv-
ity σxy is quantized to (1/q)(e
2/h), as follows from the
topological part (1) of our Lagrangian, and the electri-
cally neutral nematic fluctuations do not affect this re-
sult. The coefficient λ in Eq. (38) is fixed by the Hall
viscosity as we now explain. In the same way that the
uniform dc conductivity tensor σab is obtained by vary-
ing the background electromagnetic field Aµ → Aµ+δAµ
and computing the linear response function
σab = lim
ω→0
1
iω
δ2Seff[δAµ]
δAa(−ω)δAb(ω) ,
where Seff [δAµ] is the effective action obtained by inte-
grating out all dynamical fields, the uniform dc viscosity
tensor ηabcd is obtained by varying the background metric
g¯ab → g¯ab + δg¯ab and computing50–53
ηabcd = lim
ω→0
1
iω
δ2Seff[δg¯ab]
δg¯ab(−ω)δg¯cd(ω) ,
where once again, Seff [δg¯ab] is the effective action with
all dynamical fields integrated out. We denote the back-
ground metric by g¯ab to differentiate it from the dynam-
ical metric gab. The Hall viscosity tensor η
A
abcd = −ηAcdab
is the antisymmetric part of ηabcd. For an isotropic fluid
on the 2D plane the Hall viscosity tensor has a single
nonzero independent component52 ηA1112 = η
A
1222 = ηH .
We now show that in the isotropic phase g < 1,
the field theory (41) gives the correct Hall viscosity
predicted50 for the ν = 1/q Laughlin FQH state. In the
isotropic phase, we can neglect the quartic term (Qˆ2ab)
2
in Eq. (41). So far our theory is formulated for a flat
background metric g¯ab = δab, and we need to specify
how the nematic order parameter Qˆab couples to a de-
formed background metric δab + δg¯ab. For small ne-
matic deformations, the quadratic term Qˆ2ab is essentially
(gab − δab)2 where gab is the dynamical metric (24). A
natural way of introducing a deformed background met-
ric is to replace in this expression δab by the deformed
metric g¯ab = δab + δg¯ab. This is in agreement with the
ideas of Ref. 5,6 according to which for isotropic Coulomb
interactions, there is an energy cost quadratic in the de-
viation of the dynamical metric gab from its mean-field
value which is set by the geometry of the effective mass
tensor, i.e., the background metric. Expanding gab as
gab ' δab + Qˆab which is valid close to the transition, we
obtain the Lagrangian
LN = − is¯ρ¯
4
Q∗∂0Q− κQ
4
|∂iQ|2 − r˜
2
(Qˆab − δg¯ab)2, (48)
where Q = Qˆ11 + iQˆ12 = Qeiϕ [Eq. (29)]. Upon inte-
grating out the dynamical fields Q, Q∗, we obtain the
effective Lagrangian
Leff[δg¯ab] = s¯ρ¯
8
abδg¯ac∂0δg¯bc +O(∂20),
in agreement with Eq. (30) of Ref. 54, which corresponds
to a Hall viscosity50,51
ηH =
λ
2
=
s¯ρ¯
2
, (49)
where s¯ is the mean orbital spin per particle50,51 or
guiding-center spin,5,6,48 an intrinsic property of the
FQH liquid related to the Wen-Zee shift S on the sphere55
by S = 2s¯. For the ν = 1/q Laughlin state one has
s¯ = q/2.50
This is a good place to note that the geometry of
the local target space used in our field theoretic consid-
erations is identical to the geometry of the global pa-
rameter space used in the derivation of the Hall vis-
cosity. Specifically the Hall viscosity arises as a re-
sponse to metric deformations that live in the coset space
SL(2,R)/SO(2) ∼= SU(1, 1)/U(1) and measures the adi-
abatic curvature of a homogenous bundle over the same
space.50–52,56 Thus it is not an accident that we repro-
duce the Hall viscosity at long wavelengths.
The spectrum of excitations in the isotropic phase con-
tains the long-wavelength Kohn or cyclotron mode, which
can be analyzed in either the direct or dual representa-
tions. In the dual representation (46), long-wavelength
modes correspond to the topologically trivial sector with
no quasiparticle excitations Jµvor = J
µ
N = 0. In this
limit, the Maxwell-Chern-Simons theory for the statisti-
cal gauge field aµ decouples from the nematic degrees of
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freedom, and is gapped57 with a gap ∆ = κB correspond-
ing to the cyclotron mode. In the direct representation
(44), this mode is described by a Higgs-Chern-Simons
theory which is the dual of the Maxwell-Chern-Simons
theory. The Laughlin quasiparticle is a classical topolog-
ical soliton of the direct Lagrangian (42) corresponding
to a 2pi vortex in the phase field θ, and its detailed solu-
tion can be obtained following the method of Ref. 26.
The other collective mode at long wavelengths is the
nematic mode, which is obtained by quantizing Eq. (48)
for δg¯ab = 0. The first term of LN gives the commuta-
tion relations [Q(r),Q∗(r′)] = −16piq`2B s¯−1δ(r−r′). The
Hamiltonian HN =
∫
d2rHN can be diagonalized in mo-
mentum space HN =
∫
d2k
(2pi)2Ekβ
†
kβk where [βk, β
†
k′ ] =
(2pi)2δ(k − k′) are canonically normalized boson opera-
tors and the mode spectrum is
Ek = 16piq`
2
B s¯
−1
(u1
2
(1− g) + κQ
4
k2
)
, g < 1, (50)
i.e., a gapped mode with quadratic dispersion. For κQ <
0, the mode disperses downward at small k and terms
of higher order in k are necessary to stabilize it. In this
case, upon tuning the parameter g the gap will collapse
at a finite momentum k 6= 0, leading to charge density
wave order (CDW). However, such a CDW instability will
presumably be preempted by a first order transition.1
On the other hand, there are no fundamental reasons
why microscopic interactions could not give the opposite
sign κQ > 0, in which case the gap ∆ ∝ (1 − g) would
collapse at k = 0 as g → 1. This is the regime where we
expect our long-wavelength field theory to be valid, and
we predict an instability to a nematic phase (assuming
a continuous transition). Deep in the isotropic phase,
the nematic mode (50) corresponds to fluctuations of the
metric field gab(r, t) and should therefore be identified as
the GMP mode. The equal-time structure factor S(k) =
〈[J0(k), J0(−k)]〉 is most easily calculated in the dual
theory (46). Varying A0 sets the density J
0 equal to
the flux of the dual gauge field a, and varying a0 in the
absence of vortices J0vor = 0 sets this flux equal to ν
times the nematic topological density J0N, hence S(k) =
ν2〈[J0N(k), J0N(−k)]〉. From Eq. (35) and (47), we find
that only the second term in Eq. (35) contributes at zero
temperature and we have
S(k) ∝ C2(k`B)4, k→ 0,
an important result of our work, which is in accordance
with the GMP result.17 For trial wave functions restricted
to the lowest Landau level, the coefficient of the (k`B)
4
term in S(k) has a prescribed value,51 which would then
fix our parameter C. In the presence of Landau level
mixing, it is not clear to us that this coefficient should
be universal and C will depend on microscopic details.
C. Nematic phase
The nematic phase g > 1 is a FQH state with sponta-
neously broken SO(2) rotation symmetry and nonzero
order parameter 〈Q〉 = Q¯. We first study the long-
wavelength modes in the dual representation. Once
again, in the absence of quasiparticles Jµvor = J
µ
N = 0
the Maxwell-Chern-Simons theory for aµ decouples from
the nematic degrees of freedom and is gapped with gap
∆ = κB corresponding to the cyclotron mode. For the
nematic sector, we write Q = Q¯ + χ with χ  Q¯ and
expand LN in powers of χ and ϕ to leading order (we
can choose 〈ϕ〉 = 0 by SO(2) symmetry). We obtain
LN = s¯ρ¯
2
√
g2 − 1χ∂0ϕ− κQ
4
[
(∂iχ)
2 + (g2 − 1)(∂iϕ)2
]
−u1
2
(g2 − 1)χ2.
The amplitude fluctuations χ can be integrated out,
LN = (s¯ρ¯)
2
8
(g2 − 1)∂0ϕ 1
u1(g2 − 1)− κQ2 ∂2i
∂0ϕ
−κQ
4
(g2 − 1)(∂iϕ)2
=
(s¯ρ¯)2
8u1
(∂0ϕ)
2 − κQ
4
(g2 − 1)(∂iϕ)2, (51)
to leading order in a gradient expansion of ϕ.
Integrating out the density δρ and nematic χ ampli-
tude fluctuations in the direct Lagrangian (44), we find
that the nematic director fluctuations ϕ decouple from
the gauge fluctuations δαµ at long wavelengths and the
Hall conductivity in the nematic phase remains quan-
tized to (1/q)(e2/h). The long-wavelength spectrum con-
tains the gapped cyclotron mode as in the isotropic phase
(Sec. IV B), but also a gapless Goldstone mode with dis-
persion
Ek = 2piq`
2
B s¯
−1
√
2u1κQ(g2 − 1)|k|, g > 1. (52)
The velocity v vanishes at the transition point g = 1
as v ∼ (g − 1)1/2, where the dispersion changes from
linear to quadratic [Eq. (50)] in the isotropic phase. The
Hall conductivity remains quantized in the nematic phase
because the Goldstone mode is electrically neutral, just
as in QH ferromagnetism.14
The nematic phase admits two types of topological de-
fects: the Laughlin quasiparticle, which is the same as in
Sec. IV B, and a nematic disclination which is a 2pi vortex
in the director angle ϕ. Indeed, although the nematic di-
rector (31) changes sign under ϕ→ ϕ+ 2pi, the nematic
order parameter (30) is invariant under dˆ → −dˆ and
thus remains single-valued for a 2pi vortex of ϕ. Math-
ematically, the target space for dˆ is the real projective
space RP 1 = S1/Z2 which is topologically equivalent to
S1, i.e., pi1(RP 1) = Z and nematic defects have the same
homotopy classification as U(1) vortices.13 However, the
nematic defect exists only in the nematic phase where
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〈Q〉 = Q¯ 6= 0, whereas the Laughlin quasiparticle exists
in both the isotropic and nematic phases. In contrast
to the Laughlin quasiparticle, a single nematic disclina-
tion has an energy which diverges logarithmically with
system size.13 It is accompanied by a flux of the gauge
field δα and thus carries electric charge. To the differ-
ence of the Laughlin quasiparticle, this electric charge is
not quantized and depends on the value Q¯ of the nematic
order parameter. It is nonzero in the nematic phase and
vanishes at the transition where Q¯ vanishes. Given that
the nematic disclination current JµN is coupled to the sta-
tistical gauge field aµ in the dual field theory (46), the
nematic disclinations have fractional statistics.
D. Critical point: z = 2
Integrating out the non-dynamical fields δρ and δα0
in the direct representation (44), we obtain the critical
theory as a sum of three terms,
L = L(Q) + L(δαµ) + Lint(Q, δαµ),
which we expand about the Gaussian fixed point for Q,
keeping all relevant and marginal terms. The nematic
sector is described by
L(Q) = − is¯ρ¯
4
Q∗∂0Q− κ˜Q
4
|∂iQ|2 − r˜|Q|2 − u˜|Q|4,
(53)
where κ˜Q = κQ+2κρ¯C
2, which implies a dynamic critical
exponent z = 2. The relevant mass term r˜ ∝ (1−g) van-
ishes at the critical point, and the |Q|4 term is marginal
in 2D. Equation (53) has been studied before as the La-
grangian of the dilute Bose gas;28 d = 2 is the upper
critical dimension and correlation functions acquire log-
arithmic corrections.58 The gauge sector is described by
L(δαµ) = 1
2piq
δα˙1δα2 − κρ¯
2
(δαi)
2,
a Higgs-Chern-Simons theory which corresponds to a sin-
gle massive scalar field φ ≡ δα1 with conjugate momen-
tum Π = ∂L/∂φ˙ = (1/2piq)δα2 and Hamiltonian
H(φ,Π) = (2piq)
2κρ¯
2
(
Π2 +
1
(2piq)2
φ2
)
.
This theory is gapped with a gap ∆ = 2piqκρ¯ = κB cor-
responding to the cyclotron mode. The coupling between
nematic and gauge sectors is
Lint(Q, δαµ) = −κρ¯Cabδαc∂aQˆbc,
which upon integrating out δαc simply renormalizes the
parameter κ˜Q. Therefore the critical theory is Eq. (53),
in the universality class of the 2D dilute Bose gas.
V. CONCLUSIONS
We have constructed a field theory of the isotropic-to-
nematic transition in a Laughlin FQH liquid, assuming
the transition is continuous. The basic ingredients of
this field theory are the CS field αµ or its dual aµ which
describe the topological degrees of freedom, and the con-
ventional nematic order parameter Qˆab which acquires a
nonzero expectation value in the broken symmetry phase.
To arrive at a prescription for coupling the nematic or-
der parameter to the topological degrees of freedom, we
seek inspiration in the problem of QH ferromagnetism.
We propose two formulations which are the dual of each
other in the field theory sense. In the direct formulation,
we construct a gauge field αNµ from the nematic order
parameter Qˆab. This new gauge field is then added to
the CS gauge field αµ, just as in the QH ferromagnetism
problem where the extra gauge field is the CP 1 gauge
field built from the spin degrees of freedom. In the dual
formulation, the nematic order parameter is used to con-
struct a conserved topological current which is coupled
to the dual gauge field. This current is the analog of the
skyrmion current in QH ferromagnetism.
The first consequence of our field theory is that one
can view an isotropic FQH liquid as a quantum disor-
dered nematic. In this disordered phase, we obtain two
gapped modes at long wavelengths: the Kohn mode and
a mode corresponding to fluctuations of the nematic or-
der parameter, this latter mode being identified with
the GMP mode. Due to the coupling between the ne-
matic order parameter and the CS and electromagnetic
gauge fields, zero-point fluctuations of the nematic or-
der parameter give a contribution ∝ k4 to the equal-time
density structure factor S(k) as k → 0. The isotropic
phase admits one type of topological defect correspond-
ing to the Laughlin quasiparticle with fractional charge
and statistics, and the Hall conductivity is quantized as
expected.
In the nematic phase, SO(2) rotation symmetry is
spontaneously broken by a nonzero order parameter
〈Qˆab〉 6= 0. We find a linearly dispersing gapless Gold-
stone mode with a velocity that vanishes upon approach
to the quantum critical point. Despite this gapless
mode, the Hall conductivity remains quantized as in
the isotropic phase because the gapless mode is electri-
cally neutral. The Laughlin quasiparticle remains gapped
through the phase transition and thus persists in the ne-
matic phase. It is not involved in the transition in any
essential way. However, the nematic phase supports ad-
ditional topological defects: nematic disclinations with a
logarithmically divergent energy. We expect these discli-
nations to proliferate above a Kosterlitz-Thouless tem-
perature, where nematic order is destroyed.59 The ne-
matic disclinations carry electric charge, but unlike for
Laughlin quasiparticles this charge is not quantized. At
finite temperature below the Kosterlitz-Thouless temper-
ature, we expect the loss of topological order but nematic
order will persist.
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Our theory predicts a critical point with z = 2 scaling,
which was also found in Ref. 8. However, our two ap-
proaches differ widely. In Ref. 8, the spontaneous break-
ing of rotation invariance occurs in the CS gauge field
sector, whereas in our work it is described by the con-
ventional nematic order parameter Qˆab. Furthermore, in
our approach the energy of the Kohn mode at zero mo-
mentum is set by the parameter κ and is unaffected by
the transition, allowing us to describe a Galilean invari-
ant system.27 Our critical theory is in the universality
class of the 2D dilute Bose gas. In 2D, this model is at
its upper critical dimension and Gaussian z = 2 scaling
receives logarithmic corrections.
Interestingly, we find that our theory based on the
nematic order parameter Qˆab(r, t) and Haldane’s recent
field theory of the FQHE which involves a dynamical
“metric” field gab(r, t) can be made to essentially agree if
one identifies g = exp Qˆ in the sense of matrix exponen-
tiation. [The reader may wish to revisit some fine print
on this identification contained in our remarks following
Eq. (42).] This leads us to identify the gapped nematic
mode in the isotropic phase as the GMP mode of the
Laughlin liquid. We predict that if the GMP mode can
be made to collapse at zero momentum, either experi-
mentally or in numerical studies of model Hamiltonians
for the FQHE, an isotropic-to-nematic transition should
occur (assuming the transition is continuous). For nu-
merical studies, anisotropic versions of the Laughlin wave
function5,16,60–63 corresponding to 〈gab〉 6= δab or, equiv-
alently, 〈Qˆab〉 6= 0, can be used as variational wave func-
tions. However, to the difference of the numerical stud-
ies in Ref. 60–63 where rotation symmetry was explic-
itly broken in the Hamiltonian, we suggest searching for
model Hamiltonians which preserve rotation symmetry
but with ground states which break rotation symmetry
spontaneously for some values of the parameters.
Finally, our prescription for coupling conventional or-
der parameters to emergent gauge fields is a general
framework for constructing effective field theories of
topological phases (loosely defined) with conventional
symmetry-breaking instabilities. Promising directions in-
clude the study of such instabilities in a U(1) spin liquid
or in non-Abelian FQH liquids, where the emergent gauge
fields are non-Abelian and an even richer application of
our ideas is possible.
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