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Abstract
We investigate the existence of principal eigenvalues, i.e., values of  for which the corresponding eigenfunction
is positive, for the radially symmetric problem −u(x)= g(x)u(x) for x ∈ RN , where g is a radially symmetric
smooth bounded function which changes sign on [0,∞).
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1. Introduction
In this paper we shall investigate for what values of  the problem
−u(x)= g(x)u(x), x ∈ RN (1)
has positive radially symmetric solutions u where g : RN → R is a radially symmetric smooth function
which may change sign on RN .
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If (1) has a positive solution u, we say that  is a principal eigenvalue of (1) with corresponding principal
eigenfunction u. Consider the problem
− u(x)= g(x)u(x), x ∈ Br(0),
u(x)= 0, x ∈ Br(0). (2)
The existence of principal eigenvalues of (2) can be proved by using the method of eigencurves, i.e., if,
for ﬁxed , () denotes the principal eigenvalue of the Schrödinger operator −u− gu with Dirichlet
boundary conditions, then  is a principal eigenvalue of (1) if and only if ()= 0. It can be shown that
there exist unique positive and negative principal eigenvalues +1 (r) and 
−
1 (r) such that ()> 0 for
−1 (r)< < 
+
1 (r) and ()< 0 when < 
−
1 (r) or > 
+
1 (r) (see, e.g., [1]).
It is also well known (see, e.g., [4]) that the positive principal eigenvalue has the variational character-
ization
+1 (r)= inf
{∫
Br(0)
|∇u|2 dx : u ∈ H 10 (Br(0)),
∫
Br(0)
gu2 dx = 1
}
.
It follows that +1 (r) is a strictly decreasing function of r and so ∗ : =limr→∞ +1 (r) exists. Similarly
−1 (r) is a strictly increasing function of r and ∗ : =limr→∞ −1 (r) also exists.
The following theorem is proved in [2].
Theorem 1. Problem (1) has a positive solution iff  ∈ [∗, ∗].
In this paper we shall give an alternative approach to the proof of the existence of an interval of principal
eigenvalues in the case where the problem is radially symmetric. We consider the ordinary differential
equation
− u′′(r)− N − 1
r
u′(r)= g(r)u(r), r > 0,
u(0)= 1, u′(0)= 0, (3)
where g is a radially symmetric smooth function which changes sign on [0,∞). We assume without loss
of generality that g is not identically zero in any neighbourhood of zero; otherwise, if g were identically
zero on [0, r0], we could repeat our analysis with r0 replacing 0.
Clearly solutions of (3) correspond to radially symmetric solutions of
−u(x)= g(|x|)u(x), x ∈ RN .
We denote the unique solution of the initial value problem (3) by u. It is well known that u is deﬁned
on [0,∞).
2. Main results
We ﬁrst prove that, if  is sufﬁciently large, then u must have a zero. We need the following version
of the Sturm Comparison Theorem (see [3, Theorem 3, p. 290] to do so.
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Theorem 2. Let P(x)P1(x)> 0 andQ1(x)Q(x) in the differential equations
d
dx
(
P(x)
du
dx
(x)
)
+Q(x)u(x)= 0
and
d
dx
(
P1(x)
du1
dx
(x)
)
+Q1(x)u1(x)= 0.
Then, between any two zeros of a nontrivial solution u(x) of the ﬁrst differential equation, there lies at
least one zero of any solution u1(x) of the second differential equation.
We choose r0> 0 such that g(r0) is positive. By using continuity of g there exists s0> 0 and r1 ∈ (0, r0)
such that g(r)s0 for every r in [r0 − r1/2, r0 + r1/2].
Now we consider the differential equation
u′′(r)+ N − 1
r
u′(r)+ k
r2
u(r)= 0, r0 − r12 rr0 +
r1
2
, (4)
where k is a positive constant. We may rewrite (4) in symmetric form as
d
dr
[rN−1u′(r)] + krN−3u(r)= 0, r0 − r12 rr0 +
r1
2
. (5)
By change of variable r = et we may rewrite (4) as
u′′(t)+ (N − 2)u′(t)+ ku(t)= 0
which has solution
u(t)= e−(N−2)/2t [c1 cos(at)+ c2 sin(at)],
where a =
√
4k − (N − 2)2/2, i.e.,
u(r)= r−(N−2)/2[c1 cos(a ln r)+ c2 sin(a ln r)].
There exist constants B and  such that we may rewrite the solution as
u(r)= Br−(N−2)/2 cos(a ln r + ).
Now there exists k0> 0 such that, if kk0, then a ln r +  increases by more than 2 as r increases
from r0 − r1/2 to r0 + r1/2. Thus, if kk0 every solution of (5) has at least two zeros in the interval
[r0 − r1/2, r0 + r1/2].
Now we want to compare Eq. (5) with the equation
u′′(r)+
N − 1
r
u′(r)+ g(r)u(r)= 0, r0 −
r1
2
rr0 + r12 (6)
or equivalently
d
dr
[rN−1u′(r)] + g(r)rN−1u(r)= 0. (7)
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If we choose  such that
>
k
s0(r0 − r1/2)2
,
then we will have
s0>
k
r2
,
for r ∈ [r0 − r1/2, r0 + r1/2] and so
g(r)>
k
r2
,
for all r in [r0 − r1/2, r0 + r1/2]. Then by using Sturm Comparison Theorem, Theorem 2, we conclude
that the solution of (7) has a zero between any two zeros of any solution of (5) and so in fact we
have proved
Theorem 3. Problem (3) has no positive solution when  is sufﬁciently large.
Therefore for  sufﬁciently large we may deﬁne I () as the ﬁrst zero of the solution of (3).
Theorem 4.  is a principal eigenvalue of (3) if and only if I () does not exist.
Proof. First we assume that I () does not exist. Then u does not have a zero and so must be positive
for all r > 0. Hence  is a principal eigenvalue with corresponding principal eigenfunction u.
On the other hand, if  is a principal eigenvalue, the corresponding principal eigenfunction must be u.
Hence u is always positive and so I () cannot exist. 
Theorem 5. The function  → I () is a strictly decreasing function on some interval of the form (ˆ,∞)
where ˆ0.
Proof. Suppose 0< <  and also let u and u be the solutions of (3) corresponding to  and , respec-
tively. We have
− u′′(r)−
N − 1
r
u′(r)= g(r)u(r), r > 0,
u(0)= 1, u′(0)= 0 (8)
and
− u′′(r)−
N − 1
r
u′(r)= g(r)u(r), r > 0,
u(0)= 1, u′(0)= 0. (9)
We can rewrite Eqs. (8) and (9) as
d
dr
[
rN−1

u′(r)
]
+ g(r)rN−1u(r)= 0, r > 0,
u(0)= 1, u′(0)= 0 (10)
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and
d
dr
[
rN−1

u′(r)
]
+ g(r)rN−1u(r)= 0, r > 0,
u(0)= 1, u′(0)= 0. (11)
Let
L1(r)= r
N−1

, L2(r)= r
N−1

.
So we have
L1(r)>L2(r)> 0.
We deﬁne a function F(r) by
F(r)= u(r)
u(r)
[L1(r)u(r)u′(r)− L2(r)u(r)u′(r)]
and by considering its derivative we obtain
F ′(r)= (L1u′)′u + L1u′2 − (L2u′)′
u2
u
− L2u′
(
2uu′
u
− u
2
u
′

u2
)
= − grN−1u2 + L1u′2 + grN−1u2 + L2
(
uu
′

u
− u′
)2
− L2u′2
= (L1 − L2)u′2 + L2
(
uu
′

u
− u′
)2
which is nonnegative. Thus F(r) is a nondecreasing function of r.
Since I () exists, there exists r ′> 0 such that u(r ′)= 0 and u(r) is positive for r ∈ [0, r ′). Suppose
u(r) = 0 for all r ∈ [0, r ′]. Then F(r) is deﬁned for all r ∈ [0, r ′]. Clearly F(0)= 0= F(r ′) and since
F(r)0 it follows that F ′(r) ≡ 0 for r ∈ [0, r ′]. Hence u′(r) ≡ 0 for all r ∈ (0, r ′) which contradicts
the assumption on g. Thus we must have u(r)= 0 for some r ∈ (0, r ′]. Therefore, we have shown that
I () exists and also that the ﬁrst zero of u cannot occur earlier than the ﬁrst zero of u, i.e., I ()I ().
Hence I () is an increasing function of .
We now show that I ()< I (). Otherwise we could have I () = I () = R0, i.e.,  and  are both
principal eigenvalues of the problem
− u′′(r)− N − 1
r
u′(r)= g(r)u(r), 0<r <R0,
u(R0)= 0, u′(0)= 0
which is impossible. Hence I ()< I () and so I () is a strictly decreasing function of  and the proof
is complete. 
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Now assume
∗ = inf{> 0 : I () exists}.
Then ∗0 and I () is deﬁned for all > ∗.
Theorem 6. ∗ is ﬁnite, and if ∗ = 0 then 0 is the only principal eigenvalue of (3).
Proof. The ﬁniteness of ∗ is trivial by usingTheorem 3.Now suppose ∗=0. Then by using the deﬁnition
of ∗, for all > 0, I () exists and so  is not a principal eigenvalue. Also 0 is a principal eigenvalue
corresponding to a constant eigenfunction of (3), i.e., u ≡ 1. 
Theorem 7. If > ∗, then  is not a principal eigenvalue of (3).
Proof. Suppose > ∗. Then there exists ′ with > ′> ∗ such that I (′) exists. So by Theorem 5, I ()
exists and  is not a principal eigenvalue of (3). 
Theorem 8. ∗ is a principal eigenvalue of (3).
Proof. By deﬁnition of I (), it is sufﬁcient to show that I (∗) does not exist. On the contrary, we assume
that I (∗) exists. Then there exists > 0 such that u∗ is positive at I (∗)−  and is negative at I (∗)+ .
If we choose  ∈ (0, ∗), sufﬁciently close to ∗, then it follows from standard theorems on the continuous
dependence of solutions on parameters that u has a zero in [I (∗)− , I (∗)+ ], and this contradicts
the deﬁnitions of ∗. Hence I (∗) cannot exist and so ∗ is a principal eigenvalue of (3). 
Theorem 9. If  ∈ [0, ∗), then  is a principal eigenvalue of (3).
Proof. Let  ∈ [0, ∗), then I () does not exist and so by Theorem 4,  is a principal eigenvalue and the
proof is complete. 
It follows from Theorems 6–9 that ∗ = limr→∞ +1 (r). We end this paper by giving a direct derivation
of this fact. To do so we require the following theorem.
Theorem 10. I ()→+∞ as  → ∗ where > ∗.
Proof. We prove it by the contradiction argument. On the contrary, suppose that I ()<M for all > ∗.
Then there exists x<M such that u(x)< 0. By considering a convergent subsequence x as  → ∗
(> ∗) we obtain
x → x0M .
Thus since  → ∗ it follows from standard Theorems on the continuous dependence of solutions on
parameters that
u∗(x0)0
and this contradicts Theorem 8 so the proof is complete. 
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Theorem 11. ∗ = limr→∞ +1 (r).
Proof. Let  be a sufﬁciently large positive number so that I () exists. Then u(r)> 0 for 0<r < I ()
and u(I ())= 0. Hence u is a principal eigenfunction with corresponding principal eigenvalue  for
− u′′(r)− N − 1
r
u′(r)= g(r)u(r), 0<r < I ()
u(I ())= 0, u′(0)= 0.
It follows that +1 (I ())= . Then by Theorem 10 we have
∗ = lim
→∗
= lim
→∗
+1 (I ())= limr→∞ 
+
1 (r)
and so the proof is complete. 
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