Absfmcf-Eiodecomposition
INTRODUCTION Eigendecomposition-based techniques play an important
role in numerous image processing and computer vision a p plications. The advantage of these techniques. also referred to as subspace methods, is that they are purely appearance based and that they require few online computations. Variously referred lo as eigenspace methods, singular value decomposition (SVD) methods, principal component analysis methods. and Karhunun-Loeve transformation methods [l] , they have been used extensively in a variety of applications such as face cbaracterization [21, I31 and recognition [41-[81, lipreading [91, [lo] . object recognition [11]- [14] . pose detection [IS] . 1161, visual tracking [17] . [18] , and inspection [19]- [22] . All of these applications are based on taking advantage of the fact that a set of highly correlated images can be appronimately represented by a small set of eigenimages [23]. Once the set of principal eigenimages is determined, online computation the amount of offline calculation required to compute an eigendecomposition. In particular, many common algorithms that compute the complete SVD of a general matrix require on the order of mn2 flops, where m is the total number of pixels in a single image and n is the number of images. Most users of eigendecomposition techniques would like to use as large a resolution as is available for the original images in order to maintain as much information as possible; however,. this frequently results in an impractical computational burden. Thus users are typically forced to downsample their images to a lower resolution using a "rule of thumb" or some ad hoc criterion to obtain a manageable level of computation. The purpose of the work described here is to develop a theoretical background that will quantify the tradeoff between the resolution of correlated images and the "quality" of their resulting eigendecomposition, in terms of measures that are relevant to the user's motivation for preforming an eigendecomposition.
The paper is organized as follows. In Section It, we explain the fundamentals of applying eigendecomposition to related images. We develop a mathematical background in Section III for quantifying the amount of error introduced into an eigendecomposition as a function of resolution. This information is used to develop a fast SVD algorithm, outlined in Section N, to quickly compute the desired portion of the eigendecomposition based on a user-specified measure of accuracy. In Section V, we evaluate the performance of our algorithm on a set of arbitrary video sequences. Lastly, we
give the concluding remarks in Section VI.
11. PRELIMINARIES using these eigenimages can be performed very efficiently. However, the offline calculation required to determine both the appropriate number of eigenimages as well as the eigenimages themselves can be prohibitively expensive.
The resolution of the given correlated images, in terms of the number of pixels, is one of the factors that greatly affects
In this work, a grey-scale image is described by an h x w array of square pixels with intensity values normalized between 0 and 1. Thus, an image will be represented by a matrix X E [0, lIhx". Because sets of related images are considered in this paper, the image vecfor x of length m = h x w is obtained bv "row-scannin!z" an imaee into a column vector.
.. -I ~ undaconbactno.~O1-00-'1-1W3and~"~miiaborativppaRicipation in the Robotics Consoltium sponsored by the U. S. Army Research Laboratory x = . , . we will also use the subspace criterion, s, which is given by
which is 1 if the entire subspace is spanned.
ANALYSIS OF SVD AT DIFFERENT RESOLUTIONS
This section gives the mathematical background that explains how to approximate high-resolution eigenimages using the SVD computed fmm low-resolution images, with the assumption that the number of columns in the image data matrices at different resolutions remains the same. where the subscript 1 denotes that these matrices correspond to XI. The left and right singular vectors at high and low resolutions can be compared against each other by using the method suggested in [251. However, the dot product of the difference between the corresponding vectors indicate that the bound of this error is in the range of [0, 21 for both the right singular vectors and the interpolated eigenimages. Hence we need to study the approximations of the high-resolution eigenimages using the low-resolution SVD in more detail, which is the topic of the next subsection.
B. Limitations of Znterpolated Low-Resolution Eigenimages
In our previous work [25], we have shown how the intelpolated low-resolution eigenimages can be used as an approximation of their high-resolution counterparts. The results were acceptable as long as the reduction in resolution is not too great. Here we show why this is true using a simple example.
Consider Xh with m = 4. The first (unnormalized) eigenimage of x h is given by
where we have assumed the positive dot product between the columns of Xh. For r = 2, the maaix q for the corresponding Xi can be generated using the quantities in (7). (8). and (9). Then the first (unnormalized) eigenimage of Xi is given hy 1) The column space of Xh is perpendicular to the column
2) The columns of x k have unit norm.
3) The angle between the columns of x k is a. Thus the column space of the approximated eigenimages is orthogonal to the column space of the true eigeuimages. giving the worst possible approximation even for simple xh. Fig.  1 also shows that the interpolated eigenimages give a very bad approximation of the true eigenimages at high resolution, when the image data matrices consist of images at very low resolution.
If we reconsider (16) with + = 60O and a = lo", we can observe that the high-resolution right singular vectors and low-resolution right singular vectors are ody 2.33O apart. Hence the approximation of the high-resolution eigenimages using the low-resolution right singular vectors is a much more promising approach.
C. Using Low-Resolution Right Singular Vectors
Note that Vk and V, represent V matrices at two different resolutions, hut for the same images. Also both these matrices are of the same size. Hence we can use V, to approximate u h where yh = i(;li(h2, Here we sm with it is likely to be of larger norm than a2.
differ from the comect ones, consider the ditference4,
al, because
To-check as to how much the approximated eigenimages
It is instructive to consider the worst case 8' values in Table   I . Hence the only 8' value in this case is 45O, which gives the best-case scenario as shown in Table I . We must also check the boundary condition 8 values (0 and 4). which give the worstcase scenarios (refer to Table I) With all the components of X h non-negative, all the individual products on the LHS must be 0 to satisfy the condition in (26).
which is highly unliiely for most images.
While the above analysis cannot be easily extended to arbitrary Xh, one can experimentally evaluate the quality of the eigenimage approximation. The approximation of the ith eigenimage of x h (denoted c h i ) can be given by i i h , = x h . +ti, where CL, denotes the ith right singular vector for X i with low-resolution images. These approximated eigenimages can be decomposed to obtain the orthonor@ basis using the QR decomposition of U = QR, giving U = Q, where Q is an o_rthogonal ma& whose columns give the olthonormal basis Ch,'s for iihi's and R is an upper triangular matrix. The norms of the Iih6.S can be used as an approximation of the corresponding singular values of x h . Fig. 2 shows that using the low-resolution right singular vectors give a much better approximation of the high-resolution eigenimages than those obtained using the interpolated lowresolution eigenimages (shown in Fig. 1 ). This motivates a computationally efficient technique for the fast eigendecomposition of a set of correlated images that takes advantage of the similarity between the right singular vectors at different resolutions. Our proposed algorithm is presented in the next subsection. 
IV. FAST EIGENDECOMPOSITION ALGORITHM
Our objective is to determine the first k left singular vectors of X. Chang et al.
[23] proposed a computationally efficient algorithm for the eigendecomposition of correlated images. We will use this algorithm as a benchmark for the accuracy and the computational efficiency while finding the first k eigenimages of X, because this is the fastest algorithm b o w n to us. The approach in [23] was motivated by the fact that for a planar rotation of a 2-D image, analytical expressions can be given for the eigendecomposition. based on the theory of circulanl matrices. These analytical expressions turned out to be good approximations of the eigendecomposition of arbitrary video sequences with better computational efficiency. Our algorithm uses this algorithm to reduce the images in the temporal dimension and then uses the theoretical background @veri in Section ID to reduce the images in the spatial dimension. The following steps summarize the proposed algorithm: 1) Generate the Fourier matrix, F. and its real part, H , for X and determine the smallest number p such that where p is the user-specified reconstruction ratio. -g f l ) flops. Finally, in
Step 5, determination of the dimension k requires O(mnk) flops. I f p << n, then the total computation required is O(rnnp).
V. EXPERIMENTAL RESULTS
We consider the problem of eigendecomposition of images representing successive frames of arbitrary video sequences. The resultant eigenimages for all the video sequences were also compared using the difference measures defined in [251. Fig. 3 shows the general behavior for most of the video sequences when comparing their SVD's. The plots for the singular values show that the relative error between the true and the approximated singular values is almost negligible. In particular, the relative error between these values varies from 0% to 11.70% indicating a good approximation of the true singular values at high resolution. The maximum principal angles between the subspaces containing the true and the approximated eigenimages show that the maximum principal angle is 43.21° for kl = k2 = 15. The measure s between these two subspaces exhibits similar behavior to that of the maximum principal angles and its value is 0.9822 for k1 = k2 = 15. Both these plots indicate that the hue and the approximated eigenimages span the same vector space when the full dimension is usd. when the subspace dimension was varied fmm I to IS. while the m i n i n g plot shows L e subspace criterion measure. when the subspace dimmsion was varied fmm I to 15.
VI. CONCLUSION
We have presented a theoretical background for quantifymg the tradeoff associated with performing eigendecomposition on correlated images at lower resolutions in order to mediate the high computational expense of performing these calculations at high resolutions. Using this background, we have modified the fastest known algorithm for computing the eigenspace decomposition of correlated images to obtain a more computationally efficient algorithm. The proposed algorithm enjoys the advantage of making use of the similarity within the images along with the similarity between the images. Examples show that the algorithm performs very well even on arbitrary video sequences.
