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Abstract
This paper presents an a priori error analysis of the hp-version of the boundary element
method for the electric field integral equation on a piecewise plane (open or closed) Lipschitz
surface. We use H(div)-conforming discretisations with Raviart-Thomas elements on a se-
quence of quasi-uniform meshes of triangles and/or parallelograms. Assuming the regularity
of the solution to the electric field integral equation in terms of Sobolev spaces of tangential
vector fields, we prove an a priori error estimate of the method in the energy norm. This
estimate proves the expected rate of convergence with respect to the mesh parameter h and
the polynomial degree p.
Key words: hp-version with quasi-uniform meshes, boundary element method, electric field
integral equation, time-harmonic electro-magnetic scattering, a priori error estimate
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1 Introduction
With this paper we continue the analysis of high-order boundary element methods (BEM) for the
electric field integral equation (EFIE) started in [4, 6]. Our BEM is based on discretisations of
the variational formulation of the EFIE (called Rumsey’s principle) with an H(div)-conforming
family of boundary elements. This approach is referred to as the natural boundary element
method for the EFIE. In [4] we analysed the natural p-BEM for the EFIE on a plane open
surface with polygonal boundary. We proved convergence of the p-version with Raviart-Thomas
(RT) parallelogram elements and derived an a priori error estimate which takes into account the
strong singular behaviour of the solution at edges and corners of the surface. In our previous
paper [6] we considered the EFIE on a piecewise plane (open or closed) Lipschitz surface Γ and
proved quasi-optimal convergence of the natural hp-BEM with quasi-uniform meshes of triangles
and quadrilaterals. In the present note we perform an a priori error analysis of that method on
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affine meshes under the assumption that the regularity of the exact solution is given in Sobolev
spaces of tangential vector fields on Γ. As the main result we prove an a priori error estimate in
the energy norm (Theorem 2.2). The estimate appears to be optimal with respect to the mesh
size h and the polynomial degree p as the convergence rates in both h and p−1 are r+1/2 for p
large enough. This corresponds to the expected rate which is the Sobolev regularity order r of
the exact solution minus the Sobolev order −1/2 of the energy norm.
While in the h-version the degrees of approximating polynomials are fixed (usually at a low
level) and convergence is achieved by refining the mesh, the p-version keeps the mesh fixed
and improves approximations by increasing polynomial degrees. The hp-version combines both
mesh refinement and increase of polynomial degrees. For boundary integral equations governing
the Laplace equation optimal hp-convergence rates for singular problems (and quasi-uniform
meshes) are proved in [5, 3]. The analysis of optimal hp-BEM convergence rates for the EFIE
with singular solutions is an open problem and under investigation. In this paper we deal with
the case of solutions with Sobolev regularity. We also note that the hp-BEM with geometrically
graded meshes (yielding an exponential rate of convergence) has been studied in [23], again
for the Laplace equation and for hypersingular and weakly singular integral operators. For the
EFIE its analysis is an open problem.
An a priori error analysis of the natural h-BEM for the EFIE was performed in [25] for
polyhedral surfaces and in [11] for open Lipschitz surfaces (see also [15] for a survey of results
and techniques). In particular, an optimal h-convergence rate of the method for given Sobolev
regularity of the solution and given polynomial degree has been proved in [11] (being proved
on open surfaces, this result extends to polyhedral surfaces as well). If the BEM for the EFIE
converges quasi-optimally, then a priori error analysis reduces to an approximation problem
within the energy space, which is either H−1/2(divΓ,Γ) or H˜
−1/2
0 (divΓ,Γ) depending on whether
the surface Γ is closed or open. The main tool in the approximation analysis is an appropriate
H(div)-conforming interpolation operator. Whereas the standard H(div)-conforming RT inter-
polation operator works well for the h-version (cf. [11]), it does not provide an optimal result for
high order methods. The main reason for this is the lack of stability (with respect to polynomial
degrees) of this operator for low-regular vector fields, which always appear when dealing with
the EFIE on non-smooth surfaces. Furthermore, existing techniques to prove p-estimates for the
error of RT interpolation work only on quadrilateral elements, and their extension to triangular
elements does not seem feasible.
An alternative to the classical RT interpolation operator is a corresponding projection based
interpolation operator. Such operators were first introduced in [19] to analyse high-order finite
element approximations with H(curl)-conforming edge elements for Maxwell’s equations in two
dimensions. However, applying a simple rotation argument the results of [19] can be formulated
in the H(div)-conforming setting, which is intrinsic to natural boundary element discretisations
of the EFIE (see also [7]). The projection based interpolation operators are stable with respect
to polynomial degrees, they work equally well on both triangular and quadrilateral elements
and also for low-regular fields. That is why these operators have become an efficient tool in the
analysis of high-order methods (see [9, 8, 24] for the finite element methods and [4, 6] for the
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BEM). The a priori error analysis in this paper relies on such an operator as well. In particular,
we demonstrate that employing the H(div)-conforming projection based interpolation operator
(rather than the classical RT interpolation operator) one obtains an optimal error estimate for
the hp-BEM with quasi-uniform meshes.
The paper is organised as follows. In the next section we formulate the EFIE (in a variational
form) and define the hp-version of the BEM with quasi-uniform meshes. We also formulate the
main result (Theorem 2.2), which states an a priori error estimate of the approximation method.
Section 3 gives necessary preliminaries: first, in §3.1 we introduce the needed notation and recall
definitions of Sobolev spaces of tangential vector fields; then, in §3.2 we sketch the definition
of the H(div)-conforming projection based interpolation operator on the reference element and
prove a new property of this operator related to approximations of normal traces on the element’s
edges (Lemma 3.3). In Section 4 we study approximating properties of the discrete (boundary
element) space Xhp in the energy space X of the EFIE, and prove that the orthogonal projection
onto Xhp with respect to the norm in X satisfies an optimal error estimate in both h and p.
Throughout the paper, C denotes a generic positive constant which is independent of h, p
and involved functions.
2 Formulation of the problem and the main result
We consider the EFIE for which we have proved quasi-optimal convergence of the hp-BEM with
quasi-uniform meshes [6]. In this paper we provide an a priori error estimate. To this end let
us recall the model problem, its hp-discretisation and the involved spaces.
Let Γ denote a piecewise plane (open or closed) Lipschitz surface in R3. In the case of an
open surface we additionally assume that Γ is orientable. Let us introduce Rumsey’s formulation
of the electric field integral equation on Γ. For a given wave number k > 0 and a scalar function
v (resp., tangential vector field v) we define the single layer operator Ψk (resp., Ψk) by
Ψkv(x) =
1
4π
∫
Γ
v(y)
eik|x−y|
|x− y| dSy, x ∈ R
3\Γ
(
resp., Ψkv(x) =
1
4π
∫
Γ
v(y)
eik|x−y|
|x − y| dSy, x ∈ R
3\Γ
)
.
Let L2t (Γ) be the space of two-dimensional, tangential, square integrable vector fields on Γ.
By ∇Γ (resp., divΓ) we denote the surface gradient (resp., surface divergence) acting on scalar
functions (resp., tangential vector fields) on Γ. We will need the following space:
X = H−1/2(divΓ,Γ) := {u ∈ H−1/2‖ (Γ); divΓ u ∈ H−1/2(Γ)}
if Γ is a closed surface, and
X = H˜
−1/2
0 (divΓ,Γ) := {u ∈ H˜−1/2‖ (Γ); divΓ u ∈ H˜−1/2(Γ) and
〈u,∇Γv〉+ 〈divΓ u, v〉 = 0 for all v ∈ C∞(Γ)}
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if Γ is an open surface. In the latter definition the brackets 〈·, ·〉 denote dualities associated with
H
1/2
‖ (Γ) and H
1/2(Γ), respectively. For definitions of the space C∞(Γ) and the Sobolev spaces
on Γ we refer to §3.1 below. Throughout, we use boldface symbols for vector fields. The spaces
(or sets) of vector fields are also denoted in boldface (e.g., Hs(Γ) = (Hs(Γ))3).
Let X′ be the dual space of X (with L2t (Γ) as pivot space). Now, for a given tangential vector
field f ∈ X′ (f represents the excitation by an incident wave), Rumsey’s formulation reads as:
find a complex tangential field u ∈ X such that
a(u,v) := 〈γtr(ΨkdivΓ u),divΓ v〉 − k2〈πτ (Ψku),v〉 = 〈f ,v〉 ∀v ∈ X. (2.1)
Here γtr is the standard trace operator, and πτ denotes the tangential components trace mapping
(see §3.1 for the definition). To ensure the uniqueness of the solution to (2.1) in the case of the
closed surface Γ we always assume that k2 is not an electrical eigenvalue of the interior problem.
For the approximate solution of (2.1) we apply the hp-version of the BEM based on Galerkin
discretisations with Raviart-Thomas spaces on quasi-uniform meshes. In what follows, h > 0
and p ≥ 1 will always specify the mesh parameter and a polynomial degree, respectively. For
any Ω ⊂ Rn we will denote ρΩ = sup{diam(B); B is a ball in Ω}. Furthermore, throughout the
paper, K is either the equilateral reference triangle T = {x2 > 0, x2 < x1
√
3, x2 < (1−x1)
√
3}
or the reference square Q = (0, 1)2. A generic side of K will be denoted by ℓ.
Let T = {∆h} be a family of meshes ∆h = {Γj ; j = 1, . . . , J} on Γ, where the elements
Γj are open triangles or parallelograms such that Γ¯ = ∪Jj=1Γ¯j, and the intersection of any two
elements Γ¯j, Γ¯k (j 6= k) is either a common vertex, an entire side, or empty.
We denote hj = diam(Γj) for any Γj ∈ ∆h. The elements are assumed to be shape regular,
i.e., there exists a positive constant C independent of h = max
j
hj such that for any Γj ∈ ∆h
and arbitrary ∆h ∈ T there holds hj ≤ C ρΓj . Furthermore, any element Γj is the image of the
corresponding reference element K under an affine mapping Tj , more precisely
Γ¯j = Tj(K¯), x = Tj(ξ), x = (x1, x2) ∈ Γ¯j, ξ = (ξ1, ξ2) ∈ K¯.
The Jacobian matrix of Tj is denoted by DTj and its determinant Jj := det(DTj) satisfies the
relation |Jj | ≃ h2j .
We consider a family T of quasi-uniform meshes ∆h on Γ in the sense that there exists a
positive constant C independent of h such that for any Γj ∈ ∆h and arbitrary ∆h ∈ T there
holds h ≤ C hj .
The mapping Tj introduced above is used to associate the scalar function u defined on the
real element Γj with the function uˆ defined on the reference element K:
u = uˆ ◦ T−1j on Γj and uˆ = u ◦ Tj on K.
Any vector-valued function vˆ defined on K is transformed to the function v on Γj by using the
Piola transformation:
v =Mj(vˆ) = 1JjDTjvˆ ◦ T
−1
j , vˆ =M−1j (v) = JjDT−1j v ◦ Tj . (2.2)
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Let us introduce the needed polynomial sets. By Pp(I) we denote the set of polynomials
of degree ≤ p on an interval I ⊂ R, and P0p (I) denotes the subset of Pp(I) which consists of
polynomials vanishing at the end points of I. In particular, these two sets will be used for an
edge ℓ ⊂ ∂K.
Further, P1p (T ) denotes the set of polynomials on T of total degree ≤ p, and P2p1,p2(Q) is the
set of polynomials on Q of degree ≤ p1 in ξ1 and degree ≤ p2 in ξ2. For p1 = p2 = p we denote
P2p (Q) = P2p,p(Q), and we will use the unified notation Pp(K), which refers to P1p (T ) if K = T
and to P2p (Q) if K = Q. The corresponding set of polynomial (scalar) bubble functions on K is
denoted by P0p (K).
Let us denote by PRTp (K) the RT-space of order p ≥ 1 on the reference element K (see, e.g.,
[10, 28]), i.e.,
P
RT
p (K) = (Pp−1(K))2 ⊕ ξPp−1(K) =
{
(P1p−1(T ))2 ⊕ ξP1p−1(T ) if K = T ,
P2p,p−1(Q)× P2p−1,p(Q) if K = Q.
The subset of PRTp (K) which consists of vector-valued polynomials with vanishing normal trace
on the boundary ∂K (vector bubble-functions) will be denoted by PRT,0p (K).
Then using transformations (2.2), we set
Xhp := {v ∈ X0; M−1j (v|Γj ) ∈ PRTp (K), j = 1, . . . , J}, (2.3)
where the space X0 ⊂ X is defined in §3.1 (X0 = H(divΓ,Γ) if Γ is closed and X0 = H0(divΓ,Γ)
if Γ is an open surface). We will denote by N = N(h, p) the dimension of the discrete space
Xhp. One has N ≃ h−2 for fixed p and N ≃ p2 for fixed h.
The hp-version of the Galerkin BEM for the EFIE reads as: Find uhp ∈ Xhp such that
a(uhp,v) = 〈f ,v〉 ∀v ∈ Xhp. (2.4)
First, let us formulate the result which states the unique solvability of (2.4) and quasi-optimal
convergence of the hp-version of the BEM for the EFIE.
Theorem 2.1 [6, Theorem 2.1] There exists N0 ≥ 1 such that for any f ∈ X′ and for arbitrary
mesh-degree combination satisfying N(h, p) ≥ N0 the discrete problem (2.4) is uniquely solvable
and the hp-version of the Galerkin BEM generated by RT-elements converges quasi-optimally,
i.e.,
‖u− uhp‖X ≤ C inf{‖u− v‖X; v ∈ Xhp}. (2.5)
Here, u ∈ X is the solution of (2.1), uhp ∈ Xhp is the solution of (2.4), ‖ · ‖X denotes the norm
in X, and C > 0 is a constant independent of h and p.
The following theorem is the main result of this paper (its formulation involves the space Xr
and the norm ‖ · ‖Xr which are defined in §3.1).
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Theorem 2.2 Let u ∈ X and uhp ∈ Xhp be the solutions of (2.1) and (2.4), respectively. Then
there exists a real number r (r > 0 if Γ is closed, and r ∈ (−12 , 0) if Γ is an open surface) such
that u ∈ Xr and the following a priori error estimate holds
‖u− uhp‖X ≤ C h1/2+min {r,p} p−(r+1/2) ‖u‖Xr (2.6)
with a positive constant C independent of h and p.
Proof. The assertion regarding the regularity of the solution u to the EFIE is a direct con-
sequence of the regularity results in [17, Section 4.4] (see also [4, Appendix A]). Due to the
quasi-optimal convergence (2.5) of the hp-BEM, the error estimate in (2.6) then immediately
follows from the approximation result of Theorem 4.1 below. ✷
Remark 2.1 If Γ is a closed Lipschitz polyhedral surface (Γ = ∂Ω) and the EFIE represents
a boundary value problem for the time-harmonic Maxwell’s equations in the exterior domain
R
3\Ω, then one can be more specific about the regularity of the solution u of (2.1). In fact, the
presence of re-entrant edges is inevitable for the exterior of any polyhedral domain. Therefore,
using the results for Maxwell singularities (see [17]), we conclude that for a closed polyhedral
surface Γ there exists r ∈ (0, 12) such that u ∈ Xr, and u 6∈ X1/2.
Remark 2.2 The convergence rate of the hp-BEM for the EFIE is limited by the low regularity
of the solution to the corresponding Maxwell’s equations, especially for problems with screens
which represent the least regular case. To obtain sharp a priori error estimates, a refined ap-
proximation analysis of singularities inherent to the solution of the EFIE is needed (see [4]).
However, when the regularity of the solution to the EFIE is stated in terms of Sobolev spaces of
tangential vector fields on Γ, the result of Theorem 2.2 is optimal with respect to both h and p.
3 Preliminaries
3.1 Functional spaces, norms, and inner products
In our previous paper [6] we recalled definitions of the full range of Sobolev spaces necessary
for the convergence analysis of the BEM for the EFIE (see §3.1 therein). This included Sobolev
spaces on a Lipschitz domain Ω ⊂ Rn and Sobolev spaces of scalar functions and tangential
vector fields on a piecewise smooth (open or closed) Lipschitz surface Γ ⊂ R3. We have also
defined basic differential operators on Γ. In the present paper we will use the same notation as in
[6] for all differential operators, Sobolev spaces and their norms. For convenience of the reader,
let us repeat some essential definitions, in particular, those for Sobolev spaces of tangential vector
fields. Furthermore, we will introduce some more spaces and norms, which are indispensable for
the error analysis of the hp-BEM.
Let Ω be a Lipschitz domain in Rn. We use a traditional notation for the Sobolev spaces
Hs(Ω) (s ≥ −1), Hs0(Ω) (s ∈ (0, 1]), and H˜s(Ω) (s ∈ [−1, 1]) with their standard norms
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(cf., [26]). In particular, for s ∈ (0, 1), the spaces H˜s(Ω) are defined by using the real K-
method of interpolation, and for s ∈ [−1, 0), the spaces Hs(Ω), H˜s(Ω) and their norms are
defined by duality with L2(Ω) = H0(Ω) = H˜0(Ω) as pivot space. The norm and inner product
in L2(Ω) will be denoted as ‖ · ‖0,Ω and 〈·, ·〉0,Ω, respectively.
It is known that the standard norms ‖ · ‖Hs(Ω) and ‖ · ‖H˜−s(Ω) are not scalable for s ∈ (0, 1]
under affine transformations of Ω onto the reference domain (element). However, we will need a
scalable norm in the space H˜−1 on a generic interval ℓ ⊂ R1. Scalable families of norms in Hs
and in H˜−s for s ∈ [−1, 1] were introduced in [20]. Following [20] we define
‖f‖2H1h(ℓ) = (meas(ℓ))
−2‖u‖20,ℓ + |u|2H1(ℓ).
Then the norm ‖ · ‖H˜−1h (ℓ) is defined by duality:
‖f‖H˜−1h (ℓ) = sup
06=ϕ∈H1h(ℓ)
|〈f, ϕ〉0,ℓ|
‖ϕ‖H1h(ℓ)
. (3.1)
Let ℓ be the image of the reference interval ℓˆ under an affine transformation M , i.e., ℓ = M(ℓˆ),
and let meas(ℓ) ≃ h. Denote fˆ = f ◦M . Then the norms ‖ · ‖H1h(ℓ) and ‖ · ‖H˜−1h (ℓ) are scalable
(see [20, Lemma 3.1]), i.e.,
‖f‖H1h(ℓ) ≃ h
−1/2‖fˆ‖H1(ℓˆ) and ‖f‖H˜−1h (ℓ) ≃ h
3/2‖fˆ‖H˜−1(ℓˆ) (3.2)
for any fˆ ∈ H1(ℓˆ) and fˆ ∈ H˜−1(ℓˆ), respectively, and both equivalences are uniform for h > 0.
An important fact related to the norm ‖ · ‖H˜−1h is that it enjoys the localisation property,
provided that the function has zero average on each sub-domain (see [20, Lemma 3.2]). In
particular, we will need the following result.
Lemma 3.1 Assume that the boundary ∂Ω of the polygonal domain Ω ⊂ R2 is partitioned into
N segments ℓj (j = 1, . . . , N). Then, for all f ∈ H−1(∂Ω) with f |ℓj ∈ H˜−1(ℓj) and
∫
ℓj
f dσ = 0
(j = 1, . . . , N), there holds
‖f‖2H−1(∂Ω) ≤ C
N∑
j=1
‖f |ℓj‖2H˜−1h (ℓj)
with a positive constant C independent of f and N .
Now, let Γ be a piecewise smooth (open or closed) Lipschitz surface in R3. We will assume
that Γ has plane faces Γ(i) (i = 1, . . . ,I; without loss of generality it is assumed that I > 1)
and straight edges eij = Γ¯
(i) ∩ Γ¯(j) 6= ø (i 6= j). If Γ is a closed surface, we will denote by Ω
the Lipschitz polyhedron bounded by Γ, i.e., Γ = ∂Ω. If Γ is an open surface, we additionally
assume that Γ is orientable. In this case, we first introduce a piecewise plane closed Lipschitz
surface Γ˜ which contains Γ, and then denote by Ω the Lipschitz polyhedron bounded by Γ˜, i.e.,
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Γ˜ = ∂Ω. For each face Γ(i) ⊂ Γ there exists a constant unit normal vector νi, which is an outer
normal vector to Ω. These vectors are then blended into a unit normal vector ν defined almost
everywhere on Γ. For each pair of indices i, j = 1, . . . ,I such that Γ¯(i) ∩ Γ¯(j) = eij we consider
unit vectors τ ij , τ
(j)
i , and τ
(i)
j such that τ ij‖eij , τ (j)i = τ ij×νi, and τ (i)j = τ ij ×νj. Since each
Γ(i) can be identified with a bounded subset in R2, the pair (τ
(j)
i , τ ij) is an orthonormal basis
of the plane generated by Γ(i).
Let Γ be a closed surface. Then Γ = ∂Ω is locally the graph of a Lipschitz function.
Since the Sobolev spaces Hs for |s| ≤ 1 are invariant under Lipschitz (i.e., C0,1) coordinate
transformations, the spaces Hs(Γ) with |s| ≤ 1 are defined in the usual way via a partition of
unity subordinate to a finite family of local coordinate patches (see [27]). Due to this definition,
the properties of Sobolev spaces on Lipschitz domains in Rn carry over to Sobolev spaces on
Lipschitz surfaces. If Γ is an open surface, then the Sobolev spaces Hs(Γ), H˜s(Γ) for |s| ≤ 1
and Hs0(Γ) for 0 < s ≤ 1 are constructed in terms of the Sobolev spaces Hs(Γ˜) on a closed
Lipschitz surface Γ˜ ⊃ Γ (see [27]). Note that the spaces Hs(Γ(i)) and H˜s(Γ(i)) on each face Γ(i)
are well-defined for any s ≥ −1.
We will denote by γtr the standard trace operator, γtr(u) = u|Γ, u ∈ C∞(Ω¯). For s ∈ (0, 1)
(resp., s > 1), γtr has a unique extension to a continuous operator H
s+1/2(Ω) → Hs(Γ) (resp.,
Hs+1/2(Ω)→ H1(Γ)), see [16, 11]. We will use the notation C∞(Γ) = γtr(C∞(Ω¯)).
Using the introduced Sobolev spaces of scalar functions, we define:
Hs(Ω) = (Hs(Ω))3, Hs(Γ(i)) = (Hs(Γ(i)))2, H˜s(Γ(i)) = (H˜s(Γ(i)))2 (1 ≤ i ≤ I)
for s ≥ −1, and
Hs(Γ) = (Hs(Γ))3 for s ∈ [−1, 1].
The norms and inner products in all these spaces are defined component-wise and usual conven-
tions H0(Ω) = L2(Ω), H0(Γ) = L2(Γ), H0(Γ(i)) = H˜0(Γ(i)) = L2(Γ(i)) hold.
Now let us introduce the Sobolev spaces of tangential vector fields defined on Γ (see [12, 13,
14]). We start with the space
L2t (Γ) := {u ∈ L2(Γ); u · ν = 0 on Γ},
which will be identified with the space of two-dimensional, tangential, square integrable vector
fields. The norm and inner product in this space will be denoted by ‖ · ‖0,Γ and 〈·, ·〉0,Γ, respec-
tively. The similarity of this notation with the one for scalar functions should not lead to any
confusion. Then we define (hereafter, ui denotes the restriction of u to the face Γ
(i)):
Hs−(Γ) := {u ∈ L2t (Γ); ui ∈Hs(Γ(i)), 1 ≤ i ≤ I}, s ≥ 0,
‖u‖Hs−(Γ) :=
(
I∑
i=1
‖ui‖2
Hs(Γ(i))
) 1
2
.
Let γtr be the trace operator (now acting on vector fields), γtr(u) = u|Γ, γtr : Hs+1/2(Ω)→
Hs(Γ) for s ∈ (0, 1), and let γ−1tr be one of its right inverses. We will use the “tangential
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components trace” mapping πτ : (C
∞(Ω¯))3 → L2t (Γ) and the “tangential trace” mapping γτ :
(C∞(Ω¯))3 → L2t (Γ), which are defined as u 7→ ν × (u× ν)|Γ and u× ν|Γ, respectively. We will
also use the notation πτ (resp., γτ ) for the composite operator πτ ◦ γ−1tr (resp., γτ ◦ γ−1tr ), which
acts on traces. Then we define the spaces
H
1/2
‖ (Γ) := πτ (H
1/2(Γ)), H
1/2
⊥ (Γ) := γτ (H
1/2(Γ)),
endowed with their operator norms
‖u‖
H
1/2
‖
(Γ)
:= inf
φ∈H1/2(Γ)
{‖φ‖
H1/2(Γ); πτ (φ) = u},
‖u‖
H
1/2
⊥ (Γ)
:= inf
φ∈H1/2(Γ)
{‖φ‖
H1/2(Γ); γτ (φ) = u}.
It has been shown in [12] that the space H
1/2
‖ (Γ) (resp., H
1/2
⊥ (Γ)) can be characterised as
the space of tangential vector fields belonging to H
1/2
− (Γ) and satisfying an appropriate “weak
continuity” condition for the tangential (resp., normal) component across each edge eij of Γ.
For s > 12 we set
Hs‖(Γ) := {u ∈ Hs−(Γ); ui · τ ij = uj · τ ij at each eij},
Hs⊥(Γ) := {u ∈ Hs−(Γ); ui · τ (j)i = uj · τ (i)j at each eij}.
For any s > 12 the spacesH
s
‖(Γ) andH
s
⊥(Γ) are closed subspaces ofH
s
−(Γ). Finally, for s ∈ [0, 12)
we set
Hs‖(Γ) = H
s
⊥(Γ) := H
s
−(Γ).
If Γ is an open surface, then we also need to define subspaces of Hs‖(Γ) and H
s
⊥(Γ) incorpo-
rating boundary conditions on ∂Γ (for tangential and normal components, respectively). In this
case, for a given function u on Γ, we will denote by u˜ the extension of u by zero onto a closed
Lipschitz polyhedral surface Γ˜ ⊃ Γ. Then we define the spaces
H˜s‖(Γ) := {u ∈ Hs‖(Γ); u˜ ∈ Hs‖(Γ˜)}, s ≥ 0,
H˜s⊥(Γ) := {u ∈ Hs⊥(Γ); u˜ ∈ Hs⊥(Γ˜)}, s ≥ 0,
which are furnished with the norms
‖u‖
H˜s
‖
(Γ) := ‖u˜‖Hs
‖
(Γ˜), ‖u‖H˜s⊥(Γ) := ‖u˜‖Hs⊥(Γ˜), s ≥ 0.
When considering open and closed surfaces at the same time we use the notation H˜s‖(Γ), H˜
s
⊥(Γ),
etc. also for closed surfaces by assuming that H˜s‖(Γ) = H
s
‖(Γ), H˜
s
⊥(Γ) = H
s
⊥(Γ), etc. in this
case. This in particular applies to the following definition of dual spaces. For s ∈ [−1, 0), the
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spaces Hs‖(Γ), H˜
s
‖(Γ), H
s
⊥(Γ), and H˜
s
⊥(Γ) are defined as the dual spaces of H˜
−s
‖ (Γ), H
−s
‖ (Γ),
H˜−s⊥ (Γ), and H
−s
⊥ (Γ), respectively (with L
2
t (Γ) as pivot space). They are equipped with their
natural (dual) norms. Moreover, for any s ∈ (−12 , 12) there holds (cf. [21])
H˜s‖(Γ) = H
s
‖(Γ) = H˜
s
⊥(Γ) = H
s
⊥(Γ).
Using the above spaces of tangential vector fields, one can define basic differential operators
on Γ. The tangential gradient, ∇Γ : H1(Γ) → L2t (Γ), and the tangential vector curl, curlΓ :
H1(Γ) → L2t (Γ), are defined in the usual way by localisation to each face Γ(i). The adjoint
operator of −∇Γ is the surface divergence denoted by divΓ (we refer to [12, 13] for more details
regarding definitions and properties of differential operators on both closed and open surfaces).
Now we can introduce the spaces which appear when dealing with the EFIE on Γ. First, we
set
Hs(divΓ,Γ) := {u ∈ Hs‖(Γ); divΓ u ∈ Hs(Γ)}, s ∈ [−1/2, 1/2]
and
Hs−(divΓ,Γ) := {u ∈ Hs−(Γ); divΓ u ∈ Hs−(Γ)}, s ≥ 0
for Γ being either a closed or an open surface. Here, the space Hs−(Γ) is defined similarly to the
space Hs−(Γ) in a piecewise fashion:
Hs−(Γ) := {u ∈ L2(Γ); u|Γ(i) ∈ Hs(Γ(i)), i = 1, . . . ,I}, s ≥ 0,
‖u‖2Hs−(Γ) :=
I∑
i=1
‖u|Γ(i)‖2Hs(Γ(i)).
If Γ is an open surface, then we will also use the space
H˜s(divΓ,Γ) := {u ∈ H˜s‖(Γ); divΓ u ∈ H˜s(Γ)}, s ∈ [−1/2, 0].
The spaces Hs(divΓ,Γ), H
s
−(divΓ,Γ), and H˜
s(divΓ,Γ) are equipped with their graph norms
‖ · ‖Hs(divΓ,Γ), ‖ · ‖Hs−(divΓ,Γ), and ‖ · ‖H˜s(divΓ,Γ), respectively. If s = 0, then we will drop the su-
perscript and for open surfaces also the tilde in the above notation,H0(divΓ,Γ) = H
0
−(divΓ,Γ) =
H˜0(divΓ,Γ) = H(divΓ,Γ).
On open surfaces, one needs the spaces incorporating homogeneous boundary conditions for
the trace of the normal component on ∂Γ. By H˜s0(divΓ,Γ) with s ∈ [−12 , 0] we denote the
subspace of elements u ∈ H˜s(divΓ,Γ) such that for all v ∈ C∞(Γ) there holds
〈u,∇Γv〉+ 〈divΓ u, v〉 = 0,
where brackets 〈·, ·〉 denote the corresponding dualities. Similarly as above, we will drop the
superscript and the tilde if s = 0. We note that H˜s0(divΓ,Γ) is a closed subspace of H˜
s(divΓ,Γ)
for s ∈ [−12 , 0].
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The notation above related to open surfaces will be used also for two-dimensional domains (in
particular, for single faces of Γ and for reference elements). When we need to join the notation
for open and closed surfaces, we will write
X = H−1/2(divΓ,Γ), X
s =

Hs(divΓ,Γ) for s ∈ [−12 , 0),
H(divΓ,Γ) for s = 0,
Hs−(divΓ,Γ) for s > 0
if Γ is a closed surface, and
X = H˜
−1/2
0 (divΓ,Γ), X
s =

H˜s0(divΓ,Γ) for s ∈ [−12 , 0),
H0(divΓ,Γ) for s = 0,
Hs−(divΓ,Γ) ∩H0(divΓ,Γ) for s > 0
if Γ is an open surface. In all these cases the norms will be denoted as ‖ · ‖X and ‖ · ‖Xs .
Let [·, ·]θ (θ ∈ [0, 1]) denote the standard interpolation (see [26, 2]). We quote the following
interpolation result from [11] (see Theorem 4.12 therein).
Lemma 3.2 There exists an s0 ∈ (0, 12 ] such that for any s ∈ [−12 , s0) there holds [X,Xs]θ =
X(1/2+s)θ−1/2.
3.2 Interpolation operators
As it was mentioned in the introduction, our analysis of hp-approximations essentially relies on
the properties of the H(div)-conforming projection based interpolation operator. Let us briefly
sketch the definition of this operator on the reference element K (see [19] for details). In this
sub-section we use standard differential operators ∇, curl and div acting on 2D scalar functions
and vector fields, respectively.
Given a vector field u ∈ Hr(K) ∩ H(div,K) with r > 0, the interpolant up = Πdivp u ∈
P
RT
p (K) is defined as the sum of three terms:
up = u1 + u
p
2 + u
p
3.
Here, u1 is the lowest order interpolant
u1 =
∑
ℓ⊂∂K
(∫
ℓ
u · nˆ dσ
)
φℓ,
where nˆ denotes the outward normal unit vector to ∂K, and φℓ are the standard basis functions
(associated with edges ℓ) for PRT1 (K). For any edge ℓ ⊂ ∂K one has∫
ℓ
(u− u1) · nˆ dσ = 0. (3.3)
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Hence, there exists a scalar function ψ, defined on ∂K, such that
∂ψ
∂σ
= (u− u1) · nˆ, ψ = 0 at all vertices. (3.4)
Then, for each edge ℓ, the restriction ψ|ℓ is projected onto the set of polynomials P0p+1(ℓ)
ψ2,ℓ ∈ P0p+1(ℓ) : 〈ψ|ℓ − ψ2,ℓ, ϕ〉H˜1/2(ℓ) = 0 ∀ϕ ∈ P0p+1(ℓ). (3.5)
Extending ψ2,ℓ by zero from ℓ onto ∂K (and keeping its notation) and using the polynomial
extension from the boundary, we define ψℓ2,p+1 ∈ Pp+1(K) such that ψℓ2,p+1|∂K = ψ2,ℓ. Then we
set
u
p
2 =
∑
ℓ⊂ ∂K
u
p
2,ℓ ∈ PRTp (K), where up2,ℓ = curlψℓ2,p+1.
The interior interpolant up3 is a vector bubble function that solves the constrained minimization
problem
u
p
3 ∈ PRT,0p (K) :
‖div(u− (u1 + up2 + up3))‖0,K → min,
〈u− (u1 + up2 + up3), curl φ〉0,K = 0 ∀φ ∈ P0p+1(K).
Remark 3.1 The Sobolev space H˜1/2 and the corresponding norm were defined in [6] using the
real K-method of interpolation (see [26]). However, the expression for the H˜1/2-inner product in
(3.5) is based on another (equivalent) norm in H˜1/2. Without loss of generality, let us assume
that ℓ = I = (0, 1) is the reference interval. Then one has (see, e.g., [19])
‖φ‖H˜1/2(I) ≃ ‖∇ φ˜◦‖0,T ,
where T is the reference triangle, φ◦ denotes the extension of the function φ ∈ H˜1/2(I) by zero
onto ∂T ⊃ I, and φ˜◦ is the harmonic lift of φ◦ ∈ H1/2(∂T ). Then, applying the parallelogram
law and integrating by parts, we find the expression of the corresponding inner product (cf. [19]):
〈φ,ψ〉H˜1/2(I) = 〈∇φ˜◦,∇ψ˜◦〉0,T =
〈∂φ˜◦
∂nˆ
, ψ˜◦
〉
0,∂T
=
=
〈∂φ˜◦
∂nˆ
, ψ
〉
0,I
=
〈
φ,
∂ψ˜◦
∂nˆ
〉
0,I
∀φ,ψ ∈ H˜1/2(I).
This expression can also be written as
〈φ,ψ〉H˜1/2(I) =
〈
φ,DN T (ψ)
〉
0,I
=
〈
DN T (φ), ψ
〉
0,I
∀φ,ψ ∈ H˜1/2(I), (3.6)
where DN T : H˜1/2(I) → H−1/2(I) denotes the Dirichlet-to-Neumann operator associated with
the triangle T . Exactly this inner product is employed in (3.5).
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For r > 0 the operator Πdivp : H
r(K)∩H(div,K)→ H(div,K) is well defined and bounded,
with corresponding operator norm being independent of the polynomial degree p (cf. [19, Propo-
sitions 2]). Moreover, Πdivp preserves polynomial vector fields in P
RT
p (K), and there holds the
following estimate for the interpolation error (see [7, Theorem 5.1])
‖u−Πdivp u‖H(div,K) ≤ C p−r ‖u‖Hr(div,K), (3.7)
provided that u ∈ Hr(div,K) := {u ∈ Hr(K); divu ∈ Hr(K)} for r > 0.
We will need the following auxiliary result regarding the operator Πdivp .
Lemma 3.3 Let u ∈ Hr(K) ∩H(div,K) with r > 0, and let up = Πdivp u ∈ PRTp (K). Then for
any edge ℓ ⊂ ∂K there holds
‖(u− up) · nˆ‖H˜−1(ℓ) ≤ C p−1/2 ‖(u− up) · nˆ‖H−1/2(∂K) ≤ C p−1/2 ‖u− up‖H(div,K). (3.8)
Proof. Let us fix an edge ℓ ⊂ ∂K. Using the definition of the interpolant up we have
‖(u− up) · nˆ‖H˜−1(ℓ) = ‖(u− u1) · nˆ− up2 · nˆ‖H˜−1(ℓ) =
∥∥∥∂ψ
∂σ
− ∂ψ2,ℓ
∂σ
∥∥∥
H˜−1(ℓ)
. (3.9)
Since the derivative with respect to the arc length ∂∂σ is a bounded operator mapping L
2(ℓ) to
H˜−1(ℓ) (see, e.g., [22, Lemma 3]), we deduce from (3.9)
‖(u− up) · nˆ‖H˜−1(ℓ) ≤ C ‖ψ|ℓ − ψ2,ℓ‖0,ℓ. (3.10)
Let T˜ be an equilateral triangle having ℓ as one of its edges (if K = T then T˜ = T ). Denoting
φ := ψ|ℓ−ψ2,ℓ and using the expression for the H˜1/2(ℓ)-inner product as in (3.6), we can rewrite
the orthogonality relation in (3.5) as
〈φ, φp〉H˜1/2(ℓ) =
〈
φ,DN T˜ (φp)
〉
0,ℓ
= 0 ∀φp ∈ P0p+1(ℓ). (3.11)
Now, let us consider an auxiliary mixed boundary value problem on T˜ : find Φ ∈ H1(T˜ ) such
that
−∆Φ = 0 in T˜ , ∂Φ
∂nˆ
= φ on ℓ, Φ = 0 on ∂T˜\ℓ.
Recalling that φ ∈ H˜1/2(ℓ) ⊂ H1/2(ℓ) and using the regularity theory for elliptic problems in non-
smooth domains (see, e.g., [18, 21]), we conclude that Φ ∈ H2(T˜ ) and ‖Φ‖H2(T˜ ) ≤ C ‖φ‖H1/2(ℓ).
Therefore, applying the trace theorem for a single edge ℓ ⊂ T˜ (see [21, Theorem 1.4.2]) we prove
that Φ|ℓ ∈ H3/2(ℓ) and
‖Φ|ℓ‖H3/2(ℓ) ≤ C ‖Φ‖H2(T˜ ) ≤ C ‖φ‖H1/2(ℓ). (3.12)
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On the other hand, φ = ∂Φ/∂nˆ = DN T˜ (Φ|ℓ) and using (3.11) we obtain for any φp ∈ P0p (ℓ)
‖φ‖20,ℓ = 〈φ, φ〉0,ℓ =
〈
φ,DN T˜ (Φ|ℓ)
〉
0,ℓ
=
〈
φ,DN T˜ (Φ|ℓ − φp)
〉
0,ℓ
≤ ‖φ‖0,ℓ
∥∥∥DN T˜ (Φ|ℓ − φp)∥∥∥
0,ℓ
.
Hence, using the fact that the operator DN T˜ is continuous as a mapping H10 (ℓ) → L2(ℓ), we
find
‖φ‖0,ℓ ≤ C |Φ|ℓ − φp|H1(ℓ) ∀φp ∈ P0p (ℓ). (3.13)
To estimate the semi-norm in (3.13) we apply the standard p-approximation result in 1D (see,
e.g., [1, Lemma 3.2]): there exists φp ∈ P0p (ℓ) such that
‖Φ|ℓ − φp‖H1(ℓ) ≤ C p−1/2 ‖Φ|ℓ‖H3/2(ℓ). (3.14)
Putting together inequalities (3.12)–(3.14) and recalling our notation for the function φ, we
obtain
‖ψ|ℓ − ψ2,ℓ‖0,ℓ ≤ C p−1/2 ‖ψ|ℓ − ψ2,ℓ‖H1/2(ℓ). (3.15)
Since
(u− up) · nˆ|∂K = (u− u1 − up2) · nˆ|∂K =
∂
∂σ
(
ψ −
∑
ℓ⊂∂K
ψ2,ℓ
)
∈ H−1/2∗ (∂K)
with H
−1/2
∗ (∂K) := {u ∈ H−1/2(∂K); 〈u, 1〉0,∂K = 0}, and the tangential derivative defines an
isomorphism ∂∂σ : H
1/2(∂K)/R → H−1/2∗ (∂K) (see [19, Lemma 2]), we prove that
‖ψ|ℓ − ψ2,ℓ‖H1/2(ℓ) ≤ C
∥∥∥ψ − ∑
ℓ⊂∂K
ψ2,ℓ
∥∥∥
H1/2(∂K)
≤ C ‖(u− up) · nˆ‖H−1/2(∂K). (3.16)
The first inequality in (3.8) then immediately follows from estimates (3.10), (3.15), and (3.16).
The second inequality in (3.8) is true due to the continuity of the normal trace operator v →
v · nˆ|∂K as a mapping H(div,K)→ H−1/2(∂K). ✷
Now, let us consider our Lipschitz surface Γ discretised by the quasi-uniform mesh. Using
the Piola transform Mj for each element Γj and applying the p-interpolation operator Πdivp on
the reference elements, one can define the “global” H(div)-conforming hp-interpolation operator
Πdivhp : H
r
−(Γ) ∩H(divΓ,Γ)→ Xhp (r > 0) such that for uhp := Πdivhp u there holds
M−1j (uhp|Γj ) = Πdivp
(
M−1j (u|Γj )
)
.
Since the projection-based interpolation operator Πdivp preserves polynomial vector fields and
provides H(div)-conforming approximations, the p-interpolation error estimate (3.7) on the
reference element extends to the corresponding hp-estimate in a standard way by using the
Bramble-Hilbert argument and scaling. This result is formulated in the following theorem.
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Theorem 3.1 Let u ∈ Hr−(divΓ,Γ), r > 0. Then there exists a positive constant C independent
of h, p, and u such that
‖u−Πdivhp u‖H(divΓ,Γ) ≤ C hmin {r,p} p−r ‖u‖Hr−(divΓ,Γ).
4 Approximating properties of Xhp in X
The main purpose of this section is to prove that the orthogonal projection Php : X → Xhp
with respect to the norm in X satisfies an optimal error estimate (when the error is measured
in the norm of X). The standard approach to tackle such kind of problems is to use the duality
argument. Following this approach on Γ in our setting would require that for s ∈ (0, 12 ] the space
H−s(divΓ,Γ) (or, H˜
−s(divΓ,Γ) if Γ is an open surface) is the dual space of H
s(divΓ,Γ) with
respect to the H(divΓ,Γ)-inner product. However, this fact is true only for smooth surfaces. On
the other hand, the duality argument can be applied face by face. This idea was suggested by
Buffa & Christiansen in [11] and was successfully exploited by these authors in the context of
the h-version of the BEM for the EFIE. We will demonstrate below that, when employing the
projection based H(div)-conforming interpolation operator, this approach provides an optimal
hp-approximation result in the energy norm of the EFIE.
Let Γ˜ be a single face of Γ. To simplify the presentation (in particular, to avoid imposing
boundary conditions on the edges of ∂Γ˜ which also belong to ∂Γ in the case that ∂Γ 6= ∅), we
will assume that Γ is a (closed) Lipschitz polyhedral surface. All arguments extend to the case
of an open piecewise plane Lipschitz surface in a straightforward way (cf. [11]). For the sake of
simplicity of notation we will also omit the subscript Γ˜ for differential operators over this face,
e.g., we will write div for divΓ˜.
Let Hr(div, Γ˜) := {u ∈Hr(Γ˜); divu ∈ Hr(Γ˜)} for r ≥ 0. We will also denote by Xhp(Γ˜) the
restriction of Xhp to Γ˜. Then, for r > 0 we introduce the operator Qhp : Hr(div, Γ˜) → Xhp(Γ˜)
as follows: given u ∈ Hr(div, Γ˜), we define Qhpu ∈ Xhp(Γ˜) such that
(u−Qhpu,v)H(div,Γ˜) = 0 ∀v ∈ Xhp(Γ˜) ∩H0(div, Γ˜),
Qhpu · n˜ = Πdivhp u · n˜ on ∂Γ˜.
(4.1)
Here, (·, ·)
H(div,Γ˜) denotes the H(div, Γ˜)-inner product, and n˜ is the unit outward normal vector
to ∂Γ˜. It follows immediately from (4.1) that
‖u−Qhpu‖H(div,Γ˜) ≤ ‖u−Πdivhp u‖H(div,Γ˜). (4.2)
Lemma 4.1 For r > 0 let u ∈ Hr(div, Γ˜). Then there holds
‖u−Qhpu‖H˜−1/2(div,Γ˜) ≤ C
(
h
p
)1/2 ‖u−Πdivhp u‖H(div,Γ˜), (4.3)
where the constant C is independent of h and p.
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Proof. We follow the technique used by Buffa and Christiansen in the proof of Proposition 4.6
in [11] but rely on the properties of the H(div)-conforming projection based interpolation op-
erator Πdivhp . For given r > 0 and u ∈ Hr(div, Γ˜) let us consider the following problem: find
u0 ∈ H(div, Γ˜) such that
(u− u0,v)H(div,Γ˜) = 0 ∀v ∈ H0(div, Γ˜),
u0 · n˜ = Πdivhp u · n˜ on ∂Γ˜.
Then, as an immediate consequence of Lemma 4.8 in [11], there holds
‖u− u0‖H˜s+1/2(div,Γ˜) ≤ C ‖(u−Πdivhp u) · n˜‖Hs(∂Γ˜), s = −1, −12 . (4.4)
By the triangle inequality one has
‖u−Qhpu‖H˜−1/2(div,Γ˜) ≤ ‖u− u0‖H˜−1/2(div,Γ˜) + ‖u0 −Qhpu‖H˜−1/2(div,Γ˜). (4.5)
Let us estimate each term on the right-hand side of (4.5). For the first term we have by using
(4.4) with s = −1
‖u− u0‖H˜−1/2(div,Γ˜) ≤ C ‖(u−Πdivhp u) · n˜‖H−1(∂Γ˜). (4.6)
Denote uhp := Πdivhp u. Since
∫
ℓh
(u − uhp) · n˜ dσ = 0 for any mesh edge ℓh ⊂ ∂Γ˜, we can apply
the localisation result of Lemma 3.1 to estimate
‖(u− uhp) · n˜‖2
H−1(∂Γ˜)
≤ C
∑
ℓh⊂∂Γ˜
‖(u− uhp) · n˜‖2
H˜−1h (ℓh)
. (4.7)
Let us fix an edge ℓh ⊂ ∂Γ˜. Then there exists an element Kh ⊂ Γ˜ such that ℓ¯h = ∂Γ˜ ∩ ∂Kh.
This element Kh is the image of the reference element K under an affine mapping M , and let
M be the corresponding Piola transform. Then using (3.1), (3.2) and the standard property of
the Piola transform (see [10, Lemma 1.5]), we have
‖(u− uhp) · n˜‖H˜−1h (ℓh) = sup06=ϕ∈H1h(ℓh)
〈(u− uhp) · n˜, ϕ〉0,ℓh
‖ϕ‖H1h(ℓh)
≃ sup
06=ϕˆ∈H1(ℓˆ)
〈(uˆ−Πdivp uˆ) · nˆ, ϕˆ〉0,ℓˆ
h−1/2 ‖ϕˆ‖H1(ℓˆ)
= C h1/2 ‖(uˆ−Πdivp uˆ) · nˆ‖H˜−1(ℓˆ),
where ℓˆ =M−1(ℓh) ⊂ ∂K, uˆ =M−1(u|Kh), ϕˆ = ϕ◦M , and nˆ denotes the unit outward normal
vector to ∂K. Hence, applying Lemma 3.3 and using standard scaling properties of the Piola
transform (see [10, Lemma 1.6]), we estimate
‖(u− uhp) · n˜‖H˜−1h (ℓh) ≤ C
(
h
p
)1/2
‖uˆ−Πdivp uˆ‖H(div,K) ≤ C
(
h
p
)1/2
‖u− uhp‖H(div,Kh). (4.8)
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Combining inequalities (4.8) over all mesh edges ℓh ⊂ ∂Γ˜ and recalling the notation for uhp, we
deduce from (4.6) and (4.7):
‖u− u0‖H˜−1/2(div,Γ˜) ≤ C
(
h
p
)1/2
‖u−Πdivhp u‖H(div,Γ˜). (4.9)
Now we focus on the second term on the right-hand side of (4.5) and prove that
‖u0 −Qhpu‖H˜−1/2(div,Γ˜) ≤ C
(
h
p
)1/2
‖u−Πdivhp u‖H(div,Γ˜). (4.10)
Denote XΓ˜ := H˜
−1/2
0 (div, Γ˜) and H
1/2
0 (div, Γ˜) := H
1/2(div, Γ˜)∩H0(div, Γ˜). Let X′Γ˜ be the dual
space of XΓ˜. Then, by Lemma 4.7 in [11], the operator I − ∇(div) : H1/20 (div, Γ˜) → X′Γ˜ is an
isomorphism. Moreover, it is easy to see that Qhpu0 = Qhpu and u0−Qhpu0 ∈ H0(div, Γ˜) ⊂ XΓ˜.
Therefore, we can estimate as follows:
‖u0 −Qhpu‖H˜−1/2(div,Γ˜) = ‖u0 −Qhpu0‖H˜−1/2(div,Γ˜)
≤ C sup
0 6=v∈X′
Γ˜
〈v,u0 −Qhpu0〉X′
Γ˜
,XΓ˜
‖v‖X′
Γ˜
≤ C sup
0 6=w∈H
1/2
0 (div,Γ˜)
〈w −∇(divw),u0 −Qhpu0〉X′
Γ˜
,XΓ˜
‖w‖
H1/2(div,Γ˜)
= C sup
0 6=w∈H
1/2
0 (div,Γ˜)
(u0 −Qhpu0,w)H(div,Γ˜)
‖w‖
H1/2(div,Γ˜)
= C sup
0 6=w∈H
1/2
0 (div,Γ˜)
(u0 −Qhpu0,w −Πdivhp w)H(div,Γ˜)
‖w‖
H1/2(div,Γ˜)
;
for the last step we used the definition of Qhp (see (4.1) with v = Πdivhp w). Hence, using the
Cauchy-Schwarz inequality and the interpolation error estimate of Theorem 3.1 (with Γ = Γ˜
and r = 12) we prove that
‖u0 −Qhpu‖H˜−1/2(div,Γ˜) ≤ C
(
h
p
)1/2 ‖u0 −Qhpu‖H(div,Γ˜). (4.11)
The norm on the right-hand side of (4.11) is estimated by applying the triangle inequality, (4.4)
with s = −12 , (4.2), and the continuity property of the normal trace operator:
‖u0 −Qhpu‖H(div,Γ˜) ≤ ‖u0 − u‖H(div,Γ˜) + ‖u−Qhpu‖H(div,Γ˜)
≤ C ‖(u−Πdivhp u) · n˜‖H−1/2(∂Γ˜) + ‖u−Πdivhp u‖H(div,Γ˜)
≤ C ‖u−Πdivhp u‖H(div,Γ˜). (4.12)
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The desired inequality in (4.10) then follows from (4.11) and (4.12).
To obtain (4.3) it remains to collect (4.9) and (4.10) in (4.5). This finishes the proof. ✷
Now we can prove the main result of this section.
Theorem 4.1 Let Php : X→ Xhp be the orthogonal projection with respect to the norm in X.
If u ∈ Xr with r > −12 , then
‖u− Phpu‖X ≤ C h1/2+min {r,p} p−(r+1/2) ‖u‖Xr (4.13)
with a positive constant C independent of h, p, and u.
Proof. First, let us assume that r > 0. We consider the discrete vector field v ∈ Xhp such
that v|Γ(i) = Q(i)hp(u|Γ(i)) for each face Γ(i) of Γ (here, Q(i)hp denotes the operator defined as in
(4.1) with respect to the face Γ(i)). Due to the localisation properties of the norms in X and in
H(divΓ,Γ), we have by Lemma 4.1
‖u− Phpu‖X ≤ ‖u− v‖X ≤ C
I∑
i=1
‖u|Γ(i) −Q(i)hp(u|Γ(i))‖H˜−1/2(div
Γ(i)
,Γ(i))
≤ C
(
h
p
)1/2
‖u−Πdivhp u‖H(divΓ,Γ),
and inequality (4.13) then follows from the error estimate of Theorem 3.1.
Now, let r ∈ (−12 , 0]. Assume that u ∈ Xs with some s ∈ (0, s0), where s0 ∈ (0, 12 ] is the
same as in Lemma 3.2. Then, using the first part of the proof, one has
‖u− Phpu‖X ≤ C
(
h
p
)1/2+s
‖u‖Xs .
On the other hand, it is trivial that
‖u− Phpu‖X ≤ ‖u‖X.
Therefore, applying the interpolation argument which relies on Lemma 3.2, we prove
‖u− Phpu‖X ≤ C
(
h
p
)1/2+r ‖u‖Xr ∀u ∈ Xs.
This estimate yields (4.13) due to the density of regular functions inXr, and the proof is finished.
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