ABSTRACT. We study the structure of positive solutions for a p-Laplacian boundary value problem involving singular and superlinear nonlinearities. We prove that there exists λ * > 0 such that the problem has exactly two positive solutions for 0 < λ < λ * , exactly one positive solution for λ = λ * , and no positive solution for λ > λ * . More precisely, we give a complete description of the structure of the solution set. Our result partially generalizes some results of Wei [12].
(c) We allow q m to be positive, zero or negative.
Sun, Wu, and Long [5] studied combined effects of singular and superlinear nonlinearities in a singular problem Recently, Wang and Yeh [9, Theorem 2.2] studied the exact structure of positive solutions of (1.1) by applying modified time-map techniques for
To (1.1), we generalize [9, Theorem 2.2] for nonlinearities
2) as in Theorem 2.1 stated behind. Note that, to study (1.1), we first study the structure of positive solutions of
Very recently, motivated by a result of Agarwal and O'Regan [1] , Wei [12] studied the exact multiplicity and properties of positive solutions of the singular problem
where λ > 0 is a bifurcation parameter, k ≥ 0, and q, r satisfy either 
Main results.
The main results in this paper are following Theorems 2.1 and 2.2. In Theorem 2.2, we first study the exact structure of positive solutions of (1. 
Theorem 2.1.
(See Figure 1) . solution u λ * for λ = λ * , and no positive solution for λ > λ
(ii) Let u be a positive solution of (1.1). Then there exists a unique positive number B * defined by (4.6) below such that u ∞ < B * . In addition, if n = 1, 
(ii) For 0 < λ < λ * , let u λ and v λ be the two positive solutions of (1.5) with
Lemmas.
To prove Theorem 2.1, we modify the time-map techniques applied to prove [10, Theorems 2.1 and 2.2]. We need the following six lemmas. Consider
The time-map formula for (3.1) takes the form as follows:
Positive solutions u of (3.1) correspond to u ∞ = α and T (α) = λ 1/p . Thus, to study the number of positive solutions of (3.1) is equivalent to study the shape of the time map T (α) on (0, ∞).
The following lemma is a generalization of [9, Lemma 4.1]; we omit the proof.
The following key lemma is a generalization of [9, Theorem 1.1]; we omit the proof. Let θ f (u) := pF (u) − uf (u).
Lemma 3.2. Suppose that
and ing on (A, B) .
and T (α) has exactly one critical point, a maximum, on (0, ∞). Let α * be the critical point for T (α). Then A < α * < B.
The proof of Lemma 3.3 is exactly the same as that of [9, Theorem 1.2]. We omit it.
where
The following lemma is a generalization of [11, Lemma 3.2]; we omit the proof. 
Then there exists a unique number λ
for some constant 0 < β < 1. Suppose that, for two fixed positive numbers λ 1 < λ 2 , u λ 1 (x) is a positive solution of (3.7) for λ = λ 1 , u λ 2 (x) is a positive solution of (3.7) for λ = λ 2 . Then
The proof of Lemma 3.6 (ii) is similar to that of [10, Lemma 3.5] . A similar argument as in the proof of [10, Lemma 3.5] can apply to prove Lemma 3.6 (i). We omit the proofs.
Proofs of Theorems 2.1 and 2.2.
To prove Theorem 2.1 we first prove Theorem 2.2 by mainly applying Lemma 3.2.
Proof of Theorem 2.2. (i) Suppose that
satisfies (1.6).
It is easy to check that, for m, n ≥ 1, f m,n ∈ C 2 (0, ∞) satisfies (H1) (H3) for some positive numbers A < B and m 0 = ∞ = m ∞ ; we omit the proofs.
For (H4), we compute that
by (1.6). So, to complete the proof of (H4), it suffices to prove that uf m,n (u)/f m,n (u) is increasing on (A, B) . Actually, we prove that
by the principle of double induction on positive integers m, n as follows.
Note that, since f ∈ C 2 (0, ∞), it is easy to see that
Thus (4.1) holds. Secondly, assume that, for n = s
.
, by (4.2) and (1.6), we compute that
. Thus (4.1) holds for f = f 1,n (u), n = s + 1. So by mathematical induction, for any positive integer n, (4.1) holds for f = f 1,n (u).
We next prove (4.
for any fixed n ≥ 1 by induction on m. First, by the above, for
, by (4.3) and (1.6), we compute that and T (α) has exactly one critical point, a maximum, on (0, ∞). Thus, there exists λ
such that (1.5) has exactly two positive solutions u λ , v λ with u λ < v λ for 0 < λ < λ * (the ordering of u λ , v λ can be proved easily), exactly one positive solution u λ * for λ = λ * , and no positive solution for λ > λ
(ii) It is easy to see that u λ ∞ < u λ * ∞ < v λ ∞ for 0 < λ < λ * , lim λ→0 + u λ ∞ = 0 and lim λ→0 + v λ ∞ = ∞. Equations (2.2) and (2.3) follow immediately by (3.3) and (3.4).
The proof of Theorem 2.2 is complete.
Proof of Theorem 2.1. For fixed λ > 0, suppose that u λ (x) is a positive solution of (1.1) with ||u λ || ∞ = α. We write
Then, by (3.2) and (3.8), it is easy to see that
This and (3.9) imply that the positive solution u λ (x) of (1.1) corresponds to ||u λ || ∞ = α and
It is easy to check that (4.5) holds for any λ ≥ 0.
. We first show some properties of T 0 (α) and T λ (α). We have and
are both strictly increasing in λ > 0. Thus, positive numbers A λ and B λ are both strictly increasing in λ > 0 by (3.5) and (3.6). Hence
By the above and by Lemma 3.5, we obtain (7) There exists a unique number λ * > 0 such that
So by the above, we obtain graphs of T λ (α) of (1.1) for different λ s as in Figure 3 . It follows that
p ) by (4.5) (4.7), and hence positive numbers λ * = λ * (b 1 ) and B * = B * (b 1 ) are both strictly decreasing in b 1 ∈ (0, (p − 1)((π/p) csc (π/p)) p ). The proof of (2.1) is easy but tedious; we omit it.
The proof of Theorem 2.1 is complete.
5. An example with some negative coefficient. Actually, to Theorem 2.1, we give an example to demonstrate that the hypotheses of positive coefficients a i and b j for f λ = λ Then applying the same arguments as in the proof of Theorem 2.1, we obtain that there exists λ * > 0 such that (1.1) has exactly two positive solutions u λ , v λ with u λ < v λ for 0 < λ < λ * , exactly one positive solution u λ * for λ = λ * , and no positive solution for λ > λ * . Actually, numerical simulations as given in Figure 4 show that λ * ≈ 3.372, B * ≈ 2.528 and A * ≈ 1.824.
