The local structure entropy is a new method which is proposed to identify the influential nodes in the complex networks. In this paper a new form of the local structure entropy of the complex networks is proposed based on the Tsallis entropy. The value of the entropic index q will influence the property of the local structure entropy. When the value of q is equal to 0, the nonextensive local structure entropy is degenerated to a new form of the degree centrality. When the value of q is equal to 1, the nonextensive local structure entropy is degenerated to the existing form of the local structure entropy. We also have find a nonextensive threshold value in the nonextensive local structure entropy. When the value of q is bigger than the nonextensive threshold value, change the value of q will has no influence on the property of the local structure entropy, and different complex networks have different * Corresponding author: Yong Deng, School of Computer and Information Science, Southwest University, Chongqing, 400715, China.
Introduction
The complex networks is a model which can used to describe those complex relationship in the real system, such as the biological, social and technological systems [1, 2] . Many property of the complex networks have illuminated by these researchers in this filed, such as the network topology and dynamics [3, 4] , the property of the network structure [2, 5] , the selfsimilarity and fractal property of the complex networks [6, 7] , the controllability and the synchronization of the complex networks [8, 9] and so on [10, 11, 12, 11, 6, 13] . How to identify the influential nodes in the complex networks has attracted many researchers to study it. Recently, a local structure entropy of the complex networks is proposed to identify the influential nodes in the complex networks [14] . In the local structure entropy the node's influence on the whole network is replaced by the local network. The degree entropy of the local network is used as the measure of the influence of the node on the whole network. The local structure entropy is based on the shannon entropy. In this paper the Tsalli entropy which is proposed by Tsalli et.al [15] is used to analysis the property of the local structure entropy.
Depends on the nonextensive statistical mechanics, the relationship between each node can be described by the nonextensive additivity.
In this paper, the property of the local structure entropy is analysed by the nonextensive statistical mechanics. Depends on the Tsallis entropy, a new form of the local structure entropy is proposed in this paper. In the nonextensive local structure entropy, the influences of the node on the whole network is changed by the entropic index q. The nonextensive in the local structure entropy is changed correspond to value of q and the nonextensive additivity is restricted by the value of q. We also find the nonextensive threshold value of q in the nonextensive local structure entropy. When the value of q is bigger than the nonextensive threshold value, then the property of the local structure entropy will not be controlled by the q. When the value of q is equal to 0, then the local structure entropy is degenerated to another form of the degree centrality. The nonextensive local structure entropy is a generalised of the local structure entropy.
The rest of this paper is organised as follows. Section 2 introduces some preliminaries of this work, such as the local structure entropy of complex networks and the nonextensive statistical mechanics. In section 3, the analysis of the local structure entropy based on the nonextensive is proposed. The application of the nonextensive analysis in these real networks is shown in the section 4. Conclusion is given in Section 5.
Preliminaries

Local structure entropy of complex networks
There many methods are proposed to identify the influential nodes in the complex networks. The degree centrality and the betweenneess centrality are the wildly used method to identify the influential nodes in the complex networks. Recently, the "Local structure entropy" of the complex networks which is based on the degree centrality and the shannon entropy is proposed [14] . The details of the local structure entropy of the complex networks is shown as follows [14] .
The definition of the local structure entropy can be divided into three steps, the details are shown as follows [14] .
Step 1 Creating a local network: First, choose one of the node in the network as the central node. Second, find all of the nodes in the network which are connect with the central node in directly. Third, create a local network which contains the central node and his neighbour nodes.
Step 2 Calculating the unit of the local structure entropy: Calculate the degree of each node and the total number of the degree in the local network. The unit of the local structure entropy can be represents as the p ij , it is defined in the Eq.(2).
Step 3 Calculating the local structure entropy of each node: The definition of the local structure entropy for each node is shown in the Eq.(1).
The definition of the local structure entropy of the complex networks is shown as follows [14] .
Where the LE i represents the local structure entropy of the ith node in the complex networks. The n is the total number of the nodes in the local network. The p ij represents the percentage of degree for the jth node in the local network. The definition of the p ij is shown in the Eq.(2).
An example of the process to calculate the local structure entropy is shown in the Fig.1 .
It is clear that in the local structure entropy the influence of the node on the whole network is replaced by the influence of the local network on the whole network [14] .
Nonextensive statistical mechanics
The entropy is defined by Clausius for thermodynamics [16] . For a finite discrete set of probabilities the definition of the Boltzmann-Gibbs entropy [? ] is given as follows:
The conventional constant k is the Boltzmann universal constant for thermodynamic systems. The value of k will be taken to be unity in information theory [17] . In 1988, a generalised entropy have been proposed by Tsallis [15] . It is shown as follows:
The q − logarithmic function in the Eq. (4) is presented as follows:
Based on the Eq. (5), the Eq. (4) can be rewritten as follows:
Where N is the number of the subsystems.
Based on the Tsallis entropy, the nonextensive theory is established by Tsallis et.al. The nonextensive statistical mechanics is a generalised statistical mechanics.
Nonextensive analysis of the local structure entropy of complex networks
The main idea of the local structure entropy is try to use the influence of the local network to replace the influence of the node on the whole network [14] . However, in the definition of the local structure entropy of each node, the relationship between each node in the local network is extensive. In order to illuminate the property of the local structure entropy, in this paper the nonextensive statistical mechanic is used in the definition of the local structure entropy.
Depends on the Tsallis entropy, the definition of the local structure entropy is redefined as follows:
Where in the Eq. (9), the logarithmic function in the local structure entropy is replaced by the q − logarithmic function in the Eq.(5). The S q i is the new local structure entropy of the node i. It is defined based on the Tsallis entropy [18] . The p ij is defined in the Eq.(2). The q is the nonextensive entropic index.
We use the example network A which is shown in the Fig.1 to show the nonextensive property of the local structure entropy.
The order of the influential nodes in the example network A is shown in the Table 2 .
The order of the influential nodes in the example network A is shown in the Table 4 . Where in the Table 4 the order of the influential nodes which is identified by the nonextensive local structure entropy with different value of q. The LE order represents the order of the influential nodes which is identified by the local structure entropy. The results in of the test of the local structure entropy based on the nonextensive statistical have show the influence of the nonextensive additivity between each node on the local structure entropy.
When the value of the entropic index q is equal to 0. Then the value of the local structure entropy on each nodes is corresponded to the number of the degree of each node. The influence of the local network is degenerated to the degree's influence on the whole network. Therefore, the order of the influential nodes which is identified by the local structure entropy in the example network A is the same as the the order based on the degree value. In other word, when the value of q is equal to 0, then influence of the components on the local structure entropy is equal to others. The value of the local structure entropy for each node is decided by the node's degree. When the value of q is equal to 1, then the additivity among there components of local structure entropy is based on the degree of the node in the local network. When the value of q is bigger than 3.6, the order of the influential nodes in the example networks is stable. It means that when the value of q is bigger than 3.6, the nonextensive additivity among those components is stable. Change the value of q has no influence on the order of the local structure entropy. The 3.6 is a threshold value of the nonextensive in the local structure entropy of example network A. The P value is used to represents the threshold value of the nonextensive in the local structure entropy.
The details can be illuminated in six parts:
Case 1 When q=0, the relationship between the components in the local structure entropy is equal to each others. The value of the local structure entropy is decided by the number of the components in it. In the local structure entropy which is based on the degree distribution, the order of the influential nodes in the network is equal to the order which is identified by the degree centrality.
Case 2 When 0<q<1, these components which have small value are the main part of the local structure entropy.
Case 3 When q=1, the nonextensive additivity in the local structure entropy is degenerated to the extensive additivity. The nonextensive local structure entropy degenerate to the local structure entropy.
Case 4 When 1<q<P value , the components which have big value are the main part of the local structure entropy.
Case 5 When q=P value , the nonextensive additivity in the local structure entropy achieve to a stable state.
Case 6 When q>P value , the order of the influential nodes in the complex networks is achieve to stable. Change the value of q will have no influence on the order of the influential nodes in the complex networks.
The order of the influential nodes in the complex can be described in three state: 1. The initial state Order q=0 . When the value of q is equal to 0, the order of the influential nodes in the complex networks. This state is the same as the order which is identified by the degree centrality. 2. The local structure entropy state Order q=1 . When the value of q is equal to 1, the order of the influential nodes in the complex networks. The order is decided by the local structure entropy. 3. The stable state Order stable . When the value of q is bigger than the nonextensive threshold value, the order of the influential nodes in the complex networks is stable.
The three state of the example network A is shown as follows: The results show that the nonextensive local structure entropy is more useful and more reasonable than the local structure entropy. The nonextensive local structure entropy is a generalised method to identify the influential nodes in the complex networks.
Application
In this section four real networks is use to analysis the nonextensive in the local structure entropy of it. The four networks are the Zachary's Karate
Club network (Karate) [19] , the US-airport network (Us- The results of the nonextensive threshold value (P value ) of each network and the three state of the four networks is shown as follows: The threshold value of the nonextensive (P value ) in the four real networks is shown in the Table 9 . It is clear that the nonextensive in the local structure 
Conclusion
The local structure entropy is a new method which is used to identify the influential nodes in the complex networks. In this paper, the local structure entropy of the complex networks is redefined by the nonextensive statistical mechanics. The results of the nonextensive analysis on the local structure entropy shown that when the entropic index q is equal to 0, the order of the influential nodes which is identified by the nonextensvie local structure entropy the same as the degree centrality. When the value of q is equal to 1, then the nonextensive local structure entropy is degenerated to the traditional local structure entropy. When the value of q is bigger than the nonextensive threshold value (P value ) the order of the influential nodes in the complex networks is stable.
It is clear that the value of q will influence the property of the local structure entropy, but it also have a range. When the value of q is smaller than P value and bigger than 1, the components with big value in the local structure entropy play an important roles in the local structure entropy.
When the value of q is smaller than 1, bigger than 0 the components with small value in the local structure entropy play an important roles in the local structure entropy. When the value of q is equal to 0, then the performance of the local structure entropy is decided by the numbers of the components in the local structure entropy. The nonextensive local structure entropy is degenerates to the degree centrality.
The new form of the local structure entropy which is defined based on the Tsallis entropy is more reasonable and more useful than the existing one. It is a generalised method which can be used to identify the influential nodes in the complex networks.
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