Probing many-body localization phase transition with superconducting
  circuits by Orell, Tuure et al.
Probing many-body localization phase transition with superconducting circuits
Tuure Orell1, Alexios A. Michailidis2, Maksym Serbyn2, and Matti Silveri1
1Nano and Molecular Systems Research Unit, University of Oulu, 90014 Oulu, Finland
2IST Austria, Am Campus 1, 3400 Klosterneuburg, Austria
(Dated: July 10, 2019)
Chains of superconducting circuit devices provide a natural platform for studies of synthetic
bosonic quantum matter. Motivated by the recent experimental progress in realizing disordered and
interacting chains of superconducting transmon devices, we study the bosonic many-body localization
phase transition using the methods of exact diagonalization as well as matrix product state dynamics.
We estimate the location of transition separating the ergodic and the many-body localized phases as a
function of the disorder strength and the many-body on-site interaction strength. The main difference
between the bosonic model realized by superconducting circuits and similar fermionic model is that
the effect of the on-site interaction is stronger due to the possibility of multiple excitations occupying
the same site. The phase transition is found to be robust upon including longer-range hopping and
interaction terms present in the experiments. Furthermore, we calculate experimentally relevant
local observables and show that their temporal fluctuations can be used to distinguish between the
dynamics of Anderson insulator, many-body localization, and delocalized phases. While we consider
unitary dynamics, neglecting the effects of dissipation, decoherence and measurement back action, the
timescales on which the dynamics is unitary are sufficient for observation of characteristic dynamics
in the many-body localized phase. Moreover, the experimentally available disorder strength and
interactions allow for tuning the many-body localization phase transition, thus making the arrays of
superconducting circuit devices a promising platform for exploring localization physics and phase
transition.
I. INTRODUCTION
Superconducting circuits, specifically arrays of super-
conducting transmon devices (Fig. 1), are a promising
platform for quantum simulation. Transmon is a weakly
anharmonic oscillator made of Josephson junctions and
capacitors. However, scatter in circuit parameters, such
as on-site energy and interaction strengths, is inevitable
in the process of fabrication and hinders their applica-
tions [1]. Parameters of different circuit elements can be
made also in situ tunable with microwave and magnetic
flux controls, and disorder can be removed. This tunabil-
ity requires extra junctions [2], engineered couplers [3] and
control lines, which all adds to device, characterization
and measurement complexity. Moreover, these ingredi-
ents add decoherence and dissipation and thus are not
the most advantageous methods for large arrays.
Presence of intrinsic disorder suggests that transmon
arrays can be a natural platform to study physics emer-
gent from interplay between disorder and interactions.
Sufficiently strong disorder may lead to a many-body lo-
calized phase — a stable phase of matter characterized
by the breakdown of thermalization [4–6]. Many-body
localized systems are characterized by a logarithmically
slow entanglement spreading [7] and relaxation to a non-
thermal state that retains memory of initial conditions.
This is in contrast to ballistic spreading of entanglement
in thermalizing systems that achieve thermal equilibrium
and lose memory of the initial state [8]. The characteristic
slow dynamics of the many-body localized phase makes
it a prospective target for quantum simulators that are
characterized by slow loss of coherence [9–11].
Many-body localization is an active research field at the
intersection of non-equilibrium quantum dynamics, quan-
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Figure 1. Schematic of a transmon chain realizing the Bose–
Hubbard model with attractive interactions. A transmon is
made of Josephson junctions (black crosses) and capacitor
plates (blue rectangles). Transmons are anharmonic oscil-
lators with natural frequency ω and anharmonicity U and
they interact with each other through capacitive interaction J .
Non-identical sites visualize fabrication scatter and disorder.
tum thermalization, condensed matter physics, quantum
information, computational physics, and other fields [4–6].
The major focus of earlier studies was on localization in
one dimensional systems with the two-dimensional local
Hilbert space. Specific examples of such systems include
interacting spinless fermions [12–14], spin-1/2 chains [15–
19], and hard-core bosons [20] on one-dimensional lat-
tices. In contrast, localization in bosonic systems received
relatively little attention, with an exception of a few
works [21–24]. The bosonic systems are more challeng-
ing for numerical studies [23], since the size of the local
Hilbert space in a bosonic model with particle conserva-
tion is limited only by the total number of excitations
in the system. This implies that the scaling of the to-
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2tal Hilbert space with system size heavily depends on
the filling factor. Furthermore, as we show below, the
disorder-dependent asymmetry in the density of states
presents additional complications.
Recent research considered interacting microwave pho-
tons in disordered [25, 26] and clean [27, 28] supercon-
ducting circuit chains as well as bosonic Rb-atoms in op-
tical lattices [29–31], and demonstrated that bosonic sys-
tems provide good experimental platforms to study many-
body physics. Motivated by this experimental progress
with bosonic synthetic matter, we study here a chain of
superconducting transmon devices (Fig. 1) realizing a
disordered Bose–Hubbard model with attractive interac-
tions [27, 32] (Sec. II).
After introducing the model, we proceed with numerical
calculation of the phase diagram, identifying the location
of the phase transition that separates ergodic and many-
body localized phases as a function of disorder strength
and interactions (Sec. III). In addition, we consider exper-
imentally relevant longer-range hopping and interaction
terms in the Hamiltonian and study their effect on the
many-body localization phase transition. Crucially, we
demonstrate that the phase transition stays within the
experimentally accessible range of parameters in the trans-
mon chains.
In the second half of the paper, we consider time dy-
namics of local observables after a quench from an initial
product state (Sec. IV). We show that the fluctuations of
local observables can be used to experimentally distinguish
between the dynamics of Anderson insulator, many-body
localization and delocalized phases on the experimentally
accessible time scales. In other words, temporal fluctua-
tions of local observables can serve as an alternative to the
challenging measurement of the entanglement dynamics
in a quantum quench [31, 33]. Finally, we conclude with
discussing future directions, and possible effects arising
from dephasing, dissipation and measurement back action
(Sec. V).
In addition to our two main results, the phase diagram
of the bosonic Hubbard model and dynamics of local
observables, our work extends the numerical methods
for studies of many-body localization to bosonic systems.
We utilize methods of exact diagonalization for solving
eigenstates and resolving the phase diagram. Dynamics
are performed using Krylov subspace methods [34] as well
as time evolving block decimation [35], which is a Trotter-
based evolution scheme for matrix product states [36].
As bosonic systems are rather an untrodden path in the
context of numerics of interacting and disordered systems,
we also present details on the used numerical methods and
their scalability (App. A-D). In particular, we discuss the
combination of the LDL decomposition and the stochastic
Chebyshev series expansion [37] for efficient estimation
of the density of states without solving the full energy
eigenvalue spectrum.
II. TRANSMON ARRAY
Transmon is a weakly anharmonic electric oscillator
with natural frequency ω =
√
8ECEΣJ/~ made of capaci-
tor plates setting the capacitive charging energy EC and
Josephson junctions acting as a weakly non-linear induc-
tor [2, 38] setting the total Josephson energy EΣJ. In the
transmon regime, the Josephson energy dominates over
the charging energy, characterized by the ratio EΣJ/EC
in the range of 25–100. In this work, we are interested
in probing many-body dynamics in a chain of transmons.
The transmon chain is schematically depicted in Fig. 1 as-
suming transmons with a 3D architecture [32, 38] placed
in a 3D cavity or a waveguide (not shown). 3D archi-
tecture offers benefits in terms of low dissipation and
decoherence rates as well as versatile geometric options
in coupling of the transmons. In contrast, transmons
with a 2D architecture coupled to 2D cavities made on
coplanar waveguide resonators [25, 28] have very accurate,
fast and developed measurement and controlling schemes.
However, both architectures are essentially similar in the
point of view of unitary many-body dynamics.
Given the recent experimental demonstrations with
chains and clusters of 10–20 superconducting qubits [25,
28, 39, 40], the arrays are expected to reach 10–100 sites
in the near future. Transmons interact with each other
via capacitive dipole-dipole interaction J , whose strength
can be tailored from 10 MHz to 100 MHz by changing
the orientation and size of transmon capacitors [27, 32].
The interaction strength should be compared with the
dissipation and decoherence rates of the state-of-the-art
devices [38, 41–46]. The decoherence rates Γ2 range
from 10 kHz in 3D architecture transmons to 25 kHz in
2D architecture transmons. Similarly, the dissipation
rates Γ1 range from 2 kHz to 5 kHz in 3D and 2D archi-
tectures, respectively. Almost three orders of magnitude
difference between the interaction strength and dissipa-
tion/decoherence rates yields an ample time frame of
unitary many-body dynamics before disruptive dissipa-
tion and decoherence effects become important.
In quantum computing applications one uses the trans-
mon anharmonicity U = EC/~ in the order of a few
100 MHz [38, 47] to turn transmons into effective two-
level systems. [48] However, in the quantum simulations
of the many-body physics, the higher levels and their
bosonic excitation statistics can be accessed. In this case,
the anharmonicity acts as an on-site interaction between
bosonic excitations. Superconducting transmon devices
can be easily driven with single-site accuracy offering a
possibility to study driven-dissipative dynamics [49]. Fur-
thermore, superconducting qubit read-out can be made
almost perfectly quantum non-demolition [50, 51] offer-
ing a possibility to explore many-body dynamics and
entanglement phase transitions [52–57] under continuous
repeated or variable strength [58] measurements.
In this Section, we introduce the non-disordered Bose–
Hubbard model realized by a chain of identical trasmons.
In addition we discuss additional terms present in the
3Hamiltonian — the longer range and higher-order multi-
particle interactions as well as transmon-specific disorder
potential. As our main focus lies in many-body local-
ization induced by the presence of strong disorder, we
continue by discussing different ways to realize in-situ
tunable disorder and calculate the resulting many-body
eigenspectrum.
A. Clean Bose–Hubbard model
One-dimensional array of L identical transmons (Fig. 1)
is described by the attractive Bose–Hubbard model [25,
27, 28]
HˆBH/~ =
L∑
`=1
ωnˆ`−
L∑
`=1
U
2
nˆ` (nˆ` − 1)
+
L−1∑
`=1
J
(
aˆ†` aˆ`+1 + aˆ`aˆ
†
`+1
)
, (1)
where aˆ` and aˆ
†
` are the bosonic annihilation and creation
operators of the site `, [aˆ`, aˆ
†
k] = δ`,k, and nˆ` = aˆ
†
` aˆ` is
the corresponding number operator. In the many-body
language, the natural frequency ω corresponds to the
on-site energy, capacitive dipole-dipole interaction J is
interpreted as the nearest-neighbor hopping between adja-
cent sites, and the anharmonicity U = EC/~ serves as the
on-site interaction. The Hamiltonian (1) conserves the
total number of excitations since it commutes with the
total occupation operator Nˆ =
∑L
`=1 nˆ`. It is therefore
sufficient to study only a single subspace of the Hamil-
tonian with a fixed total number of excitations N . Here
we focus mainly on the chain at half-filling, i.e. N = L/2,
with filling factor f = N/L = 1/2. The experimentally
relevant parameters are summarized in Table I.
We note that the on-site interaction is attractive. It
stems from the cosine potential of the Josephson junctions,
EJ cos[
4
√
2EC/EΣJ(aˆ+ aˆ
†)], that softens as a function of
the excitation number. The anharmonic term U = EC/~
is the lowest order correction to the harmonic potential
and as the occupation number increases, one has to take
into account also higher order corrections, the first of such
being
HˆHA/~ =
L∑
`=1
U2
6
nˆ` (nˆ` − 1) (nˆ` − 2) . (2)
Here, the higher-order anharmonicity, which is repulsive
with U2/2pi in the range 10–30 MHz, effectively reduces
total anharmonicity of the transmon. The cosine potential
also implies that there exists a finite number of bound
states [59–61], denoted as the transmon states, whose total
number per site is approximately
√
EJ/EC. Because the
excitations in this system are bosons, there is a possibility
that they all occupy the same site. These facts introduce
a theoretical upper limit for the validity of our model.
Parameter Symbol Value
on-site energy ω/2pi 5–10 GHz
on-site interaction U/2pi 200–300 MHz
hopping J/2pi 10–100 MHz
disorder amplitude W/2pi 10 MHz–2 GHz
transmon asymmetry d 0.1
Table I. Experimentally relevant values for the parameters
in the disordered Bose–Hubbard Hamiltonian (8). The di-
mensionless ratios are in the range U/J = 2 − 30 and
W/J = 0.1− 200 [25, 27, 28], which we demonstrate to be suf-
ficient for tuning the many-body localization phase transition.
Depending on the parameters, only
√
EJ/EC ∼ 10 lowest
states of each transmon are bound. Higher occupations
on single sites break the Bose–Hubbard approximation
limiting the validity of our model to ∼ 20 transmons at
half-filling.
In addition to the nearest-neighbor interaction, in re-
alistic systems there exists also longer range tunneling
process between sites further apart. Tunneling between
next-nearest neighbors is described by term
HˆLR/~ =
L−2∑
`=1
J2
(
aˆ†` aˆ`+2 + aˆ`aˆ
†
`+2
)
. (3)
The next-nearest neighbor hopping is typically weak com-
pared to the nearest neighbor hopping, J2 ∼ J/10 [27].
Notice that the additional perturbations of Eqs. (2)
and (3) also conserve the total number of excitations.
At zero-temperature the clean Bose–Hubbard Hamilto-
nian (1) can undergo a phase transition between the Mott-
insulating and superfluid phases [62]. This is a ground
state phase transition studied in repulsive Bose–Hubbard
model. In this work, we are interested in the highly ex-
cited or infinite-temperature eigenstates of the attractive
Bose–Hubbard model. Therefore it is important to un-
derstand the structure of the many-body eigenspectrum
and especially how it is affected by the on-site interac-
tion U . We show the full energy spectrum of Eq. (1)
with L = 10 at half-filling in Fig. 2 for three values of the
on-site interaction U/J = 0 (a), 3.5 (b) and 20 (c). When
discussing the energies of excited many-body eigenstates
(shown in Fig. 2 as horizontal lines), it is often convenient
to consider the normalized energy
 =
E − Emin
Emax − Emin ∈ [0, 1], (4)
where Emin and Emax are the smallest and largest eigen-
values of the Hamiltonian in the studied sector and
E ∈ [Emin, Emax] is an arbitrary energy eigenvalue.
In the absence of on-site interaction U , the Bose–
Hubbard Hamiltonian describes a chain of coupled har-
monic oscillators. This system has a symmetric spec-
trum [Fig. 2(a)], but as the anharmonicity is increased in
Figs. 2(b)-(c), the symmetry is removed and the eigen-
states begin to form mini-bands. Because of the nega-
tive anharmonicity, two excitations occupying the same
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Figure 2. Normalized eigenenergies of the clean (a)-(c) and
the disordered (d)-(f) Bose–Hubbard Hamiltonian at half-
filling and L = 10 for anharmonicities U/J = 0 (a) and
(d); U/J = 3.5 (b) and (e); U/J = 20 (c) and (f). The
eigenenergies are scaled as  = (E−Emin)/(Emax−Emin). The
disorder realization, drawn from a uniform distribution with
the disorder strength W/J = 10, is the same for each U . Black
dots show the expectation value of the total anharmonicity
operator
∑
` nˆ`(nˆ` − 1) in the corresponding eigenstate.
transmon have smaller energy than two excitations on
different sites. The lowest energies are obtained when
all excitations occupy the same transmon. This is seen
in the expectation values of the total anharmonicity op-
erator
∑
` nˆ`(nˆ` − 1) (black dots in Fig. 2): the larger
the expectation value, the more bosons are occupying
a single site. This behavior is visible in Fig. 2(b)-(c)
showing that in systems with non-zero U the expectation
value decreases as the energy is increased. In the limit
of large U/J , the mini-bands are fully formed, the total
anharmonicity is conserved within each band separately
and the nearest-neighbor hopping interaction weakly lifts
the degeneracy within the bands.
To calculate the many-body spectrum, we utilize ex-
act diagonalization of Hamiltonian (1). Exact numerical
calculations of many-body quantum systems are very de-
manding due to the exponential scaling of the Hilbert
space dimension. In our case we are interested in L
coupled N + 1-level systems with a total Hilbert space
dimension DL = (N + 1)
L. Due to the conservation of
total number of quanta, Hamiltonian is a block-diagonal
matrix where each block is characterized by a total num-
ber of excitations 〈Nˆ〉 = N . In a system with L sites
these individual blocks have dimensions
DN,L =
(N + L− 1)!
(L− 1)!N ! ≈
[
(1 + f)
(
1 + f−1
)f]L
√
L
, (5)
where the last form is an approximation in the long-
chain limit with filling factor f = N/L. For a spin chain
the size of a sector with zero total magnetization (the
largest sector) scales approximately as 2L/
√
L [63]. In the
long-chain limit, the Bose–Hubbard chain with half-filling
scales roughly as 2.6L/
√
L, and with unit filling already
as 4L/
√
L. This naturally implies that we cannot reach
as large system sizes as used in spin chain studies, where
the currently reached upper limit is L = 24 [63] for exact
numerical studies of the Hamiltonian eigenstates. The
largest spin chain studies rely on massive parallelization
on distributed memory machines. Our simulations use
smaller computational resources, but we are still able
to study systems with 14 transmons, which have Hilbert
space roughly comparable to that of spin-1/2 chain with 18
sites. The chain with 16 transmons is already comparable
to 22 spins, so it seems to be the current practical upper
limit for this kind of study.
Technically, in a sector with N quanta each transmon
needs N + 1 lowest energy levels. One can then construct
all the necessary operators in this desired sector. This can
be done by first building all the possible Fock state con-
figurations in this sector, i.e. states |n1, n2, n3, . . . , nL〉
with
∑L
`=1 n` = N . One can then obtain the necessary
matrix elements by considering how the individual oper-
ators such as aˆ†1aˆ2 should operate on these basis states.
The operators are most efficiently implemented as sparse
matrices, which is done here with Eigen-library [64] for
C++. The resulting Hamiltonian is a sparse matrix. How-
ever, we note that the next-nearest neighbor interaction
of Hamiltonian (3) reduces the sparseness and makes ex-
act diagonalization numerically more demanding problem
than the regular Bose–Hubbard model. For more details
of the exact diagonalization, see App. A.
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Figure 3. Behavior of the mean energy ω¯ and corresponding
standard deviation σtransmon of the transmon potential as a
function of magnetic field. The fact that the mean energy (blue
curve) is close to the “middle” energy ωmid = (ωmax +ωmin)/2
(blue dashed curve) at high magnetic fields suggests that
the uniform distribution provides a good approximation to
the true distribution of ωl. The standard deviation (green
curve) of the transmon disorder potential of Eq. (7) as a
function of magnetic field also becomes close to the one of the
uniform distribution σuniform = W/
√
3 (dashed green curve)
for strong magnetic field. In contrast, weak magnetic fields give
the narrow distribution of transmon energies sharply peaked
around the mean energy. Junction asymmetry is d = 0.1, loop-
areas are assumed to be Gaussian distributed with standard
deviation 1/5 of the mean A¯ and all the values are expressed
in the units of unperturbed transmon energy
√
8ECEΣJ.
B. Flux-tunable disorder potential
Since our goal is to study the many-body localization
phase transition tuned by disorder, we explore the means
to control disorder amplitude in situ. With transmons this
is possible via overall magnetic flux tuning [65]. A single
transmon can be made to consist of two parallel Josephson
junctions with energies EJ1 and EJ2 [2] connected by a
loop with a surface area A, see Fig. 1. In this case the
on-site energy of a transmon depends on the magnetic
flux Φ = BA induced by a uniform magnetic field B
threading the loop. Thus, the on-site energy of a transmon
is [2]
ω(Φ) =
√
8ECEΣJ
~
4
√
cos2
(
piΦ
Φ0
)
+ d2 sin2
(
piΦ
Φ0
)
, (6)
where Φ0 = h/2e is the superconducting flux quantum,
EΣJ = EJ1 +EJ2 is the sum of the junction energies and
d = EJ1−EJ2EJ1+EJ2 ∼ ±0.1 is the junction asymmetry.
The process of multiple transmon fabrication typically
results in a Gaussian distributed variation of the loop
areas A` of the resulting devices. If an array constructed
from these transmons is placed in the external magnetic
field, a Gaussian distributed magnetic flux Φ` = BA` is
induced in each transmon, which leads to a non-uniformly
distributed on-site energies ω`,
ω`(B) =
√
8ECEΣJ
~
4
√
cos2
(
piBA`
Φ0
)
+ d2 sin2
(
piBA`
Φ0
)
.
(7)
The energy is bounded above by ωmax =
√
8ECEΣJ/~
and the junction asymmetry sets the lower bound ωmin =√
dωmax. Since the energy depends non-linearly on the
magnetic flux, both the mean energy and the variance
of the non-uniform energy distribution of Eq. (7) can be
in-situ controlled with the uniform magnetic field B, as
visualized in Fig. 3.
The resulting distribution of ω` is non-uniform, so
that in general the mean energy ω¯ differs from the
average of largest and smallest energy. Nevertheless,
the mean energy is the same for each transmon and
has no effect on the many-body dynamics since it can
be removed by switching to a rotating coordinate sys-
tem with Uˆ = exp(−iω¯t∑` nˆ`). The random energies
are distributed around their mean value with width
2W = ωmax − ωmin, see Fig. 3. Thus, we can use the
parameter W as an approximate disorder strength and
assume that the distribution is uniform, ω` ∼ [−W,W ]
with the resulting standard deviation W/
√
3.
In Fig. 3 we show that the disorder strength W exhibits
non-linear growth at weak magnetic field, but it quickly
saturates due to the saturation of the minimum energy
to value ωmin =
√
d
√
8ECEΣJ. Notice that because loop
area is neither correlated with the total Josephson energy
nor the charging energy, in the absence of magnetic field
and assuming no fabrication disorder in junctions, all
the transmons are nominally identical. Weak fabrication
disorder [32] breaks this by inducing a lower bound for
the attainable experimental disorder Wmin/2pi ≈ 10 MHz.
In practice, however, the exact form for the disorder
potential influences only non-universal details, such as
the exact location of the phase transition. Therefore, in
what follows, we use the uniform distribution instead of
the transmon potential due to its simpler form and to
facilitate the comparison with other studies of many-body
localization [15–17, 23, 66].
C. Disordered Bose–Hubbard model
As discussed above, the on-site energy can be made
strongly disordered by flux tuning. In addition, anhar-
monicity and tunneling terms can also contain disorder
through fabrication and dependence on the flux-tunable
Josephson energy. We can write the Hamiltonian of the
disordered Bose–Hubbard model as
Hˆ/~ =
L∑
`=1
ω`nˆ`−
L∑
`=1
U`
2
nˆ` (nˆ` − 1)
+
L−1∑
`=1
J`
(
aˆ†` aˆ`+1 + aˆ`aˆ
†
`+1
)
, (8)
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Figure 4. The density of states ρ() in the disordered Bose–
Hubbard model of Eq. (8) as a function of normalized energy 
for three different disorder realizations with parameters L = 10,
U/J = 3.5 and W/J = 10. The location of the maximum
varies due to interplay of anharmonicity and disorder. The
realization 1 (blue) is the same as in Fig. 2(e).
and we can also include disordered higher-order anhar-
monicity and next-nearest neighbor hopping in Eqs. (2)
and (3). Experimentally achievable parameters for this
Hamiltonian are listed in Table I. The disorder in hop-
ping and on-site interaction can be drawn e.g. from a
Gaussian distribution. Because the disorder in the on-site
energy reaches much larger values than is possible for the
hopping and on-site interaction, we mainly focus on the
situation where disorder is included only in the on-site
energies ω` of Eq. (8).
The many-body eigenenergies of the disordered Bose–
Hubbard model are shown in Figs. 2(d)-(f). We observe
that the disorder changes the structure of the spectrum
from that of the clean system shown in Figs. 2(a)-(c). Be-
cause sites are no longer identical, there exists a preferred
site with the lowest on-site energy and the configuration
where all excitations occupy this site gives a good approx-
imation to the ground state of the system. For sufficiently
weak anharmonicity the disorder dominates and the ex-
pectation value of the total anharmonicity operator can
be large even in high-energy eigenstates. For strong anhar-
monicity, mini bands of the clean system start to overlap,
and the clean system structure, where the expectation
value of the total anharmonicity operator decreases with
increasing energy, still remains. For large disorder the
eigenstates are approximately the Fock states.
D. Density of states
The interplay of disorder and anharmonicity also has
impact on the density of states, which varies between dif-
ferent disorder realizations, as shown in Fig. 4. Especially
we note that the normalized energy at which the density
of states has a maximum depends on the realization, as
well as on the disorder strength W and the on-site inter-
action U . The same behavior is observed also with the
density of states plotted as a function of energy E rather
than rescaled energy .
Since many-body localization is a property of highly-
excited eigenstates, the disorder-dependent density of
state introduces an additional complexity. In the most
studied model of the many-body localization, the Heisen-
berg spin chain [15, 16], the spectrum is symmetric and
the density of states has much weaker dependence on dis-
order realizations with a maximum located in the middle
of the spectrum ( = 0.5). Thus, in that model one can
choose some fixed normalized energy and compare the
corresponding many-body eigenstates and their properties
(bipartite entanglement entropy, bipartite number uncer-
tainty etc.) between different disorder realizations and
eventually average the properties over a narrow energy
window around the fixed normalized energy [15]. However,
for the disordered Bose–Hubbard model with sufficiently
large many-particle interaction strength U , this is not pos-
sible because the properties of eigenstates obtained this
way would vary too much. For example, in one realization
the many-body eigenstate closest to the fixed normalized
energy  = 0.6 might be close to the maximum density of
states [see realization 3 (black) in Fig. 4] and thus exhibit
infinite-temperature behavior, but in another [realization
2 (green) in Fig. 4] it might correspond to one of the
low-lying eigenstates. Thus, in order to obtain compara-
ble eigenstates we instead choose them at the maximum
density of states of each individual realization. This is
physically justified choice since in the Heisenberg spin
chain the many-body localization transition is known to
require largest disorder strength in eigenstates located at
the maximum density of states, due to the influence of
the neighboring states which gives rise to the many-body
mobility edge [15]. Similar behavior is expected also in
the disordered Bose–Hubbard model of Eq. (8). Downside
is that we need at least an estimate for the density of
states, which introduces additional numerical complexity.
An estimate of the density of states, without solving the
full spectrum of many-body energy levels, can be obtained
by using Sylvester’s law of inertia [37], which requires com-
putation of LDL decompositions of the Hamiltonian of
Eq. (8). This results in an exact number of energy eigen-
values within a specified energy interval. If the interval
size is sufficiently large, this method produces the density
of states more efficiently than the full exact eigendecompo-
sition. Since we are not interested in the full shape of the
density of states, but just the location of the maximum,
the LDL decomposition based method is very efficient.
For large systems, however, the LDL decomposition [es-
sentially scaling similarly as eigendecomposition, O(n3),
where n is the matrix dimension, but with a smaller pref-
actor] becomes numerically too heavy. Luckily, accurate
and efficient approximation of the number of eigenvalues
7within a specified energy interval, and hence the density
of states, can still be obtained with the stochastic Cheby-
shev expansion method [37]. This method is efficient for
large systems for two main reasons. First, as a stochastic
method, speed can be traded to accuracy similar to Monte
Carlo methods. Second, important for large systems, this
method is based only on sparse matrix-vector multipli-
cations instead of matrix decomposition. The details of
Sylvester’s law of inertia, LDL decomposition, and the
stochastic Chebyshev expansion method are presented in
App. B.
III. PHASE TRANSITION
Generic, isolated, and interacting many-body quan-
tum systems reach thermal equilibrium in course of their
unitary dynamics [8]. The eigenstate thermalization hy-
pothesis (ETH) provides a microscopic mechanism for
thermalization, by imposing the condition that individual
eigenstates of the many-body system have thermal expec-
tation values of all local observables [67, 68]. Eigenstate
thermalization hypothesis has numerous implications for
the structure of eigenstates, in particular it suggests a
volume-law entanglement in highly excited eigenstates.
However, the sufficiently large disorder may lead to
the many-body localized phase that is characterized by
the breakdown of thermalization [4, 6]. The many-body
localized phase can be viewed as the interacting cousin
of Anderson insulator [69]. However, the presence of in-
teractions leads to qualitatively different properties, in
particular allowing long-distance entanglement spread-
ing in the many-body localized phase. In addition, by
increasing interactions and/or decreasing disorder one
can tune the transition between many-body localized and
thermalizing phases [17] .
The many-body localization phase transition is a dy-
namical phase transition that occurs in highly excited
eigenstates. This transition separates the thermalizing
phase where eigenstates are obeying eigenstate thermal-
ization hypothesis from many-body localized phase char-
acterized by emergent local integrals of motion [4, 6]. Con-
sequently, one can diagnose the many-body localization
phase transition by observing the breakdown of eigenstate
thermalization hypothesis in highly excited eigenstates
manifested in the scaling of the bipartite entanglement
entropy, the bipartite fluctuations of global conserved
quantities, participation ratios of many-body eigenstates,
and distribution of adjacent energy level spacings [17].
In this section we characterize the critical disorder
strength Wc as a function of interaction strength U
at which the phase transition between the ergodic and
many-body localized phase occurs in the disordered Bose–
Hubbard model (8). First we introduce the different
quantities used to diagnose the phase transition. After-
wards we present the phase diagram, discuss the influence
of filling factor, and compare our results to earlier studies.
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Figure 5. The bipartite entanglement entropy S (a) and the bi-
partite number uncertainty F (b) as a function of the disorder
strength W of uniform disorder distribution for different sys-
tem sizes L = 8 (blue), 10 (green), 12 (red) and 14 (yellow)
with U/J = 3.5. The eigenstate, for which the properties are
calculated, is the one closest to the maximum density of states.
The results are averaged over 4000 disorder realizations, ex-
cept in L = 14 we have 264 realizations. Dots denote our
data points, and the curves are polynomial fits for visibility.
The standard error is denoted with the error bars, and for
shorter chains they are smaller than the marker size. In the
insets we present the collapsed data from a finite-size scaling
analysis with the ansatz g[L1/ν(W −Wc)] without the shortest
chain L = 8. With this value of U , we obtain critical disorder
strength Wc/J = 8.24 and scaling exponent ν = 1.126 for the
bipartite entanglement entropy and for the bipartite number
uncertainty Wc/J = 9.36 and ν = 1.24.
A. Bipartite entanglement and number uncertainty
The bipartite entanglement entropy between two parts
of the system provides a natural quantity to diagnose the
transition from ergodic to many-body localized phase. For
an arbitrary state |α〉 one can construct the corresponding
density operator ρˆ = |α〉 〈α|. We divide the system into
two, left and right, partitions. The density operator for
the left part of the chain (A) is then obtained by tracing
out the degrees of freedom of the right part (B) from the
8full density operator,
ρˆA = TrB (|α〉 〈α|) . (9)
The entanglement between the subsystems A and B is
given by the von Neumann entropy of the subsystem
density operator, defined as
S = −TrA (ρˆA ln ρˆA) , (10)
and it can be calculated efficiently with Schmidt decompo-
sition [70]. In the ergodic phase the entanglement entropy
of a typical Hamiltonian eigenstate grows with the size of
the subsystem A — a volume law scaling. In the localized
phase, however, the entanglement scales according to an
area law since eigenstates can be obtained by a quasi-local
unitary acting on a product state [4, 6]. The transition
between these two distinct behaviors provides a tool for
diagnosing the phase transition [15, 16].
Even though Hamiltonian (8) conserves the total num-
ber of excitations, the number of excitations within a
given half of the system, determined by the operator
NˆA =
L/2∑
`=1
nˆ`, (11)
is not fixed. The fluctuations of NˆA can be used as a char-
acteristic measure between delocalization and localization.
The particle number uncertainty is defined through the
variance of the half-system particle number operator NˆA,
F = 〈α|Nˆ2A|α〉 − 〈α|NˆA|α〉
2
, (12)
and it shows similar behavior as the entanglement entropy
in ergodic and localized phases [15, 16, 71].
We have studied how the disorder strength W and the
on-site interaction U affect the bipartite entanglement
entropy S and the bipartite number uncertainty F in dif-
ferent sized systems for equal bipartition of the transmon
chain: data for U/J = 3.5–value is shown in Fig. 5. The
eigenstate |α〉 for which these properties are calculated is
selected to be the one closest to the estimated maximum
of the density of states for each disorder realization. We
observe that with weak disorder both observables scale
according to the volume law, but as the disorder increases
the scaling turns to the area law, which signals presence
of a phase transition from ergodic to localized phase. For
large on-site interaction U the eigenstates form the mini-
band structure, as discussed in Sec. II. In such a situation
the density of states has several local maxima, and the se-
lection of the eigenstates is no longer clear. However, the
miniband structure rapidly vanishes with increasing W
for the studied values of U , and therefore it does not affect
the results.
B. Energy level statistics
The bipartite entanglement entropy and bipartite num-
ber uncertainty are properties of the Hamiltonian eigen-
states, but the distinction between ergodic and localized
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Figure 6. Average adjacent gap ratio r as a function of the
disorder strength W for different sized systems with anhar-
monicity U/J = 3.5. The reference values for Gaussian orthog-
onal ensemble (rGOE) and Poissonian distribution (rPoisson)
are denoted by black horizontal lines. The results are averaged
over 4000 realizations, except for L = 14 which is averaged
over 264 realizations. The eigenvalues are located at the maxi-
mum density of states, and the gap ratio is calculated over 16
adjacent eigenstates from each disorder realization. The error
bars denote the standard error and are in general smaller than
the marker size.
phases is visible also in the distribution of the energy
eigenvalues. A widely used tool for measuring it is the
energy level spacing distribution. In the ergodic phase
the eigenvalues are distributed according to the Gaussian
orthogonal ensemble, while in the localized phase they
are uncorrelated and obey Poissonian statistics [8]. One
often considers the adjacent gap ratio [12, 15, 17, 66]
r(n) =
min
[
δ(n), δ(n+1)
]
max
[
δ(n), δ(n+1)
] , (13)
where δ(n) = En − En−1 > 0 is the energy difference
between a pair of adjacent levels. In the ergodic phase
the average adjacent gap ratio over n is rGOE ≈ 0.536,
and in the localized phase rPoisson ≈ 0.386 [72]. We have
also studied the distribution of the adjacent gap ratios
as a function of disorder strength around the maximum
of the density of states. At weak disorder the average
gap ratio is consistent with the Gaussian orthogonal en-
semble [72], whereas for strong disorder energy levels
become essentially uncorrelated and the average gap ratio
tends to rPoisson, as shown in Fig. 6. An estimate for
the transition point can be obtained from the point at
which the lines of different sized systems cross. However,
in order to obtain convergent results for the transition
point one has to calculate a large number of eigenvalues
from each realization, which makes the adjacent gap-ratio
computationally much more expensive than the bipartite
entanglement and number uncertainty for longer chains.
For this reason we have not used the average adjacent
gap ratio in further studies of the phase transition.
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Figure 7. Phase diagram for the half-filled disordered Bose–
Hubbard Hamiltonian (8) as a function of the on-site interac-
tion U and the disorder strength W . The transition point is
estimated using finite-size scaling analysis for different sized
systems L = 10, 12, 14 for the bipartite entanglement entropy
and the bipartite number uncertainty, shown in Fig. 5. The dis-
order is included only in the on-site energy ω` and it is drawn
from the uniform distribution [−W,W ]. The data points are
obtained as an average of the transition points given by the
finite-size scaling analysis on the bipartite entanglement en-
tropy and the bipartite number uncertainty and the error bars
show the deviation between these two values. The white curve
is a polynomial fit that improves visual clarity.
C. Phase diagram
An estimate for the critical disorder strength Wc can be
obtained from the data in Fig. 5 by scaling the curves with
corresponding chain lengths and determining the disorder
strength at which the curves cross. Another possibility,
the one that we use, is the finite-size scaling collapse using
ansatz g[L1/ν(W −Wc)], which collapses the data to a
single curve [15, 73](see insets of Fig. 5). We obtain the
critical disorder strength as a function of the anharmonic-
ity U for both the bipartite entanglement entropy and the
bipartite number uncertainty, and use their average as an
estimation for the transition point. The phase-diagram
shown in Fig. 7 is constructed from this data. The overall
shape of the phase diagram is similar to the corresponding
fermionic system studied in Ref. 66. However, the maxi-
mum critical disorder strength is reached at much weaker
on-site interactions in the bosonic system compared to
the fermionic case. We attribute this behavior to the fact
that the on-site interaction is effectively much stronger
in the bosonic case since the number of excitations per
site is not limited to one.
From the point of view of experimentally realizable
superconducting transmon circuits, the attainable pa-
rameter regime (see Table I) is roughly U/J = 2 − 30
and W/J = 0.1− 200 yielding that the phase transition
occurs within the experimentally realizable parameter
range. Furthermore, based on our additional calculations
(not shown here) with experimentally relevant param-
eters, the additional perturbations by the higher-order
anharmonicity in Eq. (2) and the next-nearest neighbor
hopping in Eq. (3) do not change the situation and the
phase diagram remains intact within the original error
bars. However, if the next-nearest neighbor hopping J2
is made strong enough J2 & J/5, the transition point
shifts towards larger disorder strengths. This can be
qualitatively understood as an increase in kinetic energy,
promoting delocalization [24]. The higher order on-site
interaction U2, on the other hand, effectively weakens
the anharmonicity due to opposite sign. With sufficiently
large values U2 & U/3, the higher-order anharmonicity
shifts the transition points towards larger U . Finally, in
systems where the disorder is included also in the hopping
and on-site interaction terms the phase transition occurs
at slightly weaker disorder strengths since the system is
more disordered.
We have studied the phase transition also for systems
with the transmon-disorder of Eq. (7) and observed that
the critical disorder strength corresponds to a somewhat
larger (. J) disorder strength than with the uniform dis-
order. This happens because disorder distributions with
larger standard deviations are more effective at localizing
the system. Indeed, in the studied disorder strength range
the uniform distribution has larger standard deviation
than the transmon disorder (magnetic field values be-
tween 0.01 and 0.3 in Fig. 3). With large anharmonicities
the on-site interaction starts to dominate, and the critical
disorder strength is within error bars the same for both
disorder distributions.
Increase of the filling factor also increases the critical
disorder strength. We attribute this to the bosonic en-
hancement of tunneling for multiply occupied sites which
makes the system more robust against localization. We
have performed simulations for small systems (L < 10)
with unit filling and confirmed this behavior. The numer-
ical simulations with larger fillings are limited to smaller
system sizes than in the half-filled case due to larger total
Hilbert spaces, given by Eq. (5). Because there is no
upper limit for the total number of excitations in bosonic
systems, an open question remains how critical disorder
strength behaves at much larger fillings.
The phase transition was studied experimentally in
Ref. 25, where a chain of nine transmons with two ex-
citations in total was studied through adjacent energy
gap and participation ratios. They used quasi-periodic
potential ω` = ∆ cos(2piβ`), where ∆ is the disorder
strength and β is an irrational number. Notice that
the quasi-periodic potential with the disorder strength ∆
has standard deviation ∆/
√
2, i.e. using standard devi-
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ation as a disorder measure the quasi-periodic potential
is more random than the uniform disorder with disor-
der amplitude W = ∆ and standard deviation ∆/
√
3.
For U/J = 3.5 Roushan et al. in Ref. 25 found a phase
transition at ∆/J ≈ 2, which corresponds to W/J ≈ 2.5
for the uniform potential when the mapping is done
through equal standard deviations between the two dis-
tributions. Such a small disorder strength compared to
our phase diagram is explained partly by the small filling
factor and partly by the more disordered potential.
IV. DYNAMICS
All the eigenstate measures of localization that we have
presented so far (eigenstate bipartite entanglement en-
tropy, bipartite number uncertainty and average adjacent
gap ratio in Figs. 5-6) are shared between the phases of
Anderson localization and many-body localization. The
distinction between the two phases of localization as well
as between the localized and ergodic phases can be ob-
served in several dynamical properties, some of which are
available also for experiments on superconducting circuits.
In this paper we consider only unitary dynamics. We uti-
lize exact eigendecomposition only for the shortest system
L = 8 and for the larger systems L = 10, 12, 14 the uni-
tary time evolution is calculated through Krylov subspace
methods, see App. C for details. Furthermore, we simulate
the time evolution for a long chain of L = 40 transmons
to confirm that the results are properly saturated in the
system size and exhibit no boundary effects. The long
chain simulations are performed using time evolving block
decimation scheme for matrix product states, detailed in
App. D.
Dissipation and decoherence are always present in super-
conducting circuits, and they are expected to eventually
destroy the many-body localized phase [74–76]. However,
due to long relaxation and coherence times of modern
transmons (T1 ≈ 60 µs and T2 ≈ 20 µs) [38], the sys-
tem dynamics remain unitary to relatively long times,
about 10 µs. Based on our simulations this is sufficient
for observing the distinct behaviors of all three phases.
A. Dynamics of bipartite entanglement entropy
Let us start by considering the quench dynamics under
the disordered Bose–Hubbard Hamiltonian of Eq. (8). We
perform the time evolution of the non-entangled initial
state |ψ0〉 and measure the dynamics of the entangle-
ment entropy S(t). Our choice for the initial state is a
Ne´el-type of state |101010 . . .〉 studied also in experimen-
tal setups [39]. The dynamics of the bipartite entangle-
ment entropy S(t) for different sized systems is shown
in Fig. 8(a),(d). Our main interest is in the differences
of the dynamical behavior in the many-body localized,
Anderson localized and ergodic phases.
At strong disorder in Fig. 8(a), the early dynamics of
the bipartite entanglement entropy S(t) for the interact-
ing (many-body localized) and non-interacting (Anderson
localized) systems are similar, that is, they both initially
exhibit similar rapid growth of entanglement. However,
for the interacting system the information spreading does
not stop after reaching the length scales of the localiza-
tion length but instead continues at much smaller rate
than initially. This logarithmic growth of entanglement
at long times is caused by the interaction-induced de-
phasing [7, 16, 18, 19, 77] present only in the many-body
localized phase. The interacting system eventually equili-
brates, but not to the canonical ensemble [5, 78]. Thus,
in the many-body localized phase there exists two dis-
tinct regions in time evolution. During the first one the
excitation quanta explore the system within the localiza-
tion length. After this they start to slowly dephase with
other particles further apart, which leads to the described
long-time behavior.
At weak disorder in Fig. 8(d), information rapidly
spreads and eventually reaches thermal equilibrium as
expected in the ergodic phase [8]. The entanglement en-
tropy S(t) has a ballistic growth and saturates to a value
that obeys the volume law [79] [inset of Fig. 8(d)]. After
the saturation and thermal equilibration, local observ-
ables are determined by canonical ensemble [5, 34]. In
the Anderson localized phase at U = 0 [dashed line in
Fig. 8(a)] the dynamics is constrained within the localiza-
tion length and the entanglement entropy saturates to a
much smaller value than in the ergodic phase. This satu-
ration value depends on the localization length and thus
behaves according to the area law (not shown here). An-
derson localized systems never reach thermal equilibrium
within the whole system [78].
B. Dynamics of on-site number fluctuations
The entanglement entropy provides a good measure
for identifying the many-body localized phase, and re-
cent experiments with optical lattices [31] and trapped
ions [33] have demonstrated that it can also be measured
without mapping the full density matrix. We expect that
similar schemes can be extended also to superconducting
circuits. However, it is still beneficial to study simple
observables that require measurements of only a few local
expectation values and show the distinction between the
three phases. Such observables are more accessible in
experiments. One possibility is to study temporal fluc-
tuations of local observables [80, 81]. We consider here
dynamics of fluctuations for the number operator nˆ` of
the `-th site, defined as
T`(t) =
〈
[〈nˆ`(t)〉 − n¯`]2
〉
d
, (14)
where 〈·〉d denotes average over disorder realizations. The
fluctuations are measured with respect to a steady-state,
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Figure 8. The bipartite entanglement entropy S(t) [(a) and (d)], the temporal number fluctuation Teven(t) of even sites [(b) and
(e)], and the two-site number correlations Cr(t) [(c) and (f)] as a function of time t. The dynamical probes are calculated for
interacting system with U/J = 3.5 (solid lines) for system sizes L = 8 (blue), 10 (green), 12 (red), 14 (yellow) and 40 (purple),
and for the non-interaction situation U/J = 0 with L = 12 sites (dashed red line). The disorder distribution is uniform, and
panels (a)–(c) correspond to strong disorder W/J = 15 and panels (d)–(f) to weak disorder W/J = 1. Results for system sizes
L ≤ 12 are averaged over 2000, for L = 14 over 1000 and for L = 40 over 500 disorder realizations. For L = 40 additional
truncation of on-site Hilbert space was applied with maximal occupancy limited to nmax = 4 for W/J = 1 and nmax = 3 for
W/J = 15, which is justified by the dilute initial state and rather short evolution times. Shaded regions depict the standard
errors of the disorder averages. In (c) and (f) the yellow dots depict the points at which the corresponding correlations reach
the predetermined reference value (dashed horizontal line). The insets in (d) and (e) describe the equilibrium values of the
corresponding observables as a function of system size. Note also the different time scales in left and right columns.
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equilibrium value defined here as a longtime average
n¯` = lim
t→∞
1
t
∫ t
0
〈nˆ`(τ)〉 dτ. (15)
For additional convergence we have averaged the tempo-
ral fluctuations over even and odd sites separately, and
denoted these averages as Teven(t) and Todd(t), but the
results are similar also for individual sites. Fluctuations
averaged over even sites are shown at strong disorder
in Fig. 8(b) and at weak disorder in Fig. 8(e). At weak
disorder, only results from the exact diagonalization are
shown, since the time evolving block decimation is re-
stricted to short times and thus the long-time average is
not accessible. Experimental advantage of this measure
is that it requires only measurement of a single site or
few sites and it can be achieved in high-precision with
superconducting circuits through dispersive readout that
naturally measures transmon occupation 〈nˆ`〉 [82].
Monitoring temporal fluctuations of a local operator
can be seen as a measure for attainable volume that
an initial excitation can explore. In Anderson localized
systems, temporal fluctuations never vanish [81] since
the effective volume is strictly limited by the localization
length, seen in Fig. 8(b) (dashed line). In the many-body
localized phase, after transients, the fluctuations decay as
the power-law [Fig. 8(b)]
T`(t) ∝ t−b, (16)
being a signal that after the initial build-up of the lo-
calization wave function the effective volume is slowly
expanding [80, 81]. Curiously, there is a clear distinc-
tion at later times between the power law like decay in
the many-body localized phase and the saturation in the
Anderson localized phase, but this distinction becomes
visible roughly one order of magnitude later than in the bi-
partite entanglement entropy. In thermal phase [Fig. 8(e)]
we observe a rapid decay of the fluctuations until satura-
tion to a value that depends on the system size as e−aL,
where a is some positive constant [inset of Fig. 8(e)].
C. Dynamics of two-site correlations
Finally, we study the propagation of information us-
ing two-site number correlations [78, 81]. For two sites
separated by distance r the correlations are defined as
C`,r(t) =
〈 |〈nˆ`(t)nˆ`+r(t)〉 − 〈nˆ`(t)〉 〈nˆ`+r(t)〉| 〉d. (17)
In order to improve convergence we average over each pair
with fixed separation r to obtain the distance dependent
correlation Cr(t),
Cr(t) = 1
L− r
∑
`
C`,r(t), (18)
where L− r is the number of r separated pairs in chain
of L sites. The conclusions are similar also for individual
pairs. Experimentally this might be more challenging
to measure than the temporal fluctuations due to the
two-site correlation.
The time evolution for the four nearest correla-
tions C1(t)−C4(t) is shown in Fig. 8(c) for strong disorder
for different system sizes. In Fig. 8(f) we display the weak
disorder case for L = 40 and additional longer range corre-
lations. In both figures we have also displayed a reference
value (dashed horizontal line) for monitoring the devel-
opment of nearest correlations C1(t)− C4(t) in different
phases. In thermal phase the correlations first develop
between adjacent sites and spread to more distant pairs
at constant velocity, i.e. the peaks of the correlations are
linearly spaced in time. Similarly, the correlations reach
the reference value at equidistant times. The height of
the peaks decays exponentially with the distance r, which
implies exploration of finite fraction of Hilbert space up to
Lieb-Robinson bounds [83]. After rapid initial dynamics,
the correlations saturate to values inversely proportional
to the system volume. The equilibrium values are all of
the same magnitude.
In the localized systems the correlations first increase
rapidly. After the localization length is reached, the
correlations in the Anderson localized system saturate to
a value inversely proportional to the separation of the
pairs. Saturated values obey the area law (not shown),
and there is a several orders of magnitude difference
between different distances. In the many-body localized
system the correlations instead continue to grow at much
smaller rates than initially. Because of this slow growth,
the reference value for correlations at different distances
is reached at logarithmically spaced times, revealing a
logarithmic light cone [81]. On the other hand, in the
Anderson localized systems the correlations never reach
the reference value due to the saturation.
In summary, we conclude that the interacting and
strongly disordered system resulting many-body localiza-
tion is clearly distinguishable from that of non-interacting
and ergodic phases by the presented dynamical probes
shown in Fig. 8. Importantly, this dynamical distinction
between the phases occurs at experimentally feasible time-
scales 0.1–10 µs [horizontal bar in Fig. 8(a)] set by the
decoherence and dissipation rates of the modern super-
conducting ciruits.
V. CONCLUSIONS
In this work we have numerically studied the many-
body localization phase transition in the attractive Bose–
Hubbard Hamiltonian using the methods of exact diago-
nalization as well as matrix product state dynamics. Such
systems can be experimentally realized with arrays of
superconducting circuits, and our purpose was to pro-
duce results that could be verified experimentally with
currently available technology. The distinct features of
many-body localization are visible in systems with a min-
imum of eight transmons, as shown in Fig. 8, although
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similar signatures can be observed already with six sites.
The bipartite entanglement entropy, bipartite num-
ber uncertainty and adjacent gap ratio of the Hamilto-
nian eigenpairs exhibit ergodic behavior at weak and
localized behavior at strong disorder. Using finite size
scaling analysis we have obtained an estimate for the
critical disorder strength as a function of the transmon
anharmonicity and constructed the ergodic–many-body
localized phase diagram for the attractive Bose–Hubbard
Hamiltonian (Fig. 7). The phase transition occurs at ex-
perimentally feasible parameters and it is robust against
higher order on-site interactions and longer range tunnel-
ing. The eigenstates were taken at the maximum density
of states, which, due to the anharmonicity and bosonic
nature of the system, is heavily dependent on the Hamil-
tonian parameters as well as on the disorder realization.
Thus, in order to study comparable eigenstates we had
to estimate the density of states for each realization. For
smaller systems this was done with the LDL decompo-
sition method that resorts to Sylvester’s law of inertia.
For larger systems an approximation with the stochastic
Chebyshev expansion was used.
Distinction between the many-body localization and
Anderson localization of non-interacting systems can be
observed in the dynamics. We have simulated unitary
quench dynamics and studied the time evolution of en-
tanglement entropy, temporal number fluctuations and
two-site number operator correlations. These observables
feature distinct behavior in ergodic, many-body localized
and Anderson localized phases. In the many-body local-
ized phase the entanglement displays logarithmic growth
at long times, the temporal fluctuations decay according
to a power law and the correlations spread logarithmically
to more distant sites. This behavior becomes visible at
experimentally relevant time scales, and thus we suggest
that the temporal fluctuations and correlation functions
are suitable dynamical observables for the experimental
studies of the many-body localization in systems of super-
conducting circuits. We believe that the results presented
in this paper will increase the attention and lead to fo-
cused experimental studies of many-body localization in
systems of superconducting circuits.
The localization phenomenon ideally occurs in closed
systems but it is known to survive for intermediate times
in weakly open systems [76, 84, 85]. Dissipation and de-
coherence will have primarily different roles in the many-
body localization of transmon arrays. Dissipation re-
moves energy and excitations from the system, eventually
bringing it into a dilute non-interacting phase, whereas
decoherence destroys localization by destroying the phase
coherence. The models for dissipation and decoherence of
superconducting transmons are well known and character-
ized [48], which makes it an excellent basis for studying
open quantum system effects on many-body localization
both experimentally and theoretically. Specific research
questions are, for example, what time scales localization
will survive under dissipation and decoherence, and how
these times depend on the filling factor, interaction and
disorder strengths, or how does continuous monitoring
affect localization through measurement back action. We
leave addressing these questions for a future work.
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Appendix A: Exact diagonalization
We are interested in the properties of the eigenstates
and eigenvalues of the Hamiltonians of Eqs. (1) and (8).
Due to the large dimensions and the need for several
disorder realizations, the efficient full diagonalization is
limited to small systems L ≤ 10. However, we do not
need the full spectrum, but only eigenpairs close to some
specified target energy. The target-specified eigenpair can
be obtained efficiently with the shift-and-invert method,
where one considers an eigenvalue problem
Hu = λu, (A1)
where the eigenvector u is such that the eigenvalue is
close to the target, λ ≈ σ. To obtain this eigenpair
efficiently, we can make a spectral shift and consider the
matrix (H− σI)−1. The largest eigenvalue of the matrix
(H− σI)−1 corresponds to the eigenvalue of the matrix H
closest to the target σ.
Thus, we obtain a new eigenvalue problem
(H− σI)−1 u = 1
λ− σu, (A2)
The eigenvector u can then be obtained with the power
iteration method where one repeatedly applies the ma-
trix (H− σI)−1 to an initial random vector u0 and nor-
malizes the result:
uk+1 =
(H− σI)−1 uk
|| (H− σI)−1 uk||
. (A3)
After a suitable number of iterations one obtains the
eigenvector of the original matrix with the eigenvalue
closest to the target. Because inverting a large matrix is
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a challenging operation, it is customary to convert the
inverted matrix-vector multiplication to a system of linear
equations subsequently solved with the LU decomposi-
tion [15, 34, 63], where L and U are lower and upper
triangular matrices. We have (H− σI)w = LUw = u,
which results in w = (H− σI)−1 u. We use the shift-and-
invert method provided by Spectra library [86] built on
top of Eigen library [64]. This algorithm also transforms
the matrix inversion to a system of linear equations and
has the advantage that it can give arbitrary number of
states closest to the target.
Appendix B: Efficient estimation of the density of
states
In order to use the shift-and-invert method, one needs a
target eigenvalue. Since we are interested in the eigenstate
closest to the maximum density of states, we need to know
the location of the maximum of the density of states. If
the full eigen decomposition is possible, the density of
states is obtained as a trivial side product. However,
more efficient way of estimating the density of states is
to apply Sylvester’s law of inertia [37] which gives the
number of eigenvalues of a matrix H within an arbitrary
interval [εi, εi+1].
In our case, H is real, symmetric and non-singular
matrix with a well-defined LDL decomposition
H = LDLT , (B1)
where L is a lower unit triangular matrix and D is a di-
agonal matrix. Sylvester’s law of inertia states that the
number of positive diagonal entries of the matrix D is
equal to the number of positive eigenvalues of the ma-
trix H. One can then construct the shifted matrices H−εiI
and H− εi+1I, whose LDL decompositions give the num-
ber of eigenvalues of H that are larger than εi and εi+1,
respectively. Difference of these numbers gives the exact
number of eigenvalues within the interval [εi, εi+1], which
can be used to construct the density of states. The algo-
rithm that we use to perform the LDL decomposition is
included in Eigen library [64].
Disadvantage of applying Sylvester’s law of inertia is
the need to perform several full LDL decompositions in
order to determine accurate the density of states. This
limits the applicability of the method only to moderately
small system sizes, L . 10. For larger systems one has
to resort to approximations. Our choice is a method
that relies on Chebyshev series [37]. In this method, one
considers a projection operator
Pˆεi,εi+1 =
∑
λj∈[εi,εi+1]
|uj〉 〈uj | (B2)
constructed from eigenvectors |uj〉 whose eigenvalues λj
are within the interval [εi, εi+1]. The trace of this operator
then gives exactly the number of eigenvalues within this
interval of interest. Since the eigenvectors are not known
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Figure 9. Comparison of the density of states histograms for
system with L = 12 using LDL decomposition (solid blue) and
Chebyshev expansion (dashed blue). Relative error percentage
is shown as the red histogram and it tells how much the
results obtained with the Chebyshev expansion differs from
those obtained with the LDL method. Chebyshev method
is the most accurate in intervals with large number of states.
Around the maximum density of states the error is ∼ 1%. In
the Chebyshev expansion we use 50 terms and the stochastic
trace is obtained with 30 random vectors.
a priori, one has to approximate both the operator and
its trace. Our discussion here follows closely to that given
in Ref. 37.
In the eigenbasis of the Hamiltonian matrix H, the
projection operator (B2) can be written as
Pεi,εi+1 =

. . .
0 0 0 . . . 0 0 0
0 1 0 . . . 0 0 0
0 0 1 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 1 0 0
0 0 0 . . . 0 1 0
0 0 0 . . . 0 0 0
. . .

, (B3)
i.e. its diagonals are determined by a boxcar function
P jjεi,εi+1 =
{
1, λj ∈ [εi, εi+1]
0, otherwise
, (B4)
and trace of the projection matrix thus gives the number
of eigenvalues inside the corresponding interval:
µεi,εi+1 = Tr(Pεi,εi+1). (B5)
We interpret the projection matrix as a boxcar function
of the Hamiltonian matrix H
Pεi,εi+1(H) = H(H− εiI)−H(H− εi+1I) (B6)
where H(x) is the Heaviside step function. A boxcar func-
tion can be expressed as a series of orthogonal functions.
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We use Chebyshev expansion due to its rapid convergence
and efficient recursion relations, but in principle one could
choose also other basis functions, for example, a Fourier
series. We expand the projection matrix as
Pεi,εi+1(H) =
∞∑
j=0
γj(εi, εi+1)Tj(H)
≈
p∑
j=0
γj(εi, εi+1)Tj(H), (B7)
where Tj is the j-th Chebyshev polynomial of the first
kind, the series is truncated to the order p, and the
expansion coefficients γj(εi, εi+1) are that of the boxcar
function γ0(εi, εi+1) = [arccos(εi)− arccos(εi+1)]/pi and
for j ≥ 1
γj(εi, εi+1) = 2
sin[j arccos(εi)]− sin[j arccos(εi+1)]
jpi
.
(B8)
Here we have assumed that all the eigenvalues of H are
inside the domain of the Chebyshev polynomials [−1, 1].
We therefore first have to scale the matrix
H→ H− I(λmax + λmin)/2
I(λmax − λmin)/2 , (B9)
where λmin and λmax are the smallest and largest eigen-
values of H, respectively. Similar scaling has to be done
also to the values εi and εi+1.
In principle one could obtain an estimation for the
number of eigenvalues by taking the trace of the sum in
Eq. (B7). Problem with this is that in order to construct
the value of the matrix-argument Chebyshev polynomial
Tp(H) one needs several matrix-matrix multiplications,
which makes it a heavy calculation. However, we can re-
duce the amount of required computational resources con-
siderably if we include the trace operation into Eq. (B7).
This replaces the matrix-matrix products with matrix-
vector and vector-vector products. An option for per-
forming the trace is to use the full computational basis
set in which H is expressed, but because the matrix H
is large, this is not very efficient. Better approach is to
use a Monte–Carlo -like method. We utilize a stochastic
estimator by Hutchinson [87], who proved that the trace
of a matrix A can be obtained as a stochastic average of
random vectors vk whose elements are either 1 or −1 with
equal probabilities: TrA = limM→∞M−1
∑M
k=1 v
T
k Avk.
For our purpose, we write the Hutchinson stochastic trace
estimator as
Tr(Pεi,εi+1) ≈
1
nv
nv∑
k=1
vTk Pεi,εi+1vk, (B10)
where we have truncated the amount of random vectors
to nv, which is much smaller than the dimension of H.
We combine Eqs. (B7) and (B10) and obtain
µεi,εi+1 ≈
1
nv
nv∑
k=1
p∑
j=0
γj(εi, εi+1)v
T
k Tj(H)vk. (B11)
L DL/2,L LDL decomposition Chebyshev expansion
10 2002 0.02 s 0.15 s
12 12376 10 s 1.1 s
14 77520 2500 s 4.7 s
16 490314 - 41.0 s
Table II. Comparison of the scaling of the execution times
for estimating the number of eigenvalues within an arbitrary
interval [εi, εi+1] based on the LDL decomposition and the
stochastic Chebyshev expansion. DL/2,L denotes the Hilbert
space dimension of Eq. (5) at half-filling for different sized sys-
tems L. All computations are performed on the same tabletop
machine using a single thread from four threaded Intel i5-2400
core with 3.10 GHz clock frequency. The execution times of
the Chebyshev expansion method scales roughly linearly with
the system size due to its sparse matrix-vector multiplication.
Let us denote the vector Tj(H)vk with w
k
j . With the
recursion relation for the Chebyshev polynomials one can
write this as
wkj = 2Hw
k
j−1 −wkj−2, (B12)
where, since T0(H) = I and T1(H) = H, we have w
k
0 = vk
and wk1 = Hvk. Finally, Eq. (B11) becomes
µεi,εi+1 ≈
1
nv
nv∑
k=1
p∑
j=0
γj(εi, εi+1)v
T
kw
k
j , (B13)
which only contains matrix-vector and vector-vector prod-
ucts. In the Chebyshev expansion we have used nv = 30
random vectors and p = 50 terms, which are sufficient
for accurate results. Performance and accuracy compar-
isons between the LDL decomposition and the stochastic
Chebyshev expansion methods are shown in Table II and
Fig. 9 showing that the Chebyshev method produces
the maximum of the density of states both rapidly and
accurately.
In summary, the desired eigenstate is obtained in a
following way. We first create a random realization of on-
site energies ω` and construct the Hamiltonian of Eq. (8).
If the system is small, we use the exact LDL method to
construct the density of states, and otherwise we use the
stochastic method of Eq. (B13). We then select the target
energy at which the density of states has its maximum.
This target energy is then used in the shift-and-invert al-
gorithm to obtain the eigenpair closest to the target. The
largest and smallest eigenstates, required in Eq. (B9), can
be obtained e.g. with power iteration, or with algorithms
included in Spectra [86].
Appendix C: Time evolution with Krylov subspace
methods
The unitary time evolution of a closed quantum system
is governed by the Schro¨dinger equation
i~
d
dt
|ψ(t)〉 = Hˆ |ψ(t)〉 . (C1)
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Figure 10. Relative error percent of the bipartite entanglement
entropy obtained from the exact diagonalization and Krylov
method with m = 5 as a function of evolution time calculated
for a single, representative disorder realization. The system
parameters of Eq. (8) are L = 12, W/J = 15, and U/J = 3.5.
If the Hamiltonian Hˆ is time-independent, the Schro¨dinger
equation has the formal solution
|ψ(t)〉 = e−itHˆ/~ |ψ0〉 , (C2)
where |ψ0〉 is the initial state. If one is able to diagonalize
the Hamiltonian, that is, to form the eigendecomposition,
the matrix exponential of Eq. (C2) is trivial. However,
for large systems the full diagonalization is inefficient or
even impossible, and therefore the matrix exponential
has to be approximated. In this work we use the Krylov
subspace method allowing efficient computation of the
product between an exponentiated sparse matrix and a
state vector [34, 88–91].
If the system at time t is in state |ψ(t)〉, after a time τ
the state becomes
|ψ(t+ τ)〉 = e−iτHˆ/~ |ψ(t)〉 , (C3)
If the time step τ is short, one can accurately express
the state vector |ψ(t)〉 and the Hamiltonian Hˆ in an m-
dimensional Krylov subspace Km, with m much smaller
than the Hilbert space dimension. This subspace is
spanned by the vectors{
v0,Hv0,H
2v0, . . . ,H
m−1v0
}
,
where the vector v0 denotes the state |ψ(t)〉 and H is the
Hamiltonian in the matrix form. Because H is Hermitian,
an orthogonal matrix
Km =
(
v0 v1 v2 . . . vm−1
)
(C4)
can be constructed with the Lanczos-algorithm [34, 88–92].
The Hamiltonian in the Krylov subspace then becomes a
tridiagonal m×m matrix
K†mHKm = Mm =

α0 β1 0
β1 α1 β2
β2 α2
. . .
. . .
. . . βm−1
0 βm−1 αm−1
 . (C5)
The matrix elements αj and βj as well as the orthogonal
vectors vj are obtained from equations [88, 91]
αj = vj · (Hvj − βj−1vj−1) , (C6a)
βjvj+1 = Hvj − αjvj − βj−1vj−1. (C6b)
After solving the matrix Km, the approximative time
evolution can be calculated in the Krylov subspace as [34,
89]
|ψ(t+ τ)〉 = e−iτHˆ/~ |ψ(t)〉 ≈ Kme−iτMm/~K†mv0, (C7)
where the exponential of the small tridiagonal matrix Mm
is easily computed either with the eigendecomposition or
Pade´ approximation provided by many numerical libraries.
The Krylov method gives accurate results because the
eigenvalues of the tridiagonal matrix approximate the
eigenvalues of the Hamiltonian that are the most impor-
tant for the dynamics during the current time step [89].
The Lanczos algorithm used for constructing the basis
of the Krylov subspace can suffer from numerical prob-
lems. The floating-point arithmetic causes numerical
instabilities which lead to a loss of orthogonality of the
vectors vj with increasing subspace dimension m [88, 91].
This can be fixed by performing a re-orthogonalization on
the matrix K. However, for our simulations the Krylov
method produces sufficiently accurate results before the
orthogonality is lost. Error of the Krylov method as com-
pared to the exact diagonalization is shown in Fig. 10.
We see that the Krylov method is very accurate even for
very small subspace size m = 5. The error is cumulative,
which restricts this method to shorter times than the
exact diagonalization.
Appendix D: Time evolving block decimation with
matrix product states
For long chains of transmons, we express the wave
function |ψ〉 in terms of matrix product states (MPS)
and then utilize an approximate method, denoted as the
time evolving block decimation, to efficiently calculate the
unitary time-evolution of Eq. (C3). First, matrix product
states for an open chain of L transmons are defined as,
|ψ〉 =
∑
{n}
An11 A
n2
2 . . . A
nL
L |n1n2 . . . nL〉 , (D1)
where the index n` ∈ 0, 1, . . . , nmax labels the number
of bosons at site ` with maximum (truncated) occupa-
tion nmax and the sum is performed over all “physical”
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Figure 11. Evolution of the average bond dimension D in
ergodic (green) and many-body localized (blue) phases.
indices n`. A
n`
` is a N` ×M` matrix. For the left/right
boundary tensors, N1, ML = 1. The dimensions associ-
ated to N` and M` are the “bond” dimensions between
sites `− 1, ` and `, `+ 1, respectively. In numerical algo-
rithms, we bound the size of the matrix N`,M` < D. The
bound on bond dimension, for example N`, is equivalent
to a bound on entanglement entropy S ∼ lnD, across the
bipartition (1, `− 1) ∪ (`, L).
The total number of resources R required to store a ma-
trix product state is R ∼ nmaxD2L. If the entanglement
entropy is small, matrix product states provide an efficient
classical storage container of many-body quantum states.
Examples of such states are gapped ground states, many-
body localized eigenstates and in general any state which
obeys area-law in entanglement entropy, i.e. S ∼ const
for all bipartitions (1, `− 1) ∪ (`, L). Unfortunately, en-
tanglement entropy for a quench at finite energy density
in a chaotic system increases linearly with time S ∝ t,
which implies that for a fixed cutoff D ∼ O(103) the
state can be quantitatively approximated up to times for
which T ∝ ln(D). On the other hand, for many-body
localized systems S ∝ ln t, which implies T ∝ Dc, where c
is a disorder dependent constant. In Fig. 11 we compare
the computational resources over time in the ergodic and
many-body localized phases by monitoring the growth of
average bond dimension over time. We track the largest
bond dimension per disorder realization and then average
over realizations. As expected, the scaling in the localized
phase is a power-law Dloc ∝ ta, while the scaling in the
ergodic phase is exponential Derg ∝ eat.
Time evolving block decimation [35] is an evolution
scheme based on the application of Trotter formula to
the unitary time evolution, i.e. breaking the many-body
unitary to a successive application of few-body unitary
gates, and a controlled truncation of the matrix product
state after the application of each gate.
1. Integrator
We first describe the integrator we use, which is a
fourth order trotterization scheme. For a nearest-neighbor
Hamiltonian we define the “forward/backward” sweeps
(time-evolution steps) as,
Φ(dt) = UL,L−1(dt)UL−1,L−2(dt), . . . , U2,1(dt), (D2a)
Φ∗(dt) = U1,2(dt)U2,3(dt), . . . , UL−1,L(dt), (D2b)
where the two-site gates are defined as
U`,`+1(dt) = e
−ih`,`+1dt. (D3)
The Hamiltonian density h`,`+1, is defined to symmet-
rically include the one-site terms of the Hamiltonian of
Eq. (8),
h`,`+1 =
1
2
(h` + h`+1) + J`
(
aˆ†` aˆ`+1 + h.c.,
)
, (D4a)
h` = ω`nˆ` − U`
2
nˆ` (nˆ` − 1) . (D4b)
The backward sweep is the adjoint method of the forward
sweep, i.e. Φ∗(−dt)Φ(dt) |ψ〉 = |ψ〉. It can be shown
that for self-adjoint methods the Trotter error is always
of even order [93]. Thus, it is favorable to create the
self-adjoint method Ψ(dt) = Φ∗(dt/2)Φ(dt/2), which is
a second order method. Using standard composition
rules [93], we compose the following fourth order self-
adjoint method,
F (dt) = Ψ(a1dt)Ψ(a2dt)Ψ(a1dt), (D5)
where, a1 = (2 − 21/3)−1, a2 = 1 − 2a1 and
F (T ) = e−iHT/~ + TO(dt4).
2. Truncation
Matrix product states have some gauge freedom associ-
ated to the virtual bond dimension. We use the “mixed”
gauge [94] to perform the evolution and efficiently trun-
cate the matrix product state. We discuss the process for
a forward sweep. Before applying the gate U`,`+1 mixed
gauge implies that local tensors satisfy∑
nk
Ank†k A
nk
k = 1Mk×Mk , k < `, (D6a)∑
nk
Ankk A
nk†
k = 1Nk×Nk , k > `, (D6b)
while the tensor at site ` does not have any special prop-
erty. The tensors at site `, ` + 1 are combined and the
two-body gate is applied,
Θ`,`+1 = U`,`+1
∑
n`,n`+1
An`` A
n`+1
`+1 |n`n`+1〉 . (D7)
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The updated local tensors are constructed from the sin-
gular value decomposition,
Θ(n`b`),(n`+1c`+1) =
∑
a
U(n`b`),aSa,aV∗a,(n`+1c`+1), (D8a)
An`b`,a` = U(n`b`),a, (D8b)
A
n`+1
a′,c`+1 =
∑
a
Sa′,aV∗a,(n`+1c`+1), (D8c)
Due to the unitarity of the matrix U , U†U = 11, the up-
dated tensor A` obeys the correct gauge form required for
the evolution of sites of `+1, `+2. The singular values λk
(in descending order) are the diagonal elements of S and
correspond to the square roots of the eigenvalues of the re-
duced density matrix ρ = Tr1...` |ψ〉 〈ψ|, thus
∑
k λ
2
k = 1.
We truncate the singular values for k > kc so that the
probability loss
∑
k>kc
λ2k < , and then renormalize the
truncated density matrix,
∑
k≤kc λ
2
k = 1. This process
is iterated to perform a forward sweep. The backward
sweep is performed in a similar way. The computational
bottleneck of the algorithm is the singular value decom-
position of Eq. (D8) which scales as O[(nmaxD)3] for a
square matrix of dimension nmaxD.
3. Numerical details
Calculations were performed using the ITensor Li-
brary [95]. In all simulations we have explicitly conserved
the U(1) symmetry associated to the total particle num-
ber, which allows for an additional speedup due to the
block diagonal structure of the matrix Θ. For the simu-
lations in the ergodic regime (W/J = 1, U/J = 3.5) we
have used time step dt/J−1 = 0.025 and cutoff  = 10−8
as well as a hard cutoff to the bond dimension Dc = 2000.
The local Hilbert space is truncated at nmax = 4. The
simulations are stopped at time T/J−1 = 5, where the
hard cutoff is reached for most realizations to ensure
that the quantities of interest are accurate. For the dis-
ordered regime (W/J = 15, U/J = 3.5) we have used
dt/J−1 = 0.01 and cutoff  = 10−9 as well as a hard cutoff
to the bond dimension Dc = 2000. To gain additional
speedup we truncated the local Hilbert space at nmax = 3
which does not affect the dynamics for strong disorder
and dilute initial state. The simulations are stopped at
time T/J−1 = 200. The bond dimension is not saturated
for any disorder realization.
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