We consider the symmetric Toeplitz matrix completion problem, whose matrix under consideration possesses specific row and column structures. While many methods have been well developed in the literature for solving such problem, a noteworthy requirement of these methods is that a guess of the rank of the objective matrix is a must. This note provides an upper bound on the rank of the symmetric Toeplitz matrix in the completion problem based on the theorem from the trigonometric moment problem and semi-infinitely problem.
Introduction
The origins of the well-known low rank matrix completion problem can be traced back to the works of Prony in 1795. It has gained tremendous popularity recently due to wide applications in various fields including machine learning [3] , compressed sensing [6, 5] , system identification and control [8, 11] , computer vision [16] , and so on. A lot of work has been developed to address methods to solve the matrix completion problem, 5 such as the singular value thresholding algorithm [4] , the accelerated proximal gradient algorithm [15] , and the matrix factorization based approach [14] . For many other methods are well documented in [7, 12, 9] .
In many engineering and statistical applications, the matrices under consideration are often structured.
For example, in statistical signal processing, the covariance matrix of a stationary random process usually has a Toeplitz structure. In fact, due to the important role of a Toeplitz matrix on real-world problems arising 10 in signal and image sciences, numerous research has been conducted to discussed the Toeplitz matrix [13, 19] .
As a consequence, the Toeplitz matrix completion problem, recovering an unknown low-rank or approximately low-rank Toeplitz matrix from a sampling of its entries, has become an extremely important issue. The problem can be characterized mathematically as the following linearly constrained minimization problem:
X is Toeplitz.
where r(X) is the rank of X, M ∈ R m×n is a given Toeplitz matrix for which only a subset of its entries existing methods for the Toeplitz matrix completion problem are that they are highly sensitive to the choice of some parameters which are dependent on a guess of the rank of the recovered matrix. The purpose of this paper is to provide some information on the rank of a symmetric Toeplitz matrix. We derive an upper bound on the rank of the symmetric Toeplitz matrix in the completion problem based on the theorem from the trigonometric moment problem and semi-infinitely problem.
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The rest of this paper is organized as follows. In Section 2, we define our notation and give some preliminaries for the subsequent analysis. Section 3 presents our main results on an upper bound on the rank of the symmetric Toeplitz matrix in the completion problem. Finally, we give some concluding remarks in Section 4.
Preliminaries
In this section, some notation and basic definitions are summarize, which will be used in the remaining 30 part of the paper. We then give a well-known result on the solution of the trigonometric moment problem that will play central roles in the later analysis.
Notation. Let R n be an n-dimensional Euclidean space, R m×n be the set of n × n real matrices, and S n be the n-dimensional subspace of R m×n defined by the symmetric Toeplitz matrices. r(T ) denotes the rank of a matrix T . A matrix T is symmetric positive definite (resp. positive semidefinite) will be denoted by T ≻
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(resp. T 0). i represents the unit imaginary number. #{A} is the number of the set A.
Definition 1.
A real Toeplitz matrix of order n, is the name for a matrix with the following shape,
Noted that a n × n Toeplitz matrix is an n × n matrix whose entries x ij satisfy x ij = x j−i for all i and j, which implies that which is determined by 2n − 1 entries which are the first row and first column. When a Toeplitz matrix is symmetric, we obtain a symmetric Toeplitz matrix which defined as follows,
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Definition 2. A matrix of order n with the following shape is called as a symmetric Toeplitz matrix, denoted by T n ,
It is clear that a n × n symmetric Toeplitz matrix is determined by n + 1 entries of the first row denoted
. Hence, the corresponding symmetric Toeplitz matrix of order n can be denoted by T (x). Further, as for a symmetric Toeplitz matrix, model (1) can be revised as follows,
The constraints T (x) ij = M ij , ∀(i, j) ∈ Ω of the above model expresses the condition that the estimated matrix is consistent with the observed data, which are linear equality constraints and can be taken the form
When we introduce the form of Bx = d for all equality constraints in (2), the resulting more general formulation is as follows,
Program (3) is a specially structured matrix completion optimization problem since the constraint T (x) ∈ S n+1 are required. This requirement however comes at a price, with theoretical and practical difficulties involved in the process of solving such problems. Hence, we present a lemma about the solution of the classical trigonometric moment problem, which is a frequently used and powerful idea for simplifying the constraint
. For clearness, we first review the trigonometric moment problem. The problem is that asking whether a prescribed finite sequence {α 0 , . . . , α n } can be represented as the sequence of successive moments of some positive measure. Specifically, for the given sequence {α 0 , . . . , α n }, whether there exists a positive Borel measure µ(t), t ∈ [0, 2π] such that
where α −j and α −j are conjugate to each other. The question is answered by previous work [10, 2] whose result is stated in the following lemma. 
Upper Bound for the Rank of the Optimal Matrix in Symmetric Toeplitz Matrix Completion
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Problem
For finding the upper bound of (3), we just need a find a feasible point x of (3), and its rank of T (x). Let consider the following program min c
where
It is easy to see that if we find a feasible point (w 1 , w 2 ) of (4), then we find a feasible point x = w 1 − w 2 of (5)
Furthermore, if we could get the rank of r(T (w 1 )) and r(T (w 2 )), we could estimate r(T (x)).
We rewrite (4) into (6).
where P ([0, 2π]) is a set of the finite positive Borel-signed measures in t on [0, 2π]. Proof. If µ * 1 (t), µ * 2 (t) are the optimal solution of (8), then let
) is the feasible point of (4). So v(4) ≤ v(8).
If (w * 1 , w * 2 ) is the feasible point of (4), thenT (w *
It is easy to see that (9) is same as (10) .
If Assumption 1 holds, 0 is an3 interior point of feasible of (10), which means the slater condition holds for (10). Since we could setc 1 ,c 2 arbitrary, so assumption could be held.
Lemma 3.
If B is full rank, the feasible set of (10) is bounded.
70
Proof. We just need to prove that there exists m points
We take different m points t i ∈ [0, π], then z i are different, then H is full rank, while P n and A are full rank, then BP n H is full rank, the feasible set of (10) is bounded.
So (10) holds slater condition, and has finite optimal value, which means v(10) = v(8).
Theorem 1. If B is full rank, and Assumption 1 holds, then v(3) ≤ 2m.
Proof. Since v(10) exists, let x * be the optimal solution of (10). Then there exists µ *
If #{supp(µ * 1 (t))} + #{supp(µ * 2 (t))} > m, which means there exists l > m points such that
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Since x ∈ R m , then we must could select a subset ∆ 1 from {1, · · · , l 1 } points, ∆ 2 points from {1, · · · , l 2 } points, where
where r i ≥ 0. Now we setμ
Thenμ 1 (t),μ 2 (t) must be the solution of (8) .
thenw 1 ,w 2 must be the optimal solution of 4.
Noticing that Without general, we only discussion the case that π ∈ {t i , i ∈ ∆ 1 }.
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We could getT (w 1 ),T (w 2 ), wherē
· · · e Then rank(T (w 1 )) ≤ 2l 1 . By the same way, we could get rank(T (w 2 )) ≤ 2l 2 , so rank(T (w 1 ) −T (w 2 )) ≤ 2l 1 + 2l 2 ≤ 2m.
Conclusion
In this paper, we present the upper bound of (3), the result shows that this upper bound only determined 90 by the number of rows of B. It is obliviously, the low bound of (3) is 0. We compute thousands of examples with random B and d, and try to get the low bound of (3) in the sense of average, then we find the low bound of (3) is m for all test random examples. We can't prove this result now, and it is our further work.
