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A set X of vertices of an acyclic graph is convex if any vertex on a directed walk between
elements of X is itself in X . We construct an algorithm for generating all input–output
constrained convex (IOCC) sets in an acyclic digraph, which uses several novel ideas. We
show that the time complexity of our algorithm signiﬁcantly improves the best one known
from the literature. IOCC sets of acyclic digraphs are of interest in the area of modern
embedded processor technology.
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1. Introduction
In this paper we consider an algorithm for generating all input–output constrained convex sets in an acyclic digraph N .
There is an immediate application for this algorithm in the ﬁeld of embedded systems design. One of the major design
choices for any new processor is the selection of the machine instruction set. In an embedded system, the processor will
only execute a single ﬁxed program during its lifetime, and signiﬁcant eﬃciency gains can be made by choosing the machine
instruction set, and associated hardware, to support the program that will be executed.
In particular there exist extensible general purpose processors such as the ARM OptimoDE, the MIPS Pro Series and the
Tensilica Xtensa that can be customized for speciﬁc applications by the addition of custom-designed machine instructions
and supporting hardware. The approach is to choose a set of application speciﬁc machine instructions by examination of
the target program; candidate instructions are likely to involve the combination of several basic computations. For example,
a program solving simultaneous linear equations may ﬁnd it useful to have a single instruction to perform matrix inversion
on a set of values held in registers.
Candidate instruction identiﬁcation is carried out on data dependency graphs (DDGs), which are obtained from the appli-
cation program by ﬁrst splitting it into basic blocks, regions of sequential computation with no control transfer into their
bodies, and then creating vertices for each instruction. There is an arc to each vertex u from those vertices whose instruc-
tions compute input operands of u. The resulting DDGs are acyclic and any convex subset of vertices is a candidate for a
custom instruction which could be implemented in hardware. (A vertex set X is convex if it has the property that any ver-
tex which lies on a path between vertices in X is itself in X , and convexity ensures that all of the inputs for the proposed
instruction are available at the start of the instruction execution.)
✩ This paper is based on the extended abstract (Gutin et al., 2008 [10]). The algorithm is essentially the same as that presented in Gutin et al. (2008) [10]
but the supporting material has been revised and different results are emphasized.
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practice a given hardware application will have speciﬁc, and usually small, input and output constraints. This signiﬁcantly
reduces the size of the solution space and thus presents an opportunity for a more eﬃcient enumeration algorithm. Fur-
thermore, certain instructions, such as writes to main memory, cannot be combined into a custom instruction, and thus
certain vertices in the acyclic digraph can be designated as forbidden from the point of view of inclusion in a candidate set.
Therefore, we are interested in ﬁnding all convex sets which have speciﬁed upper bounds, nin and nout , on the numbers of
input and output vertices and which do not contain any vertices from a speciﬁed forbidden set F . We call such convex sets
valid convex sets.
As we require the set of convex sets that are ‘best’ over a set of many DDGs (after taking into account proﬁling informa-
tion) we must pass all the valid convex sets found onto a later selection stage. This approach was used in [1,6,7].
Bonzini and Pozzi [4] and Chen, Maskell and Sun [5] proved that with the two constraints above there are only polyno-
mial number, O (nnin+nout ), of valid convex sets in an acyclic digraph N with n vertices provided nin and nout are constants (as
they are in practice). The algorithm given in [4], the BP algorithm, has running time O (nnin+nout+1). For an acyclic digraph
N with unique source s (which is a vertex of in-degree zero) and a vertex set Q , a vertex set C is a generalized dominator
of Q if each path from s to Q passes through a vertex in C , and for each vertex c ∈ C there is a path from s to Q which
contains only c and no other members of C . It was observed in [4] that if C is a generalized dominator of B in N then there
is a convex set S in N with the set of input vertices C and the set of output vertices containing B . However, the converse is
not true and, as a result, the BP algorithm does not generate all valid convex sets; for a more detailed discussion, see [12].
Moreover, the BP algorithm is eﬃcient only when the number c(N) of valid convex sets in N is close to Θ(nnin+nout ). In
practice many acyclic digraphs N have signiﬁcantly fewer valid convex sets. In such cases our valid convex set generation
algorithm A described below, which is of time complexity O (m · n2in(c(N) + nnout )), is signiﬁcantly faster (m is the number
of arcs in N) than the BP algorithm. More importantly, A generates all valid convex sets. No complexity bounds were given
for algorithms in [11,5].
See [13] for computational experiments, where we compare A and its variants with the algorithms of Chen, Maskell and
Sun [5] and of Atasu, Pozzi and Ienne [11]. For more information on modern embedded processors technology and convex
set generating algorithms, see, for example, [4,5,8,9,11].
2. Preliminary deﬁnitions and approach
We begin by introducing some terminology. We use standard deﬁnitions and more details can be found, for example,
in [3]. For any digraph G , V (G) and A(G) denote the vertex and arc sets, respectively, of G . We write uv for the arc from
u ∈ V (G) to v ∈ V (G), and we call u the tail and v the head of uv . We call vu the reverse of uv . For a set K ⊆ V (G)
we shall let K¯ denote V (G)\K . We deﬁne the symmetric closure of G to be the graph G ′ such that V (G) = V (G ′) and
A(G ′) = A(G) ∪ {vu | uv ∈ A(G)}.
A walk in a digraph G is a sequence v1v2 · · · vk of vertices such that for 1  i  k − 1, vi vi+1 ∈ A(G). If Y , X ⊆ V (G),
v1 ∈ Y and vn ∈ X then this is a (Y , X)-walk. A path in G is a walk v1 · · · vk such that if vi = v j then i = j. A cycle is a walk
v1v2 · · · vkv1, where k 2 and v1v2 · · · vk is a path; G is acyclic or cycle-free if there are no cycles in G . If G is acyclic then
any walk in G is also a path in G .
In what follows, N denotes the acyclic digraph under consideration. We have ﬁxed integers nin and nout , and a ﬁxed set
F ⊆ V (N) of forbidden vertices. Without loss of generality, we shall assume that N has a unique vertex utop (source) with
in-degree zero and a unique vertex ubtm (sink) with out-degree zero and that the two vertices are in F . Indeed, if N has two
or more sources (sinks) or the unique source (sink) is not in F , we add an extra vertex in F with arcs to (from) all sources
(sinks) of N , and this will not affect valid convex sets. Notice that every vertex lies on a path between utop and ubtm , and
we shall assume that {utop,ubtm} ⊆ F .
For a set X ⊆ V (N), a vertex u ∈ X¯ is an input vertex of X if there is an arc from u to a vertex in X and a vertex y ∈ X is
called an output vertex of X if there is an arc from y to a vertex in X¯ . We denote by Xin and Xout the sets of all input and
output vertices, respectively, of X and we shall refer to these sets as the input set and output set of X . For example, consider
digraph M in Fig. 1 and let X = {u9,u10}. Then Xin = {u6,u7,u8} and Xout = X .
Deﬁnition 2.1. We deﬁne CG(X), the convex closure of X ⊆ V (G), to be the set of all elements of V (G) that lie on (X, X)-
walks, and X is convex in G if X = CG(X).
Lemma 2.2. (i) If Q ⊆ V (N)\{ubtm} is convex in N then u ∈ Qout if and only if u ∈ Q and uy ∈ A(N), for some y such that there is a
(y,ubtm)-walk in Q¯ . (ii) If P is convex then Pout is the output set of CN (Pout).
Proof. (i) If such a y exists then, by deﬁnition, u ∈ Qout . If u ∈ Qout , then uy ∈ A(N) for some y ∈ Q¯ , and there exists a
(y,ubtm)-walk, W . If W contains an element of Q then y ∈ Q , by convexity, thus W must be a walk in Q¯ .
(ii) Let L := Pout . First we show that Pout ⊆ CN (L)out . If u ∈ Pout then there is an arc uy and a (y,ubtm)-walk, W , in P¯ .
Since P is convex, CN (L) ⊆ P and W is also a walk in CN (L). Thus u ∈ CN (L)out .
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Now we show CN (L)out ⊆ Pout . If u ∈ CN (L)out then there is an arc uz and a (z,ubtm)-walk, W ′ , in CN (L). If W ′ contains
an element of P then it contains a output element v ∈ Pout = L ⊆ CN (L), since ubtm /∈ P . Thus W ′ must be in P¯ and hence
u ∈ L. 
Deﬁnition 2.3. We say that a vertex set Q is (X, Y )-valid if X ⊆ Q , Q ∩ Y = ∅ and Qout = Xout . We also say that an
(X, Y )-valid set Q is (k, X, Y )-valid if |Q in| k.
Lemma 2.4. If X is convex in N and Q is (X, Y )-valid then Q is convex in N.
Proof. Suppose that there are walks from u to v and from v to w , where u,w ∈ Q . Suppose v /∈ Q , then without loss of
generality we may assume that u ∈ Qout = Xout . Since w ∈ Q there is a walk from w to y ∈ Qout = Xout . Then, since X is
convex, v ∈ X ⊆ Q , a contradiction. 
We want an algorithm A(N,nin,nout, F ) which enumerates all the convex sets Q ⊆ F¯ such that |Q in| nin and |Qout|
nout . Such an algorithm is presented in Section 8. The basic idea is to consider in turn each set, L ⊆ V (N), such that |L| nout
and ﬁnd all such convex sets Q which have Qout = L. We use a divide and conquer approach via an algorithm B(nin, Y , X)
which, provided that X is convex in N , X ∩ Y = ∅, F ⊆ Y , and |Xout| nout , stores all the (nin, X, Y )-valid sets, Q . This is
a recursive algorithm which either stores Q directly or, for some u called a pivot vertex, makes calls B(nin, F ∪ {u}, X) and
B(nin, F ,CN (X ∪ {u})).
For the algorithm to have low complexity we want to ensure that each call B(nin, Y , X) stores a set, in other words that
a call B(nin, Y , X) is terminated without further recursive calls unless there exists an (nin, X, Y )-valid set. Thus we want to
be able to eﬃciently compute
KX,Y = min
{|Q in|
∣∣ Q is (X, Y )-valid
}
and then terminate the call B(nin, Y , X) if KX,Y > nin .
If we ignore the requirement that Qout = Xout , deﬁning
HX,Y =min
{|Q in|
∣∣ X ⊆ Q ⊆ Y¯ },
then it can be seen that HX,Y is the maximum number of vertex disjoint walks from Y to Xin , and standard ﬂow network
techniques can be used to compute this value.
The goal is to ﬁnd a condition on sets of walks from Y to X which guarantees that the maximum size of such
sets is KX,Y . Of course, HX,Y  KX,Y but in general HX,Y 	= KX,Y . In the graph in Fig. 1 let X = {u9,u10} and Y =
{u1,u2,u3,u4,u11}. Then the maximum number of vertex disjoint walks is 2 but all (X, Y )-valid sets Q have input set
of size at least 3. So we need a weaker condition than vertex disjointness. The issue is that if we form Q by adding u6
and u8 to X then u6 ∈ Qout . If we want to ensure that Qout = Xout then we also have to add u7. But there are two vertex
disjoint walks from Y that converge at u7, so by adding u7 we increase the number of input vertices again.
We can try to capture the need to add all the children of an added vertex by adding ‘back edges’ to the graph. This
would allow us to create additional walks by composing the second walk from Y to u7 with the second walk from u6 to X .
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become input vertices. However, if we ﬁrst delete all the arcs whose tail is in Xout and then form the symmetric closure,
the input set of X remains unchanged.
Deﬁnition 2.5. Let DX be the symmetric closure of the graph obtained from N by deleting arcs whose tail lies in Xout .
If Xout = Qout then any arc in DX from Q¯ to Q must also be an arc in N . Thus the input sets to (X, Y )-valid sets remain
unchanged. This gives a weaker condition than vertex disjointedness, however, in the above example the maximum number
of vertex disjoint paths from Y to Xin in DX is still 2. Thus we need an even weaker constraint on the set of walks.
If X ⊆ Q and Q ∩ Y = ∅, every walk from Y to X in DX contains an element of Q in . We require sets of walks in
which each of these vertices is distinct, we do not need the walks to be completely vertex disjoint. In the next section we
introduce the notion of a feasible set of walks, however before doing this we make some brief comments about a different
approach.
Readers familiar with network ﬂows may see a relationship with our problem, and the input constraint does suggest a
ﬂow based solution. Our solution can be expressed in terms of network ﬂows, however this is not as simple as it may ﬁrst
seem. Provided that we remove arcs whose tail lies in Xout , we can form the inverse or symmetric closure of N without
changing the input sets of (X, Y )-valid sets. However, simply ﬁnding minimal separators in the original or inverse network
will not work because of the requirement that our sets must be convex. For example, for the graph in Fig. 1 the potential
minimal separator of size two {u5,u7} does not correspond to an (X, Y )-valid set.
By splitting all vertices into two new vertices and adding the correct arcs with capacity either inﬁnity or one, it is
possible to describe our algorithm in terms of a network ﬂows. However, we present our algorithm in terms of multisets
of edges rather network ﬂows because this supports an eﬃcient implementation and it is more natural for our application
domain. Furthermore, we would not just be looking for min-cuts, but all cuts with capacity at most the input constraint.
Therefore, proving the correctness using network ﬂows would not shorten the paper.
3. Feasible walk sets
Deﬁnition 3.1. For a walk P = u1 . . .ut in DX we deﬁne an instance of a vertex ui to be forward in P if uiui+1 is in A(N).
A set P of walks in DX is feasible if no vertex appears more than once as a forward vertex in P .
It is straightforward to prove the following result.
Lemma 3.2. If we have a feasible set of (Y , X)-walks P in DX then for all (X, Y )-valid sets Q , |P| |Q in|.
We say that P is maximal if it cannot be extended to a larger feasible set. It can be shown that there exist sets T and S ,
which can be eﬃciently computed from any maximal feasible set of (Y , X)-walks, such that T and S¯ are (X, Y )-valid sets
with |Tin| = | S¯ in| = |P|. Furthermore, if Q is any (X, Y )-valid set with |Q in| = |P| then T ⊆ Q ⊆ S¯ .
Using graph M (Fig. 1) as an example, given Y = {u1,u11} and X = {u6,u7,u8} there are four possible maximal feasible
walk sets from Y to X , these are {u1u2u7}, {u1u3u7}, {u1u4u5u6}, and {u1u4u5u8}, each containing one walk.
It can also be shown that maximal feasible walk sets can be constructed iteratively as the limit of a sequence of feasible
walk sets P1,P2, . . . ,P , where |Pi | = i. Thus we have an (X, Y )-valid set Q with |Q | nin if and only if  nin . However,
in general it is not the case that Pi ⊆ Pi+1 and some work is required to construct the walks in Pi+1 from those in Pi . It
turns out that we can avoid the need to actually construct the walks by working with the multisets of arcs which make up
the walks in the feasible walk sets, and this is the approach we present. To continue our example above, the feasible walk
set {u1u2u7}, would be represented by the edge set {u1u2,u2u7}.
4. Feasible arc sets
We deﬁne an (arc) multiset U in DX by associating with each arc in DX a unique natural number, which is thought of
as the number of instances of that arc in the multiset.
We say that U contains uv , and write uv ∈ U if (uv,m) ∈ U where m > 0, and we shall abuse notation somewhat and
write uv ∈ U ∩ A(N) if (uv,m) ∈ U where m > 0 and uv ∈ A(N).
A walk in U is a sequence w1 . . .wk of vertices where wiwi+1 ∈ U for 1 i < k. If w1 ∈ H and wk ∈ K then this is also
called an (H, K )-walk. A path in U is a walk which contains no repeated vertices. A cycle in U is a walk w1w2 . . .wkw1
where k 2 and w1w2 . . .wk is a path. This is also called a k-cycle.
For any set B ⊆ A(DX ) we deﬁne the arc multiset UB to be the set of pairs (uv,m) where m = 1 if uv ∈ B and m = 0 if
uv ∈ A(DX )\B . In particular, U∅ = {(uv,0) | u, v ∈ V (N)}.
For a walk W = w1 . . .wk we deﬁne the arc multiset of W , UW , as follows. If k = 1 then UW = U∅ . For k  2, let
Z = w1 . . .wk−1 and suppose t is the non-negative integer such that (wk−1wk, t) ∈ UZ . We deﬁne
UW =
(UZ
∖{
(wk−1wk, t)
})∪ {(wk−1wk, t + 1)
}
.
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U1 ∪ U2 =
{
(uv,m1 +m2)
∣∣ (uv,m1) ∈ U1, (uv,m2) ∈ U2
}
.
We say U ′ 
 U if for all u,v , if (uv,m′) ∈ U ′ and (uv,m) ∈ U then m′ m.
For an arc multiset U and u ∈ V (N) deﬁne
d+(u,U) =
∑
(uv,t)∈U
t, d−(u,U) =
∑
(vu,t)∈U
t,
dd(u,U) = d+(u,U) − d−(u,U), wt(U) =
∑
(uv,t)∈U
t.
We let
dd(Y ,U) =
∑
f ∈Y
dd( f ,U).
Deﬁnition 4.1. For an arc multiset U in DX we deﬁne (uv,m) ∈ U to be a forward instance of u in U if m > 0 and uv ∈ A(N).
Deﬁnition 4.2. An arc multiset U is (Y , X)-feasible if
(i) for f ∈ Y , dd( f ,U) 0,
(ii) for x ∈ X , dd(x,U) 0,
(iii) for u /∈ (Y ∪ X), dd(u,U) = 0,
(iv) for each u ∈ V (N), U has at most one forward instance of u, and this instance, if it exists, is of the form (uv,1).
A walk w1 . . .wn in U is complete in U if dd(w1,U) > 0 and dd(wn,U) < 0.
For a cycle or complete walk W = w1 . . .wn in U , the set obtained from U by removing W is the set obtained from U
by replacing (w1w2,m1) with (w1w2,m1 − 1), then replacing (w2w3,m2) with (w2w3,m2 − 1) and so on until ﬁnally
replacing (wn−1wn,mn) with (wn−1wn,mn − 1).
Lemma 4.3. (a) If U is (Y , X)-feasible and V is obtained from U by removing a cycle or a complete walk then V is (Y , X)-feasible and
dd(Y ,V) = dd(Y ,U) or dd(Y ,V) = dd(Y ,U) − 1, respectively.
(b) If U is a (Y , X)-feasible multiset then there exists a cycle-free (Y , X)-feasible multiset U ′ such that U ′ 
 U and dd(Y ,U ′) =
dd(Y ,U).
(c) Every arc uv ∈ U lies either on a cycle or on a complete path in U .
Proof. (a) If a cycle is removed then for all u, dd(u,V) = dd(u,U). If complete walk w1 . . .wn is removed then dd(w1,V) =
dd(w1,U) − 1 0 and dd(wn,V) = dd(wn,U) + 1 0. In either case no new forward instances are added, so V is (Y , X)-
feasible.
(b) This follows from (a) since dd(u,V) = dd(u,U) for all u if V is obtained from U by removing a cycle.
(c) We prove this by induction on wt(U). If wt(U) = 0 the result is trivially true. Thus we suppose it holds for all
(Y , X)-feasible multisets V such that wt(V) < wt(U).
If U contains a cycle W = u1u2 . . .ubu1 and u = ui , v = ui+1 then the result holds. Otherwise uv lies in the (Y , X)-
feasible multiset V which is obtained from U by removing W . Then, since any complete path in V is also a complete path
in U , the result follows by induction. So we may assume that U is cycle-free.
If dd(u,U) 0, since uv ∈ U we must have an arc xu ∈ U , and x 	= v since U is cycle-free. Repeating this argument, since
V (N) is ﬁnite, we can ﬁnd a path x1 . . . xsuv in U with dd(x1,U) > 0. Similarly, we can ﬁnd a path P = x1 . . . xsuvz1 . . . zr
such that dd(zr,U) < 0, as required. 
Note. The arguments used to prove Lemma 4.3 can also be used to prove that any (Y , X)-feasible multiset can be decom-
posed into a collection of arc-disjoint cycles and complete paths. We do not need this result, but we mention it here as it
provides the link between feasible multisets and feasible walk sets.
Theorem 4.4. If U is a (Y , X)-feasible multiset then for any (X, Y )-valid set Q , there is a set {q1, . . . ,qd} ⊆ Q in, where d = dd(Y ,U),
such that each qi occurs as a forward instance in U . In particular, |Q in| dd(Y ,U).
Proof. If U ′ 
 U then all forward instances in U ′ are also forward instances in U , thus, by Lemma 4.3(b), we may suppose
that U is cycle-free.
We prove the result by induction on dd(Y ,U); the result is trivially true if dd(Y ,U) = 0. Suppose that dd(Y ,U) > 0
and choose w ∈ Y such that dd(w,U) > 0. Thus we have some (ww ′,m) ∈ U , where m > 0. By Lemma 4.3(c) ww ′ lies
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dd(Y ,U) − 1. By induction there is a set {q1, . . . ,qd−1} ⊆ Q in , where d = dd(Y ,V), such that each qi occurs as a forward
instance in V , and hence in U .
Since W is a (Y , X)-walk, X ⊆ Q and Q ∩ Y = ∅, there exists i such that wi /∈ Q and wi+1 ∈ Q . Since Qout = Xout we
must have wiwi+1 ∈ A(N), so wi has a forward instance in U . Then, by Deﬁnition 4.2(iv) (wiwi+1,1) ∈ U and so there is
no forward instance of wi in U ′ . So {q1, . . . ,qd−1,wi} is the required set. 
5. Compliant walks
We have seen that if Q is an (X, Y )-valid set then |Q in|  dd(Y , X) for any (Y , X)-feasible multiset U . In the next
section we shall prove the complementary result that, given a maximal (Y , X)-feasible multiset U , there exists an (Y , X)-
valid set T such that |Tin| = dd(Y , X). Maximal feasible sets are those of maximal size, however we cannot simply extend
a non-maximal set by adding an additional walk. In order to construct feasible sets, and maximal feasible sets, we need to
introduce the notion of a compliant walk.
Deﬁnition 5.1. For an arc multiset U , a walk W = w1 . . .wn in DX is U -compliant if for each forward instance wi in W
either
(a) there is no forward instance of wi in U , or
(b) wiwi−1 ∈ U ∩ A(N), or
(c) wi+1wi ∈ U .
A U -compliant walk W = w1 . . .wn is reduced if there are no repeated arcs, each vertex appears at most twice in W
and, if w is repeated in W , then for some j, w = w j is a forward instance in W and w jw j−1 ∈ U ∩ A(N).
Lemma 5.2. If there is a U -compliant (a,b)-walk W then there is a reduced U -compliant (a,b)-walk Y such that UY 
 UW .
Proof. If W = w1 . . .wm , wi = w j and wi+1 = w j+1 then W ′ = w1 . . .wiw j+1 . . .wm is also U -compliant. Thus we may
assume that W has no repeated arcs and show that there is a corresponding reduced walk by induction on the number of
repeated vertices in W .
If there are no repeated vertices then W is trivially reduced.
Suppose W is U -compliant and w j = wk , j < k. Let W = W1w j−1w jw j+1W2wkwk+1W3 and W ′ =
W1w j−1wkwk+1W3, so UW ′ ⊆ UW and W ′ has fewer repeated vertices than W .
The only instance in W ′ which may not satisfy the condition for U -compliance is wk because for all other instances
w f , w f−1w f and w f w f+1 have not changed. We may assume that wk is forward in W ′ and U , and that wk+1wk /∈ U , as
otherwise W ′ is U -compliant and the result follows by induction. Then, since W is U -compliant, we must have wkwk−1 ∈
U ∩ A(N).
Now suppose that wh = w j = wk , h < j < k. Using the same arguments as above, we may assume that w j is forward in
W ′ and U , w j+1w j /∈ U , and w jw j−1 ∈ U ∩ A(N). Then W ′ is U -compliant, and again the result follows by induction. 
Theorem 5.3. If U is a (Y , X)-feasible multiset and W = w1 . . .wm is a reduced U -compliant (Y , X)-walk then the multiset V
obtained from U ∪UW by removing all the 2-cycles is (Y , X)-feasible and dd(Y ,V) = dd(Y ,U) + 1.
Proof. Since W is reduced, (wiwi+1,1) ∈ UW , 1 i <m.
Let U ′ = U ∪UW , so If X ⊆ V (N) is convex, F ⊆ Y , and X ∩ Y = ∅, then dd(Y ,U ′) = dd(Y ,U)+ 1. Then let V be obtained
from U ′ by removing the 2-cycles. So dd(Y ,U ′) = dd(Y ,V). We show that V is (Y , X)-feasible.
Deﬁnition 4.2(i)–(iii) clearly hold. So suppose that (uv,h′), (uy,k′) ∈ V where k′,h′ > 0 and uv,uy ∈ A(N). We want to
show y = v and h′ = 1.
We must have (uv,h), (vu,k) ∈ U ′ where h − k = h′ . Since U is feasible and W is reduced, there can be at most two
forward instances of edges from u so we must have 2 h h′  1.
First suppose that v 	= y. Since U is (Y , X)-feasible we may assume that (uv,0), (uy, g) ∈ U , where g  1. Then, since
h > 0, for some j, u = w j , v = w j+1 and (w jw j+1,1) ∈ UW . If g = 0 then, since w j y ∈ U ′ , (w j y,1) ∈ UW and, since
W is reduced, there is some forward instance of w j in U . Selecting this instance instead of uy if necessary, we may
assume that g = 1. Then, since W is U -compliant, (w jw j−1,1) ∈ U or, for some g′ > 0, (w j+1w j, g′) ∈ U . In the latter
case, (w jw j+1,0) ∈ V , since 2-cycles have been removed, thus we must be in the former case. In this case, since U is
(Y , X)-feasible, we must have w j+1 = w j−1 and again (w jw j+1,0) ∈ V . Thus we must have v = y.
If h′ = 2, (uv,1) ∈ UW , and thus, for some j, (w jw j+1,1) ∈ U . Since W is U -compliant we must have either,
(w j+1w j, g′) ∈ U , g′ > 0, so, because of 2-cycle removal, h′  1, a contradiction, or (w jw j−1,1) ∈ U . In the latter case,
w j−1 = w j+1 and, since (w j−1w j,1) ∈ UW , again h′  1. Thus h′ = 1, as required. 
Deﬁnition 5.4. A (Y , X)-feasible multiset U is maximal if there is no U -compliant (Y , X)-walk.
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Let P be a maximal (Y , X)-feasible multiset, i.e. one for which there exists no compliant (Y , X)-walk. Deﬁne
T = {t ∣∣ there exists a P-compliant (t, X)-walk},
S = {s ∣∣ there exists a P-compliant (Y , s)-walk}.
It follows immediately from the deﬁnition that if w1 . . .wk , wk . . .wl are U -compliant walks then so is w1 . . .wk . . .wl .
Thus, since P is maximal (Y , X)-feasible we have that S ∩ T = ∅.
Lemma 6.1. If X ⊆ V (N) is convex, F ⊆ Y , and X ∩ Y = ∅, then Tout = Xout = S¯out , so T and S¯ are (X, Y )-valid.
Proof. First we show that Tout ⊆ Xout . Suppose ﬁrst that tu ∈ A(N) where t ∈ T and u /∈ T and let W be a P-compliant
(t, X)-walk. If t /∈ Xout then ut ∈ A(DX ), so W ′ = uW is a P-compliant walk, contrary to u /∈ T . Thus t ∈ Xout . The proof
that S¯out ⊆ Xout is similar.
Now we prove that Xout ⊆ Tout . Suppose that x ∈ Xout and that xv ∈ A(N), where v /∈ X . There is a (v, F )-path in N and
by convexity of X this path does not contain any elements of X . Thus there is an (F , v)-path, L, in DX which does not
contain any forward instances and so v ∈ S . Thus x ∈ S¯out and, since S ∩ T = ∅, x ∈ Tout .
Trivially, X ⊆ T and Y ⊆ S . Since S ∩ T = ∅, X ⊆ S¯ and Y ∩ T = ∅. So T and S¯ are (X, Y )-valid. 
Lemma 6.2. If X ⊆ V (N) is convex, F ⊆ Y , X ∩ Y = ∅, and P is the maximal (Y , X)-feasible multiset with respect to which T and S
are deﬁned, then |Tin| = dd(Y ,P) = | S¯ in|.
Proof. Let Tin = {u1, . . . ,us}.
Suppose that ut ∈ A(N) where t ∈ T and u /∈ T , then ut ∈ A(DX ). If there is no forward instance of u in P then uW is
P-compliant, where W is a P-compliant (t, X)-walk, and u ∈ T , a contradiction. So u appears as a forward instance in P .
Thus we have ug ∈ P ∩ A(N) and then guW is P-compliant, so g ∈ T . Thus, for 1  i  s there exists ti ∈ T such that
uiti ∈P .
If tv ∈ P , where t ∈ T , then vW is a P-compliant (v, X)-walk, where W is a P-compliant (t, X)-walk. Thus v ∈ T . So
P cannot contain any (T , T¯ )-arcs.
By Lemma 4.3(c), uiti appears on a cycle or a complete path in P . If it appears on a cycle w1 . . .wluitiwl+1 . . .wb then
ti wl+1 . . .wlui is a (T , T¯ )-walk in P which must contain an arc tu where t ∈ T and u /∈ T . Thus uiti appears on a complete
path in P .
We now show, by induction on wt(V), that if V 
 P is a (Y , X)-feasible multiset that contains n (T¯ , T )-arcs then
n dd(Y ,V). From this it follows that s dd(Y ,P), and then Lemma 6.2 follows from Theorem 4.4.
The result is trivially true if wt(V) = 0 or if n = 0, so suppose that ut is a (T¯ , T )-arc in V . If ut lies on a cycle in V then
it lies on a cycle in P . Thus, by Lemma 4.3(c), it lies on a complete path in V , P = w1 . . .wn say.
If u′t′ is another (T¯ , T )-arc in V which also appears on P then P , and hence P , contains a (T , T¯ )-arc, a contradiction.
Thus P contains only one (T¯ , T )-arc and the set V ′ obtained from V by removing P is a (Y , X)-feasible set containing n− 1
(T¯ , T )-arcs with dd(Y ,V ′) = dd(Y ,V) − 1. Thus n − 1= dd(Y ,V) − 1 by induction, and n = dd(Y ,P) as required.
Let S¯ in = {u1, . . . ,us}. Suppose that ut ∈ A(N) where t ∈ S¯ and u /∈ S¯ , then ut ∈ A(DX ). If there is no forward instance of
u in P then Wt is P-compliant, where W is a P-compliant (F ,u)-walk, and t ∈ S . So u appears as a forward instance in P .
So we have ug ∈P ∩ A(N). If g ∈ S then there is a P-compliant (F , g)-walk W ′ and then W ′ut is P-compliant, contrary to
t ∈ S¯ . Thus, for 1 i  s there exists ti ∈ S¯ such that uiti ∈P .
If tv ∈P , where v ∈ S , then Wt is a P-compliant (F , t)-walk, where W is a P-compliant (F , v)-walk. Thus t ∈ S . So P
cannot contain any ( S¯, S)-arcs. The proof now follows in a similar way to the proof that |Tin| = dd(Y ,P). 
Lemma 6.3. Suppose that X ⊆ V (N) is convex, F ⊆ Y , and X ∩ Y = ∅. If Q is (X, Y )-valid and |Q in| = dd(Y ,P), where P is the
maximal (Y , X)-feasible multiset with respect to which T and S are deﬁned, then T ⊆ Q ⊆ S¯ .
Proof. We have that Xout = Qout and so DX = DQ . Since X ⊆ Q and Y ⊆ Q¯ , P is a (Q¯ , Q )-feasible multiset.
Suppose that w1 ∈ T and that W = w1 . . .wn is a P-compliant (w1, X)-walk. If w1 /∈ Q then this is also a P-compliant
(Q¯ , Q )-walk and, by Lemma 6.1 and Theorem 5.3, there is a (Q¯ , Q )-feasible multiset P ′ with dd(Y ,P ′) > dd(Y ,P). Then,
since Q is convex, by Lemma 2.4, it is (Q¯ , Q )-valid and hence, by Lemma 6.2, dd(Y ,P) = |Q in| dd(Y ,P ′), a contradiction.
Thus T ⊆ Q . Similarly, we can prove that Q ⊆ S¯ . 
Corollary 6.4. T and S are independent of the choice of the maximal (Y , X)-feasible set P , and if U is any (Y , X)-feasible set then
dd(Y ,P) dd(Y ,U).
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Theorem 4.4, dd(Y ,P) = |Tin|  dd(Y ,P ′), dd(Y ,P ′) = |T ′in|  dd(Y ,P) and dd(Y ,P) = |Tin|  dd(Y ,U). By Lemma 6.3,
T ⊆ T ′ ⊆ T and S¯ ′ ⊆ S¯ ⊆ S¯ ′ . 
Lemma 6.5. Suppose that X ⊆ V (N) is convex, F ⊆ Y , X ∩ Y = ∅, and that T is deﬁned as above. Let U be a maximal (Y , X)-feasible
set. If u ∈ T\X and if there is no (T\X,u)-arc in A(N) then T ′ = T\{u} is (X, Y )-valid and |T ′in| |Tin| + 1.
Proof. First note that if xu ∈ A(N) where x ∈ X , since X is convex and Tout = Xout we have u ∈ X . Thus there are no (T ,u)-
arcs in A(N), a contradiction. Since Tout = Xout , Tout ⊆ T ′out and, since there are no (T ,u)-arcs, no new output vertices are
created by removing u from T . Thus T ′out = Xout and T ′ is (X, Y )-valid. Now suppose that zv is a (T¯ ′, T ′)-arc. If z /∈ T then
z ∈ Tin so T ′in ⊆ Tin ∪ {u} and |T ′in| |Tin| + 1. 
7. The function compliantWalk(U)
Finally, to construct an algorithm which uses maximal feasible sets to determine whether (nin, X, Y )-valid sets exist, we
need to be able to ﬁnd reduced compliant walks. We now show that compliant walks and the sets S and T can be found
in time O (|A(N)|).
We deﬁne a function compliantWalk(U) which takes a (Y , X)-feasible multiset U and returns a reduced U -compliant
(Y , X)-walk if one exists, and the empty walk otherwise.
Suppose that X ⊆ V (N) is convex, X ∩ Y = ∅ and that F ⊆ Y . Let DX the graph obtained from N using Deﬁnition 2.5 and
let A(D+X ) = A(DX ) ∩ A(N), A(D−X ) = A(DX )\A(D+X ).
We deﬁne a digraph DX,U as follows. Let R = {u ∈ V (N) | ∃v(uv ∈ A(N)∩U)} and let V (DX,U ) = V (N)∪ {r′ | r ∈ R} (that
is we duplicate all vertices in R). We let A(DX,U ) be the smallest set such that:
(R1): If uv ∈ A(D+X ), vu /∈ A(U) and u ∈ R , then u′v ∈ A(DX,U ).
(R2): If uv ∈ A(D+X ), (vu ∈ A(U) or u /∈ R), then uv ∈ A(DX,U ).
(B1): If uv ∈ A(D−X ), vu ∈ A(U) then uv,uv ′ ∈ A(DX,U ).
(B2): If uv ∈ A(D−X ), vu /∈ A(U) then uv ∈ A(DX,U ).
Note that if uv ∈ A(DX,U ), if xy is the corresponding arc in A(DX ) and if either u = x′ or v = y′ then yx ∈ U .
compliantWalk(U) {
if there is no (Y , X)-path in DX,U return the empty walk
else { let P = p1 . . . pk be an (Y , X)-path in DX,U
for (i from 1 to k) if pi = r′ let wi = r else let wi = pi
return w1 . . .wk } }
Lemma 7.1. (a) If the function compliantWalk(U) returns the non-empty walk W = w1 . . .wk then W is a reduced U -compliant
(Y , X)-walk.
(b) compliantWalk(U) only returns the empty walk if no U -compliant (Y , X)-walk exists.
(c) compliantWalk(U) has time complexity O (|A(N)|).
Proof. (a) Suppose that a non-empty walk is returned and that P = p1 . . . pk is the corresponding (Y , X)-path in DX,U , so
pi = wi or pi = w ′i , 1 i  k. Then p1 = w1 ∈ Y and pk = wk ∈ X .
Suppose that w jw j+1 ∈ A(N), then p j p j+1 is in A(DX,U ) as a result of (R1) or (R2) and so p j+1 = w j+1. In the (R2)
case either w j+1w j ∈ U or w j is not forward in U . In the (R1) case we have p j = w ′j /∈ Y so j  2. So w j−1w ′j ∈ A(DX,U )
and (B1) must hold so w j−1w j ∈ U ∩ A(N). Thus W is U -compliant.
The conditions (R1), (R2), (B1) and (B2) are disjoint so for each arc uv ∈ A(DX ) there is exactly one corresponding arc
in A(DX,U ), except for the case uv ∈ A(D−X ) and vu ∈ A(U), in which case uv,uv ′ ∈ A(DX,U ). If wiwi+1 = w jw j+1 is a
repeated arc in W then, which ever of (R1), (R2), (B1) or (B2) applies, pi = p j , contrary to the fact that P is a path. Thus
W contains no repeated arcs. Also since P is a path, each vertex occurs at most twice in W .
If w is repeated in W then, since P is a path, for some i, pi = w ′ and wi = w . Since P is an (Y , X)-path and there are
no arcs of the form u′v ′ , pi−1 = wi−1 and pi+1 = wi+1. So, by (R1), wi is forward in W and U and by (B1), wiwi−1 ∈ U .
(b) Now suppose that there exists a U -compliant (Y , X)-walk, W ′ = x1 · · · xl . For 1  i  l, if wiwi+1 ∈ A(D+X ), wi ∈ R
and wi+1wi /∈ U then let pi = w ′i and otherwise let pi = wi . We will show that P ′ = p1 · · · pl is a (Y , X)-walk in DX,U , and
hence there is a (Y , X)-path in DX,U and compliantWalk(U) will not return the empty walk.
Clearly pk = wk ∈ X and if w1 ∈ R then since W ′ is U -compliant we must have w2w1 ∈ U , so p1 = w1 ∈ Y .
If pi pi+1 = w ′i wi+1 then pi pi+1 ∈ A(DX,U ) by (R1). If pi+1 = w ′i+1 then wi+1wi+2 ∈ A(D+X ) and wi+1 ∈ R and
wi+2wi+1 /∈ U . Then, since wi+1 ∈ R and W is U -compliant, we must have wi = wi+2 and wi+1wi ∈ A(N)∩ A(U). Thus we
have wiw ′ ∈ A(D ′) by (B2). If pi = w ′ then wiwi+1 ∈ A(D+), contrary to wi+1wi ∈ A(D+) ∩ A(U). Thus we cannot havei+1 i X X
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((B1) or (B2)) or (R2), respectively.
(c) We have shown in (a) and (b) that there exists a U -compliant (Y , X)-walk if and only if there exists a (Y , X)-
path in DX,U . Such a path can be found, or shown not to exist, using a depth (or breadth) ﬁrst search in time
O (|V (DX,U )| + |A(DX,U )|). The result follows from this since |V (DX,U )|  2|V (N)|, |A(DX,U )|  2|A(N)|, and, since N
is connected, |V (N)| |A(N)| + 1. 
Lemma 7.2. Given a maximal (Y , X)-feasible multiset U , the sets S and T deﬁned in Section 6 can be constructed in time O (|A(N)|).
Proof. It is easy to ﬁnd in time O (|V (DX,U )| + |A(DX,U )|) = O (|A(N)|) the set of vertices H ⊆ V (DX,U ), such that there
is a (Y , H)-path in DX,U . For h ∈ H , the proof of Lemma 7.1(a) shows that the corresponding walk in DX is U -compliant.
Thus, if h ∈ V (N) then h ∈ S . Conversely, if h ∈ S then the proof of Lemma 7.1(b) shows that there is a (Y ,h)-path in DX,U .
Thus S = H ∩ V (N). Analogously we can ﬁnd T . 
8. The algorithmsA(N,nin,nout, F ) and B(nin,U,Y , X)
We now present the algorithm A(N,nin,nout, F ), mentioned in Section 2, which stores all the convex sets Q ⊆ F¯ such
that |Q in| nin and |Qout| nout .
At the heart of the algorithm is a recursive algorithm B(nin, Y , X) which, provided that X is convex in N , X ∩ Y = ∅,
F ⊆ Y , and |Xout|  nout , stores all the (nin, X, Y )-valid sets, Q . This algorithm ﬁrst repeatedly calls compliantWalk() to
construct a maximal (Y , X)-feasible multiset. It is easy to see that if X ⊆ G , Y ⊆ H , and G ∩ H = ∅ then a (Y , X)-feasible set
U is also (H,G)-feasible and dd(Y ,U) = dd(H,U). Thus, for a recursive call B(nin, H,G) made by B(nin, Y , X), rather than
calculating a (H,G)-feasible set from scratch, we extend the set computed by B(nin, Y , X). Thus we pass a feasible set in to
B along with X and Y , giving a function with signature B(nin,U , Y , X).
In what follows we assume the vertices in N are topologically ordered (that is, if uv ∈ A(N) then u < v).
A(N,nin,nout, F ) {
for all sets L ⊆ V (N) such that |L| nout {
let X = CN (L)
if (L = Xout and X ∩ F = ∅) { make a call to B(nin,∅, F , X) } } }
B(nin,V, Y , X) {
set U := V , found := true
while (found = true and |dd(Y ,U)| nin) {
let W = compliantWalk(U)
if W is the empty walk set found := false
else U := the set obtained from U ∪UW by removing 2-cycles }
if dd(Y ,U) > nin then return
else { construct the sets
S = {s | there is a U-compliant (Y , s)-walk }
T = {t | there is a U-compliant (t, X)-walk }
if (V (N) 	= S ∪ T ) { (a)
pick u ∈ V (N)\(S ∪ T )
make a call to B(nin,U , Y ∪ {u}, X)
make a call to B(nin,U , Y ,CN (X ∪ {u})) }
elseif (V (N) = S ∪ T and dd(Y ,U) = nin) { (b)
store T and return }
elseif (V (N) = S ∪ T and dd(Y ,U) < nin and X 	= T ) { (c)
let u be the topologically smallest element of T\X
make a call to B(nin,U , Y ∪ {u}, X)
make a call to B(nin,U , Y ,CN (X ∪ {u})) }
elseif (V (N) = S ∪ T and dd(Y ,U) < nin and X = T ) {
store T
let {u1, . . . ,uk} = Tin\Y and Yi = {u1, . . . ,ui}, u1 < · · · < uk
for i := 1 to k {
if (Xout = CN (X ∪ {ui})out and CN (X ∪ {ui}) ∩ (Y ∪ Yi−1) = ∅) {
make a call to B(nin,U , Y ∪ Yi−1,CN (X ∪ {ui})) }
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8.1. Example
To illustrate the algorithm we consider the graph M (reproduced in Fig. 2 with the corresponding DL for L = {u6,u7,u8}).
We take nin = 2, nout = 3, and take the forbidden set to be the source and sink vertices, F = {u1,u11}.
A(N,2,3, {u1,u11}) iterates over all potential output sets, i.e., vertex sets L of size at most 3. We shall focus on the step
of the algorithm that ﬁnds valid convex sets that have output set L = {u6,u7,u8}. There are ten convex sets whose output
set is L, ﬁve of which have at most two inputs:
{u2,u4,u5,u6,u7,u8}; {u2,u3,u6,u7,u8}; {u2,u3,u5,u6,u7,u8}; {u2,u3,u4,u5,u6,u7,u8};
and {u3,u4,u5,u6,u7,u8}.
These sets must be constructed by B(2,∅, F , L). During the construction B will be called nine times, we shall label the
instances B1, . . . ,B9 for ease of reading.
At the point where A deals with the set L = {u6,u7,u8}, which it is its own convex closure and contains no forbidden
vertices, the test (L = Lout and L ∩ F = ∅) is passed and the algorithm B1(nin,V, Y , X) is called with Y = F = {u1,u11} and
X = L = {u6,u7,u8}.
B1 ﬁrst constructs a maximal feasible set of (F ,L)-walks in DL , represented as an edge set U . There are several choices
for U , the possibilities for {u6,u7,u8} were shown in Section 3. The particular U constructed will depend on the imple-
mentation of compliantWalk(), for this example we will use U1 = {u1u2,u2u7}, and we have dd(F ,U1) = 1.
B1 now constructs the set S1 of those vertices that are reachable from F by a U1-compliant walk. In this instance,
vertices u1 and u11 are in S1 by means of empty walks to themselves, and vertices u9 and u10 are reachable from u11. Thus
we have S1 = {u1,u9,u10,u11}. For the set T1, the walks u2u1u3u7,u3u7, u4u5u6, and u5u6 place vertices u2,u3,u4, and
u5 in T1, and vertices u6, u7, and u8 have empty walks to themselves. Thus we have T1 = {u2,u3,u4,u5,u6,u7,u8}.
Since dd(F ,U1) 2, S1∪ T1 = V (N) and L 	= T1 we choose the topologically smallest vertex, u2, which is in T1 and not in
L, and separately ﬁnd the convex sets which contain u2 and those which do not, via two recursive calls to B, B2(2,U1, Y1, L)
and B3(2,U1, F , X1), where Y1 = {u1,u2,u11} and X1 = {u2,u6,u7,u8} = CN (X1).
B2(2,U1, Y1, L) ﬁnds, say, the U1-compliant (Y1, L)-walk u2u1u3u7, and after removing two-cycles, we get U2 =
{u1u3,u3u7,u2u7}. Then B2 constructs the sets S2 = {u1,u2,u9,u10,u11} and T2 = {u3,u4,u5,u6,u7,u8}. Now dd(Y1,U2) =
2 so clause (b) of the algorithm is satisﬁed and the set {u3,u4,u5,u6,u7,u8} is stored as a valid convex set before B2 ter-
minates.
For B3(2,U1, F , X1), there is no compliant (F , X1)-walk that can be added to U1, so this set is used and B3 constructs
the same sets S1 and T1 as B1 did. Clause (c) of the algorithm is satisﬁed and u3 is the topologically smallest vertex
in T\X1. Thus B3 makes two recursive calls, B4(2,U1, Y2, X1) and B5(2,U1, F , X2), where Y2 = {u1,u3,u11} and X2 =
{u2,u3,u6,u7,u8} = CN (X2).
As for B2, B4(2,U , Y2, X1) ﬁnds an additional compliant (Y2, X1)-walk, u3u7, and constructs S2 = {u1,u2,u9,u10,u11}
and T2 = {u3,u4,u5,u6,u7,u8}. Again, since dd(Y1,U2) = 2, B4 satisﬁes clause (b) of the algorithm and stores the valid
convex set {u2,u4,u5,u6,u7,u8}.
As for B3, B5(2,U1, F , X2) ﬁnds no compliant walk to add to U1, and constructs the sets S3 = {u1,u9,u10,u11} and
T3 = {u2,u3,u4,u5,u6,u7,u8}. Clause (c) is satisﬁed and u4 is the topologically smallest vertex in T\X2, so B5 makes two
recursive calls. The valid convex sets excluding u4 are computed by B6(2,U1, Y3, X2) and those containing u4 are computed
by B9(2,U1, F , X3), where Y3 = {u1,u4,u11} and X3 = {u2,u3,u4,u5,u6,u7,u8} = CN (X2 ∪ {u4}).
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{u1,u4,u9,u10,u11} and T4 = {u2,u3,u6,u7,u8}. This satisﬁes clause (a) and vertex u5 is the only vertex in V (N)\(S4 ∪ T4)
so B6 makes two recursive calls, B7(2,U2, Y4, X2) and B8(2,U2, Y3, X4), where Y4 = {u1,u4,u5,u9,u10,u11} and X4 =
{u2,u3,u5,u6,u7,u8}.
In a similar way, B7(2,U2, Y4, X2) stores the set {u2,u3,u6,u7,u8}, B8(2,U2, Y3, X4) stores the set {u2,u3,u5,u6,u7,u8},
and B9(2,U1, F , X3) stores the set {u2,u3,u4,u5,u6,u7,u8}, completing the step L = {u6,u7,u8} in algorithm A.
9. Correctness and complexity ofA(N,nin,nout, F )
We say that Q ⊆ V (N) is valid if Q ∩ F = ∅, Q is convex, |Qout| nout and |Q in| nin .
Lemma 9.1. If X is convex, F ⊆ Y , Y ∩ X = ∅, U is a maximal (Y , X)-feasible multiset and u /∈ S then CN (X ∪ {u}) ∩ S = ∅ and
CN (X ∪ {u})out = Xout .
Proof. We have that X ⊆ S¯ and, by Lemmas 2.4 and 6.1, S¯ is convex and thus CN (X ∪ {u}) ⊆ S¯ .
Suppose that x ∈ Xout and xy ∈ A(N), where there is a (y, F )-path, W , which does not include any vertex in X . Then
W−1 is a U -feasible (Y , y)-path and thus y ∈ S , so x ∈ CN (X ∪ {u})out .
Suppose that x ∈ CN (X ∪ {u})out but x /∈ X . There is an (x, F )-path whose inverse path is U -compliant, so x ∈ S , a contra-
diction. Thus CN (X ∪ {u})out = Xout . 
It is straightforward to prove the following:
Lemma 9.2. Suppose that A, B,C are convex sets, A ⊆ B ⊆ C and Aout = Cout . Then Bout = Aout .
Theorem 9.3. A set Q ⊆ V (N) is stored by A(N,nin,nout, F ) if and only if Q is valid. Furthermore, no such set is stored more than
once.
Proof. The only sets stored by A(N,nin,nout, F ) are stored by calls to B. Using Lemma 9.1 we have that, if a call is made to
B(nin,V, Y , X), then X is convex, |Xout| nin , X ∩ F = ∅ and F ⊆ Y . The only sets stored directly by such a call are of the
form T , which have the required properties by Lemmas 2.4, 6.1 and 6.2.
We shall show, by induction on |V (N)\(X ∪ Y )|, that if Q is valid, X ⊆ Q , Q ∩ Y = ∅, then B(nin,V, Y , X) stores Q .
The result follows from this because, by Lemma 2.2, if Q is convex then Qout is the output set of CN (Qout) and so
B(nin,∅, F ,CN (Qout)) is called by A(N,nin,nout, F ) and stores Q .
By Theorem 4.4, nin  |Q in| dd(Y ,U) and, thus, B(nin,V, Y , X) does not return at the ﬁrst if statement.
If V (N) 	= T ∪ S and u /∈ Q , then by induction the call to B(nin,U , F ∪ {u}, X) stores Q . If u ∈ Q then, since Q is convex,
CN (X ∪ {u})) ⊆ Q and the call to B(nin,U , Y ,CN (X ∪ {u})), by induction, will store Q .
If V (N) = T ∪ S and dd(Y ,U) = nin then by Lemma 6.3 Q = T and thus Q is stored by B(nin,V, Y , X).
If V (N) = T ∪ S , dd(Y ,U) < nin and X 	= T , then again, by induction, one of the calls B(nin,U , F ∪ {u}, X) or
B(nin,U , F ,CN (X ∪ {u})) will store Q .
If V (N) = T ∪ S , dd(Y ,U) < nin and X = T , then if T = Q , Q will be stored by B(nin,V, Y , X). Otherwise, by Lemma 6.3
T ⊆ Q . Since Qout = Xout ⊆ T and there is a path from Q \ T to ubtm we observe that there is some element q ∈ Q which
is an input to T . Hence, there is some element q ∈ Q which is an input to T . If {u1, . . . ,uk} are the inputs to T we may
suppose that u j ∈ Q and that ul /∈ Q for l < j. Furthermore, CN (X ∪ {u j}) ⊆ Q ⊆ Y ∪ {u1, . . . ,u j−1}. By Lemma 9.2 (where
A = X, B = CN (X ∪ {u j}) and C = Q ), Xout = CN (X ∪ {u j})out . Then, by induction, B(nin,U , Y ∪ Y j−1,CN (X ∪ {u j})) will
store Q .
If Q is stored by a call to B(nin,U ,G, H) then Q = T , so Qout = Xout and Q is stored by only one of the calls
B(nin,∅, F , X) made in A.
If Y ∪ X = V (N) (the base of the induction) then X = T and Y = S and we see that B(nin,U , Y , X) does not make any
recursive calls and thus stores Q at most once. Now suppose that B(nin,U ,G, H) stores Q at most once for X ∪ Y ⊂ G ∪ H .
If u /∈ Q then B(nin,U , Y ,CN (X ∪ {u})) does not store Q and if u ∈ Q then B(nin,U , Y ∪ {u}, X) does not store Q . If
T 	= S¯ or dd(Y ,U) < nin and X 	= T then B(nin,U , Y , X) does not store Q and makes two calls only one of which stores Q
and, by induction, stores Q at most once.
Thus we assume that X = T = S¯ . If dd(Y ,U) = nin then the function stores Q once and returns. Thus we also assume
that dd(Y ,U) < nin and B(nin,U , F , X) stores T and makes recursive calls of the form B(nin,U ,G, X ∪ {ui}), ui /∈ T . Such
call can only store Q if X ∪ {ui} ⊆ Q ⊆ G¯ , thus at most one call can store Q and by induction it will store Q only once. If
T = Q then X ∪ {ui} Q , so the result follows. 
Theorem9.4. If N is an acyclic digraphwith forbidden set F and unique source and sink vertices, utop,ubtm ∈ F , thenA(N,nin,nout, F )
has time complexity O (m · n2 (c(N) + nnout )), where |V (N)| = n, |A(N)| =m and V (N) has c(N) valid convex subsets.in
58 G. Gutin et al. / Journal of Discrete Algorithms 13 (2012) 47–58Proof. Assume that L1, L2, . . . , Lr are precisely the subsets L of V (N) such that L is (CN (L), F )-valid, i.e. precisely the sets
such that A(N,nin,nout, F ) calls B(nin,∅, F ,CN (L)), and |L| nout . Clearly r 
( n
nout
)
 nnout . Let ci(N) denote the number of
sets stored by B(nin,∅, F ,CN (Li)). Then, by Theorem 9.3, c(N) = c1(N) + · · · + cr(N).
We will ﬁrst show that every call B(nin,∅, F ,CN (Li)) has time complexity at most O (n2inm(ci(N) + 1)).
Recall that if there is a call B(nin,V, Y , X) then X is convex, Xout = Li , for some i, and V is (Y , X)-feasible. Let c be
the number of sets stored by B(nin,V, Y , X). We will show that if c > 0 then B(nin,V, Y , X) does not take more than
2Kn2inm(c − 0.5) time, where K is a constant deﬁned in the next paragraph.
Note that by Lemma 7.1(c) the while loop in B has complexity O (ninm), and by Lemma 7.2 the sets S and T can be
constructed in O (m) time. The time taken to compute CN (X ∪ {u}) is O (m) and the time taken to store T is O (n). Thus
there exists some constant, K , such that this all takes at most Kninm time.
From the proof of Theorem 9.3 we see that if dd(Y ,U) nin then B(nin,V, Y , X) stores T . Thus if c = 0, B(nin,V, Y , X)
takes time at most O (ninm).
If V (N) 	= S ∪ T let c1, c2 be the numbers of sets stored by the recursive calls B(nin,U , Y ,CN (X ∪ {u})) and B(nin,U , Y ∪
{u}, X), so c = c1 + c2. Since these will store S¯ and T respectively, c1, c2 > 0 and, by induction these two recursive calls will
take a total of at most 2Kn2inm(c1 − 0.5)+ 2Kn2inm(c2 − 0.5). Thus, we have 2Kn2inm(c1 − 0.5)+ 2Kn2inm(c2 − 0.5)+ Kninm
2Kn2inm(c − 0.5), and the result follows.
If V (N) = S ∪ T and dd(Y ,U) = nin then B stores one set, T , and returns in time at most K ′ninm time.
If V (N) = S∪T , dd(Y ,U) < nin and T 	= X then B(nin,U , Y ,CN (X∪{u})) stores, say, c1 sets, including T , and B(nin,U , Y ∪
{u}, X) stores c2 sets. Since u is the topologically smallest element in T\X , by Lemma 9.2 T ′ = T\{u} is (|Tin|+1, X, Y ∪{u})-
valid and |Tin| = dd(Y ,U) < nin . Thus, by the proof of Theorem 9.3, T ′ is stored by B(nin,U , Y ∪{u}, X) and, since T is stored
by B(nin,U , Y ,CN (X ∪ {u})), c1, c2 > 0, so the result follows as above.
Finally suppose that V (N) = S ∪ T , dd(Y ,U) < nin and T = X and suppose that B(nin,U , Y ∪ Yi−1,CN (X ∪ {ui})) stores ci
sets, so c = c1 +· · ·+ ck +1. Since |Tin| = dd(Y ,U) < nin we have k < nin . If B(nin,U , Y ∪ Yi−1,CN (X ∪{ui})) does not store a
solution, then it will return in at most Kninm time. If it does store at least one solution then, by induction, it will return in
time 2Kn2inm(ci − 0.5). If there are k′ of these, the time all the k recursive calls take is at most (k − k′)Kninm + 2Kn2inm(c −
1− 0.5k′) 2Kn2inm(c − 0.5).
Therefore every call B(nin,∅, F , X) in A has time complexity at most O (n2inm(ci(N) − 0.5)) if ci(N) > 0 and
O (n2inm(ci(N) + 1)), if ci(N) = 0. As the computations before the calls in A can be carried out in time O (m) (since N
is connected, nm + 1) we get the desired time bound. 
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