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Abstract
High-Performance Computing has become an essential tool in numerous natural sciences. The modern high-
performance computing systems are composed of hundreds of thousands of computational nodes, as well as deep
memory hierarchies and complex interconnect topologies. Existing high performance algorithms and tools already
require courageous programming and optimization efforts to achieve high efficiency on current supercomputers. On
the other hand, these efforts are platform-specific and non-portable. A core challenge while solving NP-complete
problems is the need to process these data with highly effective algorithms and tools where the computational costs
grow exponentially. This paper investigates the efficiency of Nature-Inspired optimization algorithm for solving
NP-complete problems, based on Artificial Bee Colony (ABC) metaheuristic. Parallel version of the algorithm have
been proposed based on the flat parallel programming model with message passing for communication between
the computational nodes in the platform and parallel programming model with multithreading for communication
between the cores inside the computational node. Parallel communications profiling is made and parallel performance
parameters are evaluated on the basis of experimental results.
Keywords Artificial Bee Colony, High-Performance Computing, Parallel Algorithm, NP-complete problems,
message passing, multithreading
I. Introduction
Accelerating the development and deployment of ad-
vanced computing systems and cloud computing plat-
forms will require a comprehensive strategy inte-
grating efforts from invention to deployment. The
modern high-performance computing systems (HPCS)
are composed of hundreds of thousands of compu-
tational nodes, as well as deep memory hierarchies
and complex interconnect topologies. Existing high
performance algorithms and tools already require
courageous programming and optimization efforts to
achieve high efficiency on current supercomputers. On
the other hand, these efforts are platform-specific and
non-portable. Currently, most of the HPCS are based
on convectional sequential programming languages
like C, C++, FORTRAN, etc. In order to achieve bet-
ter parallel performance the flat parallel programing
model with message passing in distributed memory
systems, supported by the MPI standard and parallel
programming model with multithreading in shared
memory systems using the OpenMP programming
interface have been included as a template libraries.
The main disadvantages of the parallel programming
based on conventional programming languages are:
process synchronization, deadlocks, workload balanc-
ing, and thread concurrency. In order to improve this
situation, Intel provides a range of tools specifically
designed to help developers parallelize their applica-
tions. Three sets of complementary models for mul-
tithreading programming in shared memory systems
are supported by Intel: Intel Cilk Plus, Intel Threading
Building Blocks (Intel TBB) and Intel Array Building
Blocks (Intel ArBB). The main purpose of those models
is to increase the reliability, portability, scalability and
the parallel performance of the application during the
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multithreading execution [1, 2, 3].
The complexity class of decision problems NP-
complete can be used as a pattern for benchmarking
and parallel performance evaluation of HPCS. This
paper investigates the efficiency of Nature-Inspired
optimization algorithm for solving NP-complete prob-
lems, based on Artificial Bee Colony (ABC) metaheuris-
tic. Highly parallel version of the well-known N-
queens problem has been proposed based on ABC
optimization. The parallel version of the algorithm
have been proposed based on the flat parallel program-
ming model with message passing for communication
between the computational nodes in the platform and
parallel programming model with multithreading for
communication between the cores inside the computa-
tional node. The Intel Threading Building Blocks (TBB)
programming model has been chosen as a standard for
multithreading computations in shared memory sys-
tems. The Message Passing Interface (MPI) has been
chosen as standard for communication in distributed
memory systems.
II. Background
The complexity class of decision problems NP-
complete can be used as a pattern for benchmarking
and parallel performance evaluation of HPCS. The
main idea behind using NP-complete problems for
evaluation of the overall parallel performance of the
HPCS is that those problems cannot be solved in poly-
nomial time in any known way which require high
computational power and time. The N-queens prob-
lem belongs to the class of NP-complete problems,
requiring a brute-force algorithm for finding all pos-
sible solutions. The N-queens problem is formulated
as solving the task to place N queens on N x N chess-
board in such way that no queens attack each other,
i.e. on every row, column or diagonal, there is only
one queen. The complexity of this algorithm is O(N!),
which comes from the fact that there are (N2!)/(N!*(N2-
N)!) possible solutions to place the queens on the board
[4, 5, 6]. In order to provide efficient solutions for this
problem and to minimize the time and space complex-
ity, many various optimization techniques have been
proposed. In this paper we provide the experimental
results gained by solving N-Queens problem, using
Artificial Bee Colony (ABC) optimization. The ABC
algorithm belongs to the class of nature-inspired algo-
rithms, which simulate the behavior of the honey bee
swarms in the nature. The main advantage of ABC
algorithm is that uses only common control parame-
ters such as colony size and maximum cycle number.
The ABC algorithm is very powerful optimization tool
which provide a population based search procedure.
The ABC algorithm also combine local search methods,
by using artificial bees which fly around multidimen-
sional search space, with global search methods, by
using another kind of artificial bees which fly and
choose the food source randomly without any expe-
rience and memorize the new position if it is a better
than the one that is already in their memory. Thus lead
to balancing of the exploration and exploitation pro-
cess. The main idea behind using the ABC algorithm
for solving the N-Queens problem is that ABC is very
effective optimization algorithm for finding the best
optimized solution, which is declared according to the
position of the food source, and the amount of nectar
found in that solution. [7, 8, 9].
III. Resource planning while solving
NP-complete problems
During the resource planning process while solving
NP-complete problems two strategies can be applied:
static and dynamic [10]. In the static resource plan-
ning process, each node executes only one part of the
search tree. On Figure 1, an example of static resource
planning on octal-core platform is given.
The main problem with static resource planning
strategy is that the spatial search trees are highly un-
balanced. This can lead to significantly reduce of the
parallel performance of the application. This strategy
can be improved by simultaneously scanning of larger
number of subtrees in order to balance the load of
computational nodes.
Dynamic resource planning strategies for solving
NP-complete problems, allow scanning a large num-
ber of subtrees simultaneously, providing better load
balancing and higher parallel efficiency. In this paper
two dynamic strategies have been proposed. The first
strategy proposed a model in which the main process
searching in depth the spatial search tree and the gener-
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Figure 1: Static resource planning while solving NP-
complete problems.
ated subtrees from this process are distributed among
all available processes of the system.
Figure 2: Depth search dynamic resource planning strategy
while solving NP-complete problems.
On Figure 2, an example of dynamic resource plan-
ning by using depth search strategy on octal-core plat-
form is presented. Thus the probability of an unbal-
anced load significantly reduced, while potential par-
allel performance of the system dramatically increases.
Another strategy for dynamic resource planning is
by maintaining a list of nodes of the spatial search tree.
All problems and subproblems from the spatial search
tree are placed in the list and each process takes the
last unprocessed knot.
Figure 3: Maintaining a list of nodes dynamic resource
planning strategy while solving NP-complete problems.
On Figure 3, an example of dynamic resource plan-
ning by using maintaining a list of nodes dynamic strat-
egy is presented. This strategy provides an efficient
way to allocate the workload among computational
nodes of the system even in highly unbalanced trees
of the search space. Thus the efficiency of the parallel
algorithm, as well as the potential parallel performance
of the system does not depend on the balance of the
tree. The main disadvantage of this strategy is that it
requires additional system resources for maintenance
and searching in the list of nodes.
IV. Parallel implementation of ABC
algorithm
An effective resource utilization of the modern high
performance computing platforms is a subject for many
scientific research investigations. The resource man-
agement optimization for those platforms is an essen-
tial part for optimal resource allocation while solv-
ing NP hard problems. The proposed algorithm for
solving NP-Complete problems is based on Artificial
Bee Colony (ABC) metaheuristic. In this paper we
will present a nature-inspired approach for solving
the N-queens problem which belongs to the class of
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NP-complete problems. The ABC simulates the col-
lective behavior of the honeybees in nature. The basic
approach during implementation process is building
a computer model which will simulate the collective
behavior of the bees while collecting nectar. Parallel
computing model for solving N-queens problem based
on Artificial Bee Colony (ABC) metaheuristic is present
on Figure 4.
Figure 4: Parallel computing model for for solving N-queens
problem based on Artificial Bee Colony metaheuristic.
In the proposed parallel model the number of all
possible solutions should be determinate, which tech-
nically is the number of employed bees. Initially, a
random population is generated, followed by repeating
cycles of searching for employed, scout, and onlooker
bees. The employed bee makes a modification of its
initial food source in her memory and therefore finds
a new food source. If the amount and quality of the
nectar from the second position is better than, the em-
ployed bee forgets its initial food source. When the
employed bees finish the search process, they pass their
information to the onlookers located at the base. Then
each onlooker makes a calculation on the received in-
formation and determines the food source. In order
to implement the parallel algorithm for solving the
N-Queens problem, the IntelTBB programming model
and ABC metaheuristic have been used. The proposed
algorithm used dynamic resource allocation. The activ-
ities of each beehive simulate one processor, while the
actions of bees simulate threads. The number of bees
that simulate each thread depends on the architecture
of the target platform. The algorithm supports two
types of global data: table of available resources and a
table of unfinished tasks. The tables should be visible
to all bees as bees carry out direct access to the data
founded in the tables.
In the proposed algorithm, the bees are located in
beehive, so call beehive of the scout bees and beehive
of the onlooker and worker bees. Initially, the main
problem is divided in several sub-problems, which are
stored to the table of outstanding tasks. When the
algorithm is started, the beehive generates N number
of scout bees, where N represents the number of pro-
cessors in the system. Each scout bee checks whether
a processor is free or busy by execution of specific
task on it. If a free resource is found the scout bee
record the ID of the processor into the table of avail-
able resources. Also by executing specific piece of code,
the scout bee determinate the value of the processor,
which basically evaluate the suitability of the processor
to execute specific tasks. Depending of the suitability
of the processor, the scout bee gains a value to the
processor. Once these operations are done, the scout
bee returns to the beehive, where it is terminates. On
the next step, the beehive generates M number of on-
looker bees, where M is the optimal number of parallel
threads. After generation, the onlooker bees search
in to table of available resources. If the onlooker bee
finds a free resource, it takes the ID of the processor
and removes it from the table. The priority is given
to the processor with highest value from the table. If
the onlooker bee didn‘t find any free resource in the
table, the bee will return to the beehive and will be
terminate. Once the onlooker bee takes the available
resource it starts to behave as a worker bee. Thus ob-
tained K number of worker bees initially turned to the
table of outstanding tasks where they taking certain
sub-problem, remove it from the table and submit it for
execution by the processor which ID has been taken
from the table of available resources. Once the proces-
sor solves a sub-problem, it provides the solution to a
worker bee. The worker bee with the current solution
returns to beehive 2, where it is terminated.
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V. Experimental Results
The proposed algorithm for parallel solving of the
N-queens problem, based on metaheuristic ABC, is
verified and its effectiveness has been studied experi-
mentally based on multithreaded implementation us-
ing Intel Threading Building Blocks (TBB) program-
ming model. The target multiprocessor platform for
conducting experimental results is IBM Blade HS22
server with two quad-core processors Xeon Quad Core
2.00GHz, 6GB RAM, operating system Windows Server
2008. For implementation of the parallel algorithm and
TBB programming model, Intel Parallel Studio 2010
program environment have been used. Experimental
results were conducted for a different workload, i.e.
for different size of the chessboard: 8x8, 12x12, 14x14,
and 16x16. Also, two parallel versions of N-Queens
problem have been tested: the first one based on the
proposed ABC algorithm and the second one based on
well-known backtracking algorithm. On Figure 5 the
executional time while solving the N-Queens problem
using sequential, ABC, and backtracking algorithm is
given.
Figure 5: Executional time while solving the N-Queens
problem using sequential, ABC, and backtracking algorithm.
From the chart shown on Figure 2 can be concluded
that for size of the chessboard up to 10x10, the execu-
tional times of serial and parallel implementation of
the program are relatively close due to the very short
calculation time of the problem. The overall calculation
time for the mention size of the chessboard is in the
range of few milliseconds up to few seconds. On the
other hand, when the size of the chessboard increases,
the number of possible optimal and suboptimal solu-
tions growths exponentially. The execution time of the
sequential algorithm also growths exponentially, but
the potential parallelism of the application increases
for a given factor. This leads to very high executional
time for sequential algorithm, and slightly increases in
the parallel execution of the program.
Figure 6: Executional time while solving the N-Queens
problem using sequential, ABC, and backtracking algorithm.
On Figure 6 the speedup gained while solving the
N-Queens problem using ABC and backtracking algo-
rithm is given. When the size of the board increases
to 16x16, the speedup gained by program implementa-
tion on octal-core platform using backtracking search
algorithm is 3.68, while using ABC algorithm 5.2. The
main reason behind this is that the ABC algorithm has
better workload balance and better data structure in
the search space through creating tables with tasks
and adequate resources allocation of the relevant sub-
problems implementation.
VI. Conclusion and future work
An effective resource utilization of the modern high
performance computing (HPC) systems is a subject for
many scientific research investigations. The resource
management for those platforms is an essential part for
optimal resource allocation while solving NP complete
problems. An effective parallel algorithm strongly de-
termines the overall parallel performance of the high-
performance computing system. This paper suggests
an innovative algorithm for solving N-queens problem
on multi-processor platforms based on parallel meta-
heuristic "Artificial Bee Colony" (ABC) optimization.
The efficiency of the proposed algorithm was evaluated
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on the basis of the software tools of Intel Array Build-
ing Blocks build-in Intel Parallel Studio. The proposed
parallel implementation was developed on the basis of
Message Passing Interface (MPI) and Intel Threading
Building Blocks (TBB) programming models. Finally,
we applied the proposed algorithm on IBM Blade HS22
server with two quad-core processors. This allows us
to observe the behavior of the cluster while solving the
N-queens problem. From the experimental results we
conclude that the speedup gained by program imple-
mentation on octal-core platform using backtracking
search algorithm is 3.68, while using ABC algorithm
5.2. Future objectives of this research include imple-
mentation of our algorithm on very large-scale systems
and on the new generation of ExaScale machines.
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