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THE HUMAN BRAIN IS A COMPLEX network segregated into functionally specialized neural populations. Those populations with strong internal interactions and weak external associations are defined as modules (Park and Friston 2013) . A module includes a subset of nodes (regions) of the network that show a high level of internal communication and a relatively low level of association with other modules of the brain ( (Crossley et al. 2013) . For example, noninvasive neuroimaging studies in healthy humans have shown that the reconfiguration of interactions between brain modules is critical for cognitive flexibility, including task-based recollection (Fornito et al. 2012) .
The mechanisms underlying functional reorganization of whole brain dynamics at the modular scale remain unclear. Specifically, it is not known whether transient changes in the specialized activity of a local brain region are sufficient to induce reorganization of intrinsic modular dynamics in the human brain. An intriguing possibility is that opposing effects of local inhibition vs. excitation can selectively alter intrinsic neural dynamics between and within functionally specialized large-scale brain modules. This hypothesis is supported by the results of empirical and simulation studies, which suggest that the functional effects of focal changes in neural activity may extend outside a functionally segregated network (Alstott et al. 2009; Bestmann et al. 2004; Massimini et al. 2005; ValeroCabre et al. 2005; van Dellen et al. 2013 ). Likewise, a number of findings from human (Bestmann et al. 2010; Eldaief et al. 2011 ) and animal (Logothetis et al. 2010; Sato et al. 2014; Tolias et al. 2005 ) research have suggested that local changes in neural activity may impact integration within segregated functional neural networks. Because large-scale modules are positioned at an intermediate scale between local and global integration, they may play a critical role in integrating local changes without reorganizing the backbone of large-scale brain communication. Such module-specific plasticity in brain dynamics may be an important mechanism for optimally integrating local changes in neural activity without influencing other critical brain processes.
Here we combined resting-state functional magnetic neuroimaging (rsfMRI), transcranial magnetic stimulation (TMS), and network-based analyses to examine the impact of local changes in brain activity on intrinsic whole brain dynamics. Specifically, we applied inhibitory or excitatory theta-burst stimulation (TBS) (Huang et al. 2005) to the right primary motor cortex in healthy human participants and measured consequent changes in rsfMRI brain dynamics at the modular scale (see Fig. 1 ). The motor cortex was selected as the stimulation site because it can yield a measure of TMS-induced changes in local neural excitability, the motor-evoked potential (MEP) (Hoogendam et al. 2010) . To test the hypothesis that modular dynamics are critical for integrating local peripheral changes in neural activity while preserving ongoing global communication across the brain, we also verified the impact of focal TMS on "rich club" topology and dynamics (Fig. 1) . The rich club is a set of densely interconnected and energetically costly brain regions (hubs) that support the bulk of large-scale brain communication (Collin et al. 2014; van den Heuvel et al. 2012; van den Heuvel and Sporns 2011) . Rich club hubs are thus positioned at the highest level of the connectional hierarchy. We predicted that TMS-induced changes in neural activity would significantly impact at the intermediate level of modular dynamics, while leaving unaffected the rich club backbone on which these are supported.
MATERIALS AND METHODS

Participants
Twenty-six right-handed healthy participants commenced the study, but two were excluded due to claustrophobia (n ϭ 1) and intolerance to theta TBS (n ϭ 1). An additional participant was excluded following preliminary data quality checks (i.e., head movement Ͼ2 mm during resting-state fMRI). For the remaining 23 participants (average age 22 yr, ϮSD 3 yr; 12 females), resting-state fMRI (rsfMRI) data were obtained to assess the effect of TMS on large-scale brain dynamics.
For each experimental session (Fig. 2 ), participants were reimbursed 20 AUD. The study was approved by The University of Queensland Human Research Ethics Committee and was conducted according to the Declaration of Helsinki. Written informed consent was obtained for all participants.
General Experimental Design
Resting state fMRI data were acquired using a Siemens TRIO 3 Tesla MR scanner fitted with a 32-channel head coil. TMS was delivered using a Magstim Super Rapid TMS machine (Magstim, UK). Electromyography data were acquired with a data acquisition interface (BNC-2110; National Instruments) and an amplifying and filtering system (NeuroLog; Digitimer). These were located in an experimental room annexed to the MR scanner. Participants walked (ϳ10 m) to the annexed room after the first resting-state acquisition and walked back to the scanner for the post-TMS acquisition. An overview of the experimental design is shown in Fig. 2 . The two experimental sessions were counterbalanced and scheduled at least 24 h apart to avoid carry-over effects of the TBS (Huang et al. 2005) . The sessions were also arranged so that each participant was tested at approximately the same time of day to minimize any circadian variability in susceptibility to TBS (Sale et al. 2008) .
TMS
As anticipated above, we targeted the thumb region of the right primary motor cortex because it permits a quantification of TBSinduced changes in local cortical excitability through measurement of MEPs from muscles in the contralateral hand. TMS was administered using a figure-of-eight coil (70-mm diameter). During stimulation, the coil handle was held at a 45°angle to the sagittal plane over the hand area of the right motor cortex. Once the optimal stimulation site was established, the location was marked on the participant's scalp with a felt tip pen. A fiducial marker (fish oil capsule) was also glued to the scalp over the optimal stimulation site to assist with the offline localization of the stimulation site using T1 images.
Assessment of motor cortical excitability. Participants were comfortably seated to ensure a relaxed muscle state. MEPs were recorded using disposable surface electromyography (EMG) electrodes (AgAgCl) from the abductor pollicis brevis (APB) muscle. EMG signals were amplified (ϫ1,000) and filtered (5-500 Hz) using a Neurolog system (Digitimer) and digitized (20 kHz) using a data acquisition interface (BNC-2110; National Instruments) and custom Matlab software (MathWorks).
Single pulses of TMS to the right hemisphere established the optimal cortical site to induce a motor response in a muscle of the left hand (the APB). The scalp region at which the largest MEP was consistently evoked was used as the stimulation site. Following identification of the optimal stimulation site, stimulus intensity for the two TBS paradigms was determined. This stimulus intensity was set at 80% of the active motor threshold. The active motor threshold was defined as the minimum TMS intensity required to evoke an MEP Ͼ200 V in at least three out of five consecutive trials while participants were actively contracting their hand muscle (using a pincer grip) at a level equivalent to ϳ20% of their maximum voluntary contraction. As depicted in Fig. 2 , cortical excitability was quantified at three time points: immediately before TBS (baseline), 5 min post-TBS (but before entry into the scanner), and ϳ20 min post-TBS (after exiting the second session in the scanner). For each time point participants received 20 single pulses of TMS at their individual suprathreshold test intensity (established before TBS, Fig.  2 ). The test intensity was defined as the TMS intensity that consistently produced an MEP between ϳ0.5 and 1.0 mV (peak-to-peak) before the inhibitory/excitatory TBS protocol, with the hand relaxed.
Theta-burst stimulation. Standard continuous (inhibitory) and intermittent (excitatory) TBS protocols were used to induce local changes in cortical activity (Huang et al. 2005) . The 5-and 20-min post-TBS data were averaged for each participant to best represent each participant's motor cortex excitability while in the scanner (Fig .   Fig. 1 . Nodes, modules, and rich club hubs. Nodes are network elements (e.g., brain regions, depicted as gray dots). In the context of this article, modules (in blue, brown, and yellow) are defined as clusters of brain regions (nodes) with strong internal interactions and weak external associations. Interactions between modules is supported by brain hubs (purple dots), i.e., regions that possess dense interconnections with other areas of the brain. Recent findings further suggest that communication across brain modules is disproportionately supported by a relatively small set of highly interconnected brain hubs, known as the "rich club" (van den Heuvel et al. 2011 (van den Heuvel et al. , 2012 2). Both inhibitory [continuous TBS (cTBS)] and excitatory [intermittent TBS (iTBS)] protocols involved bursts of three TMS pulses delivered at 50 Hz, repeated at 200-ms intervals at 80% of active motor threshold stimulus intensity. The inhibitory protocol consisted of 40 s of uninterrupted stimulation. In contrast, in the excitatory protocol, the stimulation was delivered for 2 s followed by an 8-s delay, repeated for a total of 192 s. Importantly, in both TBS protocols, participants received the same number of TMS pulses overall. To minimize the effect of muscle activity on changes in cortical excitability induced by TBS, participants avoided hand movements following TBS (Goldsworthy et al. 2012) .
Analysis of MEPs. MEP data were analyzed using standard univariate analyses implemented in the software IBM SPSS 19.0.
Imaging
Data acquisition. During brain scanning, participants were instructed to keep their eyes open and to fixate on a central white cross on a black background. Participants were monitored via eye tracking video to ensure that eyes remained open during data acquisition and they did not fall asleep (Tagliazucchi and Laufs 2014) . This display was back projected onto a screen positioned at the head end of the scanner by a liquid crystal display (LCD) projector. To avoid systematic changes in cortical activity arising from specific cognitive processing or motor imagery, participants were instructed to not think of anything in particular. Whole brain images were acquired using an echo-planar imaging sequence [38 axial slices, slice thickness ϭ 3 mm, 180 volumes, gap ϭ 10%, in-plane resolution ϭ 64 ϫ 64, time repetition ϭ 2.02 s, time echo ϭ 30 ms, flip angle ϭ 90°, and field of view (FOV) ϭ 220 ϫ 220 mm].
Imaging preprocessing and analyses. PREPROCESSING. Preprocessing of rsfMRI data was performed using the Matlab (MathWorks) toolbox Data Processing Assistant for Resting-State fMRI A 2.2 (DPARSF; Chao-Gan and Yu-Feng 2010). The data preprocessing pipeline was established based on recent advances in the field (Keller et al. 2013; Power et al. 2012; Van Dijk et al. 2012; Yan et al. 2013 ). The first 10 image volumes (20 s) were discarded to allow tissue magnetization to reach a steady-state and participant adaptation to the MR scanner environment. DICOM images were converted to Nifti format, corrected for differences in acquisition time, normalized to standard Montreal Neurological Institute (MNI) space, and smoothed using a Gaussian function with a 6-mm full-width at half-maximum (FWHM) kernel. Data processing steps also involved filtering (0.01-0.08 Hz), the exclusion of undesired linear trends, and the regression of nuisance covariates. Specifically, signals from the six head motion parameters, volume-level mean of frame-to-frame displacements Ͼ0.5 mm (including the preceding and the two subsequent frames), global signal, white matter signal, and cerebrospinal fluid signal were regressed from each voxel's time series. Further analyses indicated that the average number of regressed volumes following head motion correction was similar and small across the four rsfMRI sessions [F (3,91) ϭ 0.59, P ϭ 0.6; note that the total number of regressed volumes in each session was Ͻ4%]. While global signal regression may be problematic in between-group analyses (Hahamy et al. 2014; Yang et al. 2014) , such an approach is unlikely to mask meaningful differences in neural activity in within-subject analyses. As a precaution, however, we tested whether the regressed global signal differed between sessions. As expected, the global signal was not reliably different between sessions [within-subjects ANOVA: F (3,66) ϭ 0.1, 0.96; cTBS: t (22) ϭ 0.3, P ϭ 0.76; iTBS: t (22) ϭ 0.6, P ϭ 0.5].
ANALYSES OF CHANGES IN BRAIN MODULAR DYNAMICS FOLLOW-
ING TBS. Preprocessed images were parcellated into 200 spatially coherent and volumetrically similar regions using a validated whole brain parcellation atlas (Craddock et al. 2012) . fMRI signals were extracted for each region by averaging the signal across all voxels comprising the region. The degree of statistical dependency (i.e., functional connectivity) for a pair of regions was quantified using Pearson's correlation coefficient for the regionally averaged fMRI signals. Repeating for all pairs of regions resulted in a separate 200 ϫ 200 functional connectivity matrix for each participant (n ϭ 23), TBS type (cTBS or iTBS), and session (pre-or post-TBS).
Before the application of the algorithm (see below) to detect the community structure of the data, the connectivity matrices were binarized, preserving the top 5, 10, and 15% correlation values. The optimal number of modules depends in general on the sparsity of the network. On average, six, four, and three modules were isolated when connectivity matrices contained the top 5, 10, and 15% of functional connectivity values, respectively (Table 1) . There were no significant main effects of session or TBS type and no significant session by TBS type interaction across the considered thresholds (P Ͼ 0.05). Analyses assessing connectivity changes within and between modules were performed using the 10% matrices. In fact, this threshold provided the most consistent modular decomposition across baseline conditions and participants (Fig. 3) . Also, the modular segregation at 10% density was more consistent with prior analyses of resting state modularity than at 5% (i.e., Ͼ2 nodes in each module). Finally, according to previous studies, the 10% threshold provides an optimal trade-off between reducing spurious connections and retaining true connections (Dosenbach et al. 2010; Lord et al. 2012) .
The modularity for each participant was identified using the widely used Newman's spectral algorithm (Newman 2006) , implemented in the igraph package in the software R. Networks were first thresholded to 10% and then binarized. In the form, where m is the total number of connections. The equation ␦(C v , C w ) ϭ 1 if C v and C w both belong to the same module and 0 otherwise. However, (Newman) states this is not in itself a good measure of community structure. To improve this measure, the expected value of connection by random chance is subtracted. The expected connection chance is therefore defined as the average of degree for the connecting nodes, resulting in a goodness of modularity equation such as, 
where the degree for node v (k v ) is defined as:
For each participant and session, one decomposition was obtained.
The plausibility and relative stability of this approach across participants was controlled manually after aligning the nodes. A full description of the method is provided by Clauset et al. (2004) . Two complementary metrics were investigated to assess whether TBS induced a temporary reorganization of brain modular dynamics: 1) out-degree participation index (PI), and 2) within module degree (WMD). These metrics were calculated using an algorithm implemented in the Brain Connectivity Toolbox (Rubinov and Sporns 2010;  https://sites.google.com/site/bctnet/) and computed independently for each of the 200 regions of interest:
1) Out-degree participation index (PI)
where PI(i) is the out-degree participation index for node i, M is the list of modules, k i is the out-degree of node i and k i (m) is the out-degree of node i associated with module m. The PI of a brain region can thus take values between 0 and 1. A PI value of 0 is obtained when all connections are within the same module as the region of interest and will approach 1 when no connections are within the same module. As such, in this context, out-degree is an index of how a node is interconnected with nodes outside its own module.
2) Within module degree (WMD)
where WMD i is the within module degree for node i, k i (m i ) is the total number of connections (k) for node i within its module (m). k͑m i ͒ Is the mean of the WMD for module m i . k(mi) Is the standard deviation for WMD for all nodes in module m i . The WMD is a (z-transformed) measure of within-module centrality and hence allows the assessment of whether cTBS influenced the extent to which regions were integrated within their modules (Guimera and Nunes Amaral 2005; Rubinov and Sporns 2010) . Importantly, measures of PI and WMD are not necessarily inversely correlated. For example, a region may have both high PI and WMD.
Cluster-based statistics were used to localize statistically significant changes in the PI for the main effect of session (i.e., pre-TBS vs. post-TBS). Specifically, a paired samples t-statistic was computed for each region to assess the null hypothesis of equality in the PI values between pre-and post-TBS. Any pair of regions with a t-statistic exceeding a preliminary exploratory threshold were clustered together if and only if 1) they shared a common border (i.e., they were physical neighbors); or 2) they were contralateral homologues (i.e., they comprised nonzero overlap if one of the regions was reflected about the left-right plane and overlaid on top of the other region). The number of regions comprising each cluster identified based on these two clustering rules was recorded. Permutation testing was subsequently used to assess the statistical significance of each cluster and to control the false positive rate across the family of all regions. Specifically, the PI values were randomly permuted such that for some participants the pre-TBS PI value was swapped with the post-TBS PI value. Then, with the use of the same two clustering rules described above, clusters were identified in the permuted data and the number of regions comprising the largest cluster was recorded. This was repeated for 10,000 permutations to generate an empirical null distribution for the largest cluster size. For a cluster recorded in the original nonpermuted data comprising k regions, a P value corrected for the familywise error rate (FWE) was determined as the proportion of permutations containing a cluster comprising k or more regions (Nichols and Holmes 2002) . This procedure was repeated for the WMD.
Finally, for each region showing a significant difference in the PI or WMD, any of the 200-1 ϭ 199 possible connections originating from that node that was present in at least 50% of participants was included in a group-averaged connectivity profile. This was repeated for each session (i.e., baseline and post-TBS, for iTBS, and cTBS). The group-averaged connectivity profiles for each node were then compared qualitatively to characterize further the changes in functional brain connectivity following TBS.
To determine whether the modular architecture was modulated by inhibitory and/or excitatory TBS, we first assessed if all nodes were assigned to the same module at baseline and following stimulation. We generated matrices indexing the modular assignments of pairs of nodes, separately for each participant and each session (pre-vs. post-TBS). For each node pair, a value of 1 indicated that the two nodes belonged to the same module, and a value of zero indicated that they belonged to different modules. Cluster-based statistics were used to investigate significant changes in the assignment of the nodes following stimulation. A paired-samples t-statistic was computed for each node to assess the null hypothesis of unchanged modular location between pre-and post-TBS. A preliminary exploratory threshold was used to identify pairs of regions that had a change in modular assignment following TBS. Statistical significance was inferred via permutation testing.
ANALYSES OF RICH CLUB CONFIGURATION AND DYNAMICS. The hypothetical effect of local TMS on large-scale neural dynamics was further assessed by testing for changes in the configuration and/or connectivity of the rich club (Collin et al. 2013; van den Heuvel et al. 2012; van den Heuvel and Sporns 2011) . These analyses were performed by using the binarized, undirected rich club algorithm (van den Heuvel and Sporns 2011), as implemented in the brain connectivity toolbox (Rubinov and Sporns 2010) .
First, for each participant, the functional connectivity matrices were thresholded and binarized. To allow a direct comparison with the modularity results, the connectivity matrices were thresholded at 10% (i.e., the matrices that contained the top 10% of functional connectivity values). The degree of each region of interest was calculated as the sum of functional interactions between the node and the rest of the brain. Second, the rich club coefficient ⌽ (Colizza et al. 2006; McAuley et al. 2007 ) was calculated for all levels of degree k. This was done by selecting a subgraph S of nodes with a degree Ͼ k and assessing the number of connections E K present within S (Collin et al. 2013) . Formally, the (unweighted) rich club coefficient is defined as:
where N K is the number of regions in the subgraph S and E K is the total number of connections within S. As such, the rich club coefficient at level of k, ⌽(k), is the fraction of connections between nodes that have a degree equal to or higher than k out of the maximum number of connections that such nodes could share. The rich club of the empirical network was compared with the distribution obtained from a set of random graphs generated by randomizing the connections within the whole network while preserving the original sparsity and degree sequence (i.e., rich club surrogates). For each rsfMRI session, ⌽ random (k) was calculated as the mean over the set of 1,000 random graphs. Conversely, ⌽ normalized (k) was computed as the ratio of ⌽(k) and ⌽ random (k). The rich club organization within a network is defined as ⌽ nomralized (k Once the rich club organization was defined, a permutation testing procedure was used to assess statistically significant changes in rich club topology as a function of resting-state sessions. Specifically, for each participant, brain regions were first ranked as a function of their degree. The mean ranking of each region across all participants was then computed. The resulting top 20 and 40 regions (corresponding to the top 10 and 20% of all regions) were considered as rich clubs. These thresholds were chosen to allow comparability with previous work (e.g., van den Heuvel et al. 2011) and also to ensure that rich club properties were stable. Finally, the indexes of rich club regions encompassing the subgraphs S baselines and S post-TBSs were permuted to assess hypothetical statistical changes in rich club composition (topology) across sessions or TBS protocols. We also assessed whether PI and WMD values associated with rich club hubs changed following stimulation.
Next, changes in functional connectivity within the rich clubs (i.e., rich clubs encompassing the top 20 and 40 regions) following TBS were assessed using the network-based statistic (NBS) (Zalesky et al. 2010) . NBS has been extensively described elsewhere (Cocchi et al. 2012; Zalesky et al. 2010 Zalesky et al. , 2012a . In brief, a two-sample t-statistic was calculated for each pair of rich club regions to test the null hypothesis of equality in mean functional connectivity between baselines and post-TBS sessions. All possible pairs of regions were tested: (20 ϫ 19)/2 ϭ 190 (for S ϭ 20) and (40 ϫ 39)/2 ϭ 780 (for S ϭ 40). The size of the identified network component at different testing thresholds (between t ϭ 1 and t ϭ 5) was measured by the number of suprathreshold connections it comprised. Permutation of connectivity matrices (baseline and post-TBS, for iTBS and cTBS) used to build the null model was subsequently performed to establish a corrected P value for each network. Specifically, for each of the 5,000 permutations, the size of the largest network was recorded to generate a null distribution that was used to calculate the FWE-corrected statistical thresholds. An FWE-corrected P value for a network identified in the actual data was subsequently estimated by the proportion of permutations for which a network of equal or greater size was identified. THUMB ACTIVATION TASK. Ten participants (counterbalanced across the 2 TBS sessions) undertook a 4-min task to isolate brain regions associated with abduction of the left thumb (TBS target). The task was performed after acquisition of the resting-state baseline. Brain activity was measured by adopting the following T2* sequence: 98 volumes, in-plane resolution ϭ 64 ϫ 64, time repetition ϭ 2.67 s, time echo ϭ 28 ms, flip angle ϭ 90°, and FOV ϭ 220 ϫ 220 mm. Participants were instructed to rapidly abduct their left thumb in synchrony with a flashing (2 Hz) white cross presented to them in the scanner on a uniform black background. The thumb movements were undertaken repeatedly for 16 s, followed by a 16-s rest period. This sequence was repeated eight times. Image preprocessing and analysis were performed in SPM8 (Wellcome Department of Cognitive Neurology, London, UK). Functional images were first corrected for acquisition time (slice timing), spatially realigned to the middle volume, and normalized to a standard neuroanatomical space defined by the MNI template. The normalized images were resampled to 3-mm isotropic voxels and then smoothed with a FWHM Gaussian kernel of 8 mm. Time series were high-pass filtered with a 128-s cutoff period and were additionally corrected for first-order serial autocorrelations. Brain regions involved in left thumb abduction in each participant (first level statistics) were isolated using the general linear model framework implemented in SPM8 (contrast: task Ͼ rest). Group level results were thresholded at P Ͻ 0.05 FDR, and corrected at the cluster level (Chumbley et al. 2010) .
RESULTS
We first assessed the effect of TBS on cortical excitability. Analysis of MEPs obtained from the contralateral APB muscle showed a significant main effect of stimulation type [F (1,22) ϭ 4.6, P ϭ 0.04] and a significant interaction between rsfMRI session and stimulation type [F (1,22) ϭ 4.5, P ϭ 0.04; Fig. 4, A  and B] . Post hoc analyses showed that cortical excitability was significantly increased following iTBS (t 22 ϭ 2.18, P ϭ 0.04, Cohen's d ϭ 0.91), but not significantly decreased, even though a relatively large effect was detected, after cTBS (t 22 ϭ 0.80, P ϭ 0.42, Cohen's d ϭ 0.65). We next analyzed rsfMRI data to investigate whether TBS altered the number of brain modules relative to the prestimulation baseline. To achieve this, functional connectivity was assessed independently for each participant, stimulation type (iTBS and cTBS), and session (pre-and post-TBS). This provided a network characterization of the patterns of pairwise associations in neural activity across the whole brain. As mentioned above, the pattern of connections between brain regions decomposed optimally into four modules (Table 1 and Figs. 3 and 6) . Importantly, this decomposition is consistent with the one obtained by previous studies that adopted different whole brain parcellation atlas (e.g., Zalesky et al. 2014 ). There were no statistically significant main effects of session or stimulation type, and no interaction between these factors in terms of the number of modules.
To assess whether brain modular dynamics were influenced by stimulation type, we calculated the PI of each brain region (see MATERIALS AND METHODS) . PI decreased in motor and somatosensory cortices following cTBS (i.e., inhibition; red clusters in Fig. 5A ). Interestingly, such changes occurred in cortical areas involved in the abduction of the left thumb (purple in Fig. 5A ; P ϭ 0.04 FWE corrected) and were statistically significant (red in Fig. 5A ; P ϭ 0.04, FWE corrected). An increase in the PI following inhibitory TBS (cTBS) was also found in nonmotor regions involved in abduction of the left thumb (depicted in purple in Fig. 5B ), including the insula, striatum, and left temporal cortex (red clusters in Fig.  5B ). However, while overlapping with brain areas involved in abduction of the left thumb (purple in Fig. 5B ) and changes in WMD (see below), increases in PI did not quite reach statistical significance according to a strict correction for multiple comparisons (P Ͻ 0.08, FWE corrected; P Ͻ 0.02, uncorrected).
Interestingly, the WMD increased in sensorimotor regions that also showed a decrease in PI following inhibitory TBS [i.e., the WMD was lower at baseline than after inhibition (cTBS), P Ͻ 0.05 FWE; green in Fig. 5A ]. The opposite pattern (decreased WMD after inhibitory TBS) was found in the insula, striatum, and left temporal cortex, regions also involved in abduction of the left thumb and showing qualitative changes in the PI (P ϭ 0.04 FWE; green and yellow in Fig. 5B ). . Purple: brain activity induced by abduction of the left thumb (task Ͼ rest, P Ͻ 0.05 FDR correction at cluster level). Note that changes in PI and WMD largely overlap with the brain regions involved in abduction of the left thumb. This result suggests that connectivity changes occur mainly in areas that are functionally related to the targeted region (i.e., right motor cortex). B: red clusters represent a trend-level increase in PI following cTBS (P ϭ 0.08, FWE). Clusters in which the WMD was decreased following cTBS are depicted in green (P ϭ 0.04, FWE corrected). Brain regions that showed a change in both PI and WMD are shown in yellow. Purple: regions activated by abduction of the left thumb (task Ͼ rest, P Ͻ 0.05, FDR corrected at cluster level).
Together, changes in the PI and WMD indicate temporary variations in modular interactions following cTBS. Specifically, the motor cortex (bilaterally) became functionally dissociated from external (nonmotor) modules but functionally integrated with regions within its own module.
Analysis of the baseline resting-state data showed a significant negative correlation between PI and WMD values in the regions of interest (P Ͻ 0.05). However, calculating a Pearson's correlation between the mean node PI (mean per node across participants) at baseline and the WMD counterpart showed a weak and non-significant relationship (r ϭ Ϫ0.1, P Ͼ 0.05). Likewise, some regions (e.g., 48) showed a high ratio between PI and WMD values. These findings suggest that while PI and WMD can be negatively correlated under some circumstances, they can also provide complementary information on brain modular dynamics.
Further analyses of functional connectivity confirmed that changes in PI and WMD following cTBS were related to increased connectivity between sensorimotor cortexes (Fig.  6A) . After cTBS, regions within the insula, temporal cortex, and striatum (predominantly located in close proximity to the sensorimotor module) also became more integrated with regions in the sensorimotor module (Fig. 6B) . These findings are in line with the results showing a significant switch in modular assignment between striatal and insular nodes, and nodes comprising the sensorimotor module after local inhibitory stimulation (Fig. 6C) .
To exclude the possibility that changes in brain modular dynamics might be related to the execution of the thumb abduction task, we reperformed the analyses including only the 13 individuals who did not perform this task. Results from this analysis replicated the original findings. These findings con- Fig. 6 . Changes in functional connectivity as a function of inhibitory stimulation (cTBS). Spheres represent the centroid of brain regions. A and B: dominant modular decomposition is projected on a reconstruction of the cortical surface shown in the background (note that this representation does not show the subcortical module; see Fig. 3 ). This decomposition was obtained by calculating the mode (across all participants and sessions) of the modular assignment for each region after alignment. A: purple regions showed a decrease in PI (i.e., between-module communication) and/or an increase in WMD (i.e., intramodular connectivity) following cTBS. Results showed increased functional connectivity (in green) within the sensorimotor module (in yellow) and decreased connectivity (in red) between this module and other modules of the brain. B: purple regions showed increased PI and/or reduced WMD following cTBS. Regions represented with purple spheres (insula, striatum, and left temporal cortex) increased their functional connectivity with the sensorimotor module and decreased their intra-modular connectivity. C depicts changes in the node assignment as a function of cTBS stimulation (inhibition). Following inhibitory stimulation of the right motor cortex pairs of nodes encompassing the sensorimotor (yellow spheres) and the subcortical (blue spheres) modules change their assignment. firm that differences in MEPs were similar between participants that did and did not perform the motor task.
Although iTBS (excitatory) exerted a stronger influence on MEPs than cTBS (inhibitory; Fig. 4, A and B) , no significant differences in regional PI or WMD were found between the baseline and post-iTBS conditions. These results were confirmed when restricting the analysis to participants who did not perform the thumb abduction task (n ϭ 13). Likewise no changes in functional modular architecture were detected between the baseline and post-iTBS session.
Finally, we assessed if TBS-induced changes in modular dynamics occurred in parallel with changes in the organization and dynamics of rich club hubs. Rich club regions are nodes with high connection density with the rest of the brain (nodal degree) and are more strongly interconnected with each other than expected by chance (van den Heuvel and Sporns 2011). Our analyses revealed the presence of rich club hubs in the four datasets (i.e., 2 baselines, post-cTBS, and post-iTBS; Fig. 7A ). The right primary motor cortex (TBS target) was not part of the rich club (Fig. 7, C and D) . Permutation testing showed that the rich club encompassed the same regions across the four rsfMRI sessions, highlighting the stability of rich club hubs across different resting-state acquisitions. However, while the rich club was comprised of a stable set of regions, the assignment of a number of its hubs (Fig. 7, C and D) to subcortical or sensorimotor modules was dynamic (Fig. 6C) . Analysis of the connections within the rich club using NBS (see MATERIALS AND METHODS) further indicated that functional connectivity within the rich club network was not significantly changed by focal cTBS or iTBS of the right primary motor cortex. Likewise, the PI and WMD values associated with rich club regions were similar at baseline and after local stimulation (iTBS and cTBS). Thus, by contrast with modularity, the rich club dynamics revealed by our rsfMRI data were not reliably influenced by local inhibitory or excitatory TBS and remained stable across the four resting state sessions.
DISCUSSION
We studied the influence of local inhibitory and excitatory theta-burst TMS over the primary motor cortex on whole brain resting state connectivity. To this end, we used two validated theta-burst TMS protocols (TBS) to selectively increase (iTBS) or decrease (cTBS) the excitability of neurons within the right primary motor cortex and resting-state fMRI to assess causal changes in integrative brain activity at the scale of modules. We also tested whether focal stimulation of the primary motor cortex influenced dynamic interactions at the scale of rich club. The rich club represents an aggregation of densely interconnected brain regions that support the bulk of integration. As such, rich club hubs are positioned at the highest level of the connectivity hierarchy (Sporns 2012) . Results showed that dynamics within and between the sensorimotor module were highly responsive to transient local inhibition. Moreover, our analyses suggest that selective changes in sensorimotor-module dynamics occurred in the context of globally preserved topology and dynamics of modules and the rich club. These observations provide support for the hypothesis that a local change (disruption) of neural activity is progressively integrated into whole brain dynamics by hierarchical mechanisms. More broadly, results from this study highlight the complex neural changes involved in managing the balance between local neural specialization and global integration.
Local TBS to the thumb area of the right motor cortex did not significantly change the overall pattern of large-scale integration across the brain. However, inhibitory TBS over the same area in a separate session selectively changed within-and between-module dynamics. Specifically, following local cTBS, regions within the sensorimotor module became more integrated. This is consistent with recent results in healthy humans showing that inhibitory TMS of the left motor cortex enhances endogenous functional connectivity with the contralateral motor cortex (Watanabe et al. 2014 ). Likewise, the observed increase in resting-state connectivity within the sensorimotor Fig. 7 . Rich club dynamics and effect of TBS. A: rich club coefficient (⌽) at level of k is defined as the fraction of connections between nodes that have a degree (number of connections) equal to or higher than k out of the maximum number of connections that such nodes could share. The curve shown in blue is the ⌽ averaged over participants (n ϭ 23, cTBS baseline. Similar results were found in the three additional conditions, see text). The black line represents the rich club of degree-preserving random reference graphs (mean of 1,000 random networks per participant). The red line shows the normalized rich club curve (i.e., ratio between actual rich club and surrogate rich clubs). A indicates the existence of rich clubs in the functional connectivity of the brain (i.e., red line is significantly greater than unity, as indicated by *P Ͻ 0.05 Bonferroni corrected one-tailed t-test). Note that above k Ͼ 35 the subgraph disconnected for a number of participants, suggesting that in the matrices considered, k Ͼ 35 represents the maximum degree. B: ranking of brain regions (x-axis) as a function of nodal degree (y-axis). The figure indicates the existence of a non-Gaussian distribution of brain region degrees, with few regions having a very high degree (i.e., rich club, at left. This observation was consistent across baselines and post-TBS resting-state periods). The anatomical location of brain regions showing the highest degree is presented in C (20 regions with the highest degree across sessions, in purple) and D (top 40 regions, in purple). Permutation testing showed a similar distribution of rich clubs across the four fMRI resting-state sessions. Likewise, the network-based statistic (NBS) showed that functional connectivity between rich clubs (top 20 and 40 regions) did not differ significantly between baseline and post-TBS sessions.
module is reminiscent of previous findings in stroke patients, which suggest that recovery of motor function relies on enhanced inter-hemispheric connectivity between motor cortexes (Carter et al. 2010; Fink 2011, 2014; van Meer et al. 2010; Wang et al. 2010) . Our findings also add to previous knowledge by showing that increases in intrinsic functional integration within the sensorimotor module can occur rapidly after localized reduction in neural functions and in the context of a general decrease in integration between this module and other modules of the brain. In fact, the enhanced integration between right motor cortex and other regions supporting motor function was paralleled by reduced connectivity between the sensorimotor module and other modules of the brain. These results suggest that transitory inhibition of local neural activity reorganizes intrinsic module dynamics to support functional specialization, albeit at the cost of integration with other brain processes.
Complex reorganization of global brain dynamics following virtual lesions has been suggested by previous computational work ( Alstott et al. 2009; Honey and Sporns 2008) . In agreement with recent advances in characterizing the core brain regions that facilitate large-scale integration (i.e., hubs; Collin et al. 2013; Leech et al. 2012; Power et al. 2013; van den Heuvel et al. 2012; van den Heuvel and Sporns 2013a; , results from these modeling studies indicate that the extent of change in brain dynamics is related to the centrality of the affected region within the connectional hierarchy. In line with the hypothesis of a critical role of the rich club in crossmodular communication, our findings reveal that regions shifting modular assignment following inhibitory stimulation (cTBS) of the right motor cortex were mainly rich club hubs (Figs. 6C and 7, C and D) . Likewise, in agreement with previous studies, our findings show that the primary motor cortex is an output region with a low participation coefficient; i.e., it is not a brain hub (Power et al. 2013) . While inhibitory TBS (cTBS) had complex effects on the specific dynamics of the sensorimotor module, TBS did not significantly affect the general configuration and communication between modules and within rich club hubs. Benchmarking functional networks against degree-preserving random networks is likely to overestimate the richness of the rich club hubs in edge strengths, because the empirical networks are transitive whereas the random ones are not (Zalesky et al. 2012b ). However, this factor is present before and after TMS and is hence unable to explain the absence of a change in the rich club configuration. Thus this null result suggests that although brain dynamics may adapt to a focal reduction in neural functions, ongoing large-scale integration may be generally preserved by mechanisms operating at different levels of the connectional hierarchy. Such level-specific plasticity in neural dynamics may be critical for containing the impact of local neural insults on brain function. Consistent with the proposition that the rich club provides the backbone of brain integration, our results highlight the within-subject stability of rich club configuration and dynamics across resting-state sessions performed on different days. Future investigations should explore the efficiency of the hierarchical, adaptive brain mechanisms highlighted in this study by targeting brain regions with different functional contributions to brain dynamics. Such research will require new probes for measuring the effect of TMS on local neural activity and behavior. Here we assume that TBS altered local excitability within the stimulated motor cortex, but it remains possible that our stimulation regimes also induced changes in spinal cord excitability, and that these changes were reflected in altered MEPs measured following stimulation.
In contrast to the effects of inhibitory TBS on brain modular dynamics, excitatory TBS did not significantly alter intrinsic integration within the sensorimotor module, nor the segregation between this module and other nonmotor modules. There was also no influence of excitatory TBS on the topology or dynamics of the rich club. These findings indicate that while endogenous local processes may be transiently enhanced, the resulting facilitation of motor function (indexed by MEPs) is not necessarily related to a significant reorganization of neural dynamics at the level of large-scale modules and rich clubs. As such, the significant increase in MEPs following excitatory TBS of right motor cortex is likely to be related to more circumscribed changes in endogenous neural activity. This suggestion is supported by previous TMS-neuroimaging studies that have shown activity and connectivity increases between the targeted motor cortex and confined sensorimotor regions (Bestmann et al. 2004; Fox et al. 2006; Moisa et al. 2010; Nettekoven et al. 2014 ; but see Watanabe et al. 2014) . Moreover, findings from previous TMS research suggest that large-scale effects of focal neural enhancement are context dependent (Bestmann and Feredoes 2013; Bestmann et al. 2008; Moisa et al. 2012; Ruff et al. 2009 ). Thus, while there may be common mechanisms underpinning large-scale neural plasticity, the net effects of local changes in neural excitability on global neural dynamics may depend on specific network states (e.g., rest vs. task).
In summary, our findings highlight the complex functional consequences of local alterations in neural excitability on intrinsic whole brain dynamics. The results suggest greater functional resilience of whole brain dynamics to local increases in neural excitability than to local decreases. The observed plasticity of large-scale brain network activity following focal reduction in neural excitability supports the existence of hierarchical mechanisms that integrate these focal changes at intermediate levels of the connectivity hierarchy, while preserving the backbone of the network. By highlighting some of the principles underlying plasticity of large-scale brain dynamics, our results have important implications for guiding the development of brain stimulation protocols aimed at selectively restoring dysfunctional integration across brain systems in neurological and psychiatric disorders (Fox et al. 2012; Hoy and Fitzgerald 2010) .
