Let µ be a general stochastic measure, where we assume for µ only σ-additivity in probability and continuity of paths. We prove that the symmetric integral [0,T ] f (µ t , t) • dµ t is well defined. For stochastic equations with this integral, we obtain the existence and uniqueness of a solution.
Introduction
The main object of this paper is to construct an integral with respect to a general stochastic measure. We will define the integral of the form [0,T ] f (µ t , t) • dµ t , where µ t = µ((0, t]), µ is the stochastic set function defined on the Borel σ-algebra of [0, T ], and for µ we assume σ-additivity in probability and continuity of the paths of µ t . No additional assumptions will be made for µ regarding moment existence, path regularity or martingality condition.
We will define the "symmetric" integral as the limit in probability of Stratonovich integral sums. This integral is well defined for f ∈ C 1,1 (R 2 ), and the chain rule formula holds in this case. In the last Section of the paper we will show that the limit of "non-anticipated" integral sums does not exist for some µ. Therefore, the definition of Itô type integral may not be used for general stochastic measures. But in some cases, such as stochastic integration on manifolds or Wong-Zakai approximation of stochastic equations, Stratonovich integral is a very useful tool. Stratonovich-type definitions of stochastic integrals with respect to differrent classes of processes may by founded in [9] , [3] , [6] , and [19] .
Integrals of deterministic functions with respect to general stochastic measures are well studied, see [10] , [2] , [12] . Stochastic partial differential equations with this integral were considered in [14] , [16] .
In order to study a wider class of equations driven by stochastic measures, we need a definition of an integral for random functions. This will be done in this paper. Our approach is similar to [5] . Moreover, under some additional assumptions, we prove that µ t is the process with finite strong cubic variation. Further, we define the integral without these additional assumptions.
The paper is organized as follows. In Section 2 we have compiled some basic facts about stochastic measures. In Section 3 we study cubic variation of µ t . Section 4 is devoted to the definition of our integral. Section 5 studies existence and uniqueness of a solution to equations driven by stochastic measures. To this aim we apply the Doss-Sussmann transformation. In Section 6 we give two important counterexamples, where we demonstrate that the finite quadratic variation approach and the "nonanticipated" definition of integral can not be applied in our case.
Preliminaries
Let L 0 = L 0 (Ω, F, P) be the set of all real-valued random variables defined on the complete probability space (Ω, F, P) (more precisely, the set of equivalence classes). Convergence in L 0 means the convergence in probability. Let X be an arbitrary set and B a σ-algebra of subsets of X.
In other words, µ is a vector measure with values in L 0 . We do not assume positivity or moment existence for SM. In [10] such µ is called a general SM. In the sequel, µ denotes a SM.
For a deterministic measurable function g : X → R and a SM µ, an integral of the form X g dµ is defined and studied in [10, Chapter 7] , see also [2] , [12] . In particular, every bounded measurable g is integrable with respect to any µ. An analogue of the Lebesgue dominated convergence theorem holds for this integral, see Proposition 7.1.1 of [10] .
The following analogue of Nikodym theorem is satisfied for SMs. 
Then µ is a SM on B.
Main results of this paper will be proved for µ defined on the σ-algebra of Borel subsets of [0, T ] under the assumption that the random process µ t := µ((0, t]), 0 ≤ t ≤ T has continuous paths.
Examples of SMs on [0, T ] are the following: 3. An α-stable random measure defined on a σ-algebra is an SM, see [18, Chapter 3] . 4 . Let the random series n≥1 ξ n converge unconditionally in probability, and m n are real signed measures on B, |m n (A)| ≤ 1. Set µ(A) = n≥1 ξ n m n (A). Convergence of this series in probability follows from [20, Theorem V.4.2] , and µ is a SM by Theorem 2.1.
Theorem 8.3.1 of [10] states the conditions under which the increments of a real-valued process with independent increments generate a SM.
SM has finite strong cubic variation
Following [17] , [5] and taking into account Remark 2.1 from [1] , we say that a continuous process X t , 0 ≤ t ≤ T , has the strong n-variation on [0,
exists in the sense of uniform convergence in probability, and every sequence ε i → 0+ admits subsequenceε i such that
There exists a real-valued finite measure m on (X, B) with the following property: if a measurable function h : X → R is such that X h 2 dm < +∞ then h is integrable with respect to µ on X.
This assumption holds, for example for SM generated by B H t with H > 1/2, for α-stable random measures on B with α ∈ (0, 2] and for orthogonal SMs. 
Corollary 3.1. If Assumption 1 holds then the set of random variables
is bounded in probability.
Proof. If the statement fails, for some α > 0 and all n ≥ 1 we can find functions
that contradicts Lemma 3.1.
Then the set of random variables
Proof. For any n ≥ 1 take the partition of [0,
(we take the length of the last segment of the partition equal to T 1 ε/n and the sum does not decrease). We have jn k=1 f 2 kn (x) ≤ 1, by Corollary 3.1 set of sums (3.2) is bounded in probability, which implies the statement of the theorem. Now we easily obtain the following result for continuous processes µ t .
Corollary 3.2. Let µ be a SM on Borel subsets of [0, T ], Assumption 1 holds and the process µ t = µ((0, t]), 0 ≤ t ≤ T has continuous paths. Then for any δ > 0 and T 1 , 0 < T 1 < T we have
In particular, the process µ t has the strong cubic variation [µ; 3](t) = 0, 0 ≤ t ≤ T 1 .
Therefore, under Assumption 1, for µ with continuous paths the stochastic calculus developed in [5] may be applied. For instance, if F ∈ C 3 (R) then we have that
and this symmetric integral is well defined in the sense of [5] , see Proposition 3.3.
In the following section we will give a Stratonovich-type definition of the integral with respect to µ without assuming Assumption 1.
Stratonovich-type integral
Lemma 4.1. [13, Lemma] Let µ be a SM and a n , n ≥ 1, a sequence of positive numbers such that ∞ n=1 a n < ∞. Let ∆ kn ∈ B, n ≥ 1, 1 ≤ k ≤ j n , be such that for each n and
Corollary 4.1. The set of random variables
Proof. If the statement fails, for some α > 0 for all n ≥ 1 we can find disjoint sets ∆ kn ∈ B, 1 ≤ k ≤ j n , such that
Then for these sets and a n = 2 −n/2 we have a contradiction with Lemma 4.1.
Definition 4.1. Let ξ t and η t be random processes on [0, T ], 0 = t n 0 < t n 1 < · · · < t n jn = T be a sequence of partitions such that max k |t n k − t n k−1 | → 0, n → ∞. We define
provided that this limit in probability exists. 3) of f (µ t , V t ) with respect to µ t is well defined, and
where
By similar way, for h ∈ C 1 R we get
We considered there o(1) as x 1 → x, v 1 → v, and their values may be estimated by (4.5) and (4.6).
If we change here x 1 ↔ x, v 1 ↔ v and take the difference of two equalities we get
(Here we used that
.) Further, we denote ∆ kn = t n k−1 , t n k , and get
We take n → ∞, use Corollary 4.1 and obtain (4.4). Note that for uniformly continuous functions
Theorem 4.2. Let Assumptions 2 and 3 hold, f ∈ C 1,1 R 2 , g ∈ C 2,1 R 2 . Then the integral (4.3) of f (µ t , V t ) with respect to g(µ t , V t ) is well defined, and
Proof. Denote ζ t = f (µ t , V t ), u = t n k , s = t n k−1 , and consider
For the first summand we have
The sum over this terms for 1 ≤ k ≤ j n tends to 0 as n → ∞ because ξ u − ξ s = o(1), thus we obtain the integral with respect to µ in (4.8), and analogously
as usual Stieltjes integral.
SDE driven by SM
Let µ be a SM such that the process µ t = µ((0, t]) is continuous. In this section we study the stochastic equation of the form
We can guarantee the existence of the stochastic integral only for functions of the kind f (µ t , V t ). Therefore, using a Doss-Sussmann transformation is a natural approach in this case because it gives solution as a function of the integrator. Our consideration will be similar to [5, Section 4] .
, Y is a continuous process of bounded variation; 2) for any process
Let F : R 2 → R be the solution of the equation
which exists globally because of our assumptions. Set H(r, x) = F −1 (r, x), where the inverse is taken with respect to x. We have that F, H ∈ C 2,2 (R 2 ) and
(see calculations in [17] (5.5)-(5.12)).
Theorem 5.1. Let Assumptions 2 and 4 hold, X 0 be an arbitrary random variable. Then equation (5.9) has a unique solution X t = F (µ t , Y t ), where Y t is the solution of the random equation
Taking into account that ∂F ∂x · ∂H ∂x = 1, we arrive to (5.10). Now, we will prove the uniqueness of the solution X. Take in (5.10)
that coincides with (5.13).
Note that existence and uniqueness of a solution to (5.13) follows from the classical theory of differential equations. Detailed calculations may be found in Section 5.2 D of [8] .
6 Some counterexamples Example 6.1. (Continuous µ t is not a finite quadratic variation process.)
We will show that finite quadratic variation approach (see [17] ) can not be applied for SMs. Letε i , i ≥ 1, be independent Bernoulli random variables (P{ε i = 1} = P{ε i = −1} = 1/2), T 1 > 2π, and for a Borel subset A ⊂ [0,
Here each α i ∈ {0, 1}, but their exact values we will choose later.
For each Borel set A ⊂ [0, T 1 ] this series converges a.s. because
and µ is a SM by Theorem 2.1. Note that the paths of the process
are continuous. Moreover,
and by Theorem 7.3 of [7] the paths of µ s are Hölder continuous with exponent γ for any γ < 1/2. Now we consider the quadratic variation of µ s on [0, 2π]. By straightforward calculations we obtain
Note that for each finite set D
We will use the equality
that follows from Parseval's identity for the function
We will define intervals of positive integers [m j , n j ]. Set α i = 1 if i ∈ ∪ j≥1 [m j , n j ] and α i = 0 else. Put m 1 = 1, ε 1 = 1 and take n 1 such that
Using (6.15) we take ε 2 < ε 1 so that
We take m 2 so that
For given ε 3 we choose n 2 > m 2 so that
We repeat this procedure, and obtain f (ε 2k−1 ) > 1/2, f (ε 2k ) < 1/4. Obviously, we can choose ε n ↓ 0. Therefore, for f constructed in this way the limit lim ε→0 f (ε) does not exist. can not be properly defined for SMs.
As in the previous example, we will construct a SM of the kind
whereε i , i ≥ 1, are independent Bernoulli random variables, and α i ∈ {0, 1}. We consider
So we infer
α iεi 2 sin i2 −n π · cos i2 −n (2k − 1)π i 2 = 4
2 n k=1 1≤i,j<∞ α iεi sin i2 −n π · cos i2 −n (2k − 1)π i α jεj sin j2 −n π · cos j2 −n (2k − 1)π j = 2 1≤i,j<∞ α iεi α jεj ij sin i2 −n π · sin j2 −n π 2 n k=1 cos(i − j)2 −n (2k − 1)π + cos(i + j)2 −n (2k − 1)π .
We have If α i = 1 for 2 n−2 ≤ i < 2 n−1 and α i = 0 for i ≥ 2 n−1 , we get S n ≥ 2 2 n−2 ≤i<2 n−1 2 n i 2 sin 2 (i2 −n π) ≥ 8 2 n−2 ≤i<2 n−1 2 −n = 2 (6.16) (here we have used the estimate sin x ≥ x(2/π), 0 ≤ x ≤ π/2). We will define an increasing sequence of positive integers n j , set α i = 1 if i ∈ ∪ j≥1 [2 n j −2 , 2 n j −1 − 1] and α i = 0 else.
In this case for n > n j we get For fixedñ j we can find large n j+1 so that B < 1/4, then Sñ j < 1. From other side, S n j ≥ 2. Therefore, lim n→∞ S n does not exist.
Note that by Theorem 7.3 of [7] the paths of µ s are Hölder continuous with exponent γ for any γ < 1/2 (as in Example 6.1).
