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Abstract 
 
Business Intelligence and Analytics (BIA) is sub-
ject to an ongoing transformation, both on the tech-
nology and the business side. Given the lack of ready-
to-use blueprints for the plethora of novel solutions 
and the ever-increasing variety of available concepts 
and tools, there is a need for conceptual support for 
architecture design decisions. After conducting a se-
ries of interviews to explore the relevance and direc-
tion of an architectural decision support concept, we 
propose a capability schema that involves actions, ex-
pected outcomes, and environmental limitations to 
identify fitting architecture designs. The applicability 
of the approach was evaluated with two cases. The re-
sults show that the derived framework can support the 
systematic development of fundamental architecture 
requirements. The work contributes to research by il-
lustrating how to capture the elusive capability con-
cept and showing its relation to BIA architectures. For 
further generalization, we created an open online re-
pository to collect BIA capabilities and architectural 
designs.  
 
1.   Introduction 
The integrated approaches to IT-based manage-
ment and decision support, subsumed under the term 
Business Intelligence and Analytics (BIA), have 
proven to be relevant drivers for sustained business 
development [1, 2]. Advances into new application ar-
eas and ongoing technology innovations both on the 
side of data capturing and storage and on the side of 
data analysis and presentation are constantly trans-
forming the role of BIA. Established business intelli-
gence centers with their roots in management support 
and reporting are increasingly being complemented by 
Big Data and analytics initiatives that can often be 
found in the decentral Line-of-Business units. The 
awareness rises that there is a need to come up with an 
enterprise-wide governance and infrastructural um-
brella for all data-utilization activities in order to truly 
reap strategic benefits [3, 4]. Such endeavors, how-
ever, are hampered by the plethora of novel technolo-
gies, frameworks, and products as well as the con-
stantly changing solution space, particularly in the ar-
eas of Big Data and advanced and predictive analytics. 
Outside the “traditional” data warehousing and report-
ing environments, architectural blueprints and guide-
lines only exist for a few specific and narrow BIA do-
mains like the Industrial Internet of Things. We sus-
pect that this leads to a high level of uncertainty when 
it comes to strategic decisions in BIA architectures. 
 
 
Figure 1. Architectural Decisions Hierarchy 
Ideally, organizations follow the hierarchy out-
lined in Figure 1 and base their IT architectures deci-
sions upon a well-conceived rationale and map them 
to business goals – prior to selecting particular tech-
nologies and tools [5].  Enterprise Architecture Man-
agement (EAM) frameworks, like Zachman [6] or TO-
GAF [7], provide guidelines for building business-ori-
ented IT architectures. TOGAF uses capabilities as a 
linking pin between business strategy and IT architec-
ture. However, from a practical perspective, the capa-
bility construct remains rather lofty and all frame-
works leave a methodological gap when it comes to 
the derivation of concrete requirements [8]. 
The goal of this research is to provide a conceptual 
guidance for deriving and formulating BIA capabili-
ties in order to bridge the chasm between the business 
goals and architectural requirements. Accordingly, the 
research question we pursue to answer is: How can we 
structure and operationalize BIA capabilities in a way 
that can be translated into architectural require-
ments?  
We approached this topic by first exploring the rel-
evance of such an approach with a series of expert in-
terviews in six organizations that all were confronted 
with necessary changes in their BIA architectures. At 
this point we expected to find a limited portfolio of 
domain specific architecture blueprints that can be 
chosen from in a straightforward fashion (like the In-
dustrial Internet Reference Architecture Analytics 
Framework [9]). As we explain later, however, our re-
sults instead support the conclusion that a much more 
granular approach is needed. This puts more weight on 
the formulation of detailed and well-structured capa-
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bilities which can be linked to BIA architecture com-
ponents and patterns that in turn lead to the selection 
of adequate products. 
Informed by our studies and the literature on the 
subject, we developed a scheme that is designed to 
support this process. For purposes of evaluation, we 
tested our approach in two selected cases by formulat-
ing concrete capabilities and discussing the resulting 
architecture building blocks with the decision makers 
in charge. By doing so, we confirmed the general ap-
plicability of the approach and finished a full design 
research cycle. For further exploration and generaliza-
tion, we have used our results to create a more wide-
ranging online repository of BIA capabilities that is 
publicly accessible and extendable by the entire BIA 
community. 
We deem our research as a direct contribution to 
BIA practice as it supports the process of either a) de-
riving a set of strategy-conforming BIA capabilities 
and selecting concrete architecture designs or b) scru-
tinizing an existing architecture for its strategy-align-
ment. We also contribute to research as our results 
help understanding the role of capabilities for the BIA 
domain and support the translation of the abstract ca-
pability construct into more concrete and measurable 
terms. The course of the paper is as follows: Section 2 
discusses related work on BIA architectures and capa-
bility management. Afterwards, Section 3 outlines the 
methodology. Section 4 presents results of the explo-
ration that are then used to derive the capability frame-
work in Section 5. In Section 6, we present the evalu-
ation based on two exemplary case studies. Section 7 
then discusses results, limitations, and contributions. 
The paper closes with a conclusion that also gives an 
outlook on future work. 
2.   Related Work 
2.1.  BIA Architectures 
The term BIA is the result of a continuous evolu-
tion of decision support systems in the enterprise con-
text and thereby lines up with concepts like manage-
ment support systems or executive information sys-
tems [10, 11]. Today, BIA refers to integrated ap-
proaches to IT-based management and decision sup-
port [11], which entails the collection, integration, re-
finement, and presentation of information throughout 
the business [12]. 
These tasks require concepts to collect heterogene-
ous data from different business departments or exter-
nal sources as well as systems for storing, transform-
ing, and visualizing data according to business re-
quirements. BIA research and textbooks often use a 
layered approach, similar to Figure 2,  to structure the 
various types of components in a BIA landscape [10, 
12-14]. Here, the data management layer comprises 
various kinds of database or file-based tools that inte-
grate and store data [15, 16]. Traditional BIA architec-
tures are often designed to provide a consistent single 
point of truth with a data warehouse (DW) as an inte-
grated, non-volatile, time-variant, and subject-ori-
ented data repository [17] that is usually implemented 
with a relational database. Recently, alternative data 
management concepts have gained traction in the IT 
community, like Big Data stores or data lakes that uti-
lize NoSQL databases or distributed file systems to 
store large volumes of unstructured information. Sim-
ilarly, with the increasing importance of real time data, 
message queues and event-logs that allow to rapidly 
store and distribute data are becoming more popular 
[18]. At the next layer, the data is processed, i.e., ex-
tracted and transformed according to the requirements 
of the decision makers [15, 16]. This encompasses ap-
proaches like batch ETL jobs or real time stream pro-
cessing, but also various data transformation methods, 
e.g., “classical” data mining or the application of more 
complex machine learning models [12]. The third 
layer then comprises the data presentation [12, 16] 
which can refer to the visualization of data with static 
reports, interactive dashboards, as well as the use of 
other ways to distribute BIA results like XML files, 
analytics notebooks, web services (e.g. via virtual ma-
chines, containers or function-as-a-service-models), 
Figure 2. Selected BIA components 
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source code management platforms like GitHubTM, or 
even simple interfaces to raw data [14]. Lastly, there 
is an administration layer spreading over all other lay-
ers that contains components for orchestration and 
governance with systems like data catalogs for meta, 
master and reference data, for managing govern-
ance/risk/compliance requirements (including data 
lineage/data heritage), for security and privacy, access 
control, as well as for basic tasks like monitoring, 
backup or archiving [10, 14, 15]. 
Considering that Figure 2 only contains a few se-
lected components on a highly abstract level where 
each component can again be implemented with nu-
merous actual (and often only partly compatible) prod-
ucts, the complexity and intricacy of BIA architectures 
becomes palpable. Moreover, scenarios that go be-
yond classical management reporting often introduce 
manifold of new types of data sources and bring along 
unprecedented requirements on all presented layers 
[13, 18]. This stresses the relevance of a systematic 
design of BIA architectures. 
2.2.  Business Capabilities 
Business Capabilities are abilities of an organiza-
tion or system to perform certain actions in order to 
achieve certain outcomes [7, 19]. The idea of capabil-
ity management goes back to the resource-based view 
of the firm, which states that the sustained competitive 
advantage of a firm is by the application of its set of 
resources [20]. An increasingly discussed variant of 
capability-based thinking is the concept of dynamic 
capabilities. In contrast to operational (or zero-level) 
capabilities that enable an organization to effectively 
execute its day-to-day activities, dynamic capabilities 
are the planned ability to effectively reconfigure exist-
ing operational capabilities in order to match changes 
in the business environment [21-24]. Apart from that, 
the term capability has gained popularity in the con-
text of Enterprise Architecture Management (EAM). 
Here, capabilities constitute core building blocks of 
EAM and are used for strategic planning and decision 
making [7, 25]. 
Several researchers have shown how capability-
thinking helps to strategically align IT domains [26] 
and explain how IT and BIA provides business value 
[1, 27]. Capabilities have also been used to discuss the 
adaption and maturity of BIA in companies [28, 29]. 
Moreover, Davenport et. al [30] developed a holistic 
framework that explains how a company can facilitate 
strategy, skills, organization, and technology to gener-
ate analytics capabilities for transforming data into 
knowledge. All these contributions see capabilities as 
core building blocks for bridging the gap between 
business and analytics. We propose to build up on 
those ideas and connect them with concrete architec-
tural decisions (i.e. selection of BIA components and 
patterns as well as adequate implantations). 
3.   Methodology 
The core artefact of our research is a schema for 
formulating capabilities. As Figure 3 illustrates, its de-
velopment followed a four-stage processes, which en-
capsulates the three-cycle design science approach 
[31]. In the first stage we used literature and a series 
of expert interviews to explore the relevance of such a 
capability approach as well as its general direction 
(relevance cycle). In the second stage, we derived the 
actual capability schema, which we evaluated in the 
third stage with two concrete case studies (design cy-
cle). Eventually, we scrutinized our results for their re-
search impact (rigor cycle). 
 
Figure 3. Course of the research 
For the exploration in stage 1, we conducted 10 in-
terviews (on average 40 minutes) in 6 organizations 
with decision makers from business and IT. The inter-
views were designed and qualitatively analyzed along 
a conceptual framework that was comprised of the 
strategic priorities, challenges for the BIA architec-
tures, the need for a systematic architecture decision 
process, and possible benefits of a capability-based 
approach. All 10 interviews were fully transcribed 
[32]; the results were also informed by various docu-
ments from the organizations on architectures, tech-
nologies, and decision processes. As the findings sup-
ported the relevance of our approach, we continued 
with stage 2 in which we developed our generic 
schema according to the general requirements elicited 
the interviews. Apart from the study results, we also 
considered literature on capability management, 
EAM, and BIA as well as prior work and experiences 
in BIA requirements and architectures. In stage 3, we 
tested the applicability of our framework with two 
case studies where organizations were facing the need 
to transform their BIA architectures. Here, we con-
ducted 19 additional semi-structured interviews with 
stakeholders from IT and business (60 minutes on av-
erage) where we reviewed the status quo, the needs 
and possible solutions. These interviews were also 
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fully transcribed and analyzed qualitatively in order to 
derive a set of capabilities for each case. The capabil-
ities were then used to identify adequate architectural 
patterns and components that were again mapped to 
exemplary products and then discussed and evaluated 
in 4 interactive workshops with BIA decision makers 
in the corresponding organizations (2 half-day group 
workshops per case). This evaluation step was primar-
ily intended to test the general applicability of our ca-
pability-based approach for deriving an architecture. 
Given the broad range of possible capabilities and ar-
chitectural options, we have not yet reached a “com-
plete” solution that covers all possible compo-
nents/patterns but rather came up with an exemplified 
outline of our approach. From here on, we propose to 
follow a crowd-based approach [33] to further explore 
and generalize this concept. Consequently, we imple-
mented an online repository for BIA capabilities [34] 
that is publicly accessible and open to input from the 
entire BIA community. 
4.   Exploration 
Table 1 lists the six cases and the number of con-
ducted interviews. The table also summarizes the ma-
jor architectural challenges that the respective organi-
zations are currently facing.  
Table 1. Explorative Interviews 
Case (# Interviews) Architectural Challenges 
1: Life Science (1) Managing heterogeneous 
data in a data lake 
2: Airport (3) Connecting operational and 
managerial analytics systems 
3: City Administration 
(2) 
Building an open IoT data 
platform 
4: Wind Park  
Management (1) 
Processing large data sets in 
near real-time 
5: Energy provider (2) Operational data reporting 
6: Car manufacturer (1) Exploring unstructured data 
The first insight from the exploration is the variety 
of solutions and the broad range of individual archi-
tecture priorities. For instance, the vision of one or-
ganization was a storage for all company-generated 
data, whereas another organization saw real-time pro-
cessing as its top priority. Accordingly, the organiza-
tions follow orthogonal approaches, with a distributed 
data lake as a focal point for the first company and 
multiple event-driven streaming pipelines for the 
other. Both scenarios differ strongly from the tradi-
tional management reporting world which in most 
cases quickly gravitate towards a centralized, multi-
layered data warehouse. 
Another result of the interviews was the lack of ex-
perience and generally accepted methods for architec-
tural decision making. When asked about the origin of 
architectural approaches, only two interviewees could 
refer to a systematic approach or a reference architec-
ture. The other architecture designs seemed primarily 
to be driven by a stepwise evolution or even trial-and-
error. Even in the two cases, in which some kind of 
systematic architectural decision making was pursued, 
they were hardly aligned with business goals, but ra-
ther based on copying technically-focused architec-
ture designs that were deemed to have some kind of 
“reference” character (e.g. an event hub based on Kaf-
kaTM) or by simply following vendor ecosystems. 
Moreover, the highly different approaches to sim-
ilar challenges in the examined organizations indicate 
that it is not sufficient to simply select some kind of 
available blueprint. Operational reporting, for in-
stance, was approached by one organization with an 
individual data warehouse that is loaded with regular 
ETL jobs (the “traditional” Business Intelligence ap-
proach), whereas another organization plans to solve 
the same requirement with a novel data virtualization 
layer. Only a closer look at the underlying environ-
ments can reveal if these choices were justified, which 
in this example seemed to be the case, as the solution 
in the second case had to integrate highly heterogene-
ous systems within which data structures often 
change. One blueprint that covers both approaches 
would probably end up in an over-engineered and in-
efficient approach. Two different blueprints (e.g. cen-
tralized vs. federated), as an alternative, might lead 
into a situation where there are as many “blueprints” 
as cases and thereby no blueprints at all. The conclu-
sion is that instead of providing a one-fits-it-all blue-
prints, a guidance for the selection of architecture 
components and patterns is a preferable way. 
The heterogeneity of the approaches also high-
lights the importance of environmental factors, as the 
underlying basic business problems are often the same 
and only differ in the environmental limitations like 
the required amount of expected or unexpected 
changes (agility), the number of involved technical 
systems or organizational units, or other specific char-
acteristics like privacy requirements. 
Lastly, the exploration showed that there is indeed 
a high uncertainty when it comes to architectural deci-
sions, especially in new scenarios that involve require-
ments for Big Data, IoT, or real time analytics. The 
results support our assumption that one culprit here is 
the sheer number of tools and technologies. In some 
of the cases the interviewed architects tried to cope 
with these uncertainties by developing multiple proof-
of-concepts in parallel in order to identify the best fit-
ting solution. However, this approach had been de-
scribed as highly inefficient as the teams had to learn 
different technologies and build multiple systems of 
which only one made its way to production. 
All these issues lead to serious consequences with 
(i) inefficiencies due to constant changes and rede-
signs, as in case 1, where large efforts were required 
to cope with the quickly-evolving source systems, (ii) Page 5352
architectures that are unable to adapt to changing stra-
tegic objectives, as in case 2, where the traditional 
business intelligence stack is too rigid to support op-
erational reporting, or (iii) even complete project fail-
ures, a point that was almost reached in case 6 where 
the integration of all required data sources has turned 
out to be too complex. 
The results confirm the gap between business 
goals and actual architectural decisions. Moreover, all 
interviewed decision makers stated that a more busi-
ness-oriented design of BIA architecture would be 
beneficial and a systematic and generally-accepted 
concept to derive architectural decisions would help 
them in their daily job. 
5.   Operationalizing BIA capabilities 
According to the capability understanding intro-
duced in section 2.2, capabilities are composed of ac-
tions and expected outcomes. Existing BIA research 
provides the conceptual means to instantiate these 
concepts: The relevant actions can be derived from the 
BIA layers in Figure 2. The expected outcome of a 
BIA application is information that needs to be pro-
vided in a certain quality and that is subject to an in-
tended use. To break down the outcome, we build 
upon the existing body of knowledge on information 
quality and its dimensions [35-37]. Most authors agree 
on at least the following six core dimensions: accu-
racy, as the extent to which data correctly describes its 
subject, accessibility, as the level to which information 
is easily retrievable, completeness, as the extent to 
which relevant information is available in sufficient 
breadth and depth, consistency, as the absence of con-
tradictions among information, timeliness, as the de-
gree to which data is sufficiently up-to-date for the 
task at hand, security, as the level to which access to 
data is restricted appropriately, and privacy, as the de-
gree of which data discloses personal or confidential 
information. There are more information quality di-
mensions discussed in the respective literature (e.g. 
believability or objectivity) that we intentionally ex-
clude as we do not see immediate impacts on BIA ar-
chitectures. Although a high degree of fulfillment in 
all dimensions is desirable, different use cases come 
with different priorities and acceptable trade-offs (e.g. 
high timeliness in real-time monitoring, low privacy 
when dealing with publicly available data, or low ac-
curacy in data discovery scenarios). 
These components allow us to articulate BIA ca-
pabilities in the form of “we need to [action] in a way 
to get insights with [expected outcome] in order to 
support [business task]”. Here, actions can be ex-
pressed in a bipolar way (yes/no). The expected out-
come can additionally be refined with a unipolar, or-
dinal scale (e.g. low, medium, high). Lastly, a link to 
a business task clarifies the intention of a capability 
and its right to exist. An example for a capability 
stated according to this scheme could be “We need to 
extract and store stock data in a way to get insights 
with high accuracy and medium timeliness in order to 
support replenishment decisions in logistics”. 
The identification of capabilities with this frame-
work can happen top-down starting with business re-
quirements (e.g. real-time machine monitoring pre-
supposes certain capabilities) or bottom-up by ab-
stracting from the current usage of technologies, tools, 
or solutions (e.g. a streaming platform enables certain 
capabilities). Hence, this approach can support deci-
sions in greenfield scenarios as well as legacy (brown-
field) architectures. So far, we have focused on the 
top-down direction as our exploration indicated that 
this is currently the primary pain point. 
The study has also shown, however, that a capabil-
ity in this form does not yet provide enough guidance 
for making concrete architectural choices as it still 
misses the specific conditions of the environment – it 
specifies the what and the what for, but not the how. 
This is why we extend the schema by adding particular 
environmental limitations that can stem from tech-
nical, organizational, personal, or legal factors. Our 
starting point for deriving those limitations is by con-
ceptualizing a BIA architecture as a variation of an IT 
infrastructure: BIA architectures combine various IT 
components in order to support a larger portfolio of 
continuously changing (decision and management 
support) applications – which is basically the defini-
tion of an “IT architecture” applied to the domain of 
decision and management support. As a specific IT in-
frastructure, a BIA architecture can be approached 
with the conceptual toolset for IT architectures devel-
oped in the IS community, which includes attributes 
like reach and range [38] or agility [39]. In this con-
text, reach captures the number and variety of busi-
Figure 4. Schema for BIA capabilities 
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ness units and systems that are connected by the infra-
structure and range refers to the depth of the integra-
tion (e.g. from a simple exchange of text messages to 
interwoven joint transactions). When applied to BIA, 
the construct of reach and range can be further broken 
down into a technical part, which adheres to the sup-
ported software sub-systems (e.g. a centralized DW, 
dislocated cloud services, or operational edge pro-
cessing), and an organizational part that addresses the 
structure variety of supported units (e.g. a single busi-
ness unit, a company, or a loosely-coupled supply 
chain).  Agility addresses the ability to efficiently react 
on foreseen and unforeseen changes in the infrastruc-
ture environment and is a key trait when trying to use 
BIA as a dynamic capability that is supposed to ensure 
sustained success. This concept has extensively been 
scrutinized in the realm of BIA with respect to its busi-
ness relevance, architectural consequences, and or-
ganization [40-42]. Moreover, literature [43, 44] and 
the conducted exploration indicate that the specificity 
and scalability are essential factors when choosing an 
adequate architectural component. Specificity helps to 
cover factors like portability of the solution to other 
industries (e.g. if a transformation involves a highly 
specific risk calculation or a rather generic outlier de-
tection). Scalability has a large impact on architectural 
decisions when it comes to the degree of integration 
(e.g.  are results only used for onetime data exploration 
or are they regularly fed into other systems for further 
use) as well the quantity structure of a solution (i.e. 
number of data sources and consumers).  
Figure 4 visualizes the refined framework with the 
environment limitations introduced above. This ex-
tended schema allows us to formulate capabilities with 
the following layout: “we need to [action] to get in-
sights with [expected outcome] in order to support 
[business task] and be able to achieve it in an envi-
ronment with [environment limitations]”. Accord-
ingly, the above example might be extended to: “We 
are able to extract and store stock data to get insights 
with high accuracy and medium timeliness for the sup-
port replenishment decisions in logistics in an envi-
ronment with many distributed systems and various 
organizations that rapidly change.”. 
With this refinement the framework represents a 
generic way to formulate BIA capabilities. Note that 
(i) a formulation requires a thorough understanding of 
the intended applications and their benefits (e.g. sup-
ported by concepts that capture and structure BIA 
value, success, maturity, or contingencies) and (ii) alt-
hough the capabilities already read like requirements, 
they do not lead to a full systems requirements speci-
fication. In fact, they are just framing and guiding 
valid architecture specifications with respect to archi-
tectural priorities and goals. Hence, this concept gives 
a structure for discovery of more concrete BIA re-
quirements. 
6.   Evaluation 
6.1.  Case 1: Car Sharing Fleet Management 
The organization in the first case is a leading car 
sharing company with over 2 million customers that 
operates over 14,000 vehicles in eight countries. The 
strategic business priority for its fleet management is 
to maximize the availability of rentable vehicles under 
efficiency constraints. This entails the relocation and 
maintenance of vehicles, issues with non-rentable en-
tities, claim management, as well as the car rollout and 
the lifecycle management. The organization faces 
challenges in their BIA architecture as it is planning to 
integrate an increasing number of highly dynamic op-
erational data sources, like sensors in and around ve-
hicles, with dispositive data from traditional manage-
ment support systems in order to implement new sce-
narios like real-time customer support or predictive 
maintenance. 
A major prerequisite for the business model is a 
real-time monitoring of the fleet in order to be able to 
control actions and quickly react on upcoming issues. 
For this purpose, data from active vehicles, customer 
accounts, and business transactions has to be inte-
grated. This is particularly challenging as many sys-
tems are geographically distributed entities, i.e. active 
rentals, which can quickly appear or vanish. The cur-
rent monitoring environment is a rather isolated appli-
cation and not embedded in an overarching data pipe-
line, which makes it hard to correlate with data from 
other systems. Translated to a capability this issue can 
be formulated as in C1.1. 
C1.1: We need to extract, integrate and visualize 
data to get insights with high timeliness, high com-
pleteness, and without violating privacy in order to 
support real-time monitoring of the fleet under consid-
eration of the idiosyncratic requirements of our con-
sumer-oriented fleet management environment (high 
business specificity). 
When vehicles show unusual behavior, the fleet 
management department needs to be able to conduct a 
root cause analysis. In this case, domain experts ex-
plore data from a few specific systems, e.g. data com-
ing from a vehicle’s CAN bus. This is a very specific 
requirement that has no relation to other parts of the 
data pipeline or organizational units. This leads to the 
following capability. 
C1.2: We need to extract, integrate and transform 
data to get insights with high accuracy, high complete-
ness, and high consistency in order to find root causes 
of issues with vehicles in an environment with highly 
specific transactional system.  
In the course of claim management, the fleet man-
agement department is responsible for the controlling 
of partner garages (which spans organizations and 
systems). This mainly involves checking, approving, 
and reporting costs for maintenance and repairs. These 
tasks require an entire data pipeline to provide reliable Page 5354
and clearly understandable and accessible infor-
mation, as all missing, wrong or misunderstood infor-
mation costs real money. Formulated in our capability 
schema this can be stated similar to C1.3. 
C1.3: We need to extract, store, integrate, trans-
form, and visualize data to get insights with high ac-
curacy, high accessibility, high completeness, and 
high consistency in order to control costs at partner 
garages in an environment with organizational dis-
tributed systems and high governance limitations. 
 
 
Figure 5. Simplified Architecture in Case 1 
Considering these three capabilities, it becomes 
apparent that the requirements for a BIA architecture 
in this domain are highly diverse depending on the ap-
plication, and it does not seem like there is a unified 
solution. As a consequence, it seems reasonable to fol-
low a decentralized architectural approach, e.g. with 
micro-services and an event-logs (architecture compo-
nents), e.g. based on the Apache KafkaTM framework 
as a concrete messaging middleware (product for real-
izing the components) [45]. 
A1.1: Using decentralized architecture with an 
event-log as a middleware. 
Moreover, the need to quickly process data from 
various sources in order to minimize the time to re-
spond to an incident. This can be achieved with stream 
processing which can be realized with products like 
Apache FlinkTM and/or Apache SparkTM which have 
functionality to feed real time dashboards (e.g. imple-
mented with TableauTM) [46]. 
A1.2: Using stream coordinator and a stream an-
alytics tool for stream processing. 
Figure 5 illustrates a simplified sketch of the de-
rived architecture based on A1.1 and A1.2 that was 
discussed with the stakeholders of the organizations. 
The general validity of the approach can be confirmed 
as the company’s architects agreed with the capabili-
ties C1.1 – C1.3. It was noted that not all parts of the 
formulations were immediately understandable and 
could be more concrete, e.g. instead of saying a 
“highly specific environment” it would be more useful 
to say a “highly specific environment that deals with 
specific data sets generated in a car”. The derived ar-
chitecture designs were also confirmed as valid from 
the architects. The company even decided to realize a 
similar architecture that also contains Apache KafkaTM 
as a focal point of a future BIA landscape. 
From Case 1 we primarily took that it is recom-
mendable to derive and/or gather concrete instantia-
tions of the framework for specific settings.  
6.2.  Case 2: Port Traffic Management 
The subject in this case was a port authority that 
manages all administrative concerns of one of the larg-
est sea ports in Europe. Among other things, traffic 
management is a key task to ensure a smooth daily op-
eration of the port. This encompasses planning, moni-
toring, and reporting of traffic on thousands of sea-
ways, railroads, and streets. The BIA landscape has to 
process structured data from logistic systems but also 
IoT data from roads, traffic lights, bridges, and other 
traffic participants. The business goal in this case was 
the creation of an integrated port traffic management 
that allows to monitor and control the traffic flow of 
all participants in the port (i.e. ships, cars, trucks, 
trains). 
One major requirement is a real-time road traffic 
management that allows to quickly react to unforeseen 
events like accidents or construction sites. Currently, 
road traffic is monitored with induction loops under 
the streets, visual tracking with cameras, as well as 
manual counting that is used to estimate volume of 
traffic. In the future, these data sources could be com-
plemented with information coming from smart cars 
and trucks, or from smartphones of their drivers. This 
data has to be integrated and scanned for trends and 
abnormal patterns in real time. The corresponding ca-
pability can be formulated similar to C2.1. 
C2.1: We need to extract, integrate, and visualize 
data to get insights with high timeliness, medium ac-
curacy and consistence, and high privacy in order to 
identify major trends and issues in the port traffic in 
an environment with various heterogeneous and dis-
tributed IoT systems. 
Another important task of a port authority is the 
provision of public traffic reports that present the 
number of vehicles in the port, the utilization of roads 
and sea lanes, as well as the flow of goods. For this, 
heterogeneous data from various departments have to 
be consolidated and transformed into an analytics-
ready format. Here, most source systems already pro-
vide some kind of cleansed data sets, however, the in-
tegration has to be flexible, since the structures in the 
source systems frequently change. Moreover, the re-
sults are directly used for subsequent actions and need 
to meet several governance restrictions. In some cases, 
it is essential that data will not leave its source system. 
Capability C2.2 reflects these requirements. 
C2.2: We need to extract, store, integrate, trans-
form data to get insights with high accuracy and high 
completeness, and high consistence to create over-
arching traffic reports in an environment with a me-
dium technical and organizational reach, high agility 
in source systems and restrictive governance rules. 
The formulated capabilities touch different parts of 
the BIA landscape in this organization. Accordingly, 
they can be translated to two isolated architectural de-
signs A2.1 and A2.2. C2.1. comes with the need for 
Event-Log (e.g. Apache KafkaTM) 
Stream  
Processing/Analytics 
(e.g, Apache FlinkTM/SparkTM) 
Real Time  
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real time analytics that is needed to quickly react on 
current trends in the data. Thereby, the results do not 
have to be perfectly accurate and storage is less im-
portant. This all indicates the use of a complex event 
processing system. For instance, a stream processing 
tool like Apache FlinkTM can be used to build pipelines 
and scan data for certain patterns and abnormalities 
[47]. 
A2.1: Using stream processing tool for complex 
event processing. 
The crux of second capability C2.2 is the integra-
tion part, as there are manifold operational systems af-
fected and governance rules prevent traditional ETL 
jobs that extract data and store it in a separate data-
base. A flexible solution to these issues can be a virtual 
DW (e.g. implemented with DenodoTM) that integrates 
various data sources in a virtual layer [48]. The benefit 
of this approach is the possibility to directly forward 
queries to source databases without saving operational 
data permanently. This can help to fulfill the govern-
ance restrictions. Moreover, the virtual layer allows to 
quickly react on structural changes, e.g. by including 
custom on-the-fly transformations or the provision of 
multiple views. 
A2.2: Establish a virtual data warehouse that in-
tegrates data from various departments. 
The evaluation of the capabilities and the corre-
sponding architectural designs with the simplified ar-
chitecture sketch in Figure 6 was met with general 
consent. The capabilities were mostly confirmed. The 
architectural designs, however, provoked mixed reac-
tions. Especially A2.2 was heavily discussed and the 
experts in the organization pointed out that a virtual 
data warehouse could not meet their performance re-
quirements and does not fit in the existing technology 
stack. The general fit of this architecture option to the 
formulated capability was not criticized, though.  
 
Figure 6. Simplified Architecture in Case 2 
The case showed that it is hardly feasible to come 
up with direct, formal, or even automatic derivation of 
architecture options, but that the value of the frame-
work lies in guiding discussions as well as collecting 
and structuring best practices. 
7.   Discussion 
The exploration in this research confirmed the lack 
of systematic and business-oriented methods for archi-
tectural decision making in BIA landscapes. The in-
terviewed BIA architects acknowledged that many ar-
chitectural decisions are driven by implicit 
knowledge, personal experience and preferences, or 
vendor and legacy constraints. This makes architec-
tural decisions hard to comprehend and often leads to 
inferior results in the long term. In one case, for in-
stance, a lead developer chose a certain NoSQL data-
base because of his personal interest in the technology. 
The organization then built a product around this tech-
nology, which hit a wall when it came to an interna-
tional rollout which required a new level of scalability. 
If this architectural decision would have been dis-
cussed from a business perspective, a global use would 
have been a key requirement in the first place and an 
adequate scalability might have been considered when 
choosing a solution. Next to this possible improve-
ment of decision quality, it also turned out that a sys-
tematic approach would help to justify decisions when 
it comes to funding initiatives or auditing existing so-
lutions.  
The practical evaluation in Section 6 then con-
firmed a general applicability of the capability frame-
work derived in Section 5. However, it also illustrated 
challenges and limitations of the approach. Especially, 
that the manifold different environment factors and the 
variety of possible architectural consequences are hard 
to reconcile in one concept. Therefore, it is important 
to keep in mind that the goal of the proposed frame-
work cannot be production-ready solutions, but rather 
the preparation of fundamental architectural require-
ments that lay the foundation for further discussions. 
How this can look like in practice, became clear in the 
discussion of C2.2 and the corresponding architectural 
imitative A2.2 which led to a lively debate about con-
crete implementation details, whereas the underlying 
requirement was accepted by all parties.  
Regarding the proposed framework, the natural 
formulation of the capabilities made them easily un-
derstandable. Moreover, the dimensions used for ex-
pressing actions, expected outcomes, and environment 
limitations were sufficient to cover the requirements 
in the two cases above. The evaluation of the formu-
lated capabilities in Section 6, however, showed that 
it can be hard to choose the right level of abstraction. 
A too vaguely formulated capability is hard to trans-
late into concrete actions, and a too precise formula-
tion leads to unrewarding discussions about imple-
mentation details. Another challenge of the applica-
tion of the framework is the translation of derived ca-
pabilities into concrete architecture designs with spec-
ified products. For the initial evaluation of the frame-
work, we used literature and personal experience to 
identify adequate architectural components and prod-
ucts. Here, it would be helpful to have a catalog of ref-
erence capabilities and corresponding architectural 
concepts to draw on. This would minimize the subjec-
tive influence in the processes and enable a look be-
yond individual experiences as well as the considera-
tion different implementation possibilities. As a first 
step towards such a catalog, we created a public online 
DB 1 DB n 
Virtual DW 
 (e.g. DenodoTM) 
IoT data sources 
Complex Event  
Processing 
(e.g. Apache FlinkTM) 
Page 5356
repository to collect analytics capabilities, corre-
sponding architectural designs and adequate tool 
choices. Next to the further exploration and generali-
zation of our framework, this public repository can 
also help to gain insights in current BIA challenges 
and identify architectural best practices. 
8.   Conclusion 
The presented research illustrates the need for sys-
tematic and business-oriented methods for architec-
tural decision making in BIA landscapes. The goal of 
the capability-based framework derived in Section 5 is 
to realize this with a schema for formulating BIA ca-
pabilities. The case-based evaluation in Section 6 has 
then illustrated the applicability of the framework and 
helped to identify benefits and limitations of our ap-
proach. It turned out that the framework particularly 
supports the extraction of necessary capabilities for 
strategic goals that have either already been realized 
or at least been partially designed and that these capa-
bilities can then be translated to fundamental architec-
tural designs which serve as a starting point for further 
discussions. The evaluation also showed that it might 
be necessary to derive finer grained instances of the 
capability schema for certain application domains and 
environments, e.g. “IoT-based manufacturing”. Sec-
ondly, due to the variety of available tools, the trans-
lation of capabilities into architectural designs can be-
come cumbersome and there is a need for a reference 
catalog to support this step. This is why we created a 
public online repository where we collect capabilities 
and corresponding architecture design options to pro-
vide a guidance for a practical use. 
The research contributed to the body of knowledge 
by translating the capability-concept into a more pre-
cise and defined schema and by exploring its adapta-
tion in the BIA sector. Regarding the practical use, the 
framework can be used to a) translate business goals 
to architectural designs by systematically deriving 
necessary capabilities or by b) facilitating the design 
of new business models by pinpointing what capabili-
ties are available and what actions they support. This 
is also a starting point for further enhancements and 
adaptations to other domains.  The two companies 
from Section 6 followed path a) and used the approach 
to choose BIA architecture building blocks and suita-
ble supporting technologies for a previously formu-
lated strategy. We have so far not yet followed route 
b), i.e. derived for new strategic goals based on exist-
ing capabilities. While this is clearly a creative pro-
cess, the framework can guide questions like: “What 
other applications can be supported with the derived 
BIA actions, outcomes, and environment limitations?” 
or “What applications might be supported if the capa-
bility is slightly altered?”.  
Further research should focus the following three 
aspects: 1) possible domain/environment specific in-
stantiations/specifications, 2) the scales used to meas-
ure the individual construct, and 3) a more formalized 
process of translating capabilities to concrete architec-
tural components, patterns and products. By setting up 
an open GitHubTM repository for a community-driven 
collection of relating data, we took the first steps to 
close these gaps. We aim at collecting as many capa-
bilities, architectural designs and solutions, as well as 
experiences regarding their suitability as possible in 
order to identify patterns and best practices and come 
up with a robust method that reaches from the strategy 
to the set of individual tools. 
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