The physiological characteristics of auditory receptor fibers ͑ARFs͒ of crickets, a model system for studying auditory behaviors and their neural mechanisms, are investigated. Unlike auditory receptor neurons of many animals, cricket ARFs fall into three distinct populations based on characteristic frequency ͑CF͒ ͓Imaizumi and Pollack, J. Neurosci. 19, 1508-1516 ͑1999͔͒. Two of these have CFs similar to the frequency component of communication signals or of ultrasound produced by predators, and a third population has intermediate CF. Here, sound-amplitude coding by ARFs is examined to gain insights to how behaviorally relevant sounds are encoded by populations of receptor neurons. ARFs involved in acoustic communication comprise two distinct anatomical types, which also differ in physiological parameters ͑threshold, response slope, dynamic range, minimum latency, and sharpness of tuning͒. Thus, based on CF and anatomy, ARFs comprise four populations. Physiological parameters are diverse, but within each population they are systematically related to threshold. The details of these relationships differ among the four populations. These findings open the possibility that different ARF populations differ in functional organization.
I. INTRODUCTION
Auditory information is often represented across populations of receptor neurons with different properties. One approach toward understanding the neural coding of acoustic stimuli is to reveal how each neuron responds to a relevant stimulus and how neurons within a population are organized. Crickets provide a favorable model for studying auditory systems, in particular how sound frequency is analyzed. Behavioral experiments show that the field cricket, Teleogryllus oceanicus, classifies sounds into two distinct frequency bands ͑Wyttenbach et al., 1996͒. One of these, centered at 4-5 kHz, is used for acoustic communication and the other, centered at 20-50 kHz, is used to detect echolocation sounds produced by bats ͑Moiseff et al., 1978; Hennig and Weber, 1997; Nolen and Hoy, 1986͒ . Despite the dual nature of auditory behavior, cricket auditory receptor fibers ͑ARFs͒ fall into three distinct populations based on their characteristic frequency ͑CF͒ ͑Imaizumi and Pollack, 1999͒. Two of these, low-frequency ͑CFϭϳ3-5.5 kHz͒ and ultrasound ARFs ͑CFу18 kHz͒, are apparently involved in acoustic communication and predator detection, respectively. The role of the third group, midfrequency ARFs ͑CFϭ10-12 kHz͒, is not yet clear. The population sizes of these groups are unbalanced. In particular, low-frequency ARFs are more than four times as numerous as ultrasound ARFs ͑Imaizumi and Pollack and Faulkes, 1998͒ . However, the behaviors mediated by these two ARF populations, finding mates and escaping from predators ͑e.g., echolocating bats͒, are presumably equally important for crickets ͑Wyttenbach et al., 1996͒. In order to understand how acoustic signals are represented by populations of these afferents, we examine how responses of single ARFs within each population vary with sound amplitude. Amplitude is an important feature of acoustic stimuli, which serves to signal the distance and, via interaural level comparison, the direction of a sound source.
Rate-level functions have been extensively studied for mammalian auditory-nerve fibers ͑ANFs͒, usually with the goal of exploring the relationships between the mechanics of the basilar membrane and neural responses ͑Sachs and Abbas, 1974; Sachs et al., 1989; . Rate-level functions have also been applied to study how a population of ANFs encodes complex sounds, such as vowels ͑Sachs and Young, 1979 Young, , 1980 Le Prell et al., 1996͒ . We use spike count-level functions ͑hereafter, spike-level functions͒ to investigate how different populations of cricket ARFs encode sound amplitude.
Parts of this study have been published in abstract form ͑Imaizumi and ings. For WTN recording, animals were fixed vertically after removal of the head, wings, and mid-and hind-legs. The stump of the neck was covered by a mixture of rosin and bees wax ͑1:1 by weight͒. The tibia was held flexed against the femur. The leg nerve was exposed by removing the anterior femoral cuticle, placed on a silver-wire hook electrode, and covered with a mixture of petroleum jelly and mineral oil ͑1:1 by weight͒. The prothoracic spiracles, which form part of the auditory system in crickets, were neither occluded nor forced open. A chlorided silver ground wire was inserted into the abdomen. For single-unit recordings, crickets were waxed on a platform ventral side up. The prothoracic ganglion was exposed by ventral dissection and kept moist with modified TES ringer ͓140 mM NaCl, 10 mM KCl, 7 mM CaCl 2 , 4 mM NaHCO 3 , 1 mM MgCl 2 , 5 mM d-trehalose dihydrate, 5 mM n-tris ͑hydroxymethyl͒ methyl-2-aminoethane sulfonic acid͔ ͑Strausfeld et al., 1983͒. The prothoracic ganglion was stabilized on a silver platform, and a chlorided silver ground wire was inserted into the abdomen. Recordings were made with glass micropipettes in the leg nerve near its entry into the prothoracic ganglion. The sites of single-unit recordings varied by up to 1 mm along the length of the leg nerve, which may affect our measurements of latency. However, the error this would introduce is only ca. 0.5 ms, given the mean conduction velocity of ARFs, ϳ2 m/s ͑Pollack and Faulkes, 1998͒.
The tips of micropipettes were filled with one of the following aqueous solutions: 3 M KCl ͑resistance, 10-40 M⍀͒, 2%-4% Lucifer Yellow CH ͑Aldrich, Milwaukee, WI͒ ͑resistance, 100-300 M⍀͒, 2.5-25 mM Alexa 488 or 568 hydrazide ͑Molecular Probes, Eugene, OR͒ ͑resistance, 150-1000 M⍀͒. Axon terminals of ARFs were filled with fluorescent dyes by constant negative current injection ͑1-10 nA͒. Ganglia containing dye-filled ARFs were washed with modified TES ringer, fixed, and dehydrated with 4% formaldehyde in 0.1 M phosphate buffer ͑pH 7.3͒ for 10-30 min, 4% formaldehyde in methanol for 1 h, and 100% ethanol for 15 min ͑Atkins and Pollack, 1987͒. The ganglion was cleared with methyl salicylate and mounted on a depression slide. Stained ARFs were observed with an epifluorescence microscope ͑Leica Microsystems, Wetzler, Germany͒. Wellstained specimens were further analyzed with a confocal microscope ͑Leica Microsystems͒. Reconstructions of ARF terminals were made by combining serial optical sections in the horizontal plane. Drawings were made by projecting film negatives of these reconstructions with a photo enlarger. The detailed anatomy of ARFs and their organization will appear in a separate paper.
C. Acoustic stimulation
Sound stimuli were generated by a National Instruments ͑Austin, TX͒ AT-MIO-64F5 input-output board ͑resolution: 12 bits, digital-to-analog update rate: 250 kHz͒ driven by software written using LAB WINDOWS/CVI ͑National Instruments͒. After power amplification ͑Amcron͒ and computercontrolled attenuation ͑Mike Walsh Electronics, San Dimas, CA͒, stimuli were delivered ipsilateral to the recording side through separate loud speakers for frequencies р10 kHz ͑InterTAN, Toronto, Canada͒, and frequencies Ͼ10 kHz ͑Matsushita Electrical Industrial, Osaka, Japan͒. The distance between the speakers and the animal was 37 cm. Sound level ͑re 20 Pa͒ was calibrated with a 1/4-in. 4135 condenser microphone and 2610 measuring amplifier ͑Brüel & Kjaer, Denmark͒. Responses were examined at CF and several other frequencies for as long as recordings could be held. Stimuli at a given frequency were usually presented at 45-100 dB SPL; in 3-dB increments from 45-51 dB SPL, and in 5-dB increments from 55-100 dB SPL ͑or up to 90 dB SPL in the early experiments͒. For a few low-threshold neurons, stimuli were presented down to 40 dB SPL. In some recordings, sound levels from below threshold to 100 dB SPL were tested in 2-dB increments. Each stimulus was presented three times ͑5-10 times in several cases͒. Stimuli were 30 ms in duration ͑including 5-ms rise and fall times͒ and were presented at 2 pulses/s. The search stimulus used was either 4.5 kHz ͑or 5 kHz͒ at 80 dB SPL or bandpass-filtered white noise ͑3-50 kHz͒ at 90 dB SPL. Background noise level between 2 and 40 kHz was less than 30 dB SPL, measured with a 1/2-in 4134 condenser microphone, 2610 measuring amplifier ͑Brüel & Kjaer͒, and 3550 filter ͑Krohn-Hite, Avon, MA͒.
D. Data analysis
Responses were stored on magnetic tape for off-line analysis. Recordings were digitized at a sampling rate of 10 kHz and analyzed using the computer program SWEEPS ͑Pol-lack, 1997͒. WTN recordings were bandpass filtered ͑100-1000 Hz͒, full-wave rectified, and integrated over a 40-ms time window beginning at stimulus onset. For single-unit recordings, the number of spikes was counted in a 50-ms time window beginning at stimulus onset, except for two ARFs with unusually long latency, for which the time window began 10 ms after stimulus onset.
We first determined CF as described previously ͑Imai-zumi and Pollack, 1999͒. Curves relating ARF responses to sound level were fit by nonlinear models using SIGMA PLOT 4.0 ͑SPSS, Chicago, IL͒, in which the Marquardt-Levenberg algorithm was used. Several physiological parameters are derived from spike-level function at CF ͓Fig. 1͑A͔͒ which we examined for 136 ARFs. A sigmoid model was used with three, four, or five free parameters
where y is the number of spikes, d is the minimum asymptote ͑4th parameter͒, a is the maximum asymptote, x is sound level, b is sound level at 50% of maximum response, c is a slope factor, and e is an asymmetry factor ͑5th parameter͒. Because we corrected spike counts for spontaneous activity ͑see below͒, the minimum asymptote ''d'' is expected to be zero, and in most cases it was not a free parameter. In some recordings, however, including minimum asymptote d as a free parameter improved the fit. The choice of the number of parameters was determined by an F test for the overall goodness of fit. We employed mostly a three-parameter sigmoid model. In order to examine the driven response to sound, spontaneous spike counts in a 50-ms time window immediately prior to each sound stimulus were subtracted from the raw data. Threshold was estimated as the sound level at CF at which an ARF produced one spike above minimum asymptote. Response slope was measured as the slope of the fitted curve from 40% to 60% of the maximum response. Dynamic range was determined as the sound-level range from threshold to 90% of the maximum response. Spontaneous rate was measured from recordings 2 to 41 s ͑mostly 6-12.5 s͒ in duration without sound stimulation. Maximum number of spikes was estimated as maximum asymptote. For 13 ARFs, we lost recordings before completing the spike-level function over the entire sound-level range ͑up to 100 dB SPL or 90 dB SPL for the early experiments͒. In these cases, response slope, dynamic range, and maximum response were not estimated. However, because the overall curve fit was significant by an F test (pϽ0.05), threshold was estimated.
Some ARFs had sloping-saturation responses similar to those found in vertebrate ANFs ͑Sachs and Abbas, 1974; Köppl and Yates, 1999͒ . For these ARFs, spike-level functions were fit to a double logistic model ͑Nizami and Schneider, 1997͒. The model worked well both for cricket ARFs and cat ANFs ͑Imaizumi and Nizami, unpublished observations͒. Definitions of physiological parameters for ARFs with sloping-saturation responses were the same as for other ARFs. For some ARFs, there was little or no indication of response saturation within the sound-level range we tested ͑upper limit: 100 dB SPL͒. In these cases, the uncertainty of the estimate of maximum asymptote was high; that is, the goodness of fit, as reflected by the leastsquares error, depended only weakly on the precise value of the asymptote. The curve-fitting program we used ͑SIGMA PLOT 4.0͒ expresses this uncertainty in terms of the t statistic and its associated probability value; low p indicates low uncertainty ͑Glantz and Slinker, 1990͒. For the two slopingsaturation ARFs for which the results of this test were not significant, response slope and dynamic range were also excluded from the results.
Instantaneous firing rate was calculated as the inverse of the average interspike interval: number of spikes minus one divided by response duration. Instantaneous-rate level function was fit by either a three-or four-parameter ͑as determined by F test͒ gompertz growth model ͑Draper and Smith, 1983͒. We employed mostly a three-parameter gompertz model
where y is the instantaneous firing rate, a is the maximum ͑A͒ Spike-level function. Normalized driven response is plotted as a function of sound level. Threshold ͑TH͒ was estimated as dB SPL at CF at which the ARF produced one spike above the minimum asymptote. Response slope ͑Slope͒ was measured for the portion of the curve spanning 40%-60% of the maximum response. Dynamic range ͑DR͒ was calculated as dB range from threshold to 90% of the maximum response. Spontaneous rate ͑SR͒ was measured as number of spikes per s in the absence of sound stimulus. Maximum number of spikes ͑Max No.͒ was estimated as maximum asymptote. This curve was fit with a three-parameter sigmoid model. ͑B͒ Instantaneous-rate level function. Instantaneous firing rate is plotted as a function of sound level. Maximum firing rate ͑Max FR͒ was estimated as maximum asymptote. Curve was fit using a three-parameter hill model for this ARF. ͑C͒ Latency-level function. Response latency is plotted as a function of sound level. Minimum latency was estimated as minimum asymptote. Curve was fit using a three-parameter single exponential decay model. See Secs. II and III for further explanation. asymptote, x is sound level, b is sound level at 50% of maximum firing rate, and c is a slope factor. For a four-parameter gompertz model, the minimum asymptote d was added
In a few cases a three-parameter hill model was also employed ͓Fig. 1͑B͔͒. We also estimated minimum response latency of the first response spike ͑see Sec. III for a detailed description͒, using a three-parameter single exponential decay model ͓Fig. 1͑C͔͒. The model is yϭdϩa exp͑Ϫcx͒, where y is response latency, d is minimum response latency, a is maximum latency, c is a slope factor, and x is sound level. Estimates of maximum firing rate and minimum latency were accepted only for cases where uncertainty of the estimate of maximum or minimum asymptote, respectively, was low as indicated by the t statistic. Five estimates of maximum firing rate, and 12 of minimum latency, were excluded by this criterion.
III. RESULTS
We determined CFs of 209 ARFs, 86 of which were included in an earlier paper ͑Imaizumi and Pollack, 1999͒. As in the previous study, ARFs fall into three distinct populations based on CF ͑Fig. 2͒. Low-frequency ARFs ͑ϳ3-5.5 kHz͒ comprise the largest population ͑73%͒, while midfrequency ͑9-12 kHz͒ and ultrasound ARFs ͑у18 kHz͒ are less numerous ͑12% and 15%, respectively͒. However, we found two distinct anatomical types among low-frequency ARFs, as described later. Therefore, based on both CF and anatomy, ARFs are recognized as comprising four populations rather than three. Figure 3 illustrates spike-level functions at CF for nine ARFs representing the three ARF populations that were previously identified ͑Imaizumi and Pollack, 1999͒ on the basis of CF alone. Spike-level functions were monotonic, except for a single ARF ͑data not shown͒, and were in most cases sigmoid. However, as judged by visual inspection, 20 ARFs ͓e.g., Figs. 3͑A͒ and ͑E͔͒ showed sloping saturation at CF, similar to that found in vertebrate ANFs ͑Sachs and Abbas, 1974; Köppl and Yates, 1999͒ . Sixteen of these had CF of 4-5 kHz, three had CF of 10-12 kHz, and one had CF of 35 kHz.
A. Spike-level functions of cricket ARFs

B. Distributions of physiological parameters
In general, insect ARFs have been considered to be similar in physiological parameters ͑Rheinlaender, 1975; Römer, 1976; Kalmring et al., 1978; Oldfield, 1983 Oldfield, , 1984 Römer et al., 1998͒. However, as Fig. 3 suggests, cricket ARFs may have a wide range of physiological parameters. Distributions of physiological parameters derived from spike-level and instantaneous-rate level functions are illustrated in Fig. 4 . Indeed, cricket ARFs differ not only in threshold but also in response slope, dynamic range, and maximum response.
Threshold is one parameter that can be compared directly with behavior. Many low-frequency ARFs have thresholds between 50 and 60 dB SPL ͓Fig. 4͑A͔͒. However, eight low-frequency ARFs had lower thresholds, 35-45 dB SPL at CF ͑and one had exceptionally low threshold͒, and six ultrasound ARFs also had low thresholds, less than 55 dB SPL at CF. Given the behavioral thresholds of crickets ͑e.g., 45-50 dB SPL for orientation towards communication signals: Pollack and Plourde, 1982; Schmitz, 1985; Doolan and Pollack, 1985 , and ϳ55 dB SPL for orientation away from bat-like sounds: Nolen and Hoy, 1986͒, thresholds of many ARFs appear to be high. To examine the possibility of sampling bias, we measured responses of the entire ARF population using WTN recordings. Figure 5 illustrates WTN responses at 5 and 30 kHz. The slope of the WTN response increases at 55-60 dB SPL for 5-kHz stimuli and at 75-80 dB SPL for 30-kHz stimuli ͑Fig. 5͒, as would be expected if large numbers of ARFs were recruited at these sound levels ͑see also Fig. 9͒ . These results are thus consistent with the clustering of threshold at 50-65 dB SPL for frequency ARFs and at 65-80 dB SPL for ultrasound ARFs ͓Fig. 4͑A͔͒.
However, two cautions are necessary. First, the number of low-threshold ARFs may be underestimated. As we show later ͑Fig. 8͒, low-threshold ARFs have higher spontaneous activity, and this made estimation of CF during the course of the experiments more difficult. As a precaution, we measured spike-level functions at a number of frequencies near the apparent CF. This was not necessary for high-threshold ARFs, for which CF was unambiguous. Due to the limited duration of recordings ͑mean: 3.9 min; range: 1-19 min͒, we sometimes lost the recording before all spike-level functions were completed. Thus, our sample of low-threshold ARFs may underestimate the relative size of this group. The other caution is that threshold, especially for high-threshold ultra-FIG. 2. The distributions of CFs of 209 ARFs. CFs of 86 of these ARFs were reported previously ͑Imaizumi and Pollack, 1999͒. CFs of 3 kHz and lower and 40 kHz and higher are expressed as р3 and у40, respectively. ARFs fall into three distinct populations based on CF. However, anatomical evidence ͑see Fig. 6͒ shows that the low-frequency population includes two distinct ARF types. Anatomy was not determined for all ARFs, and so these two types are not distinguished in Figs. 2, 3 , and 4, which include our entire data set. Proportions of low-frequency ͑CFϭϳ3-5.5 kHz͒, midfrequency ͑CFϭ9-12 kHz͒, and ultrasound ARFs ͑CFу18 kHz͒ are 73%, 12%, and 15%, respectively.
sound ARFs, may have been measured at other than the ''true'' CF. Many ARFs have additional sensitivity peaks at frequencies other than CF ͑Imaizumi and Pollack, 1999͒. Thus, the true CFs of some of the ultrasound ARFs might be outside the frequency range that we examined ͑2-40 kHz, 3-40 kHz in the early experiments͒. However, these highthreshold ultrasound ARFs are not spontaneously active. As we show later, high-threshold ARFs in other populations, as well as ultrasound ARFs, have low spontaneous rates ͑Fig. 8͒; thus, threshold of ultrasound ARFs are likely to be high regardless of their true CF.
C. Low-frequency ARFs comprise two anatomically different types
Intracellular staining of 137 ARFs ͑92 low-frequency ARFs, 21 midfrequency ARFs, and 24 ultrasound ARFs͒ reveals two distinct anatomical types ͑Imaizumi and Pollack, 1996 Pollack, , 1998b Pollack and Imaizumi, 1999͒ . Horizontal reconstructions of axon terminals of representative ARFs are illustrated in Fig. 6 . One type projects near the midline of the prothoracic ganglion ͑Medial Termination; MT type͒ and the other, which has large bifurcating branches, terminates more laterally ͑Bifurcation; BC type͒. MT types occur among all three ARF populations, while BC types occur only among low-frequency ARFs. For the remainder of this paper we use the terms MT and BC to distinguish between these lowfrequency ARFs. Of the 92 low-frequency ARFs we stained, 51 were BC types, and 41 were MT types.
D. Different ARF populations differ in physiological parameters
Given the differences in probable behavioral roles of the different ARF populations, it seemed possible that they might differ in physiological parameters. Figure 7 compares the physiological properties among the four different ARF populations as defined by both CF and anatomy. For lowfrequency ARFs, only anatomically identified ARFs were included in the analysis. Because midfrequency and ultrasound ARFs are anatomically homogeneous ͑Fig. 6͒, we included all physiological data for these ARFs in our analysis, even if anatomical evidence was not available.
BC types differ significantly from midfrequency ARFs in dynamic range, maximum number of spikes, and maximum firing rate. MT types differ significantly from midfrequency ARFs in response slope, spontaneous rate, maximum number of spikes, and maximum firing rate. BC types differ significantly from ultrasound ARFs in response slope, spontaneous rate, maximum number of spikes, and maximum firing rate, while MT types differ significantly from ultrasound ARFs in all parameters. However, midfrequency ARFs differ significantly from ultrasound ARFs only in spontaneous rate ͓Fig. 7͑D͔͒, although the significance is weak (pϭ0.049).
Of particular interest is the difference between BC and MT types, both of which are, based on CF, presumably involved in acoustic communication ͑Imaizumi and Pollack, 1999͒. Their anatomical differences suggest that they may provide inputs to different central neurons. They differ physiologically as well. MT types have lower threshold, wider dynamic range, and higher maximum response than BC types ͓Figs. 7͑A͒, ͑C͒, ͑E͔͒, whereas BC types have steeper response slope than MT types ͓Fig. 7͑B͔͒.
E. Relationships between threshold and other physiological parameters
Sound amplitude is a behaviorally important parameter of acoustic signals. As sound amplitude increases ARFs with different thresholds will be recruited, and the nature of the summed sensory input will depend on how other physiological parameters of ARFs vary systematically with threshold. We examined these relationships separately for the four ARF populations. In all cases, response slope increases with increasing threshold, while dynamic range decreases ͑Fig. 8͒. Spontaneous rate decreases with increasing threshold, although the relationship is not significant for BC lowfrequency ARFs ͓Figs. 8͑A3͒-͑D3͔͒. There are no significant relationships between threshold and maximum responses ͑ei-ther spike counts or firing rate͒ for most populations ͑data not shown͒. However, only for MT types, maximum firing rate increases significantly with threshold (r 2 ϭ0.147, p ϭ0.048: data not shown͒.
F. Response latency
In general, response latency of auditory neurons decreases with increasing sound level, and is also a potential carrier of information concerning sound amplitude to central neurons. Response latency is usually measured as the delay between stimulus onset and the first post-onset spike. However, for auditory neurons with spontaneous activity, the first spike is not always sound elicited. We excluded spontaneous spikes from the measurements by using the latency of WTN responses as a guide. WTN response were recorded at the femur, which is several millimeters closer to the spike initiating zone in the tibia than the site of single-unit recordings in the leg nerve near its entry into the prothoracic ganglion. Consequently, WTN response latency is shorter than singleunit response latency ͑2-4 ms shorter, in general, as indicated by simultaneous recordings, Imaizumi, unpublished observations; see also Pollack and Faulkes, 1998͒ . We therefore consider spikes occurring before the WTN responses as spontaneous. WTN response latency was measured as the time from stimulus onset to the first conspicuous peak in averaged WTN traces (nϭ5) at each sound level ͑Fig. 9͒. Because of low signal-to-noise ratio at low sound levels, we measured latencies of WTN response at у70 dB SPL ͑we used WTN response latency at 70 dB SPL as the lower limit for latency for all sound levels р70 dB SPL͒. Figure 10 summarizes the results from seven experiments. Minimum latency was estimated as the minimum asymptote of a nonlinear model fit to the data ͓Fig. 1͑C͒, see Sec. II͔.
BC low-frequency ARFs have the shortest minimum latency ͓Fig. 11͑A͔͒. Minimum latency does not differ significantly between the other three populations. The relationship between threshold and minimum latency also differs among the populations. For MT low-and midfrequency ARFs, minimum latency decreases with increasing threshold ͓Figs. 11͑C͒, ͑D͔͒, whereas BC low-frequency and ultrasound ARFs have similar minimum latencies regardless of threshold ͓Figs. 11͑B͒, ͑E͔͒.
G. Frequency selectivity of different ARF populations
Our previous results showed that frequency selectivity, as reflected by the quality factor (Q 75% ), was similar among the three ARF populations we recognized based on CF ͑Imaizumi and Pollack, 1999͒. Q 75% was calculated as best frequency divided by bandwidth at 75% of the maximum response in isolevel curves ͑Imaizumi and Pollack, 1999͒. The higher the Q 75% , the more sharply the ARF is tuned. However, when the anatomical distinction among lowfrequency ARFs is taken into account, differences in frequency selectivity are apparent. Although Q 75% does not differ among the four populations at sound levels from 0 to Ͻ5 dB SPL above threshold ͑Mann-Whitney U test adjusted by the sequential Bonferroni technique; Rice, 1989͒, MT types are more sharply tuned to CF than the other three ARF populations at sound levels from 5 to Ͻ10 dB SPL above threshold ͑Fig. 12͒.
H. Parallel and nonparallel spike-level functions in cricket ARFs
Spike-level functions at different frequencies for a given receptor neuron may be related to the biophysical properties of the structures conducting sound energy to receptor neurons. In mammals, rate-level functions of single ANFs may show nonparallel responses at different frequencies because of nonlinearity of the input-output function of the basilar membrane ͑Sachs and Abbas, 1974; Cooper and Yates, 1994͒ . In contrast, in insects, previous studies of spike-level functions for single ARFs have shown FIG. 6 . Anatomy of axon terminals of six different ARFs in the prothoracic ganglion. Axon terminals were stained with either Lucifer Yellow or Alexa 488 or 568 by constant negative current injection. Horizontal reconstructions were prepared from optical sections made using confocal microscopy. There are two types of ARFs, medial termination ͑MT type͒ and bifurcation ͑BC type͒. MT types occur in all populations, while BC types occur only among low-frequency ARFs. For low-frequency ARFs, MT and BC types are illustrated on the left and right, respectively. ARF identifications and CFs are shown above drawing of axon terminals. Orientation of ganglion is illustrated by an arrow ͑A: anterior; P: posterior͒. Scale bar is given at the bottom. parallel responses at different frequencies ͑Suga, 1960; Rheinlaender, 1975; Römer, 1976; Oldfield, 1982 Oldfield, , 1984 Oldfield, , 1985 Oldfield et al., 1986͒ . However, we found both parallel and nonparallel responses in single cricket ARFs. Figure  13 illustrates some representative examples. Although the number of frequencies at which spike-level functions were measured in a single ARF was limited ͑range, 1-13͒, many ARFs appeared to respond in a parallel manner ͓Figs. 13͑A͒, ͑B͔͒, while a small number appeared to respond in a nonparallel manner ͓Figs. 13͑C͒, ͑D͔͒. Additional indications of nonparallel responses are evident in previously published isolevel curves ͑Fig. 3 of Imaizumi and Pollack, 1999͒. Figures 13͑B͒ and ͑D͒ also demonstrate that the midfrequency and ultrasound ARFs respond robustly to the carrier frequency of communication signals ͑4.5 kHz͒ ͑see also Imaizumi and Pollack, 1999͒.
IV. DISCUSSION
A. Cricket ARFs may differ from other insect ARFs
In insects, physiological parameters of spike-level functions have been studied in bushcrickets and locusts ͑Rhein-laender, 1975; Römer, 1976; Kalmring et al., 1978; Oldfield, 1983 Oldfield, , 1984 Römer et al., 1998͒ . These studies suggested that insect ARFs are stereotyped ͑similar response slope and dynamic range͒ except for threshold. A previous study on crickets also produced similar results ͑Oldfield et al., 1986͒. However, we demonstrate that these parameters of cricket ARFs vary considerably. This discrepancy may result from differences in recording techniques. Oldfield et al. ͑1986͒ made intracellular recordings directly from cell bodies after removing the anterior tympanal membrane and immersing the inner ear in Ringer solution. These procedures did not alter frequency sensitivity at low frequencies, but they did alter neuronal threshold by up to 30 dB, in particular Ͼ10 kHz. It appears possible that these procedures affected the biomechanics of the inner ear.
In many ARFs, spike-level functions appear to be parallel at different frequencies. In several other insects, parallel spike-level functions were also found ͑Suga, 1960; Rheinlaender, 1975; Römer, 1976; Oldfield, 1983 Oldfield, , 1984 Oldfield, , 1985 Oldfield et al., 1986͒ . However, we also find that some ARFs show nonparallel responses at different frequencies. Hutchings and Lewis ͑1981͒ also reported nonparallel responses of cricket ARFs, but in their case the responses of a single ARF were monotonic and nonmonotonic at different frequencies, which we never observed. Previous studies showed that insect tympanal membranes, including those of crickets, respond linearly at different frequencies ͑Paton et al., 1977; Breckow and Sipple, 1985͒ . However, the recent discovery of otoacoustic emissions in locusts and moths suggests that insect ears may not respond in an entirely linear manner ͑Kössl and Boyan, 1998; Coro and Kössl, 1998͒ . Unlike the situation in these insects, auditory receptors of crickets are not directly attached to the tympanal membrane; rather, they are situated between a tracheal branch and a covering membrane ͑for a recent review, see Yager, 1999͒ . Moreover, in addition to acting directly on the external surface of the tympanum, sound reaches the inner surface via tracheal tubes, crossing a phase-shifting partition if the sound is contralateral ͑Michelsen, 1998͒. Although there currently is no evidence that these complex structures of the cricket inner ear 2 values ͑coefficient of determination͒, and probabilities are shown inside each graph. Threshold is linearly related to response slope, dynamic range, and spontaneous rate for all populations, except for spontaneous rate in BC types ͑A3͒. There is no relationship between threshold and maximum number of spikes or firing rate for most populations ͑data not shown͒. However, only for MT types, threshold is related weakly to maximum firing rate (r 2 ϭ0.147, p ϭ0.048: data not shown͒.
are related to nonlinearity, reassessment of the mechanical response of the cricket tympanal membrane and associated inner structures might be illuminating.
Another conspicuous property of spike-level functions in cricket ARFs is the occurrence of sloping-saturation responses, which has not been reported previously for insects. In mammalian ANFs, the shapes of rate-level functions, including sloping saturation, may be largely accounted for by the nonlinear mechanics of the basilar membrane ͑Sachs and Abbas, 1974; . According to this view, ANFs with sloping-saturation responses are not discrete types, as had first been proposed by Sachs and Abbas ͑1974͒. Rather, whether an ANF has a sigmoid or sloping-saturation curve is determined by whether the curve spans the sound level at which mechanical nonlinearities appear ͑Yates et al., 1990͒. The origin of sloping-saturation responses in crickets is not known.
B. A small number of ARFs drives central neurons and behavior at threshold
Despite considerable variation, thresholds are clustered around 50-65 dB SPL for low-frequency ARFs, and around 65-80 dB SPL for ultrasound ARFs ͓Fig. 4͑A͔͒. Thus, it appears that relatively few ARFs are highly sensitive and, at near-threshold levels ͑ca. 40-45 dB SPL for low frequencies and 50-55 dB SPL for ultrasound͒, central neurons and behavior may be driven by only a small number of ARFs. In other words, crickets may use the lower envelope principal; sensory thresholds are determined by the class of lowestthreshold neurons without being influenced by the existence of less sensitive neurons for a given stimulus ͑Barlow, 1995; see also Parker and Newsome, 1998͒.
C. Four different ARF populations differ in physiological organization
In crickets, sound-amplitude coding by ARFs may serve several functions. One is to estimate distances of conspecific males ͑Cade, 1981͒ and closely approaching echolocating bats ͑Nolen and Hoy, 1986͒. Another is to compute interaural level difference for sound-amplitude discrimination ͑Doherty, 1985͒ and for sound localization ͑Moiseff et Schmitz et al., 1983͒. To understand how a population of ARFs codes sound amplitude, it is necessary to know how the response properties of individual ARFs are organized within the population. We find that cricket ARFs comprise four different populations, based on physiology ͑CF͒ and anatomy. Within each population, threshold is linearly related to other physiologi- cal parameters. However, the details of these relationships differ among the different ARF populations. Figure 14 illustrates a highly simplified scheme of normalized spike counts ͑top row͒ and response latency ͑bottom row͒ for each population, based on the observed relationships between threshold and response slope, dynamic range, and minimum latency. Threshold is linearly related to other physiological parameters in all four populations. However, for BC low-frequency ARFs, the differences in these parameters across the population are so small that, provisionally, we neglect them. Therefore, BC low-frequency ARFs are stereotyped, and differ from the other three populations physiologically as well as anatomically. The first spikes from different ARFs are separated at higher sound levels for MT low-frequency and midfrequency ARFs, whereas for BC low-frequency and ultrasound ARFs the first spike timing is coincident at higher sound levels. Three of the four ARF populations, BC and MT low-frequency and ultrasound ARFs, thus exhibiting distinct relationships between threshold and other parameters ͑response slope, dynamic range, and minimum latency͒. The organization of the fourth population, midfrequency ARFs, is intermediate to those of MT types and ultrasound ARFs. Therefore, the four different ARF populations may have four different physiological organizations.
In mammalian ANFs, threshold and other parameters are also related. However, the natures of the relationships differ, in most cases, from those we have described. In crickets, response slope increases, and dynamic range decreases with increasing threshold, whereas the converse is true in mammals ͑Schalk and Winter et al., 1990; Yates et al., 1992͒ . In mammals, these relationships are accounted for by the biomechanics of the basilar membrane. It is not known what mechanisms might account for the relationships in crickets.
D. Behavioral roles of cricket ARFs
Low-frequency and ultrasound ARFs are likely to be involved in intraspecific communication and predator detection, respectively. The behavioral role of midfrequency ARFs is unclear. The similarity of physiological properties of midfrequency and ultrasound ARFs ͑Figs. 7, 8, 11, 12͒ suggests that the former might also be involved in predator detection. Some midfrequency ARFs have additional sensitivity peaks at higher sound frequencies including ultrasound ͑Imaizumi and Pollack, 1999͒. However, the physiological organization of midfrequency ARFs is somewhat different from that of ultrasound ARFs ͑Fig. 14͒. Midfrequency ARFs may be involved in acoustic communication as well as predator detection ͑Imaizumi and Pollack, 1999͒. Cricket songs contain higher harmonics, which enhance the recognition and localization of the signals ͑Latimer and Lewis, 1986͒.
The population sizes of midfrequency and ultrasound ARFs are small ͑Fig. 2͒. For both populations, response slope, maximum number of spikes, and maximum firing rate are high. Steep response slope may facilitate high-resolution sound-amplitude discrimination, which may be suitable for sound localization based on inputs from small numbers of ARFs. High spike counts and firing rate may also, through temporal summation, allow these ARFs to provide powerful inputs to central neurons, despite their small numbers. Presumably, these mechanisms facilitate predator detection by small populations of ARFs.
Low-frequency ARFs are over-represented, comprise two distinct anatomical types ͑BC and MT types͒, and may play different roles in acoustic communication. The lower threshold, wider dynamic range, and sharper tuning of MT types are suitable for processing songs of distant conspecific mates, although their shallow response slope may not be ideal for sound-amplitude discrimination. This may be related to the relatively poor acuity of phonotaxis at low sound levels ͑Schmitz, 1985͒. Based on anatomy, MT types are good candidates for providing direct inputs to AN1 ͑see also Hennig, 1988͒, which in turn sends information to the brain. FIG. 12 . Frquency selectivity (Q 75% ) of four ARF populations. Q 75% was calculated as best frequency divided by bandwidth at 75% of the maximum response ͑Imaizumi and Pollack, 1999͒. The higher the Q 75% , the more sharply the ARF is tuned. MT types are more sharply tuned to CF than other populations. These significant differences are not due to a fortuitous difference in the particular sound levels above threshold within the sound-level range compared ͑MT types vs BC types; pϭ0.685 by Mann-Whitney U test, MT types vs midfrequency ARFs; pϭ0.458, MT types vs ultrasound ARFs; pϭ0.186͒. Stimulus level above threshold ͑ϩTH͒ is shown at the top right. Different populations are illustrated with different fill patterns. Sample sizes are given at the bottom of box plots. See the caption of Fig. 7 for explanation of box plots and statistics.
An ascending pathway is required for phonotaxis ͑Pollack and Hoy, 1981͒, and AN1, in particular, is involved in sound recognition and localization ͑Schildberger, 1984; Schildberger and Hörner, 1988͒. MT types, as the probable source of song-related inputs to AN1 ͑Hennig, 1988͒, would thus appear to be crucial for acoustic communication. By contrast, the behavioral role of BC types is less clear. Anatomical evidence suggests that BC types may make few, if any, contacts with ON1 ͑Pollack and Imaizumi, 1999͒ and, as AN1's dendrites are in the same region as ON1's, extensive direct input from BC types to AN1 seems unlikely. Thus, it is less likely that BC types directly influence ascending information. Moreover, thresholds of most BC types ͑55-65 dB͒ are higher than that of behavior ͑45-50 dB SPL, Pollack and Plourde, 1982; Schmitz, 1985; Doolan and Pollack, 1985͒ . However, because of their steep response slope, FIG. 14. Scheme of physiological organization in four different ARF populations. Top row illustrates normalized spike-level functions. Spike counts were normalized to maximum response after subtraction of spontaneous rate from the raw data. Hence, spontaneous rate and maximum number of spikes are not considered in this scheme. Threshold and saturation were set as ϳ10% and 90% of the normalized response, although, in the actual data analysis, threshold varied from 5% to 14% because of the difference in maximum responses. Bottom row illustrates latency-level functions. Shapes of the functions were based on the observations. Three representative ARFs, with different thresholds illustrated by different dashed lines, were schematized. The values of threshold chosen are based on the distribution of threshold within each population. which is well suited for sound-amplitude discrimination and thus for sound localization ͓Fig. 7͑B͔͒, BC types may participate in increasing the accuracy of orientation at suprathreshold levels. Indeed, phonotaxis improves substantially with increasing stimulus levels ͑Schmitz, 1985͒, at which BC types would be recruited. The target neuron͑s͒ of BC types is not yet known, and so the pathway by which they might influence phonotaxis is unclear. Nevertheless, the anatomical differences between BC and MT types suggest that auditory input pertaining to intraspecific signals is separated into different pathways at the earliest level of neural processing. These different pathways may, at least partially, account for the large population size of low-frequency ARFs.
E. Minimum latency
BC types have significantly shorter minimum latency than the other three ARF populations. Minimum latency is accounted for mainly by conduction delay between the spike initiating site and the recording point ͑acoustic delay between the speaker and the ear is only ϳ1.1 ms͒. Somata of ARFs are tonotopically arrayed in the inner ear; lowfrequency-tuned somata are situated proximally, and highfrequency-tuned somata are distal ͑Oldfield et al., 1986͒. Therefore, conduction path length differs for ARFs with different CFs. However, the length of the array of somata is only ϳ270-400 m ͑Young and Ball, 1974; Imaizumi, 2001͒ . Given the mean conduction velocity of ARFs, ca. 2 m/s ͑Pollack and Faulkes, 1998͒, the differences in conduction delay due to soma position would be Ͻ0.2 ms, which is less than the 1-2 ms we observed between BC types and the other ARF populations ͑Fig. 11͒.
Conduction velocity is proportional to the square root of axon diameter. Thus, ARFs with shorter minimum latency ͑BC low-frequency ARFs͒ might have larger axon diameters. The soma sizes of ARFs vary according to position within the ear; somata of proximal and distal cells are larger than those of cells situated in the middle of the array ͑Young and Ball, 1974; Imaizumi, 2001͒. If we assume ͑as seems reasonable͒ that axon diameter varies with soma size, then it seems possible that the proximal-most receptor neurons correspond to the BC low-frequency ARFs ͑Imaizumi, 2001͒. However, this reasoning also predicts that ultrasound ARFs ͑distal͒ should have higher conduction velocities, and shorter minimum latencies, than receptor neurons situated in the middle of the array. As we discuss above, differences in conduction distance among the ARF types will have only a very small effect on minimum latency. Minimum latencies of ultrasound ARFs, however, were not shorter than those of MT low-frequency ARFs. It seems likely that other factors, in addition to conduction velocity, might contribute to differences in minimum latency. One possibility is the latency of spike initiation.
The minimum latency for ultrasound ARFs is longer than for BC types. Because ultrasound ARFs are involved in avoidance behavior, their minimum latency might be expected to be shorter than that of other ARFs. In locusts, too, high-frequency ͑including ultrasound͒ sensitive ARFs are presumably involved in negative phonotaxis ͑Robert, 1989; Dawson et al., 1997͒ , and yet have smaller diameter axons, and thus presumably lower conduction velocities, than lowfrequency sensitive ARFs ͑Halex et al., 1988͒. In crickets, the longer minimum latency for ultrasound ARFs is compensated at the central neuron level. AN2, a command neuron for negative phonotaxis ͑Nolen and Hoy, 1984͒, has a large axon diameter ͑Atkins and Pollack, 1986; Wohlers and Huber, 1985͒ , and sends information to the brain at high velocity.
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