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WAVEPACKETS IN INHOMOGENEOUS PERIODIC MEDIA:
PROPAGATION THROUGH A ONE-DIMENSIONAL BAND
CROSSING
ALEXANDER WATSON AND MICHAEL I. WEINSTEIN
Abstract. We consider a model of an electron in a crystal moving under the
influence of an external electric field: Schro¨dinger’s equation in one spatial
dimension with a potential which is the sum of a periodic function V and a
smooth function W . We assume that the period of V is much shorter than
the scale of variation of W and denote the ratio of these scales by . We
consider the dynamics of semiclassical wavepacket asymptotic (in the limit
 ↓ 0) solutions which are spectrally localized near to a crossing of two Bloch
band dispersion functions of the periodic operator − 1
2
∂2z + V (z). We show
that the dynamics is qualitatively different from the case where bands are
well-separated: at the time the wavepacket is incident on the band crossing, a
second wavepacket is ‘excited’ which has opposite group velocity to the incident
wavepacket. We then show that our result is consistent with the solution of a
‘Landau-Zener’-type model.
1. Introduction
In this work we study the non-dimensionalized, semi-classically scaled, time-dependent
Schro¨dinger equation for ψ(x, t) : R× [0,∞)→ C:
i∂tψ
 = −1
2
2∂2xψ
 + V
(x

)
ψ +W (x)ψ ≡ H ψ
ψ(x, 0) = ψ0(x).
(1.1)
Here,  is a positive real parameter which we assume to be small. We assume
throughout that the function V is smooth and 1-periodic so that:
(1.2) V (z + 1) = V (z) for all z ∈ R,
and that W is smooth with all derivatives uniformly bounded (this assumption
may be relaxed; see Remark 1.2 of [47]). Equation (1.1) is the independent-particle
approximation in condensed matter physics [2] for the dynamics of an electron in a
crystal described by periodic potential V , under the influence of an external electric
field generated by a ‘slowly varying’ potential W .
Let En denote the nth Bloch band dispersion function of the periodic operator
− 12∂2z +V (z). It is known that [6, 47] for any uniformly isolated, or non-degenerate,
band En (see Figure 1) there exists a family of explicit asymptotic solutions of
(1.1) known as semiclassical wavepackets which, for any fixed positive integer N ,
approximate exact solutions up to ‘Ehrenfest time’ t ∼ ln 1/ up to errors of order
N in L2x. The center of mass and average quasi-momentum of these solutions evolve
(up to errors of size o(1)) along classical trajectories generated by the ‘Bloch band’
Hamiltonian Hn := En(p) + W (q). We refer to such an asymptotic solution as a
wavepacket associated with the band En. The ‘Ehrenfest’ time-scale of validity of the
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Figure 1. Plot of the two lowest Bloch band dispersion functions
E1(p), E2(p) for the 1-periodic potential V (z) = 4 cos(2piz). Both
bands are isolated from each other and all other bands: for all
p ∈ [0, 2pi], G(E2(p)) > 0 and G(E1(p)) > 0 where G(En(p))
is the spectral band gap function (2.8). Consequently, the maps
p 7→ E1(p), E2(p) are smooth.
asymptotics is known to be the general limiting time-scale of validity of wavepacket,
or coherent state, approximations [41]. These results generalize to d-dimensional
analogs of (1.1) [47, 6], see also [24, 25, 39].
In this work we consider the following question concerning the dynamics of wave-
packets in a situation where two Bloch bands are not isolated:
Problem. Consider equation (1.1) with initial conditions given by a wavepacket
associated with a band En, for which the classical trajectories associated with Hn
pass through a point in phase space, (q∗, p∗), where the Bloch band En is degenerate;
see Figure 2. How are the dynamics different from the isolated band case?
More precisely, suppose that two bands En(p), En+1(p) touch at a quasi-momentum
p∗ in the Brillouin zone, but are otherwise non-degenerate in a neighborhood of
p∗ (see Figure 2). We study a wavepacket associated with the band En initially
localized in phase space on a classical trajectory (q(t), p(t)) generated by Hn which
encounters the crossing after some finite time t∗: for some t∗ > 0, limt↑t∗ p(t) = p∗1.
We now give a rough statement of our main results; a more precise statement
is given in Section 2. Assume that an ‘incident’ wavepacket is driven through the
crossing so that limt↑t∗ p˙(t) = limt↑t∗ ∂qW (q(t)) 6= 0. For a precise set up, see the
Band Crossing Scenario (Property 3.7). Our main results address:
(1) Quantifying the breakdown of ‘single-band’ description as t ↑ t∗;
Theorem 3.12: Fix any positive integer, N . For t  t∗, the solution
of (1.1) can be represented as a wavepacket associated with the band En
with errors which are O((
√
)N ) in L2(R). As t ↑ t∗, this ‘single-band’
description fails to capture the dynamics of the PDE to any order in
√

1The scenario we consider is non-generic: for generic periodic potentials in one spatial dimen-
sion, all bands are isolated [40, 33, 42]. Non-trivial periodic potentials exhibiting band crossings
may be explicitly displayed (see Section 3.2).
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Figure 2. Plot of the three lowest Bloch band dispersion func-
tions for V (z) = ℘1/2,iω′(z + iω
′), the ‘one-gap’ potential (see Ex-
ample 3.5), with ω′ = .8. The band E1(p) is isolated over the whole
Brillouin zone [−pi, pi], but the bands E2(p), E3(p) are degenerate
at p = 0. For this choice of potential, for all integers n ≥ 2 the
band En(p) is degenerate with the band En+1(p) at either p = 0
or p = pi. The one and only gap is shown.
higher than order (
√
)0 = 1, since it does not incorporate an excited wave
associated with the band En+1 whose norm grows to be of the order
√
 as
t approaches t∗ on the non-adiabatic time-scale s = (t− t∗)/√.
(2) Coupling of degenerate bands and excitation of a reflected wave-
packet; Theorem 3.20: For t ∼ t∗ and for t t∗ the solution of (1.1) is
well-approximated by the sum of two semiclassical wavepackets: a ‘trans-
mitted’ wavepacket associated with the band En+1 with L
2-norm of order
1 and a ‘reflected’ wavepacket associated with the band En with L
2-norm
of order
√
 (Figure 3). The size of the error terms is o(
√
) in L2(R).
The expansion is constructed via a rigorous matched-asymptotic analysis
in which the ‘transmitted’ and ‘reflected’ wave-packets evolve on the emer-
gent non-adiabatic time-scale s = (t− t∗)/√.
In Appendix A we show that these results are consistent with the solution of an
appropriate ‘Landau-Zener’-type model.
The proofs of Theorems 3.12 and 3.20 rely on the existence of smooth continu-
ations of the Bloch band dispersion functions En, En+1 through the crossing point
p∗; see Property 3.1 and Figure 4. Such continuations always exist in one spatial
dimension and more generally at arbitrary codimension 1 eigenvalue band crossings
(see Theorem 3.2, and [27] for the general case). The key tools in our proof are
the method of matched asymptotic expansions (following Hagedorn [27]) combined
with the basic result of Carles and Sparber [6] on semiclassical wavepacket solutions
in the presence of a periodic background potential.
Our proof does not readily generalize to cases where no smooth continuation
of eigenvalue bands exists; for example at ‘conical’, or ‘Dirac’, points which are
codimension 2 eigenvalue band crossings [16, 17, 14, 15, 13, 12]. The dynamics of
semiclassical wavepackets at such crossings was studied by Hagedorn in the context
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Figure 3. Schematic of center of mass location versus time of the
‘incident/transmitted’ wavepacket q+(t) and the ‘excited/reflected’
wavepacket q−(t), which satisfy (3.16) and (3.35). As t approaches
t∗ the average quasi-momentum of the incident wavepacket is de-
generate, i.e. p+(t
∗) = p∗ where E+(p∗) = E−(p∗). Inter-
band coupling is non-negligible, occurs over the emergent non-
adiabatic time-scale s := t−t
∗√

= O(1) and excites a second
wavepacket. The size in L2 of the ‘excited’ wavepacket is smaller
than that of the ‘incident’ wavepacket by a factor of
√
 and pro-
portional to the ‘coupling coefficient’ 〈χ−(·; p∗)|∂pχ+(·; p∗)〉. Here
E±(p), χ±(z; p) refer to the smooth continuations of the band
eigenpairs En(p), En+1(p), χn(z; p), χn+1(z; p) through the cross-
ing (see Property 3.1 and Figure 4). Such continuations always
exist at one-dimensional band crossings (Theorem 3.2).
of the Born-Oppenheimer approximation of molecular physics [27]. Adapting his
methods to the present context is the subject of ongoing work. A model of the
dynamics at a ‘conical’ codimension 2 Bloch band degeneracy was derived in [23].
Quantum dynamics at an eigenvalue band crossing was studied by Landau [34]
and Zener [49] in the 1930s. Their simplified model, involving an explicitly time-
dependent Hamiltonian, captures many of the essential features of the dynamics in
a neighborhood of the crossing.
For a review of their work, see [37]. A rigorous proof of their main result, the
‘Landau-Zener’ formula for the probability of an inter-band transition, was given
by Hagedorn [26] for the case of an ‘avoided’ crossing. Validity of the formula for
true crossings was then proved by Joye [32]. In Appendix A we show that our
main theorem (Theorem 3.20) is consistent with the solution of an appropriate
‘Landau-Zener’-type simplified model of the present problem.
The propagation of Wigner measures through crossings (both true and avoided)
in the context of the Born-Oppenheimer approximation has been studied by Fermanian-
Kammerer, Lasser, and others [18, 19, 35, 21, 7, 20, 8, 22]. The dynamics of
semiclassical wavepackets at an avoided crossing in this context was studied by
Hagedorn and Joye [28]. A discussion of crossing phenomena from the perspective
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Figure 4. Plot of the maps E+(p), E−(p) defined by (3.3) with
n = 2 and where E2(p), E3(p) are the second and third lowest Bloch
band dispersion functions when V (z) = ℘1/2,iω′(z+ iω
′), the ‘one-
gap’ potential with ω′ = .8. The lowest three Bloch bands of this
potential are shown in Figure 2.
of normal forms and microlocal analysis was given by Colin de Verdiere et al. [45,
43, 44].
1.1. Notation.
• We introduce a natural set of function spaces which encode both smoothness
and spatial decay. For every l ∈ N:
(1.3) Σl(R) :=
f ∈ L2(R) : ‖f‖Σl := ∑|α|+|β|≤l ‖yα(−i∂y)βf(y)‖L2y <∞
 .
• The space of Schwartz functions S(R) is the space of functions defined as:
(1.4) S(R) := ∩l∈NΣl(R).
• We will refer throughout to the space of L2-integrable functions which are
1−periodic:
(1.5) L2per :=
{
f ∈ L2loc(R) : f(z + 1) = f(z) at almost every z ∈ R
}
.
• For functions of period 1, the Brillouin zone B may be chosen to be any
real interval of length 2pi. To arrange that the band degeneracy occurring
at quasi-momentum p∗ = pi is located at an interior point of B, we fix
B := [0, 2pi].
• Conventions for L2-inner products and induced norms:
(1.6) 〈f |g〉L2(D) :=
∫
D
f(x)g(x) dx, ‖f‖L2(D) := 〈f |f〉1/2L2(D)
For brevity, when D = R we omit the domain of integration:
(1.7) 〈f |g〉L2 :=
∫
R
f(x)g(x) dx, ‖f‖L2 := 〈f |f〉1/2L2 ,
6 ALEXANDER WATSON AND MICHAEL I. WEINSTEIN
and when D = [0, 1] we omit all subscripts:
(1.8) 〈f |g〉 :=
∫
[0,1]
f(x)g(x) dx, ‖f‖ := 〈f |f〉1/2 .
• We make the following convention for the Fourier transform and its inverse:
(1.9) Fx{f(x)}(ξ) :=
∫ ∞
−∞
e−2piiξxf(x) dx, F−1ξ {g}(x) :=
∫ ∞
−∞
e2piiξxg(ξ) dξ.
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2. Review of Floquet-Bloch theory and the isolated band theory of
wavepackets
2.1. Floquet-Bloch theory. In order to state our results we require some back-
ground on the spectral theory of the Schro¨dinger operator:
(2.1) H := −1
2
∂2z + V (z)
where V is 1-periodic (see [33, 40] for proofs and details). Consider the family of
self-adjoint eigenvalue problems parameterized by the real parameter p:
HΦ(z; p) = E(p)Φ(z; p)
Φ(z + 1; p) = eipΦ(z; p) for all z ∈ R.(2.2)
Because of the explicit 2pi-periodicity of the boundary condition, there is no loss
of generality in restricting our attention to p ∈ B, where B is any real interval
of length 2pi. B is usually fixed to be [−pi, pi] or [0, 2pi] and referred to as the
Brillouin zone. The eigenvalue problem (2.2) is equivalent (by the transformation
Φ(z; p) = eipzχ(z; p)) to the family of self-adjoint eigenvalue problems with 1-
periodic boundary conditions:
H(p)χ(z; p) = E(p)χ(z; p)
χ(z + 1; p) = χ(z; p) for all z ∈ R
H(p) :=
1
2
(p− i∂z)2 + V (z).
(2.3)
For fixed p, the spectrum of the equivalent operators (2.2) and (2.3) is real and
discrete and the eigenvalues can be ordered with multiplicity:
(2.4) E1(p) ≤ E2(p) ≤ ... ≤ En(p) ≤ ... .
The maps p 7→ En(p), for p varying over B, are known as the spectral band func-
tions. Their graphs are Lipschitz continuous and are called the dispersion curves of
H. The set of all dispersion curves as p varies over B is called the band structure
of H (2.1). The associated normalized eigenfunctions χn(z; p) of (2.3) are a basis
of the space:
(2.5) L2per :=
{
f ∈ L2loc : f(z + 1) = f(z) at almost every z ∈ R
}
,
and any function in L2(R) may be expressed as a superposition of Bloch waves:
(2.6)
{
Φn(z; p) = e
ipzχn(z; p) : n ∈ N, p ∈ B
}
.
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The L2-spectrum of the operator (2.1) is the union of the real intervals swept out
by the spectral band functions En(p):
(2.7) σ(H)L2(Rd) = ∪n∈R {En(p) : p ∈ B} .
We define a measure of the spectral gap or separation at quasimomentum p ∈ B
between En and all other spectral band functions satisfying (2.3):
(2.8) G(En(p)) := min
m 6=n
|En(p)− Em(p)|.
We make the following definitions:
Definition 2.1. Let En(p) denote an eigenvalue band of either of the equivalent
eigenvalue problems (2.2), (2.3) and let p˜ ∈ B. If:
(2.9) G(En(p˜)) > 0,
then we will say that En(p) is isolated at p˜. If:
(2.10) G(En(p˜)) = 0,
then we will say that En(p) is involved in a Bloch band degeneracy or band crossing
at p˜.
2.2. Isolated band theory.
Property 2.2 (Isolated Band Property). Let En denote a band dispersion function
satisfying (2.3) for p ∈ B. Let t0 < t1 ≤ ∞ and q0, p0 ∈ R × B be such that the
equations of motion of the classical Hamiltonian Hn(p, q) := En(p) +W (q):
q˙(t) = ∂pEn(p(t)), p˙(t) = −∂qW (q(t))(2.11)
q(t0) = q0 p(t0) = p0
have a unique smooth solution (q(t), p(t)) for t ∈ [t0, t1) such that En is isolated
along the trajectory (q(t), p(t)) for t ∈ [t0, t1); i.e:
(2.12) M(t0, t1) := inf
t∈[t0,t1)
G(En(p(t))) > 0,
where G(En(p)) is defined by (2.8).
For arbitrary constant S0 ∈ R we let S(t) denote the classical action along the
path (q(t), p(t)):
(2.13) S(t) = S0 +
∫ t
t0
p(t′)∂pEn(p(t′))− En(p(t′))−W (q(t′)) dt′.
For arbitrary a00(y) ∈ S(R), let a0(y, t) denote the unique solution of Schro¨dinger’s
equation with a time-dependent harmonic oscillator Hamiltonian depending para-
metrically on the classical trajectory (q(t), p(t)) with initial data specified at t0 by
a00(y):
i∂ta
0(y, t) =H (t)a0(y, t),
H (t) :=
1
2
∂2pEn(p(t))(−i∂y)2 +
1
2
∂2qW (q(t))y
2 + ∂qW (q(t))An(p(t)),
a0(y, t0) = a
0
0(y).
(2.14)
Here, p ∈ B 7→ An(p) denotes the n-th band Berry connection (see Section 1.1 for
conventions regarding inner products and norms):
(2.15) An(p) := i 〈χn(·; p))|∂pχn(·; p)〉 .
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Since the χn(z; p) are assumed normalized: for all p ∈ R, ‖χn(·, p)‖ = 1, it follows
that An(p) is real-valued. The term ∂qW (q(t))An(p(t)) in (2.14) depends only on t
and leads to an overall phase shift in the solution of (2.14) known as Berry’s phase.
Remark 2.3. Given any path p(t) through parameter space which does not self-
intersect (i.e. p(t1) = p(t2) =⇒ t1 = t2 for all t1, t2) it is possible to choose phases
of the eigenfunctions χn(z; p) in such a way that the Berry connection (2.15) is zero
when evaluated along the curve p(t) for all t. This choice is known as the adiabatic
gauge. See Proposition 3.1 of [27], for example. In dimensions greater than 1, the
integral of the Berry connection along a closed path through parameter space is not,
in general, zero and is physically observable [3].
We now state a mild refinement of the result of Carles-Sparber [6] which we find
more directly applicable:
Theorem 2.4 (Order 1 wave-packet). Let (q(t), p(t)) denote the classical trajectory
generated by the Hamiltonian Hn(p, q) = En(p) +W (q), where p 7→ En(p) denotes
the nth spectral band function for the periodic Schro¨dinger operator − 12∂2z + V (z).
Assume that band En satisfies the Isolated Band Property 2.2 along the trajectory
(q(t), p(t)) for t ∈ [t0, t1), i.e. M(t0, t1) > 0; see (2.12).
Let S(t) be as in (2.13) with S0 ∈ R and a0(y, t) be the unique solution of (2.14)
with initial data a00(y) ∈ S(R).
Then, for sufficiently small  > 0 the following holds. Let ψ(x, t) denote the
unique solution of the initial value problem (1.1) with approximate ‘Bloch wavepacket’
initial data given at t = t0:
i∂tψ
 = Hψ
ψ(x, t0) = 
−1/4 eiS0/eip0(x−q0)/ a00
(
x− q0√

)
χn
(x

; p0
)
.
(2.16)
For t ∈ [t0, t1), the solution evolves as a modulated ‘Bloch wavepacket’ plus a cor-
rector η(x, t):
(2.17)
ψ(x, t) = −1/4 eiS(t)/ eip(t)(x−q(t))/ a0
(
x− q(t)√

, t
)
χn
(x

; p(t)
)
+ η(x, t)
where the leading order term is of order 1 in L2(R) and the corrector η satisfies:
(2.18) ‖η(·, t)‖L2 ≤ Cec(t−t0)
√
, t0 ≤ t < t1.
The constants C > 0, c > 0 depend on M(t0, t1) and the initial data specified at
t0, are independent of  and do not depend otherwise on t0 and t1. Moreover, the
constant C in (2.18) satisfies C ↑ ∞ as M(t0, t1) ↓ 0.
In particular, if M(t0,∞) > 0 then
(2.19) sup
t∈[t0,C˜ ln 1/]
‖η(·, t)‖L2 = o(1),
where C˜ is any constant such that C˜ < 12c .
Remark 2.5. The timescale t ∼ ln 1/ is known as ‘Ehrenfest time’ and is known to
be the general limit of applicability of wavepacket, or coherent state, approximations
(see [41] and references therein).
PROPAGATION THROUGH A ONE-DIMENSIONAL BAND CROSSING 9
It is convenient at this point to introduce a short-hand notation for the leading
order (O(1) in L2) ‘Bloch wavepacket’ asymptotic solution associated with the band
En with centering along the classical trajectory (q(t), p(t)) and envelope function
a0(y, t) (2.17):
WP0,[S(t), q(t), p(t), a0(y, t), χn(z; p(t))](x, t) :=
−1/4 eiS(t)/ eip(t)(x−q(t))/ a0
(
x− q(t)√

, t
)
χn
(x

; p(t)
)
.
(2.20)
In our analysis we require a refinement of Theorem 1.1 of [47] where it was demon-
strated how to compute corrections to the asymptotic solution (2.17) in order to
improve the error bound (2.18) by a factor of
√
.
For any a10(y) ∈ S(R), let a1(y, t) denote the unique solution of the following
inhomogeneous Schro¨dinger equation with initial data specified at t0 by a
1
0(y) driven
by the solution a0(y, t) of (2.14):
( i∂t − H (t) ) a1(y, t) = I (t)a0(y, t),
I (t) :=
1
6
∂3pEn(p(t))(−i∂y)3 +
1
6
∂3qW (q(t))y
3
+ ∂qW (q(t))∂pAn(p(t))(−i∂y) + ∂2qW (q(t))An(p(t))y,
a1(y, t0) = a
1
0(y).
(2.21)
Again, An(p) denotes the Berry connection, displayed in (2.15). We next introduce
a convenient short-hand notation for the ‘Bloch wavepacket’ asymptotic solution
associated with the band En including a first-order in
√
 correction to WP0, in
(2.20):
WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](x, t) :=
−1/4eiS(t)/eip(t)(x−q(t))/
{
a0
(
x− q(t)√

, t
)
χn
(x

; p(t)
)
+
√

[
a1
(
x− q(t)√

, t
)
χn
(x

; p(t)
)
+ (−i∂y)a0
(
x− q(t)√

, t
)
∂pχn
(x

; p(t)
)]}
.
(2.22)
Then, we have the following mild generalization of the result of Theorem 1.1 in
[47]:
Theorem 2.6 (Order 1 wave-packet with order
√
 correction). Assume the same
setting as in Theorem 2.4, in particular that the Isolated Band Property 2.2 holds
along the trajectory (p(t), q(t)) of the classical Hamiltonian Hn = En(p)+W (q) for
t ∈ [t0, t1), where t0 < t1 ≤ ∞.
Let S(t) be as in (2.13) with initial action S(0) = S0 ∈ R. Let a0(y, t) as in
(2.14) and a1(y, t) be as in (2.21) with a00(y) and a
1
0(y) ∈ S(R).
Then, for sufficiently small  > 0, we have that the unique solution ψ(x, t) of
the initial value problem (1.1) with approximate ‘Bloch wavepacket’ initial data with
corrections proportional to
√
 given at t = t0:
i∂tψ
 = Hψ
ψ(x, t0) = WP
1,[S0, q0, p0, a
0
0(y), a
1
0(y), χn(z; p0)](x) +OL2x()
(2.23)
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evolves as a modulated ‘Bloch wavepacket’ plus a corrector η(x, t):
(2.24) ψ(x, t) = WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](x, t) + η
(x, t)
where the corrector η satisfies, for t ∈ [t0, t1), the bound:
(2.25) ‖η(·, t)‖L2 ≤ Cect
where the constants C > 0, c > 0 are as stated in Theorem 2.4.
Furthermore, it follows that if M(t0,∞) > 0, then we have the following error
bound on the Ehrenfest time-scale:
(2.26) sup
t∈[0,C˜ ln 1/]
‖η(·, t)‖L2 = o(
√
),
where C˜ is any constant such that C˜ < 12c , cf. (2.19).
Remark 2.7. By a natural extension of the methods of [6] and [47] one may derive,
for any integer k ≥ 0, ‘kth-order Bloch wavepacket’ approximate solutions:
(2.27) WPk,[S(t), q(t), p(t), a0(y, t), a1(y, t), a2(y, t), ..., ak(y, t), χn(z; p(t))](x, t)
such that the exact solution ψ(x, t) of (1.1) with ‘k-th order Bloch wavepacket’
initial data:
(2.28) ψ0(x) = WP
k,[S0, q0, p0, a
0
0(y), a
1
0(y), a
2
0(y), ..., a
k
0(y), χn(z; p0)](x)
satisfies:
ψ(x, t) = WPk,[S(t), q(t), p(t), a0(y, t), a1(y, t), a2(y, t), ..., ak(y, t), χn(z; p(t))](x, t)
+ oL2x(
k/2)
(2.29)
up to ‘Ehrenfest time’ t ∼ ln 1/. Note that each function WPk,[...](x, t) depends on
k+1 envelope functions a0(y, t), a1(y, t), a2(y, t), ..., ak(y, t), each of which satisfies a
suitable Schro¨dinger equation driven by the k previously defined envelope functions.
Hence a2(y, t) satisfies a Schro¨dinger equation driven by a0(y, t) and a1(y, t) and
so on.
3. Statement of results on dynamics at band crossings
3.1. Linear band crossings. We next give a precise discussion of the character of
one-dimensional Bloch band degeneracies (band crossings). The following property
describes a linear band crossing, illustrated in Figures 2 and 4. In Theorem 3.2 we
assert that all band crossings in one dimension are of this type:
Property 3.1 (Linear band crossing). Let En(p), En+1(p) denote two spectral band
functions satisfying (2.3) for p ∈ B. Let p∗ ∈ U , where U is an open subset of B,
be such that:
(A1) The bands En and En+1 are degenerate at p
∗, and this degeneracy is unique
in U :
En(p
∗) = En+1(p∗)
if p˜∗ ∈ U and En(p˜∗) = En+1(p˜∗), then p˜∗ = p∗.(3.1)
(A2) The bands En+1, En are uniformly isolated from the rest of the spectrum
for all p ∈ U , i.e. there exists a positive constant M > 0 such that:
(3.2) min
p∈U
min
m/∈{n,n+1}
{|Em(p)− En+1(p)|, |En(p)− Em(p)|} ≥M > 0
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(A3) The maps:
p 7→ (E+(p), χ+(z; p)) :=
{
(En(p), χn(z; p)) for p ∈ U and p < p∗
(En+1(p), χn+1(z; p)) for p ∈ U and p ≥ p∗
p 7→ (E−(p), χ−(z; p)) :=
{
(En+1(p), χn+1(z; p)) for p ∈ U and p < p∗
(En(p), χn(z; p)) for p ∈ U and p ≥ p∗
(3.3)
are smooth for all p ∈ U .
(A4) The bands E+, E− satisfy ∂pE+(p∗) > 0, ∂pE−(p∗) < 0 and in particular:
(3.4) ∂pE+(p
∗)− ∂pE−(p∗) = 2∂pE+(p∗) > 0.
Caveat Lector! In (3.3), the notation + and − refers to the slope of the smooth
band functions at the crossing point: ∂pE+(p
∗) > 0, ∂pE−(p∗) < 0. This is not to
be confused with an ordering of the bands themselves. Indeed, with our conventions
we have:
(3.5) for p ∈ U and p < p∗: E+(p) = En(p) < En+1(p) = E−(p).
It is useful to view the functions E+(p), E−(p) as smooth continuations of the
band functions En(p), En+1(p) from the interval {p ∈ U : p ≤ p∗} to the interval
{p ∈ U : p > p∗}. We will refer to any band crossing satisfying Property 3.1 as a
linear crossing. In one spatial dimension, all band crossings are linear. Moreover,
crossings can only occur at 0 or pi (modulo 2pi):
Theorem 3.2. Let En(p), En+1(p) denote spectral band functions satisfying (2.3)
for p ∈ B, and let p∗ ∈ B be such that En(p∗) = En+1(p∗). Then:
(1) p∗ = 0 or pi (modulo 2pi).
(2) There exists an open interval U containing p∗ such that hypotheses (A1)-
(A4) of Property 3.1 hold.
The proof of Theorem 3.2 follows from the fact that the eigenvalue problem (2.2)
has the form of an ordinary differential equation with real and periodic coefficients
and may therefore be put into the form of Hill’s equation, for which a well-developed
theory exists [36, 11, 40]. For a self-contained proof, see Appendix B.1 of [46].
Corollary 3.3. Let En(p), En+1(p) denote spectral band functions in one dimen-
sion which cross at some p∗ ∈ B. Let P⊥± (p) denote the projection onto the orthog-
onal complement in L2per of the functions χ+(z; p), χ−(z; p), defined for p ∈ U by
(3.3). Then:
(3.6) ‖(H(p)− Eσ(p))−1P⊥± (p)‖L2per→H2per ≤
1
M
, σ = ±, p ∈ U.
where M > 0 is the constant appearing in (3.2).
The bound (3.6) follows immediately from (3.2). When we consider the dynamics
of wavepackets associated with En(p) or En+1(p) and spectrally localized close to
p∗, the gap condition (3.2) and Corollary 3.3 will allow us to bound contributions
to the solution from all bands other than En(p) and En+1(p) uniformly through
the crossing time, see Appendix D of [47] for details.
Remark 3.4. Theorem 3.2 does not generalize to spatial dimensions larger than
one. Indeed, at so-called ‘conical’ or ‘Dirac’ points, which occur in the spectral
band structure of two-dimensional periodic Schro¨dinger operators with honeycomb
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lattice symmetry, the local band structure is the union of Lipschitz surfaces [16, 17]
and the map p 7→ χn(z; p) from the Brillouin zone to the Bloch eigenfunctions is
discontinuous [17].
3.2. Examples of potentials with linear band crossings.
Example 3.5 (m− gap potentials). Let ω1, ω3 ∈ C with Im (ω3/ω1) 6= 0. Define
℘ω1,ω3(z), the Weierstrass elliptic function with periods 2ω1, 2ω3 by:
(3.7) ℘ω1,ω3(z) :=
1
z2
+
∑
(m,n)∈Z×Z,
(m,n) 6=(0,0)
1
(z − 2mω1 − 2nω3)2 −
1
(2mω1 + 2nω3)2
.
The function ℘ω1,ω3(z) is doubly-periodic and even:
℘ω1,ω3(z + 2ω1) = ℘ω1,ω3(z + 2ω3) = ℘ω1,ω3(z)
℘ω1,ω3(−z) = ℘ω1,ω3(z),
(3.8)
and has poles of degree two at the points Ωm,n = 2mω1+2nω3 for all (m,n) ∈ Z×Z.
If ω1 = ω, ω3 = iω
′ with ω, ω′ ∈ R and ω > 0, then ℘ω,iω′(z) is real for z such that
Re z ∈ {0, ω} or Im z ∈ {0, ω′} by the symmetries (3.8). Now fix ω = 1/2, and
define for any ω′ ∈ R with ω′ 6= 0 and positive integer m:
(3.9) V (z) :=
m(m+ 1)
2
℘1/2,iω′(z + iω
′).
Then for z ∈ R, V (z) is a real, smooth, 1-periodic function.
The m lowest Bloch band dispersion functions defined by (2.3) for this potential
are non-degenerate for all p ∈ B, but for every n > m, the band En(p) has a linear
crossing with the band En+1(p) at p = 0 or p = pi [36]. Such potentials are known
as ‘m-gap’ potentials since the L2(R) spectrum of the operator − 12∂2z +V (z) in this
case consists of m + 1 real intervals with m ‘gaps’ between them. Indeed, all ‘m-
gap’ potentials, for positive integers m, are elliptic functions [29]. Any Weierstrass
elliptic function may be written in terms of Jacobi elliptic functions; for more detail
see [5, 48, 9, 1, 38].
The lowest three bands of a ‘one-gap’ potential are shown in Figure 2. The
smooth bands at the linear crossing between the second and third bands defined by
(3.3), whose existence is ensured by Theorem 3.2, are shown in Figure 4.
Example 3.6 (Trivial band crossings). Every Bloch band of a 1/2− periodic func-
tion regarded as a 1-periodic function is degenerate. To see this, let V (z) be 1/2-
periodic. We may plot the band structure of the operator − 12∂2z+V (z) with respect to
the natural 4pi-periodic Brillouin zone, which we take for concreteness to be [0, 4pi].
We may also treat V (z) as a 1-periodic potential and plot its band structure with
respect to the 2pi-periodic Brillouin zone [0, 2pi]. But it is clear that any eigenpair of
the 1/2-periodic eigenvalue problem will also be an eigenpair of the 1-periodic eigen-
value problem. Hence the band structure of the 1-periodic operator is nothing but
the band structure of the 1/2-periodic operator ‘folded over’ onto the shorter inter-
val. More precisely, eigenvalues of the 1/2-periodic operator with quasi-momentum
p ∈ [2pi, 4pi] will be eigenvalues of the 1-periodic operator with quasi-momentum
p − 2pi. For an example, see Figure 5. The converse of this argument also holds:
whenever all ‘odd-numbered’ gaps close, then V (z) is 1/2-periodic. Analogous state-
ments hold for 1/2n-periodic potentials for any natural number n [4, 30, 40]. We
will refer to such crossings as ‘trivial’, since they may be removed by a proper choice
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Figure 5. Lowest Bloch bands when V (z) = 4 cos(4piz), viewed
as a 1/2-periodic potential and plotted over the natural Brillouin
zone in this case [0, 4pi] (a) and viewed as a 1-periodic potential
and plotted over [0, 2pi] (b). When V (z) is viewed as a 1-periodic
potential, every Bloch band is degenerate at p = pi.
of Brillouin zone. The amplitude of the ‘excited’ wave due to such crossings is zero;
see Remark 3.14 and Appendix B.
3.3. Band crossing dynamics. We now make precise the scenario of a wavepacket
whose quasi-momentum is driven by the external potential W towards a quasi-
momentum p∗ ∈ B at which there is a linear band crossing; see Property 3.1.
Property 3.7 (Band Crossing Scenario). Let En, En+1 denote spectral band func-
tions associated with the eigenvalue problem (2.3) for p ∈ B which have a lin-
ear crossing in the sense of Property 3.1 at p∗. Let q0, p0 ∈ R × B be such
that G(En(p0)) > 0 (i.e. the band En(p) is isolated at p0: recall the defini-
tion of the spectral gap function G (2.8)). We assume the existence of a positive
constant t∗ > 0 such that the equations of motion of the classical Hamiltonian
Hn(q, p) := En(p) +W (q):
q˙(t) = ∂pEn(p(t)) p˙(t) = −∂qW (q(t))(3.10)
q(0) = q0 p(0) = p0
have a unique smooth solution (q(t), p(t)) ⊂ R × B for all t ∈ [0, t∗) such that the
Bloch band function En is isolated when evaluated at p(t) for every t ∈ [0, t∗):
(3.11) for all t ∈ [0, t∗), G(En(p(t))) > 0 and lim
t↑t∗
p(t) = p∗.
Let q∗ denote the limit: limt↑t∗ q(t). We assume that the wavepacket is ‘driven’
towards the crossing in the following sense:
(3.12) lim
t↑t∗
p˙(t) = −∂qW (q∗) > 0.
Remark 3.8. We choose the sign of −∂qW (q∗) in (3.12) to be positive without loss
of generality. Note that it follows from (3.12) that for t < t∗ with |t−t∗| sufficiently
small, p(t) < p∗: i.e. the wave-packet quasi-momentum approaches p∗ ‘from the
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left’. As a consequence the ‘smooth extension’ of the map t 7→ En(p(t)) for t ≥ t∗
makes use of E+(p(t)) rather than E−(p(t)); see Proposition 3.9.
We aim to describe the solution of the PDE (1.1) with ‘Bloch wavepacket’ initial
data of the form:
(3.13) ψ(x, 0) = WP1,[S0, q0, p0, a
0
0(y), a
1
0(y), χn(z; p0)](x) ;
in the Band Crossing Scenario (Property 3.7) up to errors of oL2(
√
) for t up to and
greater than the crossing time t∗. Here, a00, a
1
0 ∈ S(R), S0 ∈ R, and the WP1,[...]
notation is as in (2.22).
Note that for t < t∗, (3.11) implies that Property 2.2 holds with t0 = 0 and
t1 = t. By Theorem 2.6 the solution ψ
(x, t) of (1.1) satisfies, for fixed t and  ↓ 0:
(3.14) ψ(x, t) = WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](x, t) +OL2()
where q(t), p(t), S(t), a0(y, t), a1(y, t) are as in (3.10), (2.13), (2.14), and (2.21) re-
spectively.
Two difficulties arise in estimating the error term in (3.14) for t ≥ t∗:
Difficulty 1. The functions q(t), p(t), S(t), a0(y, t), a1(y, t), χn(z; p(t)), and
∂pχn(z; p(t)), and therefore the function:
(3.15) WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](x, t),
are not well-defined at t = t∗ since the band function En(p) and its associated
eigenfunctions χn(z; p) are not smooth in p at p
∗.
Difficulty 2. The L2x-norm of the error in the approximation (3.14) depends di-
rectly on the inverse of the spectral gap function G(En(p(t))), which blows up as
t ↑ t∗ since |G(En(p(t)))| ∼ |En+1(p(t))− En(p(t))| ↓ 0.
We return to Difficulty 2 below: see Theorem 3.12 and Corollary 3.16.
3.4. Resolution of Difficulty 1; Smooth Continuation of Bands. Difficulty
1 may be overcome by making proper use of the smooth band functions E+, E−;
see (3.3) in Property 3.1, Theorem 3.2 and Figure 4. The following proposition
shows how in the Band Crossing Scenario (Property 3.7), we may extend the map
[0, t∗)→ R×B, t 7→ (q(t), p(t)) to a smooth map over an interval [0, T ] with T > t∗
using the smooth band function E+:
Proposition 3.9. Assume the Band Crossing Scenario (Property 3.7) with crossing
occurring for t = t∗. Then for sufficiently small positive δ with 0 < δ < t∗, the
equations of motion of the classical Hamiltonian H+(q, p) := E+(p) + W (q) with
data specified at t∗:
q˙+(t) = ∂pE+(p+(t)), p˙+(t) = −∂qW (q+(t))(3.16)
q+(t
∗) = q∗ p+(t∗) = p∗
have a unique smooth solution (q+(t), p+(t)) ⊂ R × U over the interval t ∈ [t∗ −
δ, t∗ + δ] which satisfies:
(3.17) for all t ∈ [t∗ − δ, t∗), q(t) = q+(t), p(t) = p+(t).
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Furthermore, for sufficiently small T ≥ t∗+δ > 0, there exists a solution (qn+1(t), pn+1(t))
⊂ R × B of the equations of motion of the classical Hamiltonian Hn+1(q, p) :=
En+1(p) +W (q) over the interval t ∈ (t∗, T ] satisfying the limits:
q˙n+1(t) = ∂pEn+1(pn+1(t)) p˙n+1(t) = −∂qW (qn+1(t))(3.18)
lim
t↓t∗
qn+1(t) = q
∗ lim
t↓t∗
pn+1(t) = p
∗
such that G(En+1(pn+1(t))) > 0 for all t ∈ (t∗, T ]. This solution satisfies:
(3.19) for all t ∈ (t∗, t∗ + δ], q+(t) = qn+1(t), p+(t) = pn+1(t).
It follows from (3.17) and (3.19) that the map:
(3.20) t 7→ (q+(t), p+(t)) :=

(q(t), p(t)) for t ∈ [0, t∗ − δ]
(q+(t), p+(t)) for t ∈ [t∗ − δ, t∗ + δ]
(qn+1(t), pn+1(t)) for t ∈ [t∗ + δ, T ]
is smooth as a map [0, T ]→ R× B.
Proof. The potential W is smooth by assumption, the band functions En, En+1
are smooth everywhere away from p∗, and the band function E+ is smooth in
U , a neighborhood of p∗. The proposition then follows easily from existence and
uniqueness for solutions of ODEs with smooth coefficients. 
Corresponding to the smooth extension t 7→ (q+(t), p+(t)) we may define the
smooth extension of χn(z; p(t)) through the crossing:
(3.21) t 7→ X+(z; p+(t)) :=

χn(z; p(t)) for t ∈ [0, t∗ − δ]
χ+(z; p+(t)) for t ∈ [t∗ − δ, t∗ + δ]
χn+1(z; pn+1(t)) for t ∈ [t∗ + δ, T ]
.
Finally, using the smooth maps t 7→ (q+(t), p+(t)) and t 7→ X+(z; p+(t)), we intro-
duce smooth extensions of the functions a0(y, t), a1(y, t), and S(t) over the whole
interval t ∈ [0, T ] as follows:
Definition 3.10 (Smooth extensions of a0(y, t), a1(y, t), and S(t)). Let:
(3.22) S∗ := lim
t↑t∗
S(t), a0,∗(y) := lim
t↑t∗
a0(y, t), and a1,∗(y) := lim
t↑t∗
a1(y, t).
Then let S+(t), a
0
+(y, t), and a
1
+(y, t) be defined for t ∈ [t∗ − δ, t∗ + δ] by (2.13),
(2.14), and (2.21) with t0 = t
∗, and where all dependence on p(t), q(t), En(p(t)),
χn(z; p(t)), and W (q(t)) is replaced by dependence on p+(t), q+(t), E+(p+(t)),
χ+(z; p+(t)), and W (q+(t)) respectively, and:
(3.23) S+(t
∗) = S∗, a0+(y, t
∗) = a0,∗(y), and a1+(y, t
∗) = a1,∗(y).
Then let Sn+1(t), a
0
n+1(y, t), a
1
n+1(y, t) be defined for t ∈ (t∗, T ] by equations (2.13),
(2.14), and (2.21), replacing dependence on p(t), q(t), En(p(t)), χn(z; p(t)), and
W (q(t)) by dependence on pn+1(t), qn+1(t), En+1(pn+1(t)), χn+1(z; pn+1(t)), and
W (qn+1(t)) and the limits:
(3.24) lim
t↓t∗
Sn+1(t) = S
∗, lim
t↓t∗
an+1(y, t) = a
0,∗(y), and lim
t↓t∗
a1(y, t) = a1,∗(y).
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We denote by S+(t), a
0
+(y, t), and a
1
+(y, t) smooth maps defined over the whole
interval t ∈ [0, T ] defined analogously to (3.20) so that, for example:
(3.25) t 7→ a0+(y, t) :=

a0(y, t) for t ∈ [0, t∗ − δ]
a0+(y, t) for t ∈ [t∗ − δ, t∗ + δ]
a0n+1(y, t) for t ∈ [t∗ + δ, T ]
.
We now define a first-order wavepacket smoothly continued through the crossing,
an expression which is smooth for all t ∈ [0, T ] by (recall the definition of WP1,
(2.22)):
WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t) :=
:=

WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](x, t) for t ∈ [0, t∗ − δ]
WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t), χ+(z; p(t))](x, t) for t ∈ [t∗ − δ, t∗ + δ]
WP1,[Sn+1(t), qn+1(t), pn+1(t), a
0
n+1(y, t), a
1
n+1(y, t), χn+1(z; p(t))](x, t) for t ∈ [t∗ + δ, T ]
.
(3.26)
Remark 3.11. By construction, (3.26) is a wavepacket associated with the band
En for t ∈ [0, t∗− δ], a wavepacket associated with the band En+1 for t ∈ [t∗+ δ, T ],
and a wavepacket associated with the ‘smooth transition’ E+ for t ∈ [t∗ − δ, t∗ + δ].
3.5. Resolution of Difficulty 2; Incorporation of the second band and a
new, fast / non-adiabatic, time-scale. We first present a result which quanti-
fies, through a blow-up rate of the error bound, the breakdown of the single band
approximation (3.14) as t ↑ t∗:
Theorem 3.12. Assume the Band Crossing Scenario (Property 3.7). Assume
a00(y) and a
1
0(y) ∈ S(R) and let ψ(x, t) denote the unique solution of (1.1) with
‘Bloch wavepacket’ initial data:
(3.27) ψ(x, 0) = WP1,n [S0, q0, p0, a
0
0(y), a
1
0(y), χn(z; p0)](x).
Then for t ∈ [0, t∗), ψ(x, t) satisfies:
(3.28)
ψ(x, t) = WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x) + η
(x, t)
where WP1,+ (x, t) is given by (3.26). Moreover, the corrector η
(x, t) satisfies the
following bound for 0 < t < t∗, which blows up as t ↑ t∗:
‖η(·, t)‖L2 ≤ C |〈χ−(·; p∗)|∂pχ+(·; p∗)〉|
(

|t− t∗| +
3/2
|t− t∗|2
)
+O
(
, 3/2 ln |t− t∗|, 
3/2
|t− t∗|
)(3.29)
The constants in (3.29) (explicit and implied) are independent of t,  and are finite
as long as: ∂pE+(p
∗)− ∂pE−(p∗) = 2∂pE+(p∗) > 0 and ∂qW (q∗) 6= 0.
The proof of Theorem 3.12 is by explicit term by term estimation of the corrector
η(x, t). We demonstrate this procedure in Section 4 for the term which contributes
the first term on the right-hand side of the estimate (3.29). This term dominates
when t = t∗−ξ where 0 < ξ < 1/2 and hence controls the time interval of validity of
the single-band ansatz (see Corollary 3.16). All other terms in η may be bounded
similarly, see Appendix B.3 of [46].
PROPAGATION THROUGH A ONE-DIMENSIONAL BAND CROSSING 17
Remark 3.13. The manner in which the nonzero constants ∂pE+(p
∗)−∂pE−(p∗) =
2∂pE+(p
∗) and ∂qW (q∗) play a role in the bound (3.29) is seen in (4.22).
Theorem 3.12 shows that the single band ansatz, even when smoothly continued
through the linear band crossing, fails to give a good approximation (error of size
oL2x(
√
)) to the solution ψ(x, t) of equation (1.1) for small |t − t∗|. Furthermore,
since the dominant terms in the bound (3.29),
√
×(√/|t−t∗|),√×(√/|t−t∗|)2,
are proportional to
(3.30) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 ,
we see that the failure of the single band wave-packet approximation is due to con-
tributions to the solution from the other band participating in the linear crossing,
p 7→ E−(p), growing to be of size ∼
√
 when:
(3.31) |t− t∗| ∼ √.
Remark 3.14. At ‘trivial’ crossings, which occur when the potential V (z) has
minimal period 1/2 (recall Example 3.6), the ‘inter-band coupling coefficient’ (3.30)
is zero (see Appendix B). It follows that the amplitude of the wave associated with
the other band involved in the crossing ‘excited’ (Theorem 3.20) at the crossing is
also zero. This is consistent with the observation that the crossing may be removed
by making the proper choice of Brillouin zone.
Remark 3.15. When V (z) is an m−gap potential (recall Example 3.5), the eigen-
functions χ±(z; p) may be explicitly displayed (see [5], for example), and the ‘cou-
pling coefficient’ (3.30) may be numerically computed relatively easily. Such a com-
putation for the lowest band crossing of the ‘one-gap’ potential (shown in Figures
2 and 4) shows that (3.30) is non-zero in this case.
The following Corollary of Theorem 3.12 precisely characterizes the time interval
of validity of the single band ansatz:
Corollary 3.16. Let t = t∗ − ξ. Then, for small enough  > 0, (3.29) implies
that the corrector function η(x, t) which appears in (3.28) satisfies:
(3.32) sup
t∈[0,t∗−ξ]
‖η(·, t)‖L2 ≤ C1−ξ
where C > 0 is a constant independent of , ξ, t. In particular, if 0 < ξ < 1/2, then:
(3.33) sup
t∈[0,t∗−ξ]
‖η(·, t)‖L2 = o(
√
).
It follows that η(x, t) is negligible in L2(R) compared with WP1, in the expansion
(3.28) for t ∈ [0, t∗ − ξ].
In order to describe the solution for t ∼ t∗ and t ≥ t∗, it is necessary to make
a more general ansatz for the solution which accounts for the excitation of a wave
associated with the other band involved in the crossing over the time-scale:
(3.34) s :=
t− t∗√

= O(1).
The following proposition, which is analogous to Proposition 3.9, is required to
construct this excited wave:
18 ALEXANDER WATSON AND MICHAEL I. WEINSTEIN
Proposition 3.17. Assume the Band Crossing Scenario (Property 3.7). Then for
sufficiently small positive δ′ the equations of motion of the classical Hamiltonian
H−(q, p) := E−(p) +W (q) with data specified at t∗:
q˙−(t) = ∂pE−(p−(t)) p˙−(t) = −∂qW (q−(t))(3.35)
q−(t∗) = q∗ p−(t∗) = p∗(3.36)
have a unique smooth solution (q−(t), p−(t)) ⊂ R × U over the interval t ∈ [t∗ −
δ′, t∗ + δ′]. Furthermore, for sufficiently small T ′ ≥ t∗ + δ′ > 0, there exists a solu-
tion (qn(t), pn(t)) ⊂ R× B of the equations of motion of the classical Hamiltonian
Hn(q, p) := En(p) +W (q) over the interval t ∈ (t∗, T ′] satisfying the limits:
q˙n(t) = ∂pEn(pn(t)) p˙n(t) = −∂qW (qn(t))(3.37)
lim
t↓t∗
qn(t) = q
∗ lim
t↓t∗
pn(t) = p
∗
such that G(En(pn(t))) > 0 for all t ∈ (t∗, T ′]. This solution satisfies:
(3.38) for all t ∈ (t∗, t∗ + δ′], q−(t) = qn(t), p−(t) = pn(t).
It follows from (3.38) that the map:
(3.39) (q−(t), p−(t)) :=
{
(q−(t), p−(t)) for t ∈ [t∗ − δ′, t∗ + δ′]
(qn(t), pn(t)) for t ∈ [t∗ + δ′, T ].
is smooth over the interval t ∈ [t∗ − δ′, T ′].
We again define, as in (3.21):
(3.40) t 7→ X−(z; p−(t)) :=
{
χ−(z; p−(t)) for t ∈ [t∗ − δ′, t∗ + δ′]
χn(z; pn(t)) for t ∈ [t∗ + δ′, T ′]
.
The precise form of the wave ‘excited’ at the crossing time is derived from a rigorous
multiscale analysis on the emergent nonadiabatic time-scale (3.34) (see Section 5.1).
The following definition is the result of this calculation:
Definition 3.18 (Parameters of the excited wave-packet). We let S−(t) and a0−(y, t)
be defined for t ∈ [t∗ − δ′, t∗ + δ′] by (2.13) and (2.14) with t0 = t∗, in which all
dependence on p(t), q(t), En(p(t)), χn(z; p(t)), and W (q(t)) replaced by dependence
on p−(t), q−(t), E−(p−(t)), χ−(z; p−(t)), and W (q−(t)) respectively.
Moreover, S−(t∗) = S∗ and the initial data for a0−(y, t), generated by the incom-
ing ‘+ band’ wave-packet is given by:
a0−(y, t
∗) = ∂qW (q∗)× 〈χ−(·; p∗)|∂pχ+(·; p∗)〉
×
∫ ∞
−∞
ei[∂qW (q
∗)][∂pE+(p∗)−∂pE−(p∗)]τ2/2 × a0,∗(y − [∂pE+(p∗)− ∂pE−(p∗)]τ) dτ .
(3.41)
Here, S∗ = limt↑t∗ S(t) and a0,∗(y) = limt↑t∗ a0(y, t) (3.22).
Recall that ∂qW (q
∗) is assumed to be non-zero (see (3.12)) and that ∂pE+(p∗)−
∂pE−(p∗) = 2∂pE+(p∗) is always nonzero at band crossings (Theorem 3.2, Property
3.1 (A4)) and hence the integral in (3.41) is well-defined since a0,∗(y) is localized.
We then define Sn(t), a
0
n(y, t) for t ∈ (t∗, T ′] by replacing dependence on p(t),
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q(t), En(p(t)), χn(z; p(t)), and W (q(t)) by dependence on pn(t), qn(t), En(pn(t)),
χn(z; pn(t)), and W (qn(t)) respectively, and by the limits:
(3.42) lim
t↓t∗
Sn(t) = S
∗, lim
t↓t∗
a0n(y, t) = a
0,∗(y).
We denote by S−(t), a0−(y, t) the smooth maps defined over the whole interval
t ∈ [t∗ − δ′, T ′] in analogy with the definitions of S+(t) and a+(y, t) in (3.25).
Remark 3.19. Equation (3.41) gives the precise form of the envelope of the wavepacket
‘excited’ at the crossing time t∗. In Appendix A we prove using this expression that
the main statement (3.45) of Theorem 3.20 (below) is consistent with the solution
of an appropriate simplified ‘Landau-Zener’ model.
We now define the wave-packet associated with the band E− which is ‘excited’
at the crossing time t∗ by:
WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t) :=
:=
{
WP0,[S−(t), q−(t), p−(t), a0−(y, t), χ−(z; p(t))](x, t) for t ∈ [t∗ − δ′, t∗ + δ′]
WP0,[Sn(t), qn(t), pn(t), a
0
n(y, t), χn(z; p(t))](x, t) for t ∈ [t∗ + δ′, T ]
.
(3.43)
3.6. The main theorem. Our main theorem is that a size 1 incoming wave-packet
associated with the ‘+ band’, when encountering a band-crossing, generates a size 1
‘transmitted + band’ wave-packet and a ‘reflected − band’ wave-packet of size √.
Moreover, when the wave-packet is in a neighborhood of the crossing, i.e. t ≈ t∗
and hence (p(t), q(t)) ≈ (p∗, q∗), the detailed dynamics are non-adiabatic and are
described by an ansatz incorporating wave-packets from both bands with envelopes
varying on an additional fast scale. The precise statement is the following:
Theorem 3.20. Assume the Band Crossing Scenario (Property 3.7) in which the
crossing time, along the trajectory (p(t), q(t)) is t = t∗. Let ξ, ξ′ be fixed such that
3/8 < ξ′ < ξ < 1/2. Let T˜ > 0, with 0 < t∗ < T˜ , be sufficiently small that
Propositions 3.9 and 3.17 hold with T = T˜ and T ′ = T˜ respectively.
Let ψ(x, t) denote the unique solution of (1.1) with ‘incident Bloch wavepacket’
initial data (3.27), defined for t ∈ [0, T˜ ].
Then, there exists an 0 > 0 such that for all 0 <  < 0 the following holds.
(1) For t ∈ [0, t∗ − ξ), ψ(x, t) may be approximated up to errors of oL2x(
√
)
by a single-band ansatz (see Theorem 3.12 and Corollary 3.16):
(3.44)
ψ(x, t) = WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t)+oL2x(
√
).
(2) For t ∈ (t∗+ ξ, T˜ ], ψ(x, t) is approximated up to errors of oL2x(
√
) by the
sum of two Bloch wave-packets, one associated with each band involved in
the crossing (recall Definition 3.18):
ψ(x, t) = WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t)
+
√
 WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t) + oL2x(
√
).
(3.45)
Over the interval t ∈ (t∗ − ξ′ , t∗ + ξ′), the solution ψ(x, t) is expressible, with
errors of size oL2x(
√
), by a superposition of wave-packets from both + and − bands,
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whose amplitudes vary on an additional (fast / non-adiabatic) time scale:
(3.46) s :=
t− t∗√

.
The detailed construction appears in Section 5.1.
Remark 3.21. The restriction to sufficiently small T˜ > 0 in Theorem 3.20 is to
ensure that neither the incident nor excited wavepacket encounter a second band
crossing over the time interval t ∈ [0, T˜ ]. It is clear that this assumption may
be relaxed and the analysis repeated each time a wavepacket is incident on a band
crossing in order to obtain results valid over arbitrary finite time intervals, fixed
independent of .
Remark 3.22. By construction:
(3.47) WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t)
is a wavepacket with L2x-norm proportional to 1 associated with the band En for
t ∈ [0, t∗ − δ] and with the band En+1 for t ∈ [t∗ + δ, T˜ ], and:
(3.48)
√
 WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t)
is a wavepacket with L2x-norm proportional to
√
 associated with the band En for t ∈
[t∗+ δ′, T˜ ]. Hence the statement of Theorem 3.20 is consistent with the description
of our results given in Section 1.
Remark 3.23. To leading order in
√
, the center of mass of the wavepacket ‘ex-
cited’ at the crossing is given by q−(t), which, for |t − t∗| small enough, evolves
according to (3.35). The center of mass of the incoming wavepacket is given by
(again to leading order in
√
) q+(t), which evolves (again for |t− t∗| small enough)
according to (3.16). Since q˙+(t
∗) = ∂pE+(p∗) > 0 and q˙−(t∗) = ∂pE−(p∗) < 0
we have that the velocities of the centers of mass of each wavepacket have opposite
signs: see Figure 3.
Remark 3.24. The O(√) reflected wave is required only to describe the solution
with an order of size o(
√
). Indeed, by dropping terms of o(1) in L2x in (3.44),
(3.45), and in the asymptotic solution which we construct for t ∈ (t∗− ξ′ , t∗+ ξ′),
we have that, under the assumptions of Theorem 3.20, for all t ∈ [0, T˜ ]:
(3.49) ψ(x, t) = WP0,[S+(t), q+(t), p+(t), a
0
+(y, t),X+(z; p+(t))](x, t) + oL2x(1).
Equation (3.49) may be summarized as follows: to leading order in
√
, the wavepacket
propagates as if associated with an isolated band, with band function given by the
smooth extension of En through the crossing. This is consistent with previous results
obtained by Hagedorn [27] and Jecko et al. [31, 10] on dynamics at codimension 1
eigenvalue band crossings.
4. Sketch of proof of Theorem 3.12 on blow-up of error in
single-band approximation as t approaches the crossing time t∗
4.1. Strategy for estimating the corrector. In this section we recall the simple
Lemma which we use in the proofs of Theorem 3.12 and Theorem 3.20 to estimate
the corrector to a wave-packet approximate solution. A similar strategy was fol-
lowed in [6, 47]
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Lemma 4.1. For 0 < T ≤ ∞, let ψ ∈ C0([t0, T );L2(R)) denote the unique
solution of the initial value problem (1.1) with initial data ψ0(x) given at t = t0:
i∂tψ
 = Hψ
ψ(x, t0) = ψ

0(x) .
(4.1)
Furthermore, let ψapp(x, t) ∈ C0([t0, T );L2(R)), r(x, t) be such that:
i∂tψ

app = H
ψapp + r

ψapp(x, t0) = ψ

app,0(x).
(4.2)
Introduce η(x, t) defined by:
(4.3) η(x, t) := ψ(x, t)− ψapp(x, t).
Then,
(4.4) ‖η(·, t)‖L2 ≤ ‖ψ0(·)− ψapp,0(·)‖L2 +
1

∫ t
t0
‖r(·, t′)‖L2 dt′.
Remark 4.2. We shall apply Lemma 4.1 with ψapp(x, t) equal to an approximate
solution of (1.1) and r(x, t) = (i∂t − H)ψapp, a sufficiently high order in
√

residual.
Proof. The function η(x, t) satisfies the initial value problem:
i∂tη
 = Hη + r
ψapp(x, t0) = ψ

0(x)− ψapp,0(x)
(4.5)
Multiplying both sides of (4.5) by η, taking the imaginary part and using self-
adjointness of H yields: ∂t‖η‖2L2 = −i 〈η|r〉L2 + i 〈r|η〉L2 . This implies, using
the Cauchy-Schwarz inequality, that 2‖η‖L2 ∂t‖η‖L2 ≤ 2‖r‖L2‖η‖L2 . Can-
celling common factors from both sides (note that the inequality is trivially true if
‖η‖L2 = 0) and integrating from t0 to t gives (4.4). 
We now estimate the error in the single-band approximation as t ↑ t∗, as mea-
sured by the L2x-norm of the corrector function η
(x, t) which appears in (3.28). We
start by recalling the strategy of the proof of Theorem 2.6; the proof of Theorem 2.4
is similar. Let ψ(x, t) denote the exact solution of (1.1) with approximate ‘Bloch
wavepacket’ initial data (2.23) specified at t = t0. Then by Lemma 4.1, if we can
find an approximate solution of (1.1), ψapp(x, t), such that (4.2) holds with:
‖ψ0(·)− ψapp(·, t)|t=0‖L2 ≤ C(4.6)
and ‖r(·, t)‖L2 ≤ Cect2,(4.7)
where the constants C > 0, c > 0 are independent of , t, then it follows from (4.3)
and (4.4) that:
(4.8) ‖ψ(·, t)− ψapp(·, t)‖L2 ≤ Cect.
If in addition we have that:
(4.9)
‖ψapp(·, t) − WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](·, t)‖L2 ≤ Cect,
where q(t), p(t) and so on are as in the statement of Theorem 2.6, then the conclu-
sions of Theorem 2.6 follow immediately by the triangle inequality. The details of
how to construct such a ψapp(x, t) were presented in [47].
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Theorem 2.6 implies, in particular, that the solution ψ(x, t) of (1.1) with initial
data (3.27) satisfies:
for t ∈ [0, t∗ − δ],
‖ψ(·, t) − WP1,[S(t), q(t), p(t), a0(y, t), a1(y, t), χn(z; p(t))](·, t)‖L2 = OL2x().
(4.10)
Due to the band crossing at p∗, the Isolated Band Property 2.2 does not hold as
t ↑ t∗. As a result the proof of Theorem 2.6 fails as follows:
(1) As t ↑ t∗, the L2x-norm of the residual r(x, t) defined by (4.2), diverges.
(2) The integral 1
∫ t
0
‖r(·, t′)‖L2 dt′, and hence the bound (4.4) on the L2-norm
of the corrector function η(x, t) diverges as t ↑ t∗.
Theorem 3.12 is proved by analyzing the rates of blow-up of singular terms in
r(x, t) and then deducing the resulting rate of blow-up of the bound (4.4). In
Section 4.2 we explain the strategy by studying the term which contributes the
first term on the right-hand side of the estimate (3.29), which is the dominant term
when t = t∗ − ξ with 0 < ξ < 1/2 and controls the time interval of validity of
the single-band ansatz (Corollary 3.16). For a sketch of the general argument, see
Appendix B.3 of [46].
4.2. Estimation of representative term demonstrating blow-up as t ↑ t∗.
Let t ∈ [t∗ − δ, t∗] where δ > 0 is as in Proposition 3.9 so that:
WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t)
= WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t), χ+(z; p(t))](x, t)
(4.11)
Here, q+(t), p+(t) are as in (3.16), S+(t), a
0
+(y, t), a
1
+(y, t) are as in Definition 3.10,
and E+(p), χ+(z; p) are as in (3.3). The representative term which appears in the
residual r(x, t) (4.2) which we now consider is the following:
R(x, t) := −1/4eiφ

+(y,t)/
[
2(−i∂t)
(−i∂qW (q+(t)) a0+(y, t)R+(p+(t)) P⊥+ (p+(t)) ∂pχ+(z; p+(t)) ) ]∣∣∣
y=
x−q+(t)
1/2
,z= x
where φ+(y, t) := S+(t) + 
1/2p+(t)y
(4.12)
Here, P⊥+ (p) denotes the projection operator onto the orthogonal complement of
the subspace of L2per spanned by χ+(z; p), and:
(4.13) R+(p) := (H(p)− E+(p))−1
denotes the resolvent operator where H(p) is as in (2.3). Because of the band
crossing at p∗, the operator R+(p)P⊥+ (p) is singular as p → p∗ on the ‘resonant’
subspace of L2per spanned by χ−(z; p). The operator R+(p)P⊥± (p) however, where
P⊥± (p) is defined as the projection onto the orthogonal complement of χ+(z; p) and
χ−(z; p) in L2per is regular for all p ∈ U by (A2) of Property 3.1 (see Corollary 3.3).
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We isolate the singular part of (4.12) as follows. Expressing ∂pχ+(z; p+(t)) in
terms of its projections onto both χ+(z; p+(t)) and χ−(z; p+(t)), and their orthog-
onal complement, the range of P⊥± (p+(t)), we have
R+(p+(t))P⊥+ (p+(t))∂pχ+(z; p+(t)) = R+(p(t))P⊥± (p+(t))∂pχ+(z; p+(t))
+ (E−(p+(t))− E+(p+(t)))−1 〈χ−(·; p+(t))|∂pχ+(·; p+(t))〉χ−(z; p(t)) .
(4.14)
Since p+(t) → p∗ as t ↑ t∗, E+(p∗) = E−(p∗), the singular behavior is isolated in
the latter term of (4.14). We decompose R(x, t) into its corresponding regular and
singular parts:
(4.15) R(x, t) := Rregular(x, t) +R

singular(x, t)
where:
Rregular(x, t) = 
−1/4eiφ

+(y,t)/
[
2(−i∂t)
(
−i∂qW (q+(t))a0+(y, t)R+(p+(t))P⊥± (p+(t))∂pχ+(z; p+(t))
)]∣∣∣
y=
x−q+(t)
1/2
,z= x
Rsingular(x, t) = 
−1/4eiφ

+(y,t)/
[
2(−i∂t)
(
− i∂qW (q+(t))a0+(y, t)
× (E−(p+(t))− E+(p+(t)))−1 〈χ−(z; p+(t))|∂pχ+(z; p+(t))〉 χ−(z; p+(t))
)]∣∣∣
y=
x−q+(t)
1/2
,z= x
.
(4.16)
It follows from the techniques detailed in [47] that:
(4.17) Rregular(x, t) = OL2x(
2)
uniformly as t ↑ t∗. On the other hand, Rsingular(x, t) is explicitly singular, since
it depends on (E−(p+(t))− E+(p+(t)))−1 which is unbounded as t ↑ t∗. The time
derivative of Rsingular(x, t) yields two terms:
(4.18) Rsingular(x, t) = R
1,
singular(x, t) +R
2,
singular(x, t),
where:
R1,singular(x, t) := 
−1/4eiφ

+(y,t)/
[
2(E−(p+(t))− E+(p+(t)))−1
×(−i∂t)
(
− i∂qW (q+(t))a0+(y, t) 〈χ−(z; p+(t))|∂pχ+(z; p+(t))〉χ−(z; p+(t))
)]∣∣∣
y=
x−q+(t)
1/2
,z= x
R2,singular(x, t) := 
−1/4eiφ

+(y,t)/
[
2∂t
(
(E−(p+(t))− E+(p+(t)))−1
)
×(−i)
(
−i∂qW (q+(t))a0+(y, t) 〈χ−(z; p+(t))|∂pχ+(z; p+(t))〉χ−(z; p+(t))
)]∣∣∣
y=
x−q+(t)
1/2
,z= x
.
(4.19)
We now concentrate on R2,singular(x, t) which will turn out to be the dominant term
as t ↑ t∗. We first evaluate the time-derivative:
∂t
(
(E−(p+(t))− E+(p+(t)))−1
)
=
∂qW (q+(t))(∂pE−(p+(t))− ∂pE+(p+(t))) (E−(p+(t))− E+(p+(t)))−2 .
(4.20)
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We then follow [6, 47] in estimating R2,singular in L
2
x by taking the L
∞ norm of all
z-dependence and the L2-norm of all y dependence:
‖R2,singular(·, t)‖L2 ≤ 2|∂qW (q+(t))|2 |∂pE−(p+(t))− ∂pE+(p+(t))|
× |E−(p+(t))− E+(p+(t))|−2 ‖a0+(·, t)‖L2
∣∣∣〈χ−(·; p+(t))|∂pχ+(·; p+(t))〉L2[0,1]∣∣∣ ‖χ+(·, p+(t))‖L∞[0,1].
(4.21)
Taylor-expanding in t − t∗, using the non-degeneracy conditions (3.4) and (3.12),
we have that as t ↑ t∗:∣∣∣(E+(p+(t))− E−(p+(t)))−2∣∣∣ ≤∣∣∣∣ 1∂qW (q∗) (∂pE+(p∗)− ∂pE−(p∗))
∣∣∣∣2( 1|t− t∗|2
)
+O
(
1
|t− t∗|
)
.
(4.22)
Substituting (4.22) into (4.21) and Taylor-expanding all other terms gives:
‖R2,singular(·, t)‖L2 ≤∣∣∣∣∣ 〈χ−(·; p
∗)|∂pχ+(·; p∗)〉L2[0,1] ‖a0+(·, t∗)‖L2‖χ+(·, p∗)‖L∞[0,1]
∂pE−(p∗)− ∂pE+(p∗)
∣∣∣∣∣
(
2
|t− t∗|2
)
+O
(
2
|t− t∗|
)
(4.23)
Similar analysis shows that:
(4.24) ‖R1,singular(·, t)‖L2 = O
(
2
|t− t∗|
)
.
Recall the relationship between the residual r(x, t) and the bound on the solution
error η(x, t) := ψ(x, t)−ψapp(x, t) (4.4). Putting everything ((4.15), (4.17), (4.23),
and (4.24)) together, then integrating once in time and dividing by , we see that
the term contributed by R(x, t) to the solution error η(x, t) may be bounded by:
1

∫ t
0
‖R(·, t′)‖L2 dt′ ≤∣∣∣∣∣ 〈χ−(·; p
∗)|∂pχ+(·; p∗)〉L2[0,1] ‖a0+(·, t∗)‖L2‖χ+(·, p∗)‖L∞[0,1]
∂pE−(p∗)− ∂pE+(p∗)
∣∣∣∣∣
(

|t− t∗|
)
+O (,  ln |t− t∗|) .
(4.25)
It follows that the right hand side of (4.25), which is the bound on the corrector to
the wave-packet ansatz, is of the same size as the O(1/2) term in the wave-packet
approximate solution for |t− t∗| ∼ 1/2.
5. Proof of Theorem 3.20 on coupled band dynamics when t ∼ t∗
We now turn to the proof of Theorem 3.20, on the dynamics through the crossing
time t∗. We follow the strategy adopted by Hagedorn, see in particular the proof
of Theorem 5.1 in [27]. Theorem 3.12 and Corollary 3.16 give a description of the
exact solution ψ(x, t) of (1.1) with initial data given by (3.27) which is valid with
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errors of oL2x(
1/2) up to t = t∗ − ξ for any ξ ∈ (0, 1/2):
For all t ∈ [0, t∗ − ξ),
ψ(x, t) = WP1,[S+(t), q+(t), p+(t), a
0
+(y, t), a
1
+(y, t),X+(z; p+(t))](x, t) + oL2x(
1/2).
(5.1)
We seek to extend (5.1) to a description of ψ(x, t) up to errors of oL2x(
1/2) over
the entire interval t ∈ [0, T˜ ] where T˜ is chosen such that Propositions 3.9 and 3.17
hold with T = T˜ and T ′ = T˜ . We first claim that the proof of Theorem 3.20 may
be reduced to (a) the construction of an ‘inner solution’ ψapp,inner(x, t) satisfying
certain properties and (b) an application of Lemma 4.1:
Proposition 5.1. Let ξ, ξ′ ∈ (0, 1/2) be such that ξ′ < ξ so that (t∗ − ξ, t∗ +
ξ) ⊂ (t∗ − ξ′ , t∗ + ξ′). Assume (5.1) for an incoming wave-packet. Consider an
approximate solution ψapp,inner(x, t) which satisfies the following three properties:
(P1) ψapp,inner(x, t) is equal to the single-band ansatz in the ‘incoming’ overlap
region t ∈ (t∗ − ξ′ , t∗ − ξ) up to errors of o(1/2) in L2(R). That is,
for all t ∈ (t∗ − ξ′ , t∗ − ξ),∥∥ψapp,inner(·, t)−WP1,[S+(t), q+(t), p+(t), a0+(y, t), a1+(y, t),X+(z; p+(t))](·, t)∥∥L2 = o(1/2),
(5.2)
(P2) ψapp,inner(x, t) is an approximate solution to (1.1) (i∂t −H)ψ = 0:
(5.3) i∂tψ

app,inner −Hψapp,inner = rinner
with residual satisfying the bound:
(5.4)
1

∫ t∗+ξ′
t∗−ξ′
‖rinner(·, t′)‖L2 dt′ = o(1/2),
(P3) ψapp,inner(x, t) matches the ‘two-band’ ansatz of (3.45) in the ‘outgoing’
overlap region t ∈ (t∗ + ξ, t∗ + ξ′) up to errors of o(1/2) in L2(R). That
is,
for all t ∈ (t∗ + ξ, t∗ + ξ′),∥∥ψapp,inner(·, t)−WP1,[S+(t), q+(t), p+(t), a0+(y, t), a1+(y, t),X+(z; p+(t))](·, t)
−1/2WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](·, t)
∥∥∥
L2
= o(1/2).
(5.5)
Then, under conditions (P1), (P2), and (P3), Theorem 3.20 holds.
Proof. We apply Lemma 4.1 with t0 = t
∗−ξ′ , t1 = t∗+ξ′ , ψapp(x, t) = ψapp,inner(x, t),
and r(x, t) = rapp,inner(x, t). It then follows from (P1) and (P2) that:
For all t ∈ (t∗ − ξ′ , t∗ + ξ′),
‖ψ(·, t)− ψapp,inner(·, t)‖L2 = o(1/2).
(5.6)
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Combining (5.6) with (P3), we have that:
For all t ∈ (t∗ + ξ, t∗ + ξ′),∥∥ψ(·, t)−WP1,[S+(t), q+(t), p+(t), a0+(y, t), a1+(y, t),X+(z; p+(t))](·, t)
+1/2WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t)
∥∥∥
L2
= o(1/2).
(5.7)
We claim that the main statement (3.45) of Theorem 3.20 then follows from the
isolated band theory. For any T˜0 fixed independent of  such that t
∗ < T˜0 < T˜ , the
Isolated Band Property 2.2 holds for the bands En(p) and En+1(p) and trajectories
pn(t) and pn+1(t) defined by (3.37), (3.18) with t0 = T˜0, t1 = T˜ . By linearity,
the two-band wavepacket ansatz agrees (modulo errors of oL2x(
1/2)) with the exact
solution ψoutgoing(x, t) of the full equation (1.1) over the interval t ∈ [T˜0, T˜ ] with
initial data given at T˜0 by:
ψoutgoing(x, T˜0) =
WP1,[S+(T˜0), q+(T˜0), p+(T˜0), a
0
+(y, T˜0), a
1
+(y, T˜0),X+(z; p+(T˜0))](x, T˜0)
+ 1/2WP0,[S−(T˜0), q−(T˜0), p−(T˜0), a0−(y, T˜0),X−(z; p−(T˜0))](x, T˜0).
(5.8)
By performing the same analysis as in the proof of Theorem 3.12 backwards in time
towards t∗, we have that:
For all t ∈ (t∗ + ξ, T˜ ],∥∥ψoutgoing(·, t)−WP1,[S+(t), q+(t), p+(t), a0+(y, t), a1+(y, t),X+(z; p+(t))](·, t)
+1/2WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t)
∥∥∥
L2
= o(1/2).
(5.9)
But now combining the triangle inequality with (5.7), we have that:
For all t ∈ (t∗ + ξ, t∗ + ξ′),∥∥ψ(·, t)− ψoutgoing(·, t)∥∥L2 = o(1/2).(5.10)
Since ψ(x, t) and ψoutgoing(x, t) are both exact solutions of (1.1), applying Lemma
4.1 one more time with ψapp(x, t) = ψ

outgoing(x, t) gives that:
For all t ∈ (t∗ + ξ, T˜ ],∥∥ψ(·, t)− ψoutgoing(·, t)∥∥L2 = o(1/2).(5.11)
The main statement of Theorem 3.20 (3.45) then follows from combining (5.11) and
(5.9). 
This brings us to the core construction of the paper.
5.1. Derivation of ψapp,inner satisfying hypotheses of Proposition 5.1. We
make the following ansatz for ψapp,inner(x, t), which incorporates both + and −
bands, and a new ‘fast’ timescale:
(5.12) s =
t− t∗
1/2
,
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which was motivated by the preceding single-band analysis:
(5.13)
ψapp,inner(x, t) = 
−1/4 ∑
σ=±
ei{Sσ(t)+
1/2pσ(t)yσ}/f σ,inner (yσ, z, t, s)
∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
The new time scale has been introduced in the envelope functions f σ,inner. We take
(qσ(t), pσ(t)), σ = ± as in (3.16) and (3.35), Sσ(t), σ = ±, as in Definitions 3.10
and 3.18, and assume that f σ,inner(yσ, z, t, s) may be expanded in powers of 
1/2:
(5.14) f σ,inner(yσ, z, t, s) = f
0
σ,inner(yσ, z, t, s) + 
1/2f1σ,inner(yσ, z, t, s) + ...
Then, ψapp,inner, given by (5.13), satisfies the non-homogeneous Schroedinger
equation (5.3) with residual:
rinner(x, t) = 
−1/4 ∑
σ=±
e
i
{
Sσ(t)+
1/2pσ(t)yσ
}
/
{
3/2
[
y3σ
∫ 1
0
(τ − 1)3
3!
∂3xW
(
qσ(t) + τ
1/2yσ
)
dτ
]
+ 
[
1
2
(−i∂yσ )2 +
1
2
∂2xW (qσ(t))y
2
σ − i∂t
]
+ 1/2
[(
pσ(t)− i∂z − ∂pEσ(pσ(t))
)
(−i∂yσ )− i∂s
]
+
[
H(pσ(t))− Eσ(pσ(t))
]}{
f0σ,inner(yσ , z, t, s) + 
1/2f1σ,inner(yσ , z, t, s) + ...
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x

,s= t−t∗
1/2
= rinner,0(x, t) + 
1/2 rinner,1(x, t) + (
1/2)2 rinner,2(x, t) + . . . + (
1/2)m rinner,3(x, t) + . . .
(5.15)
Here, H(p) = − 12 (p− i∂z)2 + V (z); see (2.3).
In the coming subsections we construct the functions f jσ,inner so that ψ

app,inner(x, t)
satisfies the properties (P1), (P2) and (P3) of Proposition 5.1.
5.1.1. Terms in rinner(x, t) with L
2
x norm of order 
0. The terms with L2x norm
proportional to 0 = 1 in (5.15) are of the form:
rinner,0(x, t) = 
−1/4 ∑
σ=±
e
i
{
Sσ(t)+
1/2pσ(t)yσ
}
/
[
H(pσ(t))− Eσ(pσ(t))
]
f0σ,inner(yσ , z, t, s)
∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x

,s= t−t∗
1/2
.
(5.16)
We may set these two terms individually to zero by defining:
(5.17) f0σ,inner(yσ, z, t, s) = a
0
σ,inner(yσ, t, s) χσ(z; pσ(t)), σ = ± .
The functions a0σ,inner(yσ, t, s), σ = ± are left arbitrary for now and will be deter-
mined at a later stage.
5.1.2. Terms in rinner with L
2
x norm of order 
1/2. The terms with L2x norm pro-
portional to 1/2 in (5.15) are of the form 1/2 times the following expression which
is OL2(1):
rinner,1(x, t) = 
−1/4 ∑
σ=±
ei{Sσ(t)+1/2pσ(t)yσ}/
{
[(
pσ(t)− i∂z − ∂pEσ(pσ(t))
)
(−i∂yσ )− i∂s
]
f0σ,inner(yσ, z, t, s)
+
[
H(pσ(t))− Eσ(pσ(t))
]
f1σ,inner(yσ, z, t, s)
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.18)
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Proposition 5.2. Substituting the expression (5.17) for f0σ,inner(yσ, z, t, s) into
(5.18) yields the following equivalent expression for (5.18):
−1/4
∑
σ=±
ei{Sσ(t)+1/2pσ(t)yσ}/
{[
H(pσ(t))− Eσ(pσ(t))
](
f1σ,inner(yσ, z, t, s)
− (−i∂yσ )a0σ,inner(yσ, t, s)∂pσχσ(z; pσ(t))
)
− i∂sa0σ,inner(yσ, s)χσ(z; pσ(t))
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.19)
Proof. Differentiating the eigenvalue problem (2.3) satisfied by (Eσ, χσ) with re-
spect to p, we obtain the following pair of identities for σ = ±:
(pσ(t)− i∂z − ∂pσEσ(pσ(t)))χσ(z; pσ(t))
= − (H(pσ(t))− Eσ(pσ(t))) ∂pχσ(z; pσ(t)).(5.20)
Relation (5.19) now follows from substituting (5.17) into (5.18) and using (5.20). 
We may therefore set the expression in (5.18) equal to zero by setting each term
in the sum individually to zero. To do this, we first take:
(5.21) ∂sa
0
σ,inner(yσ, t, s) = 0, σ = ± .
We then require, for σ ∈ ±, that f1σ,inner(yσ, z, t, s) satisfy:
(5.22)[
H(pσ(t))− Eσ(pσ(t))
](
f1σ,inner(yσ, z, t, s)− (−i∂yσ )a0σ,inner(yσ, t, s)∂pσχσ(z; pσ(t))
)
= 0
Therefore, for σ = ±,
(5.23)
f1σ,inner(yσ, z, t, s) = a
1
σ,inner(yσ, t, s)χσ(z; pσ(t))+(−i∂yσ )a0σ,inner(yσ, t)∂pχσ(z; pσ(t)),
where the functions a1σ,inner(yσ, t, s) are thus far arbitrary and to be determined.
5.1.3. Terms in rinner with L
2
x norm of order 
1. The terms in rinner with L
2
x norm
proportional to 1 in (5.15) are of the form:  times the following expression which
is OL2(1):
rinner,2(x, t) = 
−1/4 ∑
σ=±
ei{Sσ(t)+1/2pσ(t)yσ}/
{
+
[
1
2
(−i∂yσ )2 +
1
2
∂2xW (qσ(t))y
2
σ − i∂t
]
f0σ,inner(yσ, z, t, s)
+
[(
pσ(t)− i∂z − ∂pEσ(pσ(t))
)
(−i∂yσ )− i∂s
]
f1σ,inner(yσ, z, t, s)
+
[
H(pσ(t))− Eσ(pσ(t))
]
f2σ,inner(yσ, z, t, s)
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.24)
Recall (Proposition 5.1, (P2)) that we must choose the f jσ,inner in (5.15) such that
1

∫ t∗+ξ′
t∗−ξ′ ‖rinner(·, t′)‖L2 dt′ = o(1/2) for all t = (t∗−ξ
′
, t∗+ξ
′
). It follows that we
need to choose the undetermined functions so that rinner,2(x, t) in (5.24) satisfies:
(5.25)
∫ t∗+ξ′
t∗−ξ
‖rinner,2(·, t)‖L2 dt = o(1/2).
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In contrast to considerations at previous orders in 1/2, we will not be able to
satisfy (5.25) by choosing each summand of (5.24) to satisfy the smallness condition
(5.25). To see this and to see how to proceed, we first simplify the expression (5.24)
using the expressions for f0σ,inner(yσ, z, t, s) (5.17) and f
1
σ,inner(yσ, z, t, s) (5.23) de-
rived above.
Proposition 5.3. The expression (5.24) may be written in the following form:
rinner,2(x, t)
= −1/4
∑
σ=±
ei{Sσ(t)+1/2pσ(t)yσ}/
{ [
H(pσ(t))− Eσ(pσ(t))
](
f2σ,inner(yσ, z, t, s)
−(−i∂yσ )a1σ,inner(yσ, t, s)∂pσχσ(z; pσ(t))−
1
2
(−i∂yσ )2a0σ,inner(yσ, t)∂2pσχσ(z; pσ(t))
)
− i∂sa1σ,inner(yσ, t, s)χσ(z; pσ(t))− [ i∂t − Hσ(t) ] a0σ,inner(yσ, t)χσ(z; pσ(t))
+ i∂qσW (qσ(t))a
0
σ,inner(yσ, t, s) 〈χ−σ(·; pσ(t))|∂pσχσ(·; pσ(t))〉χ−σ(z; pσ(t))
+i∂qσW (qσ(t))a
0
σ,inner(yσ, t, s)P
⊥
± (pσ(t))∂pσχσ(z; pσ(t))
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.26)
Here, we recall that H(p) = − 12 (p − i∂z)2 + V (z) and Hσ(t) denotes the time-
dependent harmonic oscillator Hamiltonian defined in (2.14), where we replace
p(t), q(t), En, χn, y, respectively, by pσ(t), qσ(t), Eσ, χσ, yσ. Finally, P
⊥
± (pσ(t)) de-
notes the orthogonal projection operator given by:
(5.27) P⊥± (pσ(t))f(z) := f(z)−
∑
σ′=±
〈χσ′(·; pσ(t))|f(·)〉χσ′(z; pσ(t)).
Proof. We begin with the identity, obtained by differentiating the eigenvalue prob-
lem (2.3), satisfied by the eigenpair (Eσ, χσ), twice with respect to p:
1
2
(
1− ∂2pEσ(pσ(t))
)
χσ(z; pσ(t)) + (pσ(t)− i∂z − ∂pσEσ(pσ(t))) ∂pσχσ(z; pσ(t))
= −1
2
(H(pσ(t))− Eσ(pσ(t))) ∂2pσχσ(z; pσ(t)), σ = ± .
(5.28)
To obtain the expression (5.26), we first substitute expression (5.17) for f0σ,inner
and expression (5.23) for f1σ,inner into (5.24). We then simplify using the identity
(5.28) and the expansion of ∂pσχσ(z; pσ(t)) in terms of its orthogonal components:
∂pχσ(z; pσ(t)) =∑
σ′=±
〈χσ′(·; pσ(t))|∂pχσ(·; pσ(t))〉χσ′(z; pσ(t)) + P⊥± (pσ(t))χσ(z; pσ(t)).(5.29)

By Proposition 5.3 the smallness condition (5.25) may be studied with the ex-
pression (5.26) in place of (5.24). We proceed in two steps.
(A) We first use certain degrees of freedom to eliminate ‘in-band’ contributions
to (5.26).
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(B) We will then be left with contributions which relate to the coupling of bands
revealed in analysis of the breakdown of the single-band approximation.
Step A: We first choose a0σ,inner(yσ, t) so that:
(5.30) i∂ta
0
σ,inner(yσ, t) =Hσ(t)a
0
σ,inner(yσ, t), σ = ± .
We also require that z 7→ f2σ,inner(yσ, z, t, s) be a 1− periodic solution of:
[
H(pσ(t))− Eσ(pσ(t))
](
f2σ,inner(yσ, z, t, s)
−(−i∂yσ )a1σ,inner(yσ, t, s)∂pσχσ(z; pσ(t))−
1
2
(−i∂yσ )2a0σ,inner(yσ, t)∂2pσχσ(z; pσ(t))
)
= −i∂qσW (qσ(t))a0σ,inner(yσ, t, s)P⊥± (pσ(t))∂pσχσ(z; pσ(t)) .
(5.31)
Equation (5.31) is solvable, with a uniform bound in time on the inverse, for all t
near t∗ by Corollary 3.3. Hence we have for σ = ±:
f2σ,inner(yσ, z, t, s) = a
2
σ,inner(yσ, t, s)χσ(z; pσ(t))
+ (−i∂yσ )a1σ,inner(yσ, s, t)∂pχσ(z; pσ(t)) +
1
2
(−i∂yσ )2a0σ,inner(yσ, t)∂2pχσ(z; pσ(t))
− i∂qW (qσ(t)) a0σ,inner(yσ, t, s) Rσ(pσ(t))P⊥± (pσ(t))∂pχσ(z; pσ(t)).
(5.32)
Here, a2σ,inner(yσ, t, s) is presently arbitrary and can be determined at higher order
in 1/2.
The initial data for equations (5.30) is fixed by the requirement that ψapp,inner
satisfy (P1) of Proposition 5.1. By inspection of the incoming solution, we see that
this is equivalent to requiring that:
(5.33) for t ∈ (t∗ − ξ′ , t∗ − ξ) : a0+,inner(y, t) = a0+(y, t) and a−,inner(y, t) = 0.
The only choice of initial data a0+,inner(y, t
∗), a0−,inner(y, t
∗) for (5.30) consistent
with (5.33) are :
a0+,inner(y, t
∗) = a0+(y, t
∗) = a0,∗(y), a0−,inner(y, t
∗) = 0 .
Here, a0,∗(y) := limt↑t∗ a0(y, t) (3.22). Indeed, for all t ∈ (t∗ − ξ′ , t∗ + ξ′):
(5.34) a0+,inner(y+, t) = a+(y+, t), and a
0
−,inner(y−, t) = 0.
The choices (5.30), (5.32), and (5.34) simplify (5.26) to:
rinner,2(x, t) = 
−1/4ei{S+(t)+1/2p+(t)y+}/
{
− i∂sa1+,inner(y+, t, s)χ+(z; p+(t))
+i∂q+W (q+(t))a
0
+,inner(y+, t, s)
〈
χ−(·; p+(t))|∂p+χ+(·; p+(t))
〉
χ−(z; p+(t))
}
−1/4ei{S−(t)+1/2p−(t)y−}/
{
− i∂sa1−,inner(y−, t, s)χ−(z; p−(t))
}∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.35)
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We find that at this order in 1/2 that there is no loss in taking the functions
a1σ,inner, σ = ± to be independent of t:
a1+,inner(y+, t, s) = a
1
+,inner(y+, s), a
1
−,inner(y−, t, s) = a
1
−,inner(y−, s).
From (5.35) it is natural to set:
∂sa
1
+,inner(y+, s) = 0
a1+,inner(y+, 0) = a
1
+,inner,0(y+).
(5.36)
and to choose a1−,inner(y+, s) to eliminate the projection of r

inner,2(x, t) onto the
vector χ−(z; p+(t)). The function a1+,inner,0(y+) is at this point arbitrary, it will
be fixed below by enforcing (P1) of Proposition 5.1.
Taking a1+,inner(y+, s) to satisfy (5.36) reduces (5.35) to the following:
rinner,2(x, t) = 
−1/4ei{S+(t)+1/2p+(t)y+}/
[
i∂qW (q+(t))a+(y+, t) 〈χ−(·; p+(t))|∂pχ+(·; p+(t))〉χ−(z; p+(t))]
+−1/4ei{S−(t)+1/2p−(t)y−}/ [−i∂sa1−,inner(y−, s)χ−(z; p−(t))] ∣∣∣∣
yσ=
x−qσ(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.37)
We next determine the evolution of a1−,inner(y−, s) to satisfy the smallness con-
dition (5.25). We find it useful at this point to re-express functions of t and y+ in
terms of the variables y− and s using the relations:
(5.38) y+ = y− +
q−(t)− q+(t)
1/2
, t = t∗ + 1/2s.
This yields:
rinner,2(x, t
∗ + 1/2s)
= −1/4ei{S+(t∗+1/2s)+1/2p+(t∗+1/2s)y−+p+(t∗+1/2s)(q−(t∗+1/2s)−q+(t∗+1/2s))}/
[
i∂qW (q+(t
∗ + 1/2s))a+
(
y− +
q−(t∗ + 1/2s)− q+(t∗ + 1/2s)
1/2
, t∗ + 1/2s
)
×
〈
χ−(·; p+(t∗ + 1/2s))|∂pχ+(·; p+(t∗ + 1/2s))
〉
χ−(z; p+(t∗ + 1/2s))
]
+ −1/4ei{S−(t∗+1/2s)+1/2p−(t∗+1/2s)y−}/
[
−i∂sa1−,inner(y−, s)χ−(z; p−(t∗ + 1/2s))
] ∣∣∣∣
y−=
x−q−(t∗+1/2s)
1/2
,z= x
.
(5.39)
In terms of s, the condition (5.25) reads:
(5.40)
∫ ξ′−1/2
−ξ′−1/2
‖rinner,2(·, t∗ + 1/2s)‖L2 = o(1).
We proceed with the construction of a1−,inner(y−, s) by seeking the expression in
rinner,2(x, t
∗ + 1/2s) which, to leading order, will be balanced (indeed cancelled
out by) the term proportional to ∂sa
1
−,inner(y−, s), for −ξ
′−1/2 < s < ξ
′−1/2
(0 < ξ′ < 1/2).
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Thus we expand the expression for rinner,2(x, t
∗ + 1/2s) in powers of 1/2s,
making use of the equations governing (q±(t), p±(t)) and S±(t) (3.16), (3.35), Def-
initions 3.10 and 3.18 to compute their derivatives. We first Taylor-expand the
expression within square brackets in (5.39):
rinner,2(x, t
∗ + 1/2s)
= −1/4ei{S+(t∗+1/2s)+1/2p+(t∗+1/2s)y−+p+(t∗+1/2s)(q−(t∗+1/2s)−q+(t∗+1/2s))}/
[
i∂qW (q
∗) a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s, t∗) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉χ−(z; p∗)
]
+ −1/4ei{S−(t∗+1/2s)+1/2p−(t∗+1/2s)y−}/ [−i∂sa1−,inner(y−, s)χ−(z; p∗)] ∣∣∣∣
y−=
x−q−(t∗+1/2s)
1/2
,z= x
+OL2x(
1/2s, 1/2s2).
(5.41)
Rearranging terms, we obtain:
rinner,2(x, t
∗ + 1/2s)
= −1/4ei{S−(t∗+1/2s)+1/2p−(t∗+1/2s)y−}/iχ−(z; p∗)
×
{
ei{S+(t∗+1/2s)−S−(t∗+1/2s)+1/2(p+(t∗+1/2s)−p−(t∗+1/2s))y−+p+(t∗+1/2s)(q−(t∗+1/2s)−q+(t∗+1/2s))}/
× [∂qW (q∗) a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s, t∗) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉]
−∂sa1−,inner(y−, s)
} ∣∣∣∣
y−=
x−q−(t∗+1/2s)
1/2
,z= x
+OL2x(
1/2s, 1/2s2).
(5.42)
We next Taylor-expand the exponential:
S+(t
∗ + 1/2s)− S−(t∗ + 1/2s)
= (1/2s)p∗(∂pE+(p∗)− ∂pE−(p∗))
+
1
2
(1/2s)2
(
∂qW (q
∗)p∗(∂2pE−(p
∗)− ∂2pE+(p∗)) + ∂qW (q∗)(∂pE−(p∗)− ∂pE+(p∗))
)
+O(3/2s3)
1/2(p+(t
∗ + 1/2s)− p−(t∗ + 1/2s))y−
= O(3/2s2y−)
p+(t
∗ + 1/2s)(q−(t∗ + 1/2s)− q+(t∗ + 1/2s))
= (1/2s)(p∗(∂pE−(p∗)− ∂pE+(p∗)))
+
1
2
(1/2s)2
(−2∂qW (q∗)(∂pE−(p∗)− ∂pE+(p∗)) + ∂qW (q∗)p∗(∂2pE+(p∗)− ∂2pE−(p∗)))
+O(3/2s3).
(5.43)
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Substituting these expressions and using the fact that a+(y, t) ∈ S(R) gives:
rinner,2(x, t
∗ + 1/2s) = −1/4ei{S−(t∗+1/2s)+1/2p−(t∗+1/2s)y−}/iχ−(z; p∗)
×
{
ei
1
2∂qW (q
∗)(∂pE+(p∗)−∂pE−(p∗))s2
×
[
∂qW (q
∗) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s, t∗)
]
−∂sa1−,inner(y−, s)
}
+OL2x(
1/2s, 1/2s2, 1/2s3)
∣∣∣∣
y−=
x−q−(t)
1/2
,z= x ,s=
t−t∗
1/2
.
(5.44)
It follows that by taking a1−,inner(y−, s) to satisfy:
∂sa
1
−,inner(y−, s) = e
i 12∂qW (q
∗)(∂pE+(p∗)−∂pE−(p∗))s2
× ∂qW (q∗)a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s, t∗) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉
a1−,inner(y−, 0) = a
1
−,inner,0(y−).
(5.45)
We have that ψapp,inner(x, t) satisfies (5.40), and therefore (P2) of Proposition 5.1,
provided 3/8 < ξ′ < 1/2. That is, for 3/8 < ξ′ < 1/2, we have
∫ ξ′−1/2
−ξ′−1/2
‖OL2x(1/2s, 1/2s2, 1/2s3)‖L2x ds = O(2ξ
′−1/2, 3ξ
′−1, 4ξ
′−3/2) = o(1) .
(5.46)
The initial data choices a1+,inner,0(y+) and a
1
−,inner,0(y−) are forced by the re-
quirement that ψapp,inner(x, t) satisfies the matching condition (P1) of Proposition
5.1. Since these terms appear at order 1/2 in the asymptotic expansion, for (P1) to
hold it is sufficient that for s ∈ (−ξ′−1/2, t∗− ξ−1/2): a1+,inner(y+, s)−a1+(y+, t∗+
1/2s) = oL2y+
(1) and a1−,inner(y−, s) = oL2y− (1).
We claim that we may ensure this by taking:
(5.47) a1+,inner,0(y+) = a
1
+(y+, t
∗) = a1,∗(y+),
(recall: a1,∗(y) := limt↑t∗ a1(y, t) (3.22)), and:
a1−,inner,0(y−) = ∂qW (q
∗)× 〈χ−(·; p∗)|∂pχ+(·; p∗)〉
×
∫ 0
−∞
ei
1
2∂qW (q
∗)(∂pE+(p∗)−∂pE−(p∗))(s′)2a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s′, t∗) ds′.
(5.48)
This claim follows from Taylor-expansion:
for all s ∈ (−ξ′−1/2, t∗ − ξ−1/2) :
a1+(y+, t
∗ + 1/2s)− a1+(y+, t∗) = OL2y+ (
1/2s) = OL2y+
(ξ
′
) = oL2y+
(1)
(5.49)
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since 3/8 < ξ′ < 1/2 and from integration by parts, which shows that for s ∈
(−ξ′−1/2,−ξ−1/2):
a1−,inner(y−, s) =
∫ s
−∞
ei
1
2∂qW (q
∗)(∂pE+(p∗)−∂pE−(p∗))(s′)2
× ∂qW (q∗)a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s′, t∗) 〈χ−(·; p∗)|∂pχ+(·; p∗)〉ds′
= OL2y−
(1/2−ξ).
(5.50)
Since ξ < 1/2 by assumption, we are done.
It remains to show (P3) of Proposition 5.1. But by an identical argument, for
s ∈ (ξ−1/2, ξ′−1/2):
a1−,inner(y−, s) = ∂qW (q
∗)× 〈χ−(·; p∗)|∂pχ+(·; p∗)〉∫ ∞
−∞
ei
1
2∂qW (q
∗)(∂pE+(p∗)−∂pE−(p∗))(s′)2 a+ (y− + [∂pE−(p∗)− ∂pE+(p∗)]s′, t∗) ds′
+O(ξ
′−1/2),
(5.51)
so that for σ = ±:
(5.52) a1σ,inner(yσ, t
∗ + 1/2s)− a1σ(yσ, t∗) = OL2yσ (
ξ′) = oL2yσ (1)
for t− t∗ = 1/2s ∈ (ξ, ξ′). It follows that ψapp,inner(x, t) so constructed satisfies
all hypotheses of Proposition 5.1, and so the proof of Theorem 3.20 is complete.
A. Consistency of Theorem 3.20 with ‘Landau-Zener’ theory
In this Appendix we:
(1) Derive the precise magnitude (in L2) of the ‘excited’ wavepacket from the
main statement of Theorem 3.20 (3.45) in terms of that of the initial, ‘in-
cident’, wavepacket (Section A.1)
(2) Show how this result is consistent with the solution of a simplified ‘Landau-
Zener’-type model (Section A.2).
A.1. Magnitude of wave ‘excited’ at the crossing. Let t ∈ (t∗, T˜ ]. According
to the main statement of Theorem 3.20 (3.45), the wave ‘excited’ at the crossing
time t∗ is of the form:
WPexcited(x, t) :=√
 WP0,[S−(t), q−(t), p−(t), a0−(y, t),X−(z; p−(t))](x, t) + oL2x(
√
)
(A.1)
where the parameters of the excited wavepacket: S−(t), q−(t), p−(t), a0−(y, t),
X−(z; p−(t)) were defined in Proposition 3.17 and Definition 3.18. The notation
WP0,[...](x, t) was defined in (2.20).
Expanding the short-hand notation, (A.1) becomes:
WPexcited(x, t) =
√
× −1/4eiS−(t)/eip−(t)(x−q−(t))/a0−
(
x− q−(t)√

, t
)
X−
(x

; p−(t)
)
+ oL2x(
√
).
(A.2)
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Using 1-periodicity in z of the function X−(z; p−(t)) for every t and Lemma 4.1 of
[47] we have that:
(A.3) ‖WPexcited(·, t)‖2L2 =  ‖a0−(·, t)‖2L2‖X−(·; p−(t))‖2 + o().
Using normalization of X−(·; p−(t)) (‖X−(·; p−(t))‖ = 1 for every t), and preserva-
tion of the L2y-norm by the equations defining a−(y, t) (recall Definition 3.10 and
(2.14)), we have that:
(A.4) ‖WPexcited(·, t)‖2L2 =  ‖a0−(·, t∗)‖2L2 + o().
The precise form of a0−(y, t
∗) was derived in Section 5.1 and is displayed in (3.41).
Taking the L2-norm and squaring both sides of this expression we have:
‖a0−(·, t∗)‖2L2 = |∂qW (q∗)|2 × | 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2
×
∥∥∥∥∫ ∞−∞ ei[∂qW (q∗)][∂pE+(p∗)−∂pE−(p∗)]τ2/2 × a0,∗(y − [∂pE+(p∗)− ∂pE−(p∗)]τ) dτ
∥∥∥∥2
L2y
.
(A.5)
By changing variables (recall Property 3.1 (A4) that ∂pE+(p
∗)−∂pE−(p∗) 6= 0) we
can write the integral as a convolution:
‖a0−(·, t∗)‖2L2 =
|∂qW (q∗)|2 × | 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2
|∂pE+(p∗)− ∂pE−(p∗)|2
×
∥∥∥∥∫ ∞−∞ e
i[∂qW (q
∗)]τ2
2[∂pE+(p
∗)−∂pE−(p∗)] × a0,∗(y − τ) dτ
∥∥∥∥2
L2y
.
(A.6)
Applying Plancharel’s theorem and then the convolution theorem yields that:
‖a0−(·, t∗)‖2L2 =
|∂qW (q∗)|2 × | 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2
|∂pE+(p∗)− ∂pE−(p∗)|2
×
∥∥∥∥Fτ {e i[∂qW (q∗)]τ22[∂pE+(p∗)−∂pE−(p∗)]} (ξ)×Fy {a0,∗(y)} (ξ)∥∥∥∥2
L2ξ
,
(A.7)
where Fτ denotes the Fourier transform with respect to the variable τ :
(A.8) Fτ{f(τ)}(ξ) :=
∫ ∞
−∞
e−2piiξτf(τ) dτ.
A standard calculation shows that:
Fτ
{
e
i[∂qW (q
∗)]τ2
2[∂pE+(p
∗)−∂pE−(p∗)]
}
(ξ) =
√
pi(1 + i)
√
[∂pE+(p∗)− ∂pE−(p∗)]√
[∂qW (q∗)]
e
−i2pi2[∂pE+(p∗)−∂pE−(p∗)]ξ2
[∂qW (q∗)] .
(A.9)
Substituting (A.9) into (A.7) and again using Plancharel’s theorem yields:
(A.10) ‖a0−(·, t∗)‖2L2 =
2pi|∂qW (q∗)|| 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2‖a0,∗(·)‖2L2
|∂pE+(p∗)− ∂pE−(p∗)| .
Recall that a0,∗(y) is defined as the limit: a0,∗(y) := limt↑t∗ a0(y, t) where a0(y, t)
is the leading-order envelope of the incident wavepacket and satisfies (2.14). By the
L2y-norm conserving property of (2.14), we have that:
(A.11) ‖a0,∗(·)‖2L2 = lim
t↑t∗
‖a0(·, t)‖L2 = ‖a0(·, 0)‖2L2 = ‖a00(·)‖2L2 .
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Substituting (A.11) into (A.10) we obtain:
(A.12) ‖a0−(·, t∗)‖2L2 =
2pi|∂qW (q∗)|| 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2‖a00(·)‖2L2
|∂pE+(p∗)− ∂pE−(p∗)| .
Combining (A.12) with (A.4) we have that:
‖WPexcited(·, t)‖2L2 =
2pi|∂qW (q∗)|| 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2‖a00(·)‖2L2
|∂pE+(p∗)− ∂pE−(p∗)| × + o().
(A.13)
For the purposes of comparing our result with ‘Landau-Zener’ theory, we seek an
expression for the magnitude of the excited wavepacket (A.13) in terms of that of
the initial wavepacket. First, recall that the initial wavepacket has the form (3.27):
(A.14) WPinitial(x) := WP
1,[S0, q0, p0, a
0
0(y), a
1
0(y), χn(z; p0)](x).
By an identical calculation to that given above (A.2)-(A.4), we see that:
(A.15) ‖WPinitial(·)‖2L2 = ‖a00(·)‖2L2 + o(
√
),
and hence:
‖WPexcited(·, t)‖2L2 =
2pi|∂qW (q∗)|| 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 |2
|∂pE+(p∗)− ∂pE−(p∗)| × × ‖WP

initial(·)‖2L2 + o().
(A.16)
Using p˙+(t) = −∂qW (q+(t)) (3.16), we may re-write (A.16) in the equivalent form:
‖WPexcited(·, t)‖2L2 =
2pi| 〈χ−(·; p+(τ))| ddtχ+(·; p+(τ))〉 |2
| ddτ (E+(p+(τ))− E−(p+(τ))) |
∣∣∣∣∣
τ=t∗
× × ‖WPinitial(·)‖2L2 + o() .
(A.17)
In the next subsection we shall compare the expression (A.17) with (A.31) of a
Landau-Zener type model.
A.2. Agreement with ‘Landau-Zener’ theory. In this section we show that the
expression (A.17) may be derived from a Landau-Zener type model, a simple finite
dimensional model which incorporates key spectral features of the exact problem.
We consider the following Schro¨dinger equation:
(A.18) iψ˙ = H(t)ψ, t ≥ 0.
Here, H(t) denotes a time-dependent Hamiltonian whose spectrum consists of two
time-dependent eigenvalue ‘bands’ which are degenerate at some t∗ > 0. Through-
out this section, dots will denote derivatives with respect to t hence f˙(t) := df(t)/dt.
More precisely, we assume the following on the operator H(t):
(A.19) Spec[H(t)] = E+(t) ∪ E−(t),
where E+(t), E−(t) denote real, smooth functions which satisfy:
E+(t) < E−(t) for t ∈ [0, t∗), E−(t) < E+(t) for t > t∗,
and E+(t
∗) = E−(t∗).
(A.20)
We assume further that the crossing is linear in the sense that:
(A.21)
(
E˙+(t)− E˙−(t)
)∣∣∣
t=t∗
> 0.
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Let χσ(t), σ = ± denote smoothly varying and orthonormal eigenfunctions corre-
sponding to the eigenvalues Eσ(t), so that:
(A.22) H(t)χσ(t) = Eσ(t)χσ(t), t ≥ 0,
and 〈χσ(t)|χσ′(t)〉 = δσσ′ . We may assume without loss of generality (by making
an appropriate gauge transformation) that:
(A.23) 〈χσ(t)|χ˙σ(t)〉 = 0, t ≥ 0.
This choice of gauge is sometimes known as the adiabatic gauge (see Remark 2.3).
We now seek a solution of (A.18) of the form:
(A.24) ψ(t) =
∑
σ=±
cσ(t)χσ(t)e
−i ∫ t
t∗Eσ(τ) dτ
 .
Substituting (A.24) into (A.18) and projecting onto the subspaces spanned by each
eigenfunction yields a system for the coefficients cσ(t), σ = ±, which is equivalent
to the original PDE (A.18):
dc+
dt
(t) = 〈χ+(t)|χ˙−(t)〉 e
i
∫ t
t∗E+(τ)−E−(τ) dτ
 c−(t)
dc−
dt
(t) = 〈χ−(t)|χ˙+(t)〉 e
i
∫ t
t∗E−(τ)−E+(τ) dτ
 c+(t).
(A.25)
By differentiating 〈χ+(t)|χ−(t)〉 = 0 we obtain the identity:
(A.26) 〈χ+(t)|χ˙−(t)〉 = −〈χ−(t)|χ˙+(t)〉, t ≥ 0.
We may then write the system (A.25) in the compact form:
dc+
dt
(t) = F (t)c−(t),
dc−
dt
(t) = −F (t)c+(t),
F (t) := −〈χ−(t)|χ˙+(t)〉e
i
∫ t
t∗E+(τ)−E−(τ) dτ
 .
(A.27)
Integrating (A.27) in time gives:
c+(t) = c+(0) +
∫ t
0
F (τ)c−(τ) dτ
c−(t) = c−(0)−
∫ t
0
F (τ)c+(τ) dτ.
(A.28)
At this point, fix t > t∗. A standard calculation using oscillations in F  (A.27) and
the linear crossing assumption (A.21) implies that:
c+(t) = c+(0)−
√
pi(1 + i)〈χ−(τ)|χ˙+(τ)〉c−(τ)√(
E˙+(τ)− E˙−(τ)
)
∣∣∣∣∣∣∣∣
τ=t∗
×√+ o(√)
c−(t) = c−(0) +
√
pi(1− i) 〈χ−(τ)|χ˙+(τ)〉 c+(τ)√(
E˙+(τ)− E˙−(τ)
)
∣∣∣∣∣∣∣∣
τ=t∗
×√+ o(√).
(A.29)
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A similar calculation yields that |cσ(t∗)− cσ(0)| = o(1), σ = ±, and hence:
c+(t) = c+(0)−
√
pi(1 + i)〈χ−(τ)|χ˙+(τ)〉√(
E˙+(τ)− E˙−(τ)
)
∣∣∣∣∣∣∣∣
τ=t∗
×√× c−(0) + o(
√
)
c−(t) = c−(0) +
√
pi(1− i) 〈χ−(τ)|χ˙+(τ)〉√(
E˙+(τ)− E˙−(τ)
)
∣∣∣∣∣∣∣∣
τ=t∗
×√× c+(0) + o(
√
).
(A.30)
To compare with (A.17), we now set c−(0) = 0 and square the absolute value of
the expression for c−(t) to obtain:
(A.31) |c−(t)|2 = 2pi| 〈χ−(τ)|χ˙+(τ)〉 |
2∣∣∣(E˙+(τ)− E˙−(τ))∣∣∣
∣∣∣∣∣∣
τ=t∗
× × |c+(0)|2 + o().
When the initial data is normalized: |c+(0)|2 = 1, expressions (A.31) and (A.17)
may be interpreted as the ‘inter-band transition probability’.
B. Proof that the ‘inter-band coupling coefficient’ vanishes for
trivial crossings
B.1. Formula for 〈χ−(·; p∗)|∂pχ+(·; p∗)〉 from symmetry of Bloch band. Let
E(p), χ(z; p) denote an eigenpair of (2.3). Then:
H(2pi − p)e−2piizχ(z; p) = e−2piizH(−p)χ(z; p)
= e−2piizH(p)χ(z; p) = E(p)e−2piizχ(z; p)
e−2pii(z+1)χ(z + 1; p) = e−2piizχ(z; p).
(B.1)
Hence, for p ∈ B such that the eigenvalue E(p) is non-degenerate, E(p) and χ(z; p)
obey the symmetry (after possibly multiplying χ(z; p) by a constant):
E(2pi − p) = E(p) χ(z; 2pi − p) = e−2piizχ(z; p).(B.2)
Note further that the symmetry (B.2) implies that the eigenvalue E(2pi−p) is non-
degenerate if and only if E(p) is; if it were not, we could use (B.2) to generate two
linearly independent eigenfunctions with eigenvalue E(p) from those with eigenvalue
E(2pi − p).
Now, let En(p), En+1(p) denote eigenvalue bands of (2.3) which cross at p = pi
(Without loss of generality: the case where the crossing takes place at p = 0 is
similar and these are the only possibilities (Theorem 3.2)), and fix the Brillouin
zone: B = [0, 2pi]. Let E+(p), E−(p) and χ+(z; p), χ−(z; p) denote the smooth
eigenpairs defined in a neighborhood U of pi by (3.3). It follows from (B.2) that for
p away from the degeneracy at pi, χ+(z; p) and χ−(z; p) obey the symmetry:
(B.3) χ−(z; p) = e−2piizχ+(z; p), p ∈ U \ {pi}.
But now recall that the maps χ+(z; p), χ−(z; p) are smooth at p = pi, hence:
(B.4) χ−(z;pi) = lim
p↑pi
χ−(z; p) = lim
p↑pi
e−2piizχ+(z; p) = e−2piizχ+(z;pi).
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It follows that (B.3) holds for every p ∈ U :
(B.5) χ−(z; p) = e−2piizχ+(z; p), p ∈ U.
Substituting (B.5) into the formula for the ‘inter-band coupling coefficient’ (3.30)
gives:
(B.6)
〈χ−(z;pi)|∂pχ+(z;pi)〉 =
〈
e−2piizχ+(z; p)|∂pχ+(z;pi)
〉
=
∫ 1
0
e2piizχ+(z;pi)∂pχ+(z;pi) dz.
B.2. Proof that coefficient vanishes for trivial crossings. Now, suppose that
En(p) and En+1(p) cross trivially in the sense that V (z) = V1/2(z), where V1/2(z)
denotes a 1/2-periodic function, and the smooth band functions E+(p), E−(p) and
associated eigenfunctions χ+(z; p), χ−(z; p) defined in a neighborhood of p = pi
satisfy (all equality of eigenfunctions understood as holding up to a constant phase):
E+(p) = E˜(p) χ+(z; p) = χ˜(z; p)
E−(p) = E˜(2pi + p) χ−(z; p) = χ˜(z; 2pi + p)(B.7)
where E˜(p) is an eigenvalue band of the Bloch eigenvalue problem (2.3) with po-
tential V (z) = V1/2(z) and 1/2 -periodic boundary conditions, considered on the
Brillouin zone [0, 4pi] (see Figure 5).
(B.7) in particular implies that χ+(z; p), ∂pχ+(z; p), and the function:
(B.8) χ+(z; p)∂pχ+(z; p),
are all 1/2 -periodic for all p ∈ U . It follows that the function (B.8) has for all
p ∈ U a convergent Fourier series with only even index modes:
χ+(z; p)∂pχ+(z; p) =
∑
m∈2Z
cme
2piimz,
cm :=
∫ 1
0
e−2piimz
′
χ+(z
′; p)∂pχ+(z′; p) dz′.
(B.9)
Substituting (B.9) into (B.6) we have that:
(B.10) 〈χ−(z;pi)|∂pχ+(z;pi)〉 =
∑
m∈2Z
cm
∫ 1
0
e2piize2piimz dz,
where the cm are as in (B.9). But:
(B.11)
∫ 1
0
e2pii(m+1)z dz = 0, m ∈ 2Z .
Hence 〈χ−(z;pi)|∂pχ+(z;pi)〉 = 0 as required.
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