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ABSTRACT 
The theory of regular splittings for singular M-matrices is used to derive the 
necessary and sufficient conditions for the convergence of iterative decomposition and 
aggregation techniques in the computation of the Perron-Frobenius eigenvector of a 
stochastic irreducible matrix. These conditions turn out to be less restrictive than those 
which must be satisfied by the block Jacobi or the block Gauss-Seidel method. 
1. INTRODUCTION 
The evaluation of the stationary probability distribution vector v of a 
finite homogeneous Markov chain, defined by its transition probability matrix 
Q, is a classical problem in the modeling and the performance analysis of 
computer systems, of data communication networks, or of telephone exchange 
systems. This vector v is the left positive eigenvector of Q, which, by the 
Perron-Frobenius theory, is unique if the stochastic matrix Q is irreducible, 
that is, if the chain is ergodic. 
In many applications where this stationary distribution plays a significant 
role, and in particular in models of computer-system behavior, the number of 
states in the Markov chain can be quite large. Fortunately, such large matrices 
often present features which can be advantageously exploited for the compu- 
tation of their eigensystem. First, they are in general very sparse, so that 
iterative methods are computationally attractive compared to direct methods. 
Besides, the states of the Markov chain can usually be rearranged and 
assembled into aggregates in such a way that the matrix of transition 
probabilities has a block structure which reflects the structural properties and 
the different time scales of the system being modeled. 
During the last decade, different algorithms [5, 13, 141 which combine 
block decomposition and iteration have been proposed to take advantage of 
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such properties in the evaluation of the stationary eigenvector v. All these 
algorithms use, as basic iterative scheme, the block Gauss-Seidel or the block 
Jacobi method. The particular behavior of these methods, when applied to 
stochastic matrices, is analyzed in this paper. 
2. BLOCK DECOMPOSITION 
Let us consider a Markov process, the states of which have been parti- 
tioned into sets, denoted S,,S,, . . . , S,, which we will subsequently call 
aggregates. Let the matrix 
be the associated matrix of transition probabilities, decomposed into blocks 
according to the same partition. The equilibrium probability vector v of the 
Markov process satisfies 
v=vQ, vl=l, (2.2) 
which, since Q is irreducible, is positive and unique. 
The eigenvector v can be partitioned in the same way as matrix Q: 
&(a,v, aZvZ -a- adk), (2.3) 
where, for i= l,..., N, the positive scalar ai gives the steady-state probability 
of being in the aggregate Si and the positive normalized subvector vi gives 
the relative equilibrium probabilities within the aggregate Si, and we have 
N 
vi > 0, vi1 = 1, a,>O, Cai=l, i=l,..., N. (2.4) 
i=l 
Using the decomposition (2.3), the first equation of (2.2) can now be 
rewritten as 
( a1v1 azvz -a* aNvN) = ( alvl azvz -.. ad’~)Q, 
(2.5) 
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aivi = ( j~iUj~jQji)(I-Q,i)-l, i=l>**.>N, (2.6) 
where I denotes the identity matrix. 
This last system of equations immediately suggests the following iteration 
scheme to obtain the eigenvector v: 
c a$‘“)vjm)Qji (I - Qii) -l, i = I,..., jjr, 
j#i 1 
(2.7) 
which can be recognized as the block Jacobi algorithm; it also suggests 
ui*+ l)yjm+ 1) = c u~*+l)yjm+l) 
Qji)+( C ujm)vjm)Qji (I - Qii) - ‘, j<i j>i )I 
i=l ,..., N, (2.8) 
which is the block Gauss-Seidel algorithm. The system (2.8) differs from (2.7) 
by the fact that the iterated approximations al”+ %jrn+ ‘) are introduced as 
soon as they are available, i.e. in the computation of ujm+l)yjmil) for i > j. 
3. CONVERGENCE OF BLOCK ITERATIVE METHODS 
The iterative expressions (2.7) and (2.8) intuitively explain the usefulness 
of the iterative methods by blocks. In these expressions, the normalized 
iterated subvector rtrn+‘) is obtained by a convex combination of the 
normalized rows of iI - Qii)-‘. It is shown in [3] that these rows tend 
towards parallel vectors when the diagonal blocks Qii become nearly stochas- 
tic, i.e., when their elements are large compared to these of the off-diagonal 
blocks. When this last property, known as nearcomplete decomposability [2, 
81, is satisfied, the subvectors yj*+ ‘) will thus converge more quickly with 
such block iterative schemes than with classical point iterative schemes. 
The behavior of the two algorithms can be more formally analyzed by 
using the following decomposition of the matrix I - Q: 
I-QkL+D+U, 
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where the matrix D is block diagonal, and the matrices L and U are strictly 
lower and strictly upper block triangular respectively. The systems (2.7) and 
(2.8) can now be rewritten as 
y(m+ 1) = ,W( _ L _ U)D-’ A V(m) J, 
(3.1) 
y(m+l) = ,(m)( _ L)(D+U) ~’ 2% y(m)H. (3.2) 
Iterative schemes of this type have been generalized by Varga [15], who 
introduced the concept of regular splitting, which was later extended to 
singular matrices by Berman and Plemmon [l] and by Schneider [9]. A 
splitting of the matrix I - Q is regular if it satisfies the relations 
I-Q=M-N, M-‘20, N>O. (3.3) 
To every regular splitting of I - Q corresponds a nonnegative iteration matrix 
A =NM-‘, 
and an iterative scheme 
V(m+ 1) = v’“‘A. 
(3.4) 
The equations (3.1) and (3.2) give the splittings which correspond to the 
block Jacobi and block Gauss-Seidel algorithms. Since Q is irreducible, D and 
D+ U are nonsingular M-matrices and the splittings are regular. If M is 
chosen equal to the unit matrix, then A reduces to Q and the iterative scheme 
(3.4) is equivalent to the power method [6]. 
The conditions for the convergence of an iteration scheme (3.4) are the 
following (see for example [7] or [l, p. 1971): 
(~1) n(A) = I, 
(ca) index( p(A)1 - A) < 1, 
(cs) if A E a(A) with IhI = p(A), then A = p(A), 
where a(A) and p(A) denote the spectrum and the spectral radius of the 
iteration matrix A. Conditions (ca) and (cs) require that the spectral radius be 
a simple eigenvalue and that no other eigenvalue of same module exist; these 
two conditions are satisfied if the iteration matrix A is irreducible (cZ) and 
acyclic (es). 
BLOCK ITERATIVE ALGORITHMS 63 
Neumann and Plemmons [7] (see also [l]) proved that the iteration matrix 
derived from any regular splitting of the matrix I - Q satisfies conditions (ci) 
and (ca) if the matrix Q is stochastic and irreducible. However, the acyclicity 
of Q is not sufficient [4] to guarantee the acyclicity of the iteration matrix, 
which is required by the last condition (cs). As a simple example, it is easy to 
verify that the stochastic, irreducible, and acyclic matrix 
Qu 0 0 ... Qm 
Qa Qzz 0 ... 0 
Q = 0 432 4s ... 0 
leads, for the block Jacobi and the block Gauss-Seidel splittings, to an iteration 
matrix which is cyclic, so that the iterated solutions vcrn+ ‘) yielded by the 
iterative scheme (3.1) or (3.2) do not converge in this case. In [8], Rose proves 
that when the diagonal blocks are irreducible, there exists an ordering of the 
aggregates such that the block Gauss-Seidel iteration matrix is acyclic. This 
irreducibility of the diagonal blocks, however, is not a necessary condition for 
the existence of an acyclic iteration matrix, and furthermore, may be not 
satisfied by the natural partition of the states which is dictated by the model. 
In the next section we show that even with cyclic block Jacobi or block 
Gauss-Seidel iteration matrices, the convergence of the subvectors vim+ ‘), 
i = l,..., N, can be guaranteed. 
4. CYCLIC ITERATION MATRICES 
Let us first determine the invariant subspace for the cyclic iteration matrix 
A, i.e. the subspace defined by the eigenvectors associated with its eigen- 
values of modulus one. 
Let h, h > 1, be the number of these eigenvalues. Since A is nonnegative 
and irreducible, the Perron-Frobenius theorem (see, for example, [l, p. 321) 
ensures that the h eigenvalues of unit modulus are 
A’, c=Ol , 1..-> h-l, (4.1) 
with 
(4.2) 
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and that there exists a permutation matrix P such that 
PAPT= 
0 A,, 0 ... 0 
0 0 A, ... 0 
6 iB iI . . . A&h 
A hl o 0 . . . 0 
(4.3) 
where the zero blocks along the diagonal are square. Without loss of gener- 
ality, we may assume that the states of Q have been reordered so that the 
permutation matrix P reduces to identity. We now have: 
THEOREM I. The h left eigenvectors PC”), 0 < c < h - 1, of A which are 
associated with the h unit-modulus eigenvalues have all the form 
p(c)= (p,$, h2C‘f2 *. . A”“<,), c=o ,...,h-1, (4.4) 
where the set of subvectors El,. . . , (‘,, is unique up to a single multiplicative 
constant. 
The proof is given in Appendix A. 
Therefore, when the iteration matrix A is cyclic, the iteration scheme (3.4) 
will ultimately produce vectors v cm+ ‘) which are linear combinations of the h 
eigenvectors (4.4) only. The iterated vectors vcm+ ‘) will thus be composed of 
subvectors which are parallel to the Ei and which can be extracted if the state 
partition of A into cyclic classes is known. 
Unfortunately, only the state partition (2.1) of Q into aggregates is known 
a priori. But, since the matrix A is irreducible, its Perron-Frobenius eigenvec- 
tor is unique, so that the two decompositions are related by the following 
equality: 
p’o’+l ... & ... .&J 
= alvl -a. a,v, **a 
( aNvN) = V. 
Thus, if all the states of an aggregate S,, 1~ T < N, of Q belong to a single 
cyclic class of A, say the ith one, 1~ i < h, then the subvector V~ will be 
parallel to the corresponding subvector of ti. And if this property is satisfied 
for all the aggregates, then all the subvectors v,!,+ ‘), 1 Q r < N, are guaran- 
teed to converge in the iteration scheme (3.4), even if the iteration matrix A is 
cyclic. 
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The following theorem provides a sufficient condition to guarantee that all 
the states of a same aggregate belong to a single cyclic class. This condition is 
valid for both the block Jacobi and the block Gauss-Seidel iteration matrices. 
Let Sr,!&..., S, be a partition of the set of states of the Markov chain 
such that the matrix of transition probabilities Q,, of any aggregate S, cannot, 
by a reordering of the states, have a block diagonal form. Such an aggregate is 
called connected, because any pair of states (i,, ib) of that aggregate is 
connected by an undirected path, i.e., 
Vi,, i, E S,: 
(Qrr>i,,i,,> 0 
or 
(Qrr)i,,i,, > 0 
or 
3i,, i, ,..., i, E S,: 
(Qrr)i,,i,, ’ 0 or (Qrr>i,i,,> 0 
and 
(Qrr)ikik+, > 0 0’ (Qrr)ik+,ik> 0 
and 
(Qrr)i.i,,> 0 0’ (Qrr>i,i,’ 0. 
We have now: 
THEOREM II. For irreducible matrices Q, when the associated block 
Jacobi or block Gauss-Seidel iteration matrix, A is cyclic, the states of a same 
connected aggregate of Q will belong to a same cyclic class of A. 
The proof is given in Appendix B. 
With this simple and quite natural construction rule for the aggregates, 
and regardless of whether the iteration matrix is cyclic or not, the iteration 
scheme (3.4) can therefore be used to obtain the subvectors vi. When A is 
cyclic, however, once the subvectors vi have converged, a separate calculation 
is needed to obtain the exact scaling ai, 1~ i < A? 
The algorithms due to Koury et al. [5], Takahashi [13], and Vantilborgh 
[14] perform this separate calculation of the scaling factors at each iteration, 
the iteration matrix being cyclic or not. These algorithms use the schemes 
(3.1) or (3.2) to obtain the iterated subvectors vi. After each iteration, a 
resealing of the factors a i is obtained as follows. The postmultiplication of the 
system (2.5) by 1, a column vector of all ones, reduces this system, after some 
simplifications, to 
ai = Caj( vjQjil)> l<i<N. (4.5) 
i 
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The introduction into this system of equations of the iterated approximations 
v!~+‘) yields the iterated factors aim+‘) uniquely since the matrix Q is 
iAeducible and acyclic. 
This separate computation of the scaling factors, also called the aggrega- 
tion step, presents two types of advantages. First, it has been shown numeri- 
cally [5,12] that it can speed up the convergence of the block Jacobi or of the 
block Gauss-Seidel method when the matrix Q is nearly completely decom- 
posable [2, lo]. The determination of the optimal frequency for these aggrega- 
tion steps is still an open problem [12]. 
Secondly, and this clearly results from the arguments above, this separate 
computation becomes necessary for the convergence of the block Jacobi or 
the Gauss-Seidel methods when the iteration matrix (J or H) is cyclic. This 
necessity leads to the conjecture that such a separate computation performed 
regularly after a few block Jacobi or Gauss-Seidel iterations will help also 
when the matrix, although not exactly cyclic, has nevertheless a similar 
structure which causes the iteration scheme (3.4) to converge predominantly 
on subvectors. 
The parallel algorithm due to Lubachevski and Mitra [6] can be seen as an 
asynchronous implementation of the power method. In this algorithm, the ith 
parallel processor computes independently the iterated approximation v,’ *+ ‘) 
for block i, by using for each block j (i z i) the most recent iterated 
approximation v tk) currently available. As we have seen, the power method 
corresponds to aJsplitting where M = I and A = N = Q. The irreducibility and 
the acyclicity of Q are therefore necessary and sufficient to guarantee the 
convergence of the entire vector v in this case. 
Note that all the above arguments remain valid whether the matrix Q is 
nearly completely decomposable [2, lo] or not. They are remarkably indepen- 
dent of E, the degree of coupling between the aggregates. Contrary to 
previous work [ll, 12, 141, these arguments show that necessary and suffi- 
cient conditions for the convergence do not require E being small, a small E 
simply increasing the convergence rates if the matrix Q is nearly completely 
decomposable. 
APPENDIX A. PROOF OF THEOREM I 
Let us consider the left eigenvector of A, associated with the unit 
eigenvalue (c = 0). If we apply to this eigenvector the same partitioning as 
that of the cyclic classes, we can write 
S,)=(& Ez ..’ b, )A. (A.1) 
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Using (4.3) this last equation can be rewritten as 
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where the index k+ is defined by 
i+A(kmodh)+l. 
We can prove now, by verification, that the vector 
is the left eigenvector of A corresponding to the (c + 1)th eigenvalue Xc: 
Developing the matrix A in this last equation gives 
p/c)Aii+ = X”pi$‘, i=l,.. 
If we solve this system of equations, we obtain 
h. 
i-l 
p)“’ n A,-,+ = Ahc~!“‘, i=l I..., h, 
k=i 
(A.4) 
or, using Equations (4.2) and (A.3), 
i-l 
A%$ n A,-,+ = Xic&, 
k=i 
which proves, with (A.2), the desired result. 
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APPENDIX B. PROOF OF THEOREM II 
Because of the definition of a connected aggregate, it is sufficient to prove 
that any two directly connected states of a same connected aggregate, 
always belong to a same cyclic class of the iteration matrix. 
Remember that the triangular block decomposition of the matrix I - Q is 
I-QgL+D+U, 
and the associated block Jacobi iteration matrix is 
A=( -L-U)D-‘. 
Let us first remark that the following lemma is a direct consequence of the 
fact that D- ’ can be expressed as an infinite sum of matrix powers of the 
diagonal blocks Qrr: 
LEMMA I. Vr,Vi, j ES,: 
(D-l)ij>O iff ih~0, [Q:,lij>o. 
This lemma simply states that the (i, j) element of inverse matrix D-‘, for 
i, j E S,, is nonnull if state j is reachable from state i by a directed path 
without leaving the aggregate S,. 
Let S) denotes the set of all the states of S, from which the state i, is 
reachable without leaving S,. Lemma I and (B.l) guarantee that 
Vi,ES+: (D-i)iki, > 0, (D-‘)i,i, ’ 0. (B.2) 
Since the states of S$ cannot be reached from another state of S,, the 
irreducibility of Q guarantees that at least one of these states, say i, (i, E S:), 
must be reachable from a state i, which does not belong to S,: 
Consequently, we have 
( - L - u, ioik > 0,
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and, using (B.2), 
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Ai,i,a ( -L-U)ioib(D-l)iki, > 0, 
Ai”{,,> ( -L-U)i”ik(D-l)i,i,, > 0, 
which proves that the states i, and i, belong to the same cyclic class. 
A similar proof can be established for the Gauss-Seidel iteration matrix: 
A= -L(D+U)-‘. 
Again we have: 
LEMMA II. Vi E S,, Vj E S,, r G s: 
(D+U),;’ > 0 
iff there is a directed path from state i to state j which goes through states 
belonging to aggregates of nondecreasing indices only. 
Let S,? be the set of all the states of S,, S,, . . . , S, from which state i, is 
reachable by a directed path which does not leave these r first aggregates; 
then by Lemma II, we have 
Vi,+: ((D+U)-l)ikiO>O, ((D+U)-l)iki,>O. 
If S,? does not include all the states of Q, the reasoning developed for the 
block Jacobi iteration matrix can be used again to prove that the states i, and 
i, belong to the same cyclic class. If the set S> contains all the states (this is 
possible only if r = h), the irreducibility of Q guarantees that the aggregate 
S, is not an absorbing set of states, so that 
Then, we have 
A,,,,>,( -L)i,i,((D+U)-‘)i~i~‘O, 
Aikib> ( -L)i,i”((D+U> -‘)i,i, > 0, 
which ends the proof. 
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