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Introduction
During labour the fetus is exposed to an extremely stressful situation in which many complications may occur that can possibly compromise the perinatal well-being. Fetal metabolic acidosis is associated with severe perinatal mortality and morbidity (Victory et al 2004) . Therefore, it is crucial for clinicians to have a tool available that helps to identify fetuses at risk and determine whether intervention is required. Typically, assessment of the fetal well-being is based on measurements obtained with a cardiotocographic (CTG) system, which continuously measures uterine contractions (UC) and the fetal heart rate (fHR). Analysis of fHR, fHR variability and UC has shown the potential to detect fetuses that may be compromised by a lack of oxygen (Roemer 2004 , Van Laar et al 2010 , Bogdanovic et al 2014 , Warmerdam et al 2016 .
Most commonly, the fetal heart rate is measured using Doppler ultrasound (US). A US transducer is positioned on the maternal abdomen and directed towards the expected fetal heart location (fHL). The contraction of the fetal heart, i.e. the fHR, can then be determined from the received US Doppler signals with algorithms typically making use of an autocorrelation function (Peters et al 2004 , Voicu et al 2010 .
The quality of the received Doppler signals is highly dependent on the correct positioning of the US transducer on the maternal abdomen. When the US transducer does not insonify the fetal heart, the signal-to-noise ratio of the received Doppler signal is low and the fHR can not be determined. In clinical practice, a skilled clinician palpates the maternal abdomen and determines the fetal presentation. While relying on a signal-quality indicator displayed on the CTG monitoring system and listening to the Doppler audio output of the monitoring system, the US transducer is moved over the maternal abdomen until the fHR can be measured. This can be especially challenging in preterm pregnancies where the fetal heart is relatively small and where the fetus can move more freely in the uterus. Furthermore, palpation of the fetal presentation can be difficult in preterm pregnancies as well as for mothers with a high BMI. Sometimes, US imaging techniques are required to further assist in finding the fHL (Freeman et al 2012) .
When the clinician has found the optimal transducer position, the US transducer is fixed using a belt, such that the transducer is held in place for continuous recording of the fHR. Due to movement of the fetal heart out of the US beam or due to displacement of the US transducer on the maternal abdomen, fHR recording may fail. Severe episodes of signal loss have been frequently reported, which make the interpretation of CTG recordings extremely challenging (Reinhard et al 2012 , Wrobel et al 2014 . For a reliable interpretation of the CTG, the Federation of Gynaecology and Obstetrics recommends to only accept fHR recordings which do show a total signal loss of less than 20% (Ayres-de Campos and Bernardes 2010). This imposes an undesired workload on the clinical staff who repeatedly needs to come to the bedside and reposition the US transducer. In a hectic clinical environment this is not always possible, such that the resulting recordings may be of poor clinical value. Clinical decisions based on these recordings may lead to under-or overtreatment of the patients.
By facilitating an easy and intuitive US transducer positioning on the maternal abdomen, the clinical work flow might be improved and occurrence of fHR signal loss reduced, possibly leading to an improved perinatal outcome. In a previous study, a method for aiding US transducer positioning has been presented and its feasibility has been shown (Hamelmann et al 2016) . The method is based on determining the strength of the Doppler signals received with the individual transducer elements of a CTG US transducer. Given the spatial arrangement of the individual transducer elements, a rough estimate of the fHL can be provided. However, in order to provide reliable feedback on the fHL, the accuracy of the fHL estimate needs to be sufficiently high. In this research, a maximum likelihood estimation (MLE) algorithm is developed and validated which allows one to quantitatively determine the fHL from the received US Doppler signals.
The rest of this paper is organized as follows. In section 2.1 the measurement system is described and the fHL estimation algorithm is presented in sections 2.2 to 2.4. Using simulated data, described in section 2.5, and using measurements on an experimental in vitro beating heart phantom, described in section 2.6, the performance of the fHL estimation algorithm is evaluated. The results are presented in section 3 and critically discussed in section 4. The paper concludes with a summary of the most important findings in section 5.
Material and methods

Measurement system
For the acquisition of the Doppler US data, a commercially available CTG US transducer (Philips Avalon, Philips Medizin-Systeme Böblingen GmbH, Germany) is used. It consists of seven transducer elements positioned in a circular arrangement (see figure 1 ). Each element is wired and connected to an open US platform (Vantage 256, Verasonics, Inc., Kirkland, USA), which provides free control over the respective elements when operating in transmission and receiving mode. In this work, the transducer elements are numbered with index i and defined according to figure 2.
For the US generation, a driving pulse with center frequency f 0 = 1 MHz, a pulse duration T = 50 cycles and pulse repetition frequency PRF = 2 kHz is used. After each transmitted pulse, the individual elements receive the raw US data during an adjustable time window ∆τ , which defines the depth z and the length of the sample volume (SV) from which the reflected US waves are analyzed. The sample volume length (SVL) is defined by SVL = c 0 (T + ∆τ )/2, where c 0 is the speed of sound in the medium (Cobbold 2007) . The received raw US data are then digitized with a sample frequency f s = 4 MHz.
In order to obtain the Doppler signal from the set SV, the raw US data are processed using a common IQ-demodulation scheme (Jensen 1995) . Subsequently, the strength of the Doppler signals is determined by calculating the power P i of the Doppler signals received by the individual elements i in a sliding time window of 1 s with 95% overlap.
The aim of this work is to unambiguously determine the fHL from the received Doppler power in all transducer elements, indicated by P = {P 1 , P 2 , . . . , P 7 }. As described in previous work, the US beam profile, which is referred to as acoustic radiation pattern Ψ, shows strong interference and multiple side lobes when all transducer elements are used for transmission (Hamelmann et al 2016) .
This makes an unambiguous determination of the fHL challenging, since the measured Power P i in an individual transducer could be linked to multiple locations. This problem can be reduced by using only the center element, element number i = 4 (see figure 1 ), for transmission, while all elements can receive. Furthermore, this has the advantage that the total radiative load is decreased by a factor 7, which may be a concern in long continuous measurements on fetuses. In the rest of this work, this driving scheme is used.
Power model
Given the spatial arrangement of the seven transducer elements, the fetal heart localization problem can be solved by weighting the element position by the Doppler received power P i of the respective element. The closer the fetal heart, indicated by the vector h = [r, γ, z] in figure 2, is located in front of a certain transducer element, the stronger the received power P i of that element will be. However, such an approach does not take into account that the received power is a function of the US radiation pattern.
Consequently, we chose to model the received power P i in an individual element for a specific fetal heart location h using a three dimensional description of the transmit-receive radiation pattern Ψ i (r, γ, z), evaluated at h, as
The transmit-receive radiation pattern Ψ i (h) does not provide any information on the absolute value of P i . Various factors such as attenuation effects, transducer element sensitivity, the set driving voltage of the transmitting element, the window length W in which the power is calculated, as well as the heart rate itself, will affect the measured power values. By incorporating a scaling parameter α to the power model in (1), these factors can be partly accounted for. Here the assumption is made that α is equal for all transducer elements, which is justified by the fact that the majority of these factors are set at constant values, which are the same for all elements. Lastly, the term η i represents model inaccuracies due to a non-perfect description of Ψ i and measurement noise. A source of this measurement noise may be spectral broadening due to velocity gradients, various motion directions and accelerations of the fetal heart, as well as a contribution of other moving tissue structures within the targeted SV (Jones 1993 ).
System characterization
The fetal heart is typically located at varying depths between approximately 4 cm and 15 cm, depending on fetal presentation, gestational age and maternal BMI (Loughna et al 2009 , Paladini 2009 ). In this study, in vitro experiments are carried out at corresponding depths. Hence, it is necessary to have a full characterization of Ψ(h) for all possible fHLs. Therefore, the transmitted beam profile ψ t is characterized by measuring the acoustic pressure of the transmitted US waves using a needle hydrophone (Precision Acoustics Ltd., Dorchester, UK) setup. The translation stage used to move the needle hydrophone through the water tank of the setup has a limited range of motion. This prevents measuring the whole transmitted beam at once and it makes extrapolation of the beam profile to larger depth necessary. This is done by fitting the measured beam profile, after background noise subtraction, by a Gaussian function using a least squares method. The equation of the Gaussian function is given by
with amplitude parameter a(z) and beam width c(z), while the element position is given by the constant parameters r 0 and γ 0 . For the transmitting center element r 0 = 0 mm. Figure 3 (a) presents an example of a data cross section measured at z = 30 mm and the corresponding fit result using (2). After that, based on visual inspection of the measurement results, we chose to fit the amplitude parameter a(z) to an exponential function, while c(z) is approximated linearly. The results of the respective fits can be found in figures 3(b) and (c).
Using the reciprocity theorem, the beam profiles ψ r,i of the receiving elements are in fact equal to the transmitted beam ψ t , except that the parameters r 0 and γ 0 are set to the spatial position of the respective elements i. Therefore, from the measured beam profile an estimate for the transmit-receive radiation pattern Ψ i for each transducer element can be defined by
(3)
Note that the width of the radiation pattern is affected by the size of the individual transducer elements as well as the used center frequency f 0 . For higher center frequencies, the width of the radiation pattern becomes narrower at the cost of a reduced penetration depth due to increased US absorption of higher frequencies.
Evaluating Ψ i (r, γ, z) at the fetal heart location h = [r, γ, z] yields the received power P i (h), as given in (1). However, at this point the fetal heart is regarded as a point object located at h. For a more realistic description, the size of the fetal heart can be incorporated into the model by integrating the radiation pattern Ψ i (r, γ, z) over the insonified surface of the fetal heart. We chose to model the shape of the fetal heart by a disc H with diameter d h = 3.5 cm, corresponding to the average size of the fetal heart at a gestational age of 40 weeks (Luewan et al 2011) . The choice of integrating the radiation pattern over a disc is intended to improve the model of (1) without a complex description of the fetal heart shape. Accordingly, the model can be rewritten as
where the substitution Φ i (h) = H Ψ i (r, γ, z)dh was made.
Fetal heart location estimation
Using a probabilistic approach, (4) is used to obtain an estimate h of the fHL. According to Bayes' rule, the a posteriori probability density function p (h, α|P, I), the probability that h and α are true given the measured power P, can be written as
Here p (P|h, α, I) is called the likelihood function and I denotes any relevant background information, such as Φ i , the window length W or the driving voltage of the transducer elements. Since no prior information about the fetal heart location is available, the a priori probability density function, p(h, α|I), is assumed to be uniform (Sivia and Skilling 2006) .
Furthermore, as we are interested in maximizing the a posteriori probability density function for h, the evidence p(P|I) in (5) can be treated as a normalization constant. Therefore, in our case, the maximization criterion for the a posteriori probability density function is equal to the maximization criterion of the likelihood function:
It is assumed that the receiving elements are statistically independent, which allows to express the joint likelihood function as a product of the individual likelihood functions of the corresponding elements. This is not completely accurate, since knowledge about the received power in one element provides information about the power in the other elements (Knuth 1998) .
Further, it is assumed that η i are independent and identically distributed normal random variables with zero mean and variance σ 2 . It should be noted that this assumption is made with the intention of reducing mathematical complexity, despite the fact that η i in reality may be distributed differently. More specifically, as P i is calculated by taking the mean squared value of the Doppler signal, it is more appropriate to model η i with a gamma distribution (Fischer et al 2008, Leemis and McQueston 2008) . Therefore, the impact of this incorrect modelling on the fHL estimation accuracy is further evaluated in section 4. Consequently, we can write the maximum likelihood estimator as
Here, the log-likelihood function L is computed for numerical convenience, which can be justified by the monotonic increasing behaviour of the logarithm. Finding a solution to δL/δα = 0 yields
( 8) Furthermore, it is checked whether the second derivative δ 2 L/δ 2 α < 0 to ensure that α corresponds to a maximum rather than a minimum (Sivia and Skilling 2006) . The maximum likelihood estimator for h is therefore defined as
The estimate h is obtained by computing the log-likelihood function in a transversal plane parallel to the transducer surface and grid searching for its global maximum. The depth z of this plane is set by the selected SV. An example of the log-likelihood function in the transversal plane can be found in figure 4, where L was normalized to its maximal value for displaying purposes.
Simulations
Using (4) the performance of the fHL estimation algorithm can be evaluated under various conditions using simulated data.
For ease of computation it was assumed in the MLE algorithm that the model inaccuracies η i are normally distributed. This can not be true since P i can never be negative. Rather than η i , it is more realistic to assume that the noise in the received Doppler signal is normally distributed with variance σ 2 d (Fischer et al 2008) . Since the power is calculated using the mean squared value within a window of N samples, η i may be assumed to be distributed according to a gamma distribution with a constant shape parameter k = N/2 and scale parameter θ = 2σ 2 d /N (Leemis and McQueston 2008) . With this adapted noise model, the received power is simulated for different fetal heart locations to evaluate the performance of the fHL estimation algorithm. The simulations are performed with α = 1 and we defined the signal-tonoise ratio as SNR = 10 log(α/(θk)).
In vitro experiments
For experimental evaluation, an in vitro beating fetal-heart setup was built, depicted in figure 5. In this setup, the US transducer is attached to a rotatable mount, which can be moved by a translation stage and is submerged in a water tank. At an adjustable distance, a chicken heart is threaded on 5 μm thick fishing strings, which are pinned to the wall of the water tank to hold the heart at a fixed position. The choice of using a chicken heart is motivated by the requirement of having similar dimensional and acoustical properties compared to those of a human fetal heart. Luewan et al measured the biventricular outer diameter of the fetal heart and reported that it varies between 0.9 cm and 3.9 cm for gestational age of 14 to 40 weeks (Luewan et al 2011) . The dimensions of the chicken heart used in the experiments are comparable (see figure 5(b) ). Another string is wrapped around the heart and via a pulley attached to a connecting plate.
An electrical motor brings the connecting plate into motion, hence pulling on the string. As a consequence, the chicken heart displaces along the z-direction. The driving voltage of the motor was set such that it produces a sinusoidal movement pattern with 140 beats per minute (bpm), a typical fetal heart rate measured during labor. The distance between the rotary hinge and the motor was tuned, such that the distance covered by the chicken heart during one cycle is equal to the distance covered by the fetal cardiac wall during one heart beat, i.e. d z = 0.5 mm (Elmstedt et al 2013) .
Aligning the transducer with respect to the chicken heart is challenging and was carefully executed. The chicken heart was positioned in front of element i = 4. Translation of the US transducer through the water tank and subsequent rotation of the transducer around the z-axis enables measurements of P for different heart locations in a two dimensional plane at constant depth z. Experiments were carried out at two representative depths z = 80 mm and z = 120 mm, which fall into the required working range of the fetal heart rate monitor. The midpoint of the SV of the measurement system was set to these depths, respectively.
Two different types of experiments were performed, from now on referred to as static and dynamic measurements. In the static measurement, the US transducer was kept at a fixed position while measuring the power of the Doppler signal from the beating chicken heart. In the dynamic measurement, the US transducer was translated through the water tank at a constant velocity v = 0.28 cm s −1 , which mimics a drift of the fetal heart out of the US beam at moderate speed.
For the different depths and the different measurement types, the experiments are repeated four times to determine the accuracy and reproducibility of the fHL estimation method.
Results
In order to evaluate the performance of the fHL estimation algorithm, the error of the estimation is determined. For both the simulations and the experiments, this error is defined as the Euclidean distance between the real fHL, h, and the estimated fHL, h. Figure 6 shows the accuracy of the fHL estimation for different simulated fHL in a plane at distance z = 80 mm for different noise levels. The color bar indicates the error of the estimation. When no noise is added to the model, i.e. SNR = ∞ dB, the developed algorithm estimates the fHL perfectly. After the addition of noise, a circular region in which the fHL can accurately be determined is visible. Within the center of this region, the error is below 4 mm and gradually increases towards the outside. Outside the area covered by the transducer elements, indicted by the black circles in the figure, the error increases rapidly. At high noise level (SNR = −14 dB) the fHL can not be determined accurately any more.
Simulations
A similar behaviour is visible in figure 7 , where the fetal heart location was simulated at depth z = 120 mm. For the same noise levels, the region in which the fHL can accurately be determined is broader compared to z = 80 mm.
It is striking that, for the depth z = 80 mm, with increasing noise level the error of the estimation is larger in the center, see figure 6 for SNR = 6 dB and SNR = 0 dB, compared to regions between the elements. At these specific noise levels, six regions can be identified in which the fHL estimation is significantly better than in the center. These regions are located in between a set of three transducer elements.
At larger depth z = 120 mm, see figure 7 , the error is still higher in the center but the difference is not as marked as at z = 80 mm. Furthermore, the performance of the fHL estimation in the regions between the sets of three transducer elements does not deteriorate as fast as in the situation at depth z = 80 mm. Figure 4 shows the log-likelihood function L, computed in a transversal plane at z = 120 mm, for three different fHLs during the dynamic measurements. For displaying purposes, L is normalized by its maximal value. When the chicken heart is in front of the center element, the maximum of the log-likelihood function is also in the center. However, it can be noted that near the maximum, the log-likelihood function is rather flat. When the heart is moving outside the center, the log-likelihood function shows a sharp global maximum corresponding well to the real fHL. Moving further away from the center, the likelihood function shows on which side, relative to the center of the US transducer, the heart is located. However, the error between real and estimated fHL is approximately 25mm.
In vitro experiments
In figure 8 the average errors of the static measurements at z = 80 mm and z = 120 mm are depicted. The intersections of the grid lines correspond to the real fHLs in the static experiments. Here it is again visible that the closer the fetal heart is located in front of the center element the better the performance of the fHL estimation. The region in which the fHL can accurately be determined is larger for the measurements performed at z = 120 mm compared to z = 80 mm. It can be noted that the performance of the algorithm is not symmetrical in all directions.
In figure 9 , the results of the dynamic experiments also are presented. At depth z = 80 mm, the average error of the dynamic measurements is below 7 mm, as long as the fetal heart is not further than r = 20 mm away from the center. Beyond that distance the error increases rapidly. For the measurements at z = 120 mm, the same trend can be observed, but the average error is lower than 7 mm up to r = 25 mm. It can also be observed that the standard deviation of the error is smaller for the measurements at z = 120 mm. Compared to the dynamic measurements, the performance of the fHL estimation is improved in the static measurements, as indicated by the lower average error and the reduced smaller standard deviation.
For the static measurement at z = 80 mm (figure 9), the error is 7 mm large in the center, while at r = 5 mm to r = 15 mm the average error is lower. Also, in the dynamic measurement a slight reduction of the performance towards the center can be noted. For the measurements at z = 120 mm, this effect can not be recognized.
Discussion
Effect of increasing noise level
The results of the simulations, see figures 6 and 7, show that the performance of the algorithm is best when the fetal heart is located within the range of the transducer elements. Generally, the closer the fetal heart is located to the center, the lower the error. When no noise is added to the model, i.e. SNR = ∞ dB, the developed algorithm estimates the fHL perfectly. After adding noise to the model, a circular region in which the fHL can be determined accurately is visible. This region corresponds closely to the area covered by the transducer elements. This can be explained by the fact that the closer the fetal heart is located within the US beam, the higher the received power P is. Background noise will affect less the received power P and hence the log-likelihood function. The results of the measurements (see figures 8 and 9) confirm the results of the simulation. Also here, the more centrally the fetal heart is located within the center of the US beam, the better the performance of the fHL estimation. When the fetal heart moves outside the measuring range, the received power P i within the elements is too low for correct estimation of the fHL.
It is striking that with increased noise level the error of the fHL estimation is worse in the center, see figure 6 , while between the elements the error of the fHL estimation is less increased. Given the modelled radiation pattern, it is expected that the power received in the center element is maximal when the fetal heart is centrally located in front of that element. The individual likelihood function corresponding to that element will therefore have its maximum also in the center. With increasing noise level, the power measured within the elements is higher. This does actually not have an effect on the position of the individual-likelihoodfunction maxima for the center element. However, the maxima of the other likelihood functions will shift closer to the location where the radiation pattern of the respective transducer element is highest. As a consequence, the maximum likelihood estimator for the fHL will shift away from the center, hence increasing the error. The in vitro results confirm this observation, as it is shown in figure 9 .
In the simulations at depths z = 120 mm ( figure 7) , the performance of the estimation is not as dependent on the spatial location of the fetal heart for increasing noise levels. Only for SNR = 0 dB, the effect of an reduced performance in the center is noticeable. This is due Figure 9 . Performance of the estimation algorithm for fetal heart locations in a plane at z = 80 mm (a) and z = 120 mm (b), respectively. The error is defined as the Euclidean distance between the set and estimated fetal heart location. On the abscissa the distance r to the z-axis is given. The error is averaged for all different rotations and repetitions of the dynamic and static measurement. The shaded area and the errorbars correspond to the standard deviation of the error for the dynamic and static measurement, respectively. to the fact that the radiation pattern becomes broader at increasing depth and hence the loglikelihood functions are less steep.
Effect of different depths
Comparing the results of the simulation (figures 6 and 7) with the same noise level, the region in which the fHL can accurately be determined is broader for z = 120 mm than for z = 80 mm. This is due to the fact that the US beams diverge while the sound travels through the medium, i.e. the radiation pattern broadens. In fact, with increasing depth the amplitude of the radiation pattern also decreases. However, due to the fact that the MLE algorithm estimates the scaling parameter α, the absolute value of P is not important in the simulation. In the in vitro experiments, it is expected that the SNR deteriorates faster at larger depths compared to depths closer to the transducer. However, since the experiments are carried out in a water tank, the difference in signal amplitude is not significant. In in vivo experiments, it needs to be further evaluated whether the positive effect of the broader beam at larger depth is still noticeable when the signal is further attenuated due to additional tissue structures in front of the fetal heart.
Looking at the results of the simulation in figure 6 for the noise level of SNR = 6 dB and SNR = 0 dB, six regions can be identified where the fHL estimation is less deteriorated. These regions can not be observed for the simulations at larger depth ( figure 7) . This can intuitively be explained with the broadened US beam profile. When the beam is narrow, a fetal heart directly located in front of a element will mainly be recognized by that specific element and it is outside the sensitive range of the other elements. In contrast, when the fetal heart is in between a set of three elements, all elements can positively contribute to the estimation. For a broader US beam, this effect is not as pronounced since multiple elements receive a higher power P i and can positively contribute to the fHL estimation.
Static versus dynamic measurements
Comparing the results of the static with the dynamic measurements shows that in a static situation the fHL estimation is superior. Under dynamic conditions, the fetal heart has moved within the time window W in which the power is calculated. Therefore, the measured power is an integration of multiple positions leading to a reduced fHL estimation performance.
Performance assessment
For the envisioned positioning aid, the maximum allowed error must be lower than the distance between the individual transducer elements, i.e. 10 mm. If the error of the estimation would be higher, it can not be accurately determined in which direction the transducer should be moved to improve the signal quality. From the results of the in vitro experiments (figure 9), it follows that this required accuracy can be reached within the measurement range of the transducer.
When the fetal heart is centrally located in front of the transducer and the noise level is low, all transducer elements will have an individual likelihood function with a maximum in the center. Multiplying all individual likelihood functions (7), the joint likelihood function is symmetric and clearly shows that the maximum likelihood is within the center (see figure 4 ). As soon as the fetal heart moves out of the center of the beam, the elements at the respective side will receive a higher power signal. Consequently, the joint likelihood function is dominated by the individual likelihood function of those elements and the maximum likelihood location h may not correspond exactly to the real fHL. However, as is visible in figure 4, by computing and visualizing the whole log-likelihood function on the grid, it is clear on which side of the US transducer the fetal heart is located. For aiding clinicians with the positioning of the US transducer on the maternal abdomen, this information can be useful.
Interestingly, the estimation performance is not symmetrical in all directions. This could be due to the fact that, as depicted in figure 5 , the chicken heart is not a symmetric object, but elongated in one direction. While the heart is beating, it is very likely that US waves are reflected more strongly depending on how the chicken heart is oriented within the US beam. In addition, despite the carefully executed alignment of US transducer and beating fetal heart during the experiments, it might be possible that the movement direction of the fetal heart may not be perfectly aligned with the z-axis, such that the performance assessment may be affected.
Future perspectives
As it is visible in figure 4 , the shape and width of the likelihood function changes for different fHL. When the fetal heart is located outside of the measurement volume, the likelihood function has a wide shape and does not show a clear, distinct maximum. In the future, we will further investigate the contribution of all transducer elements to the shape and width of the likelihood function. This will permit a quantitative evaluation on the reliability of the maximum likelihood estimation depending on the fHL.
In the derivation of the MLE it was assumed that the prior probability density function p(h|I) is uniform on the investigated finite volume. However, it is a reasonable assumption that the fHL will not drastically change from one time instance to another. Incorporating time-information using a Gauss-Markov model to define a different prior probability density function may help to further improve the fHL estimation (de Freitas et al 1998) .
Within the current driving scheme of the US transducer, only the center element is active in transmission. As described before, the result of the fHL estimation is strongly dependent on the power received in the individual elements, hence the measurement range is limited by the width of the transmitted US beam. If one aims at increasing the measurement range, a possible solution is to successively activate the outer transducer elements. Averaging the fHL estimation obtained when using different transmission elements will increase the measurement range and possibly decrease the estimation error made. Furthermore, by comparing the received power in the elements when using different transmission elements, one can identify the element which should be the active transmission element for the recording of the fetal heart rate. Implementing these driving schemes will need further investigation.
The described method aims at helping the clinical staff with the positioning of the US transducer on the maternal abdomen. However, movements of the heart outside the US beam still cannot be tracked. In order to completely avoid the need of transducer positioning, a larger field of view is required. This can for example be achieved by reducing the size of the transducer elements or decreasing the center frequency of the transmit pulse f 0 , hence increasing the width of the radiation pattern. This may also add the advantage of a smoother power distribution in the near field, which will help to estimate the fHL more accurately closer to the abdominal surface of the mother. This option needs further exploration, since the SNR will decrease with a wider beam. Alternatively, the transducer array aperture can be expanded by multiple elements to increase the size of the measurement volume. As the maternal abdomen has a curved surface, it should be noted that a larger array aperture may need to be curved, which needs to be taken into account when modelling the radiation pattern Ψ.
For now, the algorithm was tested in simulations and in in vitro experiments. For further validation and evaluation of the performance in vitro measurements need to be done.
In a clinical environment, information on the fHL with respect to the US transducer can help to optimally position the US transducer on the maternal abdomen. Part of future research will be to explore suitable means on how to provide the results of the fHL estimation to the clinical staff. A possibility could be to visualize the computed log-likelihood function on a monitor next to the bedside. An alternative practical solution may also be to directly visualize on the casing of the US transducer in which direction it needs to be moved. This could for example be implemented by several flashing LED lights. That way, the clinician would intuitively know when the US transducer is positioned centrally above the fetal heart.
Conclusion
In the presented work an algorithm was developed to estimate the fetal heart location from Doppler US measurements using a maximum likelihood approach. With this algorithm it is possible to estimate the location of the fetal heart with an error of less than 7 mm within the measurement range of the US transducer. This accuracy is sufficiently high to aid clinical staff to centrally position the transducer above the fetal heart, since the error is smaller than the size of a single transducer element. This may lead to an increased signal quality for better fetal heart rate recordings and improved perinatal outcome. When the fetal heart is located at the outer edge of the US beam, the computed likelihood function allows one to identify in which direction the US transducer should be moved. It was observed that the performance of the fHL estimation is reduced when the fetal heart is located at depths closer to the transducer. Also, depending on the relative location of the fetal heart with respect to the individual transducer elements, the performance of the fHL estimation changes. This was explained by the narrower US beam in the near field. Further research is needed to also evaluate the performance in in vivo settings.
