We generalize the C-numerical range WC(T ) from trace-class to Schatten-class operators, i.e. to C ∈ B p (H) and T ∈ B q (H) with 1/p + 1/q = 1, and show that its closure is always star-shaped with respect to the origin. For q ∈ (1, ∞], this is equivalent to saying that the closure of the image of the unitary orbit of T ∈ B q (H) under any continous linear functional L ∈ (B q (H)) ′ is star-shaped with respect to the origin. For q = 1, one has star-shapedness with respect to tr(T )We(L), where We(L) denotes the essential range of L.
Introduction
This is a follow-up paper of [1] . There, we studied the C-numerical range W C (T ) of T generalized to trace-class operators C and bounded operators T acting on some infinite-dimensional separable complex Hilbert space H, i.e.
in the C * -algebra B(H) for all p ∈ [1, ∞] . Starting from the symmetry requirement, our line-of-thought will arrive in a quite natural way at the outlined Schatten-class setting of the C-numerical range of T .
The paper is organized as follows: After a preliminary section collecting notation and basic results on Schatten-class operators, we present our main results in Section 3. We show that the closure of W C (T ) for conjugate Schatten-class operators C and T is always star-shaped with respect to the origin. We reformulate this result in terms of the image of the unitary orbit of T ∈ B q (H) under any continuous linear functional L ∈ (B q (H)) ′ . Moreover, we prove that the closure of W C (T ) is convex if either C or T is normal with collinear eigenvalues. Finally, we introduce the C-spectrum of T and derive some inclusion and convexitiy results, which are well known for matrices, under the assumption that both Schatten-class operators C and T are normal.
Notation and Preliminaries
Unless stated otherwise, here and henceforth X and Y are arbitrary infinitedimensional complex Hilbert spaces while H and G are reserved for infinite-dimensional separable complex Hilbert spaces (for short i.s.c. Hilbert spaces). Moreover, B(X , Y), K(X , Y) and B p (X , Y) denote the set of all bounded, compact and p-th Schatten-class operators between X and Y, respectively. Scalar products are conjugate linear in the first argument and linear in the second one. For an arbitrary subset S ⊂ C, the notations S and conv(S) stand for its closure and convex hull, respectively. Finally, given p, q ∈ [1, ∞], we say p and q are conjugate if
Infinite-dimensional Hilbert Spaces and the Trace Class
For a comprehensive introduction to infinite-dimensional Hilbert spaces and Schattenclass operators, we refer to, e.g., [2] and [3] . Here, we recall only some basic results which will be use frequently throughout this paper.
Let (e i ) i∈I be any orthonormal basis of X and let x ∈ X . Then one has Parseval's identity
which reduces to Bessel's inequality
if (f j ) j∈J is any orthonormal system in X instead of an orthonormal basis.
where the series converges in the operator norm.
As the singular numbers (s n (C)) n∈N in Lemma 2.1 are uniquely determined by C, the p-th Schatten-class B p (X , Y) is defined by
with the set of all compact operators K(X , Y) equipped with the norm . Then, for all S, T ∈ B(X ) and C ∈ B p (X ), one has
Note that due to (a), all Schatten-classes B p (X ) constitute -just like the compact operators -a two-sided ideal in the C * -algebra of all bounded operators B(X ).
Lemma 2.3. Let T ∈ K(X ) and (e k ) k∈N be any orthonormal system in X . Then
Note that by Cauchy-Schwarz and Bessel's inequality one has
for all m ∈ N. On the other hand, Cauchy-Schwarz and Bessel's inequality also imply
Hence an upper bound of ∞ m=1 s m (T )λ m is given by choosing λ 1 = . . . = λ n = 1 and λ j = 0 whenever j > n, since s 1 (T ) ≥ s 2 (T ) ≥ . . . by construction. This shows the desired inequality. A proof of (b) can be found, e.g., in [3, Lemma 16 .17].
Now for any C ∈ B 1 (X ), the trace of C is defined via
where (f i ) i∈I can be any orthonormal basis of X . The trace is well-defined as one can show that the right-hand side of (1) does not depend on the choice of (f i ) i∈I . Important properties are the following, cf. [4, Lemma XI.9.14].
Lemma 2.4. Let C ∈ B p (X ) and T ∈ B q (X ) with p, q ∈ [1, ∞] conjugate. Then one has CT, T C ∈ B 1 (X ) with
Note that the space of so called Hilbert-Schmidt operators B 2 (X ) turns into a Hilbert space under the scalar product C, T := tr(C † T ) [3, Prop. 16.22].
Set Convergence
In order to transfer results about convexity and star-shapedness of the C-numerical range of matrices to Schatten-class operators, we need some basic facts about set convergence. We will use the Hausdorff metric on compact subsets (of C) and the associated notion of convergence, see, e.g., [5] .
The distance between z ∈ C and any non-empty compact subset A ⊆ C is defined by
Based on (3), the Hausdorff metric ∆ on the set of all non-empty compact subsets of C is given by
The following result is proven in [1, Lemma 2.5].
Lemma 2.5. Let (A n ) n∈N and (B n ) n∈N be bounded sequences of non-empty compact subsets of C such that lim n→∞ A n = A, lim n→∞ B n = B and let (z n ) n∈N be any sequence of complex numbers with lim n→∞ z n = z. Then the following statements hold.
(a) If A n ⊆ B n for all n ∈ N, then A ⊆ B.
(b) The sequence (conv(A n )) n∈N of compact subsets converges to conv(A), i.e.
(c) If A n is convex for all n ∈ N, then A is convex.
(d) If A n is star-shaped with respect to z n for all n ∈ N, then A is star-shaped with respect to z.
Results
Let H denote an arbitrary infinite-dimensional separable complex (i.s.c.) Hilbert space. Our goal will be to carry over the characterizations of the geometry of the C-numerical range W C (T ), like star-shapedness or convexity, from the trace class [1] to conjugate Schatten-class operators on H.
we define the C-numerical range of T to be
Note that the trace tr(CU † T U ) is well-defined due to Lemma 2.2 and 2.4.
Moreover, throughout this paper we need some mechanism to associate bounded operators on H with matrices. In doing so, let (e n ) n∈N be some orthonormal basis of H and let (ê i ) n i=1 be the standard basis of C n . For any n ∈ N we define
and its linear extension to all of C n . Next, let
be the operator which "cuts out" the upper n × n block of (the matrix representation of) A with respect to (e n ) n∈N .
Star-Shapedness
Our strategy is to transfer well-known properties of the finite-dimensional [C] nnumerical range of [T ] n to W C (T ) via the convergence results of Lemma 2.5.
H) and (S n ) n∈N be a sequence in B(H) which converges strongly to S ∈ B(H). Then one has S n C → SC, CS † n → CS † , and S n CS † n → SCS † for n → ∞ with respect to the norm ν p .
Proof. The cases p = 1 and p = ∞ are proven in [1, Lemma 3.2] . As the proof for p ∈ (1, ∞) is essentially the same, we sketch only the major differences. First, choose
where κ > 0 satisfies S ≤ κ and S n ≤ κ for all n ∈ N. The existence of the constant κ > 0 is guaranteed by the uniform boundedness principle. Then decompose
Thus, what remains is to choose N ∈ N such that ν p (SC 1 − S n C 1 ) < ε/3 for all n ≥ N . Starting from
the strong convergence of (S n ) n∈N yields N ∈ N such that
for k = 1, . . . , K and all n ≥ N . This shows ν p (SC − S n C) → 0 as n → ∞. All other assertions are an immediate consequence of ν p (A) = ν p (A † ) for all A ∈ B p (H) and
Proof. The statement is a simple consequence of (2) and Lemma 3.2 as g k are the maps given by (4) with respect to (e n ) n∈N and (g n ) n∈N , respectively.
Proof. The proof for p = 1 and q = ∞ (or vice versa) given in [1, Thm. 3.1] can be adjusted to the case p, q ∈ (1, ∞) by minimal modifications.
Before proceeding with the star-shapedness of W C (T ), we need the following auxilliary result to characterize the star-center later on.
Lemma 3.5. Let C ∈ B p (H) with p ∈ (1, ∞] and let q ∈ [1, ∞) such that p, q are conjugate. Furthermore, let (e n ) n∈N be any orthonormal system in H. Then
Proof. First, let p = ∞, so q = 1. As C is compact, by Lemma 2.3 (b), one has lim k→∞ e k , Ce k = 0 and thus the sequence of arithmetic means converges to zero as well. Next, let p ∈ (1, ∞) and ε > 0. Moreover, we assume w.l.o.g. C = 0 so s 1 (C) = C = 0. As C ∈ B p (H), one can choose
for all n ≥ N 2 . Then, for any n ≥ N := max{N 1 + 1, N 2 }, by Lemma 2.3 and Hölder's inequality we obtain
This concludes the proof. Now, our main result of this section reads as follows.
is star-shaped with respect to the origin.
Proof. Let (e n ) n∈N , (g n ) n∈N be arbitrary orthonormal bases of H. For n ∈ N, it is readily verified that
Both factors converge and, by Lemma 3.5, at least one of them goes to 0 as n → ∞. In analogy to the essential numerical range of a bounded linear operator as characterized in, e.g., [7, Thm. 34 .9], we introduce the essential range of a bounded linear 
This shows that W e (L) is non-empty, compact and convex and, in particular, W e (L) = {0} for q ∈ (1, ∞], cf. [7, Thm. 34.2] . With the above terminology one has the following straightforward conclusion. 
(b) Let q = 1 and T ∈ B 1 (H) be given. The closure of the image of the unitary orbit of T under any bounded linear functional L ∈ (B 1 (H)) ′ is star-shaped with respect to tr(T )W e (L), i.e. all z ∈ tr(T )W e (L) are possible star centers.
for some unique C ∈ B p (H) and thus, by Theorem 3.6, the closure of this set is star-shaped with respect to 0 ∈ C. 
Convexity and the C-Spectrum
Convexity is definitely one of the most beautiful properties in the context of numerical ranges. A useful tool in order to characterize convexity of the C-numerical range is the C-spectrum, which was first introduced for matrices in [9] and was generalized to infinite dimensions (more precisely, to trace-class operators) in [1] . Consequently, the next step is to transfer this concept and some of the known results to the Schatten-class setting.
In order to define the C-spectrum, we first have to fix the term eigenvalue sequence of a compact operator T ∈ K(H). In general, it is obtained by arranging the (necessarily countably many) non-zero eigenvalues in decreasing order with respect to their absolute values and each eigenvalue is repeated as many times as its algebraic multiplicity 1 . If only finitely many non-vanishing eigenvalues exist, the sequence is filled up with zeros, see [3, Ch. 15] . For our purposes, we have to pass to a slightly modified eigenvalue sequence as follows:
• If the range of T is infinite-dimensional and the kernel of T is finite-dimensional, then put dim(ker T ) zeros at the beginning of the eigenvalue sequence of T .
• If the range and the kernel of T are infinite-dimensional, mix infinitely many zeros into the eigenvalue sequence of T . 2
• If the range of T is finite-dimensional leave the eigenvalue sequence of T unchanged.
Note that compact normal operators have a spectral decomposition of the form
where (f n ) n∈N is an orthonormal basis of H and (τ n ) n∈N denotes the modified eigenvalue sequence of T , cf. [2, Thm. VIII.4.6]. Hence it is evident that for arbitrary p ∈ [1, ∞), the absolute values of the non-vanishing eigenvalues and the singular values of a normal T ∈ B p (H) coincide and thus
Definition 3.8 (C-spectrum). Let p, q ∈ [1, ∞] be conjugate. Then, for C ∈ B p (H) with modified eigenvalue sequence (γ n ) n∈N and T ∈ B q (H) with modified eigenvalue sequence (τ n ) n∈N , we define the C-spectrum of T to be
Due to Hölder's inequality and the standard estimate
Thus, the series ∞ n=1 γ n τ σ(n) in the definition of P C (T ) are well-defined and bounded by ν p (C)ν q (T ).
A comprehensive survey on basic results regarding the C-spectrum of a matrix can be found in [10, Ch. 6] . Below, in Theorem 3.10, we generalize some well-known inclusion relations between the C-numerical range and the C-spectrum of matrices to Schatten-class operators. Prior to this, however, we have to derive an approximation result similar to Theorem 3.4.
Theorem 3.9. Let C ∈ B p (H) and T ∈ B q (H) both be normal with p, q ∈ [1, ∞] conjugate. Then
g k are the maps given by (4) with respect to the orthonormal bases (e n ) n∈N and (g n ) n∈N of H which diagonalize C and T , respectively.
Proof.
A proof for p = 1, q = ∞ (or vice versa) is given in [1, Thm. 3.6] and can be adjusted to p, q ∈ (1, ∞) by minimal modifications. Now our main result of this section reads as follows. Proof. (a) W.l.o.g. let C be normal with collinear eigenvalues. There exists an orthonormal basis (e n ) n∈N of H such that C = ∞ n=1 γ n e n , · e n . Since γ n → 0 as n → ∞, due to the collinearity assumption there exists φ ∈ [0, 2π) such that e iφ C is hermitian. Thus, by Theorem 3.4, one has
([e −iφ T ] e 2n ) .
As [e iφ C] e 2n ∈ C 2n×2n is obviously hermitian for all n ∈ N, it follows that
([e −iφ T ] e 2n ) is convex for n ∈ N, cf. [11] . Hence Lemma 2.5 (c) yields the desired result. (c) Finally, applying the closure and the convex hull to (b) yields conv(P C (T )) = conv(W C (T )) = W C (T ), where the last equality holds because of (a).
