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Le LNE (Laboratoire National de métrologie et d’Essais) est le laboratoire de référence français 
en métrologie. Il a été créé en 1901 au sein du Conservatoire National des Arts et Métiers 
(CNAM). Son rôle initial était la réalisation d’essais dans différents domaines pour répondre aux 
besoins des industriels.  
En 1978 le LNE devient un établissement public à caractère industriel et commercial (EPIC), ce 
qui lui a permis d’élargir ses domaines d’intervention. Depuis cette date, le LNE intervient dans 
des domaines tels que la métrologie, la santé, la construction, l’emballage, les transports, 
l’environnement et les produits industriels. Par ailleurs, le LNE est un organisme de certification.  
Les principaux objectifs du LNE sont de :   
· poursuivre son développement scientifique et technique pour anticiper les nouveaux 
besoins en matière de mesures et d'essais liés aux évolutions technologiques ainsi 
qu’aux nouvelles attentes de la société dans les domaines de la sécurité, la santé, la 
qualité et la protection de l'environnement, 
· assurer une assistance technique aux pouvoirs publics et aux acteurs économiques pour 
l'élaboration de nouvelles réglementations et normes à l’échelle nationale, européenne 
et internationale,  
· mettre au point de nouvelles méthodes d'essais et la surveillance du marché. 
 
En 2008, le laboratoire commun de métrologie (LCM) a été créé, regroupant le pôle recherche 
du LNE et le département de métrologie du CNAM. Le département de métrologie 
dimensionnelle s’est lancé à cette date dans la réalisation d’une machine de mesure de 
cylindricité avec une exactitude nanométrique en étroite collaboration avec l’École Supérieure 
des Arts et Métiers (ENSAM) de Lille et les entreprises GEOMNIA : 3D Metrology Engineering 
and Software solutions, AXUYM et MESULOG. Pour définir les besoins du LNE, le cahier des 
charges suivant a été établi: 
· performance métrologique : incertitude de 5-10 nm pour la mesure de la rectitude d’une 
génératrice, 5-10 nm pour la mesure d’une circularité, 10-20 nm pour la mesure d’une 
cylindricité. 
· performance mécanique : déplacement vertical avec un pas de 1 µm et une justesse de 
0,1 µm, rotation avec un pas angulaire de 0,1° avec une justesse de 0,01°. 
· volume maximal de mesure : cylindre de 120 mm de diamètre et 150 mm de hauteur. 
Cette machine sera destinée à étalonner des hémisphères étalons, des cylindres étalons et des 
cylindres à méplat avec les exactitudes annoncées dans le cahier des charges. Elle sera 
également utilisée pour mener des recherches qui demandent une connaissance fine de la 
topologie des surfaces cylindriques, telles que les recherches visant à améliorer les incertitudes 
liées à la détermination de la pression, et ce à travers la caractérisation des ensembles pistons-
cylindres utilisés en métrologie des pressions. En effet, la maîtrise de la connaissance de la 
topologie d’un ensemble piston-cylindre à quelques nanomètres permettra de ramener 
l’incertitude relative à la mesure de la pression à une valeur de l’ordre de 10-7, ce qui représente 
une avancée majeure en métrologie des pressions.  
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L’architecture adoptée pour la machine respecte un certain nombre de principes appliqués 
généralement aux machines de haute exactitude tels que le principe d’Abbe et le principe de la 
structure métrologique dissociée (DMT : Dissociated Metrological Technique). L’application du 
principe DMT consiste à prévoir une structure métrologique qui est complètement dissociée 
d’une seconde structure appelée la structure porteuse par l’intermédiaire d’une liaison 
isostatique. La structure métrologique n’assure qu’une seule fonction, la mesure, et ne porte 
que son propre poids, alors que la structure porteuse supporte tout le volume de la machine et 
assure les mouvements nécessaires pour le fonctionnement de la structure métrologique. Cette 
structure porte également des sources de chaleur, telles que les moteurs et les réducteurs, qui 
sont déportés de la structure métrologique. La machine de mesure de cylindricité appliquant le 
principe DMT présente également une symétrie axiale, ce qui permet la mise en œuvre d’une 
redondance spatiale en multipliant le nombre d’éléments de repérage (capteurs de mesure). Ce 
choix conduit à une amélioration considérable des performances métrologiques de la machine, 
en particulier si les éléments de repérage sont judicieusement répartis autour de l’élément de 
référence (répartition selon une symétrie axiale). 
Pour atteindre les performances métrologiques recherchées par le LCM, l’application des 
principes cités précédemment (DMT, Abbe, symétrie) ne suffit pas : il reste à maîtriser toutes les 
sources de perturbations, en particulier les perturbations thermiques qui représentent  une 
source d’erreur considérable. Les perturbations thermiques sont générées soit par des sources 
internes telles que les éléments de guidage linéaires et rotatifs, les interféromètres laser, les 
moteurs, les réducteurs, les amplificateurs et les appareils électriques, soit par des sources 
externes qui regroupent les variations de la température dans la salle, la présence d’un 
opérateur, la lumière dans la salle, les ordinateurs, etc. La maîtrise des sources de perturbations 
thermiques a fait l’objet d’un projet européen EMRP (European Metrology Research Program) 
IND13 (Thermal design and time-dependent dimensional drift behaviour of sensors, materials 
and structures). Ce projet a duré trois ans et avait pour objectif non seulement la caractérisation 
des phénomènes thermiques dans les instruments de mesure de haute exactitude, mais aussi le 
développement de stratégie de régulation thermique. Les partenaires européens impliqués 
dans ce projet sont le PTB (coordination, Allemagne), le LCM (Work Package leader), le NPL 
(Work Package leader, UK), le VSL (Work Package leader, Pays-Bas), l’université de Ilmenau 
(Allemagne), et ENSMA (Poitiers).  
Le choix des matériaux utilisés lors de la conception est un paramètre important qui dépend 
fortement de la stratégie établie pour atteindre les performances métrologiques souhaitées. A 
titre d’exemple, pour une machine de mesure tridimensionnelle non symétrique, il est 
préférable d’utiliser des éléments fabriqués avec un matériau présentant un faible rapport ? ??  
(où ? est le coefficient de dilatation thermique et ? le coefficient de conductivité thermique), ce 
qui permet d’améliorer la stabilité thermique de la structure de la machine. Cette solution a été 
largement adoptée dans la conception de machines de mesure tridimensionnelle destinées à 
réaliser des mesures dimensionnelles avec des incertitudes nanométriques, comme la machine 
Isara400 (du fabricant IBSPE), Micro/Nano CMM (du fabricant SIOS GmbH), …etc. Une autre 
solution adoptée lors de la conception de la machine de mesure tridimensionnelle du METAS 
consiste à fabriquer toute la machine en aluminium, et à protéger la structure métrologique par 
un boîtier épais en aluminium afin d’assurer une répartition homogène de la température dans 
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cette structure. La température de la salle de mesure au METAS est également contrôlée à 
mieux que 0,01°C. 
Pour la machine de mesure de cylindricité que nous avons développée, nous avons opté pour 
l’aluminium, qui a un coefficient de conductivité thermique élevé permettant ainsi aux 
perturbations thermiques de se propager plus rapidement dans le dispositif pour atteindre un 
régime permanent rapidement. La mise en œuvre d’une redondance spatiale à travers 
l’augmentation du nombre de capteurs sur la machine permet de détecter les variations de 
température homogènes. Une compensation des effets de ces variations est réalisée 
directement par voie logicielle.  
Les solutions évoquées ci-dessus permettent de réduire les effets des variations thermiques 
homogènes. Puisque la compensation des effets dus aux variations thermiques inhomogènes 
est quasiment impossible par voie logicielle, nous avons proposé de réaliser une régulation 
thermique avec des outils issus de l’automatique. La technique de commande la plus répandue 
dans l’industrie est l’utilisation d’un contrôleur Proportionnel Intégral Dérivé (PID), qui calcule le 
signal de commande en fonction de l’erreur observée entre la consigne et la sortie mesurée. Ce 
type de régulateur est plus adapté pour des systèmes avec une seule entrée et une seule sortie 
(Single-Input Single-Output (SISO)). Pour des systèmes multi-entrées multi-sorties (Multiple-
Input Multiple-Output (MIMO)), la mise en œuvre de ce type de régulateurs devient fastidieuse. 
C’est pourquoi, pour ce type de systèmes, on fait généralement appel à des méthodes de 
contrôle plus sophistiquées. Ces méthodes qui sont généralement basées sur la connaissance de 
modèles mathématiques décrivant fidèlement le comportement du système physique, sont 
sous forme de représentation d’état. Parmi les méthodes les plus utilisées, on peut citer celles 
issues de la commande optimale, en particulier la commande Linéaire Quadratique Gaussienne 
(LQG) et la commande prédictive (Model Predictive Control (MPC)) utilisée dans le cadre de 
cette thèse.  
Dans le cadre de la diffusion thermique, les représentations d’état sont issues d’une 
discrétisation spatiale (éléments finis, différences finies, …) de l’équation de la chaleur. Les 
modèles issus de la discrétisation spatiale de l’équation de la chaleur contiennent un nombre 
élevé d’équations différentielles, leur résolution nécessite une capacité mémoire et un temps 
de calcul élevés, ce qui les rend inutilisables pour le contrôle en temps réel. Des modèles 
reproduisant le comportement du système mais comportant un nombre réduit d’équations 
différentielles appelés modèles réduits sont plus adaptés pour ce type de contrôle. 
On retrouve dans la littérature différentes méthodes de réduction de modèle. Dans ces travaux 
on s’est particulièrement intéressé aux méthodes reposant sur une représentation d’état 
modale du système, et plus particulièrement à la Méthode d’Identification Modale (MIM) 
développée au sein de l’institut Pprime, qui permet d’identifier un modèle réduit à partir de 
données expérimentales à travers la minimisation d’un critère quadratique.  
Les apports de la thèse sont répartis en trois points :  
- identification des sources de perturbation thermique sur la nouvelle machine de mesure, 
et démonstration de leurs effets sur les résultats de mesures mécaniques,  
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- modélisation du dispositif expérimental et détermination d’un modèle réduit adapté 
pour le contrôle en temps réel,  
- développement d’un algorithme de contrôle optimal permettant une régulation de 
température au centième de degré en utilisant un modèle d’ordre réduit.  
Organisation du document : 
Ce manuscrit de thèse contient cinq chapitres :  
Chapitre 1 : Dans cette partie, nous présentons dans un premier temps les définitions de termes 
spécifiques à la métrologie dimensionnelle et la mécanique de précision. Une étude 
bibliographique sur des machines de mesure de cylindricité existantes sera présentée et 
analysée. Les besoins du LCM et le cahier des charges dressé lors du développement de la 
nouvelle machine seront également évoqués en détail. Nous présentons ensuite l’architecture 
et le principe de fonctionnement de la machine. Enfin, un état de l’art sur les perturbations 
thermiques ainsi que les solutions développées pour réduire leurs effets seront dressés. 
Chapitre 2 : Dans ce chapitre, nous présentons le dispositif expérimental développé pour 
l’étude thermique. Les éléments utilisés pour mesurer la température et les déplacements 
seront détaillés. Les effets des perturbations thermiques sur la distribution de la température 
dans le dispositif expérimental seront présentés. Enfin, des résultats d’étalonnage des capteurs 
capacitifs en fonction des perturbations thermiques sont exposés. 
Chapitre 3 : Dans ce chapitre, nous présentons une modélisation thermique du dispositif 
expérimental réalisée avec le logiciel de calcul par éléments finis COMSOL® Multiphysics. Les 
hypothèses et les conditions aux limites seront détaillées et justifiées. Les résultats numériques 
optimisés seront présentés, interprétés et comparés aux résultats expérimentaux. 
Chapitre 4 : Ce chapitre porte sur les méthodes de réduction de modèle et plus 
particulièrement la Méthode d’Identification Modale (MIM) que nous avons utilisée afin 
d’identifier un modèle réduit reproduisant fidèlement le comportement thermique du dispositif 
expérimental. Les résultats obtenus avec ce modèle sont ensuite comparés avec les résultats de 
mesures expérimentales.  
Chapitre 5 : Nous commençons dans ce chapitre par introduire quelques notions de commande 
optimale. Un historique montrant l’évolution de la commande prédictive depuis son apparition 
est dressé. Les différents aspects de cette commande sont présentés (modèle utilisé, critère de 
minimisation, choix des paramètres de réglage…). Une synthèse de la commande prédictive 
sans contraintes basée sur un modèle identifié par la MIM est présentée. Les états du modèle 
utilisé lors de l’élaboration de la loi de commande n’étant pas accessibles par mesures directes, 
un filtre de Kalman permettant d’estimer ces états est introduit. Enfin, les résultats du contrôle 
de la température du dispositif expérimental seront présentés et discutés.  
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Chapitre 1 Métrologie dimensionnelle 
et nouvelle machine de mesure de 
cylindricité  
1. Introduction 
Pour permettre au lecteur de mieux appréhender la suite du manuscrit, la première partie de ce 
chapitre est consacrée à la définition de termes fondamentaux en métrologie dimensionnelle. 
Le reste du chapitre s’oriente en quatre axes :  
i. L’analyse des machines de mesure de forme existantes,  
ii. La présentation des besoins ayant amené le LNE à développer une nouvelle machine de 
mesure de cylindricité,  
iii. Le développement de l’architecture adoptée pour la nouvelle machine, et la description 
des principes sur lesquels elle repose,  
iv. La présentation des différentes sources de perturbation thermique pouvant affecter la 
mesure, et des solutions existantes permettant de réduire leurs effets.  
1.1. Métrologie  
La métrologie est définie comme étant la science des mesurages et ses applications (BIPM, 
2008). Elle comprend tous les aspects théoriques et pratiques des mesurages, quels que soient 
l’incertitude de mesure et le domaine d’application. 
1.2. Métrologie dimensionnelle ou mesure dimensionnelle 
La métrologie dimensionnelle est  la science des mesurages basée sur l’utilisation des 
équipements de mesure physiques afin de quantifier la taille physique ou la distance à partir de 
n'importe quel objet. La métrologie dimensionnelle nécessite l'utilisation d'une variété 
d'échelles physiques pour déterminer les dimensions d’un objet avec la meilleure exactitude. 
1.3. Intérêt de la métrologie dimensionnelle   
Tout produit mécanique est constitué d’un ensemble de pièces accomplissant une fonction 
précise. Pour que ces pièces puissent remplir au mieux leur fonction, on doit être capable de 
définir, de caractériser, de réaliser et de mesurer la géométrie de pièces fabriquées. La 
métrologie dimensionnelle est la discipline qui permet de mettre en œuvre les moyens 
d’assurer cette caractérisation et cette vérification. Elle a deux fonctions principales (Dursapt, 
2009) :  
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§ La mesure : elle permet de connaître avec une exactitude plus ou moins grande 
les valeurs numériques caractérisant un élément géométrique, son diamètre, sa 
longueur, son épaisseur, son défaut de forme ou son défaut de position (cf. 
Figure 1-1). 
§ La vérification (contrôle) : dans ce cas on ne cherche pas à connaître les valeurs 
numériques caractérisant un élément. On cherche simplement à déterminer si 
ces valeurs sont situées à l’intérieur des zones de tolérance prescrites par le 
concepteur. Pour ce cas de figure, on peut se contenter d’utiliser des calibres à 
dimensions fixes (jauges, tampons à mâchoires, etc.) (cf. Figure 1-2).  
 
 









1. Définitions des termes fondamentaux de la métrologie 
Les définitions des termes fondamentaux de la métrologie sont données dans le Vocabulaire 
International de la Métrologie (VIM), document élaboré par le Bureau International des Poids et 
Mesures (BIPM) dont le siège se trouve à Sèvres près de Paris (France). Le BIPM a été créé lors 
de la Convention du Mètre et son entretien est assuré à frais communs par ses états membres. 
Il a pour mission d'assurer l'unification mondiale des mesures physiques et d'assurer leur 
traçabilité au Système International d'unités (SI). Dans le paragraphe suivant, les définitions de 
quelques termes essentiels en métrologie sont données. Si l’essentiel de ces définitions provient 
du VIM, quelques termes ont été tirés de livres de métrologie dimensionnelle ou de normes.  
1.1. Le mètre  
La définition du mètre fondée sur le prototype international en platine iridié, en vigueur depuis 
1889, avait été remplacé lors de la 11ème Conférence Générale des Poids et Mesures (CGPM) 
(1960) par une définition fondée sur la longueur d’onde d’une radiation de krypton 86, afin 
d’améliorer l’exactitude de la réalisation de la définition du mètre. Cette réalisation était 
effectuée au moyen d’un interféromètre et d’un microscope mobile en translation utilisés pour 
mesurer la variation des trajets optiques par comptage des franges. Lors de la 17ème CGPM 
(1983), il a été décidé de remplacer cette dernière définition par la définition actuelle (BIPM, 
1983) : 
Le mètre est la longueur du trajet parcouru dans le vide par la lumière pendant une durée de ????? ??? ???? de seconde.  
Il en résulte que la vitesse de la lumière dans le vide est égale à ??? ??? ???? mètres par 
seconde exactement. 
Le prototype international du mètre originel, qui fut approuvé par la 1ère CGPM en 1889, est 
toujours conservé au BIPM dans les conditions fixées en 1889. 
1.2. Mesurage  
Le mesurage est le processus consistant à obtenir expérimentalement une ou plusieurs valeurs 
que l’on peut raisonnablement attribuer à une grandeur (BIPM, 2008).  
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1.3. Mesurande  
La définition du mesurande est donnée dans le VIM (BIPM, 2008) :c’est la grandeur que l’on 
veut mesurer.  
1.4. Étalon  
Un étalon est une réalisation de la définition d’une grandeur donnée, avec une valeur 
déterminée et une incertitude de mesure associée, utilisée comme référence (BIPM, 2008). 
On distingue différents types d’étalons parmi lesquels on peut citer :  
· L’étalon primaire, est défini dans (BIPM, 2008) comme étant un étalon établi à l’aide 
d’une procédure de mesure primaire ou créé comme objet choisi par convention. 
· L’étalon secondaire, est établi par l’intermédiaire d’un étalonnage par rapport à un 
étalon primaire d’une grandeur de même nature (BIPM, 2008). 
· L’étalon de référence, est un instrument qui possède les plus hautes performances dans 
un lieu donné. Ce lieu peut être le pays; au cas l’étalon où de référence est considéré 
comme un étalon national. L’étalon de référence est destiné à raccorder la chaîne 
d’étalonnage interne aux étalons nationaux. Cet instrument doit permettre à tout 
moment de lever le doute sur une mesure (Legras, 2003). 
· L’étalon de transfert, est un instrument qui permet d’assurer le transfert entre l’étalon 
de référence et les instruments d’usage (étalons de travail). Cet instrument est destiné à 
protéger l’étalon de référence pour éviter son utilisation intensive (Legras, 2003).  
· L’étalon de travail, est un instrument qui permet d’effectuer l’étalonnage des 
instruments de mesure. En fonction de ses besoins, l’entité peut disposer, d’étalons de 
travail en laboratoire ou sur site. 
1.5. Étalonnage  
L’étalonnage est défini comme l’opération qui, dans des conditions spécifiées, permet de 
déterminer la relation qui existe entre les indications d'un appareil de mesure et les valeurs de 
la grandeur à mesurer. Un étalonnage peut être exprimé sous la forme d’un énoncé, d’une 
fonction d’étalonnage, d’une courbe d’étalonnage ou bien d’une table d’étalonnage. Dans 
certains cas, il peut consister en une correction additive ou multiplicative de l’indication avec 
une incertitude de mesure associée. 
 
1.6. Traçabilité métrologique  
La traçabilité métrologique est définie par le BIPM (BIPM, 2008) comme la propriété d’un 
résultat de mesure selon laquelle ce résultat peut être relié à une référence par l’intermédiaire 
d’une chaîne ininterrompue et documentée d’étalonnages dont chacun contribue à l’incertitude 
de mesure. 
La chaîne de traçabilité métrologique est définie comme une succession d’étalons et 
d’étalonnages utilisée pour relier un résultat de mesure à une référence. Le schéma de la 




Figure 1-3 : Schéma de la traçabilité métrologique 
1.7. Écart de surface 
Les notions permettant la caractérisation de la géométrie des surfaces sont: 
- Profil de surface (Raphet, 2008) ou brut : courbe résultant de l’intersection de la surface 
réelle et d’un plan spécifié. Ce plan est perpendiculaire à la surface de l’échantillon et 
orienté généralement perpendiculairement au sens des stries d’usinage. Un profil de 
surface, outre la forme nominale de la pièce est composé de différents écarts 
géométriques. 
 
- Écart de forme : ce sont les écarts entre la surface réelle localement lissée et une surface 
idéale. Ils incluent les défauts de planéité, de rectitude et de circularité. Les écarts de 
forme ne prennent en compte que les défauts de basses fréquences spatiales. 
 
- Ondulation : regroupe les défauts compris entre les défauts de rugosité et les écarts de 
forme.  
 
- Rugosité : ce sont les écarts par rapport à une surface lisse mais qui suivent les écarts de 
forme de la surface réelle. Les défauts de rugosité ne prennent en compte que les 
défauts de hautes fréquences spatiales.  
La frontière entre rugosité et ondulation est arbitraire, et il n’existe aucune définition 




Figure 1-4 : Profil brut (a), écarts de forme (b), ondulation (c) et rugosité (d) d’une surface 
enregistrée sur une ligne (Bouchareine, 2013). 
1.7.1. Cylindre de référence  
Le cylindre de référence est défini comme étant le « cylindre associé s’ajustant selon des 
conventions spécifiées à la surface de cylindricité ». Le terme de conventions spécifiées désigne 
la méthode d’extraction du cylindre de référence à partir de la surface de cylindricité (EN ISO 
12181-1, 2011).  
1.7.2. Écart de cylindricité  
 
 La mesure de l’écart de 
cylindricité ou cylindricité 
pour une pièce donnée 
correspond à la 
détermination de l’écart 
local de cylindricité en tout 
point de la pièce. Le 
résultat recherché est la 
carte des écarts par 
rapport à un cylindre de 
référence obtenu par la 
méthode des moindres 
carrés (Vissière, 2013). 
Cette définition est 
illustrée sur la .  
 
 




Axe du cylindre 
de référence 
Cylindre de références 
aux moindres carrés 






(a) = (b)+(c)+(d) 
Profil brut 





1.8. Incertitudes de mesure 
Un mesurage présente, en général, des imperfections qui occasionnent une erreur pour les 
résultats de mesure (BIPM, 2008). Un résultat de mesurage doit toujours être accompagné 
d’une incertitude qui correspond au taux de confiance du résultat du mesurage effectué. On 
envisage traditionnellement qu’une erreur possède deux composantes, à savoir une 
composante aléatoire et une composante systématique. 
1.8.1. Erreur aléatoire  
L’erreur aléatoire provient des variations temporelles et spatiales imprévisibles ou 
stochastiques de grandeurs d’influence. Les effets de telles variations, appelés ci-après effets 
aléatoires entraînent des variations pour les observations répétées du mesurande. Bien qu’il ne 
soit pas possible de compenser l’erreur aléatoire d’un résultat de mesure, elle peut être réduite 
en augmentant le nombre d’observations. Son espérance mathématique est égale à zéro (BIPM, 
2008).  
1.8.2. Erreur systématique  
Si comme l’erreur aléatoire, l’erreur systématique ne peut être éliminée, elle peut souvent être 
réduite aussi. Si une erreur systématique se produit sur un résultat de mesure à partir d’un effet 
reconnu d’une grandeur d’influence, effet appelé ci-après effet systématique, l’effet peut être 
quantifié et, s’il est significatif par rapport à l’exactitude requise du mesurage, une correction ou 
un facteur de correction peut être appliqué(e) pour le compenser. On suppose qu’après 
correction l’espérance mathématique de l’erreur systématique est égale à zéro (BIPM, 2008).  
 
1.9. Chaîne métrologique  
La chaîne métrologique est définie comme étant une ligne conceptuelle qui passe par 
l’ensemble des solides, des capteurs, des liaisons de la machine. Elle détermine le repérage de la 
position de l’outil ou du palpeur par rapport à la pièce. Toute modification dimensionnelle non 
maîtrisée de la chaîne métrologique impacte directement l’incertitude de mesure finale. Le 
concept de chaîne métrologique constitue donc un outil essentiel d’analyse des équipements. Il 
permet de cibler les sources d’incertitudes associées à la mesure (Leach, 2009)(Slocum, 
1992)(Vissière, et al., 2012)(Nouira, et al., 2013).  
1.10. Principe d’Abbe  
Le principe d’Abbe constitue un outil fondamental pour la conception de machines de mesure 
de très haute exactitude. Il stipule que : « Pour réaliser une bonne mesure, l’étalon de mesure 
doit être installé dans le prolongement de la côte à mesurer. » (Abbe, 1890). Sur la Figure 1-6, 
deux dispositifs sont représentés : le premier est un pied à coulisse ne respectant pas le principe 






Figure 1-6 : (a) Disposition ne respectant pas le principe d’Abbe, (b) Disposition respectant le 
principe d’Abbe 
1.11. Principe d’Abbe reconstitué  
Ce principe consiste à réaliser un montage qui reconstitue la valeur que peut délivrer un capteur 
situé en parfait respect du principe d’Abbe, au moyen d’une pondération d’au moins deux 
capteurs disposés symétriquement autour de l’axe d’Abbe (cf. Figure 1-7). L’application du 
principe d’Abbe reconstitué permet :  
· La multiplication du nombre de mesures, ce qui nous amène à moyenner les données 
enregistrées et par conséquent à améliorer l’incertitude de mesure. 
 
· La vérification en temps réel des mesures délivrées par les capteurs. 
 











1.12. Principe de la structure métrologique dissociée  
Le principe de la structure métrologique dissociée (DMT) consiste à prévoir une structure 
métrologique dissociée de la structure porteuse. La structure métrologique a une fonction de 
repérage et de mesure, alors que la structure porteuse assure le maintien et le positionnement 
de la pièce. La structure métrologique assure uniquement une fonction de repérage, ce qui 
signifie que la chaîne métrologique ne passe qu’au travers des éléments de repérage (capteurs 
de mesure) et des éléments de référence. Les éléments constituant l’ensemble de la structure 
métrologique ne supportent que leur propre poids. La structure métrologique est dissociée de 
la structure porteuse par l’intermédiaire de liaisons isostatiques de type lames flexibles, ce qui 
permet d’atténuer le transfert des efforts extérieurs qui provoquent sa déformation mécanique. 
Les éléments de la structure porteuse quant à eux, n’ont pour rôle que le maintien et le 
déplacement de la structure métrologique et de la pièce à mesurer. Lorsque ce principe est 
adopté, les performances de la machine dépendront uniquement des performances des 
éléments de repérage (capteurs) et de la stabilité des éléments de référence (surface de 
référence) et en aucun cas de la qualité de mouvement des liaisons mécaniques (Vissière, 2013) 
(Leleu, 2000)(Lahousse, 2005). 
L’application du principe de la structure métrologique dissociée présente les avantages 
suivants : 
 
- Rendre la machine moins sensible aux perturbations extérieures qu’elles soient 
thermiques ou vibratoires. 
 
- Réduire les incertitudes de mesure en s’affranchissant de celles liées à la qualité de 
mouvement des éléments de guidage qui représente l’une des sources majeures 
d’erreur. 
 
- Évaluer en permanence la qualité de mesure grâce à la redondance spatiale et 
temporelle. La redondance spatiale consiste à multiplier le nombre de capteurs, une 
solution possible, en particulier quand la structure métrologique présente une symétrie 
axiale. La redondance temporelle consiste à multiplier le nombre de mesures et à 
pratiquer un moyennage des données, ce qui permet de réduire le bruit des capteurs de 
référence et de mesure. 
2. Machines de mesure de forme industrielles  
2.1. Machine de mesure de forme : architecture en série  
Les machines de mesure de forme industrielles les plus répandues sont celles reposant sur une 
architecture de type série illustrée par la Figure 1-8 (Vissière, 2013). L’architecture en chaîne 
série est constituée d’une succession de solides reliés par des liaisons paramétrables capables 
chacune de générer des mouvements relatifs entre deux solides. Cette architecture est 
notamment utilisée pour les machines à mesurer tridimensionnelles ainsi que pour les 
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machines-outils. Les avantages principaux de cette architecture sont sa simplicité et son 
envergure réduite. 
 
Figure 1-8 : Schéma cinématique d’une machine de mesure de forme avec une architecture 








Figure 1-9 : (a) Machine EC600 (Kosaka), (b) Machine Talyrond73 (Taylor Hobson) 
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Les machines reposant sur une architecture de type série sont les machines les plus utilisées 
dans l’industrie. Elles se divisent en deux catégories :  
· Les machines à pièce tournante sont équipées d’une broche à air qui permet d’entraîner 
en rotation les pièces dont on souhaite mesurer la circularité ou la cylindricité. Le 
mouvement de rotation se fait sans contact par l’intermédiaire d’un film d’air fin sous 
pression entre les deux surfaces rotatives, ce qui signifie qu’il n’existe aucun frottement 
de type solide-solide durant la rotation. Parmi ces machines, on peut citer les machines 
suivantes : Mahr (Mahr, 2014), Taylor Hobson (Taylor Hobson, 2014), Mitutoyo 
(Mitutoyo, 2014), Kosaka, etc. Le principe de ces machines consiste à animer la pièce 
d’un mouvement de rotation et à mesurer la surface avec un palpeur immobile. La 
mesure consiste donc à comparer la forme cylindrique de la pièce à un mouvement de 
très haute qualité de la broche à air. Une photographie de la machine EC600 du fabricant 
Kosaka, utilisée au LNE, est donnée en Figure 1-9(a).  
· Les machines à palpeur tournant reposent sur l’utilisation d’un palpeur mobile qui se 
déplace pour balayer la surface de la pièce à mesurer qui est fixe. Une photographie de 
la machine Talyrond 73 développée par Taylor Hobson (Taylor Hobson, 2014) est donnée 
en Figure 1-9(b). 
2.2. Machine de mesure de forme : architecture parallèle 
Une machine ultra-performante de mesure de forme et de diamètre avec une architecture 










Figure 1-10 : Photographie et architecture de la machine KOMPF 
La machine est basée sur le principe de la DMT qui permet de prévoir une structure 
métrologique séparée d’une structure porteuse (Neugebauer, et al., 1997). Le principe de la 
machine est basé sur la comparaison d’une pièce étalon à un cylindre de référence fabriqué en 
Zerodur. Deux capteurs sont utilisés pour réaliser la mesure d’un diamètre, cette mesure est 
comparée à celle réalisée par des interféromètres laser. Les incertitudes annoncées pour cette 
machine (KOMPF) sont de l’ordre de quelques dizaines de nanomètres (Figure 1-10).  
3. Besoins d’une nouvelle machine de mesure de forme  
Le LNE s’est lancé dans le développement d’une nouvelle machine de mesure de cylindricité de 
très haute exactitude pour plusieurs raisons, parmi lesquelles on peut citer l’étalonnage des 
ensembles pistons-cylindres utilisés en métrologie des pressions et celui des machines de 
mesure de forme industrielles. Les machines industrielles présentent une qualité de 
mouvement de quelques dizaines de nanomètres alors que les possibilités d’étalonnage du LNE 
sur des étalons cylindriques (hémisphère, cylindre étalon, cylindre à méplat, etc), utilisés pour 
étalonner ces machines industrielles, sont de l’ordre d’une centaine de nanomètres. Cela 
montre le décalage existant entre les possibilités d’étalonnage du LNE et le besoin réel des 
industriels. 
3.1. Métrologie des pressions : caractérisation des 
ensembles pistons-cylindres 
3.1.1. Balance manométrique  
Les balances manométriques sont constituées d’un piston de section ??se déplaçant sans jeu 
dans un cylindre (Figure 1-11(a)). La pression appliquée à la base du cylindre crée une force 







placées au-dessus (Dadson, et al., 1982). Une photographie de la balance manométrique du LNE 





Figure 1-11 : (a) Ensemble piston-cylindre (b) Balance manométrique du LNE 
La pression ? est reliée à la masse par la formule suivante :  
 ? ? ????  (1-1) 
où ? est la somme de la masse du piston et des masses additionnelles,?? est l’accélération de la 
pesanteur à l’endroit où est placée la balance et ?? est la section effective qui correspond à la 
surface sur laquelle s’applique la pression ?. 
3.1.2. Problématique  
Le défi actuel du département de métrologie dimensionnelle du LNE est la détermination des 
sections effectives des ensembles pistons-cylindres sur les balances manométriques qui 
dépendent entre autres des défauts ? du cylindre, des défauts ? du piston, du jeu ?? entre le 
piston et le cylindre et de la hauteur ? du cylindre (cf. Figure 1-12).  
L’incertitude relative de la mesure de pression est reliée à l’incertitude relative de la mesure de 
section effective, et aux incertitudes relatives à la détermination de la masse et de l’accélération 
de la pesanteur qui ont pour valeurs ?? ???? et ?? ???? respectivement. Pour obtenir une 
incertitude relative à la détermination de la pression de l’ordre de ????, il faut ramener 














Figure 1-12 : Section effective d’un ensemble piston-cylindre 
3.2. Étalonnage des machines de mesure de forme 
3.2.1. Présentation des étalons 
L’étalonnage des machines conventionnelles industrielles se fait par l’intermédiaire d’étalons 
matériels comme la sphère/hémisphère étalon, le cylindre étalon, le cylindre à méplat et 
l’étalon cylindrique à ondulations multiples. 
 
· Hémisphère et cylindre étalons : Les hémisphères sont généralement fabriqués en verre 
et maintenus sur des supports en acier inoxydables utilisés pour assurer un posage fin de 
la pièce par rapport à l’axe vertical. Ils présentent des défauts de circularité inférieurs à 
30 nm (Figure 1-13 (a)) et sont utilisés pour identifier les défauts de rotation ou pour 
vérifier la qualité de rotation des broches à air. 
Les cylindres étalons sont généralement fabriqués en acier et sont utilisés pour contrôler 
la qualité du guidage linéaire (Figure 1-13(b)). Ils présentent généralement des défauts 





Figure 1-13 : (a) Hémisphère étalon, (b) cylindre étalon 
 
· Cylindre à méplat : Un cylindre à méplat est un étalon métallique de forme cylindrique 
contenant un méplat (surface plane). Cet étalon est utilisé pour étalonner les palpeurs 
des machines de mesure de forme industrielles (Figure 1-14(a)). Le principe d’utilisation 
de cet étalon consiste à comparer la profondeur du méplat ? (Figure 1-14(b)), connue au 
préalable par étalonnage dans un laboratoire de métrologie, à la valeur donnée par le 
palpeur. La valeur mesurée est obtenue en réalisant une mesure de circularité et en 





Figure 1-14 : (a) Photographie d’un cylindre à méplat, (b) Cylindre à méplat de hauteur ? 
 
· Cylindre à ondulations multiples : Cet étalon (Figure 1-15) contient plusieurs 
ondulations dont les amplitudes et les fréquences spatiales sont connues. La fonction de 
cet étalon est de tester les algorithmes de filtrage, (par exemple gaussien), intégrés dans 
les interfaces de post-traitement des machines de mesure de forme. Dans le cas d’une 
analyse de défauts de forme, un filtrage permet d’éliminer les ondulations de haute 
fréquence spatiale. Le filtre normalisé est de type gaussien et les fréquences de coupure 
sont 15 UPR (Undulations Per Revolution), 50 UPR, 150 UPR, 500 UPR et 1500 UPR. 
 
 




3.2.2. Problématique et décisions prises 
Les machines classiques de mesure de forme cylindrique présentent une qualité de rotation de 
quelques dizaines de nanomètres (? ?????). Ces erreurs de mouvement regroupent des 
erreurs aléatoires et systématiques. Ces machines sont généralement équipées de capteurs de 
mesure à contact d’une résolution nanométrique. Pour exploiter toute la capacité de mesure de 
ces machines, il est important de disposer de moyens physiques permettant de les étalonner à 
quelques dizaines de nanomètres. Cela demande l’étalonnage de la broche à air, de la glissière 
verticale et du palpeur mécanique avec une incertitude la plus faible possible, idéalement de 
quelques nanomètres.  
Pour arriver à cette finalité, le LNE doit assurer un étalonnage de l’hémisphère, du cylindre 
étalon et du cylindre à méplat à quelques nanomètres, ce qui est impossible avec les moyens de 
mesure actuels dont il dispose. L’impossibilité de réaliser un étalonnage précis contraint les 
industriels à utiliser une version dégradée de leur machine de mesure de forme. A partir de ce 
constat, le LNE s’est lancé en 2008 dans le développement et dans la réalisation d’une nouvelle 
machine de mesure de cylindricité de très haute exactitude, en étroite collaboration avec l’Ecole 
Nationale Supérieure des Arts et Métiers de Lille et les entreprises GEOMNIA : 3D Metrology 
Engineering and Software solutions, AXUYM et MESULOG. Cet équipement permettra au LNE 
d’offrir un service d’étalonnage en adéquation avec le besoin industriel actuel. Il permettra 
également d’apporter de l’assistance à la métrologie des pressions afin d’atteindre une 
incertitude relative de ????? sur la mesure de pression. 
 
4. Nouvelle machine de mesure de cylindricité  
4.1. Introduction  
L’architecture de la nouvelle machine de mesure de cylindricité applique parfaitement le 
principe de la structure métrologique dissociée DMT, le principe d’Abbe, la redondance spatiale, 
la redondance temporelle, l’étalonnage in situ de tous les capteurs face à leurs cibles 
respectives, l’étalonnage de la machine par retournement et par multi-retournement.    
4.2. Cahier des charges  
Le LNE s’est lancé dans la fabrication d’une nouvelle machine de mesure de cylindricité 
permettant d’atteindre les performances métrologiques mentionnées dans le Tableau 1-1.  
Forme Incertitudes (nm) 
Rectitude et parallélisme 5  à 10 
Circularité 5  à 10 
Cylindricité 10 à 20 
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Tableau 1-1 : Incertitudes souhaitées avec la nouvelle machine 
Les incertitudes indiquées dans le Tableau 1-1 sont inférieures aux valeurs données par les 
constructeurs de machines de mesure de forme industrielles les plus répandues. 
Les performances mécaniques fixées par le LNE sont : 
· une course de translation verticale de 300 mm avec un pas minimal de 1 µm et une 
exactitude de positionnement de l’ordre de 0,1 µm. 
· une rotation de la pièce sur 360° avec un pas angulaire minimal de 0,1° et une exactitude 
de positionnent angulaire de l’ordre de 0,01°. 
· un volume de mesure de 120 mm de diamètre et de 150 mm de hauteur. 
4.3. Architecture et fonctionnement de la nouvelle machine  
L’architecture adoptée pour la machine respecte scrupuleusement la symétrie axiale et le 
principe de la structure métrologique dissociée. En effet, on peut voir sur la Figure 1-16 que la 
chaîne métrologique, représentée en traits interrompus rouges, passe à travers des éléments de 
repérage (capteurs capacitifs de référence et capteurs de mesure), des éléments de référence 
(cylindre de référence) et des éléments physiques rigides (indéformables). Par contre, elle ne 
passe en aucun cas par les éléments de guidage, qui représentent les sources principales 
d’erreurs et de non-répétabilité. 
La pièce (ou l’étalon) est posée sur une table pivotante qui maintient aussi le cylindre de 
référence de grand diamètre (600 mm), indéformable, stable et avec une qualité raisonnable en 
terme de défauts de forme. 
La mesure est obtenue par comparaison entre la pièce à mesurer et le cylindre de référence par 
l’intermédiaire d’une structure portant les capteurs mis en regard de la surface de référence. 




Figure 1-16 : Architecture de la machine de mesure de forme 
Pour atteindre des incertitudes nanométriques, la configuration idéale de la machine doit 
disposer les capteurs repérant la surface de la pièce avec ceux de la référence sur le même 
alignement comme le préconise le respect du principe d’Abbe (Figure 1-17(a)). Cependant, 
l’inclinaison de la structure porte-capteurs par rapport à l’axe de la machine génère une erreur 
de mesure du second degré de l’ordre de quelques nanomètres. Afin d’annuler cette erreur, le 
principe d’Abbe reconstitué a été appliqué (Figure 1-17(b)). 
  
(a) (b) 
Figure 1-17 : (a) Architecture respectant le principe d’Abbe, (b) Architecture respectant le 
principe d’Abbe reconstitué 
4.3.1. Dégauchissage, centrage et décalage de la pièce  
Un décaleur permettant de changer la position de la pièce à mesurer par rapport au cylindre de 
référence servant à mettre en œuvre les méthodes d’élimination d’erreurs est installé sur le 
plateau intermédiaire.  
Un dégauchisseur-centreur portant la pièce est installé sur la partie supérieure du décaleur afin 
d’aligner l’axe de la pièce par rapport à l’axe de rotation de la machine. Ce système assure 
quatre degrés de liberté (deux rotations, deux translations). Ces mouvements sont générés par 
l’intermédiaire de lames flexibles ce qui garantit une stabilité accrue (quelques nanomètres) de 
la position de la pièce lors de la mesure.  
4.3.2. Étalonnage in situ des capteurs capacitifs  
Pour atténuer les erreurs provenant des capteurs de mesure, l’étalonnage in situ de tous les 
capteurs équipant la machine (capteurs capacitifs de référence et capteurs de mesure de la 
pièce) a été prévu face à leurs surfaces cibles respectives. Cette solution permet d’éviter 
l’introduction d’erreurs liées au transfert des capteurs, quand ceux-ci sont étalonnés sur un 
banc extérieur. D’autre part, ce choix permet d’étalonner les capteurs face aux cibles sur 
lesquelles ils sont focalisés. En effet, l’étalonnage d’un capteur capacitif face à un cylindre de 50 
mm est différent de l’étalonnage du même capteur face à un cylindre de 500 mm (Nouira, et al., 
2013). La disposition des capteurs de référence Cr (capteurs capacitifs) et des capteurs de 






















Figure 1-18 : Agencement des capteurs de référence Cr (capteurs capacitifs) et des capteurs 
de mesure Cm 
Pour assurer l’étalonnage des capteurs, une table X-Y à lames flexibles a été prévue pour 
translater la structure métrologique constituée par les capteurs selon deux directions 
perpendiculaires. Le mouvement de translation est assuré par deux actionneurs 
piézoélectriques perpendiculaires : un premier actionneur pour l’axe Ox et un deuxième 
actionneur pour l’axe Oy. Ces mouvements sont désignés par deux flèches rouges sur la . 
Chaque actionneur piézoélectrique permet de générer un mouvement linéaire avec pas minimal 
de 5 nm pour une course totale de 90 µm. 
La structure porte-capteurs est reliée à la table X-Y par l’intermédiaire de liaisons isostatiques, 
ce qui réduit le transfert des efforts mécaniques (déformations) vers la structure métrologique. 
Elle est équipée de quatre miroirs plans sur lesquels sont focalisés quatre interféromètres laser 
implantés sur un bâti indépendant et indéformable. Les interféromètres sont considérés comme 
des éléments de référence pour la mesure de déplacement lors de l’étalonnage des capteurs. 
 
 
4.3.3. Étalonnage in situ du cylindre de référence 
La nouvelle machine réalise une comparaison de la forme de la pièce à mesurer à celle d’un 
cylindre de référence. Pour étalonner le cylindre de référence, il a été prévu d’utiliser une pièce 
de qualification en aluminium, placée au centre de la machine. Dans la pratique, il pourrait 
même s’agir de la pièce que l’on souhaite mesurer par la suite. 
L’étalonnage de la référence est prévu in situ, sans avoir recours à aucun élément extérieur à la 
machine. L’étalonnage in situ évite la manutention de la référence cylindrique entre deux 
machines, ce qui pourrait être à l’origine de déformations non contrôlées. Pour s’affranchir des 
perturbations liées aux opérations manuelles, l’ensemble des procédures d’étalonnage a été 
Sens de l’éloignement suivant l’axe Oy
























automatisé. Cette automatisation permettra par ailleurs de réaliser des étalonnages de contrôle 
à une fréquence relativement élevée, ce qui est irréalisable dans le cas manuel. 
Pour réaliser l’étalonnage, ni le défaut de forme de la référence, ni celui de la pièce de 
qualification ne sont connus. Le principe de l’opération d’étalonnage de la référence repose sur 
la séparation du défaut de forme de la référence de celui de la pièce de qualification. Les 
techniques de séparation des défauts classiques consistent à séparer la composante 
systématique du défaut de mouvement d’un guidage mécanique du défaut de forme d’un 
cylindre étalon. Une synthèse de ces techniques classiques est présentée dans [Loewen et al., 
1996]. Une méthode de multi-retournement améliorée a été développée pour la machine qui 
permet de séparer les défauts de forme du cylindre de référence de ceux d’un cylindre étalon 
(Vissière, et al., 2012). C’est la conséquence directe de l’application du principe de la DMT.   
4.3.4. Mesure de la pièce et du cylindre de référence  
Deux types de guidage ont été mis en œuvre pour assurer la rotation de la pièce à mesurer et 
du cylindre de référence et la translation verticale de la structure porte capteurs. 
· Le pivotement principal est réalisé sur un roulement sur joncs de grande dimension du 
fabricant « FRANKE». Le plateau intermédiaire est lié à la partie tournante du roulement 
par une liaison isostatique semblable à celle qui relie le cylindre de référence à ce 
plateau. L’entraînement en rotation consiste en un système indépendant qui entraîne le 
plateau par une liaison qui réalise une fonction double cardan coulissant. De cette façon, 
le plateau porte-pièce par lequel passe la chaîne métrologique ne subit aucune 
contrainte du fait de sa mise en rotation. Cette rotation assure la fonction de mesure de 
circularité. 
· La structure « porte-capteurs de référence » et la structure « porte-capteurs pièce » sont 
dotées d’un mouvement de translation verticale réalisé par trois tables à vis à billes 
motorisées sous le contrôle de trois règles du fabricant « HEIDENHAIN» d’une résolution 
sub-micrométrique. Ce mouvement assure la fonction d’étalonnage de la rectitude des 
génératrices du cylindre à mesurer. 
La combinaison des deux mouvements de rotation et de translation permet la réalisation de la 
mesure de cylindricité. 
5. Perturbations thermiques 
L’évaluation des effets générés par les sources de perturbation thermique est rarement réalisée 
en métrologie sur des équipements de mesure dimensionnelle, pourtant ces mesures sont très 
sensibles aux variations thermiques. Seules quelques études réalisées sur des machines-outils 
sont trouvables dans la littérature. Dans le cas des machines-outils, les perturbations 
thermiques engendrent une erreur qui représente entre 40 et 70% de l’erreur totale de la 
machine (DU, et al., 2002). L’amélioration des performances métrologiques d’une machine de 




5.1. Sources de perturbation thermique sur les machines-
outils 
Bryan (Bryan, 1990) s’est intéressé aux problèmes de perturbations thermiques dans les 
machines-outils. Suite à ces études, il a dressé un diagramme (cf. Figure 1-19) dans lequel il a 
regroupé les principales sources de perturbation, leurs modes de transfert ainsi que le type 
d’erreurs qu’elles génèrent. Les sources de chaleur qu’il a identifiées sont :  
· le réchauffement ou le refroidissement causé par l’environnement de la machine, 
· le refroidissement dû aux refroidisseurs, 
· la chaleur générée par les opérateurs présents autour de la machine, 
· la chaleur générée par les éléments internes de la machine, 
· la chaleur générée par les processus de la machine. 
Le transfert de la chaleur dégagée par les cinq sources citées ci-dessus se fait selon les trois 
mécanismes de transfert de chaleur : conduction, convection et rayonnement. Il en résulte une 
distribution non uniforme de la température dans la machine. Ces gradients de température 
dans la machine engendrent des erreurs qui peuvent être des erreurs de taille ou des erreurs 




Figure 1-19 : Diagramme des effets thermiques sur les machines-outils 
5.2. Sources de perturbation thermique sur la machine de 
mesure 
Les problèmes thermiques dans les machines de mesure de forme sont différents de ceux des 
machines-outils. Les sources de chaleur telles que la présence d’un opérateur, le réchauffement 
ou le refroidissement causé par l’environnement, qui sont considérées comme sources de 
perturbations mineures dans le cas des machines-outils, prennent une dimension plus 
importante quand il s’agit des machines de mesure de forme ou de dimension. Cependant, le 
diagramme proposé par Bryan peut être adapté à une machine de mesure de forme ou de 
dimension. Les sources de perturbation thermique dans une machine de mesure dimensionnelle 
sont de deux types : internes ou externes. Le diagramme de la Figure 1-20 illustre les sources de 
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chaleur et leurs impacts sur une mesure de forme. Les gradients de température créés dans la 
machine par les sources de chaleur engendrent des dilatations et des déformations le long de la 
chaîne métrologique, ce qui se traduit par une dégradation de l’incertitude de mesure. Il est 
donc impératif de contrôler la température afin d’avoir une distribution homogène au sein de la 
chaîne métrologique et donc de réduire les erreurs de mesure. 
 
Figure 1-20 : diagramme des effets thermiques affectant la machine dimensionnelle 
5.2.1. Sources de perturbations externes 
Les perturbations externes sont les celles qui agissent sur la machine de mesure mais qui sont 
externes à la machine elle-même. Ici les deux principales sources sont la température ambiante 
et la présence d’un opérateur dans la pièce où se trouve la machine. 
En métrologie dimensionnelle, les mesures sont effectuées à une température de référence de 
20 °C. La nouvelle machine de mesure de cylindricité est placée dans une salle régulée en 
température à 20±0,3 °C et  régulée en hygrométrie à 55±5 %. 
Les variations de la température ambiante peuvent engendrer des déformations significatives 
de la structure métrologique. Dans le cas où un opérateur est présent dans la salle dans laquelle 
se trouve la machine, ces déformations sont beaucoup plus importantes. En effet, un adulte 
dégage une puissance de 100 W par radiation, ce qui contribue à l’augmentation de la 
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température ambiante. Les sources de perturbations extérieures sont représentées sur la Figure 
1-21. 
 
Figure 1-21 : Sources de perturbations extérieures  
5.2.2. Sources de perturbations internes  
Les sources de perturbations internes présentes sur la machine sont :  
- les moteurs, 
- les réducteurs, 
- le frein servant au décalage, 
- les vis à billes et les guidages des platines de translation, 
- les systèmes interférométriques (têtes laser), 
- la glissière servant au décalage. 
Sur la Figure 1-22, on peut voir que les moteurs et les réducteurs ainsi que les freins ont été 
déportés sur un plateau secondaire de forme triangulaire, suspendu au plateau principal. Cette 
disposition permet d’éviter la déformation du plateau principal et de placer ces éléments 
sources de chaleur le plus loin possible de la structure métrologique. La puissance dégagée par 
la glissière de décalage étant négligeable, les seules sources de chaleur pouvant perturber la 









Figure 1-22 : Positionnement des sources de chaleur internes (Vissière, 2013) 
- Interféromètres laser 
Les interféromètres lasers ont été sélectionnés comme des éléments de référence pour réaliser 
l’étalonnage in situ des capteurs capacitifs de référence focalisés sur le cylindre de référence, et 
les capteurs de mesure pièce. Les interféromètres laser de la marque Renishaw sont constitués 
d’une source laser et de deux têtes laser équipées de composants électroniques. Le principe de 
fonctionnement de ces lasers sera détaillé ultérieurement. D’après le fournisseur, les têtes laser 
dissipent une puissance inférieure à 2 W. (Figure 1-23).  
 
Figure 1-23 : (1) Tête à interféromètre différentiel RLD10, (2) Source laser RLU20 
Platines de
translation à 
vis à billes 









- Guidages à vis à billes 
Pour assurer le balayage de la pièce à mesurer et du cylindre de référence, deux types de 
guidages sont utilisés. Les mouvements de rotation sont assurés par un roulement de grande 
dimension, dont la dissipation thermique est négligeable. Les mouvements de translation sont 
assurés par trois guidages à vis à billes motorisés du fabricant MISUMI (MISUMI, 2012) (cf. 
Figure 1-24). Ils assurent une transmission silencieuse et offrent une très haute précision. 
Cependant, leur dissipation de chaleur par frottement solide-solide représente l’une des 
perturbations majeures au sein de la machine de mesure. La puissance dégagée par un élément 
de guidage linéaire, peut être estimée à partir de l’équation (1-2) qui dépend de la résistance de 
frottement  ?? et de la vitesse???. 
 
 ? ? ?? ? ? (1-2) 
L’expression de la résistance de frottement donnée par le fabricant (MISUMI (MISUMI, 2012)) 
est donnée par l’équation (1-3) ; elle dépend du coefficient de frottement dynamique µ (donné 
par le constructeur), du poids chargé W et de la résistance d’étanchéité ?? estimée par le 
fournisseur à 5 N. La puissance maximale dissipée par les éléments de guidage est estimée à ? 
W. 
 ?? ? ??? ? ?? (1-3) 
 
Figure 1-24 : Guidage à vis à billes de type MISUMI 
5.3. Impact des perturbations thermiques 
Les perturbations thermiques générées par des sources de chaleur intérieures ou extérieures 
engendrent des dilatations thermiques dans les appareils de mesure. Ces dilatations thermiques 
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peuvent être de type homothétique ou anisotrope. Nous illustrons la différence entre ces deux 
types de dilatations, en considérant une barre métallique de longueur??, de hauteur ?, et de 
coefficient de dilatation thermique ?.  
5.3.1. Dilatations homothétiques  
Les dilatations homothétiques sont générées par des variations homogènes de la température 
dans l’appareil de mesure. La déformation causée par ces variations de température dans la 
barre métallique est calculée à partir de l’équation (1-4).    
 Δ? ? ? ? ? ? ?? (1-4) ?? est la variation homogène de la température  ? est le coefficient de dilatation du métal  
Dans le cas de la barre métallique, la dilatation homogène de la barre génère une extension Δ? 
(cf. Figure 1-25(a)) 
5.3.2. Dilatations anisotropes  
Les dilatations anisotropes sont causées par l’apparition de gradients thermiques dans l’appareil 
de mesure qui engendrent une répartition inhomogène de la température. 
Dans le cas de la barre, ces dilatations anisotropes provoquent une flexion de la barre (Figure 
1-25(b)). L’approximation permettant de calculer l’angle de flexion circulaire ? selon (Poyet, 
2010) est donnée par :  
 β ? ? ? ? ? ???  (1-5) 
La flèche de flexion maximale?? est donnée par :  






Figure 1-25 : (a) Dilatation homothétique, (b) Dilatation anisotrope  
Les dilatations homothétiques sont faciles à caractériser, ce qui nous permet d’appliquer une 
compensation logicielle. Les dilatations anisotropes sont beaucoup plus difficiles à corriger de 
façon logicielle, car leur détermination passe par l’application de plusieurs approximations. 
5.4. Quelques solutions pour limiter les perturbations 
thermiques 
Des précautions ont été prises par le LNE afin de réduire les effets des perturbations 
thermiques, telles que la régulation de la température dans la salle, la conception optimisée de 
la machine et finalement l’application d’une correction des dilatations thermiques homogènes 
dans la structure métrologique.  
5.4.1. Contrôle de la température dans la salle de mesure 
Les variations de la température extérieure affectent la chaîne métrologique avec tous les 
éléments la composant (cylindre de référence, pièce à mesurer, etc.) ainsi que la structure 
porteuse. L’influence de ces variations sur la chaîne porteuse est moins critique, car cette 
dernière n’agit pas sur les résultats de mesure. Les variations thermiques dans la chaîne 
métrologique engendrent des dilatations non prédictibles à cause des différences entre les 
coefficients de dilatation des éléments la constituant, ce qui ne permet pas l’introduction de 
corrections logicielles. Pour minimiser les effets des perturbations thermiques sur les machines 
de mesure, le contrôle de l’environnement dans lequel se trouve la machine est essentiel. Ces 
machines sont généralement placées dans des salles dont la température est contrôlée à 20 °C 
avec une tolérance bien définie. Le système de climatisation assure une fluctuation très lente 
(basses fréquences) pour éviter les sauts de température dans l’intervalle de la tolérance défini.  
D’autres solutions ont été appliquées par Ruijl (Ruijl, 2001) lors du développement d’une 
nouvelle machine à mesurer tridimensionnelle, parmi lesquelles on peut citer : 
· l’installation d’un caisson en aluminium autour de la machine afin de l’isoler du 
rayonnement émis par l’opérateur ; 
· l’application d’une isolation thermique entre le sol et la machine de mesure ; 
· le fonctionnement en continu des lumières et des équipements électroniques ; 
· la régulation thermique de la salle de mesure ; 
· l’utilisation de systèmes de ventilation afin d’évacuer la chaleur dégagée par les 
opérateurs, les ordinateurs et les autres équipements électroniques. 
5.4.2. Optimisation de la conception de la chaîne métrologique  
Le principe de la structure métrologique dissociée détaillé dans la section 2.12 a largement été 
appliqué aux machines de mesure dimensionnelles pour atténuer les effets des perturbations 
thermiques. Ce principe revient à prévoir une structure métrologique dissociée de la structure 
porteuse. Cette dernière porte une grande partie des éléments qui représentant des sources de 
perturbations thermiques. La dissociation entre les deux structures se fait généralement par 
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l’intermédiaire d’une liaison isostatique, la plus utilisée étant les lames flexibles amincies. La 
température se propage donc dans la structure métrologique en passant par trois points, ce qui 





























Al2O3 6,9-7 27-29 3,7-3,9 880 0,24 8,4 
A1N 4,6 140-180 3,3 800 0,02-0,03 53-68 
Si3N4 3-3,2 10-35 2,5-3,2 680 0,09-0,3 6-16 
SiC 4-4,1 110-180 3,1-3,2 630 0,023-0,03 55-90 
B4C 5 45 2,5 950 0,11 20 
ZrO2 8-10 2 5,7-6,2 420 4-5 0,8 
Acier 12 55 7,85 460 0,22 15 
Acier(N129) 16 15 7,9 500 1,1 3,8 
Acier (N219) 10 25 7,7 460 0,4 7 
Invar 0,8 11 8 515 0,07 2,7 
Super Invar 0,1 11 8 515 0,009 2,7 
Al (T633) 23 165 2,7 896 0,14 68 
Cuivre 17,1 355 8,9 415 0,05 96 
Cuivre (B) 16,7 118 8,3 420 0,14 34 
Granite 5-9 1,8-3,5 2,6-2,8 800 2,6-2,8 0,8-1,6 
Zérodur <0,01-0,05 1,64 2,5 820 0,006-0,03 0,8 
Silice 0,48 1,38 2,2 741 0,35 0,8 
Al(AUG45) 23 134 2,79 920 0,17 52,20 
Tableau 1-2 : Propriétés mécaniques et thermiques des principaux matériaux utilisés pour la 
construction d'instruments de mesure (Ashby, 1999) (Slocum, 1992) 
Le choix des matériaux utilisés lors de la conception joue un rôle important dans l’atténuation 
des effets des perturbations thermiques. En effet, l’utilisation de matériaux avec une grande 
conductivité mais un faible coefficient de dilatation thermique minimise la déformation de la 
structure métrologique. D’un autre côté, l’utilisation de matériaux avec une grande diffusivité 
thermique permet d’atteindre un régime permanent (distribution de la température homogène) 
assez rapidement. Le Tableau 1-3 regroupe les propriétés thermiques des principaux matériaux 
utilisés dans la construction des machines de mesure. Finalement, le choix des matériaux 
dépend fortement de l’architecture de la machine. Pour une machine avec une architecture 
symétrique, il est préférable d’utiliser un matériau avec une grande diffusivité. 
5.4.3. Compensation des erreurs thermiques  
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Les précautions citées ci-dessus n’étant pas suffisantes pour supprimer complètement les effets 
des perturbations thermiques, des méthodes de compensation logicielle de l’erreur thermique 
ont été développées. Ces méthodes reposent sur des modèles mathématiques décrivant la 
relation entre l’erreur thermique et les mesures de température. Ces modèles peuvent être 
divisés en deux catégories. La première regroupe les modèles statistiques obtenus via la 
méthode de régression linéaire (Vyroubal, 2012), les réseaux des neurones (Hao, et al., 
2007)(Srivastava & Ziegert, 1997) ou encore via les réseaux Bayésiens (Ramesh, et al., 2003b). La 
deuxième catégorie regroupe les modèles numériques obtenus principalement avec la méthode 
des éléments finis  (Van der Sanden & Ruijl, 2007),(Chen, et al., 2011),(Haitao, et al., 2007),(Attia 
& Fraser, 1999),(Balasmo, et al., 1990).  
Les méthodes logicielles permettent de réduire l’erreur thermique engendrée par les 
perturbations générant une distribution homogène de la température dans la machine de 
mesure.  
6. Conclusion 
Dans ce chapitre, une courte introduction à la métrologie dimensionnelle et à ses applications a 
été faite. Ensuite, les définitions des termes fondamentaux en métrologie dimensionnelle ont 
été données afin de mieux comprendre les nouveaux besoins en matière de mesure de 
cylindricité ainsi que les principes sur lesquels repose la nouvelle machine de mesure de 
cylindricité développée par le laboratoire national de métrologie et d’essais. 
Les différents principes appliqués lors de la conception de la nouvelle machine de mesure de 
cylindricité ont pour objectif de remplir un cahier des charges imposé par le LNE. L’incertitude 
recherchée étant de l’ordre de quelques nanomètres, toutes les sources d’erreur, hormis celles 
d’origine thermique, ont été contrôlées dans ce cahier des charges. Aucune solution n’a 
cependant été proposée pour réduire l’erreur générée par les perturbations thermiques. C’est 
pourquoi dans la dernière partie de ce chapitre, les différentes sources de perturbation 
thermique ainsi que les moyens développés pour réduire leurs effets ont été présentés. Les 
sources de perturbation sur la nouvelle machine ont été identifiées. 
Dans le chapitre suivant, un dispositif expérimental contenant une structure métrologique 
accomplissant sur la nouvelle machine la fonction essentielle qu’est l’étalonnage in-situ des 
capteurs de mesure, est décrit. Ce dispositif nous permet d’étudier les effets des perturbations 
thermiques sur la mesure ainsi que le développement de moyens de régulation permettant de 




Chapitre 3 Dispositif expérimental  
Ce chapitre est consacré à la présentation du dispositif expérimental qui a été développé pour 
étudier les effets des perturbations thermiques. Dans la première partie, nous détaillons 
l’architecture et le principe de fonctionnement du dispositif expérimental destiné initialement à 
l’étude de l’étalonnage in situ des capteurs capacitifs (détermination de la vitesse 
d’avancement, de la fréquence d’échantillonnage, de la loi d’avancement, etc.). Dans la 
deuxième partie, nous présentons l’instrumentation du dispositif expérimental ainsi que son 
pilotage. Nous présentons également les éléments ajoutés au dispositif expérimental pour 
réaliser l’étude thermique. La troisième partie a pour objectif de montrer les effets des 
perturbations générées par les différentes sources de chaleur (internes et externes) sur la 
température au sein du dispositif. Enfin, l’influence des perturbations thermiques sur le 
comportement des capteurs capacitifs est détaillée.  
1. Présentation générale  
La structure métrologique de la nouvelle machine de mesure de cylindricité assure uniquement 
la fonction de mesure, la moindre perturbation de cette structure impacte la mesure et donc 
l’incertitude qui lui est associée. Pour valider l’architecture de la machine, comprendre le 
comportement de la structure métrologique, valider l’étalonnage in situ des capteurs capacitifs 
et étudier les effets des perturbations thermiques, nous avons développé un dispositif 
expérimental dont l’architecture se rapproche de celle de la structure métrologique de la 
machine.  
Ce dispositif, majoritairement constitué d’aluminium, pèse 110 kg. Il contient une structure 
portant quatre capteurs capacitifs (Figure 3-2(a)) qui est fixée sur une table X-Y (Figure 3-2(b))  
par l’intermédiaire d’une liaison isostatique. Cette table X-Y assure des mouvements 
indépendants générés par l’intermédiaire de deux actionneurs piézoélectrique du fabriquant PI. 
La course totale de chaque actionneur est de 90 µm et le pas de déplacement minimal est de 
5 nm. Le mouvement de translation est assuré  par des lames flexibles amincies.  
Quatre têtes à interféromètre laser ont été utilisées pour assurer une mesure de référence du 
déplacement. Ces têtes lasers  ??? ? ? ?? (Figure 3-2(c)) ont été fixées sur une structure porteuse 
(Figure 3-2(d)), les sources laser ont été placées à l’intérieur d’une armoire électrique éloignée 
du dispositif expérimental. Chaque tête laser est focalisée sur un miroir plan en Zérodur avec un 
dépôt métallique qui assure la réflexion de plus de 75 % du faisceau laser émis. Les miroirs ont 
été fixés sur la structure porte-capteurs à 45° par rapport aux capteurs capacitifs (capteurs de 
mesure), selon une disposition symétrique par rapport à l’axe vertical. Cet agencement des 
miroirs et des capteurs capacitifs permet l’étalonnage de chaque capteur capacitif par 
comparaison aux quatre interféromètres laser. Les capteurs capacitifs sont focalisés sur un 
cylindre en aluminium de 135 mm de diamètre (Figure 3-2(e)).  
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Quatre plaques en aluminium ont été également prévues pour améliorer la stabilité thermique 
du dispositif expérimental. Elles permettent d’augmenter l’inertie thermique du montage et de 
garantir ainsi une meilleure stabilité de la structure métrologique. Cette stabilité est également 
importante pour les interféromètres laser sensibles aux variations d’indice de l’air (Bönsch & 
Potulski, 1998). Pour le pilotage du dispositif expérimental, une interface LabVIEW a été 
développée permettant ainsi son automatisation.  
 








Figure 3-2 : Schémas des différents éléments du dispositif expérimental, (a) structure porte 
capteurs capacitifs, (b) table X-Y, (c) têtes interféromètre laser, (d) structure porteuse, (e) 





2. Instrumentation du dispositif expérimental  
Le dispositif expérimental a été équipé de quatre capteurs capacitifs MCC10 du fabricant Fogale, 
de quatre interféromètres du fabricant Renishaw, 23 sondes de température du fabricant 
Measurement Specialties  et de sept plaques chauffantes du fabricant MINCO.  
2.1. Capteurs capacitifs  
2.1.1.  Principe de fonctionnement  
Un capteur capacitif est un capteur sans contact  généralement utilisé pour mesurer une 
variation de distance avec une très haute exactitude.  Son principe de fonctionnement repose 
sur l’exploitation de la variation de la capacité d’un condensateur formé par deux armatures, la 
première étant l’électrode plane entourée d’un anneau de garde et la deuxième la surface cible. 
La variation de la distance entre la cible et l’électrode génère une variation de la capacité du 
condensateur (cf. Figure 3-3).  
 
Figure 3-3 : Schéma d’un capteur capacitif mesurant une pièce conductrice (Charron, 2003) 
Pour un capteur capacitif, l’électrode forme avec la pièce à mesurer un condensateur plan. On 
détermine la distance ? entre cette électrode et la surface de la pièce à mesurer en mesurant la 
capacité ? du condensateur. Elles sont reliées par l’équation (3-1). Des effets de bord peuvent 
influencer la linéarité du signal fourni par le capteur capacitif, en particulier pour des surfaces 
curvilignes.  




Électrode de garde 
Électrode de mesure






Pièce à mesurer 
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où ? [F] est la capacité du condensateur, ? [F.m-1] la permittivité du diélectrique existant entre 
le capteur et la pièce à mesurer, ? [m2] la surface de l’électrode du capteur et ? [m] la distance 
à mesurer.  
La mesure de la capacité du condensateur est réalisée en injectant un courant alternatif ? et en 
mesurant la tension de sortie  ?:  
 ? ? ??? ? ? ? ? ? ??? ? ? ? ? (3-2) 
où ? est la pulsation du courant d’alimentation. 
2.1.2. Avantages  
L’utilisation des capteurs capacitifs présente de nombreux avantages, parmi lesquels on peut 
citer : 
· la grande résolution, 
· la bonne répétabilité, 
· l’encombrement réduit, 
· l’utilisation pour des cibles courbes, 
· la faible quantité de chaleur dissipée lors de leur fonctionnement. 
2.2. Interféromètres laser  
2.2.1. Principe de fonctionnement  
Les interféromètres laser intégrés dans le dispositif expérimental sont basés sur le principe d’un 
interféromètre laser de Michelson qui est décrit ci-dessous (cf. Figure 3-4).  
Pour réaliser une mesure, un faisceau laser d’une fréquence ? est émis par une source laser, ce 
faisceau est divisé en deux faisceaux égaux de même fréquence par une lame semi 
réfléchissante. L’un des faisceaux est réfléchi sur un rétroréflecteur fixe qui a pour fonction de 
réfléchir le faisceau dans la même direction que le faisceau entrant, il est appelé faisceau de 
référence. Son amplitude est donnée par :  
 ?? ? ???????????? (3-3) 
où ?? est l’amplitude du faisceau.  
Le deuxième faisceau est réfléchi sur un second rétroréflecteur mobile (faisceau de mesure). 
Son amplitude est donnée par :  
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 ?? ? ??????????? ? ?? (3-4) 
où ?? est l’amplitude du faisceau et ? le déphasage introduit par les différences de chemins 
parcourus par les deux faisceaux.  
 
Figure 3-4 : Schéma de principe de l’interféromètre de Michelson  
Les faisceaux se recombinent ensuite sur la lame semi réfléchissante et interfèrent. Un 
photodétecteur enregistre les interférences entre les deux faisceaux, il délivre une mesure de 
l’intensité dépendant du déphasage entre les deux faisceaux. Cette intensité est donnée par la 
relation :  
 ? ? ?? ? ?? (3-5) 
Les amplitudes des deux faisceaux étant égales ??? ? ??? ? ??, l’équation (3-5) devient après 
simplification :  
 ? ? ????? ? ????? (3-6) 
Les interférences entre les deux faisceaux peuvent être de deux types :  
- Constructives si les faisceaux réfléchis sont en phase, ce qui correspond à une intensité  ? ? ???. 
- Destructives si les faisceaux réfléchis sont en opposition de phase. Ce qui correspond à une 
intensité nulle.  
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En comptant les alternances d’intensité lumineuse appelées franges, on aboutit à la mesure du 
déplacement du miroir plan? ? dont la relation est donnée par :  
 ?? ? ? ?ʹ?  (3-7) 
où ?ʹ est la longueur d’onde du faisceau et ? le nombre de franges.  
Les interféromètres laser de la marque Renishaw sont constitués d’une source laser et de deux 
têtes laser. Un schéma de principe de fonctionnement d’une tête laser est présenté sur la Figure 
3-5. 
 
Figure 3-5 : Schéma de principe de l’interféromètre RLD 90° de Renishaw (Renishaw, 2006) 
2.2.2. Avantages  
L’utilisation des interféromètres laser présente deux avantages majeurs :   
- Les mesures de déplacement relatif réalisée avec des incertitudes nanométriques  
- Les mesures dimensionnelles directement traçables au système SI (Simonsen, 1997). Sondes de 
température  
2.2.3.  Principe de fonctionnement  
Une sonde Pt100 est un thermomètre à résistance de platine défini par la norme NF EN 60751 
(NF EN 60751, 2008) comme étant un dispositif sensible à la température, consistant en une ou 
plusieurs résistances de platine sensibles avec une gaine de protection, des fils internes de 
connexion et des bornes externes pour permettre la connexion d’instruments électriques de 
mesure. La résistance de platine est généralement encapsulée dans un isolant (généralement du 












Figure 3-6 : Schéma d’une sonde de température Pt100 
La valeur de la résistance d’une Pt100 est de 100 Ω à 0 °C. Dans le domaine  0 °C à 850 °C, 
l’expression de la résistance en fonction de la température est donnée par la relation suivante : 
 ???? ? ???? ? ?? ? ???? (3-8) 
où ?????est la résistance électrique mesurée à la température ? , ???est la résistance électrique 
mesurée à la température ? ? ? °C, ? ? ?????? ? ?????°??? , et ? ? ?????? ? ?????°???  
2.2.4. Avantages  
Les avantages des sondes de température Pt100 sont : 
· bonne linéarité, 
· grande stabilité grâce à la pureté du platine, 
· insensibilité de la résistance aux contraintes mécaniques. 
2.3. Films chauffants  
Les films chauffants intégrés dans le dispositif expérimental sont commercialisés par le fabricant 
MINCO. Ils sont de dimensions 50,80 mm?  50,80 mm?  1 mm. Leur résistance électrique est de 
102 Ω. Une photographie de l’un de ces films chauffants est donnée par la Figure 3-7. Ces films 
chauffants possèdent un côté adhésif, ce qui leur permet d’adhérer à la surface du dispositif 
expérimental. Des plaques en PVC ont aussi été ajoutées au-dessus afin de mieux les fixer.  
 
Figure 3-7 : Photographie d’un film chauffant MINCO 
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2.4. Étalonnage des sondes Pt100  
L’étalonnage d’une sonde de température consiste à déterminer sa réponse à différents niveaux 
de température (LNE, 2004). Un étalonnage par comparaison consiste à comparer les 
indications fournies par la sonde de température à étalonner aux valeurs indiquées par une 
sonde étalon placée dans le même milieu. Ce type d’étalonnage a été préconisé pour 11 sondes 
sélectionnées parmi les 23 qui vont servir à instrumenter le dispositif expérimental. Le 
processus de l’étalonnage réalisé au département « moyennes températures » du LNE est décrit 
ci-dessous.  
2.4.1. Opération préliminaire :  
Avant d’entamer l’étalonnage d’une sonde de température, une étape préliminaire doit être 
accomplie. Elle consiste à :  
1. Identifier la sonde de température  
2. Déterminer ses caractéristiques  
3. Vérifier la configuration de la connexion des fils (2, 3 ou 4 fils)  
4. Inspecter l’état de la sonde  
5. Sélectionner le matériel à utiliser pour l’étalonnage  
Le choix du matériel d’étalonnage dépend de la gamme de température dans laquelle sera 
utilisée la sonde ainsi que de l’exactitude recherchée.  
2.4.2. Matériel requis :   
Les sondes Pt100 étant utilisées pour une gamme de température 0 à 100 °C, le matériel 
mentionné ci-dessous a été utilisé :  
- Sonde étalon de référence : c’est une sonde à résistance de platine ??? Ω raccordée aux 
étalons nationaux, dont l’étalonnage a été réalisé avec un courant de ? mA (continu) 
traversant l’élément sensible.  
- Instrument de mesure associé à la sonde de référence : pont de mesure ASL F17 avec sa 
résistance interne ?? de ??? Ω stabilisée en température.  
- Un bain d’eau distillée ainsi qu’un bain de glace fondante : ces bains sont régulés en 
température, homogènes et stables. Ils sont également équipés de blocs égalisateurs 
thermiques réalisés en cuivre, dont le rôle est d’améliorer la stabilité ainsi que 
l’homogénéité locale de la température. Les blocs égalisateurs contiennent également 
des trous permettant de positionner les sondes à étalonner ainsi que les sondes étalons.  
2.4.3. Procédure d’étalonnage :   
Le dispositif ayant servi à l’étalonnage des sondes de température est illustré par la Figure 3-8. 




Figure 3-8 : Dispositif expérimental servant à étalonner les sondes Pt100 
La température du milieu de comparaison (bloc de cuivre)  a été déterminée à partir de la 
mesure de la résistance de la sonde étalon de référence ???associée à un pont de mesure ASL 
F17. Ce même pont a été utilisé pour mesurer la résistance de la sonde à étalonner ??. Pour 
chaque niveau de température, deux cycles de mesure ont été effectués avec un courant de ? mA, et deux autres cycles avec un courant de ?? mA selon le diagramme présenté dans la 
Figure 3-9. A la fin de chaque cycle de mesure, la sonde à étalonner a été émergée puis à 
nouveau immergée dans le milieu de comparaison à savoir un bain de glace fondante pour la 
température 0 °C, et un bain d’eau distillée pour les températures 19, 20, 21 °C (la profondeur 














Figure 3-9 : Diagramme des cycles de mesure  
Les résultats obtenus à ? mA et ?? mA permettent de réaliser une extrapolation des résultats 
afin d’obtenir la valeur de la résistance à courant constant nul, ce qui a pour objectif de 
s’affranchir du phénomène d’auto-échauffement. 
De plus, au cours de l’étalonnage, plusieurs séries de mesures ont été effectuées à la 
température nominale de ? °C afin de juger la stabilité des sondes. 
Les incertitudes ont été calculées en tenant compte des différentes composantes d’incertitude, 
comme celles associées au  pont de mesure, les incertitudes sur les écarts de température dans 
le bloc en cuivre, les incertitudes de couplage thermique ainsi que les incertitudes liées à 
l’extrapolation du courant.  
2.4.4. Exploitation des résultats d’étalonnage   
La température mesurée par les sondes étalonnées est calculée pour chaque sonde avec la 
formule suivante :  
 ????? ? ???? ? ??? ? ???? ? ??? ? ? (3-9) 
où  ? et ? sont les coefficients de la norme (NF EN 60751, 2008), ?? la résistance au voisinage 
de ? °C est obtenue à partir de la moyenne des trois valeurs de la résistance mesurée lors de 
l’étalonnage au voisinage de ? °C.  Les températures de référence n’étant pas rigoureusement 
égales à ? °C, ?? est calculée en corrigeant les valeurs de résistances lues à 0 °C ± Ɛ en prenant 
la formule de correction simplifiée : 
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 ??? ? ??? ? ???????? (3-10) 
La correction moyenne de la résistance autour de ?? °C ??   est obtenue en calculant l’écart 
entre les valeurs mesurée de la résistance de la sonde (données étalonnage) et les valeurs 
calculées avec la valeur estimée de ??? et les coefficients de la norme (NF EN 60751, 2008) pour 
les trois températures 19 °C, 20 °C et 21 °C à l’aide de la formule donnée par l’équation (3-11) .  
 ? ? ????? ? ?? ? ???) (3-11) 
2.4.5. Mesure de température  
2.2.5.1.  Étalonnage de la chaîne de mesure  
Pour réaliser les mesures des résistances des sondes de température, nous avons utilisé des 
multimètres Agilent de type 34970A. Chaque multimètre est équipé de trois multiplexeurs 
permettant de connecter 10 sondes de température. Toutes les voies utilisées lors de la mesure 
ont été étalonnées par l’intermédiaire d’une résistance étalon de 100 Ω selon la procédure 
d’étalonnage suivante :  
- Connecter la résistance étalon sur chaque voie de mesure du multimètre 
- Réaliser une série de 100 mesures 
- Déterminer l’erreur de mesure introduite par chaque voie en moyennant les écarts entre 
la valeur de la résistance étalon donnée sur le certificat d’étalonnage et la résistance 
mesurée avec le multimètre.  
2.2.5.2. Corrections sur les sondes de température non 
étalonnées 
Pour vérifier les températures mesurées par les sondes étalonnées et déterminer les corrections 
à apporter à celles mesurées par les sondes non étalonnées, nous avons utilisé les multimètres 
Agilent étalonnés et un bloc en cuivre possédant 20 puits. Chaque puit a été rempli de graisse 
thermique pour chasser l’air et améliorer le contact thermique entre la sonde et le bloc (cf. 




Figure 3-10 : Bloc d’étalonnage en cuivre  
Pour réaliser la vérification des sondes, nous avons procédé comme suit :  
- L’ensemble du bloc en cuivre et des sondes de température ont été placés dans un 
caisson en aluminium, le tout dans une salle régulée en température à 20±0,3 °C.  
- L’acquisition de température a été réalisée sur 28h. 
- La moyenne des températures mesurées par les sondes étalonnées a été considérée 
comme température de référence. 
- La correction en température ?? sur chaque sonde non étalonnée a été obtenue du 
calcul de l’écart entre la température mesurée pour chaque sonde et la température de 
référence.  
Les évolutions des températures mesurées par les 19 sondes tenant compte des termes 
correctifs ?? sont données par la Figure 3-11. Ici, nous remarquons la présence de fluctuations 
périodiques liées à la fluctuation de la température dans la salle dans laquelle se trouvait le 
caisson en aluminium. Néanmoins, en comparant les signaux donnés par les sondes thermiques, 
nous remarquons une bonne concordance entre les mesures de température pendant toute la 
période de l’essai (~28 h). La valeur de la correction la plus élevée est de 0,1182 °C, la plus basse 
est de 0,0234 °C. Un tableau regroupant les résultats d’étalonnage ainsi que les termes 










Figure 3-11 : Évolution des 19 températures dans le bloc en cuivre 
2.5. Intégration des sondes de température et des films 
chauffants au dispositif expérimental  
2.5.1. Intégration des sondes de température  
Pour loger les sondes thermiques dans le dispositif expérimental, nous avons prévu des puits 
que nous avons remplis de graisse thermique. Cette graisse assure une bonne conduction de la 
température entre chaque sonde thermique et le dispositif en aluminium.  
Les positions des sondes ont été sélectionnées à l’aide d’un modèle de calcul par éléments finis. 
En effet, en analysant le modèle de calcul par éléments finis, nous avons identifié les points les 
plus sensibles aux variations de température (le modèle de calcul par éléments finis est 
présenté en détail dans le chapitre III). Nous avons fait le choix placer cinq sondes thermiques 
dans la structure porte capteurs capacitifs (Figure 3-12), qui est dissociée de la structure 
porteuse. 
12 sondes ont été placées sur les supports des quatre têtes laser, comme le montre la Figure 
3-13.  Les deux sondes restantes ont été placées sur la partie supérieure de la structure 
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Figure 3-14 : Positions des sondes de température 
Afin de mesurer la variation de température ambiante, nous avons en plus utilisé quatre sondes 
thermiques supplémentaires; chacune est placée à 20 cm de chaque coin supérieur du dispositif 
expérimental.  
2.5.2. Intégration des films chauffants perturbateurs  
Pour comprendre l’impact des perturbations thermiques générées par les éléments de guidage 
mécanique sur le comportement de la machine de cylindricité, nous avons équipé le dispositif 
expérimental de trois films chauffants. Ces éléments perturbateurs ????? ???????????? ont été 
collés sur la surface supérieure de la structure porteuse (Figure 3-15). Des plaques en PVC ont 
aussi été ajoutées au-dessus afin de mieux les fixer.  
 
 
Figure 3-15 : Positions des films chauffants 




Figure 3-16 : photographie du dispositif expérimental 
2.6. Pilotage et acquisition  
Le pilotage des actionneurs et l’acquisition des données capteurs est assuré via une interface, 
que nous avons développé sous LabVIEW. Cette interface correspond à un modèle de 
conception de type machine d’états. Les machines d’état sont couramment utilisées dans 
LabVIEW pour implémenter des algorithmes de prise de décision relativement complexes, tels 
que les programmes de diagnostic ou les processus de surveillance. Elle est composée d’un 
ensemble d’états et d’une fonction de transition qui fait passer à l’état suivant. Il existe de 
nombreuses machines à états finis. Les deux plus courantes sont la machine de Mealy et celle 
de Moore. Cette dernière effectue une action spécifique pour chaque état dans le diagramme 
de transition d’état. 
Un schéma qui décrit toute la chaîne de pilotage et d’acquisition est illustré sur la Figure 3-17. 
Dans ce schéma, on peut voir les éléments de repérage (capteurs capacitifs) reliés à un 
convertisseur électronique (MC 900). Ces convertisseurs électroniques sont connectés à une 
carte d’acquisition NI-USB 6259 relié directement à l’ordinateur. Les actionneurs 
piézoélectriques sont reliés à un convertisseur électronique E-509-X3, connecté également à la 
même carte d’acquisition NI. Les actionneurs piézoélectriques sont utilisés en boucle fermée, ce 
qui signifie qu’une boucle de contrôle est appliquée à chaque mouvement. 
Les interféromètres laser sont connectés à une carte de comptage EIB 741 du fabricant 
HEIDENHEIN pour convertir le nombre de franges en déplacement relatif. 
L’acquisition des températures se fait par l’intermédiaire d’un multimètre AGILENT 34970A, 
connecté à une carte GPIB. Les films chauffants sont pilotés par des alimentations 
programmables AGILENT E3649A à double voies dont La puissance maximale est de 98 W. La 
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tension réelle et l’intensité sont mesurées aux bornes des films chauffants par l’intermédiaire 
d’un boîtier spécifique développé à l’institut Pprime (Annexe 2). 
Une deuxième interface a été développée sous LabVIEW pour piloter les films chauffants. Elle 
permet également de faire l’acquisition des données issues des sondes Pt100 et de les 
enregistrer dans un fichier Excel.  
 
Figure 3-17 : Schéma de pilotage de la partie mécanique  
3. Influence des sources de chaleur sur le dispositif 
expérimental  
Dans cette partie, nous présentons l’étude de l’influence des sources de chaleur sur le 
comportement du dispositif expérimental. Dans un premier temps, nous illustrons l’influence de 
la mise en marche des interféromètres laser sur le comportement thermique du dispositif 
expérimental. Ensuite, nous détaillons l’influence de la variation de la température dans la salle 
de mesure sur le comportement du dispositif expérimental. 
3.1. Influence de la mise en marche des interféromètres 
laser  
Pour étudier l’influence des dissipations thermiques générées par les interféromètres laser sur 
le comportement du dispositif expérimental, nous avons commencé par éteindre les quatre 
interféromètres laser pendant 12 heures. Ce temps a été suffisant pour que les températures du 
dispositif atteignent le régime permanent (stabilité thermique) autour de 19,85 °C. Nous avons 
ensuite redémarré les interféromètres laser.  
Pendant toute la période l’essai, nous avons enregistré l’évolution de la température ambiante 
autour du caisson en aluminium (Figure 3-18). Sur cette figure, nous observons deux groupes de 
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températures. Le premier groupe contient les températures extérieures les plus élevées :?????? 
et ??????. Le second groupe contient les températures ?????? et ?????? les moins élevées. La 
différence de température entre ces deux groupes s’explique par le fait que les sondes  ?????? et ?????? soient situées à côté de l’armoire électrique contenant les appareils électroniques qui 
dissipent de la chaleur. Les variations sur les quatre températures sont de l’ordre d’un dixième 
de degré. 
 
Figure 3-18 : Évolution de la température extérieure  
 
 


























































































Figure 3-19 : Évolution des températures dans le dispositif expérimental avant et après mise 
sous tension des interféromètres laser 
La Figure 3-19 montre les évolutions des 19 températures mesurées  sur une période de 11 
heures. Durant la première heure où les interféromètres lasers sont éteints, on remarque que 
les températures sont stables. Après la mise sous tension des interféromètres laser, on constate 
que les températures augmentent progressivement pour atteindre un nouveau régime 
permanent après une dizaine d’heures. On constate aussi que la températures mesurée par la 
sondes 8 (support de la tête laser ??) est plus élevée que les autres températures. Cela  signifie 
que la tête laser ?? dissipe plus de chaleur que les trois autres.  
En se basant sur les résultats présentés dans la Figure 3-19, nous avons pris comme disposition 
de ne plus éteindre les interféromètres laser afin de réduire les variations thermiques dans le 
dispositif expérimental. 
3.2. Influence de la variation de la température ambiante  
Comme indiqué dans la norme ISO 1, les mesures de dimension, de forme ou d’état de surface  
doivent être réalisées à une température de 20 °C. Pour cette raison, les machines de mesure 
dimensionnelle sont placées dans des salles régulées en température à 20 °C, avec une 
tolérance qui dépend surtout de la qualité du système de climatisation. Au LNE, la température 
dans la salle de mesure est régulée à 20±0,3 °C. Pour quantifier l’impact de la température dans 
la salle sur le dispositif expérimental, nous avons enregistré les températures ambiantes et 
celles du dispositif pendant une période de huit jours. 
A partir des températures mesurées, nous avons calculé la moyenne des écarts de températures 
données par les 4 sondes Pt100 ambiantes, que nous présentons dans la Figure 3-20(a). Pour les 
19 températures mesurées dans le dispositif, nous illustrons également les écarts de 
température sur la Figure 3-20(b). 
D’après la Figure 3-20(a et b), nous constatons que les évolutions des écarts de températures 
mesurées dans le dispositif expérimental présentent les mêmes tendances que la moyenne des 
écarts des températures ambiantes. L’écart-type sur la moyenne des écarts des températures 
ambiantes est estimé à ????? °C. L’écart-type sur tous les écarts de température relatifs au 
dispositif expérimental est estimé à ????? °C. Ces deux valeurs d’écart-type montrent que la 
variation de température dans le dispositif expérimental est moins importante que dans l’air. Ce 
résultat est dû à l’inertie thermique du dispositif expérimental de capacité thermique 







Figure 3-20 : (a) Évolution des écarts de température extérieure moyenne, (b) Évolutions 
des écarts de température mesurés par les sondes placées sur le dispositif expérimental 
 
4. Étalonnage des capteurs capacitifs  
Nous rappelons que la définition d’un étalonnage d’après le VIM est : « L’étalonnage est défini 
comme l’opération qui, dans des conditions spécifiées, permet de déterminer la relation qui 
existe entre les indications d'un appareil de mesure et les valeurs de la grandeur à mesurer ». 



























































































Le dispositif expérimental que nous avons développé assure l’étalonnage de quatre capteurs 
capacitifs focalisés sur le même cylindre de 135 mm de diamètre. Pour réaliser l’opération 
étalonnage des capteurs, nous avons généré un mouvement de la structure porte capteurs 
capacitifs selon la direction X ou Y, par l’intermédiaire de la table X-Y à lames flexibles. Ce 
mouvement est réalisé grâce à deux actionneurs piézoélectriques utilisés en mode continu ou 
en mode pas-à-pas. Le mouvement de la structure porte capteurs génère une variation de la 
distance entre le capteur et la cible cylindrique. Ce même mouvement est également vu par les 
4 têtes laser fixées sur la structure porteuse. L’étalonnage d’un capteur capacitif revient à 
comparer les indications données par chaque capteur capacitif à la moyenne des indications 
données par les 4 interféromètres/têtes laser, considérés ici comme des éléments de référence. 
Un schéma simplifié de l’opération d’étalonnage est présenté sur la Figure 3-21. 
Dans le cadre de cette étude, nous avons programmé des cycles de mouvement sur une course 
maximale de ~80 µm. Un cycle consiste en un mouvement d’aller et un mouvement de retour (à 
la position de départ) du capteur capacitif : ~80 µm pour l’aller et ~80 µm pour le retour. Le 
déplacement de la structure porte capteurs capacitifs est réalisé en mode pas-à-pas sur ? µm.  
 
Figure 3-21 : Étalonnage des capteurs capacitifs  
A partir des données des capteurs capacitifs et des interféromètres laser enregistrées via 
l’interface de pilotage LabVIEW, nous traçons l’évolution des tensions données par les capteurs 
capacitifs en fonction des déplacements mesurés par les interféromètres laser. Nous déduisons 
ensuite les paramètres d’un modèle polynomial ici d’ordre 4, qui nous permettra de convertir 
les tensions mesurées en déplacements. Nous répétons cette opération d’étalonnage au moins 
trois fois pour nous assurer de la robustesse du polynôme obtenu. En général, l’ordre du 
polynôme est fixé en fonction du résidu calculé. Le résidu correspond à la différence entre les 
déplacements mesurés par les interféromètres laser et ceux donnés par les capteurs capacitifs. 
Pour notre étude, les valeurs du résidu doivent être très faibles, de l’ordre de quelques 
nanomètres, pour garantir les incertitudes annoncées dans le cahier des charges. 
Cible cylindrique 
Position 1 Position 2 Position n
Cycle d’étalonnage en mode pas à pas 
Pas de déplacement 2 µm




4.1. Influence d’une excitation thermique extérieure sur le 
comportement des capteurs capacitifs  
Le but des essais d’étalonnage présentés ici est de simuler l’impact des perturbations 
thermiques générées par les éléments de guidage mécanique sur le comportement des capteurs 
capacitifs. Pour ces essais, nous avons utilisé les trois films chauffants que nous avons fixés sur 
le support supérieur du dispositif expérimental. Nous avons introduit une excitation thermique 
de forme carrée sur une période de 50 min comme le montre la Figure 3-22. La puissance 
sélectionnée pour cet essai et de 1 W pour chaque film chauffant. 
 
Figure 3-22 : Évolution du signal imposé aux films chauffants pour une puissance de 1W 
Avant de commencer chaque essai, nous avons vérifié soigneusement, via l’interface de 
pilotage, que le dispositif expérimental est parfaitement stable thermiquement. Une fois la 
vérification faite, nous avons démarré l’essai et enregistré en temps réel les températures 
données par les 23 sondes Pt100 pendant toute la période de l’essai. Les températures 
enregistrées sont illustrées dans la Figure 3-23(a) et montrent clairement deux phases. La 
première phase correspond à l’évolution des températures sur les premières 50 minutes, durant 
lesquelles les températures sont parfaitement stables. Le début de la deuxième phase 
correspond à l’application de l’excitation thermique au dispositif expérimental. Une fois que les 
films chauffants sont actionnés, nous observons une augmentation progressive de toutes les 
températures. On remarque aussi que les élévations de température relevées dans la structure 
porte capteurs (????) sont quasi-similaires. Le gradient thermique observé dans cette structure 
est de 0,0097 °C qui est nettement inférieur à celui observé dans la structure porteuse (?????), 
égal à 0,183 °C. Cela s’explique par le fait que la structure porte capteurs capacitifs est dissociée 
du reste du dispositif expérimental par l’intermédiaire d’une liaison isostatique (lames flexibles 
amincies). La température se propage dans la structure porte capteurs capacitifs uniquement 
via trois petites surfaces, assimilées à trois points. Cette configuration favorise une répartition 
hormogène de la température dans la structure porte capteurs capacitifs. 
Deux étalonnages, en mode pas-à-pas et sur une course totale de ~80 µm, ont été réalisés 
durant cet essai. Un premier étalonnage réalisé avec Pwi=1,…,3= 0 W (Ca1), et un deuxième 
étalonnage réalisé avec Pwi=1,…,3= 1 W (Ca2). Pwi représente la puissance générée par le film 
chauffant et i=1…3 représente le nombre de films chauffants. Les paramètres du modèle 
polynomial d’ordre 4 ont été identifiés pour les 4 capteurs capacitifs, les résidus obtenus étant 
















similaires pour les quatre capteurs capacitifs, nous présentons uniquement les résultats 
d’étalonnage du capteur capacitif C1 dans la Figure 3-23(b). L’amplitude maximale du résidu 
d’étalonnage obtenue pour une puissance Pwi=1,..,3= 1 W est de ±10 nm, celle obtenue pour 
Pwi=1,…,3= 0 W est de l’ordre de ±7 nm. Cette différence est principalement due à l’introduction 
de la perturbation thermique.  
  
(a) (b) 
Figure 3-23 : configuration sans capot : (a) Évolution de la température aux 19 points du 
dispositif expérimental pour un créneau de 1W. (b) Erreur résiduelle d’étalonnage du capteur ?? 
4.2. Influence de la protection du dispositif expérimental 
par un caisson en aluminium  
Pour réaliser cette étude, nous avons commencé par protéger le dispositif expérimental contre 
les variations thermiques (faibles variations de ±0,3°C) dans la salle de mesure en utilisant un 
caisson en aluminium. Il s’agit de quatre plaques en aluminium fixées d’une façon rigide entre le 
support supérieur et le support inférieur. 
  
(a) (b) 
Figure 3-24 : configuration avec capot : (a) Évolution de la température aux 19 points du dispositif 
expérimental pour un créneau de 1W. (b) Erreur résiduelle d’étalonnage du capteur ?? 







































































































































































































L’influence de la protection du dispositif expérimental (réalisée avec le caisson en aluminium) 
sur le comportement des capteurs capacitifs a été évaluée en réalisant deux essais d’étalonnage 
en appliquant le même signal d’excitation thermique présenté sur la . Les évolutions des 19 
températures (T1,…,19) ont été enregistrées pendant toute la durée de l’essai ( (a)). Les 
étalonnages des capteurs capacitifs sont réalisés en mode pas-à-pas et sur une course totale de 





La comparaison des évolutions des températures (??? ???) obtenues quand le dispositif est sans 
ou avec la protection (caisson en aluminium) montre une légère diminution du gradient 
thermique dans le dispositif expérimental (sans protection : 0,183 °C dans la structure porteuse 
et 0,0097 °C dans la structure porte capteurs capacitifs, avec protection : 0,1826 °C dans la 
structure porteuse et 0,0059 °C dans la structure porte capteurs capacitifs). Néanmoins, même 
si cette diminution du gradient thermique n’est pas très significative, elle a une influence sur le 
comportement de la structure porte capteurs capacitifs. En comparant les résultats des 
étalonnages présentés dans la Figure 3-23(b) (sans protection) et  (b) (avec protection), nous 
pouvons constater que l’amplitude du résidu diminue de ±6,5 nm à ±5 nm pour Ca1, et de 
±10 nm à ±7 nm pour Ca2. L’utilisation du caisson permet également d’améliorer la stabilité des 
interféromètres laser, qui se répercute directement sur les résultats d’étalonnage. Les écarts-
types ont été calculés pour les résidus illustrés dans les Figure 3-23(b) et  (b), et présentés dans 
le Tableau 3-1. Nous pouvons ainsi remarquer que les écarts-types sont plus faibles quand le 
caisson est utilisé pour protéger le dispositif expérimental contre la variation thermique dans la 
salle de mesure.  
Étalonnage  
Ecart-type (nm) 
Sans protection Avec protection 
Ca1 3,28 2,89 
Ca2 4,91 3,44 
Tableau 3-1 : Écarts-types calculés à partir des résidus des étalonnages 
 réalisées avec le capteur capacitif ?? 
4.3. Influence de l’amplitude de la puissance introduite dans 
le dispositif  
La puissance maximale dissipée par un élément de guidage mécanique a été estimée à environ 
2 W à partir du modèle analytique simplifié présenté précédemment (chapitre I, section 6.2.2). 
En réalité, cette valeur peut être plus élevée. C’est pourquoi nous avons décidé d’étudier 
l’influence de l’amplitude de la puissance introduite dans le dispositif sur le comportement des 
capteurs capacitifs et la structure métrologique en réalisant des essais avec une puissance 
60 
 
maximale de 1 W, 2 W, 3 W et 4 W. Tous les essais ont été réalisés avec le caisson de protection 
en aluminium. Les signaux appliqués aux films chauffants sont des signaux carrés similaires à 
celui présenté dans la Figure 3-22. Deux étalonnages sont réalisés pour chaque essai comme 
indiqué sur la Figure 3-22: ??????????. 
Les évolutions des 19 températures (??? ???) mesurées dans le dispositif expérimental sont 
présentées sur la (a), la Figure 3-25(a), la Figure 3-26(a) et la Figure 3-27(a) respectivement pour 
une excitation thermique Pwi=1,…,3= 1, 2, 3 et 4 W. Les résidus d’étalonnage sont présentés sur la 
(b), la Figure 3-25(b), la Figure 3-26(b) et la Figure 3-27(b) respectivement pour Pwi=1,…,3= 1, 2, 3 
et 4 W. 
La (a), la Figure 3-25(a), la Figure 3-26(a) et la Figure 3-27(a), représentant les évolutions des 19 
températures ?????, montrent que la variation de la température dans le dispositif 
expérimental augmente au fur et mesure que la puissance injectée dans le système augmente. 
Nous définissons l’augmentation moyenne de la température comme la différence entre la 
moyenne des températures (Ti) avant excitation thermique et celle à ? ??6400 s. 
  
(a) (b) 
Figure 3-25 : Pwi=1,…,3= 2 W et le dispositif expérimental est protégé (caisson en aluminium) : (a) 
Évolution des températures mesurées (T1,…,19), (b) Résidus d’étalonnage du capteur ?? 
  
(a) (b) 
Figure 3-26 : Pwi=1,…,3= 3 W et le dispositif expérimental est protégé (caisson en aluminium) : (a) 
Évolution des températures, (b) Résidus d’étalonnage du capteur ?? 










































































































































































































Figure 3-27 : Pwi=1,…,3= 4 W et le dispositif expérimental est protégé (caisson en aluminium) : (a) 
Évolution des températures (T1,…,19), (b) Résidus d’étalonnage du capteur ?? 
Nous remarquons que l’augmentation moyenne des températures (????) dans la structure porte 
capteurs capacitifs passe de 0,04 °C quand Pwi=1,…,3 = 1 W à 0,15 °C quand Pwi=1,…,3 = 4 W. De la 
même façon, l’augmentation moyenne des températures (?????) dans la structure porteuse 
passe de 0,17 °C quand Pwi=1,…,3 = 1 W à 0,52 °C quand Pwi=1,…,3 = 4 W.              
Le gradient thermique dans la structure porte capteurs capacitifs passe de 0,0059 °C quand 
Pwi=1,…,3 = 1 W à 0,007 °C quand Pwi=1,…,3 = 4 W et le gradient thermique dans la structure porte 
capteurs capacitifs passe de 0,1826 °C quand Pwi=1,…,3= 1 W à 0,178 °C quand Pwi=1,…,3 = 4 W. Ces 
gradients thermiques restent similaires quelle que soit la puissance injectée dans le système. 
D’après les figures montrant les évolutions des erreurs résiduelles d’étalonnage, on remarque 
que ces erreurs augmentent de ±6,5 nm quand Pwi=1,…,3= 1 W, pour atteindre respectivement 
±8 nm, ±15 nm et ±15 nm quand Pwi=1,…,3= 2, 3 et 4 W. Nous avons ensuite calculé les écarts-
types sur ces résidus, que nous présentons dans le Tableau 3-2. Ces derniers augmentent 





1 2,9 3,4 
2 3,1 6,1 
3 3,2 7,8 
4 3,2 8,6 
Tableau 3-2 : Écarts-types d’étalonnage du capteur capacitif ?? 
4.4. Discussion et analyse des résultats  
Dans ce chapitre, nous avons réalisé des essais destinés principalement à l’évaluation du 
comportement des capteurs capacitifs ainsi qu’à l’analyse du comportement du dispositif 




































































































expérimental quand celui-ci subit une excitation thermique. Les essais réalisés avec et sans 
protection (utilisation d’un caisson en aluminium) nous ont amenés à déterminer l’importance 
d’utiliser un caisson en aluminium pour protéger le dispositif expérimental contre les 
perturbations thermiques dans la salle de mesure. Les fluctuations sont générées par les 
systèmes de climatisation. Le caisson peut également protéger le dispositif expérimental contre 
la puissance dissipée par la présence d’un opérateur. A partir ce constat, il est évident qu’il faut 
prévoir un caisson pour la machine de cylindricité qui représente l’objet final de cette étude. 
La puissance maximale dissipée par un élément de guidage mécanique n’a pas été caractérisée 
expérimentalement, mais plutôt estimée à partir d’un modèle simple à environ 2 W. Pour 
cerner son impact sur le comportement du dispositif expérimental et celui des capteurs 
capacitifs, nous avons décidé de mener une étude avec plusieurs amplitudes de la puissance 
injectée dans le dispositif expérimental (Pwi=1,…,3= 1, 2, 3 et 4 W). Nous avons remarqué que, 
quelle que soit l’amplitude de la puissance injectée dans le système, le gradient thermique reste 
quasiment constant dans la structure porte capteurs capacitifs et aussi dans la structure 
porteuse : pour Pwi=1,…,3= 1 W, il est égal à 0,0059 °C dans la structure porte capteurs capacitifs 
et à 0,1826 °C dans la structure porteuse. En revanche, nous remarquons que le comportement 
des capteurs capacitifs est fortement impacté par la variation de la température qui n’est pas la 
même dans la structure porte capteurs capacitifs et la structure porteuse. A partir d’une 
puissance de 2 W, l’écart-type sur le résidu calculé à partir des résultats donnés par le capteur 
capacitif C1 est supérieur à 6 nm. Cette valeur est relativement élevée vis-à-vis de l’objectif 
métrologique mentionné dans le cahier des charges, défini pour la machine de cylindricité. 
Cette augmentation significative de l’écart-type dépend de la variation de la température dans 
la chaine métrologique. Cette variation est beaucoup plus élevée dans la structure porteuse que 
dans la structure porte capteurs. Dans le cas du dispositif expérimental, la chaîne métrologique 
passe par la structure porte capteurs et la structure porteuse (). Étant donné que les têtes laser 
sont fixées sur la structure porteuse, la distance qui sépare chacune du miroir cible respectif est 
sujette à une dilatation thermique plus importante que la distance qui sépare chaque capteur 
capacitif du cylindre cible. Cette situation se traduit par un décalage entre la distance vue par 
chaque capteur capacitif et les interféromètres laser, qui peut être estimée à l’échelle 
nanométrique. 
 
Figure 3-28 : Structure métrologique du dispositif expérimental 
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Pour atténuer ces écarts-types sur les résidus, en particulier lorsque la puissance injectée dans 
le dispositif expérimental est supérieure à 2 W, il est important de réduire les élévations de 
température dans la structure porteuse. Dans le cadre de ce travail de thèse, nous avons décidé 
de réaliser une régulation thermique en utilisant des méthodes développées en automatique. 
 
 
5. Conclusion   
Dans ce chapitre, nous avons présenté le dispositif expérimental développé pour étudier les 
effets des perturbations thermiques sur les mesures dimensionnelles.  
Des capteurs capacitifs ont été implantés sur le dispositif expérimental afin de valider le choix 
de ces capteurs ainsi que la méthode utilisée pour leur étalonnage. Pour observer les évolutions 
des températures au sein du dispositif expérimental ainsi que les variations de la température 
ambiante, 23 sondes de température de type Pt100 ont été utilisées. La méthode d’étalonnage 
de ces sondes a été détaillée. Le dispositif expérimental ne contenant pas d’éléments de 
guidage, des films chauffants ont été ajoutés afin de simuler les perturbations générées par ces 
éléments. Le pilotage des mesures mécaniques et thermiques a été décrit. 
Dans la dernière partie de ce chapitre, les résultats des essais d’étalonnage des capteurs 
capacitifs réalisés sous différentes perturbations ont été présentés. Ces résultats ont permis de 
voir l’effet de l’amplitude des perturbations imposées aux films chauffants, sur les températures 
dans le dispositif expérimental et sur les résultats d’étalonnage des capteurs capacitifs.  
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Chapitre 4  Modélisation thermique par 
éléments finis 
1. Introduction 
La modélisation des systèmes physiques est un outil très efficace pour la conception de 
nouveaux systèmes et l’amélioration des performances des systèmes existants à travers 
l’élaboration de stratégies de commande. En effet, la modélisation permet une analyse du 
comportement des systèmes physiques et donc la correction d’éventuelles erreurs de 
conception. 
Différentes méthodes peuvent être utilisées pour la modélisation thermique des systèmes 
physiques, parmi lesquelles on peut citer la méthode nodale (Pashkis & Baker, 1942) (Lopez-
Walle, et al., 2010) (Zueco & Campo, 2006) basée sur l’analogie transfert de chaleur / électricité. 
Cette méthode consiste à ramener l’étude du comportement thermique d’un système physique 
à l’étude d’un circuit électrique de type RC, où la différence de potentiel représente la 
différence de température et le courant le flux thermique. Pour des géométries plus complexes, 
une discrétisation spatiale des équations locales décrivant le comportement du système 
physique est généralement pratiquée. 
Dans ce chapitre, les hypothèses de travail sont données et la modélisation par éléments finis 
est décrite. Dans le dernier paragraphe, les résultats de modélisation numérique du dispositif 
expérimental sont comparées aux mesures effectués in-situ. 
2. Hypothèses 
Pour la suite de ce travail, les hypothèses suivantes ont été posées : 
- Linéarité du système étudié 
Les gradients de température au sein du dispositif expérimental étant très faibles, on 
peut donc supposer que les transferts de chaleur à l’intérieur du dispositif et les 
échanges entre le dispositif et son milieu environnant sont linéaires. En particulier, les 
propriétés thermophysiques sont supposées indépendantes de la température. Cette 
hypothèse implique que le système respecte le principe de superposition. 
 
- Invariance temporelle des propriétés thermophysiques 
Les propriétés thermophysiques du système sont supposées être indépendantes du 
temps. Ce qui signifie que le système tend vers un régime asymptotique lorsqu’il est 
soumis à une excitation constante dans le temps. 
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- Réciprocité : 
Les échanges thermiques sont dit réciproques si l’inversion des températures entre deux 
points entraîne l’inversion du flux entre ces deux points. Cette propriété implique que 
les échanges d’énergie résultent d’un écart de température.  
3. Modélisation thermique 
3.1. Équation de la chaleur et conditions aux limites  
Les transferts de chaleur au sein du système s’opèrent par conduction. La distribution de la 
température est donc obtenue en résolvant l’équation de la chaleur. Pour que cette équation 
possède une solution unique, une condition initiale et des conditions aux limites doivent lui être 
associées. L’équation de la chaleur générale dans un domaine ? s’écrit :  
 ????????? ???? ??? ?? ? ???? ???????????? ??? ? ? ???????? ??????????? ?????????????? ? ? (4-1) 
où ? est la température au temps t et au point ?, ??la conductivité thermique,??? la chaleur 
massique et ? la masse volumique.  
Dans le terme de sommation, ?? est le nombre de sources de chaleur, ?? la puissance dissipée 
par la jème source de chaleur et ??  le volume de la source. La fonction caractéristique ?? est 
définie par :  
 ? ????? ? ????????????????????????????????? ??????????????????????????? ? ??????????????????????? ????????????????????????????? (4-2) 
Les conditions sur la frontière ? du domaine ?, traduisant le lien entre le système étudié et le 
milieu extérieur, peuvent prendre différentes formes : 
 
- Température imposée – Condition de Dirichlet : la température est une fonction donnée 
du point ? sur une partie ?? de la frontière : 
 ? ? ????? ??????????? ? ?? (4-3) 
 
- Densité de flux imposée – Condition de Neumann : la densité de flux est une fonction 
donnée du point ? sur une partie ?? de la frontière : 
 ?????? ?? ? ? ?????? ? ???? ??????????? ? ?? (4-4) 
66 
 
où ?? est le vecteur unitaire normal à la frontière, orienté vers l’extérieur de celle-ci. 
Un corps thermiquement isolé implique un flux nul en tout point de sa surface (adiabaticité).  
 
- Échange convectif linéarisé – Condition de Fourier : la densité de flux traversant la 
surface frontière est proportionnelle à la différence de température entre une partie ?? 
de la frontière et le milieu environnant, généralement fluide : 
 ?????? ?? ? ? ?????? ? ???????????? ? ???? ???????????? ? ?? (4-5) 
où :  ???? est le coefficient d’échange thermique superficiel ????????est la température ambiante, c’est-à-dire la température du milieu extérieur 
 
- Transfert à l’interface de deux milieux de conductivités thermiques différentes ?? et ?? 
On distingue deux cas : 
· Contact parfait : égalité des températures et des flux : 
 ? ?? ? ???? ??????? ? ?? ??????? ? (4-6) 
· Contact imparfait : discontinuité des températures et égalité des flux : 
 ? ?? ? ?? ? ?????? ??????? ? ?? ??????? ? ?? (4-7) 
où ??? est la résistance de contact.  
 
Pour des géométries simples et des cas académiques, l’équation de la chaleur (4-1) et ses 
conditions aux limites peuvent être résolues analytiquement en utilisant l’une des méthodes 
suivantes : 
- La méthode de séparation des variables (Sacadura, 1993) 
- Les méthodes reposant sur l’utilisation de transformées intégrales (Laplace, Fourier, 
Kirchhoff) (Pesare, et al., 2001) 
- Les méthodes reposant sur l’utilisation des fonctions de Green ou de Bessel (Janicki, et 
al., 2002) (Mosaffa, et al., 2012). 
 
Pour des géométries plus complexes, une modélisation numérique du système d’équations (4-1) 
à (4-7) devient nécessaire. On fait généralement appel à des logiciels de simulation (COMSOL® 
(Vaddina, et al., 2012), ANSYS, etc.). Ces logiciels se basent sur l’utilisation de méthodes de 
discrétisation spatiale telles que les éléments finis (Wilson & Nickell, 1966), les différences finies 
(Smith, 1985) ou les volumes finis (Coelho, 2014). Une brève comparaison de ces trois méthodes 




Méthode Avantages Inconvénients 
Différences 
finies  
Simplicité de mise en œuvre 
Faible coût de calcul 
Limitée à des géométries simples 
 
Volumes finis  Adaptée aux géométries 
complexes 
Prise en compte naturelle des 
conditions aux limites 
Problèmes de convergence 
Éléments finis  Adaptée aux géométries 
complexes 
Pas de problème de 
convergence 
Temps de calcul et mémoire 
élevés 
Tableau 4-1 : Comparaison des méthodes de discrétisation spatiale 
 
Dans le paragraphe suivant, les principes de base de la méthode des éléments finis (MEF), sur 
laquelle repose le logiciel COMSOL utilisé dans la suite pour la modélisation du dispositif 
expérimental, sont présentés. 
3.2.  Modélisation par éléments finis  
La méthode des éléments finis (MEF) est apparue dans les années 1950, elle a été développée 
initialement pour résoudre des problèmes d’élasticité et de résistance des matériaux. Son 
utilisation s’est largement développée grâce à la simplicité de sa mise en œuvre (Huebner, et 
al., 2001) et à sa flexibilité.  
Pour mieux comprendre cette méthode et les différentes étapes de calcul, un exemple simplifié 
est donné ci-dessous.  
On considère un domaine ? de frontière ? ? ?? ? ?? et l’équation de la chaleur : 
 ??? ???? ? ???? ??????? ? ???????????? ? ? (4-8) 
avec : 
- Les conditions aux limites :  
 ? ? ? ?????????????? ? ???????? ?? ? ?? ? ?????? ? ?????????????? ? ?? ?? (4-9) 
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- La condition initiale à l’instant ? ? ?? 
 ???? ??? ? ??????????????? ? ? (4-10) 
3.2.1. Formulation intégrale faible : 
Pour résoudre le système d’équations (4-8) à (4-10) par la méthode des éléments finis, on 
commence par définir le résidu ???? de l’équation (4-8) : 
 ???? ? ??? ???? ? ???? ??????? ? ? (4-11) 
Par définition, ???? est nul si ? est solution de (4-8). 
Pour obtenir la formulation intégrale faible, on multiplie le résidu ???? par une fonction de 
pondération ????? ?? (que l’on choisit nulle sur la frontière ?? où la température est connue) et 
on intègre l’ensemble sur le domaine ?. 
Après intégration par parties du terme de diffusion, utilisation du théorème d’Ostrogradski et 
introduction des conditions aux limites, on obtient ce qu’on appelle la formulation intégrale 
faible du problème thermique traité. Elle s’écrit :  
 
???? ??? ? ? ????????? ? ? ??? ???? ????? ? ? ?????????????  
? ???? ? ?????? ? ?????????? ? ? ??????  
(4-12) 
avec les conditions aux limites et initiales suivantes :  
 ? ? ? ?????????????? ? ?????? ?? ? ????? ?????????? ? ?? (4-13) 
Cette formulation permet la réduction de l’ordre maximum des dérivées ainsi que l’introduction 
naturelle des conditions aux limites.  
3.2.2. Discrétisation du domaine continu en sous-domaines  
Le domaine ? est décomposé en sous-domaines ?? appelés éléments, ils sont reliés entre eux 
par des nœuds (cf. Figure 4-1). Cette opération est appelée maillage.  
Les géométries étudiées étant souvent complexes, on utilise généralement des formes 
géométriques élémentaires (triangles, tétraèdres, etc.) pour le maillage. La taille et la forme des 
éléments varient en fonction de la géométrie étudiée afin d’éviter les erreurs de discrétisation, 




Figure 4-1 : Exemple de maillage 
3.2.3. Approximation nodale  
Des fonctions d’interpolation sont utilisées afin de déterminer la valeur du champ de 
température à l’intérieur d’un élément en interpolant les valeurs nodales. Ces fonctions, qui 
représentent la base de la méthode de discrétisation sont généralement définies sous forme 
polynomiale plus facilement intégrable ou dérivable.  
Le champ de température ???? ?? sur l’ensemble du domaine ? a pour expression : 
 
 




 ???? ?? ? ????? ????????? 
(4-14) 
où ? est le nombre de nœuds du maillage, ????? sont les fonctions d’interpolation, ??????? 
est le vecteur ligne des fonctions d’interpolation, ??????? est le vecteur des températures 
nodales. 
Pour les systèmes tridimensionnels de grandes dimensions, le nombre ? de nœuds peut 
rapidement devenir très important et atteindre 105, 106, 107, voire plus, en particulier si des 
zones de forts gradients de température existent. 
3.2.4. Forme discrétisée du problème thermique 
A partir de l’équation (4-14), on déduit : 
 ?????? ? ?????? (4-15) 




 ???? ??? ? ????????????? ? ? ?????? ? ???? (4-16) 
 ???? ??? doit être nul quelle que soit la fonction de pondération ??. 
 
Les températures nodales inconnues sont donc obtenues en résolvant l’équation suivante : 
 ??????? ? ? ?????? ? ??? ? ? (4-17) 
où ???? ? ???? est la matrice des capacités thermiques, ??? ? ???? est la matrice des 
conductances thermiques, ??? ? ?? est le vecteur qui rassemble les sollicitations (conditions 
limites et sources de chaleur) et la discrétisation spatiale associée, en chaque nœud du 
domaine, ??? ? ?? est le vecteur des températures nodales. 
 
Note : dans la suite du document, ces matrices et vecteurs seront notées sans accolades ni 
crochets. 
 
L’application de la méthode des éléments finis au problème thermique défini par les équations 
(4-8) à (4-10) a conduit au système couplé (4-17) constitué de ? équations différentielles du 
premier ordre en temps. Pour résoudre ce système d’équations, on peut faire appel :  
- soit à des méthodes directes de type décomposition LU, généralement utilisées pour des 
systèmes avec un nombre d’équations limité. 
- soit à des méthodes itératives, telles que la méthode du gradient conjugué pré-
conditionné, qui requièrent moins de temps de calcul. 
Un modèle comme celui décrit par (4-17), issu d’une discrétisation spatiale des équations 
locales gouvernant la physique du système réel, est appelé modèle de connaissance ou modèle 
détaillé. 
4. Modélisation du dispositif expérimental par MEF 
Une étude numérique a été réalisée en utilisant le logiciel de calcul par éléments finis COMSOL 
Multiphysics®. Le but de cette étude est non seulement d’évaluer l’influence des perturbations 
thermiques sur le dispositif expérimental mais aussi de déterminer les zones les plus sensibles 
aux variations de température. Cette étude a également servi à sélectionner les positions des 
sondes de température sur le dispositif expérimental.  
4.1. Paramètres du modèle 
Lors de la réalisation d’un calcul par éléments finis sous COMSOL, la première étape est la 
définition de la géométrie du système à étudier ainsi que ses propriétés thermophysiques. Nous 
avons utilisé une version simplifiée du modèle CAO (conception assistée par ordinateur) du 
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dispositif expérimental développé sous SolidWorks ((a)). Dans cette version simplifiée ((b)), nous 
avons supprimé les trous et les vis  qui au vu de leur petite taille nécessiteraient un maillage très 
fin et donc un temps de calcul et une capacité mémoire élevés. Ce modèle a ensuite été importé 




Nous avons ensuite défini les matériaux de chaque composant du dispositif ainsi que leurs 
















piézoélectriques et  
supports des miroirs 
laser 





0,18 1470 1190 
Supports des films 
chauffants  
PVC 0,1 0,19 1760 
Miroirs laser  Zérodur 1,46 820 2530 
Films chauffants  Cuivre  400 380 8940 
Reste de la structure Aluminium 134 900 2790 

















Figure 4-2 : (a) CAO du dispositif expérimental, (b) Structure simplifiée sous COMSOL 
Le maillage sous COMSOL peut être réalisé avec différentes formes paramétrables (triangle, 
quadrangle, etc.). Nous avons choisi des tétraèdres adaptatifs pour le maillage de notre 
dispositif, un maillage très fin a été appliqué à la structure porte-capteurs ainsi qu’aux sources 
de chaleur. Un maillage plus grossier a été appliqué au reste du dispositif. Le nombre total de 
nœuds du maillage est égal à 253224 (Figure 4-3(a) et la Figure 4-3(b)). Le calcul des solutions 
par la MEF se fait sur les nœuds du maillage. Les fonctions d’interpolation ????? (voir équation 
(4-14)) peuvent être linéaires, quadratiques, etc. Dans notre étude, une interpolation linéaire a 
été utilisée. 
L’étape suivante dans le calcul par éléments finis sous COMSOL consiste à définir les conditions 
aux limites du problème à résoudre. Les conditions aux limites définies pour notre étude sont :  
· quatre sources de chaleur volumique ???? ??? ??? ??? pour simuler la puissance dissipée 
par les quatre interféromètres laser,  
· trois films conducteurs ???????? ??????? ?????????pour simuler la puissance dissipée par 
les systèmes de guidage linéaire,  
· pertes thermiques radiatives et convectives liées à l’échange thermique entre le 
dispositif et son environnement ont été prises en compte à travers un coefficient de 
transfert thermique global?? ? ? W.m-2.K-1. 








Figure 4-3 : (a) Maillage du dispositif expérimental sans capot, (b) Maillage du dispositif 
expérimental avec capot 
Les simulations ont été réalisées en utilisant un ordinateur de la marque Lenovo possédant un 
processeur Intel Core i7/x64,  8Gb de RAM et une fréquence CPU de  2.0 GHz.  
4.2. Étude préliminaire : Analyse stationnaire 
Afin de déterminer une cartographie de la température du dispositif expérimental, la première 
étude numérique a été réalisée en mode statique. Si cette cartographie a permis l’identification 
des points les plus chauds (et les plus sensibles) elle a également été utile pour le choix des 
positions des 19 sondes de température. La puissance dégagée par les têtes des interféromètres 
laser n’étant pas connue avec exactitude, nous avons donc décidé de considérer la puissance 
maximale donnée par le fabricant Renishaw qui est de 2 W. Une illustration de la cartographie 
thermique du dispositif est présentée sur la Figure 4-4. 
 En se basant sur cette cartographie (Figure 4-4), nous avons sélectionné les positions des 
sondes thermiques Pt100 comme suit (Figure 4-5) :  
· trois sondes de température sur chaque support de tête laser, 
· cinq sondes sur la couronne porte capteurs, 





Figure 4-4 : Cartographie de la répartition de la température dans le dispositif expérimental  
En se basant sur cette cartographie (Figure 4-4), nous avons sélectionné les positions des sondes 
thermiques Pt100 comme suit (Figure 4-5) :  
· trois sondes de température sur chaque support de tête laser, 
· cinq sondes sur la couronne porte capteurs, 









Figure 4-5 : Positions des sondes de température sur le dispositif expérimental  
4.3. Essai de calage du modèle par ajustement des 
puissances des têtes laser 
Comme mentionné précédemment, le calcul en mode statique était basé sur une valeur de la 
puissance dissipée par les têtes laser qui nous a été fournie par le fabriquant Renishaw. 
Néanmoins, nous avons décidé de tenter de caler les solutions du MEF sur les résultats 
expérimentaux en ajustant la valeur de la puissance dégagée par chaque tête laser. Pour cela, 
nous avons commencé par éteindre les interféromètres laser jusqu’à ce que la température 
dans le dispositif atteigne un premier régime permanent. Ensuite, nous avons remis en marche 
les interféromètres laser jusqu’à ce que les températures du dispositif atteignent un  nouveau 
régime permanent, obtenu au bout de 12 h. Les températures mesurées par les 19 sondes 
Pt100 ont été enregistrées durant toute la durée du test. Cet essai a été réalisé avec les films 
chauffants ???? ? ? ????? désactivés. 
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En analysant les résultats, nous avons constaté que les températures relevées sur le support de 
la tête laser ?? (??, ?? et ??) sont plus élevées que les autres températures. Cela signifie que la 
puissance dissipée par cette tête laser (??) est plus élevée que celle dissipée par les trois autres 
lasers (??, ?? et ??).Pour comparer les résultats numériques et expérimentaux, les écarts entre 
le premier état permanent (lasers éteints) et le second état permanent (lasers allumés) ont été 
calculés pour chacune des 19 températures mesurées (voir chapitre II, Figure 3-19). Les résultats 
cette comparaison numérique-expérimental sont présentés sur la Figure 4-6. D’après cette 
figure, nous observons que le MEF qui reproduit mieux les valeurs expérimentales est celui avec ??? ? ??? W, ??????? ? ???? W (???  : puissance dégagée par le laser i). Le résidu moyen entre les 
résultats numériques et expérimentaux est estimé à 0,05 °C. Ces valeurs ont été retenues pour 
les simulations en mode dynamique. 
 
Figure 4-6 : Comparaison des résultats expérimentaux aux résultats du MEF pour différentes 
puissances dissipées par les têtes laser, en régime permanent. 
5. Analyse dynamique : comparaison expérience et MEF 
L’étude présentée dans ce paragraphe porte sur le calcul de la réponse temporelle du dispositif 
expérimental en présence des perturbations générées par les trois films chauffants, en 
considérant les paramètres du modèle définis dans la section précédente. Pour ce faire, nous 
avons choisi un solveur temporel appelé solveur direct PARADISO paramétré de 0 à 9000 s par 
pas de 1 s. La réponse du système est calculée pour des créneaux d’une durée de 3000 s et 
d’amplitudes 1, 2 et 3 W générées par les films chauffants, le temps de calcul sous COMSOL 
pour chaque essai est de 30 minutes.  
Pour comparer les résultats numériques aux résultats expérimentaux détaillés dans la section 
4.3 du chapitre 2, nous avons importé un fichier contenant les coordonnées des sondes de 
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températures sur le dispositif expérimental dans COMSOL afin de définir les positions des 
températures à extraire du calcul par éléments finis.  
Note : les résultats sont présentés sous forme d’écarts de températures par rapport à celles 
obtenues en  régime permanent.  
Les simulations montrant les évolutions des températures dans le dispositif ont été réalisées en 
variant la puissance ??? entre 1 et 3 W. La puissance dissipée dans le dispositif suit la même loi 
que celle appliquée dans le dispositif expérimental. Les résultats expérimentaux sont présentés 
sur la Figure 4-7(a), la Figure 4-8(a) et la Figure 4-8(d). Les résultats de simulations sont donnés par 
la Figure 4-7(b), la Figure 4-8(b) et la Figure 4-8(e).  
Les écarts de température ????????? sont constantes jusqu'à l’activation des films chauffants à 
t = 3000 s. A partir de cet instant, toutes les températures commencent à augmenter 
progressivement. Pour une puissance dissipée dans le dispositif de 1 W, nous constatons que les 
écarts entre les résultats numériques et expérimentaux sont inférieurs à 0,05 °C dans la 
structure porteuse et 0,03 °C dans la structure porte capteurs. Ces écarts sont maximaux à 
t = ~6000 s pour la structure porte capteurs et la structure porteuse. A partir de t = ~6000 s, les 
écarts dans la structure porte capteurs ainsi que les écarts dans la structure porteuse 
diminuent, pour converger vers leur régime permanent.  
Nous avons calculé les écarts entre les mesures expérimentales et les résultats numériques. Ces 
écarts sont présentés par la Figure 4-7(c), la Figure 4-8(c) et la Figure 4-8(f). 
L’augmentation de l’amplitude de la puissance injectée dans le dispositif expérimental engendre 
une augmentation des écarts entre les résultats numériques et expérimentaux. Ces écarts 
atteignent un maximum de 0,17 °C quand la puissance appliquée aux films chauffants  ??? = 3 W.  
  
(a) (b) 































































































































Figure 4-7 : (a) Variation des températures expérimentales pour des perturbations de 1 W,  (b) 
Variation des températures calculée avec le MEF pour des perturbations de 1 W, (c) Ecarts entre 










































































































































































































































































Figure 4-8 : (a) Variation des températures expérimentales pour des perturbations de 2 W,  (b) 
Variation des températures calculée avec le MEF pour des perturbations de 2 W, (c) Ecarts entre 
les données expérimentales et le MEF pour des perturbations de 2 W, (d) Variation des 
températures expérimentales pour des perturbations de 3 W, (e) Variation des températures 
calculée avec le MEF pour des perturbations de 3 W, (f) Écarts entre les données expérimentales 
et le MEF pour des perturbations de 3 W 
6. Conclusion 
Dans ce chapitre, nous avons donné les hypothèses de travail sur lesquelles reposent les 
développements décrits dans ce manuscrit. Nous avons ensuite présenté le modèle de calcul 
par éléments finis développé avec le logiciel de simulation numérique COMSOL Multiphysics®, 
qui nous a permis d’étudier les évolutions des 19 températures dans le dispositif expérimental.  
Une première étude numérique en mode stationnaire a été réalisée afin de caler les solutions 
du MEF sur les résultats expérimentaux en ajustant la valeur de la puissance dégagée par 
chaque tête laser d’estimer la puissance dissipée par les têtes laser. Une adéquation correcte en 
régime permanent a été obtenue pour les puissances dissipées suivantes : ???= 1,5 W et 






































































































































































































??? = ???= ??? = 0,65 W. Cet essai a été réalisé avec les films chauffants ???? ? ? ????? 
désactivés. 
Une deuxième étude numérique a été réalisée en mode dynamique, avec les valeurs des 
puissances dissipées par les interféromètres laser estimées précédemment. De plus, trois 
sources de perturbation thermique (films chauffants ???? ? ? ?????) sont introduites dans le 
modèle numérique pour simuler l’influence des éléments de guidage mécanique. Les puissances 
introduites dans le dispositif suivent une loi carrée similaire à celle appliquée 
expérimentalement. Les résultats expérimentaux et numériques ont été comparés. Or il s’est 
avéré que le MEF développé ne reproduisait pas fidèlement le comportement du dispositif 
expérimental, en raison des nombreuses approximations faites concernant les conditions limites 
et la qualité du contact entre les éléments du dispositif. L’amélioration de ce modèle nécessite 
la détermination précise des résistances de contact entre les éléments et les valeurs des 
coefficients d’échanges thermiques. Si l’on considère en plus le temps de simulation très élevé, 
on arrive à la conclusion que ce modèle ne peut être utilisé pour réaliser le contrôle thermique 




Chapitre 5 Réduction de modèle 
1. Introduction 
Lorsqu’on modélise des systèmes tridimensionnels impliquant des géométries complexes, 
l’utilisation de méthodes de discrétisation spatiale telles que les éléments finis, les différences 
finies ou les volumes finis conduit à des systèmes constitués d’un grand nombre d’équations 
différentielles. 
Les ordres élevés obtenus pour les géométries complexes posent des problèmes numériques et 
technologiques. En effet, la résolution de ce type de système nécessite un très large espace 
mémoire et un temps de calcul très élevé, ce qui rend ces modèles inadaptés pour des 
applications telles que le contrôle, l’analyse ou le filtrage. Pour ces applications, on souhaite 
donc déterminer un modèle reproduisant fidèlement le comportement du système dynamique 
mais comportant un nombre réduit d’équations différentielles. Cette opération est appelée 
réduction de modèle. 
Les automaticiens sont les premiers à s’être intéressés à la réduction de modèle qui a largement 
été étudiée par la suite, particulièrement pour les systèmes linéaires. Dans ce chapitre, 
quelques méthodes de réduction de modèle sont présentées et la Méthode d’Identification 
Modale est détaillée. 
Dans le cadre de ce mémoire, nous nous restreignons : 
· aux systèmes linéaires invariants en temps (Linear Time Invariant – LTI- systems) : il 
s’agit de systèmes linéaires dont les paramètres sont indépendants du temps ; 
· aux méthodes de réduction de modèle basées sur une représentation d’état de tels 
systèmes : cette formulation fait l’objet du paragraphe suivant. 
2. Représentation d’état des systèmes dynamiques LTI  
2.1. Formulation 
La représentation d’état permet de modéliser les systèmes dynamiques sous une forme reliant 
explicitement les entrées affectant l’état du système aux quantités observées dépendant de 
l’état et appelées sorties. 
On peut distinguer deux types d’entrées différents : 
- les commandes : ce sont les entrées sur lesquelles on peut agir. 




Les sorties, quant à elles, peuvent être des variables directement mesurables ou une 
combinaison d’états représentant un intérêt particulier.  
La représentation d’état d’un système linéaire est donnée par l’équation (5-1) : 
 ??? ??? ? ????? ? ????????? ? ????? ? (5-1) 
où :  ? est appelé ordre du modèle. ???? ? ?? est appelé vecteur d’état. ???? ? ?? est appelé vecteur d’entrée ou de commande (au sens large, incluant les 
perturbations). ???? ? ?? est appelé vecteur de sortie ou d’observation. ? ? ???? est appelée matrice d’état. ? ? ???? est appelée matrice d’entrée ou matrice de commande (au sens large). ? ? ???? est appelée matrice de sortie ou d’observation. 
 
Le schéma fonctionnel d’un système linéaire en représentation d’état est donné par la Figure 
5-1. 
 
Figure 5-1 : Schéma fonctionnel d’un système linéaire en représentation d’état 
 
Une représentation d’état des systèmes thermiques peut être obtenue à partir des résultats de 
la discrétisation spatiale par des méthodes telles que les éléments finis ou les volumes finis. En 
effet, comme nous l’avons vu, cette discrétisation conduit à des modèles de la forme (4-17). 
On introduit le changement de variable suivant (possible seulement si ?? est inversible) : 
 ?? ? ?????????? ? ????????? (5-2) 
 
Note : Comme nous l’avons mentionné précédemment (cf. paragraphe 3.2.4), ???? ? ?? est le 
vecteur qui rassemble les sollicitations (conditions limites et sources de chaleur) et la 
discrétisation spatiale associée, en chaque nœud du domaine. Ainsi, dans l’exemple de la 
section 3.2, on va trouver dans ????, outre les grandeurs utilisées pour la discrétisation spatiale 
(distances entre les nœuds) : 
83 
 
- pour les nœuds situés sur la frontière ?? du domaine : les valeurs de ?????, de ? et de  ????????; 
- pour les nœuds internes : la valeur de la source de chaleur ????. 
Le vecteur d’entrée ???? ? ?? va quant à lui regrouper les trois entrées ?????, ????? et ???? : 
???? ? ? ???????????????? ? 
Alors qu’on retrouvera dans les composantes de la matrice ? ? ???? les grandeurs utilisées 
pour la discrétisation spatiale et le coefficient d’échange ?. 
 
En injectant (5-2) dans (4-17), on obtient :  
 ?? ??? ? ????? ? ????? (5-3) 
On définit de plus le vecteur ????, appelé vecteur de sortie, qui permet de sélectionner ? 
températures à observer parmi les ? du vecteur d’état ???? : 
 ???? ? ????? (5-4) 
L’ensemble des équations (5-3) et (5-4), formant le système (5-1), est appelé Modèle Détaillé 
(MD) sous forme de représentation d’état. 
La représentation d’état pour les systèmes dynamiques a été développée par les automaticiens, 
son utilisation s’est généralisée à la fin des années 1960 grâce aux travaux de Bellman, 
Pontryagin et Kálmán. Elle s’est révélée être un outil très efficace pour l’analyse et la synthèse 
de lois de commande. Elle permet également de vérifier certaines propriétés du système étudié 
telles que la commandabilité et l’observabilité, deux outils essentiels pour la réalisation de la 
commande.  
2.2. Propriétés 
2.2.1. Commandabilité  
Si on veut faire évoluer un système de façon à suivre une consigne donnée, on doit d’abord 
vérifier s’il est commandable. La commandabilité implique l’existence d’un vecteur d’entrée ???? sur un intervalle de temps fini ???? ??? qui permet de passer d’un état ?? à un état ??. Pour 
caractériser cette propriété on définit la matrice de commandabilité par :  
 ???? ?? ? ? ?? ?? ? ?????? (5-5) 
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Théorème (Bourlès, 2010): Un système est dit commandable (on dit aussi que la paire ??? ?? est 
commandable) si et seulement si : 
 ????????? ?? ? ? (5-6) 
2.2.2. Observabilité  
L’observabilité définit la possibilité d’observer le passage d’un état à un autre. On doit être 
capable de déterminer la valeur de l’état à l’instant ?? à partir de la connaissance de la sortie ???? sur un intervalle de temps fini ???? ???. Pour caractériser cette propriété on fait appel au 
critère de Kálmán. Soit la matrice d’observabilité:  
 ???? ?? ? ? ?????????? (5-7) 
Théorème (Bourlès, 2010) : Un système est dit observable (on dit aussi que la paire ??? ?? est 
observable) si et seulement si :  
 ????? ??? ?? ? ? (5-8) 
Ces deux propriétés sont essentielles que ce soit pour la commande par retour d’état où il 
faudra que le système soit commandable, ou pour la construction d’observateurs où il faudra 
que le système soit observable.  
Dans le cadre de cette thèse, une représentation d’état du système a été utilisée pour réaliser 
un contrôle par retour d’état en temps réel de la température au sein de la chaîne métrologique 
du nouvel appareil de mesure de cylindricité. Cependant, un modèle détaillé du type (5-1), issu 
d’un modèle de type (4-17) obtenu par une méthode basée sur une discrétisation spatiale du 
domaine, telle la méthode des éléments finis, est constitué d’un nombre élevé d’équations 
différentielles. La résolution de ce genre de système nécessite des coûts élevés en matière 
d’espace mémoire et de temps de calcul, qui s’avèrent prohibitifs pour des applications comme 
le contrôle en temps réel. Dans le paragraphe suivant quelques méthodes de réduction de 
modèle sont présentées. 
3. Réduction de modèle pour les systèmes LTI 
Il existe de nombreuses méthodes de réduction de modèle pour les systèmes LTI, basées sur la 
représentation d’état. Après avoir défini l’objectif de la réduction de modèle et la forme 
générale commune aux modèles réduits issus de ces approches (voir section 3.1), nous 
présentons brièvement quatre techniques : 
· La méthode d’Eitelberg (voir section 3.2) ; 
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· La réduction dans la base modale associée à la matrice d’état, dont il existe en fait 
plusieurs variantes (voir section 3.3) ; 
· La réduction dans la base dite « équilibrée », développée par Moore (voir section 3.4) ; 
· La réduction dans la base des modes de branche (voir section 3.5). 
La Méthode d’Identification Modale (MIM), utilisée dans le cadre des travaux présentés dans ce 
mémoire, sera quant à elle décrite en détail dans la section 4. 
3.1.  Objectif de la réduction et forme du modèle réduit  
Nous considérons un système LTI continu, commandable et observable décrit par la 
représentation d’état :  
 ??? ??? ? ????? ? ??????????? ? ????? ? (5-9) 
 
avec ???? ? ??, ???? ? ??, ?????? ? ?? et les matrices ?? ?? ? de tailles correspondantes. 
On suppose que le modèle (5-9) a été obtenu par une méthode basée sur une discrétisation 
spatiale du domaine (éléments finis par exemple). C’est donc notre modèle détaillé (MD), dont 
on note ?????? le vecteur de sortie. 
On se propose de chercher un modèle réduit (MR), linéaire, d’ordre ? ? ?, capable de 
reproduire fidèlement le comportement du MD (5-9). Ce modèle est régi par les équations 
d’état :  
 ??? ??? ? ?????? ? ?????????? ? ?????? ? (5-10) 
 
Où : ???? ? ??, ???? ? ??, ???? ? ??. ?? ? ???? est la matrice d’état réduite. ?? ? ???? est la matrice d’entrée réduite. ?? ? ???? est la matrice de sortie réduite. 
 
L’objectif de la réduction de modèle est de déterminer un jeu de matrices ?? ? ?? ? ?? de telle 
sorte que le MR (5-10) fournisse un vecteur de sortie ???? le plus proche possible du vecteur de 
sortie ?????? du MD (5-9), et ce quel que soit le vecteur d’entrée ???? commun aux deux 
modèles : 




Un schéma de principe de la réduction de modèle d’un système LTI en représentation d’état est 
donné sur la Figure 5-2. 
 
Figure 5-2 : Principe de la réduction de modèle d’un système LTI en représentation d’état 
3.2. Méthode d’Eitelberg  
Contrairement aux autres approches présentées par la suite, la méthode d’Eitelberg (Eitelberg, 
et al., 1987)(Eitelberg, 1982), qui a connu des applications dans le domaine de la thermique 
(Petit, 1991)(Ben Jaafar, et al., 1990), ne repose pas sur un changement de base : la réduction 
s’effectue dans l’espace physique des températures. En effet, dans cette approche, les états du 
modèle réduit sont les observables sélectionnés (températures) : on a donc ???? ? ????. Les 
matrices du modèle réduit sont déterminées à partir de la minimisation de l’écart quadratique 
entre ?????? et ???? lorsque les deux modèles sont soumis aux mêmes entrées (échelon ou 
impulsion). 
On notera les deux points suivants : 
· L’ordre du MR est imposé par le nombre d’observables choisis, ce qui n’est pas le cas 
pour les méthodes utilisant un changement de base ou les approches de reconstruction 
de base modale équivalente. 
· Il est nécessaire de résoudre une équation de Lyapunov de rang ? (ordre du MD). 
3.3. Réduction dans la base modale associée à la matrice 
d’état 
Cette approche consiste tout d’abord à déterminer la représentation d’état dans la base modale 
associée à la matrice d’état. Le modèle réduit est ensuite obtenu en ne conservant que certains 
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modes dits dominants. Il existe plusieurs critères de dominance permettant la sélection des 
modes. 
3.3.1. Passage en représentation d’état modale 
On utilise le changement de variable suivant :  
 ???? ? ?????? (5-11) 
où ? ? ???? est la matrice dont les colonnes sont un jeu de vecteurs propres de la matrice ? ? ????. 
En introduisant le changement de base (5-11) dans le système (5-9), on obtient :  
 ???? ??? ? ??????? ? ???????????? ? ?????? ? (5-12) 
avec : ?? ? ?? le vecteur d’état modal du système ?? ? ????? la matrice diagonale dont les composantes sont les ? valeurs propres de ? ?? ? ????  ?? ? ??  
Le modèle (5-12) est appelé « représentation d’état modale » du système (5-9). 
Les constantes de temps ?? du système sont obtenues directement à partir des valeurs propres ???  : 
 ?? ? ? ???? (5-13) 
 
La mise sous forme modale d’un système présente plusieurs avantages parmi lesquels on peut 
citer :  
- Le découplage des variables d’état ???? ? ? ??? ?? du fait du caractère diagonal de ??. 
L’équation d’état ??? ??? ? ??????? ? ?????? est donc facilement intégrable. 
- L’étude de stabilité est facilitée. En effet, le système est stable si les composantes de ??  
sont à partie réelle négative. 
- L’étude de la commandabilité et de l’observabilité est simplifiée : le système est 
commandable si ?? ne contient aucune ligne nulle, il est observable si ?? ne contient 
aucune colonne nulle. 
Cependant, à ce stade, le modèle (5-12) est toujours un modèle d’ordre ?, à partir duquel la 
réduction va être effectuée. 
3.3.2. Réduction par sélection dans la base modale 
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Le système (5-12) est maintenant partitionné sous la forme suivante : 
 ???
??????? ??????? ???? ? ???? ?? ?????????????????? ? ?????????????????? ? ??? ??? ?????????????? ? (5-14) 
où : ??? ? ?? et ??? ? ???? 
Les matrices ??? (diagonale), ??? (diagonale), ???, ???, ??? et ??? sont de dimensions 
correspondantes. 
La partition consiste à distinguer ? modes dominants (? ? ?) et ? ? ? modes non-dominants. 
Le modèle réduit est obtenu en ne conservant que la partie dynamique du système relative aux ? modes dominants : 
 ????? ??? ? ????????? ? ??????????? ? ???????? ? ????? ? (5-15) 
 
On note la présence d’un terme ????? dans l’équation d’observation. La matrice ? est 
généralement déterminée de manière à assurer la conservation du régime statique entre le MD 
et le MR. Cette matrice de transmission directe dans le MR aura cependant pour conséquence 
de reproduire dans les sorties des discontinuités éventuelles des entrées, ce qui n’est pas le cas 
pour le MD. 
Plusieurs méthodes de sélection des modes dits dominants ont été développées, chacune basée 
sur un critère de dominance spécifique. Les matrices ?? et ? diffèrent selon l’approche 
employée. 
La technique la plus ancienne est celle développée par Marshall (Marshall, 1966), basée 
uniquement sur la dynamique des modes : les ? modes dominants correspondent aux ? valeurs 
propres les plus petites en valeur absolue, c’est-à-dire aux constantes de temps les plus élevées 
et donc aux plus basses fréquences. Ce sont les modes « lents ». Dans une première approche, 
la contribution des ? ? ? modes restants (modes « rapides ») est supposée négligeable. On a 
alors ?? ? ??? et ? ? ?. Ce choix mène cependant à des erreurs sur les solutions en régime 
statique. Marshall a alors proposé de déterminer la matrice ? de manière à assurer l’égalité 
entre les solutions statiques ?? du MR et ????  du MD. D’après (5-14) et (5-15) écrites en régime 
statique, on écrit donc : ???? ? ?????????????? ? ????????????? ? ?? ? ????????????? ? ??? 
En identifiant terme à terme, on a alors ?? ? ??? et ? ? ????????????. 
On notera que les modes « rapides » atteignent alors instantanément leur régime statique. En 
effet, l’équation d’observation du MR (5-15) s’écrit maintenant : ???? ? ????????? ? ??????????????? 
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Ce qui correspond à l’équation d’observation du MD modal (5-14) avec ?????? ? ?????????????, 
c’est-à-dire ???? ? ?. 
 
Dans la méthode de Marshall, la sélection des modes dominants étant basée sur un critère de 
dominance purement dynamique, il est hélas possible d’écarter des modes qui ont une 
influence non négligeable sur l’état par l’intermédiaire de ??? et/ou sur la sortie par 
l’intermédiaire de ???. 
C’est pourquoi d’autres approches ont été développées, parmi lesquelles on peut citer la 
méthode de Litz (Litz, 1981) basée sur un critère de dominance associé la commandabilité et à 
l’observabilité du système, et la méthode d’agrégation (Aoki, 1968) basée sur un critère de 
dominance énergétique (au sens du signal). 
 
Quel que soit le critère de dominance utilisé pour la sélection des modes, les méthodes de 
réduction dans la base modale associée à la matrice d’état partagent le même inconvénient 
principal : il est nécessaire de calculer les valeurs propres de la matrice ? ? ???? et les 
vecteurs propres associés. Pour des valeurs de ? très élevées, il est alors nécessaire d’employer 
une méthode comme celle d’Arnoldi par exemple, pour ne calculer qu’une partie du spectre 
seulement, c’est-à-dire un nombre limité ????? ? ? de modes (typiquement les ????? plus 
petites valeurs propres et les vecteurs propres associés, ce qui revient à opérer une troncature 
de Marshall a priori) avant d’effectuer la sélection dans les modes calculés. 
3.4. Réduction dans la base dite « équilibrée » 
Cette approche, développée par Moore (Moore, 1981) dans le domaine de l’automatique puis 
employée dans d’autres disciplines, comme en thermique par exemple (Dautin, 1997), utilise les 
notions de commandabilité et d’observabilité du système. Elle consiste dans un premier temps à 
déterminer le changement de base ???? ? ????? à appliquer au système (5-9) pour que les 
grammians de commandabilité et d’observabilité dans la nouvelle base soient égaux et 
diagonaux. On parle de « symétrisation interne » et le système est alors dit en « représentation 
équilibrée ». L’étape de réduction consiste alors à effectuer une troncature dans le spectre des ? éléments diagonaux, appelés valeurs propres de Hankel, celles-ci étant positives et classées 
par ordre décroissant, pour ne conserver que les ? ? ? valeurs les plus élévées correspondant 
aux états les plus commandables et les plus observables. 
Quel que soit l’algorithme utilisé pour réaliser la représentation équilibrée d’un système, il est 
nécessaire de résoudre : 
· deux équations de Lyapunov de rang ? (ordre du MD). 
· un problème aux valeurs propres (ou un problème aux valeurs singulières) de rang ?. 
3.5. Réduction dans la base des modes de branche 
Le modèle réduit est obtenu en calculant les modes d’un problème spectral particulier : le 
problème des modes de branche (Oulefki & Neveu, 1993) (Neveu & El Khoury, 2000)(Neveu & El 
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Khoury, 1999). Ces modes sont calculés en utilisant des champs de conductivité et de chaleur 
massique constants. Par rapport à la base classique des modes de Fourier, la valeur propre de 
chaque mode apparaît dans la condition aux limites de Steklov. Par conséquent, les modes de 
branche sont indépendants des conditions aux limites du problème physique. Cette propriété 
permet de considérer des problèmes non-linéaires (Quemener, et al., 2007). Le coefficient de 
Steklov z est déterminé de façon à ne pas dégrader la richesse du problème spectral. 
Une fois que la base modale est calculée, au lieu de la réduire par simple troncature, la 
réduction consiste à réaliser une partition judicieuse des modes en un nombre restreint de 
sous-espaces. Chacun de ces sous-espaces comprend un mode principal (dominant) et 
éventuellement des modes mineurs (faibles). Un pseudo-mode (combinaison linéaire du mode 
principal et des modes dominants), appelé mode amalgamé, est alors calculé pour chaque sous-
espace par minimisation d’une norme quadratique. La taille du modèle réduit est égale au 
nombre de pseudo-modes calculés (Quemener, et al., 2012). 
Les avantages de cette technique de réduction ont été montrés dans de nombreux articles, pour 
des problèmes directs (Joly, et al., 2008) ou inverses (Quemener, et al., 2010). 
Une comparaison entre la méthode de réduction sur modes de branche et la méthode 
d’identification modale, présentée dans la section suivante, a été réalisée pour un problème de 
conduction non-linéaire (Videcoq, et al., 2006). 
L’inconvénient principal de cette approche réside dans le calcul des modes de branche qui peut-
être coûteux en temps de calcul, même en utilisant la méthode d’Arnoldi. Par ailleurs, un 
modèle détaillé est évidemment nécessaire. 
4. Méthode d’Identification Modale (MIM)  
4.1. Historique et principe général 
La Méthode d’Identification Modale (MIM) (Girault, et al., 2011) a été initialement développée 
afin d’identifier des modèles réduits servant à l’analyse modale d’un processus de diffusion 
thermique (Pasquetti & Petit, 1988). Elle a ensuite été utilisée pour la réduction de modèles de 
systèmes thermiques linéaires (Petit, 1991) (Hachette, 1995)(Petit, et al., 1997). 
Dans le cadre des systèmes linéaires, des problèmes inverses en conduction thermique pour des 
géométries 2D et 3D ont ensuite été résolus avec des modèles réduits construits avec la MIM 
(Videcoq, 1999), à la fois sur des exemples numériques (Videcoq & Petit, 2001) et dans des 
conditions expérimentales (Videcoq, et al., 2003). 
La MIM a ensuite été étendue aux problèmes de convection-diffusion et à certains systèmes 
non linéaires (Girault, 2003). Des modèles réduits obtenus avec la MIM ont ainsi été utilisés 
pour la résolution de problèmes inverses en convection forcée, dans le cadre de travaux 




L’approche a également été employée pour des problèmes de conduction non-linéaire (Girault 
& Petit, 2005) (parties I et II). L’estimation de sources de chaleur sur un dispositif expérimental 
impliquant des conditions aux limites radiatives, par des modèles réduits de type MIM, a aussi 
été étudiée (Girault, et al., 2010). 
La MIM a également fait l’objet d’extensions à la construction de modèles réduits 
d’écoulements (Balima, 2006)(Rouizi, 2010)(Ventura, 2010)(Rouizi, et al., 2010). 
Plus récemment, des modèles d’ordre faible identifiés par la MIM ont été employés dans des 
algorithmes de contrôle optimal afin de réaliser un contrôle thermique par retour d’état 
(Favennec, et al., 2010)(Videcoq, et al., 2012)(Girault & Videcoq, 2013) (Videcoq, et al., 2015) 
La MIM consiste non pas à réduire un modèle détaillé à proprement parler mais plutôt à 
identifier un modèle d’ordre faible. Ainsi, à la différence des méthodes de réduction de modèle 
présentées à la section 3, la MIM ne fait pas appel à des transformations mathématiques 
appliquées à un modèle détaillé. 
L’identification d’un modèle réduit par la MIM comprend trois étapes : 
· la définition de la structure du modèle réduit, c’est-à-dire la forme générale des 
équations qui le composent (voir section 4.2) ; 
· la génération de données entrées-sorties représentatives des dynamiques du système 
(voir section 4.3) ; 
· l’identification des paramètres du modèle réduit à travers la minimisation d’un critère 
d’erreur (voir section 4.4). 
4.2. Structure du modèle réduit 
Dans le cas des systèmes LTI, la MIM consiste à rechercher un modèle réduit sous une forme 
analogue à celle de la représentation d’état modale réduite (5-15). Le modèle réduit s’écrit donc 
sous la forme :  
 ??? ??? ? ????? ? ????????? ? ????? ? (5-16) 
où : ???? ? ?? est le vecteur d’état d’ordre??. ? ? ????? est la matrice d’état du modèle réduit. Elle est diagonale : ? ? ???????? ? ? ????? est la matrice d’entrée du modèle réduit. ? ? ????? est la matrice de sortie du modèle réduit. 
 
Cependant, à la différence des méthodes de réduction dans la base modale de la matrice d’état 
présentées au paragraphe 3.3, la MIM ne consiste pas à diagonaliser la matrice d’état d’un 
modèle détaillé pour opérer une sélection de modes afin de construire les matrices ?? ?? ? du 
MR. En fait, la MIM ne requiert pas la résolution d’un problème aux valeurs propres. 
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4.3. Génération des données entrées-sorties représentatives 
des dynamiques du système 
Afin d’identifier les paramètres du modèle réduit (5-16), c’est-à-dire les composantes des 
matrices ?? ?? ?, un ensemble de données-entrées caractéristiques des dynamiques du système 
doit être généré. Concrètement il s’agit de choisir un vecteur d’entrée ???????? et de produire 
le vecteur de sortie ???????? correspondant. ???????? peut être obtenu : 
· soit à partir de simulations numériques réalisées avec un modèle détaillé du système 
réel, de la forme (4-17) ou en représentation d’état (5-9) par exemple ; 
· soit à partir de mesures effectuées sur le système réel. 
4.4. Identification des paramètres du modèle réduit  
Pour un ordre ? donné, les composantes des matrices ?? ?? ? du MR (5-16) sont identifiées en 
minimisant le critère d’écart quadratique suivant : 
 ??????? ?? ?? ? ????? ?? ?? ????????? ? ???????????????????  (5-17) 
où :  ???????? est le vecteur de sortie du système obtenu en réponse au vecteur ???????? (voir 
paragraphe 4.3). ???? est le vecteur de sortie du modèle réduit obtenu en réponse à ???????? et dépendant des 
matrices à identifier ?? ?? ? et donc de l’ordre ? du MR. 
 
Minimiser le critère (5-17) revient en fait à estimer les matrices ?? ?? ? de manière à ajuster, au 
sens des moindres carrés, les sorties ???? ?? ?? ????????? du MR aux sorties de référence ????????. 
 
Remarque : Bien que la MIM consiste toujours à identifier les matrices ?? ?? ?, on parle 
volontiers de réduction de modèle lorsque ???????? provient de simulations numériques d’un 
modèle détaillé, alors qu’on utilise plutôt les termes d’identification de modèle d’ordre faible ou 
même de modélisation expérimentale lorsque ???????? est composé de données mesurées sur 
le système réel. 
 
En pratique, les données utilisées pour l’identification du modèle réduit sont enregistrées sur un 
nombre fini d’instants ???? . Le critère (5-17) à minimiser afin d’évaluer les paramètres du modèle 
réduit s’écrit donc sous forme discrète : 
 ??????? ?? ?? ? ???????? ?? ?? ?????????? ? ??????????????????????????????  (5-18) 
On définit aussi l’écart quadratique moyen ?????? associé : 
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 ?????? ? ???????? ?? ??? ? ????  (5-19) 
Le principe général de la MIM, pour l’identification d’un modèle d’ordre ? (? fixé), est donné 
par la Figure 5-3.  
Pour estimer les paramètres des matrices ? et ?, on utilise une méthode itérative qui peut être 
déterministe ou bien stochastique. L’emploi d’une méthode stochastique permet de bénéficier 
de plusieurs jeux de paramètres initiaux, rendant l’initialisation des paramètres inconnus moins 
cruciale que pour une méthode déterministe. Les modèles réduits construits dans ce mémoire 
ont été obtenus avec un code de la MIM utilisant un algorithme d’Optimisation par Essaim 
Particulaire (Clerc, 2005) (OEP ou Particle Swarm Optimization - PSO - en anglais). 
D’après (5-16), le vecteur de sortie ???? est linéaire par rapport à la matrice ?. A chaque 
itération de l’algorithme d’OEP, ? est estimée par la méthode des moindres carrés ordinaires 
(Girault, et al., 2011) (Girault & Videcoq, 2013). Aucune initialisation de ? n’est donc nécessaire. 
Remarque : Pour les travaux présentés dans ce mémoire, les composantes des matrices 
identifiées sont des nombres réels. Une contrainte imposant la stricte négativité des 
composantes de la matrice d’état réduite ? (diagonale) est implantée dans l’algorithme de la 
MIM, permettant ainsi d’assurer la stabilité dynamique du modèle identifié. 
 
Figure 5-3 : Schéma de la Méthode d’Identification Modale 
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La fonction objectif ???? est dans un premier temps minimisée pour ? ? ?, correspondant à 
l’identification des composantes de ? (scalaire), ? ? ????? et ? ? ?????. Une nouvelle 
minimisation est ensuite effectuée pour ? ? ?, permettant l’identification de ? ? ????? 
diagonale, ? ? ????? et ? ? ?????. La procédure est répétée en incrémentant l’ordre ? jusqu’à 
satisfaction d’un critère d’arrêt : 
1. ? ? ? 
2. Minimisation de ???? ? identification de ? ? ?????, ? ? ????? et ? ? ????? 
3. ? ? ? ? ? 
4. Minimisation de ???? ? identification de ? ? ????? diagonale, ? ? ????? et ? ? ????? 
5. Test de critère d’arrêt (une des trois possibilités suivantes) : 
- si ?????? ? ????  alors STOP, sinon retour à l’étape 3 ; 
- si ?????? ? ?? où ?? est l’écart-type des données de mesure alors STOP, sinon retour 
à l’étape 3 (dans le cas de données expérimentales uniquement) ; 
- ?????? ? ??  où ?? est l’écart correspondant à la précision souhaitée par l’utilisateur 
alors STOP, sinon retour à l’étape 3. 
4.5. Caractéristiques de la MIM, avantages et inconvénients  
Dans la MIM, la connaissance des équations aux dérivées partielles supposées régir l’évolution 
de la température au sein du dispositif expérimental est requise pour définir la forme du 
modèle réduit à identifier. Cependant, il n’est pas nécessaire de connaître la géométrie du 
système et les propriétés thermophysiques des matériaux. Il n’est pas requis non plus de définir 
les valeurs des coefficients d’échange modélisant les interactions avec l’environnement 
extérieur et celles des résistances de contact entre les différents matériaux. En fait, toutes ces 
informations sont implicitement contenues dans les sorties ????? du système obtenues en 
réponse à un jeu de sollicitations ?????. Bien entendu, si ????? est obtenu à partir d’un modèle 
détaillé de référence, toutes les informations évoquées ci-dessus sont bel et bien connues, ce 
qui n’est pas le cas lorsque des données expérimentales sont utilisées. 
Par rapport aux méthodes de réduction de modèle basées sur un modèle détaillé préexistant du 
système et présentées en section 3, la MIM possède en outre les avantages suivants : 
· aucune transformation mathématique sur un modèle détaillé du système n’est réalisée : 
en particulier, la MIM ne nécessite la résolution d’aucun problème aux valeurs propres ; 
· dans le cas où les données entrées-sorties sont générées à partir d’un modèle détaillé 
du système, l’ordre du modèle détaillé n’entre bien sûr pas en ligne de compte dans 
l’algorithme de la MIM ; 
· l’utilisation d’un modèle détaillé n’est en fait pas obligatoire. Les modèles d’ordre faible 
peuvent aussi être identifiés à partir de données expérimentales. Dans ce cas, on 
cherche à ajuster les réponses d’un modèle d’ordre faible à celles du système réel plutôt 
qu’aux réponses d’un modèle détaillé (de type éléments finis par exemple) qu’il est bien 
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souvent délicat d’ajuster au comportement du système réel, comme nous l’avons vu au 
chapitre 3 (section 4). C’est là l’atout majeur des méthodes d’identification comme la 
MIM. 
En contrepartie, la MIM présente certains inconvénients. Il est en effet nécessaire : 
· de générer des données entrées-sorties ; 
· de résoudre un problème de minimisation non-linéaire. 
Le temps de calcul nécessaire à la construction d’un modèle réduit par la MIM est fonction de 
nombreux facteurs. Il augmente : 
- avec le nombre ?????? ? ??? ? ?? ?? de paramètres du MR à identifier (composantes de ?? ?? ?), et donc avec l’ordre ? du MR, le nombre d’entrées ? et le nombre de sorties ??; 
- avec la quantité de données (vecteur ????? ? ???????? ) dans la fonctionnelle ???? à 
minimiser. L’échantillonnage temporel est donc un facteur important ; 
- avec le nombre d’itérations de l’algorithme d’OEP nécessaires pour vérifier l’un des 
critères d’arrêt. 
Cependant, même pour un nombre important d’entrées et de sorties et avec un 
échantillonnage temporel conséquent, le temps de calcul nécessaire à l’identification d’une 
série de modèles réduits linéaires reste très raisonnable. 
5. Modèle réduit (MR)  
5.1. Génération des données d’identification du modèle 
réduit  
Pour identifier les paramètres du modèle réduit qui sera par la suite utilisé pour réaliser le 
contrôle en temps réel, des données expérimentales ont été générées. Pour les besoins du 
contrôle, quatre films chauffants ?????? ?????? ?????? ??????considérés comme des actionneurs 
ont été ajoutés au dispositif expérimental. Ils ont été placés près des têtes des interféromètres 
laser (cf. Figure 5-4) car c’est à ces endroits que l’on observe les plus fortes augmentations de 
température en présence des perturbations.  
Les entrées du modèle réduit à identifier sont au nombre de huit, quatre actionneurs, quatre 
perturbations dont trois films chauffants et la température ambiante. Le vecteur d’entrée 
s’écrit :  ???? ? ??????? ?????? ?????? ?????? ?????? ?????? ?????? ??? 






Figure 5-4 : Positions des actionneurs  
Afin de dissocier les effets de chaque entrée sur les températures dans le dispositif 
expérimental, un essai a été réalisé sur sept jours. Chaque entrée a été alimentée pendant 12h, 
ce qui permettait de voir l’effet de l’entrée sur les températures ensuite cette entrée a été mise 
à zéro pour que le système puisse revenir à son état initial avant d’alimenter l’entrée suivante. 
L’entrée du système est donc constituée de sept créneaux successifs plus la température 
ambiante obtenue en calculant la moyenne des quatre températures mesurées par les sondes 
placées à proximité du dispositif expérimental (Figure 5-5). Les signaux utilisés qui sont d’une 
grande richesse fréquentielle sont donnés par la Figure 5-6 (a).  
 
Figure 5-5 : Température ambiante mesurée durant l’essai réalisé afin de générer les données 
d’identification  


































Les écarts de températures mesurées par les 19 sondes sont donnés par la Figure 5-6(b). On 





Figure 5-6 : (a) Évolution des signaux d’identification du modèle réduit, (b) Évolution des 
températures aux points ??? ? ? ???? 













































































































5.2. Identification des paramètres du modèle réduit  
Les données présentées dans le paragraphe précédent ont été utilisées afin d’identifier un 
ensemble de 15 modèles réduits. Les résultats de l’identification sont résumés par le Tableau 
5-1.  
















Tableau 5-1 : Évolution du critère d'identification ??? en fonction de l'ordre du modèle réduit 
 
Figure 5-7 : Évolution du critère d’identification du modèle réduit  

















L’évolution du critère d’identification qui nous renseigne sur la qualité du modèle réduit est 
donnée par la Figure 5-7. A partir des résultats de cette figure, on constate que le critère 
d’identification diminue lorsque l’ordre du modèle augmente. Cette diminution est significative 
jusqu’à l’ordre 12 au-delà duquel elle devient négligeable.   
La diminution du critère quadratique signifie que le comportement du modèle réduit se 
rapproche de plus en plus du comportement réel du dispositif expérimental. Pour illustrer ce 
comportement, nous avons sélectionné deux modèles réduits d’ordre 5 et 13 que nous avons 
comparés aux données expérimentales. Pour chaque comparaison nous avons calculé le résidu 
entre le modèle réduit et les données expérimentales. Les résultats de ces comparaisons sont 





Figure 5-8 : (a) Réponses du MR d’ordre 5 pour les signaux d’identification, (b) Résidus entre les 
températures mesurées et les réponses du MR d’ordre 5, (c) Réponses du MR d’ordre 13 pour 
les signaux d’identification, (d) Résidus entre les températures mesurées et les réponses du MR 
d’ordre 13 
A partir des résultats de comparaison, on constate que le modèle réduit d’ordre 13 s’approche 
plus des données expérimentales que le modèle réduit d’ordre 5. Ceci est confirmé par les 
résultats de calcul du résidu moyen pour les deux modèles réduits exploités. En effet, pour le 
MR d’ordre 5 le résidu moyen est de ????? °C alors que celui calculé pour l’ordre 13 est de 

































































































































   y std



































































































































   y std
100 
 
0,0023 °C. Le rapport entre les deux moyennes est approximativement égal à 10. Ce qui signifie 
que le comportement du MR d’ordre 13 est 10 fois plus proche du comportement réel du 
dispositif expérimental que le MR d’ordre 5.  
5.3. Validation du modèle réduit sur un cas test  
Compte-tenu de la linéarité supposée du système réel, les modèles réduits identifiés 
précédemment sont a priori valables quelles que soient les entrées qui leur sont appliquées. 
Pour le vérifier nous avons réalisé un essai expérimental avec des signaux d’entrée différents de 
ceux utilisés lors de l’identification et appliqués simultanément (cf. Figure 5-9(a)), les sorties du 





Figure 5-9 : (a) Évolution des signaux test pour la validation du modèle réduit, (b) Évolution 
des températures correspondantes mesurées aux points ??? ? ? ??? 










































































































Les signaux d’entrée ont été appliqués aux modèles réduits identifiés précédemment, les 
résultats de la validation sont résumés par le Tableau 5-2 dans lequel on trouve les valeurs du 
critère quadratique ????? (analogue au critère ??? calculé pour l’identification). 
















Tableau 5-2 : Évolution du critère de validation en fonction de l'ordre du modèle réduit 
L’évolution du critère quadratique de validation en fonction de l’ordre du modèle réduit est 
donnée par la Figure 5-10.  
 
Figure 5-10 : Évolution du critère de validation en fonction de l’ordre du modèle réduit  

















Sur la figure représentant l’évolution du critère de validation en fonction de l’ordre du modèle 
réduit, on observe le même comportement qu’à l’identification. La diminution est très 
significative jusqu’à l’ordre 12, elle l’est beaucoup moins au-delà. Cependant, la valeur du 
critère de validation au-dessus de l’ordre 12 est trois fois et demie plus élevée que celle du 
critère d’identification, ceci s’explique par le fait que malgré la linéarité supposée du système, 
les modèles réduits ont été identifiés pour des données correspondant aux signaux en créneaux 
et ont été optimisés pour ces signaux-là. Ceci dit, les résultats issus MR d’ordre 13 (Figure 
5-11(a)) sont fidèles aux données expérimentales (Figure 5-9(b)). Les résidus entre le MR 
d’ordre 13  et l’expérience sont donnés sur la Figure 5-11(b).  
 
 
Figure 5-11 : (a) Réponses du MR d’ordre 13 pour les signaux test, (d) Résidus entre les 
températures mesurées et les réponses du MR d’ordre 13 
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La valeur moyenne du résidu est de 0,007 °C, ce qui nous permet de conclure que le modèle 
réduit reproduit fidèlement le comportement du système réel pour n’importe quelle entrée. Le 
temps de calcul de ces modèles est de l’ordre de la seconde ce qui les rend très adaptés pour le 
contrôle en temps réel. Ils peuvent également servir à étudier le comportement du système au 
vu de leur temps de calcul réduit.  
6. Comparaison MR-expérience pour différents niveaux 
de puissance appliqués aux films chauffants ??????????? ?? 
Dans la section 5 du chapitre 3, nous avons comparé des résultats expérimentaux montrant 
l’influence de la variation de l’amplitude des perturbations agissant sur le dispositif aux résultats 
issus d’un calcul par MEF. Dans ce paragraphe, nous allons comparer les résultats 
expérimentaux aux résultats calculés avec le modèle réduit d’ordre 13 identifié dans la section 
5.2. Sur une plage temporelle de 0 à 9000 s, des créneaux de 1W, 2W et 3W ont été appliqués 





Figure 5-12 : (a) Variation des températures expérimentales pour des perturbations de 1 W, (b) 
Variation des températures calculées avec le MR pour des perturbations de 1 W, (c) Ecarts entre 
expérience et MR. 































































































































































































Les résultats expérimentaux pour 1W, 2W et 3W sont donnés par la Figure 5-12(a), la Figure 
5-13(a) et la Figure 5-14(a) respectivement. Les réponses correspondantes issues du MR d’ordre 
12 sont données par la Figure 5-12(b), la Figure 5-13(b) et la Figure 5-14(b) respectivement. Les 
écarts correspondants entre les mesures expérimentales et les températures calculées avec le 





Figure 5-13 : (a) Variation des températures expérimentales pour des perturbations de 2 W, (b) 
Variation des températures calculées avec le MR pour des perturbations de 2 W, (c) Ecarts entre 
expérience et MR. 
A partir des figures ci-dessus, on constate que la forme de les réponses du MR sont beaucoup 
plus proches des réponses expérimentales que celles du MEF. Ceci s’est confirmé lors du calcul 
de l’écart entre les données expérimentales et les résultats du MR. Les écarts moyens calculés 
pour le modèle réduit varient entre 25 et 70 mK pour des entrées allant de 1 à 3W, soit au 
moins deux fois moins que les écarts calculés pour le MEF, compris entre 50 et 170 mK.  
 
 






































































































































































































Figure 5-14 : (a) Variation des températures expérimentales pour des perturbations de 3 W, (b) 
Variation des températures calculées avec le MR pour des perturbations de 3 W, (c) Ecarts entre 
expérience et MR. 
 
7. Conclusion  
Pour trouver un modèle reproduisant le comportement du système physique étudié et 
contenant un nombre d’équations différentielles réduit, nous avons fait appel à la réduction de 
modèle. Nous avons brièvement présenté quelques méthodes de réduction de modèle telles 
que les méthodes d’Eitelberg, de Marshall, etc. Ensuite, nous avons présenté la méthode 
d’identification modale, qui a été utilisée afin de construire un modèle réduit reproduisant 
fidèlement le comportement du dispositif expérimental à partir de températures mesurées in 
situ. 
Pour finir nous avons comparé les résultats issus du modèle réduit à ceux de l’expérience pour 
différents niveaux de puissance appliqués aux films chauffants ??????????? ??. Les résultats obtenus 
montrent que le comportement du modèle réduit est beaucoup plus proche du comportement 





































































































































































































du dispositif expérimental que le comportement du MEF. C’est donc un modèle réduit qui sera 
utilisé dans le chapitre suivant afin de réaliser un contrôle par retour d’état.  
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Chapitre 6 Contrôle par retour d’état 
1. Introduction 
Les avancées en mathématique et l’augmentation des puissances de calcul ont contribué au 
développement de nouvelles techniques de commande. L’objectif de ces nouvelles techniques 
est de venir en aide aux industriels, et ce en améliorant les performances des processus 
industriels et en augmentant la qualité de production. Les techniques de commande ont trois 
objectifs principaux qui sont :  
- la stabilisation d’un système instable, et ce en garantissant que la réponse de ce système 
converge vers un point de fonctionnement ; 
- la poursuite de trajectoire ou asservissement, qui consiste à déterminer les actions de 
contrôle à appliquer au système afin de faire converger ces sorties asymptotiquement 
vers une trajectoire désirée ; 
- le rejet des perturbations ou la régulation, où l’objectif est de déterminer une 
commande permettant l’annulation ou la minimisation des effets des perturbations 
agissant sur le système.  
Pour réaliser ces objectifs, plusieurs techniques de commande peuvent être utilisées. Ces 
techniques peuvent être divisées en deux catégories :  
· La commande en boucle ouverte aussi appelée feedforward : consiste à calculer la 
commande à appliquer au système uniquement à partir de la référence. En boucle 
ouverte, on ne possède aucune information sur la grandeur à commander, on parle de 
système aveugle où aucune correction ne peut être apportée. Un schéma représentatif 
de cette technique est donné par la Figure 6-1. 
 
Figure 6-1 : Schéma de commande en boucle ouverte 
La commande en boucle ouverte présente les avantages suivants :  
- Faible coût de mise en œuvre  
- Stabilité du contrôleur  
- Rapidité de réponse  
 
Système 
Entrée=Commande  Sortie  
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              Elle présente également certains inconvénients, tels que :  
- Elle nécessite une connaissance parfaite du modèle du système à contrôler.  
- Elle ne permet pas de stabiliser les systèmes instables  
- Elle ne permet pas de compenser les erreurs et dérives (c’est-à-dire qu’elle est 
insensible aux perturbations). 
La commande en boucle fermée  aussi appelé feedback : en appliquant une commande en 
boucle fermée on exploite la rétroaction de mesure afin de calculer les actions de commande.  
Un schéma représentatif de cette technique est donné par la Figure 6-2.  
 
Figure 6-2 : Schéma de commande en boucle fermée 
La commande en boucle fermée présente les avantages suivants : 
- Garantir les performances souhaitées même en cas d’incertitude sur le modèle 
- Stabiliser des processus instables en garantissant que la réponse du système 
converge vers un point de fonctionnement.   
- Réduire la sensibilité du système aux variations paramétriques 
- Améliorer les performances en matière de suivi de trajectoire en garantissant 
que les sorties du système suivent de manière asymptotique une trajectoire 
désirée (asservissement) 
- Le rejet des perturbations en définissant une commande qui permet de 
minimiser les effets des perturbations agissant sur le système, on parle alors de 
régulation. 
Néanmoins, la commande en boucle fermée présente les inconvénients suivants :  
- Précision dépendant des mesures réalisées par les capteurs utilisés.  
- Possibilité d’instabilité  
- Coût de mise en œuvre élevé.  
 
Les techniques de commande en boucle fermée peuvent être de deux types :  
§ La commande par retour de sortie : Jusqu’à la fin des années 70 et grâce aux 
correcteurs PID (Methekar, et al., 2007), la commande par retour de sortie était 
très répandue. Elle devait son succès à sa simplicité de mise en œuvre, à son 
Système 




efficacité et à l’excellent rapport qualité/prix des correcteurs. Cependant, ces 
correcteurs présentaient certains inconvénients, parmi lesquels on peut citer :  
v La non applicabilité de ces correcteurs aux systèmes instables, non 
linéaires, non stationnaires et multivariables.  
v Leur incapacité à répondre à certaines contraintes imposées aux 
systèmes.  
La plupart des systèmes industriels étant fortement multivariables et instables, 
l’utilisation du simple PID devenait très contraignante. Ce qui a poussé les 
chercheurs à développer de nouvelles méthodes de contrôle reposant cette fois-
ci sur un retour d’état.  
 
§ La commande par retour d’état : cette méthode repose sur l’exploitation par 
rétroaction de l’état du système afin de définir la commande à appliquer au 
système. 
Dans les paragraphes suivants, nous allons introduire quelques notions de commande optimale 
ce qui nous permettra de mieux appréhender la commande prédictive (ou Model Predictive 
Control (MPC)). Le principe sur lequel repose le contrôle MPC est ensuite présenté, les 
paramètres d’influence de cette commande sont détaillés et finalement une synthèse de la 
commande pour les systèmes multivariables basée sur un modèle identifié par la MIM est 
exposée. Les états des modèles identifiés par la MIM ne pouvant pas être mesurés directement, 
le filtre de Kálmán est introduit afin d’estimer les états du système nécessaires pour le calcul du 
contrôle MPC. Enfin, des résultats de contrôle expérimentaux sont présentés et discutés.  
2. Commande prédictive multivariable 
2.1. Notions de commande optimale  
La commande optimale est apparue à la fin des années 60 grâce aux travaux de Bellman qui a 
établi le principe d’optimalité qui stipule que « une suite de décisions est optimale si, quels que 
soient l’état et l’instant considéré sur la trajectoire associée, les décisions ultérieures sont 
optimales pour le sous-problème ayant cet état et cet instant comme conditions initiales » et qui 
a également développé la programmation dynamique, aux travaux de Pontryagin qui a posé la 
base de la commande optimale avec le principe de maximum ainsi qu’aux travaux de Kálmán qui 
a introduit les propriétés de commandabilité et d’observabilité dans l’élaboration des lois de 
commande.  
Le contrôle optimal consiste à trouver une loi de commande capable de minimiser sous 
certaines contraintes, l’écart entre la mesure et le comportement souhaité du système. Cet 
écart est appelé critère de performance. Le critère de performance d’un système de contrôle 
optimal est un indicateur de l’écart cumulatif par rapport à un état souhaité ou idéal. Quand le 
critère de performance implique une conséquence économique d’un contrôle donné, ce critère 
est appelé fonction de coût.  
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2.2. Historique de la commande prédictive  
L’idée de la commande prédictive remontre à la fin des années 50, où Smith a proposé un outil 
de régulation appelé prédicteur de Smith pour les systèmes SISO à retard. L’intérêt de cet outil 
est de compenser le retard de ces systèmes à travers une prédiction basée sur un modèle du 
système à contrôler afin de pouvoir utiliser des correcteurs conçus pour des systèmes sans 
retard (Smith, 1959). Grâce aux progrès réalisés en matière de commande optimale, Richalet a 
pu développer le premier logiciel de commande prédictive utilisé en industrie appelé IDCOM 
(IDentification and COMmand)(Richalet, et al., 1978). Le modèle utilisé dans le formalisme de ce 
logiciel est un modèle sous forme de réponse impulsionnelle, le critère de performance est sous 
forme quadratique. Pour une trajectoire de référence définie, la commande est obtenue à partir 
de la minimisation du critère de performance. Cette méthode présentait un inconvénient 
majeur, qui est un temps de prédiction trop élevé.  
En 1980 est apparue la commande par matrice dynamique DMC (Dynamic Matrix Control) de 
Cutler et Ramaker (Cutler & Ramaker, 1980). Elle reprend de nombreuses idées de la commande 
IDCOM telle que l’utilisation d’un critère de performance quadratique. Cependant, le modèle 
utilisé ici est sous forme de réponse indicielle et non impulsionnelle. Cette commande ne tient 
pas non plus compte des contraintes sur le système, les séquences de commande étant 
déterminées par la méthode des moindres carrés.  
Les deux méthodes citées ci-dessus présentent plusieurs inconvénients, notamment les ordres 
élevés des modèles utilisés, ce qui les rend inutilisables pour des systèmes de dynamiques 
rapides. Il faut y ajouter leur incapacité à stabiliser des systèmes instables en boucle ouverte. De 
nouvelles méthodes ont donc vu le jour afin de remédier aux inconvénients cités. Parmi celles-ci 
on peut citer des méthodes basées sur des modèles sous forme de fonction de transfert telles 
que la méthode de commande auto-ajustable à prédiction étendue EPSAC (Extended Prediction 
Self-Adapted)(De Keyser & Van Cauwenberghe, Décembre 1986) pour les systèmes non linéaires 
et la commande adaptative à horizon étendu EHAC (Extended Horizon Adaptive Control) pour 
les systèmes SISO (Ydstie, 1984). On peut également citer l’une des méthodes de commande 
prédictive les plus répandues qui est la commande prédictive généralisée GPC (Generalized 
Predictive Control) (Clarke, et al., 1987), qui permet de contrôler des systèmes instables en 
boucle ouverte. Cependant cette méthode est difficilement extensible aux systèmes MIMO car 
elle est basée sur un modèle sous forme de fonction de transfert.  
Les systèmes industriels étant de nature multivariable, la commande prédictive moderne est 
basée sur un modèle sous forme de représentation d’état (Maciejowski, 2001)(Rossiter, 2003). 
2.3. Principe de la commande prédictive  
La commande prédictive ou MPC est un contrôle optimal qui repose sur l’utilisation d’un 
modèle du système afin de prédire le comportement de celui-ci et ainsi choisir la meilleure 
commande au sens d’un certain coût tout en respectant certains critères.  
La commande prédictive est une méthode de contrôle assez intuitive qui permet de contrôler 
des systèmes à très grande échelle avec beaucoup de variables de contrôle. Mais le plus 
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important c’est qu’elle permet d’inclure les contraintes qu’elles soient dues aux limitations sur 
les actionneurs, de sécurité ou simplement économiques de façon systématique dans 
l’algorithme de commande. Pour toutes ces raisons, la commande prédictive est de nos jours 
utilisée dans de nombreux domaines tels que la thermique, la robotique, les machines-outils ou 
l’aéronautique.   
Le principe de la commande prédictive peut être caractérisé selon Camacho (Camacho & 
Bordons, 2007) par :  
§ Les futures sorties pour un horizon déterminé ??  appelé horizon de prédiction sont 
prédites à chaque instant ? en utilisant le modèle du système. Ces sorties prédites ??? ? ???? pour ? ? ??? ???? dépendent des valeurs connues des entrées et sorties à 
l’instant ? et des futures actions de contrôle ???? ? ????? ? ? ??? ??? ? ? qui sont à 
calculer et à envoyer au système.  
§ L’ensemble des actions de contrôle est calculé en optimisant un critère déterminé afin 
de maintenir la sortie du système aussi proche que possible de la trajectoire de 
référence. Les variations des futures actions de contrôle sont autorisés jusqu’à la fin de 
l’horizon de contrôle ??, ensuite l’action de contrôle reste constante. De petites valeurs 
de ?? participent à accélérer les calculs mais un grand horizon de contrôle augmente la 
stabilité du système.  
§ Le contrôle ??????? est envoyé au système pendant que la prochaine action de contrôle 
est calculée et rejetée, car à l’instant d’échantillonnage suivant ??? ? ?? est déjà connu. 
L’étape 1 est répétée avec les nouvelles valeurs et toutes les séquences sont actualisées. 
Ainsi ???? ? ??? ? ?? est calculée en utilisant le concept d’horizon fuyant ou glissant.  
Le principe de la commande prédictive est illustré par la Figure 6-3.   
 









2.4. Synthèse de la commande prédictive multivariable  
Dans ce travail nous allons présenter une synthèse de la commande optimale sans contraintes 
basée sur un modèle sous forme de représentation d’état identifié expérimentalement avec la 
méthode d’identification modale. Ce modèle s’écrit :  
 ??? ??? ? ????? ? ?? ??????? ? ????? ? (6-1) 
Le vecteur ???? regroupe toutes les entrées agissant sur le système, nous l’avons divisé en deux 
vecteurs : le premier regroupe les actionneurs ????? et le second les perturbations ?????. La 
nouvelle représentation d’état décrivant le comportement du système s’écrit sous la forme :  
 ??? ??? ? ????? ? ??????? ? ??????????? ? ????? ? (6-2) 
où :  ?? ? ? ?????? est le vecteur contenant les actionneurs  ?? ? ?????? est le vecteur contenant les perturbations  
Parmi les températures mesurées, on va sélectionner les températures à contrôler en 
définissant le vecteur suivant :  
 ???? ? ?????? (6-3) 
où : 
 ?? ? ??????  est une sous matrice de ?.  
La loi de commande prédictive est obtenue en minimisant un critère de performance, qui est 
fonction des séquences prédites. Le critère de coût s’écrit :  
 ????? ??? ??? ? ? ???? ????? ? ?? ? ?Z?????? ? ??????????????? ???????????? ? ? ? ??????????????  (6-4) 
où : ?? est l’horizon de prediction inférieur ?? est l’horizon de prediction supérieur ?? est l’horizon de commande  ?Z??? est la trajectoire de référence du vecteur Z.  
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??? est le coefficient de pondération sur l’erreur appartenant à la matrice de pondération ??? ??? est le coefficient de pondération sur la commande appartenant à la matrice de pondération ??? ????? ? ? ? ?? est l’incrément de commande ou correction sur la commande 
Le bon réglage des paramètres intervenant dans le critère de coût donné par l’équation (6-4) 
permet l’augmentation des performances de la commande prédictive. Dans le paragraphe 
suivant, nous allons présenter quelques recommandations à prendre en considération lors du 
choix des valeurs de ces paramètres. 
2.4.1. Réglage des paramètres de la commande prédictive  
- L’horizon de prédiction inférieur : L’influence de l’horizon de prédiction inférieur sur les 
performances de la commande prédictive a fait l’objet de plusieurs études. Il en est 
ressorti que le comportement du système à contrôler était très sensible à ce paramètre. 
La valeur de ce paramètre est généralement égale au retard pur pour les systèmes à 
retard. Quand la valeur de retard est inconnue, sa valeur est fixée à 1.  
- L’horizon de prédiction supérieur : C’est un paramètre très important dans la synthèse 
de la commande prédictive car il a une influence sur le comportement du système en 
boucle fermée. L’augmentation de l’horizon de prédiction supérieur induit une 
dynamique plus lente, ce qui participe à l’augmentation de la robustesse de la 
commande et ainsi à l’amélioration des performances du système en boucle fermée.  
- L’horizon de commande : Le choix de ce paramètre doit être fait en fonction de la 
complexité du système à contrôler. Pour les systèmes SISO stables en boucle ouverte, la 
valeur préconisée est égale à 1. Pour des systèmes MIMO plus complexes, des valeurs 
plus élevées de l’horizon de commande doivent être considérées afin de permettre de 
plus grandes variations des actions de commande.  
- Matrice de pondération de l’erreur : L’augmentation des valeurs de la matrice de 
pondération sur l’erreur permet d’augmenter le poids des erreurs lors de la minimisation 
du critère de coût. Généralement ce terme de pondération est considéré comme 
unitaire.  
- Matrice de pondération de la commande : Le choix de ce paramètre agit directement sur 
la dynamique du système en boucle fermée. L’augmentation des valeurs de la matrice de 
pondération sur la commande conduit à une réponse plus lente du système bouclé, elle 
permet également le réglage des amplitudes et fréquences des actions de contrôle.  
- Le pas de temps d’échantillonnage : ce paramètre n’apparait pas explicitement dans la 
fonction de coût mais exerce également une influence sur les performances de la 
commande prédictive.  
2.4.2. Minimisation du critère de performance  
Compte tenu des recommandations du paragraphe précédent, nous avons posé :  ?? ? ?, ? ? ? ??, ?? ? ??, ??? ? ? ? ? et ??? ? ?.  
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L’équation (6-4) devient :  
 ????? ???????? ? ?? ? ?Z?????? ? ?????????????? ?????????? ? ? ? ??????????????  (6-5) 
On définit :  
Z le macro-vecteur correspondant à la prédiction des sorties,  
DZ=?Z? ? ?Z???? le macro-vecteur contenant les écarts entre les sorties prédites et les valeurs 
désirées, 
et UA le macro-vecteur contenant les incréments de commande ou correction sur la commande 
 ????? ? ? ? ??. 
Les actions de contrôle UA peuvent être calculées à travers la minimisation du critère de 
performance suivant :  
 ? ? DZ?DZ? ?UA?UA (6-6) 
Le coefficient ? est appelé facteur de pondération de la commande. 
A ce stade, il ne reste plus qu’à trouver Z le vecteur des prédictions de sortie afin de déterminer 
la loi de commande prédictive. Pour ce faire, un modèle du dispositif étudié est utilisé. Ce 
modèle représente l’élément central de la commande prédictive. En effet, la qualité du modèle 
utilisé peut représenter un avantage certain. L’utilisation d’un modèle reproduisant fidèlement 
le comportement du système étudié permet d’améliorer les performances de la commande 
prédictive. Dans le cas inverse, les actions de contrôle issues de la commande prédictive seront 
moins performantes face aux perturbations. Les modèles utilisés pour réaliser la prédiction 
peuvent être soit obtenus à partir de la modélisation physique du processus étudié soit 
identifiés à partir de données expérimentales.  
Dans notre étude, nous avons utilisé un modèle sous forme de représentation d’état, identifié 
par la MIM, pour réaliser la prédiction des futures réponses du système. La discrétisation 
temporelle de l’équation dynamique du modèle continu (6-2) (sans les perturbations qui ne sont 
pas connues) et de l’équation (6-3), suivant le schéma d’Euler implicite, est donnée par le 
système suivant : 
 ???? ? ?? ? ?????? ? ???? ? ?? ? ?????????? ? ?? ? ????? ? ?? ? (6-7) 
où :  
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???? ? ?? est le vecteur d’état d’ordre??. ? ? ????? est la matrice d’état du modèle réduit.  ?? ? ?????? est la matrice de commande du modèle réduit. ?? ? ?????? est la matrice de sortie du modèle réduit. ? caractérise le temps discret  
En regroupant toutes les sorties considérées sur l’horizon de prédiction ?? , on obtient :  
 
??








? ??????? ? ?? ? ??????????????? ? ?????????
?
??




où :  
 ?????? ? ????? ? ???? ? ?? et ? ? ?? ? ??????. 
Le modèle de prédiction s’écrit :  
 Z??? ? ????? ? ????? ? ?? ? ?UA??? (6-9) 
où ?Z? ?? ?? ??et??UA  sont des macro-matrices et des macro-vecteurs correspondant à l’équation 
(6-8). 
Z???? correspond calcul des sorties désirées à l’instant ?, il tient compte de : 
· L’état actuel du système ???? dans le terme  ??????; l’état du modèle utilisé n’étant 
pas directement mesurable nous allons présenter dans le paragraphe suivant le filtre de 
Kálmán nous permettant de l’estimer.  
· Le vecteur de contrôle précédent ???? ? ?? dans le terme ????? ? ??  
· Le futur vecteur de contrôle jusqu’à la fin de l’horizon de prédiction UA??? dans le terme ?UA???.  
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En remplaçant Z??? dans l’équation du critère de performance, il en résulte une fonction 
quadratique convexe par rapport à UA. La solution de la minimisation quadratique est donnée 
par :  
 UA??? ? ????? ????????Z?????? ? ????? ? ????? ? ??? (6-10) 
On constate que la relation donnant la commande à appliquer au système dépend du vecteur 
de commande précédent, de la trajectoire de référence et de l’état du système. Selon la 
philosophie de la commande prédictive, seules les premières composantes de chaque séquence 
de commande sont appliquées au système. Ainsi, seules les ?? premières composantes de 
UA??? sont retenues :  
 UA??? ? ?????? ????????Z?????? ? ????? ? ????? ? ??? (6-11) ? est appelée matrice de sélection.  
3. Filtre de Kálmán 
Nous avons vu dans le paragraphe précédent que le contrôle issu de la commande prédictive 
dépendait des états du système à contrôler. En pratique, ces états ne sont pas toujours 
accessibles. Cependant, on dispose généralement d’informations sur les entrées ainsi que les 
sorties du système à contrôler. En utilisant ces informations et un modèle du système, on peut 
donner une estimation de ses états.  
Pour réaliser les estimations des états du modèle réduit, nous avons choisi d’utiliser le filtre de 
Kálmán qui est défini comme un système dynamique permettant d’identifier l’état d’un système 
dans le temps en utilisant ses entrées, sorties et les covariances des bruits gaussiens qui 
affectent le système.  
On considère le système : 
 ??? ??? ? ????? ? ??????? ? ??????????? ? ????? ? ???? ? (6-12) 
où ? est le bruit de mesure des températures, ?? le vecteur de perturbations et ??, ?? leurs 
écarts types respectifs.  
On définit le rapport ? tel que :  
 ? ? ????  (6-13) 
On suppose que les signaux ????? et ???? sont des bruits blancs, gaussiens, décorrélés de 
densité spectrale de puissance ? et ? respectivement, ce qui signifie :  
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 ? ????????? ? ???? ? ???????????????? ? ???? ? ??????????????? ? ???? ?? ? ? (6-14) 
Soit ????? l’estimation de l’état ???? et ???? l’erreur d’estimation à l’instant ? définie par : 
 ???? ? ???? ? ????? (6-15) 
L’équation du filtre de Kálmán telle que définie par (Anderson & Moore, 1971; Alazard, 2011) 
s’écrit: 
 ??? ??? ? ?????? ? ??????? ? ?? ????? ? ??????? (6-16) 
Les deux premiers termes du second membre de cette équation sont utilisés pour prédire l’état 
du système à partir d’une simulation en ligne du modèle réduit. Le second terme est un terme 
de correction ou d’innovation, il permet de corriger les écarts éventuels entre l’état estimé ?? et 
l’état actuel ?. La correction se fait par le biais d’une matrice ??  appelée gain de Kálmán donnée 
par :  
 ?? ? ??? ??? (6-17) 
où ? (? ????) est la solution de l’équation de Riccati suivante : 
 ??? ? ?? ? ??? ????? ? ????? ? ? (6-18) 




Figure 6-4 : Schéma fonctionnel du filtre de Kálmán 
Pour implanter le filtre de Kalman sur un calculateur numérique, il est essentiel de l’exprimer 
sous forme discrète.  
Filtre de Kálmán discret :  
Le filtre de Kálmán discret est obtenu par la discrétisation temporelle du filtre de Kalman 
continu.  
La discrétisation temporelle de l’équation donnant l’estimation de l’état par le filtre de Kalman 
est donnée par :  
 
????? ? ???? ? ???? ? ?????? ? ??????? ? ?????? ? ??????? (6-19) 
où :  ?????? ? ????? ? ???? ? ??  
 UA??? ? ?????? ????????Z?????? ? ????? ? ????? ? ??? 
et ??? est le vecteur des écarts des températures mesurées.  
En remplaçant ????? par son expression, il vient :  
 





Filtre de Kalman 
119 
 
Si l’on pose  ? ? ?????? ???????  
et ? ? ?? ? ??? ? ????? ? ???????  
l’estimation de l’état devient :  
 ????? ? ???????? ? ?? ? ??????? ? ?????? ? ? ?????? ? ?? ? ?????????? (6-21) 
L’estimation de l’état du système dépend des paramètres du modèle réduit, des matrices du 
MPC ainsi que du gain de Kálmán. Ces différentes matrices ne dépendant pas du temps, leur 
calcul se fait hors ligne, ce qui réduit le temps de calcul de la commande.  
Un schéma de principe de la commande prédictive utilisant un estimateur d’état est donné par 
la Figure 6-5. 
 
Figure 6-5 : Schéma de principe de la commande prédictive associée à un estimateur d’état 
4. Contrôle prédictif sur le dispositif expérimental  
4.1. Introduction  
Dans la section 4.2 du chapitre 2, nous avons montré les effets des variations thermiques dans 
le dispositif expérimental sur les résultats d’étalonnage des capteurs capacitifs. L’activation des 











Pour réduire ces erreurs en présence de perturbations thermiques, il est primordial de 
maintenir une distribution uniforme de la température dans le dispositif expérimental.  
L’utilisation de modèles réduits identifiés par la MIM pour réaliser une régulation thermique en 
temps réel s’est  avérée très efficace pour les systèmes MIMO. Un modèle réduit a notamment 
été associé à un contrôleur LQG (Linear Quadratic Gaussian) afin de réaliser une régulation de 
température sur une plaque en aluminium chauffée sur la face avant par une source de chaleur 
mobile, et refroidie sur la face arrière par un ensemble de ventilateurs. Dans cette application 
l’ensemble des ventilateurs représentait la perturbation, la puissance de la source de chaleur 
mobile ainsi que ses déplacements étaient considérées comme actionneurs (Girault & Videcoq, 
2013). Pour réaliser la régulation sur notre dispositif expérimental, nous avons opté pour une 
association modèle réduit - commande prédictive. Mais avant d’entamer l’implémentation 
expérimentale de la commande prédictive, nous avons réalisé des essais de contrôle numérique 
sur une version modifiée du dispositif expérimental. Nous avons associé un modèle réduit 
identifié à partir de simulations numériques à la commande prédictive afin de réguler quatre 
températures sur le modèle du dispositif expérimental (Bouderbala, et al., 2015). Nous avons 
également réalisé une étude paramétrique de la commande prédictive ainsi qu’une 
comparaison entre les résultats de contrôle obtenus avec un contrôleur MPC et ceux obtenus 
avec un contrôleur LQG pour le même modèle du dispositif modifié (Videcoq, et al., 2015). Ces 
résultats sont présentés en annexe 3. 
4.2. Choix des actionneurs 
Pour réaliser la régulation thermique sur le dispositif expérimental, plusieurs solutions ont été 
envisagées parmi lesquelles on peut citer : 
- l’utilisation de cellule à effet Peltier : ces cellules sont composées de deux faces, une 
face froide à placer sur l’objet à refroidir et une face chaude permettant l’évacuation de 
la chaleur absorbée par la face froide. Cette solution a rapidement été écartée, car 
l’utilisation de ces cellules ne fait que reporter le problème. En utilisant une cellule à 
effet Peltier, la face chaude de la cellule devient elle-même une perturbation au vu de la 
taille du dispositif ; 
- l’utilisation de ventilateurs : cette solution présente en plus de l’encombrement les 
mêmes inconvénients que la solution précédente ; 
- l’utilisation de films chauffants.  
C’est finalement la dernière solution qui a été retenue. Pour faire notre choix, nous avons tenu 
compte de la recommandation selon laquelle seule une répartition uniforme de la température 
était recherchée afin d’améliorer l’exactitude de mesure. Le niveau pour lequel se fait la 
régulation n’affecte pas les résultats de mesure.  
Nous avons intégré au dispositif expérimental quatre films chauffants qui serviront 
d’actionneurs. En l’absence de perturbations, La solution adoptée consiste à alimenter ces 
actionneurs avec une puissance nominale ????, afin de faire passer les températures du 
dispositif d’un régime permanent initial à un régime permanent dit de référence avec des 
niveaux de température plus élevés. A l’apparition d’une perturbation, le contrôleur MPC 
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calcule les actions de commande à appliquer aux actionneurs afin de minimiser les écarts entre 
les températures mesurées et celles du régime permanent de référence. Les mesures de 
température sont réalisées grâce aux 19 sondes Pt100 présentées dans le chapitre 2.  
4.3. Conditions expérimentales  
Tous les essais présentés dans cette section ont été réalisés dans une salle régulée en 
température à (20±0,3) °C.  
Pour réaliser le contrôle par retour d’état, nous avons sélectionné des modèles réduits identifiés 
dans le chapitre 4 avec la méthode d’identification modale, ils sont de la forme :  
 ??? ??? ? ????? ? ??????? ? ??????????? ? ????? ? (6-22) 
avec :  ????? ? ???? ??? ??? ????  le vecteur contenant les quatre films chauffants actionneurs.  ????? ? ????? ???? ????? le vecteur contenant les trois films chauffants perturbateurs.  ???? ? ??? le vecteur des écarts de températures mesurées par les 19 sondes de température 
dont les positions sont données par la Figure 6-6. 
Les températures à réguler sont regroupées dans un vecteur ????.  
Les essais réalisés sont divisés en deux phases de 10 heures chacune et ce en partant du régime 
permanent de référence. La première phase est appelée phase contrôlée, durant laquelle des 
signaux de perturbations ??? ont été appliqués aux films chauffants perturbateurs. Le 
contrôleur MPC est exploité afin de calculer des actions de commande minimisant les effets de 
ces perturbations. Ces commandes sont ensuite appliquées par les films chauffants actionneurs. 
La deuxième phase est appelée phase non contrôlée, durant laquelle le dispositif subit les 
perturbations générées par les films chauffants perturbateurs. Aucune action de commande 
n’est calculée, la commande nominale ???? = 0,75 W est appliquée aux actionneurs. Le but de 
cette deuxième étape est de déterminer les effets des perturbations thermiques sur les 
températures du dispositif expérimental non contrôlé, afin de quantifier l’apport de la 
commande durant la première étape. 
Les films chauffants ne pouvant qu’apporter de la chaleur, une contrainte a été appliquée à la 
commande. Pour des résultats de commande < 0, une puissance nulle a été imposée aux 
actionneurs.  
Pour quantifier les effets du contrôle, on a défini l’écart quadratique moyen entre les variations 
de température obtenues et les variations souhaitées (0 en régulation) pour le cas contrôlé :  
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 ?? ? ? ??? ? ??? ? ????????????????????? ?
???
 (6-23) 
où ?? est le nombre de températures à contrôler. 
















Figure 6-6 : Positions des sondes de température sur le dispositif expérimental  
4.4. Contrôle prédictif sur un cas carré : régulation de T6, 
T11, T13 et T15 avec les 4 actionneurs 
Le premier cas que nous avons traité est celui correspondant au contrôle de quatre 
températures regroupées dans le vecteur ? donné par l’équation (6-24). Ces températures sont 
situées près des quatre actionneurs comme le montre la Figure 6-6.  
 ? ? ???? ???? ???? ????? (6-24) 
Les signaux de perturbation appliqués aux films chauffants perturbateurs durant la phase 
contrôlée sont constitués d’une succession de créneaux allant de 0 à 2 W dont la durée est de 
deux heures. Les mêmes signaux de perturbation ont été appliqués aux films chauffants 
perturbateurs durant la phase non contrôlée. Les signaux de perturbations pour les deux phases 




Figure 6-7 : Signaux de perturbations appliquées aux films chauffants ???? ???? ???  
4.4.1. Choix du pas de temps ?? 
Lors de la mise en œuvre d’un contrôle en temps réel, l’utilisation d’un pas de temps adéquat 
permet une amélioration considérable des résultats de contrôle. Pour montrer l’influence du 
pas de temps ???sur le contrôle, nous avons utilisé un modèle réduit d’ordre 12 (identifié au 
Chapitre 4) et fixé les autres paramètres de la commande prédictive tels que :  ? ?? ? ?? ? ???? ?  
Quatre expériences ont été réalisées pour des pas de temps ?? égaux à 8, 10, 20 et 60 s. Les 
résultats de contrôle en termes d’écarts quadratiques moyens sur les températures contrôlées 
sont donnés par le tableau suivant.  
 
D? (s) 8 10 20 60 ?? (°C) 0,0061 0,0067 0,0098 0,0159 





































Figure 6-8 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
régulées ??? ???? ???? ??? pour ?? ?8 s 
A partir du tableau ci-dessus on constate que la diminution du pas de temps engendre une 
amélioration des résultats de contrôle. Ce résultat est parfaitement attendu, car en diminuant le 












































































calculées et appliquées au système plus fréquemment, ce qui permet de limiter les effets des 





Figure 6-9 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
régulées ??? ???? ???? ??? pour ?? ?60 s 












































































A partir des figures donnant les évolutions des températures pour ?? ?8 s et ?? ?60 s, on 
constate que l’utilisation d’un pas de temps de 8 s permet un meilleur amortissement des effets 
des perturbations. Sur les figures d’évolution des actions de commande pour les deux cas, on 
constate des différences dans les formes des actions de commande, ainsi on peut observer de 
plus fortes oscillations au niveau des commandes issues de l’essai avec ?? ?8 s, ce qui 
correspond à une fréquence de commande plus élevée.  
4.4.2. Choix de l’horizon de prédiction  
L’horizon de prédiction désigne le nombre de pas de temps durant lesquels est réalisée la 
prédiction du comportement futur du dispositif expérimental. Lors de l’élaboration de la loi de 
commande, nous avions posé ?? ? ??, ce qui signifie que l’étude de la sensibilité de la variation 
du paramètre ?? est couplé à l’étude de la variation du paramètre ??. Pour tous les essais 
présentés dans ce paragraphe, un modèle réduit d’ordre 12 a été utilisé, les autres paramètres 
de la commande prédictive étant fixés comme suit :  ?? ? ?????? ? ?????  
Nous avons réalisé trois essais pour des horizons de prédiction ?? égaux à 1, 10 et 40. Les écarts 
quadratiques moyens sur les températures régulées sont donnés par le Tableau 6-2.  ?? 1 10 40 ?? (°C) 0,0067 0,0130 0,0149 
Tableau 6-2 : Écart quadratique ?? sur les températures contrôlées pour différentes valeurs de 
l’horizon de prédiction  
A partir des résultats du tableau ci-dessus, on constate que l’augmentation de l’horizon de 
prédiction engendre une détérioration des résultats de contrôle. Ce résultat est contraire au 
résultat attendu, en effet dans la littérature l’augmentation de l’horizon de prédiction 
correspond à une augmentation des performances de la commande prédictive. Cependant, 
dans le cas présent, les points à contrôler étant situés très proches des actionneurs, un pas de 
temps suffit comme horizon de prédiction et l’augmentation de ?? dégrade en fait la qualité du 
contrôle. 
Pour observer l’influence de l’horizon de prédiction, les résultats de contrôle pour les essais 
correspondant à ?? ? ? et ?? ? ?? sont présentés. Les évolutions des commandes pour les 
deux cas sont données respectivement par la Figure 6-10(a) et la Figure 6-11(a), les évolutions 
des températures régulées correspondantes sont données par la Figure 6-10(b) et la Figure 
6-11(b).  
Les actions de commande calculées pour ?? ? ? ont une forme plus régulière que celles 







Figure 6-10 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 


















































































Figure 6-11 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
régulées ??? ???? ???? ??? pour ?? ?40 
 













































































L’ordre du modèle réduit utilisé pour réaliser le contrôle a une importance capitale sur les 
résultats de régulation. Son influence de a été étudiée pour le cas particulier correspondant à 
un coefficient de pondération nul ?? ? ??. La loi de commande pour ce cas particulier s’écrit :  
 UA??? ? ???????????Z?????? ? ????? ? ????? ? ??? (6-25) 
La matrice de sélection ? permet de sélectionner les ???premières composantes de la matrice ?????????. Or dans un cas carré, ces composantes ne dépendent pas de l’horizon de 
prédiction. Donc, en imposant un coefficient de pondération nul, on annule le caractère 
prédictif de la commande. 
Les résultats de contrôle obtenus pour ce cas particulier avec ?? ? ? et ?? ? ??? pour des 
modèles réduits d’ordre 4, 6, 8, 10 et 12 sont présentés dans le Tableau 6-3. 
Ordre du 
MR  
4 6 8 10 12 
?? (°C) 0,0261 0,0045 0,0087 0,0140 0,0112 
Tableau 6-3 : Écart quadratique ?? durant la phase contrôlée pour des modèles réduits d’ordre 
différents 
Notons dans ce cas que ???=0,1057°C. Le tableau ci-dessus montre que l’introduction de la 
commande permet de réduire les effets des perturbations thermiques quel que soit l’ordre du 
modèle réduit utilisé. Cependant, contrairement à ce qui était attendu l’utilisation de modèles 
réduits d’ordre supérieur à 6 dégrade les résultats de contrôle. En effet, lors de l’identification 
des modèles réduits, ??? obtenu pour le modèle réduit d’ordre 6 est 1,5 fois plus élevé que celui 
obtenu pour un modèle réduit d’ordre 12. Cet écart se réduit lors de l’étape de validation. La 
dégradation des résultats de contrôle avec l’augmentation de l’ordre du modèle réduit identifié 
peut s’expliquer par le fait que les modèles réduits d’ordre plus élevé que 6 contiennent un plus 
grand nombre de constantes de temps faibles très proches qui dégradent la qualité de la 
dynamique de la réponse du modèle réduit (cf. Tableau 6-4 et Tableau 6-5). 
MR6 : Constantes de temps (s) 
  12604 282 132 120 120 119 
Tableau 6-4 : Constantes de temps du MR6 
MR12 : Constantes de temps (s) 
14067 1125 883 283 264 121 121 120 120 119 119 117 
Tableau 6-5 : Constantes de temps du MR12 
Les résultats de contrôle obtenus avec le MR6 et le MR12 sont présentés ci-dessous.  
Modèle réduit d’ordre 12 
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Durant la phase contrôlée, on constate que l’écart quadratique moyen est 10 fois plus petit que 
celui calculé durant la phase non contrôlée où les températures varient en fonction des 
perturbations. Les évolutions des actions de contrôle sont données par la Figure 6-12(a). Les 
évolutions de température durant la phase contrôlée et la phase non contrôlée sont données 





Figure 6-12 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 












































































Durant la phase contrôlée, les actions de commande varient entre 0 et 1,5 W afin de réduire les 
effets des perturbations thermiques agissant sur le dispositif. Ces actions de commande 
présentent de fortes instabilités. Durant la phase non contrôlée, les commandes retrouvent leur 
état nominal ???? : les températures subissent uniquement la perturbation et varient avec un 
amplitude maximale de 0,17 °C 
Modèle réduit d’ordre 6 
Les évolutions des actions de contrôle sont données par la Figure 6-13(a), celles  des 




Figure 6-13 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 













































































Les actions de commande obtenues avec un modèle réduit d’ordre 6 présentent beaucoup 
moins d’oscillations que celles obtenues avec un MR12. Ces commandes sont plus lisses et 
permettent un meilleur rejet des perturbations. L’écart quadratique calculé durant la phase non 
contrôlée est 25 fois plus élevé que celui calculé durant la phase contrôlée. 
4.4.4. Influence du coefficient de pondération l 
Modèle réduit d’ordre 12 
Pour étudier l’influence du coefficient de pondération sur les résultats de contrôle, nous avons 
imposé les valeurs suivantes aux autres paramètres agissant sur la commande :  ? ?? ? ??? ? ??????  
Le Tableau 6-6 regroupe les écarts quadratiques moyens sur les températures régulées pour 
différentes valeur de l.  
l 10-1 10-2 10-3 10-4 10-5 10-7 10-8 0 ?? (°C) 0,0342 0,0214 0,0067 0,0071 0,0074 0,0083 0,0111 0,0112 
Tableau 6-6 : Écart quadratique ?? durant la phase contrôlée pour différentes valeurs du 
coefficient de pondération (contrôle avec le MR12). 
Le tableau ci-dessus montre que l’écart quadratique diminue significativement jusqu’à ce que l 
atteigne ????. Pour des valeurs de l inférieures à ????, on constate que l’écart quadratique 
moyen augmente. La valeur obtenue pour l ? ???? est une fois et demi plus grande que celle 
obtenue pour l ? ????. Cette augmentation sur le critère d’évaluation de la commande signifie 
que l’utilisation de coefficient de pondération trop petit induit de trop grandes fluctuations sur 
la commande, qui se répercutent sur les températures régulées. 
Pour essayer d’observer ce phénomène, nous avons tracé les évolutions des actions de 
commande pour les essais réalisés avec l ? ????(Figure 6-14(a)) et l ? ????(Figure 6-15(a)). 
Les évolutions des températures régulées pour ces deux essais sont données respectivement 
par la Figure 6-14(b) et la Figure 6-15(a).  
Pour l ? ????, on constate que le contrôleur réagit plus lentement à l’apparition d’une 
perturbation, ce qui se traduit par un déphasage entre l’apparition de la perturbation et les 
actions de contrôle. Ce déphasage induit des variations importantes sur les températures à 
réguler notamment lors du changement de niveau des perturbations. Pour l ? ????, le 
contrôleur répond plus rapidement mais on observe l’apparition d’instabilités sur les actions de 








Figure 6-14 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
















































































Figure 6-15 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
régulées ??? ???? ???? ??? pour l ? ???? 
Nous pouvons donc conclure que le paramètre l agit directement sur la forme de la commande 
issue du MPC. Mais il n y a pas de critères précis pour le choix du coefficient de pondération. 
Des tests doivent être réalisés afin de déterminer la valeur du critère permettant la meilleure 
régulation. 










































































Dans le paragraphe précédent, nous avions conclu que le modèle réduit d’ordre 6 
permettait de mieux amortir les effets des perturbations thermique pour un coefficient 
de pondération ? ? ?. Nous avons voulu vérifier si la variation du coeff icient de 
pondération entre ???? et ???? avait une influence sur les résultats de contrôle 
réalisés avec ce modèle réduit. Pour ce faire, nous avons fixé les paramètres du 
contrôleur MPC tels que :  ? ?? ? ??? ? ????  
Le Tableau 6-7 regroupe les écarts quadratiques moyens sur les températures régulées pour 
différentes valeur de l. 
l 10-3 10-5 10-7 0 ?? (°C) 0,0045 0,0044 0,0044 0,0045 
Tableau 6-7 : Écart quadratique ?? durant la phase contrôlée pour différentes valeur du 
coefficient ?de pondération l (contrôle avec le MR6). 
En utilisant un modèle réduit d’ordre 6, on obtient les mêmes résultats de contrôle quel que 
soit le coefficient de pondération utilisé. C’est l’ordre peu élevé (6) du modèle qui filtre les 
instabilités dans ce cas. La pondération par l n’est donc pas nécessaire. 
4.4.5. Influence des perturbations 
Dans les essais réalisés précédemment, les puissances dissipées par les films chauffants 
perturbateurs étaient supposées identiques. Grâce à un bon réglage des paramètres de la 
commande prédictive, nous avons pu réduire considérablement les effets de ces perturbations, 
et atteindre ainsi un niveau de contrôle avec un écart quadratique moyen sur les températures 
régulées seulement deux à trois fois plus élevé que l’écart type du bruit de mesure (0.002 °C). 
Dans les essais présentés ici, nous avons considéré des signaux de perturbations de la même 
forme que précédemment mais avec des amplitudes différentes (cf. Figure 6-16). Les 





Figure 6-16 : Signaux de perturbations appliquées aux films chauffants ???? ???? ??? 
Modèle réduit d’ordre 12 
Deux cas de contrôle ont été réalisés pour des coefficients de pondération ? ? ???? et ? ? ????. Les résultats de ces deux essais sont donnés par le Tableau 6-8. On constate de 
nouveau que le coefficient de pondération a une influence sur la qualité des résultats de 
contrôle. ? ?? (°C) ??? (°C) ???? 0,0102 
0,1127 ???? 0,0078 
Tableau 6-8 : Écart quadratique durant la phase contrôlée ?? et la phase non contrôlée ???  
pour ? ? ???? et ? ? ????  
Les évolutions des signaux de commande pour un coefficient de pondération ? ? ????sont 
données par la Figure 6-17(a) et celles des températures contrôlées correspondantes par la 
Figure 6-17(b).  

































Figure 6-17 : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 
régulées ??? ???? ???? ??? pour l ? ???? 
Les actions de commande issues du contrôleur MPC ont permis de réduire les effets des 














































































Modèle réduit d’ordre 6 
Les résultats de contrôle obtenus avec un modèle réduit d’ordre 6 sont présentés sur la Figure 
6-18. L’écart quadratique calculé durant la phase de commande est de 0.005 °C. Une fois encore 
on peut constater que l’utilisation d’un modèle réduit d’ordre 6 permet un meilleur rejet des 




Figure 6-18 : Actions de commande appliquées aux actionneurs ??? ? ? ??, (b) Températures 














































































Remarque : un contrôleur proportionnel a  été utilisé pour réaliser la régulation thermique des 
quatre points ??? ???? ???? ???, les résultats sont présenté en Annexe 4. 
4.5. Contrôle prédictif sur un cas non carré (Thin plant): 
Régulation de 12 températures avec les 4 actionneurs  
Les essais réalisés dans la section 4.5 de ce chapitre ont été réalisés sur des systèmes dits carrés, 
ce qui signifie que le nombre de températures à contrôler était égal au nombre d’actionneurs. 
Dans l’essai présenté ici, nous avons réalisé une régulation sur 12 températures parmi les 19 
mesurées avec quatre actionneurs avec un modèle réduit d’ordre 6. Ce type de système appelé 
Thin Plant est plus difficile à contrôler. 
 
 
Figure 6-19 : Cas non carré : (a) Actions de commande appliquées aux actionneurs ??? ? ? ??, 





























































































Les signaux de perturbation appliqués au système sont donnés par la Figure 6-7. Les paramètres 
de contrôle utilisés dans cet essai sont :  ??? ? ????? ? ?? ? ? ?  
Pendant la phase contrôlée, le contrôleur MPC délivre des actions de commande qui 
permettent de réduire les effets des perturbations thermiques (cf. Figure 6-19(a)). L’écart 
quadratique moyen ?? durant la phase contrôlée est égal à 0.0191 °C. Durant la phase non 
contrôlée, les températures ??? ? ? ??? varient en fonction des perturbations. L’écart 
quadratique moyen ??? durant cette phase est égal à 0.1065 °C, cet écart quadratique est 5 fois 
plus élevé que celui calculé durant la phase contrôlée.  
On constate que les températures situées près des films chauffants perturbateurs (??? ???? ???? 
sont moins amorties que les 9 autres températures restantes. Elles évoluent en fonction de 
l’évolution des perturbations avec une amplitude réduite (l’amplitude maximale est de 
0.044 °C). Les températures situées près des actionneurs (???? ???? ???? au contraire évoluent en 
fonction de l’évolution des signaux de commande. Les températures les mieux amorties sont 
celles situées entre les actionneurs et les perturbations. Lors du calcul des actions de 
commande, un compromis est fait afin de réaliser une meilleure régulation sur l’ensemble des 
températures.  
4.6. Discussion et analyse  
Dans ce chapitre 5, nous avons utilisé  des modèles réduits identifiés par la MIM pour réaliser 
un contrôle par retour d’état sur le dispositif expérimental. 
Le premier cas de contrôle présenté correspond à la régulation thermique d’un système carré 
(nombre de température à contrôler égal aux nombre d’actionneurs). Nous avons réalisé une 
étude paramétrique pour étudier l’influence des paramètres (??? ??? ?? ainsi que l’influence de 
la variation des amplitudes des perturbations et de l’ordre du modèle réduit.  
L’étude paramétrique du contrôle a permis de déterminer les paramètres optimaux ??? ????? ?? ? ?? ? ? ?? permettant d’atteindre un niveau de régulation thermique proche du niveau 
de l’écart-type sur le bruit de mesure avec un modèle réduit d’ordre 6. Ce résultat est 
extrêmement intéressant pour la métrologie de très haute exactitude (exactitude 
nanométrique). En effet, la régulation de température à 0,0045°C permet la réalisation de 
mesures dimensionnelles avec une incertitude nanométrique.  
Une augmentation de l’ordre du modèle réduit utilisé lors du contrôle à 12 n’a fait que dégrader 
les résultats de régulation pour passer  de 0,0045°C à 0,0067 °C. Ce constat a été confirmé pour 
un ordre du modèle réduit égale à 8, dont les résultats reste meilleurs que ceux que nous avons 
obtenu avec le modèle d’ordre 12, mais moins bien que ceux obtenus avec le modèle d’ordre 6. 
Une explication plausible est que l’augmentation de l’ordre du modèle réduit s’accompagne 
d’une augmentation de constante de temps faibles qui dégradent la qualité de la dynamique du 
modèle réduit. Cette explication reste à vérifier avec des essais supplémentaires.  
142 
 
En augmentant le nombre de températures contrôlées (12 températures) avec un nombre 
réduit d’actionneurs (4 actionneurs), les résultats de régulation optimaux obtenus sont 
inférieurs à  0,02 °C, compte tenu de la complexité de ce contrôle. Ce résultat reste tout de 
même satisfaisant car il permet d’atténuer le gradient thermique dans le dispositif. Cette 
situation rend l’application des méthodes de compensation habituellement utilisées dans les 
machines de mesure dimensionnelles beaucoup plus performantes. 
5. Conclusion  
Ce chapitre se divise en deux grandes parties. Dans la première, nous avons introduit d’une 
manière succincte le contrôle par retour d’état ainsi que ses objectifs. Parmi les méthodes 
reposant sur un retour d’état, nous nous sommes particulièrement intéressés à la commande 
prédictive. Celle-ci repose sur l’utilisation d’un modèle afin de prédire le comportement futur du 
système et choisir ainsi la meilleure séquence de commande au sens d’un certain coût, tout en 
respectant certains critères. Seule la première composante de la séquence est appliquée. Cette 
démarche est ensuite reproduite à l’instant d’échantillonnage suivant.  
Les différentes étapes d’élaboration de la commande ont été décrites, à commencer par la 
définition du critère de performance de la commande prédictive ainsi que ses différents 
paramètres. Avant de procéder à la minimisation du critère de performance, le modèle utilisé 
pour prédire les sorties futures du système a été présenté. Enfin, la loi de commande obtenue à 
travers la minimisation du critère de performance a été présentée. 
La loi de commande obtenue dépend de l’état du système, le filtre de Kalman permettant 
d’avoir une estimation de cet état est introduit. 
La deuxième partie de ce chapitre a été consacrée à la présentation des résultats de la 
régulation thermique sur le dispositif expérimental. Plusieurs modèles réduits identifiés par la 
MIM ont été utilisés pour réaliser le contrôle. Un cas particulier de la commande correspondant 
à un coefficient de pondération sur la commande nul a été présenté, une étude paramétrique 
montrant l’influence de chaque paramètre de la commande prédictive sur les résultats de 
commande a été menée. Les résultats de contrôle obtenus par ces différents essais nous ont 
permis de réduire considérablement les effets des perturbations et d’atteindre une régulation à 
quelques millièmes de degrés pour des systèmes carrés. 
De plus, une régulation à quelques centièmes de degré a été réalisée pour un système non 








Conclusion générale  et perspectives 
Les travaux présentés dans le manuscrit de thèse s’inscrivent dans le cadre d’un projet 
européen EMPR IND13 (2011-2014), destinée principalement à l’amélioration de la métrologie 
au sein des laboratoires nationaux de métrologie et des laboratoires associés. La particularité de 
ces travaux de recherche réside en leur caractère multidisciplinaire. Ils font appel à maintes 
compétences en métrologie dimensionnelle, conception mécanique, thermique, automatique et 
traitement du signal. Tous ces outils ont été utilisés pour mettre en place une nouvelle méthode 
permettant de minimiser les erreurs de mesure dimensionnelle dues aux perturbations 
thermiques. Cette méthode repose sur l’association d’un modèle réduit identifié par la méthode 
d’identification modale (MIM) à partir de données expérimentales à une méthode de 
commande optimale. Les séquences de commande permettant de minimiser les effets des 
perturbations thermiques sont obtenues à partir de l’optimisation d’un critère de performance.  
Originalité du travail et apports scientifiques :   
La première contribution de cette thèse consiste à mettre en évidence de l’influence les 
variations de température dans un dispositif expérimental de très haute exactitude sur la 
mesure de forme en utilisant des capteurs capacitifs. Dans ce but, un dispositif expérimental 
reproduisant la structure métrologique d’une nouvelle machine de mesure de cylindricité a été 
utilisé. Il a été initialement développé pour valider des solutions adoptées pour la machine de 
mesure de cylindricité comme l’étalonnage in-situ des capteurs capacitifs, les lois de 
mouvement, l’influence du déport du capteur par rapport à la génératrice du cylindre,etc. Le 
dispositif expérimental a été instrumenté avec des films chauffants simulant les perturbations 
que peuvent générer les éléments de guidage. Les mesures de température dans le dispositif 
ont été réalisées avec des sondes de température Pt100 raccordées à un étalon de référence. 
Des étalonnages des capteurs capacitifs ont été réalisés avec et sans perturbations, les erreurs 
résiduelles obtenues en présence de perturbations sont au moins deux fois plus élevées que 
celles obtenues sans perturbations et ce pour différentes amplitudes de puissance des films 
chauffants. 
Modélisation par éléments finis d’un dispositif expérimental et comparaison des résultats 
obtenus à des résultats expérimentaux. Un modèle CAO du dispositif expérimental a été utilisé 
afin de générer un modèle de calcul par éléments finis sous Comsol Multiphysics. Ce calcul nous 
a permis de déterminer la répartition de la température dans le dispositif expérimental, et de 
déterminer les zones les plus sensibles. Ces zones ont été sélectionnées pour loger 19 sondes de 
température (Cinq sondes dans la structure porte capteur capacitifs et 14 dans la structure 
porteuse). Les résultats de ce calcul ont été comparés aux mesures expérimentales pour 
différentes amplitudes de la puissance introduite dans le système. Il en est ressorti que le 
modèle de calcul par éléments finis ne reproduisait pas fidèlement le comportement thermique 
du système. Ce fait est essentiellement dû aux différentes approximations et hypothèses posées 
lors de l’élaboration du modèle.  
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Développement d’un modèle réduit reproduisant le comportement thermique du dispositif 
expérimental. La méthode d’identification modale (MIM) a été utilisée afin d’identifier un 
modèle réduit reproduisant le comportement thermique du dispositif expérimental. Le critère 
quadratique d’identification des paramètres du modèle réduit est du même ordre que le bruit 
de mesure des sondes de température Pt100 utilisées pour réaliser la mesure. Une comparaison 
entre les résultats obtenus avec le modèle réduit et les mesures expérimentales  nous a permis 
de conclure que le modèle réduit développé reproduisait fidèlement le comportement du 
système.  
Réalisation d’un contrôle en temps réel sur le dispositif expérimental. Le modèle réduit 
identifié a été associée à une commande prédictive afin de réaliser une régulation de 
température du dispositif expérimental. Une étude paramétrique montrant l’influence du choix 
des paramètres de la commande sur les résultats de contrôle a été faite. Enfin, une régulation 
mieux que le centième de degré a été obtenue pour des systèmes carrés, pour différentes 
amplitudes de la puissance injectée dans le système (perturbations). Pour un système non carré, 
plus difficile à contrôler, une régulation de température de l’ordre de deux centièmes de degré 
a été atteinte.  
Perspectives 
Ces travaux de recherche présentent une première approche de la régulation thermique sur les 
machines de mesure dimensionnelle de très haute exactitude. En effet, les résultats présentés 
dans ce manuscrit traitent de la régulation thermique sur un dispositif expérimental 
reproduisant la structure métrologique à l’échelle ½ d’une nouvelle machine de mesure de 
cylindricité développée au LCM en collaboration avec l’École des Arts et Métiers de Lille et les 
entreprises GEOMNIA, AXYUM et MESULOG. Les résultats obtenus pour un nombre de 
températures à réguler égal au nombre d’actionneurs est mieux que le centième de degré. La 
régulation d’un nombre plus élevé de températures avec un nombre  d’actionneurs inférieur est 
réalisée à deux centièmes de degré. Il serait donc judicieux d’affiner l’étude paramétrique de la 
commande prédictive, et ce en dissociant l’horizon de prédiction de l’horizon de contrôle afin 
de ramener les résultats de régulation d’un nombre élevé de température au même niveau que 
celui obtenu pour la régulation de quatre températures.   
 La deuxième perspective consiste à qualifier la nouvelle machine de mesure de cylindricité. Cet 
objectif peut être décliné en plusieurs points : 
- évaluation de la stabilité thermique de la machine, 
- étalonnage du cylindre de référence par retournement, multi-retournement, spirale et multi-
capteurs, 
- vérification de la stabilité de l’étalonnage, 
- développement d’une méthode de compensation algorithmique des dilatations thermiques,  
- analyse du processus de mesure et des sources d’incertitudes et leurs facteurs d’influence. 
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Les paramètres d’étalonnage des sondes de références, les corrections sur les instruments de 
mesure ainsi que les corrections sur les températures mesurées par les sondes non étalonnées 
sont présentés dans le suivant.  
Numéro de la sonde ?? (Ω) ?? (Ω) ?? (Ω) ?? (°C) 
1 99,9977 -0,0097 -0,0031  
2 100,0005 0,0081 -0,0033  
3 99,9967 -0,0101 -0,0032  
4 99,9937 0,0110 -0,0032  
5 100  -0,0032 -0,0982 
6 100  -0,0033 -0,1077 
7 100  -0,0032 -0,0990 
8 100  -0,0032 -0,0118 
9 100  -0,0030 -0,0423 
10 100  -0,0031 -0,0761 
11 100,034 -0,0085 -0,0029  
12 99,9949 -0,0094 -0,0029  
13 100,0016 -0,0087 -0,0028  
14 100,0291 -0,0091 -0,0029  
15 99,9904 -0,0090 -0,0029  
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16 100  -0,0029 -0,1006 
17 100  -0,0030 -0,0989 
18 100  -0,0029 -0,0234 
19 100,1644 -0,0088 -0,0029  
1_ext 100  -0,0025 -0,1182 
2_ext 100  -0,0024 -0,0773 
3_ext 100  -0,0025 -0,0772 
4_ext 100  -0,0025 -0,0606 
 
Annexe 2 (cf. fichier 8 voies de mesure de puissance) 
 
Annexe 3 (cf. Article Parametric investigation of Linear Quadratic Gaussian and Model 
Predictive Control approaches for thermal regulation of a high precision geometric 
measurement machine) 
 Annexe 4 
Résultats de contrôle avec un régulateur proportionnel 
Le cas de control présenté dans ce document correspond au contrôle de quatre températures ???? ???? ???? ???? situées près des quatre films chauffants actionneurs à travers l’utilisation d’un 
correcteur proportionnel.  
Conditions expérimentales :  
Pas de temps de contrôle : ?? ? 8 s 
Gain du correcteur proportionnel : ?? ? 40 
Durée du contrôle : 10 heures.  
Résultats de contrôle :  
Les signaux de perturbation appliqués aux films chauffants perturbateurs durant la phase 
contrôlée  sont constitués d’une succession de créneaux allant de 0 à 2 W. Ils sont présentés sur 





Figure 1 : Perturbations appliqués aux films chauffants  
Les actions de contrôle appliquées aux films chauffants actionneurs sont illustrées dans la Figure 
2(a), les températures régulées sont présentées dans la Figure 2(b).   
 

























































































































Figure 2 : (a) Actions de contrôle appliqués aux actionneurs, (b) Températures régulées pour ?? ? 40 
 Les écarts quadratiques moyens sur les températures durant la phase contrôlée (??? et la phase 
non contrôlées (???? sont présentés dans le tableau ci-dessous. 
 ???(°C) ?????(°C) 
  0,0301 0,1057 
Tableau 1 : Résultats de contrôle obtenus avec un correcteur proportionnel  
L’introduction d’un correcteur proportionnel a permis de réduire considérablement les effets 
des perturbations thermiques sur les quatre températures contrôlées. Mais, elle n’a pas permis 








































Voies impaires mesures de U
Voies paires mesures de I
sur shunts




R3 = 48,385 m
R4 = 48,164 m
R5 = 48,165 m
R6 = 48,593 m
R7 = 48,609 m
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PWR220/PWR221 S Series Shunt Resistor
Features
■ Low TCR
■ Low electrical noise
■ Low inductance/capacitance
■ High power rating




■ Test and measurement
■ Electricity meters
General Information
The Bourns® PWR220 S Series is a TO220 style Shunt Resistor; the PWR221 S Series is a
TO221 style Shunt Resistor. Manufactured using foil on alumina ceramic, it is used in
applications such as power supplies, motor drives and measurements. 
Electrical & Thermal Characteristics
Parameter Symbol Min. Nom. Max. Unit
Resistance R 0.002 50 Ω
Power Rating
@ 70 °C without additional heat sink





0.002 Ω < R < 0.01 Ω
0.01 Ω < R < 0.10 Ω









-20 °C < T < 60 °C




Thermal Resistance – Rthj (Max @ R < 50 Ω) 4.8 °C/W
Stability 0.1 0.5 %
Thermal EMF 1.0 µV/°C
Dielectric Withstanding Voltage 300 VDC









Tape & Reel** .......................500 pcs./reel
**Tape & Reel is only available for Version A.
*RoHS Directive 2002/95/EC Jan 27 2003, including Annex
Specifications are subject to change without notice.









* Thermal junction 130 °C max.
** 1 % also available with 4-pin version.
*** 0.1 % and 0.24 % also available with 4-pin version.
Specifications are subject to change without notice.
Customers should verify actual device performance in their specific applications.
Product Dimensions
PWR220/PWR221 S Series Shunt Resistor
10.16
(0.4)
TO220 Housing: 2-Pin TO220 Housing: 4-Pin 






































































































































































PWR220/PWR221 S Series Shunt Resistor
Specifications are subject to change without notice.
Customers should verify actual device performance in their specific applications.
How to Order
PWR  220  -  2  S  A  R040  J  E
Model









A = Surface Mount
B = Through Hole
Resistor Value for all Tolerances
“R” represents decimal point 
(examples: R040 = .040 ohms; 50R0 = 50.0 ohms
Absolute Tolerance
J = 5 % G = 2 % F = 1 %
D = 0.5 % *C = 0.25 % *B = 0.1 %
Packaging
E = Tape & Reel (Available only for Version A)
___ = Tubes













PWR220/PWR221 S Series Shunt Resistor
Devices are packed in accordance with EIA standard 






















Specifications are subject to change without notice.
Customers should verify actual device performance in their specific applications.
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Tel: +886-2 2562-4117 • Fax: +886-2 2562-4116
Europe:
Tel: +41-41 768 5555 • Fax: +41-41 768 5510
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Reel Outside Diameter D
330
(12.992)






Quantity per Reel — 500
en m U(i) mV U(i)/R (mA) I source(mA)
R1 49,187 22,708 0,4617 0,461
R2 48,512 22,395 0,4616 0,461
R3 48,385 22,336 0,4616 0,461
R4 48,164 22,235 0,4617 0,461
R5 48,165 22,235 0,4616 0,461
R6 48,593 22,433 0,4617 0,461
R7 48,609 22,441 0,4617 0,461
R8 48,298 22,298 0,4617 0,461
Les résistances de shunt Ri sont mesurées avec un Agilent 34420A
U(i) mesurées sur Agilent  34970A
I source valeur lue sur la source de tension Agilent E3634A
Etalonnage de la mesure de courant
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K alm an ﬁlter
Reduced model
a b s t r a c t
A numerical comparison between Linear Quadratic Gaussian (LQG) Compensator and Model Predictive
Control (MPC) is investigated in this paper for thermal regulation of a high precision dimensional
measurement machine subject to four thermal disturbances (laser interferometers). The aim is to control
temperature at four locations thanks to four surface actuators, whatever the shape of perturbation
signals in the range of magnitude of a few Watt considered for the actual device. Since the complex 3D
thermal model of the machine cannot be used for real-time control, a modal reduced model is built and
then used for state feedback control.
Two conﬁgurations (points to be controlled close to or far from actuators and perturbations) are
studied. A parametric analysis is carried out and shows the main differences between both control
techniques. For MPC, the lower the penalization coefﬁcient is, the better the results are, provided that the
number of time steps for prediction horizon is sufﬁciently large. On the contrary, for LQG, it has been
observed that decreasing the cost parameter down to its critical value for which the LQR Riccati equation
cannot be solved anymore, leads to the control failure.
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction
The French Laboratory of Metrology (LNE) is currently devel-
oping a new cylindricity measurement apparatus with nanometric
precision, whose architecture and functioning are described in
detail in Refs. [1e3]. Despite all taken precautions e metrology
frame dissociated from supporting structure, controlled environ-
ment, insulation of heating parts e slight temperature variations
induced by heat dissipations from laser interferometers andmotors
cause dilatations that do affect geometrical measurements. In fact,
without additional thermal regulation, temperature variations of
the order of magnitude of 0.1 "C due to such devices induce di-
latations of a few hundreds nanometers in the dimensional
metrology frame, hence perturbing dimensional measurements. In
order to reach the LNE's objective of a few tenths nanometers
precision, temperature control within 0.01 "C accuracy is required.* Corresponding author. Tel.: þ33 5 49 49 81 17.
E-mail address: etienne.videcoq@ensma.fr (E. Videcoq).
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Because the LNE's machine is unique and as the aimed geometrical
precision is a pioneering objective, no works dealing with real-time
thermal regulation on such a machine have been done previously.
This is in fact one of the topics of the current European project
SRT04i “Thermal design and time-dependent dimensional drift
behavior of sensors, materials and structures” of the European
Metrology Research Program.
Temperature regulation stands at the crossroads of many
research ﬁelds, such as electronics cooling, building thermal man-
agement, control of chemical reactor, melting of nuclear fuel rods.
Among control techniques, one can bring out two main categories:
open-loop and closed-loop approaches. An example of passive
open-loop control in electronics cooling is given in Ref. [4] where
highly conductive elements are inserted in the device dissipating
heat. The objective of maintaining constant temperature inside the
LNE device over the duration of dimensional measurements in or-
der to avoid dilatations falls within the ﬁeld of active closed-loop
control. An interesting survey of different closed-loop control
techniques is for instance given in both companion papers [5] and
[6] for controlling the outlet oil temperature of solar plants with
distributed collectors. The main features of the control approaches
are recalled and a classiﬁcation of the different techniques is pro-
posed. Although PID control is widely used in industry, it is not very
well adapted to multi-input multi-output (MIMO) systems as the
one we have to deal with (several disturbances and actuators and
also multiple temperatures to control). Model-based approaches
are hence preferred.
The present work thus deals with a numerical parametric study
of two state feedback control approaches e namely Linear
Quadratic Gaussian (LQG) control [7] and Model Predictive Control
(MPC) [8]. Those approaches have been used in many industrial
ﬁelds. Qi and Deng [9] developed an LQG MIMO controller which,
compared to a SISO controller, allows simultaneous control of in-
door air temperature and humidity of an air conditioning system by
varying the speeds of both compressor and supply fan. Edouard and
co-workers [10] compared linear quadratic regulator (LQR) and
MPC approaches for the temperature control of reverse ﬂow reactor
using a 1D Finite Difference based model. Instead of a classical
K alm an ﬁlter, they used a high-gain observer to estimate both the
temperature state vector required for LQR and the input distur-
bance needed for MPC. Both controllers were found to be robust.
However, as MPC directly used the input disturbance estimation, it
was more sensitive than LQR to large disturbance and LQR perfor-
mances were hence better. Moreover, tuning the MPC controller
was more complex for their speciﬁc conﬁguration. However, for
their control task, the LQR approach required a decoupling strategy
with two optimization tasks whereas MPC allowed for explicit
implementation of constraints, making MPC more adapted to
general multivariable control problems. Bako sov a and Oravec [11]
investigated the control of a heat exchanger network composed
of three counter-current heat exchangers bymeans of a robust MPC
approach. Their robust model predictive controller had better
performances than the optimal LQ controller as it was able to take
into account some parameter uncertainties whereas the LQ
controller gave better results only for the nominal case obtained
with the average values of the uncertain parameters. Apart from the
application ﬁeld, their work differs from ours on two main points.
Firstly there was a single control variable. Secondly a zonal heat
transfer model formed of 6 equations (water and air temperatures
of the three exchangers) was used, so that in the end the vector of
observed temperatures and the temperature state vector were
identical, hence avoiding the need of a state estimator.
In fact, heat transfer models may be built using different ap-
proaches. From a “system analysis” point of view, zonal heat
transfer models based on heat balance equations written for each of
the main zones of a system, are often used as in Refs. [9,11]. More
accurate heat transfer models may be obtained through classic
modeling methods based on Finite Elements, Finite Volumes or
Finite Differences for instance. Such approaches rely on space dis-
cretization of the system. However, due to the high density of
meshes required, the obtained models are constituted of a large
number of (ﬁrst order in time) equations, making them unable to be
Nomenclature
Cp speciﬁc heat, J kg
 1 K 1
F state matrix
G input matrix
h convective exchange coefﬁcient, W m 2 K 1
H output matrix
k thermal conductivity, W m 1 K 1
Kf gain matrix of LQE
Kr gain matrix of LQR
L parameter used to limit the command magnitude for
LQG
n RM order i.e. size of vector dX
Np number of time steps for prediction horizon for MPC
p dimension of global input vector
P power, W





w temperature measurement noise, !C
X state vector
Y output vector
Z vector of controlled temperatures
Greek symbols
a ratio between standard deviations of measurement
and perturbation noises
Dt time step, s
l penalization coefﬁcient for MPC
r density, kg m 3
sn
id
mean quadratic discrepancy for RM identiﬁcation, !C
Subscripts
a ambient





LQE Linear Quadratic Estimator
LQG Linear Quadratic Gaussian
LQR Linear Quadratic Regulator
MIM Modal Identiﬁcation Method
RM Reduced Model
RMn Reduced Model of order n
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used for real-time control. As a consequence, approaches were
developed for building reduced heat transfer models, composed of
a small set of equations (typically about ten or even less), to be used
instead of large-size models in the real-time feedback loop.
Although the present paper does not focus on model reduction or
low order identiﬁcation methods, let us cite two approaches. Sin-
gular Value Decomposition coupled with KarhuneneLo eve
expansion was used in Ref. [12] for identifying a low order linear
model employed for control of a MIMO chemical reactor via MPC.
Neural networks constitute another class of low order models that
can be used for control tasks, as in Ref. [13] where temperature
control of ﬂows in long ducts was achieved using MPC.
In the present paper, a real-time temperature regulation of the
LNE machine's metrology frame is investigated. When dimensional
measurements begin, the steady temperature ﬁeld in the machine
may be heterogenous. What matters is to maintain temperature
constant in time, in practice at speciﬁc locations along the dimen-
sional metrology frame on which cylindricity sensors are posi-
tioned. Given the very low temperature variations occurring inside
the LNE machine, linear heat transfer models and linear control are
very well adapted. Control performances of LQG and MPC ap-
proaches, both using the same linear quadratic estimator (K!alm!an
ﬁlter), are compared. A low order model of heat transfer across the
device is obtained through the Modal Identiﬁcation Method (MIM)
from a detailed Finite Element model built with COMSOL Multi-
physics®. MIM is described in Ref. [14]. Reduced models built with
MIM were used for solving efﬁciently inverse heat transfer prob-
lems such as in Ref. [15] and have also been used successfully for
real-time state feedback control of MIMO thermal systems. In
Ref. [16], an aluminum slab was heated on one side by a mobile
radiative heat source and cooled on the other side by a fan panel.
Both temperature regulation and tracking problems were experi-
mentally investigated. Ventilation played the role of perturbation
whereas heat power and displacements of the mobile heat source
were used as actuators. In Ref. [17], another experimental
conﬁguration was explored: four fans were used as actuators
whereas the heat source power was the thermal disturbance.
The LNE machine is brieﬂy described in Section 2 and the
associated heat transfer modeling is presented in Section 3. The
MIM is brieﬂy presented in Section 4 and both LQG and MPC ap-
proaches are recalled in Section 5. Results of parametric studies and
subsequent analysis are discussed in Section 6.
2. Description of the LNE machine
The set-up illustrated in Fig. 1 is composed of three different
materials (Aluminum mainly, Zerodur and Invar). Its external di-
mensions are 0.6 0.6 0.354m3 and its mass is about 110 kg. Four
volumetric heat sources (P1, P2, P3, P4) simulate the power dissi-
pated by laser interferometers (disturbances) and four surface
heaters (A1, A2, A3, A4) play the role of actuators. However, these
thermal sources are not yet implemented on the device and up to
now, only steady state temperaturemeasurements are available, for
ambient temperature and for the machine. The standard deviation
for ambient temperature has been measured at 1.19  10!2 "C, thus
showing a very high stability of the room temperature. The stan-
dard deviation of temperatures recorded by sensors T1 to T18
(shown on Fig. 1) during the same experiment is 1.4  10!3 "C. This
value includes both the damped ﬂuctuations of ambient tempera-
ture and the intrinsic measurement noise of the sensors. The hy-
pothesis of a constant ambient temperature and a measurement
Gaussian noise with 2  10!3 "C standard deviation thus allows
taking into account the inﬂuence of the ambient temperature
ﬂuctuations in our simulated measurements.
3. Heat transfer equations and modeling
In the frame of the present numerical study, a heat transfer
model of the set-up is used.
Fig. 1. (a) Set-up containing the metrological loop, (b) (c) (d) set-up simpliﬁed on COMSOL, T1,…, T18: the temperature sensors, P1,…, P4: the perturbations, A1,…, A4: the actuators.
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Temperature distribution within the machine is determined
from the solution of the heat equation with associated initial and
boundary conditions. The equation governing the heat transfer in




















ðM; tÞ cM2U (1)
where T is the temperature at a point M in the domain, k the
thermal conductivity, Cp the speciﬁc heat and r the density. All
thermophysical properties are assumed temperature-independent.
The summation term corresponds to the 4 disturbing heat sources.
Pj is the time varying strength of the jth heat source and Vj the
corresponding volume. The characteristic function cj is equal to 1 if
M is in source j, else cj(M) ¼ 0
Ai is the heat ﬂux dissipated by the ith surface heater through its
area Si corresponding to the portion Gi of boundary G. The boundary








; cM2Gi; i ¼ 1;…;4 (2)
On the remaining parts of boundary G, the boundary condition
corresponds to a convective exchange between the machine and its





¼ hðTa % TðM; tÞÞ cM2Gn∪
4
i¼1Gi (3)
where Ta is the ambient temperature and h ¼ 7 W m
%2 K%1.
The initial condition writes:
TðM;0Þ ¼ Ta (4)
As analytical solutions are not available for such a 3D and
complex system, COMSOL Multiphysics® software based on Finite
Elements Method is used to simulate equations (1)e(4) associated
to the set-up geometry. A spatial discretization of N ¼ 243,459
nodes has been made. In the following, the COMSOL modeling is
called the Detailed Model (DM). It allows computing a system of N
differential equations at each time step. This simulation provides a
vector of temperatures T(t) of dimension N.
Note that as the ambient temperature remains constant, only
the deviation from this temperature will be given in the following
analysis.
Only a few located temperatures are targeted in our control
problem. That is why a selection of temperatures at some speciﬁc
nodes (see Fig. 1) is done in an output vector YDM(t), here of
dimension q ¼ 18, such as:
YDMðtÞ ¼ ½T1; T2;…; T18(
T (5)
The goal of this investigation is to observe the output vector
when the system is submitted to the 4 perturbations Pi(t) and to the
4 actuators Ai(t). All the 8 thermal inputs of the problem are stored
in an input vector U(t), of dimension p ¼ 8, such as:
UðtÞ ¼ ½A1ðtÞ;A2ðtÞ;A3ðtÞ;A4ðtÞ; P1ðtÞ; P2ðtÞ; P3ðtÞ; P4ðtÞ(
T (6)
Because of high-density spatial mesh used in COMSOL, the
corresponding computation time is very large, making this model
unsuitable for real-time control. Furthermore, for the proposed
control, only the inﬂuence of the input vector on the output vector
is needed. Therefore, the computation of the entire thermal ﬁeld
included in T(t) is not necessary. The Modal Identiﬁcation Method
presented here below is a useful way to handle these two issues.
4. Modal Identiﬁcation Method (MIM)
The MIM aims at building reduced models (RM) from numerical
or experimental data using optimization techniques. As themethod
and its variants have been described in detail in previous works e
see for instance Refs. [14e16] e only the main features are recalled
here. MIM is composed of 3 main steps brieﬂy presented below. A
fourth step consists in testing the identiﬁed RM.
4.1. RM equations
The form of the RM equations are deﬁned starting from the local
PDEs governing the involved physics.
For the present heat diffusion problem, linear transfers are
assumed considering the lowmagnitude of temperature variations.
It has been shown [14e16] that for linear systems the RM to be
identiﬁed may be put in state-space representation under modal
form such as:
_XðtÞ ¼ FXðtÞ þ GUðtÞ
YRMðtÞ ¼ HXðtÞ
(7)
F2ℝn)n is the diagonal state matrix, G2ℝn)p the input matrix and
H2ℝq)n the output matrix. The number n of equations, also called
the model order, is typically small (a few units or tenths). For a
given n, our aim is to ﬁnd a set of matrices F, G, H such as:
YRMðtÞzYDMðtÞ c UðtÞ (8)
Fig. 2. Input signals for the RM parameters identiﬁcation and 8 among 18 corre-
sponding output temperatures.
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4.2. Inputeoutput data for the RM identiﬁcation
The second step consists in generating some inputeoutput data
characteristic of the system dynamics. Those data come from nu-
merical simulations as in the present work, or from in-situ mea-
surements. Here the DM built using COMSOL Multiphysics® has
been used to obtain simulated data YDM(t) in response to the input
signal U*(t) composed of 8 successive steps given in Fig. 2a, each
one allowing to reach the steady state. The evolution of 8 among 18
outputs is shown in Fig. 2b and c. The 18 outputs are used to build a
set of 10 RMs of order 1e10.
4.3. Identiﬁcation of RM constitutive parameters
For a given order n, matrices F, G, H in equation (7) are identiﬁed
through the minimization of a functional based on the quadratic
residuals between YRM(t) and YDM(t) for the same known input
vector U*(t). The mean quadratic residuals corresponding to the


















where Nt is the number of time samples in the data used for the
identiﬁcation.
When estimating the components of the reduced model
matrices three constraints are imposed:
# All components of diagonal matrix Fmust be real negative. This
guarantees the system stability.
# To ensure controllability, G must contain only non-zero rows.
# To ensure observability, Hmust contain only non-zero columns.
Particle Swarm Optimization and Ordinary Least Squares are
used in the minimization algorithm.
Note that geometry and thermophysical properties do not appear
explicitly in the RM. All information on these quantities is included
implicitly in the data YDM(t) and at the end of the identiﬁcation
procedure, implicitly embedded in matrices F, G, H. In fact, the RM
obtained through MIM can be compared to a transfer function.
Table 1 shows the evolution of the identiﬁcation criterion sn
id
according to the RM order. It is observed that this criterion de-
creases signiﬁcantly when the model order increases up to 10.
4.4. RM validation
A set of input data U(t) shown in Fig. 3, different than U*(t), is
used to validate the identiﬁed RMs. The temperatures issued from
the order 10 RM are compared to those issued from the DM. The
mean quadratic discrepancy sn
val
is given in Table 1, it decreases
when the RM order increases. It also conﬁrms that the reduced
model of order 10 (called RM10 in the following) ﬁts better the DM.
5. State feedback regulation
In order to use an RM for optimal control, it is needed to sepa-
rate perturbations from actuators. The input vector U(t) given in







with: UA(t) ¼ [A1(t), A2(t), A3(t), A4(t)]
T the vector of actuators
and UP(t) ¼ [P1(t), P2(t), P3(t), P4(t)]
T the vector of perturbations
Input matrix G is also split into 2 corresponding parts:
G ¼ [GA GP]
Equation (7) then become:
_XðtÞ ¼ FXðtÞ þ GAUAðtÞ þ GPUPðtÞ
YRMðtÞ ¼ HXðtÞ
(11)
Since control is not performed on the 18 components of YRM(t)
but only on 4 of these components, another observable vector Z(t),
part of YRM(t), is deﬁned:
ZðtÞ ¼ HzXðtÞ (12)
Hz is a submatrix of H that allows to choose the 4 temperatures to
be controlled.
Here Z ¼ [T5, T6, T7, T8]
T or Z ¼ [T14, T15, T16, T17]
T depending on
the studied case.
The above MIMO system is linear, stable, controllable and
observable by construction. The state feedback control was
Table 1




functions of the RM order.
RM order 1 2 3 4 5 6 7 8 9 10
sn
id
('C) 0.0784 0.0671 0.0404 0.0215 0.0133 0.0118 0.0082 0.0063 0.0056 0.0036
sn
val
('C) 0.1916 0.1689 0.1497 0.1317 0.1036 0.0984 0.0631 0.0522 0.0521 0.0391
Fig. 3. RM validation: set of input signals and 8 among 18 corresponding RM outputs.
Temperature deviation between detailed model and order 10 RM multiplied by 5.
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achieved through two different methods, the Linear Quadratic
Gaussian Compensator and the Model Predictive Control. Both
methods require the knowledge of the state of the system which
cannot be obtained directly. A K alm an ﬁlter is introduced for both
methods to estimate the state of the system.
5.1. Linear Quadratic Gaussian compensator
The Linear Quadratic Gaussian control [7] is applied to systems
with noisy and unmeasured states. It relies on the separation
principle stating that the optimal control solution is divided into
two parts: Linear Quadratic Regulator (LQR) and Linear Quadratic
Estimator (LQE) also known as K alm an ﬁlter.
5.1.1. Linear Quadratic Regulator
The LQR objective is to ﬁnd an optimal control minimizing the







XT ðtÞQXðtÞ þ UTAðtÞRUAðtÞ
i
dt (13)
Q and R are symmetric positive matrices. Q ¼ HTzHz and
R¼ diag(L2), the parameter L is used to limit the control magnitude.
Selecting large L induces a low magnitude control action which is
often desirable but it limits the control efﬁciency.
The solution of the LQR problem is given by a linear law of the
form (see Ref. [7]):
UAðtÞ ¼ $KrXðtÞ (14)
where the gain matrix Kr of the LQR is:
Kr ¼ R
$1GTAP (15)
P is the solution of the algebraic Riccati equation:








AP ¼ 0 (16)
The control law depends on the RM state X(t). As mentioned
before, this state cannot be measured directly, this is why an esti-
mator able to give the state of the system at each time step is
required.
5.1.2. K alm an ﬁlter
The K alm an ﬁlter is a dynamical system used to estimate the
state of a system in the presence of noisy data.
Let us consider the system:
_XðtÞ ¼ FXðtÞ þ GAUAðtÞ þ GPUPðtÞ
YRMðtÞ ¼ HXðtÞ þw
(17)
where w is the measurement noise and perturbations vector UP is
the disturbance noise. Noises are supposed to be white, Gaussian,
uncorrelated and with zero mean. sm and sd are deﬁned as the





The K alm an ﬁlter is deﬁned by (see Ref. [7]):
_bX tð Þ ¼ F bX tð Þ þ GAUA tð Þ þ Kf YRM tð Þ $ HbX ðt Þ
' (
(19)
The ﬁrst two terms in the right hand side of equation (19) are used
to predict the state of the system whereas Kf ðY
RM tð Þ $ HbXðtÞÞ is a
correction term used to correct differences between the estimated
state bX and the actual state X.












P ¼ 0 (21)
The Linear Quadratic Gaussian compensator consists in replac-
ing the actual state X(t) in the LQR control law (14) by the estimated
state bXðtÞ given by the LQE [7], so that the LQG control law writes:
UAðtÞ ¼ $Kr
bXðtÞ (22)
5.2. Model Predictive Control (MPC)
Model Predictive Control [8] is one of the most popular control
methods based on optimal control strategy. Its principle relies on
the use of a model of the system to predict the plant's behavior and
then choose the best control in the sense of some cost function
within certain constraints. The future response of the controlled
plant is predicted over a prediction horizon. To achieve this, a
dynamical model issued from the time discretization of equation
(11) ewithout taking into account the perturbation term e is used.
Let Dt be the time step, k the current time index and Np the number

























































with DUA(k) ¼ UA(k) $ UA(k$1) andF ¼ ðI $ FDtÞ
$1.
The above system can be written as:
Z ¼JXðkÞ þ GUAðk$ 1Þ þQUA (24)
where Z,J, G, Q and UA are macro-matrices and macro-vectors of
equation (23).
Equation (24) is composed of three terms. The ﬁrst one depends
on the current state X(k) that must be known at each instant. The
second term depends on the vector UA(k $ 1) of control actions at
previous time step and the last one depends on the macro-vector
UA of future control actions, which is calculated through the
minimization of the discrepancy between the output of the system
and a desired trajectory. Performance index is written as:
J ¼ DZTDZ þ lUTAUA (25)
with DZ ¼ [Z $ Zref], where Zref is the desired output and l is a
penalization coefﬁcient. For our regulation problem, Zref is the zero
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vector. Minimization of performance index (25) where Z is given by










Zref "JXðkÞ " GUAðk" 1Þ
i
(26)
Since the receding strategy is used, only the ﬁrst element DUA(k)
of UA is applied to the system. The computation is repeated at the
next time step.
Equation (26) shows that the control law depends on the sys-
tem's state vector X. The state vector must be computed for each
time step, a K alm an ﬁlter (see Section 5.1.2) is used to achieve this.
6. Results and discussion
Two conﬁgurations of control will be studied afterwards. The
ﬁrst one is an easy conﬁguration where the points to be controlled
are located near the perturbations and the actuators: T6 near A1 and
P1, T7 near A2 and P2, T8 near A3 and P3 and T5 near A4 and P4. The
second conﬁguration corresponds to a more complex case because
the points to be controlled are located in the central crown: T14, T15,
T16 and T17 (cf. Fig. 1).
6.1. Case 1: control of T5 T6 T7 T8
The strength variation of the perturbations is depicted in Fig. 4a.
It is composed of successive steps of random magnitude of 300 s
duration, in such a way that the thermal perturbation reaches the
points to be controlled before being damped by the materials
constituting the bench. The control experiment is split into two
parts. A 1-h control sequence is ﬁrst performed. The objective is to
maintain temperature deviations T5, T6, T7 and T8 close to 0
%C. The
second hour corresponds to an uncontrolled case duringwhich the 4
actuators are set to zero. The random sequence of the control phase
is repeated for the uncontrolled phase in order to assess the beneﬁt
of the control. The time step of control is Dt ¼ 1 s. The mean
quadratic discrepancy for the uncontrolled case is equal to
sZ ¼ 0.118
%C. Reduced models of order n ¼ 1e4 have been unable to
give satisfactory control results because they do not contain enough
Fig. 4. Case 1: LQG regulation results using RM6 with L ¼ 10"2, Dt ¼ 1 s. From top to
bottom: perturbation signals, actuators A1 to A4, temperatures T5 to T8 to be controlled.
First hour with control (sZ ¼ 2.76 & 10
"2 %C), second hour without control
(sZ ¼ 0.118
%C).
Fig. 5. Case 1: LQG regulation results using RM9 with L ¼ 10"4, Dt ¼ 1 s. From top to
bottom: perturbation signals, actuators A1 to A4, temperatures T5 to T8 to be controlled.
First hour with control (sZ ¼ 9.08 & 10
"3 %C), second hour without control.
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time constants to reproduce all the heat transfer dynamics involved
in case 1 with controlled points close to perturbations and actuators.
6.1.1. LGQ
A parametric study has been carried out using different reduced
models (called RMn, n ¼ 5e10) and different values of cost
parameter L. For each given (n, L) couple, at each one of the
Nt ¼ 3600 time steps of the control sequence, the following actions
are successively performed:
! Computation of vector Y(k) with perturbation UP(k) and actua-
tors UA(k " 1) using RM10 and an added gaussian noise with a
standard deviation sm¼ 0.002
#C. Note that RM10 has been used
to simulate experimental measurements in the whole para-
metric study;
! Estimation of bXðkÞ using K alm an ﬁlter corresponding to RMn
with an Euler implicit scheme for time integration;
! Computation of UA(k) using RMn and cost parameter L.
In order to illustrate the control results, a ﬁrst case obtained
with n ¼ 6 and L ¼ 10"2 is shown in Fig. 4.
The evolution of the four targeted temperatures is given in
Fig. 4f for both controlled and uncontrolled sequences. Tempera-
ture deviations are clearly damped by the control action. The mean
quadratic discrepancy for the controlled temperatures is
sZ ¼ 2.76 & 10
"2 #C. As the value of L is large, the evolution of ac-
tuators is very gradual and slow as shown in Fig. 4bee.
Secondly, results obtained with n ¼ 9 and L ¼ 10"4 are shown in
Fig. 5. The control results are better. The mean quadratic discrep-
ancy for the controlled temperatures is decreased to
sZ ¼ 9.08 & 10
"3 #C. As the value of L is lower than in the previous
case, the evolution of actuators is very fast in time. Moreover, the
magnitude of commands is larger than in the ﬁrst case.
All the results are summarized in Fig. 6a where the mean
quadratic discrepancy for the controlled case is shownwith respect
to the cost parameter L and the reduced model order n. Each one of
the symbols represents the control results for a given (n, L) couple.
The perturbation signal is the same for all tests in order to be able to
compare the results.
It clearly appears in Fig. 6a that the best results (lowest value of
sZ) are obtained for RM10 (n ¼ 10). This behavior is due to the fact
that the computation of vector Y is also achieved using RM10. The
results are so good that they stabilize around the noise added to the
computed temperatures. The disturbance rejection is hence total.
Note that the cost parameter L allows to limit the command
magnitude: the larger L is, the lower UA is. Hence, for large L values
(0.1 for instance), control results are poor and very similar what-
ever the RM order n. When continuously decreasing the L value,
control results improve and are quite similar for n ¼ 6, 7, 8 and 9.
However Fig. 6a shows that there is a threshold L value between
10"4 and 10"5 fromwhich control fails. This is explained by Fig. 6b
where the Frobenius norm kLQRkF of the LQR Riccati equation is
Fig. 6. Case 1: effect of cost parameter L and model order n on regulation results (a)
and on Frobenius norm of the LQR Riccati equation (b).
Fig. 7. Case 1: MPC regulation results using RM9 with l ¼ 10"10, Dt ¼ 1 s, Np ¼ 20.
From top to bottom: perturbation signals, actuators A1 to A4, temperatures T5 to T8 to
be controlled. First hour with control (sZ ¼ 9.06 & 10
"3 #C), second hour without
control.
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drawn with respect to L. For L values greater than 10 4 kLQRkF re-
mains lower than 10 7. For n ¼ 6, 7, 8 and 9, there is a threshold L
value between 10 4 and 10 5 for which kLQRkF suddenly increases.
The Riccati equation is not accurately solved anymore leading to a
Kr matrix not reliable for control. For n ¼ 5, the control results are
worse, due to the fact that RM5 does not describe the system's
behavior with sufﬁcient accuracy.
6.1.2. MPC
As previously, a parametric study has been performed using
RMn, n ¼ 5e10 and different values of penalization coefﬁcient l.
As an illustration, Fig. 7f gives the temperature evolution of the
points to be controlled with MPC for n ¼ 9, Np ¼ 20 and l ¼ 10
 10.
The number Np of time steps for prediction horizon, equal to 20
corresponds to the time required for the thermal signal to move
from the actuators to the points to be controlled. The mean
quadratic discrepancy sZ (9.06 # 10
 3 $C) is very close to that ob-
tained with LQG for n ¼ 9 and L ¼ 10 4, but the magnitude of the
oscillations is lower with MPC (Fig. 7bee) than with LQG
(Fig. 5bee).
All the results are summarized in Fig. 8 where the mean
quadratic discrepancy for the controlled case is shownwith respect
to the penalization coefﬁcient l and the reduced model order n. As
for LQG, the best results are obtained for RM10 for which the mean
quadratic discrepancy sZ reaches the standard deviation of the
noise added to the computed temperatures. When increasing l, the
control effort is taken into account in the objective function i.e. the
variations of the actuators become smaller and smaller. Similar
behavior is obtained for n ¼ 6, 7, 8 and 9. Note that in our study, as
the actuators are heaters, rapid oscillations are possible. Moreover,
MPC is easier to use for this system because control results do not
explode as for LQG with small L values. However, for a given time
step Dt it is important to choose Np large enough according to the
actuators location and the points to be controlled.
Note that in the present numerical study for which linear
models are used for both the device simulation and the feedback
control, MPC control using l ¼ 0 gives very good results equal to
those obtained with l ¼ 10 10. However, for a real process control,
l ¼ 0 could lead to large variations of the actuators magnitude over
a single time step, such calculated variations could not be applied
due to safety limits.
6.2. Case 2: control of T14 T15 T16 T17
For this case, another set of perturbations is used. Due to the fact
that the points to be controlled (T14, T15, T16 and T17) are located far
from the laser interferometers (cf. Fig. 1), the magnitude of the
perturbations is a bit larger. Moreover, perturbation signals are
chosen to avoid compensation effects (due to lagging and damping
effects of heat diffusion, increasing perturbations could compen-
sate decreasing ones and therefore induce no effect on resulting
temperatures). This case is of course more difﬁcult than case 1
because all perturbations and all actuators have an effect on each
temperature to be controlled. As previously, the control experiment
is split into two parts. The objective is to maintain temperature
deviations T14, T15, T16 and T17 close to 0
$C during the ﬁrst hour.
During the second hour, the 4 actuators are inactive. The time step
of control is Dt ¼ 1 s. The mean quadratic discrepancy for the un-
controlled case is equal to sZ ¼ 0.033
$C. Reduced models of order
n ¼ 1 to 10 have been tested in the parametric study.
6.2.1. LQG
Control results corresponding to RM1 (n ¼ 1) and L ¼ 10 3 are
shown in Fig. 9. Of course, all the actuators follow the same
Fig. 8. Case 1: effect of penalization coefﬁcient l and model order n on regulation
results for Np ¼ 20.
Fig. 9. Case 2: LQG regulation results using RM1 with L ¼ 10 3, Dt ¼ 1 s. From top to
bottom: perturbation signals, actuators A1 to A4, temperatures T14 to T17 to be
controlled. First hour with control (sZ ¼ 5.30 # 10
 3 $C), second hour without control
(sZ ¼ 0.033
$C).
E. Videcoq et al. / Applied Thermal Engineering 78 (2015) 720e730728
evolution because RM1 is composed of only one time constant. The
results are quite satisfactory. The mean quadratic discrepancy
sZ ¼ 5.30 ! 10
"3 #C is lowered compared to the mean quadratic
discrepancy for the uncontrolled case.
The effect of cost parameter L and model order n is shown in
Fig. 10a. As in case 1, RM10 gives the best results (for
10"4 < L < 10"3) because it corresponds to the particular case for
which the same RM is used for simulation of the device and feed-
back control. All RMs can be used successfully for control, even
those of small order n and in particular RM1. This is allowed by the
dynamics of case 2 which are completely different than in case 1.
For each temperature T14 to T17, the thermal response is almost the
same whatever the active actuator or perturbation (see Fig. 2c).
Moreover, dynamics of T14 to T17 are quite similar.
As in case 1, when decreasing the value of L, there is a threshold
L value from which control fails. That can be veriﬁed by the Fro-
benius norm of the LQR Ricatti equation, depicted in Fig. 10b.
Indeed, the Frobenius norm exhibits sudden large increase for L
values lower than 4 ! 10"4. The Frobenius norm is always very low
for n ¼ 1 despite a sudden increase for L ¼ 10"3 because the Riccati
equation for RM1 is a scalar equation.
6.2.2. MPC
As an illustration, Fig. 11f gives the temperature evolution of the
points to be controlled with MPC for n ¼ 3, Np ¼ 200 and l ¼ 10
"3.
The numberNp of time steps for prediction horizon, chosen equal to
200, is greater than in case 1 due to the location of the controlled
points. Results are very satisfactory (sZ ¼ 3.92 ! 10
"3 #C).
As in case 1, the effect of n and l is investigated. Results are
summarized in Fig. 12. For all cases, Np is ﬁxed to 200. When the
value of l tends to 0, results are quite similar for all RMs. MPC is
easier to use than LQG because small l values do not lead to control
failure, even for l ¼ 0 in the present numerical study.
7. Conclusion
In this paper, a numerical study is carried out in order to
investigate thermal regulation through Linear Quadratic Gaussian
Compensator and Model Predictive Control of a dimensional
measurement machine. Real time optimal control is achieved
thanks to a reduced model built with the Modal Identiﬁcation
Method. The use of such a low order model enables the resolution
of the Riccati equations used in LQE and LQR.
This study shows that the quality of regulation results and
perturbation rejection strongly depends on the cost parameter L for
LQR and on the penalization coefﬁcient l for MPC. In all cases, for
MPC, the lower the penalization coefﬁcient is, the better the results
are, provided that the number of time steps for prediction horizon
is sufﬁciently large.
On the contrary, for LQG, in both conﬁgurations (points to be
controlled close to or far from actuators and perturbations) and
whatever the reducedmodel, it hasbeenobserved that decreasing the
cost parameter L down to its critical value for which the LQR Riccati
equation cannot be solved anymore, leads to the control failure.
Fig. 10. Case 2: effect of cost parameter L and model order n on regulation results (a)
and on Frobenius norm of the LQR Riccati equation (b).
Fig. 11. Case 2: MPC regulation results using RM3 with l ¼ 10"3, Dt ¼ 1 s, Np ¼ 200.
From top to bottom: perturbation signals, actuators A1 to A4, temperatures T14 to T17 to
be controlled. First hour with control (sZ ¼ 3.92 ! 10
"3 #C), second hour without
control.
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Both control techniques are going to be implemented on the real
machine. Low order models are currently identiﬁed from in-situ
temperature measurements and will be compared to the reduced
models coming from the COMSOL modeling.
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Titre : Mise en œuvre d’une régulation thermique sur une machine de mesure dimensionnelle 
de très haute exactitude – Utilisation d’un modèle d’ordre faible en boucle fermée 
Résumé Ce manuscrit décrit la modélisation et la régulation de la température au sein d’un 
dispositif expérimental développé initialement pour valider les principes de conception adoptés 
pour une nouvelle machine de mesure de cylindricité au Laboratoire Commun de Métrologie du 
Laboratoire national de métrologie et d’essais – Conservatoire national des arts et métiers.  
L’appareil a été équipé de 19 sondes à résistance de platine raccordées à une référence 
nationale afin d’étudier l’influence sur son comportement des perturbations thermiques 
générées par des sources de chaleur internes et externes. L’investigation de l’influence de ces 
perturbations sur les mesures réalisées avec des capteurs de déplacement capacitifs a 
également été menée. Les perturbations thermiques internes simulant les puissances dissipées 
par les éléments de guidage mécaniques ont été générées par l’intermédiaire de trois films 
chauffants. Une modélisation par éléments finis  du dispositif expérimental a été réalisée et les 
résultats numériques comparés à des résultats expérimentaux réalisés dans les mêmes 
conditions. Les écarts obtenus, de l’ordre de 0,1 °C, sont trop élevés pour que ce modèle soit 
adopté pour l’élaboration d’une régulation thermique en temps réel. Dans la suite, un modèle 
réduit a été développé à partir des données expérimentales à l’aide de la méthode 
d’identification modale (MIM). Le résidu obtenu lors de la comparaison des résultats issus de ce 
modèle et  expérimentalement est inférieur à 0,003 °C. Finalement, une régulation thermique à 
mieux que le centième de degré a été mise en œuvre en utilisant une commande prédictive 
associée à un filtre de Kalman. 
Abstract This thesis describes the modelling and real-time regulation of the temperature inside 
an apparatus  developed to validate the design principles of a cylindricity measurement 
machine at the Laboratoire Commun de Métrologie du Laboratoire national de métrologie et 
d’essais – Conservatoire national des arts et métiers. To study the effect of internal and external 
perturbations on the behaviour of the system, the apparatus is equipped with 19 platinum 
resistance thermometers calibrated with respect to the national standard. The effect of 
perturbations on the behaviour of capacitive displacement sensors has also been studied. The 
effect of internal perturbations generated by the mechanical guide rails was simulated using 
three film resistive heaters. Finite element modeling of the system temperature was carried out 
and the numerical results compared with experiment. The offsets about 0.1°C are too large for 
the model to be used for real-time temperature control. Subsequently, a reduced model was 
developed based on experimental data using the modal identification method (MIM). The 
residual obtained when its results are compared with experiment is 0.003°C. Finally, a 
temperature servo implemented using predictive control combined with a Kalman filter. 
Mots clés : métrologie dimensionnelle, perturbations thermiques, Modélisation par éléments 
finis, identification de modèle d’ordre réduit, modélisation expérimentale, commande par 
retour d’état  
Keywords: Dimensional metrology, thermal perturbations, finite element modelling, reduced 
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