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Abstract
In this paper, we use the quantile regression technique together with the coexceedance, a
contagion measure, to assess the extent to which news events contribute to contagion in the
stock markets during the crisis period between 2007 and 2009. Studies have shown that, not only
the subprime crisis leads to a global recession, but the e ects on the global stock markets have
also been significant. We track the news events, both in the UK and the US, using the global
recession timeline. We observe that the news events related to ad hoc bailouts of individual
banks from the UK have a contagion e ect throughout the period for most of the countries under
investigation. This, however, is not found to be the case for the news events originating from the
US. Our findings regarding the evidence of contagion e ects in the UK reinforce the argument
that spreads and contagion — an outcome of the risk perception of financial markets — are solely
a result of the behaviour of investors or other financial market participants.
JEL : C01, C22, C31, C51, C58, G01
Keywords : Credit crisis, Coexceedance, Quantile Regression, News Events, Risk Perception
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1 Introduction
The Global Financial Crisis began in 2007 when the subprime mortgage crisis originated in the US
spread rapidly to most financial markets around the globe. This resulted in global stock markets
experiencing substantial fall in asset prices and entered a period of high volatility. Major banks
and financial institutions also faced serious liquidity problems while governments around the world
attempted to coordinate e orts to provide financial rescue.
The 2007 subprime mortgage crisis eventually lead to a global recession. Mishkin (2011) discusses
both the crisis and global recession. He terms the first phase as "The Subprime Mortgage Crisis"
that began when the French bank BNP Paribas suspended redemption of shares held in some of its
money market funds. He carries on to explain that a boom in the US housing prices, which peaked
at around 2005, started to decline. Mortgage-backed securities (MBS) — in many cases, securities
based on subprime residential mortgages divided into more senior claims that were supposedly
safe and junior claims that were recognized to be risky — began to experience huge losses as a
consequence. What developed in late 2007 and into 2008 was a series of runs on financial institutions
with the collapse of Bear Stearns in March 2008 as one such example.
Mishkin (2011) terms the global recession as the second phase which began with the collapse of
Lehman Brothers. The fourth-largest investment bank by asset size with over $600 billion in assets
and 25,000 employees filed for bankruptcy on 15th September 2008. It is considered to be the largest
bankruptcy filing in US history. Mishkin (2011) argues that although the Lehman bankruptcy led to
a large increase in uncertainty and a wave of distressed selling of securities that caused a collapse
in asset prices and a drying up of liquidity, three major events following the collapse of Lehman
Brothers potentially caused the subprime crisis to spread globally. These events are (i) the collapse
of AIG on 16th September 2008; (ii) the run on the Reserve Primary Fund on the same day; and (iii)
the struggle to get the Troubled Asset Relief Plan (TARP) approved by Congress over the following
couple of weeks.
Mishkin (2011) discusses the links between Financial Crisis to recession, providing evidence
showing that GDP growth in the US economy had slowed down in the third quarter of 2008, falling
at ≠1.3 percent per annum. But it was in the fourth quarter of 2008 that the recession that started
in December 2007 became the worst economic contraction in the United States since World War
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II. Real US GDP contracted sharply in the fourth quarter of 2008 and the first quarter of 2009,
declining at annual rates of –5.4 and –6.4 percent, respectively. The unemployment rate skyrocketed,
exceeding 10 percent by October 2009. A worldwide recession later ensued, with the world economic
growth rate falling at an annual rate of –6.4 percent in the fourth quarter of 2008 and –7.3 percent
in the first quarter of 2009.
Unlike past crises, such as the 1997 Asian financial crisis, the 1998 Russian crisis, and the 1999
Brazilian crisis, the global financial crisis of 2008 was originated from the largest and most influential
economy, the US. This crisis seemed to trigger a prolonged worldwide fear of contagion and cause
a fundamental change in the correlations among international markets, including both developed
and emerging markets, which eventually lead to a global recession as research from Cheung et al.
(2010) suggest. In this paper, we aim to study the e ects of this crisis by analysing the potential
contagion in the stock markets. Our aim is to investigate whether major news events related to the
crisis, reported during the period, had such an e ect. We track the news events, in both the UK and
the US, during the credit crisis using the Global Recession Timeline which covers the main events
taking place in the first and second stages of the credit crisis as discussed in Mishkin (2011). Table 1
lists the major news events covered in the timeline. In addition to the e ects of news events, we also
include market sentiments and market volatility in our study. Our model adds two control variables:
(i) VIX which we use as a proxy for market sentiments; and (ii) the conditional volatility, estimated
using a bivariate GARCH technique to capture the spillover e ects between markets.
We organise the paper as follows. Section 2 reviews relevant literature. Section 3 describes the
data used in this study while the statistical methodology is explained in Section 4. We present and
discuss our estimation results in Section 5. Finally, Section 6 concludes.
2 Literature Review
This section reviews the literature and discusses the use of contagion measures in research. We
also discuss the use of correlation and coexceedance in the literature as well as the application of
coexceedance to detect contagion using the quantile regression.
4
2.1 Correlations as Contagion Measures
Correlations have long been used as a measure of contagion academic literature. However, there have
also been discussions on the limitation of using correlation for such purpos. Dungey et al. (2005),
for example, provide a review on the use of methodology related to contagion measures, which is
popularised by Forbes and Rigobon (2002). Compared to Forbes and Rigobon (2002), Dungey et al.
(2005) discusses the work of Eichengreen et al. (1995), Eichengreen et al. (1996) and Bae et al.
(2003), pointing out that when evaluating extent of contagion, these research papers di er in their
approaches to separate the crisis from the non-crisis periods, which a ect the choice of methodology
employed. For Forbes and Rigobon (2002), the determination of the crisis period is a priori. They
test if correlation changes between the crisis and non-crisis periods. Dungey et al. (2005) argue
that if asset returns vary with no change to the fundamental relationship between assets returns
in the two markets — which result in the correlations of returns in crisis period being higher than
that of the non-crisis period — then the approach gives a false appearance of contagion. To adjust
for this bias, Dungey et al. (2005) report that Forbes and Rigobon (2002) modify the asset return
correlations by scaling them with a nonlinear function of the percentage change in volatility in the
asset return of the source country, considering both the crisis and the non-crisis periods. They
provide a prescriptive procedure to correct for the bias in the correlation measure, showing that using
the unmodified correlation measure to quantify contagion or interdepdence may be inappropriate.
2.2 Coexceedance as Contagion Measures
Dungey et al. (2005) also discuss Bae et al. (2003) who define quantile-based threshold to separate
the occurrences of extreme returns from non-extreme returns. In this case, co-exceedances exist
when returns of the underlying assets follow the same pattern as that of the threshold. In Bae et
al. (2003), they first define an extreme return — or an exceedance — as a return that lies below
(above) the 5th (95th) quantile of the marginal return distribution. Building upon the concept of
exceedance, Bae et al. (2003) introduce a measure to assess the joint occurrences of large or small
returns: a coexceedance. They define coexceedances as the joint occurrences of i exceedances of
negative (positive) returns on a particular day — in other words, the number of i units of joint
negative (positive) returns. To determine whether there are more frequent joint occurrences of large
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absolute value returns than expected, Bae et al. (2003) validate the outcomes using Monte Carlo
simulations of the joint returns generating processes of international stock market returns with
di erent assumptions about their structures. To investigate the extent to which coexceedances can
be used to assess contagions, they develop an econometric model of the joint occurrences of large
absolute value returns using multinomial logistic regression — a methodology frequently used in
epidemiology research on contagious diseases in which answer can be provided on the e ect of the
contagion of diseases (Hosmer and Lemeshow, 1989).
2.2.1 Coexceedance and Asymptotic Dependency Properties of Asset Returns
Apart from Bae et al. (2003) who adopt the coexceedance measure as an alternative to the correlation
measure, existing literature also investigates the asymptotic dependency properties of assets’ returns
and how it contributes to contagion. One such example is Chan-Lau et al. (2004) who assess the
extent of contagion between two underlying markets using patterns and behaviours of coexceedances.
They claim that such an approach is often related to the extreme value theory (EVT) which captures
the belief of most observers in the private sectors and policymakers that large shocks transmit across
financial markets di erently from small shocks. They argue that measuring contagion, therefore,
requires a determination of the asymptotic dependence class of the series analysed and propose
the use of an extremal dependence measure, first documented in Poon et al. (2004). Asymptotic
dependence structures can be used to measure di erent degrees of dependency. Two dependent
structures occur when both underlying time series approach their upper or lower limit. As one
variable tends to the upper (lower) limit, the probability of the other variable approaching its upper
(lower) limit goes to zero for asymptotically independent random variables, but to a nonzero limit
for asymptotically dependent variables. This implies that a joint occurrence of extreme values is
unlikely for asymptotically independent variables.
Chan-Lau et al. (2004) suggest that such a methodological framework of extremal dependence
measures can be measured along two dimensions. The first dimension is linked to changes in the
asymptotic properties of the joint tail distribution of equity returns. Contagion is stronger between
two countries if the return series are asymptotically dependent: realisations of extreme returns in
both countries are likely to occur simultaneously. Therefore, two countries with asymptotically
independent joint tail distribution will experience increasing contagion if the joint tail distribution
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becomes asymptotically dependent. Chan-Lau et al. (2004) also observe that an increase in the
number of country-pair returns exhibiting asymptotically dependence suggests increasing contagion
worldwide as structural changes in the transmission mechanism lead to changes in the asymptotic
properties of the joint tail distribution. The second dimension, as also discussed in Chan-Lau
et al. (2004), is associated with changes in the dependent measure when the type of asymptotic tail
property remains unchanged. In this case, an increase in contagion between two countries is reflected
in an increase in the dependence measure rather than changes in the joint tail distribution pattern.
The original framework of extremal dependence measure in Poon et al. (2004), however, focuses
more on the evaluation of the assumption made about the asymptotic dependence of the two return
distributions while the impact it has on the estimation of portfolio risk is analysed. To do this, a
two-asset portfolio is formed to show the consequence of assuming asymptotic dependence when
asset returns are asymptotically independent. The probability of the largest possible portfolio losses
is evaluated using (i) a Monte Carlo simulation that assumes a distributional pattern following a
dependence structure with a specified marginal distribution based on a Generalised Pareto distribution
(GPD) and (ii) a simulation of the Gaussian dependence structures based on a bivariate extreme
value distribution with logistic dependence structures, which accounts for the asymptotic dependence
or independence of the two variables underlying the portfolio.1 Poon et al. (2004) suggest that
the concept of extremal dependence structure is related to the concept of copula. Their paper
subsequently shows that Gaussian copula corresponds to the case of asymptotic independence while
a logistic copula corresponds to the case of asymptotic dependence.
Based on copula model, Busetti and Harvey (2011) investigate if dependency between assets’
returns change over time. They first denote · th quantile as ’(·). The probability that an observation
is less than ’(·) is · , where 0 < · < 1. Given a set of T observations, yt, t = 1, . . . T, the sample
quantile, ’(·), can be obtained by sorting the observations in ascending order. They recoded the
residuals associated with a quantile as indicators, in which they define as · -quantile indicator, listed
as follows:
IQ (yt ≠ ’ (·)) =
Y__]__[
· ≠ 1, if yt < ’ (·)
·, if yt > ’ (·)
, t = 1, . . . , T (1)
1In the Monte Carlo simulation, a Generalised Pareto Distribution (GPD) is assumed when the return is above the
threshold, while an empirical distribution is used when the return is below the threshold.
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Busetti and Harvey (2011) comment that a stationarity test statistic based on the · -quantile may
be constructed by using the quantics, IQ(yt ≠ Â’(·)), t = 1, . . . ,T , in the test statistic of Nyblom and
Mäkeläinen (1983) in place of the residuals from the sample mean. Busetti and Harvey (2011) further
assume that ’(·) is the unique population · -quantile and y has a continuous positive density in the
neighborhood of ’(·). They also comment on the work of Busetti and Harvey (2007) which shows
that, under the null hypothesis that the observations are independently and identically distributed
(IID), the asymptotic distribution of the quantic-based stationarity test statistic is the Cramer
von Mises (CvM) distribution as shown below. A joint test to see if a group of N quantiles or
combinations of quantiles show evidence of changing over time can be based on a generalization of
the equation below.
÷· (Q) =
1
T 2· (1≠ ·)
Tÿ
t=1
A
tÿ
i=1
IQ
1
yi ≠ ’˜ (·)
2B2
(2)
Busetti and Harvey (2011) suggest that the tests in Busetti and Harvey (2007) are designed
to detect movements in the quantiles of the distributions of a univariate series. If the marginal
distributions of two time series are time invariant, then the following question is naturally whether
their copula is changing over time. As with a univariate series, the tests are based on indicators,
but in this case, combinations of quantiles from the two series would have to be used. To simplify
matters, quantiles are normally assumed to be the same for the two series to be used to evaluate the
probability that both observations lie below their respective · -quantiles. Stationarity test statistics
can then be formed from these bi-quantics provided in Busetti and Harvey (2011) as follows:
÷· (BQ;BB) =
1
T 2CT (·, ·) (1≠ CT (·, ·))
Tÿ
t=1
A
tÿ
i=1
BIQi (·)
B2
(3)
2.2.2 Coexceedances in the Quantile Regression Framework
Baur and Schulze (2005) follow the approaches of Poon et al. (2004), Bae et al. (2003) and Chan-Lau
et al. (2004) when assessing common occurrences of extreme returns. They investigate the extent of
contagion by estimating both the upper and lower tails of the return distributions based on threshold
returns. Bae et al. (2003) investigate the e ects of contagion by computing the coexceedances
and apply a multinomial logistic regression framework to identify factors and to what extent they
contribute to contagion. Baur and Schulze (2005), however, investigate the extent of contagion
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by computing and applying the coexceedances in the quantile regression framework. The quantile
processes allow the evolution of coexceedances to be shown over the distribution of coexceedance.
Baur and Schulze (2005) also analyse the extent to which market announcement events and other
market variables contribute to the contagion. Their findings provide di erent insights into the causes
of contagion in time of market crisis.
Baur and Schulze (2005) redefine coexceedances to reveal information on the degrees of coex-
ceedances of the underlying asset returns. In the bivariate case, the coexceedance of two return pairs
r1 and r2 at time t is defined as follows:
Coext (r1, r2) =
Y_______]_______[
min (r1t, r2t) if r1t > 0, r2t > 0
max (r1t, r2t) if r1t < 0, r2t < 0
0 otherwise
(4)
In this case, the coexceedance measure is interpreted as the value of (extreme) movement that is
shared by both markets. Similar to that in Poon et al. (2004) and Chan-Lau et al. (2004), Baur
and Schulze (2005) focus only on two markets. From (4), it can be seen that, the smaller value is
chosen should two values exhibit positive returns on the same day. On the other hand, a larger
value is picked when two returns exhibit negative returns. This way of defining the ‘shared’ value is
conservative: it tends to bias towards the market that is a ected less regardless of the direction of the
markets. Therefore, if the conditional value based on the above model is ≠2% in the ‘down’ market,
then both returns are at least ≠2% during the day the observation is made. The conditional value
captures a common movement observed from the magnitude of the returns of the two underlying
assets. Given the observations documented in Le et al. (2012) that market shocks during the credit
crisis period are associated with governmental intervention — both in its initial and in its cleaning-up
afterwards — this paper includes similar news of governmental intervention as well as news of
financial firms’ failures during the periods of credit crisis to assess how their impact on market
contagion. Our approach of evaluating market contagion is also supported by Cheung et al. (2010)
who suggest that shocks originated from the US during the credit crisis of 2008 has a prolonged
worldwide fear and could potentially cause fundamental changes in the correlations among both
developed and emerging markets.
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3 Data
We use weekly continuously compounded index returns on the stock markets of the following countries:
US, UK, Argentina, Brazil, Chile, France, Germany, Hong Kong, Indonesia, Japan, South Korea,
Malaysia, Mexico, Singapore, Taiwan, Thailand and the Philippines. For each market, the returns
from the Morgan Stanley Country Index (MSCI) for each respective market are used as proxies
for stock market performance. Our sample starts from 9/3/2005 and ends in 28/12/2011. The
reason for using weekly frequency is that it enables opening and closing trading hours to be properly
synchronised. The timeframe covers the period in which news events related to the credit crisis or
global recession, presented in Table 1, took place. As a proxy for the risk-free rate, we use the yields
on the 3-month T-bills. To evaluate whether contagion is reflected in market sentiments variables,
we use VIX as a proxy for investors’ sentiments.2
We present descriptive statistics of the data in Table 2. All the four European markets have
negative mean returns, while the mean returns for the other markets range from 0.001% (Taiwan) to
0.3366% (Indonesia). Of all the countries in our sample, Brazil has the highest standard deviation
(5.48%). This can be explained by its lowest minimum return of -44.5%, even though it has the
highest median return of 0.96%. All the markets exhibit negative skewness, implying that the return
distributions tend to cluster below the value of mean returns.3
Table 3 shows the unconditional correlation structure between all the stock market returns for
the whole time span. It can be seen that all the values are positive, thereby reflecting regional
and economic relationships. Table 4 divides the correlations into the tranquil and crisis periods4.
These correlations between markets di er before and during the crisis periods. For example, the
correlation measure for Singapore and the US increases from 0.37 before the crisis to 0.68 during the
crisis. However, some of the correlation measures do not change or only change very little before
and during the crisis periods (such as the correlation coe cients for the UK and Korea). Facing
this, Embrechts et al. (2000) o er an alternative explanation: they point out that if the assumption
of bivariate normality underlying the stock returns is violated, then correlations may not capture
2VIX is the Chicago Board Options Exchange Volatility Index. It is based on the volatility implied by options
contracts on the S&P 500 index and is an estimate of future volatility.
3Table 2 presents the descriptive statistics for data from 9/3/2005 to 28/12/2011, the entire period for the studies.
These are similar when narrowing the period from the first of the news report till the last, i.e., from 2007 to 2009.
4We use 2005 and 2006 as the tranquil period, while 2007 to 2009 as the crisis period
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the non-linear patterns underlying the data.
Considering Embrechts et al. (2000), we carry out the Mardia’s multivariate normality test,
discussed in Mardia (1970), that accounts for both skewness and kurtosis.5 Our results show that the
null hypotheses of bivariate normality between the US, the UK and their respective 15 stock market
index returns are all rejected, implying that return correlations are nonlinear throughout the period
of study. Table 5 shows that joint negative shocks occur less frequently than joint positive shocks
for both the US and the UK markets. The country pairs with the least and the most numbers of
observations in our datasets are the US and Taiwan with 229 observations and UK and France with
315 observations, respectively. As we can see in Table 6, all of the distributions of coexceedances
are asymmetric and negatively skewed, suggesting that the magnitudes of joint negative shocks are
larger than those of joint positive shocks. When both markets fall, they fall sharply. The results in
both Tables 5 and 6 strongly support the use of quantile regression technique instead of conventional
correlation coe cients to quantify the extent of contagion. We explain our approach in the next
section.
4 Modelling Contagion E ect in a Two-Stage Quantile Regression
We use a two-stage approach to model the contagion e ect. The first stage involves estimating the
conditional volatility by fitting the return series — both the UK and the US return series — to the
BEKK-GARCH specification which we explain below.
4.1 The BEKK-GARCH Model
A natural extension of univariate GARCH, multivariate GARCH approaches allow the conditional
variance-covariance matrix to be a function of both lagged values of volatility and covariance, thereby
taking into consideration the ‘spillover’ e ect between the crisis-originating stock market (i.e., the
US and the UK) and the world stock market when the conditional volatility is estimated. In this
paper, we adopt the BEKK-GARCH specification. The restrictions imposed on the BEKK-GARCH
is important as they make the model mathematically tractable.
Consider the following system of equations:
5Please refer to Appendix A.I for more details of the test.
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Ht= CÕC+
qÿ
i=1
AÕiÁt≠iÁÕt≠iAi+
pÿ
j=1
BÕjHt≠jBj . (5)
where rt= Át and Át= H1/2t zt. The matrices A, B and C are n◊ n matrices. We assume that CÕC
is either upper or lower triangular. Note that n is the number of markets to be modelled. In our
paper, where n = 2, the BEKK-GARCH(1,1) can be explicitly written as follows:
SWU ‡2i,t ‡im,t
‡mi,t ‡2m,t
TXV =
SWU c11 0
c21 c22
TXV+
SWU a11 a21
a12 a22
TXV
SWU Á2i,t≠1 Ái,t≠1Ám,t≠1
Ám,t≠1Ái,t≠1 Á2m,t≠1
TXV
SWU a11 a12
a21 a22
TXV+
SWU b11 b21
b12 b22
TXV
SWU ‡2i,t≠1 ‡im,t≠1
‡mi,t≠1 ‡2m,t≠1
TXV
SWU b11 b12
b21 b22
TXV . (6)
The parameters in (5) can be estimated using maximum likelihood. (Appendix A.II shows the
functional form of the log-likelihood function.) Notice that the BEKK-GARCH model specifies
the conditional variance and covariance of one variable as a function of lagged values of the other
variables. Specifically, the BEKK-GARCH model is simply a restricted version of the VEC-GARCH
model, originally proposed by Bollerslev et al. (1988), but with the conditional variance-covariance
matrix constructed to be positive definite. The restriction guarantees convergence when the model
is estimated using maximum likelihood.
Similar to Baur and Schulze (2005), we use the calculated conditional volatility as a control
variable. This is in response to the argument in Forbes and Rigobon (2002), who state that volatility
underlying the datasets could often bias correlation as an e ective measure for contagion.
4.2 Quantile Regression
In the second stage, we use the quantile regression (QR) technique to investigate the relationship
between the coexceedance and the explanatory variables at di erent points on the distribution of
coexceedance. Because of a number of similarities between QR and the ordinary least square (OLS),
it is useful to compare and contrast both techniques. Using OLS regression, the parameters of
interest —ˆ in a simple linear model — yt = xÕt— + Át — measure the responsiveness of yt to xt when
yt is assumed to take the mean value. In contrast, QR estimates the conditional quantile function of
yt based on xt, thus allowing the responsiveness of yt to xt at di erent quantiles on the distribution
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of yt to be measured.
In this paper, we fit the following QR model to the US and the UK data:
q· (Coext |  t) = –· + —·Dt + “·V IXt + ”· ‡ˆt (7)
where q· (•) is the conditional quantile function evaluated at the · th quantile;  t is the information
set available at time t; –· , —· , “· and ”· are the parameters to be estimated at the · th quantile.
The dummy variable Dt takes the value of 1 during the periods corresponding to the news
events related to the credit crisis (specifically, for the US and the UK separately) and 0 otherwise.
The variable V IXt is the measure of investors’ sentiments. And the conditional volatility ‡ˆt is
calculated as the square root of ‡2i,t — an element in the matrix Ht — obtained from (5). For each
pair of countries, the coexceedance variable is calculated using the criteria in (4). We discard the
observations where the coexceedance takes the value of 0 because they distort the quantile regression
results.
For a fixed value of · , the parameters –· , —· , “· and ”· can be estimated by the following linear
minimisation:
min
–· ,—· ,“· ,”·
Tÿ
t=1
ﬂ· [Coext ≠ q· (Coext |  t)] (8)
where ﬂ· (z) is the check function given by ﬂ· (z) = z
1
· ≠ 1[zÆ0]
2
and where ﬂ· (z) imposes di erent
weights on positive and negative residuals.
As pointed out in Kim and Muller (2008), because the conditional volatility is fitted using the
BEKK-GARCH model in the first stage, the intercept term in the two-stage quantile regression is
biased. We therefore do not attempt to interpret the intercept term –ˆt in this paper. Moreover, we
bootstrap the standard errors in the second stage using the technique described in Efron (1987) to
obtain correct the standard errors. The number of bootstrap replication for each estimation is 5, 000.
It is worth noting that the parameter —· reveals information about the behavior of the coex-
ceedance during the crisis period. If, for example, the coe cient —· is significantly below zero at the
lower quantiles (e.g., the 5th quantile), not only we can argue that the (extreme) negative movement
shared by both of the markets is significantly lower during the turmoil period, but we are also able to
make statements about the severity of the observed contagion. Since the quantile regression model
accounts for di erent regimes of coexceedances, our approach is more informative than existing
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definitions and measures of contagion.
The simple quantile regression specification accounts for any other covariates that potentially
have an impact on the structure of the coexceedances. An increased volatility during the crisis
period might lead to larger extreme coexceedances, we include a similar parameter in our model.
This parameter accounts for the heteroscedasticity underlying the spillover e ects between the UK
or the US market and the world market. We use VIX as a proxy for the investor’s attitude towards
global risk as existing literature on contagion shows that investors’ sentiment plays an increasing
role in the cascading e ects of financial crises. Similar application can also be seen in Ismailescu and
Kazemi (2011), McGuire and Schrijvers (2003) and Remolona et al. (2007). In this case, an increase
(decline) in the volatility index (i.e., the VIX index) is assumed to signal a rise in investors’ aversion
towards global risk. We expect a positive relationship between VIX and the negative coexceedances
and a negative relationship with positive coexceedances. Furthermore, we include the estimated
conditional volatility ‡ˆt computed using the BEKK-GARCH model to further assess the spillover
e ect between the crisis-originating markets and the global stock market on the coexceedances
during the credit crisis period. We present our results in the next section.
5 Results and Discussions
In this section, we present the quantile regression results of Eq. (7). As explained above, the BEKK-
GARCH model is first fitted to the data on returns for both stock markets; the model specifications
for the US and the UK are BEKK-GARCH(1,1) and BEKK-GARCH(1,2) respectively.6 To ensure
that the models adequately fit the data, we calculate the Ljung-Box statistics (Ljung and Box,
1978) for both the standardised and the squared standardised residuals for up to 12 lags. The test
statistics for the US are 13.64 and 9.08; while the statistics for the UK are 13.95 and 11.71. Under
the null hypotheses, the statistics for the US and the UK have chi-square distributions with 10 and
9 degrees of freedom respectively. The results for both the US and the UK suggest that the null
hypotheses of the overall insignificance of residual autocorrelations cannot be rejected, implying that
the BEKK-GARCH models chosen can adequately explain the data.
Tables 7, 8 and 9 show the quantile regression results for (7) for each of the explanatory variables:
6We use the Akaike information criteria to select the best-fitting models.
14
the crisis dummy, market sentiment index (VIX) and the conditional volatility respectively. These
three variables are all included in the two stage quantile regression analyses, but findings are
separately presented in these three tables to show how they evolve over di erent quantiles of the
distributions.
5.1 The E ects of the Credit Crisis on the Coexceedances
Table 7 presents the findings about the e ects of the crisis dummy on the coexceedances during
the credit crisis periods. The table presents findings of the contagion e ect originating from the
UK and the US7. It can be shown that the dummy remains statistically significant for some of the
lower quantiles, indicating evidence of contagion when the stock markets are down. This observation
is similar to Baur and Schulze (2005), who observe some evidence of contagion during the Asia
Financial Crisis of 1997, pointing to Hong Kong and Thailand as the crisis-originating countries.
Our findings show di erences in the UK and the US on the contagion e ects during the crisis. We
observe that the UK market at least has a contagion e ect on one of the lower quantiles (i.e., 2nd,
4th, 6th, 8th and 10th quantiles) of the distributions throughout the period for most of the countries,
except for the Mexico and the US markets. In the case of the US market, it appears to have weaker
contagion e ects. There is no evidence of contagion e ect at all for UK, Japan, Argentina, Brazil,
Chile, Korea, Singapore and Thailand.
5.2 The Market Sentiments during the Credit Crisis Periods
In this section, we investigate the impact of the VIX index on the coexceedance. An increase
(decline) in the volatility index is assumed to signal a rise in investors’ aversion towards (tolerance
of) global risk. A positive relationship between VIX and the negative coexceedances and a negative
relationship with the positive coexceedances are therefore expected. Our findings show that, the
coexceedances involving the US market depend on market sentiments at the upper quantiles, as
it reveals a negative relationship with the VIX indices. In the case of the UK market, it appears
that market sentiments do not appear to have much impact on both upper and lower quantiles.
This is possible following the e ect of the UK governmental intervention e orts as proxied by the
crisis dummies as discussed in Section 5.1. This makes it clear that the UK market is driven by the
7Table 1 lists out the news events and the sources of countries it originated.
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specific risk perceptions originating from the news events which are often unscheduled rather than a
general market sentiment.
5.3 The Impact of Conditional Volatility during the Credit Crisis Periods
Following Baur and Schulze (2005), we include conditional volatility as a control variable in our
model. This variable captures the global spillover e ect of the UK or the US with their respective
paired stock markets. Our findings reveal that the global spillover of the UK or the US has an e ect
on their respective coexceedances with other countries. However, we find that higher risk in either
the UK or the US market has a positive impact on the coexceedance only when the coexceedance is
located at the upper quantiles, i.e., when the joint returns on the UK or the US markets with their
respective countries pairs are high (i.e., positive). This suggests that, during good times the markets
react strongly to good news. Shocks to the aggregate stock markets during the ‘up’ cycles transmit
rapidly across markets resulting in comovements between the two markets.
The e ect is observed to be stronger for the coexceedances involving the UK stock market.
According to our discussions in Sections 5.1 and 5.2, the UK appears to be a ected by news events
of the interventions by the UK government as well as firms’ failures, which are often unscheduled
and unexpected, and with specific underlying risks that may not be factored into the existing market
sentiment. This results in higher sensitivity of the UK market to good news, which explains the
stronger relationships of the spillover e ect between the UK and the rest of the world when the
coexceedances of the UK with other countries are higher.
To conclude our discussions, we report the R2 values, calculated according to Koenker and
Machado (1999) in Table 10. It can be seen that our model fits the data better at the extreme
quantiles. The values of R2 are somewhat higher when the parameters are evaluated at the tails of
the coexceedance distributions. Specifically, the R2 values at the 2nd and 98th quantiles are larger
than the values reported at the other quantiles.
We also perform tests of equality of parameters, proposed by Koenker and Bassett (1982), to test
the null hypotheses that the di erence between the values of the parameters at the 10th quantile and
the 90th quantile is not statistically significant. We report our results in Table 11. The results for the
UK suggest the following: except for Germany, Mexico, Thailand and the US, the di erence between
the parameters of the dummy variables at the 10th and 90th quantile is statistically significant at
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the conventional significance levels. As for the coe cients on the conditional volatility, we reject
the null hypothesis at the 5% significance level for all of the countries in our sample. This is also
true for the US, except that we cannot reject the null hypotheses for the UK, Indonesia and Taiwan.
The results for the US also show the coe cients on the dummy variable and the VIX do not seem to
di er at the extreme quantiles.
As indicated earlier in the paper, we employ the conditional volatility as a control variable
following recommendations by Forbes and Rigobon (2002) that underlying volatility of dataset to
have e ects on correlation. Some significant impacts of this variable on the US coexceedances have
been earlier discussed. The significantly di erent e ects of conditional volatility at the extreme
quantiles, further confirms this for the US market when regarding the coexceedance as an alternative
to correlations. However, this is slightly di erent in the case of the UK. For the UK, the conditional
volatility variables are significant at the upper quantile and significantly di erent e ects were observed
at extreme quantiles. Even so, the dummy variables are significant for most countries, indicating that
news events have a notable impact on the co-movements of stock returns at the extreme quantiles.
6 Conclusions
The Global Financial Crisis began in 2007 when the subprime mortgage crisis, originated in the
US, spread rapidly to most financial markets around the globe, causing large volatility in the stock
markets. The crisis has motivated research such as that of Cheung et al. (2010) to study how shocks
originated from the dominant US market promptly and pervasively spilled over into other markets,
resulting in intensified interdependence among the global stock markets. Such research is important
as — unlike all previous crises such as the 1997 Asian financial crisis, the 1998 Russian financial
crisis, and the 1999 Brazilian crisis — the latest crisis originated from the largest and most influential
economy, the US.
Research similar to Cheung et al. (2010) often focuses on anlaysing the impact of crisis on the
volatility and patterns of the stock markets during the period of the credit crisis. This includes
Dontis-Charitos et al. (2013) who investigate the return and volatility spillovers among the US
and other international markets during the period between 2007 to 2009. Their findings reveal the
presence of intensified return and volatility spillovers from the US to a number of markets. During
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this period, various news events took place whose e ects on the stock markets cannot be ignored. It
has been shown by Tetlock (2007) that negative reports by the media underlying the news events
during the crisis do predict downward pressure on market prices. In this paper, we use the quantile
regression model along with the coexceedance as a contagion measure to assess the extent to which
such news events contribute to contagion in the stock markets during the crisis period. A study
by Rachdi (2013) has shown that, not only the subprime crisis leads to a global recession, but the
e ects on the global stock markets have been significant. Our findings provide additional insights
into these e ects.
Our research also reveals some interesting findings. We find that in the case of the US, no
significant contagion e ects were observed. Though most of the news events from the US were of
similar nature to that of the UK, such as bank failure or the bailing out of failing banks. There were
news, however, that were welcomed by the markets, such as those relating to the Fed’s monetary
easing, providing a lifeline to the financial markets. Such news event is considered to be “promising
policy steps to resolve the crisis” as suggested in Aït-Sahalia et al. (2012), which the empirical
evidence from our research lends support to. Their paper examines the impact of macroeconomics
and financial sector policy announcements in the US, UK, the euro area, and Japan on interbank
credit and liquidity risk premia. Their findings reveal that, overall, news events related to the policy
interventions are associated with a reduction in the interbank risk premia, most significantly for
recapitalization programs. By contrast, news events about the bail out of individual banks in an ad
hoc manner or let them fail are accompanied by a significant rise in the interbank risk premia.
In the case of the UK, our analysis shows that news events are associated with the contagion
e ect in the stock markets. The rescue of Lloyds TSB by the UK government after the bank merged
with HBOS is an example. As Aït-Sahalia et al. (2012) comment, “... Ad hoc bailouts targeted at
individual systemic institutions were accompanied by a worsening of market fears, possibly because
they were perceived as a signal that problems in the financial sector were worse than originally
assumed by markets ...” Their findings are consistent with our results for the UK, as the rescue
required an additional £175 billions — the amount reported to be a record high.8
Our approach deviates from several existing literatures such as Klomp (2013) and Greatrex
8Information provided by the global timeline as found on the BBC website
(http://news.bbc.co.uk/1/hi/business/8242825.stm).
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and Rengifo (2010). Klomp (2013) uses data on credit default swaps (CDS) as a benchmark to
estimate the impact of similar news events during the period of the credit crisis while Greatrex
and Rengifo (2010) examines the e ects of government intervention during the 2007–2009 Financial
Crisis on CDS prices using a cross-section of 348 firms from both the financial and non-financial
sectors. They further find that the reaction to government actions is stronger for financial firms
than for non-financial firms.
Even though we use data on stock market indices (MSCI) in our paper, further investigations into
the contagion e ects specifically on the finance and banking sector of each country will no doubt likely
to reveal more precise impacts on these sectors. Nevertheless, we observe some significant contagion
of the news events, particularly those from the UK. This can be explained by the relationship of the
information content of news story and its underlying implications, which reinforces the argument
that spreads and contagion — an outcome of the risk perception of financial markets — are solely a
result of the behaviour of investors or other financial market participants as suggested by Dornbusch
et al. (2001).
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Appendices
A.I
This appendix discusses the derivation of the Mardia’s tests for multivariate normality. It is briefly
redeveloped from Sweeting (2010). Numerical tests based on measures of multivariate (bivariate)
skew and kurtosis, known as Mardia’s test can be derived to test multivariate normality of data
sets or data pairs. To test whether observations are from a multivariate normal distribution, tests
are normally carried out jointly. Useful statistics in this regard are the the Mahalanobis distance
and the Mahalanobis angle Mahalanobis (1936). Mahalanobis distance deals with outliers within
datasets by identifying observations that lie far away from the centre of the data cloud, giving less
weight to variables with large variances or to groups of highly correlated variables Joli e (1986). We
discuss the computation of the Mahalanobis distance as follows:
Consider the column vector Xtwhich contains the observations at time t where t = 1, 2, ..., T for
a group of N variables, so X Õt = (X1,t, X2,t, ...,XN,t). Let the column vector X contain the sample
mean for each variable calculated over all t = 1, 2, ..., T so X Õt =
1
X1, X2, ..., XN
2
. Then, let S
be an N ◊N matrix of the sample covariances of the N variables based on the observations from
t = 1, 2, ..., T : SWWWWWWWWU
SX1X1 SX1X2 · · · SX1XN
SX2X1 SX2X2 · · · SX2XN
... ... . . . ...
SXNX1 SXNX2 · · · SXNXN
TXXXXXXXXV
(9)
where SXn,Xm is the sample covariance between the observations for variables m and n calculated
over all i = 1, 2, . . . , T , and where SXn,Xn = S2Xn ,the variance of the observations for variable n. The
Mahalanobis distance at time t, Dtis then calculated as:
Dt =
Ò
(Xt ≠X)ÕS≠1(Xt ≠X) (10)
Squaring the Mahalanobis distance gives the statistic that is the sum of N normal variables, if
the variables are drawn from a multivariate normal distribution. The statistic D2t therefore has a
‰2distribution with N degrees of freedom. It is possible to derive numerical tests based on measures
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of multivariate skew and kurtosis, known as Mardia’s tests Mardia (1970), and this involves firstly
to define the Mahalanobis angle between observations at times s and t, Ds,t :
Ds,t = (Xs ≠X)ÕS≠1(Xt ≠X) (11)
Following that, a skew-type parameter, WN can be calculated:
WN =
1
T 2
Tÿ
s=1
Tÿ
t=1
D3s,t (12)
Multiplying this by T/6 gives Mardia’s skew test statistic, MST , that has a ‰2distribution with
N(N + 1)(N + 2)/6 degrees of freedom, which will be the case under the null hypothesis where it
will be a standard normal
MST = T6WN ≥ X
2
N(N+1)(N+2)/6 (13)
For Mardia’s test of multivariate kurtosis, the kurtosis-type parameter,KN , is, however, calculated
from the Mahalanobis distance:
KN =
1
T
Tÿ
i=1
D4t (14)
This can be transformed into Mardia’s Kurtosis test statistic, MKT , which tends to a standard
normal distribution as T tends to infinity:
MKT = KN ≥ N(N + 2)
8N(N + 2)/T
v N(0, 1) (15)
The three sets of 15 stock returns’ pairs, of which each involved the UK, US and the world indexes
are tested for multivariate normality based on Mardia’s multivariate skewness and multivariate
kurtosis, MST and MKT as above derived and defined. Our results show the null hypothesis of
multivariate normality are rejected for all three sets of the 15 stock returns’ pairs at 1%, 5% and 10%
significant levels. This implies the potential size dependent biases exist underlying the correlations
of the stock returns’ pairs involving the UK and the US stock markets, which directly supports the
use of the Quantile Regression approach along side coexceedance measures (from Baur and Schulze,
24
2005). Quantile Regression measures relationship between variables on di erent quantiles of the
distribution, which automatically accounts for the size e ects. This is therefore a relatively more
appropriate measure of contagion compared to that of correlation. All multivariate normality tests
used in this paper are all performed in Matlab.
A.II
In the BEKK-GARCH model the parameters of the conditional variance and conditional covariance
equations are estimated simultaneously by maximising the following log-likelihood function:
lnL (◊) = ≠12
Tÿ
t=1
1
ln (|Ht|) + ÁÕtH≠1t Át
2
(16)
where Ht is the conditional covariance matrix and Át is the GARCH error vector at time t.
A.III
The quantile regression was first introduced by Koenker and Bassett (1978). The model assumes
that
Pr (yi Æ · | xi) = Fu◊
!
· ≠ xÕi—· | xi
"
(17)
where i = 1, ..., n, (yi, xi) is a sample from some population and xi is a K ◊ 1 vector of regressors.
Readers may be more familiar with representation with the following functional form:
yi = xÕi—· + u·i (18)
and
q· (yi | xi) = xÕi—· (19)
where q· (yi | xi) is the conditional quantile of yi conditional on the regressor vector xi.
The model assumes further that q· (u·i | xi) = 0. The estimator of —· at the · th quantile, —ˆ· , is
the solution to the following minimisation problem:
min
—
nÿ
i=1
ﬂ· (u·i) = min
—
Y][ ÿ
i:yiØxÕi—
· | yi ≠ xÕi— | +
ÿ
i:yiÆxÕi—
(1≠ ·) | yi ≠ xÕi— |
Z^
\ (20)
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where ﬂ· (z) is the check function given by ﬂ· (z) = z
1
· ≠ 1[zÆ0]
2
.
In this paper, we use the modified version of the Barrodale and Roberts algorithm to solve
the linear minimisation problem in (20). Both Koenker and D’Orey (1987) and Koenker and
D’Orey (1997) recommend the algorithm for problems up to several thousand observations. All the
estimations in this paper are performed in R.
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