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Resumen
En este trabajo se propuso un modelo de crecimiento celular, el cual
considera tanto la proliferacio´n como la difusio´n. A trave´s de experimentos
in silico del modelo propuesto, se estudio´ la dina´mica de la interfaz del cultivo
creciendo, obtenie´ndose que e´sta pertenece a la clase de universalidad Kardar-
Parisi-Zhang (KPZ) (exponente de rugosidad: α = 0,48(3), α = 0,46(4)
y α = 0,51(4), para diferentes valores de la probabilidad de crecimiento;
exponente de crecimiento: β = 0,32(3)). Los resultados obtenidos concuerdan
con datos experimentales de cultivos in vitro realizados por otros autores.
Adema´s, para analizar la velocidad de la interfaz y los perfiles de ocupacio´n de
las ce´lulas, se realizo´ una comparacio´n de los resultados de los experimentos
in silico del modelo con una aproximacio´n de campo medio de una ecuacio´n
maestra. Una vez comprendido el comportamiento del modelo, se aplica una
modificacio´n, incorporando un ruido congelado en la matriz de crecimiento.
Se estudia nuevamente su dina´mica de crecimiento y se concluye que para
bajos valores de ruido, la dina´mica de la interfaz sigue perteneciendo a la clase
de universalidad KPZ. A medida que el ruido toma relevancia, la velocidad
de la interfaz va disminuyendo hasta que finalmente, en cierto valor cr´ıtico, la
interfaz se congela experimentando una transicio´n de fase de segundo orden.
El exponente del para´metro de orden obtenido es θ = 0, 20(2). En el punto
cr´ıtico, se verifico´ que el te´rmino no lineal de la ecuacio´n KPZ tiende a cero,
obteniendose los exponentes α = 1,03(4) y β = 0,81(3), pertenecientes a
la clase de universalidad Edwards-Wilkinson congelado (QEW). En forma
complementaria, se estudio´ la resolucio´n nume´rica de la ecuacio´n KPZ con
ruido congelado para ciertos valores controversiales del te´rmino no lineal, es
decir λ < 0 y λ = 0.
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Cap´ıtulo 1
Introduccio´n
El estudio y la comprensio´n de los procesos involucrados en el crecimiento
celular son temas de intere´s interdisciplinario que han atra´ıdo la atencio´n de
la comunidad cient´ıfica [1]. Por supuesto, el comportamiento colectivo de la
interaccio´n de las ce´lulas es un feno´meno complejo que esta´ lejos de ser bien
entendido. En particular, un comportamiento muy interesante se observa en
la interfaz entre las colonias de ce´lulas y el medio de cultivo en experimen-
tos in vitro con condiciones controladas[2, 3]. En dicha interfaz se situ´a la
mayor actividad, ya sea proliferacio´n o difusio´n de las ce´lulas. En el caso,
por ejemplo, del crecimiento de tumores avasculares, la actividad de ma´xima
proliferacio´n se produce en la interfaz de crecimiento [4, 5, 6, 7], y los nu-
trientes llegan a trave´s de la interfaz del tumor. En este sentido, el estudio y
caracterizacio´n de la interfaz de crecimiento es muy relevante. En las u´ltimas
de´cadas se ha utilizado la teor´ıa de escalado dina´mico para investigar los me-
canismos de crecimiento de una variedad de sistemas biolo´gicos. Dicha teor´ıa
es una herramienta poderosa para la caracterizacio´n de interfaces de creci-
miento [8, 9]. De hecho, el desarrollo de tratamientos teo´ricos para describir
interfaces autoafines [8, 9, 10, 11] permite racionalizar dichas interfaces en
te´rminos de exponentes cr´ıticos que, como en el caso de transiciones de fase
de segundo orden [12], permiten la identificacio´n de algunas clases de uni-
versalidad. Los sistemas que pertenecen a una misma clase de universalidad
comparten las propiedades interfaciales independientemente de su compleji-
dad intr´ınseca. Por esta razo´n, un tema de intere´s permanente es la bu´squeda
y comprensio´n de los modelos mı´nimos que representan el comportamiento
universal antes mencionado, ya que contribuyen a la identificacio´n de los
mecanismos microsco´picos subyacentes responsable del comportamiento co-
lectivo macrosco´pico de la interfaz. En vista de estas ventajas y utilidad, no
es sorprendente que la teor´ıa de escalado dina´mico de interfaces [8, 9, 10, 11]
se haya aplicado a muchos sistemas biolo´gicos, tales como el crecimiento del
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tumor [4, 13], cultivos de ce´lulas [2, 3], y colonias de bacterias [14, 15].
Desde el punto de vista teo´rico, como es habitual en f´ısica y ciencias afines,
se puede profundizar en los procesos complejos involucrados en el crecimiento
celular con la ayuda de modelos computacionales, tambie´n conocidos como
experimentos in silico. Para este propo´sito, existen tres enfoques principales:
(i) la formulacio´n de modelos continuos utilizando ecuaciones diferenciales
que se resuelven por medio de te´cnicas nume´ricas y/o anal´ıticas [16, 17, 18],
(ii) un enfoque discreto, donde la dina´mica se implementa a nivel de la
ce´lula individual [5, 19, 20, 21],
y (iii) los modelos multiescala, que implican simulta´neamente enfoques
continuos y discretos [22, 23, 24]. Por ejemplo, los nutrientes y la difusio´n
de ox´ıgeno se pueden tratar por medio de ecuaciones diferenciales de campo
medio, mientras que la dina´mica de la proliferacio´n celular y la difusio´n se
estudian de una manera discreta.
Por lo tanto, el enfoque teo´rico permite el uso de te´cnicas y herramien-
tas bien establecidas, desarrolladas en los a´mbitos de la f´ısica estad´ıstica y
simulaciones computacionales de sistemas complejos. Un ejemplo es la teor´ıa
de escalado dina´mico antes citada.
A pesar de los esfuerzos, se esta´ lejos de alcanzar el objetivo final de
desarrollar modelos realistas, capaces de ayudar no so´lo a entender las ca-
racter´ısticas de extensio´n en la cicatrizacio´n de heridas o el proceso de creci-
miento del tumor, sino tambie´n a disen˜ar terapias adecuadas en cada caso.
Por lo tanto, resulta muy u´til estudiar modelos mı´nimos capaces de capturar
las caracter´ısticas relevantes de este sistema complejo.
Dentro de este amplio contexto, el objetivo general de este trabajo es
proponer un modelo de crecimiento celular discreto sencillo y brindar una
aproximacio´n del comportamiento dina´mico del crecimiento celular [21, 25]
a trave´s de un estudio detallado de las propiedades interfaciales. Este mode-
lo esta´ inspirado tanto en un modelo de crecimiento tumoral propuesto por
Drasdo et al. [5, 26], como en el crecimiento de colonias de ce´lulas tumora-
les de experimentos in vitro de Huergo et al [2, 3], las cuales han perdido
la caracter´ıstica de tener un nu´mero fijo de divisiones. Esta es una de las
principales caracter´ısticas de las ce´lulas tumorales.
A su vez, en los sistemas biolo´gicos se pueden utilizar las condiciones de
crecimiento como una herramienta de control de la dina´mica de crecimiento.
Sin embargo, estas condiciones no permiten grandes variaciones, debido a que
el ambiente ra´pidamente se vuelve inviable para las ce´lulas. Por este motivo,
para estudiar como se ve afectada la dina´mica de crecimiento de los cultivos
debido a las propiedades del medio, Huergo et al [27] proponen la utiliza-
cio´n de metilcelulosa, un pol´ımero hidrosoluble que permite incrementar la
viscosidad del medio de cultivo sin cambiar dra´sticamente las condiciones
3experimentales. En tal sentido y con el objeto de lograr un mayor entendi-
miento de los procesos involucrados, se modifican las propiedades de la matriz
de crecimiento del modelo y se estudia como se ve afectada la dina´mica de
dicho modelo.
Por lo tanto, dentro de los objetivos espec´ıficos, se plantea primero estu-
diar la caracterizacio´n de la interfaz de una colonia de ce´lulas en crecimiento
mediante un modelo discreto, en el cual esta´n presente la proliferacio´n y
la difusio´n. Esto fue abordado en el cap´ıtulo 3, seccio´n 3.2. Asimismo, co-
mo segundo objetivo, se busca caracterizar el frente de crecimiento en forma
anal´ıtica mediante la aproximacio´n de campo medio de una ecuacio´n maestra,
y comparar con los resultados de los modelos desarrollados in silico as´ı como
con los resultados de la ecuacio´n de Fisher-Kolmogorov. Dicho ana´lisis se
realiza en el cap´ıtulo 3, seccio´n 3.3. Posteriormente, y teniendo en cuenta la
motivacio´n de los resultados experimentales de colonias in vitro donde per-
turban el medio incorporando metilcelulosa, se propone estudiar como afecta
en la dina´mica del modelo la presencia de dicha sustancia, la cual es inter-
pretada como un ruido congelado. Este estudio se desarrolla en el cap´ıtulo
4. Para una mayor generalidad del tratamiento, se planteo´ estudiar anal´ıti-
camente la ecuacio´n KPZ generalizada con ruido congelado, para los casos
ma´s controversiales del te´rmino no lineal, los cuales son λ < 0 y λ = 0.
Finalmente, se realiza una conclusio´n general de los resultados obtenidos.
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Cap´ıtulo 2
Marco teo´rico
2.1. Aspectos relevantes de la biolog´ıa
Se realiza acontinuacio´n una breve introduccio´n de algunos conceptos
biolo´gicos relevantes para la formulacio´n de los modelos desarrollados en la
tesis.
2.1.1. Ciclo celular
La reproduccio´n celular ocurre por una serie de eventos llamado ciclo
celular, en la cual los cromosomas y otros componentes son duplicados y
luego distribu´ıdos en dos ce´lulas hijas [28]. Una compleja red de prote´ınas
regulatorias gobiernan la progresio´n a trave´s del ciclo celular, el cual se divide
en dos etapas: Interfase y Fase M.
Interfase
Se denomina as´ı al per´ıodo que transcurre entre dos Fases M o divisiones
sucesivas. Es la fase ma´s larga del ciclo celular, ocupando casi el 90 por ciento
del ciclo, y comprende tres etapas:
Fase G1 (del ingle´s Growth o Gap 1): Es la primera fase del ciclo celu-
lar, y trascurre entre el fin de una mitosis y el inicio de la s´ıntesis de ADN.
Durante esta etapa la ce´lula aumenta de taman˜o, expresa su ADN sinteti-
zando prote´ınas y lleva a cabo sus dema´s funciones celulares. Al final de esta
etapa se encuentra lo que se denomina checkpoint o punto de control, en el
cual se comprueba que la ce´lula cumple los requisitos necesarios para pasar
a la siguiente fase. Una vez llegado a este punto, en la ce´lula pueden ocurrir
2 cosas, que la ce´lula continu´e su ciclo con intencio´n de dividirse o puede
ocurrir tambie´n que la ce´lula entre en un estado de latencia y se aparte del
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ciclo, de manera que quedar´ıa en un estado funcional expresando su ADN y
realizando funciones de forma indefinida o con posibilidad de retomar el ciclo
celular ma´s adelante (Esto depende de cada ce´lula y tejido). Esta fase tiene
una duracio´n de entre 6 y 12 horas.
Fase S (del ingle´s Synthesis): Es la segunda fase del ciclo. En esta etapa
tiene lugar la duplicacio´n/replicacio´n del ADN. El ADN por medio de meca-
nismos moleculares duplica el nu´mero de cromatidas en cada cromosoma de
manera que ahora tiene el mismo nu´mero de cromosomas pero cada cromoso-
ma tiene 2 croma´tidas ide´nticas (hermanas) que son las que sera´n segregadas
luego a cada ce´lula hija en la divisio´n. Con la duplicacio´n del ADN, el nu´cleo
contiene el doble de prote´ınas nucleares y de ADN que al principio. Tiene
una duracio´n de unas 6-8 horas.
Fase G2 (del ingle´s Growth o Gap 2): Es la tercera fase de crecimiento
del ciclo celular en la que continu´a la s´ıntesis de prote´ınas y ARN. La ce´lula
sigue llevando a cabo sus funciones celulares, y aumenta de taman˜o. Al final
de esta etapa hay una comprobacio´n del ADN para saber si la ce´lula es apta
para dividirse. Si la ce´lula detecta un dan˜o o error en el ADN, esta fase se
alarga y se intenta reparar el defecto. Si lo consigue, la ce´lula entrara´ en
Fase M y se dividira´, si no se logra reparar se manda a una muerte celular
programada, llamada apoptosis. Esta fase tiene una duracio´n entre 3 y 4
horas, y termina cuando la cromatina empieza a condensarse al inicio de la
mitosis.
Fase M (mitosis y citocinesis)
Es la divisio´n celular en la que una ce´lula se divide en dos ce´lulas hijas
ide´nticas. Esta fase incluye la mitosis, a su vez dividida en: profase, metafase,
anafase, telofase; y la citocinesis, que se inicia ya en la telofase mito´tica. Si el
ciclo completo durara 24 horas, la fase M durar´ıa alrededor de media hora.
Luego de transcurrido un nu´mero limitado de divisiones celulares, las
ce´lulas mueren. Es necesario sen˜alar que existen excepciones a este ciclo, ya
que no en todas las ce´lulas los per´ıodos tienen la misma duracio´n. Incluso
si consideramos una poblacio´n celular homoge´nea (ce´lulas del mismo tipo),
existen variaciones particulares.
2.1.2. Puntos de control
El ciclo celular es controlado por un sistema que vigila cada paso reali-
zado. En puntos concretos del ciclo, la ce´lula comprueba que se cumplan las
condiciones para pasar a la etapa siguiente. Si no se cumplen estas condicio-
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nes, el ciclo se detiene. El sistema de control del ciclo celular esta´ compuesto
por un conjunto de prote´ınas reguladoras interactivas: las ciclinas y las qui-
nasas dependientes de ciclinas que inducen y coordinan los procesos ba´sicos
del ciclo, como la duplicacio´n de ADN y la divisio´n celular, a los que deno-
minan procesos subordinados. Durante un ciclo t´ıpico, el sistema de control
esta´ regulado por factores de retraso que pueden frenar el ciclo en puntos de-
terminados denominados puntos de control. En estos puntos, las sen˜ales de
retroalimentacio´n que contienen informacio´n sobre los procesos subordina-
dos pueden detener momenta´neamente el avance del ciclo, evitando el inicio
del proceso siguiente antes que el precedente haya terminado. Sobre dichos
factores tambie´n actu´an sen˜ales del entorno como puede ser una hormona o
un factor de crecimiento.
Figura 2.1: Representacio´n esquema´tica del ciclo celular, donde se especifican
las fases y los puntos de control (l´ınea rojo).
Durante el ciclo celular, la ce´lula pasa al menos tres puntos de control
(checkpoints):
Punto de control G1: en este punto el sistema de control de la ce´lula
pondra´ en marcha el proceso que inicia la fase S. El sistema evaluara´ la
integridad del ADN (que no este dan˜ado), la presencia de nutrientes en el
entorno y el taman˜o celular. Aqu´ı es donde generalmente actu´an las sen˜ales
que detienen el ciclo (arresto celular) .
Punto de control G2: en este punto se pone en marcha el proceso que
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inicia la fase M. El sistema de control verificara´ que la duplicacio´n del ADN se
halla completado, si es favorable el entorno y si la ce´lula es lo suficientemente
grande para dividirse.
Punto de control de la Metafase o del Huso: se verifica si los cromosomas
esta´n alineados apropiadamente en el plano metafa´sico antes de entrar en
anafase. Este punto protege contra pe´rdidas o ganancias de cromosomas.
Todos los tejidos maduros, excepto los formados principalmente por ce´lu-
las no divisibles, contienen una mezcla de ce´lulas que esta´n multiplica´ndose
constantemente, de ce´lulas quiescentes, y de ce´lulas diferenciadas. Las ce´lulas
en divisio´n constante recorren el ciclo celular desde una mitosis a la siguien-
te y siguen proliferando, reemplazando a las ce´lulas que se van destruyendo
continuamente. Sin embargo, la mayor´ıa de las ce´lulas no se dividen constan-
temente sino que detienen su ciclo celular en la fase G1, temporal o perma-
nentemente. Detener el ciclo celular supone que la ce´lula se va a diferenciar,
a quedar quiescente, a sufrir un periodo de senescencia o a morir. Las ce´lu-
las quiescentes se encuentran en un estado fisiolo´gico llamado G0. Desde los
estados de quiescencia y de ce´lula diferenciada, en algunos tipos celulares,
se puede volver a retomar el ciclo celular. Por lo tanto, en la fase G1 se
debe tomar una decisio´n. Esta decisio´n depende de complejos moleculares.
Por supuesto, el camino por defecto de la ce´lula es completar el ciclo celu-
lar. Sin embargo, la entrada al ciclo celular no es una decisio´n que la ce´lula
toma individualmente; se requiere de las sen˜ales adecuadas ya sea del medio
extracelular o de otras ce´lulas.
2.1.3. Crecimiento celular tumoral
Se cree que muchos tumores son el resultado de una multitud de pasos, de
los que una alteracio´n mutage´nica no reparada del ADN podr´ıa ser el primer
paso. Las alteraciones resultantes hacen que las ce´lulas inicien un proceso de
proliferacio´n descontrolada e invadan tejidos normales. El desarrollo de un
tumor maligno requiere de muchas transformaciones gene´ticas. La alteracio´n
gene´tica progresa, reduciendo cada vez ma´s la capacidad de respuesta de las
ce´lulas al mecanismo normal regulador del ciclo. Los genes que participan
de la carcinoge´nesis resultan de la transformacio´n de los genes normalmente
implicados en el control del ciclo celular, la reparacio´n de dan˜os en el ADN
y la adherencia entre ce´lulas vecinas. Por lo tanto, las ce´lulas que sufrieron
dicha transformacio´n se dividen descontraladamente, evitando la muerte. En
este case se dice que las ce´lulas son oncoge´nicamente transformadas o sim-
plemente transformadas.
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En muchos tumores, una parte considerable de ce´lulas son quiescentes.
En la geometr´ıa del tumor, se observa que las ce´lulas alejadas de un vaso san-
gu´ıneo tienen mayor probabilidad de ser quiescentes que las cercanas a los
vasos. Adema´s, la razo´n con que las ce´lulas quiescentes vuelven a proliferar
decrece al aumentar el taman˜o del tumor. Cuando la cantidad de nutrientes
en el interior del tumor disminuye de manera significativa, las ce´lulas tumo-
rales mueren, convirtie´ndose en ce´lulas necro´ticas. Estas ce´lulas se ubican en
el centro del tumor formando el denominado nu´cleo necro´tico. [29]
2.2. Aspectos relevantes de la f´ısica
2.2.1. Interfaz de crecimiento
Muchas veces se utiliza la palabra interfaz como sino´nimo de superficie.
Se puede definir el te´rmino superficie como el l´ımite de un cuerpo que lo
separa y distingue de lo que no lo es. Sin embargo, desde el punto de vista
microsco´pico, es dificil decidir a que fase pertenece un punto particular en
la regio´n superficial. En un modelo realista, esta caracter´ıstica se refleja en
la aparicio´n de agujeros, y proyecciones (overhangs), que hacen inco´modo
definir la superficie. De hecho, estas fluctuaciones causan la sinuosidad de
la superficie, que suele ser analizada en el l´ımite a largas distancias [30]. En
efecto, la morfolog´ıa de la mayor´ıa de las superficies puede parecer bastante
diferente segu´n la distancia a la que se observe. Sin embargo algunos objetos,
llamados fractales, son ide´nticos si se los observa a distintas distancias. Es
decir, la estructura ba´sica de estos objetos se repite en diferentes escalas,
por lo tanto no esta´n caracterizadas por ninguna longitud, y se los denomi-
na invariantes de escala. A los objetos fractales, que son autosimilares bajo
transformacio´n isotro´pica, se las llama similares a si mismos. Existen otros
objetos, llamados autoafines, que son intermedios entre los objetos fractales
y los no fractales. Cuando se aplica un cambio de escala que es igual en to-
das las direcciones, el objeto auto-afin cambia morfolo´gicamente. Pero si el
cambio en la escala es diferente para cada direccio´n, la superficie no cambia
morfolo´gicamente [9]. Un ejemplo de un objeto autoaf´ın no determinista se
muestra en la figura 2.2.
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Figura 2.2: Re-escalado de una funcio´n autoaf´ın h(l). So´lo si los dos factores
de magnificacio´nMl yMh, con los cuales son re-escalados las diracciones l y h
respectivamente, son elegidos correctamente la porcio´n aumentada tendra´ las
mismas propiedades que la original [9].
2.2.2. Modelos de crecimiento discretos: teor´ıa de es-
calado dina´mico
El comportamiento de la interfaz en un sistema creciendo esta´ influen-
ciado por un gran nu´mero de factores, y es casi imposible distinguirlos a
todos. Sin embargo, en numerosas ocasiones es posible comprobar que exis-
te un nu´mero pequen˜o de “leyes” ba´sicas que determinan la morfolog´ıa y
la dina´mica de crecimiento. La accio´n de estas leyes se puede describir en
detalles microsco´picos a trave´s de modelos de crecimiento discreto, modelos
que capturan la f´ısica esencial evitando algunos detalles. A continuacio´n, se
detallan los modelos ma´s sencillos.
Deposicio´n Aleatoria (RD)
El modelo de crecimiento ma´s simple es el llamado Deposicio´n Aleatoria
(RD, del ingle´s Random Deposition) [9]. Se define el sistema como un arreglo
unidimensional discreto de longitud L, comenzando con una superficie plana.
Sus reglas de crecimiento son las siguientes:
1) Se elige una posicio´n aleatoria sobre la superficie y se libera una part´ıcu-
la a una distancia mayor que la altura ma´xima de la interfaz
2) La part´ıcula cae en forma recta hasta depositarse sobre el sitio ma´s
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alto de la columna que se encuentra debajo de e´l.
Una vez pegada la part´ıcula, se comienza nuevamente con el paso 1).
En este modelo las columnas crecen independientemente, por lo tanto es no
correlacionado. Un esquema de dicho modelo se muestra en la figura 2.3.
Figura 2.3: Deposicio´n Aleatoria(RD). Representacio´n esquema´tica de una
interfaz creciendo siguiendo las reglas del modelo llamado Deposico´n Alea-
toria (RD).
Existe una variante del modelo, que se llama Deposicio´n Aleatoria con
relajacio´n superficial (RDsr) [31]. En este modelo, la interfaz se vuelve ma´s
suave al permitir que la part´ıcula difunda luego de caer. Para lograr este
efecto, se suma una nueva regla de crecimiento al modelo RD:
3) La part´ıcula depositada difunde a lo largo de la superficie hasta una
distancia finita, deteniendo su difusio´n cuando encuentra la posicio´n con la
menor altura.
El proceso que hace la part´ıcula de comparar las alturas vecinas y decidir
donde pegarse genera correlacio´n.
Deposicio´n Bal´ıstica (BD)
Otro modelo muy sencillo es el modelo de Deposicio´n Bal´ıstica BD (del
ingle´s Balistic Deposition), el cual fue introducido como un modelo de agre-
gados coloidales [32, 33, 34]. Sus reglas de crecimiento son las siguientes:
1) Se elige una posicio´n aleatoria sobre el arreglo y se libera una part´ıcula
a una distancia mayor que la altura ma´xima de la interfaz.
2) La part´ıcula cae en forma recta hasta alcanzar la interfaz de crecimien-
to. La part´ıcula se queda pegada en el primer sitio a lo largo de su trayectoria
que tenga un primer vecino (NN) ocupado (ver figura 2.4 a). Existe una ver-
sio´n en la cual la part´ıcula tambie´n mira a sus segundos vecinos (NNN), y la
part´ıcula puede quedar pegada en diagonal con la superficie (ver figura 2.4
b).
Una vez pegada la part´ıcula, se comienza nuevamente con el paso 1). En
este modelo, la superficie es llamada “interfaz de no equilibrio”, debido a que
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se desprecia la posibilidad de que las part´ıculas depositadas se reestructuren
para alcanzar un estado de menor energ´ıa.
Figura 2.4: Deposicio´n Bal´ıstica(BD). Configuracio´n de part´ıculas agregadas
mediante las reglas del modelo llamado “Deposico´n Bal´ıstica”. (a) La nueva
part´ıcula liberada (azul), so´lo considera primeros vecinos. (b) La part´ıcula
tambie´n considera segundos vecinos.
Existen varios modelos de crecimiento discreto similares, como por ejem-
plo el Modelo de Eden [35], MBE (del ingles Molecular Beam Epitaxy), en-
tre otros. Con el fin de estudiar los procesos de rugosidad de modelos de
crecimiento se utiliza el concepto de escalado, que tiene un gran poder de
prediccio´n y permite conectar cantidades y exponentes aparentemente inde-
pendientes.
Utilizando como ejemplo el modelo BD, se define la superficie o interfaz de
crecimiento de un sistema discreto como el conjunto de part´ıculas que esta´n
en lo ma´s alto de cada columna. En efecto, para describir el crecimiento
cuantitativamente, se utilizan dos definiciones [9]. Por un lado, la altura o
posicio´n media de la interfaz, definida como
〈h(t)〉 = 1
L
L∑
i=1
h(i, t), (2.1)
donde h(i, t) es la altura de la columna i al tiempo t. Si la tasa de deposicio´n,
es decir el nu´mero medio de part´ıculas que llegan a un sitio, es constante, la
altura media aumenta linealmente con el tiempo:
〈h(t)〉 ∼ t, (2.2)
Por otro lado, el ancho de la interfaz, que caracteriza la rugosidad de la
interfaz, y se define como la raiz cuadra´tica media (rms) de las fluctuaciones
de la altura:
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W =
√√√√ 1
L
L∑
i=1
(h(i, t)− 〈h〉)2. (2.3)
Figura 2.5: Deposicio´n Bal´ıstica(BD). Izquierda: Representacio´n esquema´tica
de una interfaz ya crecida siguiendo las reglas del modelo llamado “Deposico´n
Bal´ıstica” [36]. Derecha: Esquema de la altura o posicio´n media de la interfaz
〈h(t)〉, y el ancho de la interfaz W .
Si el crecimiento comienza desde una l´ınea horizontal, al tiempo t = 0
la interfaz es una l´ınea recta con ancho cero. A medida que las part´ıculas
se depositan en la superficie, la interfaz se vuelve gradualmente rugosa, y el
ancho aumenta como una potencia del tiempo:
W ∝ tβ (2.4)
donde β es el exponente de crecimiento. Este exponente caracteriza la dina´mi-
ca del proceso de rugosidad dependiente del tiempo.
Durante el proceso de crecimiento se espera que comiencen a desarrollarse
correlaciones entre las part´ıculas. Esto implica que los diferentes sitios de la
superficie no son completamente independientes sino que dependen de la
altura de los sitios vecinos. Como se explico´ en el modelo DB, una part´ıcula
se pega al primer sitio vecino que encuentra quedando en una altura igual
o mayor que la de sus vecinos. Las fluctuaciones de la altura se extendera´n
lateralmente, porque la pro´xima part´ıcula depositada cerca tendra´ una altura
igual o mayor. Aunque el proceso de crecimiento es local, a trave´s de este
crecimiento lateral la informacio´n de la altura de cada vecino se expande
globalmente. La distancia sobre la cual las alturas se conocen entre s´ı, es decir,
la distancia caracter´ıstica a la cual esta´n correlacionados, se llama longitud de
correlacio´n t´ıpica (ξ‖(t)), donde el simbolo ‖ denota que son correlaciones que
se propagan en la direccio´n paralela a la interfaz. Al comienzo del crecimiento
los sitios no esta´n correlacionados. Durante el crecimiento, ξ‖(t) aumenta con
el tiempo
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ξ‖(t) ∝ t 1z (2.5)
donde z es el exponente dina´mico.
Los pa´rrafos anteriores esencialmente describen el comportamiento dina´mi-
co esperado de una interfaz de crecimiento en una muestra infinita. Sin em-
bargo, tanto en los experimentos como en las simulaciones, se trabaja con
muestras finitas de un ancho dado L. Por lo tanto, ξ‖(t) no puede crecer
indefinidamente, como lo expresa la ecuacio´n 2.5. Para un sistema finito,
ξ‖(t) no puede crecer ma´s que el taman˜o del sistema L. Cuando ξ‖(t) alcanza
este taman˜o, toda la interfaz se encuentra correlacionada, resultando en la
saturacio´n del ancho de la interfaz
ξ‖(tc) ∝ L ∝ t
1
z
c (2.6)
donde tc es el tiempo al cual ocurre la saturacio´n.
Por lo tanto, a medida que t→ tc, se observan desviaciones en la predic-
cio´n de la ecuacio´n 2.4. El crecimiento del ancho de la interfaz se convierte
en ma´s lento, y, finalmente, fluctu´a en torno a un valor de saturacio´n (o es-
tacionario) WS cuando t > tc. Para el caso de muestras finitas, la figura 2.6
ejemplifica el comportamiento de W en funcio´n del tiempo.
Figura 2.6: Representacio´n esquema´tica del crecimiento del ancho de la in-
terfaz W en funcio´n del tiempo, para muestras finitas de diferentes taman˜os
L.
Una herramienta u´til para la caracterizacio´n de las interfaces es la teor´ıa
de escalado dina´mico, desarrollada por Family y Vicsek [8, 9, 10]. La metodo-
log´ıa se basa en la evaluacio´n del ancho de la interfaz (W ) y su racionalizacio´n
en te´rminos de exponentes. Dicha teor´ıa afirma que el ancho de la interfaz es
una funcio´n homoge´nea de dos longitudes caracter´ısticas (W (L, ξ)). ξ refleja
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las propiedades del sistema en estudio, y L es fijado por las condiciones ex-
perimentales o de simulacio´n. Por lo tanto, se formula el siguiente escalado
Ansatz de la forma:
W (L, ξ‖) = W (L, t) = tβf(
L
ξ‖
) = tβf ∗(
L
t
1
z
), (2.7)
donde f∗(u) es una funcio´n de escalado adecuada, siendo u = L
t
1
z
. En parti-
cular, se tiene que
f ∗(u) =
{
constante si u→∞
uα si u→ 0 , (2.8)
donde α es el exponente de rugosidad.
De esta manera, a tiempos tempranos t → 0 (es decir, u → ∞), se
recupera la ecuacio´n 2.4, mientras que para tiempos largos t→∞ (es decir,
u→ 0), se tiene que el ancho de la interfaz satura a valores dependientes de
L segu´n:
WS(L) ∝ Lα, (2.9)
donde la relacio´n se satisface cuando
z =
α
β
, (2.10)
Por lo tanto, so´lo dos de los exponentes son realmente independientes.
La relacio´n de escalado de Family Vicsek se puede testear nume´ricamente.
Graficando sobre el eje horizontal t/Lz y sobre el eje verticalW (L, t)/Lα. Las
diferentes curvas colapsan en una u´nica curva que exhibe las propiedades de
la funcio´n de escala f ∗(u), verificando la hipo´tesis de escalado (ver figura
2.7).
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Figura 2.7: Colapso de las curvas presentadas en la figura 2.6 aplicando la
relacio´n de escalado de Family-Vicsek.
Modelo α β Referencia Exactos
BD 0,42 0,30 [8] α = 1/2, β = 1/3
0,47 0,30 [36]
— 0,33 [38]
RD ∞ 0,50 [37] α =∞, β = 1/2
RDsr 0,48 0,24 [31] α = 1/2, β = 1/4
Eden 0,50 0,30 [39, 40] α = 1/2, β = 1/3
0,51 0,32 [41]
KPZ 0,50 0,33 [42] α = 1/2, β = 1/3
Cuadro 2.1: Resumen de los valores obtenidos de los exponentes para varios
modelos, en (1+1) dimensiones. Tambie´n se muestran los resultados exactos
[9].
El cuadro 2.1 presenta los resultados nume´ricos de los exponentes para
varios modelos, para 1+1 dimensiones. Se puede observar, por ejemplo, que
para RD el exponente de rugosidad α no esta´ definido, aunque varios autores
toman α = ∞. Esto es debido a que en este modelo no existe correlacio´n
entre las columnas, por lo tanto el ancho la interfaz W nunca satura. Por el
contrario, en la variante del modelo donde existe una relajacio´n superficial
(RDsr), se generan correlaciones entre las columnas, las cuales llevan a la
saturacio´n de la interfaz. Los exponentes de algunos modelos, como el mo-
delo RD, se pueden calcular de manera exacta usando reglas de crecimiento
microsco´picas [37]. Para otros modelos, esto no es posible y por lo tanto se
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buscan me´todos alternativos para estudiarlos anal´ıticamente. El me´todo ma´s
utilizado es asociar el proceso de crecimiento con una ecuacio´n de crecimiento
estoca´stica. Este me´todo se vera´ desarrollado ma´s adelante.
En ciertos modelos de crecimiento, es importante distinguir entre las pro-
piedades de rugosidad local y global. El ancho de la interfaz local w(l, t) se
define como
w2(l, t) ≡ 〈[h(x, t)− hl(x, t)]2〉x. (2.11)
El sub´ındice l significa que se selecciona una porcio´n de longitud l (venta-
na) sobre la interfaz y se mide el ancho y la altura media hl(x, t) en esta
ventana. 〈〉 denota promedios espaciales y conjuntos, es decir se eligen dife-
rentes ventanas a lo largo de la superficie y se promedia sobre los resultados
obtenidos.
El ancho de la interfaz local w(l, t) satisface la siguiente relacio´n
w(l, t) = tβfA(
l
ξ(t)
), (2.12)
donde β es el exponente de crecimiento y ξ la longitud de correlacio´n. La
funcio´n de escalado puede ser ano´mala, es decir
fA(u) =
{
uαloc si u 1
constante si u 1 , (2.13)
donde αloc es un nuevo exponente independiente llamado exponente de ru-
gosidad local, el cual no necesariamente debe coincidir con su contraparte
global α.
Existe una relacio´n de escalado dina´mico ma´s general que el propuesto
por Family-Vicsek, el cual fue introducido por Ramasco et al [11], e incluye
todas las formas previamente conocidas de la relacio´n de escalado dina´mico
como casos particulares (ve´ase tambie´n las citas [43, 44, 45]). En esta rela-
cio´n esta´ impl´ıcita la hipo´tesis de que la interfaz puede presentar dos tipos
diferentes de comportamiento en escalas cortas y largas, respectivamente.
El ana´lisis se basa en el factor de estructura o espectro de potencia S(q, t))
[11, 9, 2, 3, 46], el cual se define de la siguiente manera:
S(q, t) = 〈| 1√
L
L∑
n=1
hn(t)e
−iqn|2〉, (2.14)
donde q = 2pin/L, con n = 1, ..., L/2.
El factor de estructura brinda una medida de la correlacio´n entre las
posiciones de las part´ıculas. En la f´ısica de la materia condensada y crista-
lograf´ıa, el factor de estructura es una descripcio´n matema´tica de co´mo un
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material dispersa la radiacio´n incidente. Es una herramienta particularmente
u´til en la interpretacio´n de los patrones de interferencia obtenidos en los ex-
perimentos de rayos X, electrones y difraccio´n de neutrones [47]. Esta nueva
relacio´n predice la existencia de una nueva clase de modelos de crecimiento
con propiedades de escalado ano´malas, e introduce un nuevo exponente αS,
el cual se conoce como exponente de rugosidad espectral. Una caracter´ıstica
clave de esta teor´ıa es que el nuevo tipo de rugosidad ano´mala so´lo puede ser
detectado considerando el comportamieto de escala del factor de estructura.
El escalado gene´rico Ansatz del factor de estructura propuesto por Ramasco
et al [11] esta´ dado por:
S(q, t) = q−(2α+1)s(qt1/z), (2.15)
y la funcio´n de escalado tiene la forma
s(u) ∼
{
u2(α−αS) if u 1
u2α+1 if u 1 , (2.16)
donde αS es el ya mencionado exponente de rugosidad espectral.
El ca´lculo del factor de estructura provee una forma alternativa para
estimar los exponentes cr´ıticos. Este tiene la ventaja sobre el me´todo del
espacio real que so´lo contibuyen los modos de longitudes de ondas largas
para su escalado, generando un menor efecto de taman˜o finito. En el re´gimen
estacionario, por supuesto, el factor de estructura es independiente del tiempo
[11], y escalea como:
S(q, t) = q−(2α+1)(qt1/z)2(α−αS), (2.17)
Reemplazando la relacio´n t1/z = L, se obtiene
S(q, L) ∝ q−(2αS+1)L2(α−αS). (2.18)
Por supuesto, existe una relacio´n entre el factor de estructura 2.14 y el ancho
de la interfaz 2.3 [11] dada por
W 2(L, t) =
1
L
∑
q
S(q, t), (2.19)
Si αS 6= α, entonces el escalado es ano´malo, mientras que si αS = α es no
ano´malo y se recupera el escalado esta´ndar Family-Vicsek. Se puede observar
que, como hizo hincapie´ Ramasco et al [11], αS no aparece expl´ıcitamente
en ana´lsis de W (L, t), w(l, t) o funcio´n de correlacio´n altura-altura G(l, t), la
cual es la Transformada de Fourier de S(q). Por tanto, no se puede deducir
αS a partir de mediciones de estas cantidades, lo que sugiere que se deber´ıa
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incluir un ana´lisis espectral al estudio de las propiedades de la rugosidad.
Un resumen de los resultados anal´ıticos de Ramasco et al [11] se muestran
acontinuacio´n.
si αS < 1⇒ αloc = αS ∼
{
αS = α⇒ Family − V icsek
αS 6= α⇒ Intrinseco , (2.20)
si αS > 1⇒ αloc = 1 ∼
{
αS = α⇒ Super −Rugoso
αS 6= α⇒ Nueva clase . (2.21)
Por otro lado, para algunos modelos, la convergencia del comportamiento
de escalado asinto´tico se ve afectada por un fuerte efecto de taman˜o finito.
Este efecto se debe principalmente a la existencia de un ancho intr´ınseco
Wintrinseco [9, 48], el cual es independiente del taman˜o del sistema. Wintrinseco
no es una cantidad universal y su presencia y magnitud dependen de detalles
microsco´picos del modelo. La existencia de sobresalientes (overhangs), o el
desarrollo de pendientes locales grandes pueden contribuir a este ancho. Sin
embargo, en algunos modelos se puede reducir usando te´cnicas de reduccio´n
del ruido. Para sistemas de taman˜o pequen˜o, el ancho intr´ınseco puede ser
comparable al ancho final, y esto afecta fuertemente al comportamiento de
escalado. Por lo tanto, para modelos con ancho intr´ınseco no nulo, el escalado
es de la forma
W 2(L, t)−W 2intrinseco ∼ L2αf(
t
Lz
). (2.22)
donde Wintrinseco es el valor del ancho intr´ınseco.
2.2.3. La dina´mica Kardar-Parisi-Zhang (KPZ)
El estudio de las relaciones de escalado y los exponentes cr´ıticos lleva a
definir clases de universalidad. El concepto clase de universalidad surge en
estudios de transiciones de fase en meca´nica estad´ıstica, y codifica el hecho de
que hay so´lo unos pocos factores esenciales que determinan los exponentes que
caracterizan el comportamiento de escalado. As´ı, sistemas diferentes que a
primera vista puede parecer que no tienen conexio´n entre ellos, se comportan
de manera muy similar.
Una herramienta muy poderosa que se utiliza para entender el compor-
tamiento de varios procesos de crecimiento son las ecuaciones diferenciales.
Estas ecuaciones describen la interfaz a escalas de longitudes grandes, des-
preciando los detalles a escalas de longitud cortas. A partir de un modelo
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discreto, se puede derivar la correspondiente ecuacio´n continua de crecimien-
to, en forma fenomenolo´gica. La dina´mica Kardar-Parisi-Zhang (KPZ) repre-
senta la ma´s simple y ma´s amplia clase de universalidad de crecimiento de
no equilibrio [49]. La dina´mica interfacial KPZ se define por la ecuacio´n de
Langevin:
∂h
∂t
= ν∇2h+ λ
2
(∇h)2 + F + η(x, t), (2.23)
donde h(x, t) es la altura local de la interfaz, F > 0 es la fuerza impulsora,
η(x, t) es el ruido gaussiano con media cero. El primer te´rmino del lado
derecho (proporcional a la constante ν) describe la relajacio´n de la interfaz
causada por la tensio´n superficial y el segundo te´rmino es el te´rmino no lineal
dominante, relacionado al crecimiento lateral.
Para obtener la ecuacio´n 2.23, se puede desarrollar un conjunto de ar-
gumentos plausibles usando tanto principios f´ısicos, el cual motiva la suma
de te´rminos no lineales, como argumentos de simetr´ıa [9]. Se parte de una
interfaz univaluada caracterizada por su altura h(x, t), y se propone que la
ecuacio´n de crecimiento tenga la forma:
∂
∂t
h(x, t) = G(h, x, t) + η(x, t) (2.24)
donde G(h, x, t) es una funcio´n que depende de la altura de la interfaz, de la
posicio´n y del tiempo, y el te´rmino η(x, t) es el ruido.
Los principios sime´tricos ba´sicos que la ecuacio´n debe satisfacer son los
siguientes:
i)Invariancia bajo translacio´n en el tiempo. La ecuacio´n no debe depender
de la definicio´n del origen del tiempo. Es decir, la ecuacio´n debe ser invariante
bajo la transformacio´n t→ t+ δt.
ii)Invariancia translacional a lo largo de la direccio´n de crecimiento. La
ecuacio´n no debe depender de donde se define h = 0. Es decir, la ecuacio´n
debe ser invariante bajo la transformacio´n h→ h+ δh.
iii)Invariancia translacional en la direccio´n perpendicular a la direccio´n de
crecimiento. Del mismo modo que a lo largo de la direccio´n de crecimiento,
la ecuacio´n no debe depender del valor actual de x, teniendo la simetr´ıa
x→ x+ δx.
Estas primeras tres reglas permiten la permanencia de te´rminos de tipo
diferenciales unicamente, que pueden simbolizarse con derivadas parciales.
iv)Simetr´ıa de inversio´n y rotacio´n sobre la direccio´n de crecimiento. Es-
tas reglas descartan las derivadas de orden impar en las coordenadas. Esto
deriva del hecho de que las derivadas de orden impar son antisime´tricas res-
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pecto del eje de las ordenadas, no admitiendo invarianzas ante rotaciones e
inversiones.
v)Ruptura de la simetr´ıa superior/inferior para h. Cuando las fluctuacio-
nes de la interfaz son similares con respecto a la altura media, se descartan los
te´rminos no lineales. Esta simetr´ıa esta´ conectada a la naturaleza de equili-
brio de la interfaz, por consiguiente esta regla debe romperse cuando se trata
de problemas fuera de equilibrio. La causa de la ruptura es la existencia de
una fuerza F , perpendicular a la interfaz, la cual selecciona una direccio´n
de crecimiento particular para la interfaz. El crecimiento lateral usualmente
implica la presencia de la no linearidad. Por ejemplo, consideremos la adi-
sio´n de una nueva part´ıcula en un modelo de crecimiento, el cual incluye el
crecimiento lateral. El crecimiento ocurre localmente normal a la interfaz,
generando un incremento δh a lo largo del eje h, el cual, por el teorema de
Pita´goras, se define como:
δh = [(vδt)2 + (vδt∇h)2]1/2 = vδt[1 + (∇h)2]1/2 (2.25)
Si |∇h| << 1, se puede expandir la ecuacio´n 2.25 de la forma:
∂h(x, t)
∂t
= v +
v
2
(∇h)2 + ... (2.26)
sugiriendo que un te´rmino no lineal de la forma (∇h)2 debe estar presente
en la ecuacio´n de crecimiento para reflejar el crecimiento lateral.
Para encontrar la forma final de la ecuacio´n de crecimiento, se eliminan
los te´rminos que violan los principios expuestos. El te´rmino adicional de ruido
η(x, t) incorpora el caracter estoca´stico del proceso de fluctuacio´n.
Ana´lisis de los te´rminos de la ecuacio´n KPZ:
ν∇2h: El efecto de suavizado que genera el te´rmino Laplaciano ν∇2h
(primer te´rmino del lado derecho de la ecuacio´n 2.23) es ilustrado en la
figura 2.8 (a) a trave´s de una simple interpretacio´n geome´trica. El efecto
es redistribuir las irregularidades de la interfaz, manteniendo sin cambios la
altura media. Por lo tanto, la tensio´n superficial actu´a como un mecanismo
de relajacio´n conservativo.
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Figura 2.8: Derecha: Efecto de la tensio´n superficial sobre la interfaz. (a)
Posicio´n de la interfaz para un cierto t. b) Se muestra el te´rmino Laplaciano
ν∇2h. c) Nueva posicio´n de la interfaz al tiempo t + δt, teniendo en cuenta
so´lo el efecto del te´rmino Laplaciano. La tensio´n superficial reduce la altura
ma´xima de la interfaz redistribuyendo el material desde los puntos ma´s altos
hacia los dos lados. Izquierda: Efecto del te´rmino no lineal. a) Posicio´n de la
interfaz para un cierto t. b) Se muestra el te´rmino no lineal λ(∇h)2. c) Nueva
posicio´n de la interfaz al tiempo t+ δt, teniendo en cuenta so´lo el efecto del
te´rmino no lineal. Se muestra que dicho te´rmino aumenta la altura de la
interfaz agregando material en las partes de la interfaz donde la pendiente
local es mayor, generando que la altura media de la interfaz aumenta [9].
λ
2
(∇h)2: Debido a la presencia del te´rmino no lineal, la velocidad media
de la interfaz es distinta de cero, incluso en ausencia de una fuerza externa
(excepto cuando la interfaz es plana, con h(x,t)=cte). Una interpretacio´n
geome´trica de este te´rmino se muestra en la figura 2.8 (b). Despreciando el
te´rmino lineal y el ruido, al tiempo t + δt la altura de la interfaz tiene la
forma
h(x, t+ δt) = h(x, t) +
λ
2
(∇h)2δt (2.27)
Debido a que (∇h)2 es positivo, este genera un incremento en altura agregan-
do material a la interfaz (o sacando material si λ < 0). Esta sitacio´n puede
ser contrarrestada por el efecto del te´rmino lineal, el cual reorganiza la altura
de la interfaz de tal manera que la masa total permanece sin cambio. Por
lo tanto, el material agregado por el te´rmino no lineal genera el exceso de
velocidad.
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Ecuacio´n Edwards-Wilkinson EW
Cuando el te´rmino no lineal de la ecuacio´n KPZ desaparece, es decir
λ = 0, se recupera la simetr´ıa superior/inferior para h. De esta manera, la
dina´mica KPZ se transforma en Edwards-Wilkinson [50]:
∂h
∂t
= ν∇2h+ F + η(x, t), (2.28)
La ecuacio´n Edwards-Wilkinson fue la primer ecuacio´n continua usada
para estudiar el crecimiento de interfaces por deposicio´n de part´ıculas. Junto
con el modelo discreto Deposicio´n Aleatoria con relajacio´n superficial (RDrs)
definen una nueva clase de universalidad. En el siguiente cuadro 2.2 se resu-
men las ecuaciones matema´ticas y los valores de los exponentes cr´ıticos de las
principales clases universales, las cuales fueron explicadas anteriormente. Los
valores expuestos corresponden a (1+1)-dimensiones, la cual se estudiara´ en
este trabajo de tesis. Por supuesto que los valores de los exponentes cam-
bian segu´n la dimensio´n del sistema. Dentro de la clase KPZ encontramos,
por ejemplo, el modelo BD, y dentro de EW , el modelo RDrs. Adema´s, se
presenta otra clase de universalidad llamada Epitaxia de Haces Moleculares
MBE (del ingle´s Molecular Beam Epitaxy) [9, 51]. La clase de universalidad
MBE se encontro´ originalmente en el campo de la f´ısica de la materia con-
densada. En esta clase, la interfaz crece por la deposicio´n de part´ıculas que
difunden sobre la superficie buscando el sitio energe´ticamente ma´s favorable.
Los principales efectos que determinan la morfolog´ıa final de la interfaz son
la deposicio´n, desorcio´n y difusio´n superficial.
Clase universal Ecuacio´n Exponentes
RD ∂h
∂t
= F + η(x, t) α =∞ β = 1/2
EW ∂h
∂t
= ν∇2h+ F + η(x, t) α = 1/2 β = 1/4
KPZ ∂h
∂t
= ν∇2h+ λ
2
(∇h)2 + F + η(x, t) α = 1/2 β = 1/3
MBE ∂h
∂t
= −K∇4h+ F + η(x, t) α = 3/2 β = 3/8
Cuadro 2.2: Resumen de las ecuaciones matema´ticas y los valores obtenidos
de los exponentes para varios modelos, en (1+1) dimensiones [9].
2.2.4. Interfaz con inclinacio´n inicial
Para entender el proceso de crecimiento de una interfaz, generada por
experimentos o por un modelo, se debe identificar a que clase de universalidad
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pertenece. Para ello, se estudia el escalado del ancho de la interfaz y se
determina el exponente de rugosidad. Sin embargo, cuando se estudia en
una dimensio´n, el exponente de rugosidad predicho por las ecuaciones KPZ
y EW es el mismo (α = 1/2) y, por lo tanto, no se puede distinguir entre
estas dos posibilidades. Existe otro exponente, el exponente dina´mico, que
si difiere entre estas dos clase, pero muchas veces no se logra obtener una
buena medida. Por lo tanto, un me´todo alternativo para identificar la clase
de universalidad es obtener evidencia directa de la presencia de diferentes
te´rminos en la ecuacio´n de crecimiento. Uno de ellos es el te´rmino no lineal
λ(∇h)2 de la ecuacio´n KPZ (2.23). La determinacio´n del coeficiente λ es de
especial intere´s ya que controla las propiedades de escalado de la interfaz. El
me´todo ma´s simple de calcular λ esta´ basado en el hecho que la velocidad
de la interfaz promedio depende de la pendiente de la interfaz. Consideremos
una interfaz creciendo de acuerdo a la ecuacio´n KPZ con velocidad media
v = v0 +
λ
2
∫
ddx(∇h)2 (2.29)
Aqu´ı v denota la velocidad media para una interfaz con condiciones de con-
torno perio´dicas, y v0 la velocidad de deriva, originada por la contribucio´n de
una fuerza externa actuando sobre la interfaz. La interfaz tiene una pendiente
promedio cero. Para los ca´lculos del modelo, se puede generar una pendiente
m ≡ 〈(∇h)〉 de la interfaz inclinando la superficie [9].
De acuerdo a la ecuacio´n 2.29, la inclinacio´n cambia la velocidad de la
interfaz de la forma
v(m) = v(0) +
λ
2
m2 (2.30)
Si se mide la velocidad dependiente de la inclinacio´n, se espera encontrar una
para´bola que provee el coeficiente del te´rmino no lineal λ, y de esta manera
diferenciar entre un crecimiento en la clase de universalidad EW (λ = 0) o
KPZ (λ 6= 0).
2.2.5. Feno´menos cr´ıticos y transiciones de fase
En el feno´meno conocido como transicio´n de fase, el sistema como un
todo cambia su estructura sin que cambie la identidad de sus constituyentes
[52], es decir, la materia se transforma de un estado estructural a otro, como
las transiciones que sufre el agua al cambiar entre los estados, so´lido, l´ıquido
y gaseoso. La transicio´n de fase no se produce en sistemas pequen˜os sino
so´lo en sistemas muy grande, teo´ricamente hablando, en sistemas infinitos.
Existen muchos tipos de transiciones de fase. Un ejemplo es la transicio´n de
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fase orden-desorden que se produce en aleaciones como el bronce [53]. Los
a´tomos de cobre y zinc del bronce en una red regular ocupan sitios alternados
en la fase ordenada, y sitios arbitrarios en la fase desordenada.
En numerosas transiciones de fase, un sistema pasa de un estado ordena-
do a un estado desordenado, o a la inversa, al variar el para´metro de control.
Para caracterizar la variacio´n entre los macroestados, Landau introduce el
para´metro de orden, una variable macrosco´pica cuyo valor es finito en la fase
ordenada y cero en la fase desordenada. La fase ordenada suele ocurrir a bajas
temperaturas, en la cual el sistema exhibe una cierta estructura macrosco´pica
representada por el para´metro de orden finito. En este sistema, el para´metro
de control es la temperatura. Al elevar la temperatura, la estructura ma-
crosco´pica es destru´ıda por el movimiento aleatorio de los constituyentes, y
por lo tanto el para´metro de orden se anula. Por ejemplo, en la transicio´n
paramagne´tica-ferromagne´tica el para´metro de orden es la magnetizacio´n, la
cual se anula en la fase paramagne´tica.
En l´ıneas generales, la breve descripcio´n anterior se refiere a transiciones
de fase en equilibrio, donde el sistema presenta una energ´ıa expresada por
un Hamiltoneano. Por otro lado, existen otros sistemas que no admiten una
descripcio´n a trave´s de un Hamiltoneano, y cuyas transiciones de fase son
fuera del equilibrio. En este caso, la clasificacio´n del orden de las transiciones
se hacen por analog´ıa a los casos en el equilibrio, y corresponden a dos tipos
(ver figura 2.9) [52]:
-Transicio´n de primer orden: son las transiciones de fase discontinuas. El
para´metro de orden var´ıa discontinuamente en el punto de transicio´n, siempre
manteniendo una diferencia finita entre las dos fases.
-Transicio´n de segundo orden: son las transiciones de fase continuas. El
para´metro de orden cae continuamente a cero, por lo que en el punto de
transicio´n la diferencia entre las dos fases es infinitesimal.
Esta clasificio´n es muy general. Para detalles ma´s espec´ıficos y rigurosos
ver referencias [54, 55].
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Figura 2.9: Representacio´n esquema´tica, donde PT es el punto de transicio´n.
(a) Transicio´n de fase de primer orden, (b) Transicio´n de fase de segundo
orden.
Los modelos de crecimiento con ruido aleatorio presentan una transicio´n
congelado-descongelado de la interfaz. En este trabajo se vera´ que dicho
sistema puede presentar tanto una transicio´n de fase de primer orden (seccio´n
4.2.2) como de segundo orden (seccio´n 4.1.2.3). El para´metro de orden en este
sistema es la velocidad de crecimiento de la interfaz, la cual se anula en la
fase congelada. Para el caso donde la transicio´n es suave, de segundo orden,
la velocidad var´ıa segu´n
v ∼ f θ (2.31)
donde θ es el exponente de velocidad y f , que se conoce como fuerza reducida,
tiene la forma
f =
(F − Fc)
Fc
(2.32)
donde F es la fuerza impulsora del sistema, la cual juega el papel del para´me-
tro de control y Fc es la fuerza a la cual el sistema se congela.
Para en el caso de una transicio´n congelado-descongelado de primer orden
el salto es discontinuo y no se aplica la ecuacio´n 2.31.
2.2.6. Ruido congelado: quenched Kardar-Parisi-Zhang
QKPZ
Hasta el momento, se describieron interfaces que crecen y se vuelven ru-
gosas debido a fluctuaciones denominadas te´rmicas, aunque en los sistemas
macrosco´picos no tienen porque ser necesariamente generadas por tempera-
tura. El origen de la aleatoriedad deriva de la naturaleza aleatoria de los
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procesos de deposicio´n. Sin embargo, existe otra clase de interfaces, las cua-
les se mueven en un medio desordenado. Cuando la resistencia del medio es
diferente punto a punto y no cambia en el tiempo, se lo llama ruido con-
gelado. Si el desorden “gana“, la interfaz se queda “congelada“; pero si las
fuerzas impulsoras ”ganan” la interfaz permanece ”no congelada”. La tran-
sicio´n desde una interfaz congelada a una movie´ndose se llama transicio´n de
descongelado (depinning).
El problema de una interfaz movie´ndose en la presencia de ruido congela-
do es otro ejemplo de feno´meno cr´ıtico. La ecuacio´n ma´s general que describe
el movimiento de una interfaz es la ecuacio´n KPZ [9, 56]. En un medio des-
ordenado, el ruido te´rmico es reemplazado por el ruido congelado generado
por el desorden, el cual depende de x y h, es decir de la posicio´n en el espacio
y no del tiempo:
∂h
∂t
= ν∇2h+ λ
2
(∇h)2 + F + η(x, h), (2.33)
A esta ecuacio´n se la conoce como quenched Kardar-Parisi-Zhang (QKPZ).
Al contrario de la ecuacio´n KPZ, la evolucio´n de la interfaz es determin´ıstica.
Cuando el te´rmino no lineal de la ecuacio´n 2.33 se desvanece, se tiene otra
clase de universalidad llamada quenched Edwards-Wilkinson(QEW).
Existen tres regiones que predice la ecuacio´n de crecimiento QKPZ:
a) Fase congelada: en ausencia de un campo externo, la interfaz se mueve
hasta la configuracio´n ma´s cercana donde la energ´ıa tiene un mı´nimo local,
despue´s de la cual se congela. Si se agrega una pequen˜a fuerza impulsora
F , la interfaz tiende a moverse en la direccio´n de F , pero con el tiempo se
volvera´ a congelar por las impurezas del medio.
b) Fase cr´ıtica de movimiento: Si aumentamos la fuerza impulsora, la
interfaz sobrepasa la fuerza de congelado de las impurezas del medio a una
fuerza cr´ıtica Fc, y comienza a moverse con una velocidad finita. En la vecin-
dad de Fc, la velocidad cae. El movimiento de la interfaz justo por encima del
umbral no es uniforme. En un dado momento, la interfaz consiste de regiones
congeladas y no congeladas. Una vez que el efecto combinado de la fuerza
impulsora y ela´stica sobrepase la fuerza de congelado en una regio´n particu-
lar, la interfaz salta hacia delante, pero con el tiempo se vuelve a congelar
en otra regio´n de sitios con impurezas. Por lo tanto, la interfaz presenta un
movimiento lento y suave, intercalado con saltos.
c) Re´gimen de gran velocidad: Si F >> Fc, la interfaz siente un ruido que
fluctu´a ra´pidamente, por lo tanto la velocidad aumenta linealmente con F .
En este re´gimen, el movimiento puede ser descripto con la ecuacio´n KPZ.
Teniendo en cuenta el ruido congelado, los modelos discretos se pueden
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dividir, en principio, en dos clases de universalidad, ambas clases descriptas
por la ecuacio´n QKPZ 2.33. Para la primera clase, el coeficiente λ = 0 (o λ→
0 cuando f → 0), mientras que para la segunda, λ diverge en la transicio´n
de descongelado [9]
λ ∼ f−φ (2.34)
con un exponente φ > 0. Como se comento´ en pa´rrafos anteriores, para tener
evidencia de la existencia del te´rmino no lineal se puede medir la velocidad
dependiente de la inclinacio´n, la cual cae en una para´bola si λ es distinta de
0. Cuando nos acercamos a la transicio´n de descongelado, la curvatura de la
para´bola cambia segu´n la clase de universalidad: si la curvatura aumenta, in-
dica un incremento de λ (de acuerdo a la ecuacio´n 2.34, con φ > 0), mientras
que si la curvatura decrece, es porque λ→ 0 (de acuerdo a la ecuacio´n 2.34,
con φ < 0 [57]). Teniendo en cuenta las ecuaciones 2.30 y 2.31 se obtiene la
relacio´n
v(m, f) ∼ f θ + f−φm2 (2.35)
la cual permite verificar dichos exponentes, y por lo tanto el comportamiento
del sistema, a trave´s del colapso de curvas con diferentes valores de f .
Una explicacio´n posible del origen de las dos clases de universalidad es la
anisotrop´ıa del medio desordenado. Para un sistema anisotro´pico para el cual
el ruido congelado tiene diferentes correlaciones en la direccio´n perpendicular
y paralelo a la direccio´n de crecimiento, incluso si comienza sin te´rmino no
lineal, λm2 sera´ generado por el desorden. Por el contrario, si el sistema es
isotro´pico la no linealidad no sera´ generada. En este caso, la no linealidad en
la ecuacio´n de crecimiento es cinema´ticamente generada, y se desvanece a la
transicio´n de descongelado.
Sorprendentemente, en la fase cr´ıtica de movimiento donde λ diverge
(φ > 0), el caso en el que la no linealidad se mueve en la misma direccio´n que
la fuerza impulsora (λ > 0) parece diferir cualitativamente de aquel en el que
estas dos fuerzas se oponen entre s´ı (λ < 0). Para los valores positivos de λ
(es decir, QKPZ positivo o ecuacio´n P-QKPZ) la transicio´n de descongelado
es suave (segundo orden), mientras que para λ negativos (es decir, QKPZ
negativo o ecuacio´n N-QKPZ) es brusca (primer orden). En este u´ltimo caso
se observa una solucio´n facetada cerca del punto de transicio´n, es decir la in-
terfaz esta´ caracterizada por la presencia de facetas. Sin embargo, un ca´lculo
de grupo de renormalizacio´n revelo´ que no hay ninguna diferencia entre los
casos positivos y negativos [58], aunque la situacio´n a este nivel teo´rico no se
ha aclarado hasta ahora. Desde el lado computacional, la dina´mica QKPZ ha
sido muy estudiada tanto para no linealidades positivas como negativas en
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una dimensio´n espacial. Tang et al. [59] proponen que la ecuacio´n P-QKPZ
puede ser descripta de manera efectiva por el modelo llamado directed per-
colation depinning (DPD) model [60]. Este modelo de crecimiento presenta
reglas sencillas desarrolladas en la figura 2.10 [9]. El comportamiento del
modelo DPD queda definido por la fraccio´n de sitios bloqueados p. Cuando
p > pc, el crecimiento es detenido por un camino que se extiende sobre un
cluster de percolacio´n dirigida. Tal camino es caracterizado por la longitud de
correlacio´n paralela a la interfaz ξ‖ y la longitud de correlacio´n perpendicular
a la interfaz ξ⊥. Es decir, los sitios bloqueados forman caminos dirigidos cuya
longitud promedio es ξ‖ y ancho ξ⊥. Las dos longitudes de correlacio´n diver-
gen en la vecindad de pc, de la forma ξ‖ ∼ |p−pc|−ν‖ y ξ⊥ ∼ |p−pc|−ν⊥ . Para
que la interfaz se bloquee totalmente, ξ⊥ debe ser igual al taman˜o del sistema
L. En ese caso se tiene que W ∼ ξ⊥ ∼ |p−pc|−ν⊥ ∼ ξ
ν‖
ν⊥
‖ ∼ L
ν‖
ν⊥ = Lα De esta
manera, el exponente de rugosidad esta´ dado por la relacio´n de los dos ex-
ponentes de longitud de correlacio´n, en la direccio´n paralela y perpendicular
del cluster de percolacio´n dirigida, es decir, α = ν⊥/ν|| (' 0, 63). Adema´s se
desprende que z = 1 y, por lo tanto, β = α. Estos resultados esta´n de acuer-
do con ca´lculos nume´ricos y simulaciones de un modelo auto´mata realizado
por Leschhorn [61], quien tambie´n reporta que α ' 0, 63 para la ecuacio´n
P-QKPZ.
Figura 2.10: Reglas de crecimiento del modelo DPD. 1) Se inicia con una
interfaz plana y se bloquea una fraccio´n de sitios p. 2) Se elige al azar un
sitio (no bloquedado) que sea primer vecino de la interfaz. 3) Se vuelve parte
de la interfaz dicho sitio y todo sitio que este´ por debajo en la misma colum-
na, como se observa en el u´ltimo recuadro. El punto 3) excluye overhangs.
Finalmente se genera un camino que va de izquierda a derecha, subiendo y
bajando, pero nunca volviendo hacia la izquierda. A este camino se lo conoce
como camino dirigido.
Por otra parte, los estudios nume´ricos de diferentes modelos con no lineali-
dad negativa confirmaron la formacio´n de facetas y la existencia de un salto
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en la transicio´n [11, 62, 63]. Modelos auto-organizados, en los que las inter-
faces se auto-sintonizan en el punto de transicio´n [64], han sido propuestos
y estudiados en este contexto. Sneppen [65] propuso dos modelos de creci-
miento auto-organizados para estudiar la dina´mica de interfaces aleatorias
en medios aleatorios. Basa´ndose en medidas del comportamiento de escalado
estandar del ancho de la interfaz, Sneppen considero´ que el primer modelo
(llamado modelo A) exhib´ıa un comportamiento bastante trivial, con β = 1
y α = 1 [65]. Sin embargo, medidas del factor de estructura revelan que el
modelo no tiene caracter´ısticas triviales con α = αloc = 1 pero αs = 1,35(3)
[11]. Los valores de estos exponentes esta´n relacionados con la formacio´n de
facetas en las interfaces saturadas. Viendo estos resultados, se cree que el
modelo A esta´ descripto por la ecuacio´n N-QKPZ. El segundo modelo de
Sneppen (llamado modelo B) con α ' 0, 63 parece estar descripto por la
ecuacio´n P-QKPZ [65]. Del mismo modo, Choi et al.[66] formularon otros
dos modelos auto-organizados similares, con no linealidades positivas y ne-
gativos. Basa´ndose en medidas del comportamiento de escala del ancho de la
interfaz, contrariamente llegaron a la conclusio´n de que el signo del te´rmino
no lineal no afecta a la clase de universalidad, y por lo tanto N-QKPZ y
P-QKPZ pertenecen a la misma clase de universalidad. Ante esta situacio´n,
se decidio´ realizar un estudio detallado, abordado en la seccio´n 4.2.2.
Cap´ıtulo 3
Modelo de crecimiento celular
El objetivo de este trabajo es proponer un modelo de crecimiento celular
discreto simplificado, el cual permite un estudio detallado de su dina´mica a
trave´s de las propiedades interfaciales. Se decide proponer un modelo simpli-
ficado dado que se intenta captar la dina´mica dominante del sistema.
El modelo propuesto esta´ inspirado tanto en un modelo de crecimiento
tumoral desarrollado por Drasdo et al. [5, 26], como en ce´lulas transforma-
das de experimentos in vitro de Huergo et al [2, 3], las cuales han perdido la
caracter´ıstica de tener un nu´mero fijo de divisiones. Esta es una de las princi-
pales caracter´ısticas de las ce´lulas tumorales. Cabe aclarar que en el modelo
es la u´nica caracter´ıstica espec´ıfica que se emplea. Para modelar la dina´mica
de crecimiento, las ce´lulas interactu´an siguiendo reglas muy sencillas. Dichas
reglas capturan algunas caracter´ısticas esenciales observadas experimental-
mente, las cuales fueron discutidas en diversas publicaciones [2, 3, 25]. Por
otro lado, las cantidades macrosco´picas derivadas del modelo microsco´pico
propuesto, como los perfiles de densidad de ce´lulas en crecimiento y la veloci-
dad de crecimiento, son descriptos por medio de estudios anal´ıticos a trave´s
de una ecuacio´n maestra.
Las simulaciones de modelos simplificados permiten “apagar” o “pren-
der” algunos efectos bajo estudio mediante una adecuada seleccio´n de los
para´metros relevantes del modelo, y de ese modo determinar las consecuen-
cias particulares de cada para´metro. En este sentido, se realiza una simplifi-
cacio´n sobre el modelo. La variante simplificada del modelo permite no so´lo
determinar dichas consecuencias particulares sino tambie´n hacer un desarro-
llo anal´ıtico con menos aproximaciones. Por supuesto que trabajar con ambos
modelos lleva a una mejor comprensio´n por separado de los ingredientes que
los componen.
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3.1. El modelo
Se propone un modelo que considera tres posibles estados diferentes de
una ce´lula, segu´n la fase del ciclo celular en la que se encuentra:
- I1 representa el estado de la ce´lula recie´n dividida entrando al ciclo
celular,
- I2 representa el estado de la ce´lula atravesando la fase G1. La ce´lula en
este estado lleva a cabo sus funciones celulares y comprueba las condiciones
externas e internas para decidir si continuar con el ciclo celular o no.
- M representa el estado de la ce´lula atravesando las fases S,G2 y fase
M .
Por lo tanto, cada ce´lula puede estar en tres estados diferentes: I1, I2 y
M . La figura 3.1 muestra un esquema del ciclo celular, donde se representan
los tres estados del modelo.
Figura 3.1: Modelo. Representacio´n esquema´tica del ciclo de proliferacio´n
celular, con los tres estados definidos en el modelo y sus probabilidades de
transicio´n.
Reglas Dina´micas
Las reglas para la evolucio´n dina´mica del sistema, las cuales dependen
del estado de cada ce´lula en particular, se definen de la siguiente manera:
(i)Una ce´lula en estado I1 comienza a realizar el ciclo celular. Debido a
que se encuentra recie´n dividida, la ce´lula en este estado no difunde. Per-
maneciendo en el mismo sitio, se convierte en una ce´lula en estado I2 con
probabilidad de transicio´n 1.
(ii)Una ce´lula en estado I2 puede difundir a un sitio vecino ma´s cercano,
o atravesar el punto de control y crecer convirtie´ndose en una ce´lula en es-
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tado M . La probabilidad de difusio´n se denomina PDI y la probabilidad de
transicio´n del estado I2 a M se denomina P
T
I . Dado que una ce´lula en estado
M ocupa dos lugares adjuntos, el proceso de transicio´n so´lo puede ocurrir
si un sitio seleccionado al azar, entre los sitios vecinos al sitio original de la
ce´lula en estado I2, esta´ realmente vac´ıo. De la misma manera, la difusio´n de
una ce´lula en estado I2 so´lo se permite hacia un sitio vecino vac´ıo.
(iii) Finalmente, una ce´lula en estado M puede atravesar los u´ltimos
puntos de control y dividirse en dos ce´lulas en estado I1 con probabilidad
de transicio´n P TM , ocupando los mismos sitios que la ce´lula original. Tam-
bie´n este tipo de ce´lula puede difundir o rotar (en pasos de pi/2 grados en
la red cuadrada) con probabilidad de difusio´n PDM y probabilidad de rota-
cio´n PRM respectivamente. Por supuesto, estos dos u´ltimos procesos implican
seleccionar sitios vecinos al azar y esta´n limitados por volumen excluido.
Variante simplificada
Se propone una variante simplificada del modelo, donde la ce´lula se repre-
senta solamente en un estado. En este caso, la dina´mica del modelo es muy
sencilla. La ce´lula puede difundir a un sitio vecino ma´s cercano, o atravesar
los puntos de control y dividirse en dos ce´lulas iguales. La probabilidad de
difusio´n se denomina PDS y la probabilidad de transicio´n, que en este ca-
so representa la duplicacio´n de la ce´lula, se denomina P TS . Ambos procesos
pueden ocurrir si un sitio vecino seleccionado al azar se encuentra vac´ıo.
Figura 3.2: Variante simplificada del modelo. La ce´lula presenta solamente
un estado. Con cierta probabilidad de transicio´n, se duplica hacia un sitio
vecino vac´ıo.
Con el objetivo de caracterizar el modelo de crecimiento completo y su
variante simplificada, se realizaron dos tipos de ana´lisis: por un lado, se rea-
lizaron experimentos in silico, y por el otro, y en forma complementaria, se
realizaron estudios anal´ıticos.
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3.2. Experimentos in silico
Para realizar un estudio completo del modelo de crecimiento propuesto,
se comenzo´ desarrollando experimentos in silico por medio de simulaciones
nume´ricas de Monte Carlo.
3.2.1. Descripcio´n de la implementacio´n del modelo
Para realizar la simulacio´n, se define una muestra bi-dimensional discreta
dada por una red cuadrada de lados D × L (ver figura 3.3). La muestra bi-
dimensional, en donde se simula el crecimiento de las ce´lulas, se representa
con una red discreta por razones de simplicidad, para facilitar la ubicacio´n
de las ce´lulas en el espacio. Cada sitio de la red cuadrada tiene 4 sitios
primeros vecinos y 4 sitios segundos vecinos. Si el para´metro de red, es decir
la distancia constante entre las celdas unitarias en la red, es d, se definen
sitios primeros vecinos a los sitios que se encuentran a una distancia d y
sitios segundos vecinos a los que se encuentran a una distancia 2
√
d (ver
figura 3.4). Se definen las l´ıneas del sistema a lo largo de la direccio´n D (es
decir, en la direccio´n vertical) y se identifica la localizacio´n espacial de una
ce´lula en una dada l´ınea por el ı´ndice i (0 ≤ i ≤ D − 1). En forma similar,
se definen las columnas a lo largo de la direccio´n L (es decir en la direccio´n
horizontal) y se localiza a una ce´lula en una dada columna por el ı´ndice j
(0 ≤ j ≤ L− 1). De esta manera, cada sitio de la red con coordenadas (i, j)
puede estar ocupado o vac´ıo. Las ce´lulas en estado I, ya sea I1 o I2 ocupan
so´lo un sitio de la red; mientras que las ce´lulas en estadoM , las cuales tienen
un volumen mayor, con duplicacio´n del ADN y de organelas, ocupan dos
sitios adyacentes en la red. (Ver figura 3.1.)
Figura 3.3: Red discreta cuadrada de lados D × L. Las l´ıneas se identifican
por el ı´ndice i, donde 0 ≤ i ≤ D − 1, y las columnas por el ı´ndice j, donde
0 ≤ j ≤ L − 1. Dicha red representa la muestra bi-dimensional en donde se
simula el crecimiento de las ce´lulas.
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Figura 3.4: Sitios de una red cuadrada. Los sitios primeros vecinos del si-
tio celeste esta´n representados en azul, y los sitios segundos vecinos esta´n
representados en verde.
Uno de los factores fundamentales para que las ce´lulas puedan crecer son
los nutrientes. Se asume una distribucio´n homoge´nea de los nutrientes con
independencia del estado del sitio (i, j)-e´simo. La suposicio´n anterior se apoya
en la configuracio´n experimental utilizada en las referencias [2, 3], donde el
gradiente de concentracio´n de los nutrientes es insignificante. Por supuesto,
esta suposicio´n es menos realista en el caso de crecimiento de tumores in
vivo.
Con el fin de implementar las simulaciones, una ce´lula se selecciona al
azar y, en funcio´n de su estado, se procede de acuerdo con las reglas dina´mi-
cas definidas anteriormente. Despue´s de cada seleccio´n aleatoria, indepen-
dientemente de si la accio´n ha podido ser realizada o no, se incrementa el
tiempo de simulacio´n ts de forma tal que t
nuevo
s = t
viejo
s + 1/Ntotal, donde
Ntotal = NI1 +NI2 + NM es el nu´mero total de ce´lulas en el sistema. De es-
ta manera, cuando pasa un tiempo Monte Carlo, se sortearon Ntotal ce´lulas.
Al ser aleatorio, algunas ce´lulas sera´n sorteadas ma´s de una vez y algunas
otras no sera´n sorteadas. Debido a que el nu´mero de ce´lulas aumenta con el
tiempo, con esta definicio´n de incremento del tiempo se logra garantizar que
la probabilidad de que una ce´lula sea sorteada en un paso Monte Carlo sea
constante.
Dado que se busca simular el crecimiento de ce´lulas in vitro en dos di-
mensiones, ser´ıa lo´gico asumir la geometr´ıa observada en experimentos de
crecimiento, la cual suele ser circular. Por el contrario, para estudiar deter-
minadas propiedades sobre la interfaz de crecimiento es conveniente forzar
a que la geometr´ıa del experimento sea rectangular, generando una interfaz
lineal. Esto es debido a que las teor´ıas aplicadas para dicho estudio esta´n
definidas para sistemas lineales. Dependiendo de las condiciones de contorno
elegidas en la simulacio´n, se logra obtener un cultivo creciendo en forma
circular o rectangular. Por lo tanto, segu´n las propiedades que se quieran es-
tudiar, se definen las condiciones de contorno, y de este modo, la geometr´ıa
del sistema.
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3.2.2. Geometr´ıa rectangular
Una de las principales propiedades del sistema que se quieren estudiar es
el comportamiento de la interfaz de crecimiento. Por lo tanto, la eleccio´n de
la condicio´n inicial es bastante natural. So´lo la primer columna (j = 0) de
la red se encuentra ocupada por ce´lulas (ver figura 3.5), las cuales por sim-
plicidad se encuentran todas en estado I2. Por supuesto que no es releventa
que sean todas iguales, ya que interesa estudiar la interfaz cuando el cultivo
esta´ creciendo y esto es independiente del estado inicial de las ce´lulas. De esta
manera, el cultivo puede crecer a lo largo de la direccio´n L, establecie´ndose
naturalmente una interfaz de crecimiento lineal paralela a la direccio´n D.
Para poder dar una idea de la forma del cultivo en crecimiento simulado,
la figura 3.7(a) de la pro´xima seccio´n muestra una t´ıpica configuracio´n ins-
tanta´nea obtenida por la simulacio´n.
Figura 3.5: Geometr´ıa rectangular. Configuracio´n inicial de la simulacio´n. La
primer columna de la red se encuentra ocupada por ce´lulas en estado I2.
Las condiciones de contorno se definen perio´dicas en la direccio´n D. Esto
es debido a que la simulacio´n representa un sector de un cultivo, el cual
esta´ rodeado por ce´lulas que pueden entrar o salir de dicho sector. Por el
contrario, en la direccio´n L, que corresponde a la direccio´n del crecimiento
del sistema, existen dos situacio´nes distintas en los extremos. En el extremo
izquierdo, donde se encuentra inicialmente so´lo una columna de ce´lulas, se
supone que existen ma´s ce´lulas por detra´s, y por lo tanto las ce´lulas no
se pueden mover a sitios ocupados. El extremo derecho de la red nunca es
alcanzado debido a que la simulacio´n se termina antes de que esto suceda.
La geometr´ıa obtenida es observada en los experimentos realizados por
Huergo et al [2]. La red bi-dimensional definida en la simulacio´n representar´ıa
un sector de la ca´psula de Petri utilizada en dichos experimentos (ver figura
3.6).
3.2. Experimentos in silico 37
Figura 3.6: Boceto de la configuracio´n esta´ndar experimental utilizada en los
trabajos de Huergo et al [2, 25]. Se esquematizo´ sobre el boceto experimental,
la red utilizada en algunas simulaciones del presente trabajo. La geometr´ıa
rectangular del modelo propuesto representa un sector del cultivo D × L,
de tal manera que se desarrolla un crecimiento a lo largo del eje horizontal
L y se establece una interfaz paralela a la direccio´n perpendicular D. Ma´s
detalles en el texto.
3.2.2.1. Detalles de las simulaciones realizadas
Para la realizacio´n de los experimentos in silico, se utilizaron muestras
bi-dimensionales (D×L) de diferentes taman˜os, tomando valores 1000 ≤ L ≤
10000 y 64 ≤ D ≤ 512. Esto es debido a que, para estudiar las propiedades
de la interfaz, es necesario conocer la dependencia con el taman˜o del sistema.
Adema´s, se promediaron sobre un nu´mero ns de diferentes muestras, donde
t´ıpicamente se tiene 1000 ≤ ns ≤ 5000.
En las reglas dina´micas presentadas en la seccio´n 3.1 se definio´ que, segu´n
su estado (I1, I2 o M), la ce´lula puede realizar distintas acciones, cada una
con una dada probabilidad. Para disminuir la cantidad de variables inde-
pendientes, y de esa manera simplificar el ana´lisis del comportamiento del
sistema, se definen relaciones entre las probabilidades de la siguiente manera:
-las probabilidades de transicio´n son iguales para los estados I2 y M . Es
decir, P TI = P
T
M . De ahora en ma´s se utiliza la denominacio´n probabilidad
de crecimiento PC , dicho nombre resulta ma´s intuitivo en el desarrollo del
trabajo.
-las probabilidades de difunsio´n se relacionan con la probabilidad de cre-
cimiento de la siguiente forma: PDI = 1−PC para el caso de ce´lulas en estado
I2 y P
D
M + P
R
M = 1 − PC para el caso de ce´lulas en estado M . Para ma-
yor simplicidad, se fija el valor de PRM en 0,01, obtenie´ndose finalmente que
PDM = 1 − PC − 0,01. De esta forma, so´lo queda una variable independiente
para estudiar PC y las dema´s variables quedan definidas segu´n el valor de
PC .
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3.2.2.2. Medidas y Resultados
(1) Estudio de la interfaz de crecimiento
A lo largo de gran parte de esta seccio´n se centra la atencio´n en las pro-
piedades de la interfaz de crecimiento del cultivo celular. Dado que es posible
obtener la interfaz a partir de diferentes definiciones, se detallan a continua-
cio´n dos definiciones de interfaces que son relevantes para el presente estudio,
las llamadas interfaz monovaluada (SVI, del ingle´s single-valuated interface)
e interfaz multivaluada (MVI, del ingle´s multivaluated interface). Con el fin
de localizar estas interfaces, se debe determinar primero el grupo mayor de
ce´lulas que, por un lado, se encuentren unidas por medio de primeros ve-
cinos, y por otro, que este´n en contacto con la primer columna del cultivo
inicialmente ocupada. A este grupo se lo conoce como cluster de percolacio´n
[67, 68, 69, 70], y se lo puede observar en la figura 3.7 (b) representado con
c´ırculos de color negro. En este caso, el cluster de percolacio´n representara´ a
la tierra. Por otro lado, los sitios vac´ıos en contacto con la u´ltima columna
vac´ıa de la matriz, esta´n vinculados a trave´s de sitios primeros y segundos
vecinos (ver figura 3.3) y forman un gran grupo que se denomina el mar. Los
sitios pertenecientes a este grupo son dejados en blanco en la figura 3.7 (b).
Las ce´lulas que no esta´n conectadas con la tierra por primeros vecinos se las
denomina islas, mientras que a los sitios vac´ıos que no esta´n conectados al
mar, es decir que se encuentran aislados, rodeados por tierra, se los denomina
lagos (ve´ase tambie´n la figura 3.7 (b)). En las definiciones de interfaz que se
utilizan en este trabajo, tanto las islas como los lagos son irrelevantes. De
hecho, la interfaz esta´ dada por la orilla del mar, donde la tierra y el mar
esta´n en contacto [67, 68, 69, 70]. Esta interfaz se puede observar en la figura
3.7 (c) luego de la eliminacio´n de lagos e islas. Por lo tanto, se llamara´ in-
terfaz multivaluada (MVI) al conjunto de los sitios hk, con k = 1, ..., Nint,
donde hk es la coordenada horizontal del sitio k-e´simo que pertenece a la
MVI (es decir, 0 ≤ hk ≤ L− 1), y Nint es el nu´mero de sitios ocupados por
ce´lulas que forman la MVI. La interfaz MVI del cultivo representado en la
figura 3.7 (a) se muestra en la figura 3.7 (c). Por otro lado, para el caso de la
SVI, la interfaz tiene una definicio´n muy simple: luego de eliminar las islas
y partiendo del mar, el primer sitio de tierra encontrado forma parte de la
interfaz SVI (para una definicio´n similar, ve´ase [70]), como se muestra en la
figura 3.7 (d). Por lo tanto, la interfaz SVI esta´ dada por el conjunto de sitios
hk, con k = 1, ..., Nint. En este caso, Nint = D, el valor del lado vertical de
la muestra bi-dimensional. Se debe tener en cuenta que para la interfaz MVI
se tiene Nint ≥ D.
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Figura 3.7: (a)T´ıpica configuracio´n instanta´nea obtenida para un sistema de
lado vertical D = 64 y la probabilidad de crecimiento PC = 0,10. Las ce´lulas
esta´n representadas por medio de c´ırculos rellenos de diferentes colores de-
pendiendo del estado de la ce´lula (como es indicado), mientras que los sitios
vac´ıos se dejan en blanco. Las instanta´neas posteriores ilustran el procedi-
miento utilizado para localizar las interfaces de los cultivos: (b) Por medio de
c´ırculos negros, se muestra el cluster de percolacio´n que se encuentra unido a
la columna inicialmente llena de ce´lulas I2, en el lado izquierdo de la muestra.
Tambie´n, los lagos e islas se muestran por medio de c´ırculos fucsias y tur-
quesas, respectivamente. (c) Para una mayor claridad se quitan islas y lagos
y se muestra la MVI (c´ırculos verdes), cuya posicio´n media se representa por
medio de una l´ınea roja vertical. (d) Como en (c), pero para la SVI. Ma´s
detalles en el texto.
Una vez definida la interfaz, se calcula la posicio´n media de la interfaz
〈h〉 como el valor medio de hk, de la forma:
〈h〉 = 1
Nint
Nint∑
k=1
hk, (3.1)
donde para la interfaz SVI se tiene que Nint = D, mientras que para la
interfaz MVI Nint ≥ D. En la figura 3.8 se muestra una interfaz en la cual
se especifican los sitios k, con los cuales se calcula 〈h〉.
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Figura 3.8: Interfaz en la cual se especifican los sitios k, con los cuales se
calcula 〈h〉.
(a) Ana´lisis de la velocidad de propagacio´n de la interfaz
La figura 3.9 (a) muestra la dependencia de la posicio´n media de la interfaz
de crecimiento 〈h〉 con el tiempo, para diferentes valores de la probabilidad de
crecimiento PC . La posicio´n de la interfaz se estudio´ utilizando la definicio´n
MVI, en todos los casos mencionados.
La velocidad de avance de la interfaz, en cada muestra en particular, pue-
de tener fluctuaciones y acelerarse o frenarse. Por ejemplo, si por difusio´n
se agrega una isla, la interfaz se acelera; o si por difusio´n una pen´ınsula se
corta y se hace isla, la interfaz se frena. Este efecto se puede observar cuan-
do la probabilidad de difusio´n es alta. Sin embargo, los valores medios de
las velocidades son constantes. En efecto, las l´ıneas rectas mostradas en la
figura 3.9 (a), las cuales son el promedio de 1000 realizaciones, indican que
las interfaces avanzan a velocidades constantes. So´lo se grafica el promedio
para una mejor visualizacio´n. Los errores son obtenidos calculando la des-
viacio´n estandar del conjunto de medidas. Esta metodolog´ıa se repite para
el ca´lculo de los errores de todos los ana´lisis de este trabajo. Es importante
aclarar que para las probabilidades ma´s bajas, la posicio´n media de la inter-
faz 〈h〉 comienza a medirse para t > 0, ya que en los primeros tiempos no
se logra formar la interfaz. A partir de las pendientes de dichas rectas, se
determinan las velocidades de crecimiento (vc), las cuales se muestran en la
figura 3.9 (b). Aqu´ı se observan dos comportamientos claramente marcados
para la velocidad de crecimiento. Por un lado, los resultados de la simula-
cio´n muestran que para valores bajos de PC (PC < 0,1), es decir, cuando
la difusio´n desempen˜a un papel clave en el comportamiento global del cul-
tivo (PDI = 1 − PC), se obtiene un comportamiento de l´ınea recta que es
consistente con una dependencia de ley de potencia de la forma
vc ∝ PCγ, (3.2)
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donde, desde el mejor ajuste de los datos, se obtiene el exponente γ = 0, 47(4)
(ve´ase la l´ınea discontinua en la figura 3.9 (b)).
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Figura 3.9: (a) Gra´fico en escala lineal de la posicio´n media de la interfaz de
crecimiento 〈h〉 en funcio´n del tiempo, obtenida para diferentes valores de la
probabilidad de crecimiento PC (0,005 ≤ PC ≤ 0,99). El comportamiento es
independiente del taman˜o de la muestra. Para probabilidades ma´s pequen˜as,
los valores de 〈h〉 fueron medidos para tiempos ma´s largos que los mostrados
en la figura. (b) Gra´fico doble logar´ıtmico de la velocidad de crecimiento (vc)
versus PC , obtenida de las pendientes de las l´ıneas rectas mostradas en (a).
Del mejor ajuste de los datos para PC < 0,10, se obtiene la l´ınea punteada
roja con una pendiente γ = 0,47(4), de acuerdo a la ecuacio´n (3.2). Adema´s,
se muestra el ajuste de la expresio´n completa v ∼ (1 − PC)
√
PC . En el
recuadro se muestra un aumento de la regio´n donde vc exhibe un ma´ximo.
Ma´s detalles en el texto.
Una estimacio´n del exponente medido puede realizarse utilizando argu-
mentos sobre la difusio´n de un caminante aleatorio. En efecto, en el l´ımite
de PC → 0, la distancia recorrida por una part´ıcula que difunde con proba-
bilidad PD = (1− PC) es igual a r(t) = (1− PC)
√
t, ya que se puede pensar
que es un caminante aleatorio con igual probabilidad de saltar a la derecha
o a la izquierda. Si el tiempo que la part´ıcula difunde hasta proliferar es
∆t ∼ 1/PC , y la distancia que e´sta recorre es r(∆t) = (1 − PC)/
√
PC , su
velocidad sera´ v = r(∆t)/∆t ∼ (1 − PC)
√
PC . En el l´ımite de PC → 0, se
obtiene
v =
√
PC , (3.3)
Por lo tanto, el valor de γ = 0, 47(4) de la ecuacio´n 3.2, concuerda con
la aproximacio´n de dicha velocidad, donde γ = 0,5. Adema´s, la expresio´n
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completa v ∼ (1− PC)
√
PC extiende su validez hasta PC ∼ 0,2, tal como se
muestra en l´ıneas de puntos en la figura 3.9.
Por otro lado, al aumentar PC se observa que vc sigue creciendo, pero con
una pendiente mono´tonamente decreciente, hasta alcanzar un valor ma´ximo
(ve´ase el recuadro de la figura 3.9 (b)) y luego disminuir ligeramente. Este
comportamiento no es intuitivo. Se esperaba que a mayor probabilidad de
crecimiento, la velocidad de propagacio´n del frente sea mayor. Sin embargo,
existe una relacio´n o´ptima entre crecimiento y difusio´n para obtener la ma´xi-
ma velocidad de la interfaz. Se podr´ıa inferir que al disminuir la difusio´n, el
cultivo se vuelve ma´s compacto y esto influye tanto en el crecimiento de las
ce´lulas I2 (las cuales necesitan un sitio vecino vac´ıo para pasar al estado M)
como en la difusio´n de ce´lulas M (las cuales ocupan dos lugares, dificultan-
dose el movimiento), generando que la interfaz avance ma´s lento. Para lograr
un mayor entendimiento de co´mo influyen los ingredientes del modelo, en la
seccio´n 3.2.2.3 se vuelve a retomar la discusio´n comparando estos resultados
con los obtenidos en el estudio del modelo simplificado.
(b) Estudio y caracterizacio´n del ancho de la interfaz
En la bu´squeda de determinar a que clase de universalidad pertenece el
modelo propuesto, se realiza un estudio del comportamiento del ancho de la
interfaz. En la figura 3.10 se muestran ima´genes de las interfaces de los cul-
tivos generadas como resultado de la simulacio´n del modelo, para diferentes
valores de probabilidades de crecimiento PC . Se puede observar claramente
que, a medida que disminuye PC , la interfaz se vuelve ma´s rugosa. En color
azul se representa la matriz, en rojo las ce´lulas I1, en celeste las ce´lulas I2, y
en rosa las ce´lulas M .
Figura 3.10: Ima´genes de las interfaces de los cultivos generadas como resul-
tado de la simulacio´n del modelo, para un dado tiempo y diferentes valores de
probabilidades de crecimiento, de izquierda a derecha, PC = 0,99, PC = 0,50,
y PC = 0,10. En color azul se representa la matriz, en rojo las ce´lulas I1, en
celeste las ce´lulas I2, y en rosa las ce´lulas M .
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Las figuras 3.11 (a), (b), y (c) muestran gra´ficos doble logar´ıtmicos del
ancho de la interfazW en funcio´n del tiempo, el cual fue calculado utilizando
la ecuacio´n 2.3. En este caso, la posicio´n de la interfaz para dicho ca´lculo se
obtuvo utilizando las dos definiciones, SVI y MVI, desarrolladas anterior-
mente. Los resultados de ambas definiciones concuerdan. Para caracterizar
el ancho de la interfaz se analizaron redes de diferentes taman˜os, especifica-
dos en los gra´ficos, y probabilidades de crecimiento PC = 0,99; 0,50 y 0,10,
respectivamente. Se seleccionaron tres probabilidades de crecimiento repre-
sentativas en el rango de ma´ximas velocidades de crecimiento, las cuales se
encuentran en el intervalo amplificado en el recuadro de la figura 3.9 (b).
Adema´s se estudiaron las interfaces en el extremo de bajas probabilidades
(PC = 0,01). Dicho estudio se discutira´ ma´s adelante.
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Figura 3.11: Gra´ficos doble logar´ıtmicos del ancho de la interfazW en funcio´n
del tiempo, obtenido para redes de diferentes taman˜os, como se indica, y para
diferentes probabilidades de crecimiento: (a) PC = 0,99, (b) PC = 0,50, y (c)
PC = 0,10. Las l´ıneas punteadas tienen una pendiente β = 1/3 y han sido
corridas para permitir una mejor comparacio´n. Ma´s detalles en el texto.
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Vale la pena mencionar que la figura 3.11 (a) combina los resultados ob-
tenidos durante el re´gimen de tiempo temprano (t < 2 × 103) y el re´gimen
estacionario (t > 2× 103), los cuales fueron obtenidos por medio de simula-
ciones diferentes. En el caso del re´gimen estacionario, la simulacio´n comienza
con una configuracio´n inicial en la cual el cultivo ya crecio´ y el ancho de
la interfaz alcanzo´ el valor de saturacio´n. Por supuesto que dicha configu-
racio´n es la configuracio´n final obtenida para algunas simulaciones iniciadas
con la configuracio´n inicial para los reg´ımenes de tiempos cortos. (Sobre una
configuracio´n inicial dada se realizan 1000 simulaciones. Se utilizaron 5 con-
figuraciones iniciales distintas.) Esta forma de ejecutar por partes se realiza
con el fin de ahorrar tiempo de CPU y lograr mejores estad´ısticas.
En todos los casos mostrados en la figura 3.11 se observa un aumento
inicial de W segu´n la ecuacio´n 2.4, que es seguido por un comportamiento
de transicio´n a un valor de saturacio´n, como se espera de acuerdo con la
discusio´n de la ecuacio´n 2.9 en la seccio´n 2.2.2. A continuacio´n, mediante el
ajuste del comportamiento del ancho de la interfaz para tiempos tempranos
se obtiene β = 0,32(3) para todos los valores estudiados de PC (ver las l´ıneas
de trazos en las figuras 3.11 (a-b-c)). Para los mismos casos pero en tiempos
tard´ıos, se estudio´ el valor de WS para los distintos taman˜os del sistema.
Utilizando la ecuacio´n 2.9, se ajustaron los resultados mostrados en la figura
3.12 obteniendo un exponente de rugosidad α = 0,48(3) , α = 0,46(4) y α =
0,51(4), para los casos PC = 0,99, PC = 0,50, y PC = 0,10, respectivamente.
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Figura 3.12: Gra´ficos doble logar´ıtmicos del ancho de saturacio´n de la interfaz
WS en funcio´n del taman˜o del sistema D, para diferentes probabilidades
de crecimiento: (a) PC = 0,99, (b) PC = 0,50, y (c) PC = 0,10. La l´ınea
punteada representa el ajuste segu´n la ecuacio´n 2.9, y tiene una pendiente
(a) α = 0,48(3) , (b) α = 0,46(4) y (c) α = 0,51(4) en cada caso. Ma´s detalles
en el texto.
Tambie´n se estudio´ el factor de estructura S(q) para el re´gimen estacio-
nario de la interfaz, a trave´s de la ecuacio´n 2.14. A manera de ejemplo, se
muestra en la figura 3.13 el caso PC = 0,99. En el gra´fico (a) de dicha figura,
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se observa que S(q) es independiente de D, de manera que α = αS segu´n
la ecuacio´n 2.18. Se recuerda que α es el exponente de rugosidad y αS es
el exponente de rugosidad espectral. Asimismo, utilizando dicha ecuacio´n y
desde el mejor ajuste de los datos, se obtuvo −(2αS+1) = −1,97(5), es decir,
αS = α = 0,49(3). Como se describe en [11], si se obtiene que α = αS, enton-
ces el factor de estructura exhibe un comportamiento no ano´malo (ve´anse
las ecuaciones 2.15 y 2.16). Adema´s, el comportamiento de escala de S(q)
esta´ muy bien verificado por el colapso de los datos, siguiendo la ecuacio´n
2.18, como se muestra en la figura 3.13 (b).
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Figura 3.13: (a) Gra´fico doble logar´ıtmico del factor de estructura S(q) en
funcio´n de q, obtenido durante el re´gimen de saturacio´n de la interfaz, para
PC = 0,99 y diferentes taman˜os del sistema D, como se indica. Los datos son
promediados sobre 1000 muestras diferentes. La linea punteada es el mejor
ajuste de los datos y tiene una pendiente igual a −(2α + 1) = −1,97(5).
(b) Gra´fico doble logar´ıtmico del colapso de los datos mostrados en (a), de
acuerdo a las ecuaciones (2.15) y (2.16), y utilizando α = 1/2. Ma´s detalles
en el texto.
Despue´s de determinar tanto β como α, se prueba el escalado dina´mi-
co dado por la ecuacio´n 2.7, donde se debe obtener el colapso de las cur-
vas correspondientes a diferentes taman˜os del sistema so´lo graficando W/Dα
en funcio´n de t/Dz en escala doble logar´ıtmica. Estos colapsos de datos se
muestran en las figuras 3.14 (a), (b) y (c) para PC = 0,99, 0,50 y 0,10, res-
pectivamente. Vale la pena mencionar que los mejores colapsos se obtuvieron
suponiendo los exponentes correspondiente a la clase de universalidad KPZ,
es decir α = 1/2, β = 1/3, z = 3/2, como se sugiere en la previa evaluacio´n
de los exponentes de las figuras 3.11 y 3.12. Por lo tanto, se pueden descartar
con seguridad otras clases de universalidades tales como Edwards-Wilkinson
(α = 1/2, β = 1/4, z = 2) [50, 71], y el modelo MBE (α = 3/2, β = 3/8,
z = 4) [4, 51]. Es muy importante recalcar que los resultados obtenidos esta´n
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de acuerdo con los exponentes determinados para cultivos in vitro, cuyos
valores obtenidos son α = 0,5(5) y β = 0,33(2) [2, 3, 25]. Por otro lado,
se ha observado una interfaz rugosa de un cultivo inicialmente homoge´neo
para el movimiento colectivo tanto de una monocapa epitelial [72] como de
ce´lulas tumorales del cerebro [73], pero no se ha informado de intentos por
determinar los exponentes de rugosidad.
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Figura 3.14: Gra´ficos doble logar´ıtmicos del ajuste del ancho de la interfaz,
W
Dα
versus t
Dz
, siguiendo la ecuacio´n 2.7,y utilizando los datos mostrados en
la figura 3.11. En todos los casos, se consigue el colapso de los datos mediante
el uso de los exponentes de la clase de universalidad KPZ, es decir, α = 1/2,
y z = 3/2. Ma´s detalles en el texto.
En forma complementaria, resulta interesante estudiar cual es el compor-
tamiento al seguir disminuyendo la probabilidad de crecimiento y aumentan-
do la difusio´n, aunque este comportamiento no sea el ma´s observado en los
cultivos celulares. Al contrario de los resultados obtenidos en el modelo con
probabilidades de crecimiento mayores (PC ≥ 0,1), se encuentra que el ancho
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de la interfaz (W ) en funcio´n del tiempo correspondiente a PC = 0,01 no
presenta a simple vista un escalamiento KPZ (ve´ase las figuras 3.15). Esto
sugiere un ana´lisis particular de la situacio´n. Para PC = 0,01, cuando la di-
fusio´n celular es lo suficientemente grande, se observan tanto la formacio´n
de sobresalientes (overhangs) como de clusters de ce´lulas desprendidos del
cultivo principal, que luego pueden ser incorporados debido al proceso de
crecimiento (ve´ase por ejemplo, las instanta´neas de la figura 3.7). Cuando
los overhangs de la interfaz no son relevantes, los resultados utilizando las
definiciones SVI y MVI esta´n en acuerdo. Sin embargo, cuando los overhangs
son ma´s importantes se necesitan muestras ma´s grandes para entrar en re´gi-
men de escala. Bajo estas circunstancias, la definicio´n SVI no proporciona
una descripcio´n realista del sistema, de modo que en este caso se analizaron
los resultados obtenidos mediante la medicio´n de MVI.
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Figura 3.15: Gra´fico doble logar´ıtmico del ancho de la interfaz W versus el
tiempo, obtenido para redes de diferentes taman˜os y una probabilidad de
crecimiento PC = 0,01.
En la figura 3.15 ya no se observa un tiempo de crossover tx para todos
los taman˜os de matrices, so´lo comienza a observarse a partir de taman˜os
D > 128. Esto sugiere que, si bien para taman˜os grandes podr´ıa satisfacerse
la relacio´n de Family-Vicsek, en sistemas pequen˜os la presencia de overhangs
podr´ıa contribuir a la existencia de un ancho intr´ınseco que comienza a tener
mayor relevancia.
Con el fin de demostrar la existencia de dicho ancho intr´ınseco, analizamos
el ancho de la interfaz saturada para PC = 0,99, PC = 0,50, PC = 0,10, y
PC = 0,01. Utilizando la relacio´n 2.22, se tiene que
W 2(D) = W 2intrinseco + c ∗D2α. (3.4)
donde c es una constante arbitraria.
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Ajustando la relacio´n 3.4 a las curvas presentadas, se obtienen los valores
del ancho intr´ınseco Wintrinseco y los valores del exponente de rugosidad α,
para las distintas probabilidades de crecimiento estudiadas PC . En cada caso
y para el menor taman˜o del sistema estudiado en todos los casos, es decirD =
64, se compara el ancho intr´ınseco con el ancho saturado de las interfaces, y
se comprueba que so´lo cuando PC = 0,01 el ancho intr´ınseco no puede ser
despreciable (ver cuadro 3.1). En la figura 3.16 para el caso PC = 0,01, se
grafica el cuadrado del ancho de la interfaz (W 2(D)) en funcio´n de D2α, para
distintos valores de α. La recta esperada, segu´n la relacio´n 3.4, se obtiene para
α = 0,82, en el cual el ancho intr´ınseco tiene un valorWintrinseco = 4,1(1). Por
lo tanto, al existir un ancho intr´ınseco que no puede ser despreciable frente
al taman˜o de los muestras utilizadas, el valor del exponente de rugosidad
α = 0,82 no es confiable. Se deben estudiar redes mayores para obtener el
comportamiento asinto´tico esperado del sistema.
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Figura 3.16: Caso PC = 0,01: Gra´ficos en escala lineal del comportamiento
del ancho de saturacio´n la interfaz WS en funcio´n del taman˜o del sistema D,
para distintos valores de α. Ma´s detalles en el texto.
PC WS (D = 64) Wintrinseco
0,99 2,3(1) 0,5(1)
0,50 2,92(4) 1,0(1)
0,10 3,28(4) 0,9(1)
0,01 4,64(3) 4,1(1)
Cuadro 3.1: Resumen de los valores del ancho de saturacio´n WS (para D =
64) y del ancho intr´ınseco Wintrinseco, para las distintas probabilidades de
crecimiento estudiadas PC .
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(2) Estudio de la distribucio´n de agregados de ce´lulas
Un cluster o agregado hace referencia a una agrupacio´n de part´ıculas.
Como se explica en la definicio´n de la interfaz MVI y SVI (inciso (1) de esta
misma seccio´n), los agregados esta´n compuestos por ce´lulas unidas a trave´s
de primeros vecinos. Se define la masa de un agregado como el nu´mero de
ce´lulas que lo componen. En la figura 3.17 se muestran ima´genes de un cultivo
obtenido para una simulacio´n a diferentes tiempos. Se puede observar que a
medida que pasa el tiempo los agregados comienzan a unirse.
Figura 3.17: Ima´genes de la formacio´n de agregados (clusters) en diferentes
tiempos, para una probabilidad de crecimiento PC = 0,10 y taman˜o del
sistema D = 32.
Para estudiar el comportamiento de los agregados durante el crecimiento
del cultivo simulado, se analizo´ tanto el nu´mero de agregados de ce´lulas como
su distribucio´n de masa. Dichos ana´lisis se realizaron para probabilidades de
crecimiento PC = 0,99, PC = 0,50, PC = 0,10, PC = 0,01 y PC = 0,001.
Exceptuando el caso de PC = 0,99, el cual se trata por separado, para el
resto de las probabilidades de crecimiento estudiadas se observa que el nu´me-
ro de agregados presenta el mismo comportamiento en el tiempo. Es decir, el
nu´mero de agregados aumenta, alcanza un ma´ximo, y luego disminuye hasta
llegar a un valor en el cual se vuelve constante, llamado valor de saturacio´n.
A modo de ejemplo, se muestran los resultados obtenidos para PC = 0,10
(figura 3.18 (a)) para diferentes taman˜os de sistema promediando sobre 1000
realizaciones. Adema´s, en el caso D = 256, se muestra una sola realizacio´n
de ejemplo.
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Figura 3.18: Estudio de la distribucio´n de agregados de ce´lulas para PC =
0,10. (a) Nu´mero de agregados variando en el tiempo, para diferentes taman˜os
de matriz D, promediado sobre 1000 realizaciones. Tambie´n se muestra una
sola realizacio´n para D = 256. Los simbolos de colores sen˜alan los tiempos
que se tomaron para realizar el gra´fico (b). (b) Histograma de la masa de los
agregados del sistema, para distintos tiempos. Se analizaron los datos de la
realizacio´n presentada en (a), para el taman˜o de sistema D = 256.
Para cada probabilidad PC , el nu´mero ma´ximo de agregados se obtiene
a un tiempo caracter´ıstico (t1) . Este tiempo esta´ relacionado al tiempo en
el cual en el sistema co-existen el mayor nu´mero de agregados de diferentes
masas, donde a medida que aumenta la masa de de los agregados disminuye
el porcentaje de agregados con dicha masa (como se muestra en la figura
3.18 (b) para una sola realizacio´n). Para t > t1, los agregados comienzan
a unirse hasta que finalmente, para un tiempo t2, el sistema presenta un
so´lo agregado grande (llamado cluster de percolacio´n, segu´n la definicio´n de
la interfaz) con varios pequen˜os cercanos a la interfaz. En ese momento, el
sistema alcanza el estado estacionario del nu´mero de agregados. A medida
que pasa el tiempo, el agregado mayor aumenta su masa, pero el nu´mero y
la masa de los agregados de menores taman˜os se mantienen constantes, en
promedio. El valor ma´ximo del nu´mero de agregados y el valor estacionario
del nu´mero de agregados aumentan con el taman˜o del sistema, como es de
esperarse. Sin embargo los valores de t1 y t2 son independientes de dicho
taman˜o. Si se analiza este comportamiento para distintas probabilidades,
se encuentra que a medida que disminuye la probabilidad de crecimiento
aumentan tanto el valor ma´ximo del nu´mero de agregados como el tiempo
en el que se obtiene.
Por el contrario, para PC = 0,99, en la figura 3.19 (a) se muestran los
datos de una sola realizacio´n, para cada taman˜o de sistema estudiado. En
dicha figura se observa que el nu´mero de agregados se mantiene muy cercano
3.2. Experimentos in silico 51
a uno. Esto es debido a que existen so´lo algunas ce´lulas desprendidas del
agregado principal, pero son pra´cticamente despreciables. Por supuesto, es
lo que se espera, ya que la probabilidad de difusio´n es pra´cticamente nula.
La figura 3.19 (b) muestra un histograma de la masa de los agregados para
D = 256 de la realizacio´n analizada en el gra´fico (a) de la misma figura, en
diferentes tiempos. Por ejemplo, para el tiempo t = 225 de esa realizacio´n
en particular, se puede ver que el 66% de los agregados tienen una masa 2,
y el 33% una masa 15000. Mirando el gra´fico (a) se ve que para ese tiempo
dicha realizacio´n presenta 3 agregados. Se concluye entonces, que hay dos
agregados de masa 2 y el agregado mayor que sigue creciendo en el tiempo.
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Figura 3.19: Estudio de la distribucio´n de agregados de ce´lulas para PC =
0,99. (a) Nu´mero de agregados variando en el tiempo, para diferentes ta-
man˜os de matrizD, para una sola realizacio´n. Los simbolos de colores sen˜alan
los tiempos que se tomaron para realizar el gr´afico (b). (b) Se muestra el
porcentaje de agregados en el sistema que tienen determinada masa en un
determinado tiempo. Se grafico´ la realizacio´n que se muestra en (a) para el
taman˜o de sistema D = 256, en diferentes tiempos.
En general, para PC < 0,99 y luego de cierto tiempo, el sistema presenta
un agragado mayor y pequen˜os agregados. A medida que transcurre el tiem-
po, estos pequen˜os agregados se unen al agregado mayor, debido tanto a la
difusio´n de los pequen˜os agregados como al avance de la interfaz del agregado
mayor generado por el crecimiento de nuevas ce´lulas. Pero a su vez se forman
nuevos agregados, debido a que ce´lulas del agregado mayor difunden. Por lo
tanto, el nu´mero promedio de agregados pequen˜os se mantiene constante en
el tiempo, alcanzandose el estado estacionario. La presencia de agregados, es
decir ce´lulas separadas del frente de la colonia, son observadas en diversos
experimentos in vitro [74].
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(3) Estudio de la distribucio´n de ce´lulas en distintos estad´ıos
(a) Estudio del nu´mero de ce´lulas en cada estado
Para realizar un estudio completo del estado de las ce´lulas que componen
el cultivo simulado, se comienza analizando el nu´mero total de ce´lulas en cada
estado en funcio´n del tiempo. En la figura 3.20, donde PC = 0,1 y D = 64,
se observa que mientras el nu´mero de ce´lulas en estado I2 crece, el nu´mero
de ce´lulas en estado I1 y M , luego de un tiempo, se mantiene constante.
Este comportamiento se repite para las distintas PC y taman˜os de muestras
D. Tanto el nu´mero de ce´lulas en estado I1 como en estado M alcanzan un
valor constante al tiempo en el cual se logra el estado estacionario, donde
el sistema esta´ compuesto por un agregado mayor y varios pequen˜os (inciso
(2) de esta misma seccio´n). Por suepuesto que el agregado mayor, el cual
aumenta su masa en el tiempo, esta´ compuesto principalmente por ce´lulas
en estado I2, como se observa en las ima´genes de las interfaces creciendo (ver
figura 3.17).
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Figura 3.20: Nu´mero total de ce´lulas en cada estado en funcio´n del tiempo,
para la probabilidad de crecimiento PC = 0,1 y taman˜o del sistema D = 64.
En la figura 3.21 se muestra el nu´mero de ce´lulas I2 para la probabilidad
de crecimiento PC = 0,99, PC = 0,50 y PC = 0,10. Se observa que para un
tiempo dado, el nu´mero de ce´lulas es mayor para PC = 0,50. Este comporta-
miento concuerda con los resultados observados en la figura 3.9 (b), donde la
velocidad ma´xima es cercana a ese valor. Es decir, para PC = 0,50 el cultivo
presenta mayor nu´mero de ce´lulas y su interfaz avanza a mayor velocidad.
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Figura 3.21: Nu´mero de ce´lulas I2 en funcio´n del tiempo para probabilidades
de crecimiento PC = 0,99, PC = 0,50 y PC = 0,10, y taman˜o del sistema
D = 64.
En la figura 3.22 (a) se muestra el nu´mero de ce´lulas I1 y M para las
probabilidades de crecimiento PC = 0,99, PC = 0,50 y PC = 0,10. Para
el caso de las ce´lulas en estado M , se observa que a menor probabilidad de
crecimiento PC , y por lo tanto mayor probabilidad de difusio´n, mayor nu´mero
de ce´lulas. Para el caso de las ce´lulas I1, el mayor nu´mero se observa para
PC = 0,50, aunque la diferencia para las distintas probabilidades es menor
que en M .
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Figura 3.22: (a) Nu´mero de ce´lulas I1 y M en funcio´n del tiempo para pro-
babilidades de crecimiento PC = 0,99, PC = 0,50 y PC = 0,10, y taman˜o del
sistema D = 64. (b) Nu´mero promedio de ce´lulas I1 yM , y suma del nu´mero
promedio de ce´lulas I1 y M en funcio´n de la probabilidades de crecimiento
PC .
En la figura 3.22 (b) se observa que el nu´mero total de ce´lulas en estado
I1 y M es menor a medida que la probabilidad de crecimiento PC aumen-
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ta, y la cantidad de sitios vecinos vac´ıos disminuye. A mayor nu´mero de
sitios vecinos vac´ıos, mayor nu´mero de ce´lulas en estado I1 y M . Es decir,
el cultivo simulado que se encuentra menos compacto, presenta ma´s ce´lulas
proliferando.
Para realizar un ana´lisis del nu´mero de ce´lulas, se deja de lado las ce´lulas
en estado I2, las cuales en general presentan el mismo comportamiento para
las distintas probabilidades de crecimiento PC . A partir de la figura 3.22 (a),
se puede concluir:
PC = 0,99: las ce´lulas en estado M pasan al estado I1 con probabilidad
0,99, y las ce´lulas en estado I1 pasan al estado I2 con probabilidad 1, siendo
las probabilidades pra´cticamente iguales. Sin embargo, las ce´lulas en estado
I1 son el doble de las ce´lulas en estado M , y esto se debe a que una ce´lula
en estado M se transforma en dos ce´lulas en estado I1.
PC = 0,50: las ce´lulas en estado M pasan al estado I1 con probabilidad
0,50, y las ce´lulas en estado I1 pasan al estado I2 con probabilidad 1. Sin
embargo, el nu´mero de ce´lulas de los dos estados es pra´cticamente igual. En
este caso, en promedio, una ce´lula en estado M debe ser sorteada dos veces
para pasar al estado I1, pero se transforma en dos ce´lulas en estado I1. Las
ce´lulas en estado I1 deben ser sorteadas una so´la vez para salir de dicho
estado. Es por esto, que en promedio, el nu´mero de ce´lulas de los dos estados
es igual.
PC = 0,10: las ce´lulas en estado M pasan al estado I1 con probabilidad
0,10, y las ce´lulas en estado I1 pasan al estado I2 con probabilidad 1. En este
caso, en promedio, una ce´lula en estado M debe ser sorteada diez veces para
pasar al estado I1, transforma´ndose en dos ce´lulas en estado I1. Por lo tanto,
es de esperarse que el nu´mero de ce´lulas en estado M sean, en promedio, 5
veces el nu´mero de ce´lulas en estado I1.
(b) Estudio del estado de las ce´lulas que se encuentran en la interfaz
Para completar el estudio de la interfaz del cultivo simulado, es intere-
sante conocer el estado de las ce´lulas que se encuentran en la interfaz. La
geometr´ıa empleada en el modelo de crecimiento (ver figura 3.6) es adecuada
para la evaluacio´n de los perfiles de densidad de sitios ocupados por ce´lulas
en distintos estados (ρ(j)) durante el proceso de crecimiento. Considerando
un sitio (i, j) de la red (se recuerda que i define la posicio´n vertical, con
0 ≤ i ≤ D − 1 y j la posicio´n horizontal, con 0 ≤ j ≤ L − 1) se define una
variable de ocupacio´n η(i, j), con η(i, j) = 0 si el sitio esta´ vac´ıo y η(i, j) = 1
si esta´ ocupado por una ce´lula en cierto estado. Por lo tanto, se tiene que
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ρ(j) =
1
D
D−1∑
i=0
η(i, j). (3.5)
Para el estudio de dichos perfiles en el tiempo, se representa un ejemplo
en la figura 3.23 (a), la cual muestra los perfiles de densidad de sitios ocu-
pados por ce´lulas en estado I1, I2, y M , en tres tiempos diferentes, para la
probabilidad de crecimiento PC = 0,10.
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Figura 3.23: (a) Perfiles de densidad de sitios ocupados por ce´lulas en estado
I1, I2, y M , para probabilidad de crecimiento PC = 0,10, promediando sobre
1000 realizaciones. Se muestran perfiles en tres tiempos diferentes, a medida
que pasa el tiempo las curvas avanzan hacia la derecha. (b) Imagen de la
interfaz de un cultivo generado como resultado de la simulacio´n del modelo,
para PC = 0,10. En color azul se representa la matriz, en rojo las ce´lulas I1,
en celeste las ce´lulas I2, y en rosa las ce´lulas M .
Al analizar las curvas, se observa que el cultivo presenta un crecimiento
compacto con ce´lulas en estado I2, es decir ρ = 1 hasta antes de alcanzar
la posicio´n media de la interfaz. La estructura compacta observada en la
mayor parte del cultivo esta´ de acuerdo con la configuracio´n instanta´nea
cualitativa que se muestra en la figura 3.23 (b). Adema´s, dentro de la regio´n
interfacial, el perfil disminuye. Por otro lado, los perfiles de densidad de
sitios ocupados por ce´lulas en estado I1 y M presentan una forma gaussiana,
siempre cerca de la interfaz. Este escenario es consistente con la observacio´n
experimental: durante la actividad de ma´xima proliferacio´n, el crecimiento
del tumor avascular [4, 5, 6, 7] se produce en la interfaz. En el modelo, dicha
actividad esta´ asociada a los estado I1 y M del ciclo celular.
Debido a las reglas del modelo, las ce´lulas recie´n divididas comienzan
a transitar el ciclo en estado I1, y una vez sorteadas, simplemente pasan
al estado I2. Las ce´lulas en este estado I2, necesitan un sitio vecino vac´ıo
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para poder crecer y pasar al estado M . Al estar rodeadas, las ce´lulas quedan
”atrapadas” en ese estado I2 y por lo tanto, el nu´mero de dichas ce´lulas
aumenta en el tiempo. La ce´lula I2 que si tenga un sitio vecino libre, puede
pasar al estado M , estado del cual la ce´lula saldra´ sin necesidad de un sitio
vecino libre. Finalmente, el sistema llega a un estado estacionario, donde el
nu´mero de ce´lulas en estado I2 crece, y en la zona de la interfaz, donde las
ce´lulas tienen sitios vecinos vac´ıos, las ce´lulas pasan por los estados I1 y M ,
mantenie´ndose, en promedio, un nu´mero de ce´lulas constante.
Por todo lo expuesto hasta aqu´ı, el comportamiento de los perfiles de
densidad de las ce´lulas cambia dependiendo de la probabilidad de crecimiento
PC . En la figura 3.24 se presenta el comportamiento de los perfiles para
distintas PC en un mismo tiempo.
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Figura 3.24: (a) Perfiles de densidad de sitios ocupados por ce´lulas en dis-
tintos estados, para diferentes valores de PC en un mismo tiempo. (b) Zoom
sobre la zona de la interfaz de la imagen (a).
A partir de dicha figura, se pueden realizar varias observaciones:
- La interfaz avanza ma´s ra´pido para PC = 0,50, en concordancia a lo
expuesto en la seccio´n de ana´lisis de la velocidad (figura 3.9 (b)).
- Los perfiles de densidad de sitios ocupados por las ce´lulas en estado I1 y
M son pra´cticamente iguales para PC = 0,99 (ver 3.24 (b)). Recordemos que
estamos estudiando la densidad de sitios de ce´lulas. Las ce´lulasM ocupan dos
sitios en la red. Por lo tanto, la densidad de sitios ocupados por los dos tipos
de ce´lulas coincide para PC = 0,99, donde el nu´mero de ce´lulas en estado I1 es
el doble que el nu´mero de ce´lulas en estadoM . Para el caso PC = 0,50, donde
el nu´mero de ce´lulas en estado M es igual al nu´mero de ce´lulas I1, se obtiene
que la densidad de sitios ocupados por ce´lulas en estado M es el doble de la
densidad de sitios ocupados por ce´lulas en estado I1. Por u´ltimo, para el caso
PC = 0,10, el perfil gaussiano para M tiene una altura aproximadamente de
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0,15 y el perfil gaussiano para I1 tiene una altura aproximadamente de 0,015.
Es decir, la altura del caso M es 10 veces la altura del caso I1. Teniendo en
cuenta que las ce´lulas M ocupan dos sitios, este resultado concuerda con el
ana´lisis realizado para el nu´mero total de ce´lulas en cada estado, donde para
este caso el nu´mero de ce´lulas M es 5 veces el nu´mero de ce´lulas I1.
Con respecto a los perfiles de densidad de sitios ocupados por las ce´lulas
en estado I2 se puede observar que a medida que disminuye la probabilidad
de crecimiento, el perfil es ma´s suave (ver figura 3.25). Esto concuerda con el
hecho de que las ce´lulas, al tener ma´s difusio´n, se encuentran ma´s dispersadas
sobre la interfaz.
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Figura 3.25: Densidades de las ce´lulas en estado I2 obtenidas para diferentes
probabilidades de crecimiento PC , para un taman˜o de sistema D = 64. Las
curvas fueron desplazadas para una mejor comparacio´n.
Por otro lado, la figura 3.26 (a) muestra los perfiles de densidad de sitios
ocupados por todas las ce´lulas para muestras de diferentes taman˜os, para
PC = 0,10 y t = 2025. Los perfiles fueron corridos en x, llevando la posicio´n
< h > de cada perfil a 0 y promediando las distintas realizaciones, como se
muestra en la figura 3.26 (b). Aqu´ı, se observa que los perfiles dependen de
D, de acuerdo con el hecho de que el ancho de la interfaz WS se incrementa
en forma proporcional a Dα (ver ecuacio´n 2.9).
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Figura 3.26: (a) Perfiles de densidad de sitios ocupados por todas las ce´lulas,
para taman˜o de muestra D = 64, D = 128 y D = 256, y para la probabilidad
de crecimiento PC = 0,10, en t = 2025, corridas a cero para una mejor
comparacio´n. (b) Perfil de densidad de cada realizacio´n (100) llevando a 0 su
posicio´n media < h >, para PC = 0,99. La curva presentada es el promedio
de las realizaciones.
Cada una de las curvas promedio puede ser ajustada con la funcio´n error.
Para ello, primero se transforma el eje y de la forma y = 2y − 1 y de este
modo se obtiene la curva definida entre −1 y 1. Luego se ajusta la funcio´n
error (ver figura 3.27 (a)) de la forma
y = A0erf(
x− A1
A2
), (3.6)
donde A0, A1 y A2 son los para´metros que se obtienen del ajuste. A0 es el
valor asinto´tico para x → −∞, es decir A0 = 1, A1 es el valor de x para
el cual y = 0, A2 es el valor del ancho de la curva, lo que llamamos Werr.
En el recuadro de la figura 3.27 (a) se muestra el ancho de la curva Werr en
funcio´n del taman˜o de la muestra D. Se obtiene un comportamiento de ley de
potencia con exponente igual a 0,47(2), el cual se aproxima al valor obtenido
del exponente de rugosidad α = 0,5. Una vez obtenido Werr de cada curva
transformada, volvemos a los curvas originales. Estas se pueden colapsar nor-
malizando correctamente el eje horizontal, tomando xN = x− x(〈h〉)/Werr,
donde 〈h〉 es la posicio´n media de la interfaz para el tiempo en el que fueron
calculadas dichas curvas. El colapso se muestra en la figura 3.27 (b).
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Figura 3.27: (a) Ajuste de la funcio´n error sobre las curvas presentadas en la
figura 3.26, luego de transformar el eje y. En el recuadro se muestra el ancho
de la curva Werr en funcio´n del taman˜o de la muestra D. (b) Colapso de las
curvas presentadas en el figura 3.26, luego de transformar el eje x. Ver ma´s
detalles en el texto.
(4) Perfil de densidad del cluster de percolacio´n
La figura 3.28 muestra el perfil de densidad del cluster de percolacio´n
para PC = 0,10, en un tiempo en el cual el ancho de la interfaz ya alcanzo´ la
saturacio´n y el sistema llego´ al estado estacionario (donde el nu´mero de
ce´lulas I1 y M es constante).
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Figura 3.28: Perfil de densidad del cluster de percolacio´n, para diferentes va-
lores de la probabilidad de crecimiento PC . Se ha desplazando a 0 la posicio´n
media de la interfaz 〈h〉, para lograr un mejor ana´lisis de los datos.
Analizando el cruce de la curva del perfil de densidad con la posicio´n
media de la interfaz 〈h〉 se obtiene la densidad cr´ıtica de percolacio´n del
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cluster, cuyo valor es, en cada caso, 0,54(1) (PC = 0,99), 0,51(1) (PC = 0,50),
0,52(1) (PC = 0,10) y 0,52(1) (PC = 0,01). La densidad cr´ıtica de percolacio´n
para mono´meros es 0,59 y para d´ımeros es 0,56. Analizando el modelo se
obtiene un valor por debajo del valor de d´ımeros. Este comportamiento podr´ıa
explicarse como un efecto de interaccio´n atractiva, ya que las ce´lulas no son
liberadas al azar sobre el sistema, sino que nacen de otra ce´lula generando
dicho efecto [75].
3.2.2.3. Variante simplificada del modelo
Como se comento´ al inicio de este cap´ıtulo, se presenta una variante sim-
plificada del modelo, la cual permite determinar consecuencias particulares
de cada para´metro del modelo.
Figura 3.29: Imagen de la interfaz generada por el modelo simplificado para
ce´lulas en solamente un estado: de izquierda a derecha, PC = 0,99, PC = 0,50,
y PC = 0,10, para un taman˜o de sistema D = 512.
Para estudiar el caso del modelo simplificado, donde la ce´lula es con-
siderada solamente en un estado, se utiliza la geometr´ıa rectangular con la
primer columna (j = 0) de la red ocupada por dichas ce´lulas. Las condiciones
perio´dicas son las mismas que las aplicadas en la simulacio´n del modelo con
ce´lulas en tres estados. Para facilitar las comparaciones con el modelo ante-
riormente estudiado, se define la relacio´n entre la probabilidad de transicio´n,
llamada probabilidad de crecimiento PC , y la probabilidad de difusio´n PD, de
la forma: PD = 1− PC . De este modo, nuevamente todas las probabilidades
quedan definidas a trave´s de PC .
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En la figura 3.29 se muestra la imagen de la interfaz generada por el
modelo simplificado para ce´lulas en solamente un estado, para diferentes
valores de probabilidad de crecimiento: PC = 0,99, PC = 0,50, y PC = 0,10.
En este caso del modelo simplificado, no se hizo el ana´lisis del ancho de la
interfaz en funcio´n del taman˜o de la muestra, ya que no se estudia la clase
de universalidad. El mayor intere´s es comparar los dos modelos con relacio´n
a la velocidad del frente y resultados teo´ricos, para poder inferir la influencia
de los distintos para´metros.
(1) Velocidad de la interfaz
La figura 3.30 (a) muestra la dependencia de la posicio´n media de la inter-
faz de crecimiento 〈h〉 con el tiempo. Con este modelo tambie´n se estudiaron
los resultados nume´ricos para varios valores de la probabilidad de crecimiento
PC . Como era de esperarse, se obtuvieron l´ıneas rectas, indicando que las in-
terfaces avanzan a velocidades constantes. Dichas velocidades de crecimiento,
vc, se muestran en la figura 3.30 (b).
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Figura 3.30: (a) Gra´fico lineal de la posicio´n media de la interfaz crecien-
do 〈h〉 versus el tiempo, obtenido para diferentes valores de la probabilidad
de crecimiento PC ((0,001 ≤ PC ≤ 0,99)), como esta´ indicado. La medidas
correponden a un taman˜o de sistema D = 64 (para algunas probabilida-
des tambie´n se muestran las medidas para D = 512, verificando que estas
son independientes de D). (b) Gra´fico doble logar´ıtmico de la velocidad de
crecimiento (vc) en funcio´n de PC . Estas velocidades son obtenidas de las pen-
dientes de las l´ıneas rectas mostradas en (a). Del mejor ajuste de los datos
para PC < 0,10, se obtiene la l´ınea punteada con una pendiente γ = 0,48(2),
de acuerdo a la ecuacio´n 3.2.
Claramente el comportamiento de las velocidades en funcio´n de la pro-
babilidad de crecimiento PC difiere del modelo de ce´lulas con tres estados
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(ver figura 3.31). En este modelo, donde la ce´lula presenta so´lo un estado,
la velocidad siempre crece con PC . Se puede inferir entonces, que las ce´lulas
en estado M podr´ıan estar influyendo en la velocidad de crecimiento de la
interfaz, y de forma ma´s importante a medida que aumenta la probabilidad
de crecimiento PC y disminuye la probabilidad de difusio´n. Debido a que las
ce´lulas M son dobles, al difundir muy poco comienzan a bloquear a la inter-
faz del cultivo, generando que e´sta avance con menor velocidad. Cuanto ma´s
denso se encuentra el cultivo (a mayor PC), es ma´s dificil que las ce´lulas M
puedan difundir y, a su vez, que las ce´lulas en estado I2 las puedan evadir.
Por lo tanto, el efecto de bloquear a la interfaz se ve aumentado.
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Figura 3.31: Gra´fico doble logar´ıtmico de la velocidad de crecimiento (vc) en
funcio´n de la probabilidad de crecimiento PC , obtenidas de la simulacio´n del
modelo de ce´lulas con un estado y del modelo de ce´lulas con tres estados.
Ma´s detalles en el texto.
(2) Estudio de la distribucio´n de agregados de ce´lulas.
Para comparar el comportamiento de los distintos modelos en forma ma´s
general se estudia la distribucio´n de agregados, observa´ndose que el modelo
de ce´lulas con un estado, denominado Modelo de 1 estado, presenta un com-
portamiento muy similar al modelo de ce´lulas con tres estados, denominado
Modelo de 3 estados. En la figura 3.32 se comparan los dos modelos. A me-
dida que la probabilidad de crecimiento PC disminuye, las curvas comienzan
a discrepar en los valores. Para el caso PC = 0,10, se observa que la curva
del Modelo de 1 estado, PC(1) = 0,10, alcanza valores menores. Es decir, en
este modelo se forman menos agregados que en el Modelo de 3 estados, pero
el comportamiento general sigue siendo el mismo.
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Figura 3.32: Comparacio´n del nu´mero de agregados en funcio´n del tiempo
para el Modelo de 1 estado con el Modelo de 3 estados, analizados para un
taman˜o de sistemaD = 256. Las curvas son el promedio de 1000 realizaciones.
Por lo tanto, se puede concluir que el modelo simplificado presenta un
comportamiento similar al modelo de ce´lulas con tres estados con respecto a
la distribucio´n de agregados. Sin embargo, el comportamiento de la velocidad
de crecimiento de la interfaz en funcio´n de la probabilidad de crecimiento PC
difiere a medida que aumenta PC , llegando a la conclusio´n de que esto se
debe a la presencia de las ce´lulas en estado M , las cuales obstaculizan el
crecimiento.
3.2.3. Geometr´ıa circular
En los experimentos de crecimiento de ce´lulas in vitro en dos dimensio-
nes, la geometr´ıa del cultivo creciendo suele ser circular. Por lo tanto, para
verificar algunas caracter´ısticas analizadas en el modelo con geometr´ıa rec-
tangular (tambie´n llamado lineal), se desarrollo´ el modelo de ce´lulas con tres
estados aplicando condiciones iniciales que permiten obtener una geometr´ıa
circular.
3.2.3.1. Detalles de las simulaciones realizadas
Para obtener una geometr´ıa circular, la condicio´n inicial de la simulacio´n
esta´ dada por una ce´lula en estado I2 en el centro de la muestra. En este
caso, las condiciones de contorno no influyen ya que la simulacio´n termina
antes de que alguna ce´lula alcance los extremos. El modelo sigue las mismas
relaciones entre las probabilidades que las implementadas en la geometr´ıa
lineal. Para la realizacio´n de los experimentos in silico, se utilizaron mues-
tras bidimensionales (D ×D) con D = 10000, de modo de asegurar que las
ce´lulas no alcancen los extremos. Tambie´n se promedio´ sobre un nu´mero ns
de diferentes muestras, donde t´ıpicamente se tiene 1000 ≤ ns ≤ 5000.
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3.2.3.2. Medidas y resultados
Al obtener un crecimiento circular, se puede calcular el radio del cultivo.
Una definicio´n posible del radio medio del cultivo, teniendo en cuenta todas
las ce´lulas, es la siguiente:
R2medio =
1
N
N∑
i=0
(xi − x0)2 + (yi − y0)2, (3.7)
donde N es el nu´mero total de ce´lulas, (xi, yi) es la posicio´n de la ce´lula i y
(x0, y0) es la posicio´n de la ce´lula inicial, lo que ser´ıa el centro del cultivo.
La figura 3.33 muestra el radio medio en funcio´n del tiempo, para distintas
probabilidades de crecimiento PC . Se observa que, luego de cierto tiempo, el
radio aumenta en forma lineal en el tiempo.
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Figura 3.33: Gra´fico lineal del comportamiento del radio medio del cultivo
en funcio´n del tiempo, para distintas probabilidades de crecimiento PC .
Al estudiar la pendiente de cada curva presentada en la figura 3.33, se ob-
tiene el comportamiento de la velocidad de crecimiento del radio en funcio´n
de la probabilidad de crecimiento PC (ver figura 3.34). A modo de compa-
racio´n, tambie´n se muestra la curva de velocidad obtenida en la geometr´ıa
lineal.
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Figura 3.34: Gra´fico doble logar´ıtmico de la velocidad de crecimiento del
radio medio del cultivo en funcio´n de la probabilidad de crecimiento PC . A
modo de comparacio´n, tambie´n se muestra la curva de velocidad obtenida en
la geometr´ıa lineal.
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Figura 3.35: (a) Nu´mero de agregados en funcio´n del tiempo para las proba-
bilidades de crecimiento PC = 0,10 y PC = 0,50. (b) Nu´mero de agregados
divido el radio medio, para las probabilidades de crecimiento PC = 0,10 y
PC = 0,50.
Al igual que en el modelo lineal, se estudia el nu´mero de agregados en
funcio´n del tiempo para diferentes valores de la probabilidades de crecimiento
PC . La figura 3.35 (a) muestra dos valores de probabilidades PC = 0,10 y
PC = 0,50. Como es de esperarse, el nu´mero de agregados aumenta con el
tiempo, pero para los cultivos circulares no se alcanza la saturacio´n. Esto es
debido a que los agregados se forman alrededor del contorno del cultivo. Al
crecer el radio, crece el contorno, y por lo tanto, crece la superficie disponible
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para la formacio´n de agregados. Si se analiza el nu´mero de agregados divido
el radio medio, se obtiene un comportamiento similar al ana´lisis lineal (ver
figura 3.35 (b)). Adema´s, analizando las masas de los agregados, se verifico´ la
formacio´n de un agregado mayor que crece su masa en el tiempo y varios
agregados de pequen˜a masa, como era de esperarse.
Por todo lo analizado en esta seccio´n, se puede concluir que el modelo
circular presenta el mismo comportamiento que el modelo lineal, con respecto
a la velocidad en funcio´n de la probabilidad de crecimiento PC . Analizando
la distribucio´n de agregadas, ambos modelos presentan la formacio´n de un
agregado mayor que crece en masa con el tiempo. Sin embargo, en el caso
circular no se observa la saturacio´n del nu´mero de agregados, sino que a
medida que pasa el tiempo y aumenta el radio del cultivo, aumenta el nu´mero
de agregados de pequen˜a masa. Por supuesto que esto se debe a que la interfaz
del agregado mayor aumenta y los agregados de pequen˜a masa se situ´an
rodeando el agregado mayor.
3.2.3.3. Nuevos ingredientes para el modelo: nu´cleo necro´tico
En la dina´mica celular modelada se ve reflejado que tanto la migracio´n
celular como la reproduccio´n de las ce´lulas se incrementan cerca del borde
del cultivo. El nu´cleo del sistema, donde hay una alta densidad de ce´lulas,
esta´ compuesto por ce´lulas I2 que, debido a la falta de espacio, no logran
atravesar el punto de control para poder duplicarse. Esta situacio´n lleva a
pensar que el modelo propuesto podr´ıa ser utilizado como base para modelar
el crecimiento en tres dimensiones (3D). En experimentos in vitro en 3D, el
cultivo recibe sus nutrientes a trave´s de la interfaz. La divisio´n celular se inhi-
be debido a la capacidad limitada de almacenamiento de nutrientes que posee
la ce´lula. A medida que aumenta el volumen del cultivo, en la regio´n central,
donde hay una alta densidad poblacional de ce´lulas y una baja concentracio´n
de nutrientes, la divisio´n celular se inhibe y la muerte celular se incrementa.
Por lo tanto, se plantea una variacio´n del modelo circular, donde se incluyen
los estados necro´ticos y quiescentes de las ce´lulas. Utilizando como base el
modelo de ce´lulas con tres estado, I1, I2 y M , se realiza una modificacio´n a
las reglas dina´micas definidas en la seccio´n 3.1. Las ce´lulas en estado I1, una
vez sorteadas, pasan al estado I2 con probabilidad 1. Por el contrario, las
ce´lulas en estado I2 o M cambian de estado, difunden o rotan con una cierta
probabilidad en cada caso. La modificacio´n se presenta cuando, despue´s de
un tiempo sin poder realizar ninguna de estas acciones, las ce´lulas pasan al
estado quiescente, y luego de un tiempo mayor, al estado necro´tico. En la
simulacio´n, una ce´lula que fue sorteada tq veces y no concreto´ ninguna accio´n
3.2. Experimentos in silico 67
(cambiar de estado, difundir o rotar) pasa a estar quiescente. Luego de un
tiempo adicional en el que sigue sin realizar ninguna accio´n, al que llamamos
tn, la ce´lula pasa a estar necro´tica. Las ce´lulas que esta´n quiescentes, pueden
salir del estado de quiescencia y volver a entrar al ciclo celular. Esto sucede
cuando la ce´lula quiescente logra concretar la accio´n sorteada. Las ce´lulas
necro´ticas no pueden salir de este estado y, por lo tanto, ya no son consi-
deradas en el sorteo. Con estos nuevos ingredientes, la dina´mica del modelo
circular muestra un nu´cleo necro´tico como as´ı tambie´n la formacio´n de capas
compuestas por ce´lulas quiescentes y proliferativas (I1, I2 y M).
Figura 3.36: Imagen de la simulacio´n de un corte del cultivo en 3D en dife-
rentes tiempos, para una probabilidad de crecimiento PC = 0,99, con tq = 15
y tn = 20. Azul oscuro: representa la matriz, Blanco: Ce´lula I1, Azul claro:
Ce´lula I2, Celeste: Ce´lula M , Rosa: Ce´lula Quiescente, Rojo: Ce´lula Necro´ti-
ca.
68 3. Modelo de crecimiento celular
La figura 3.36 muestra la imagen de la simulacio´n de un corte del cultivo
en 3D en diferentes tiempos, para una probabilidad de crecimiento PC = 0,99,
con tq = 15 y tn = 20.
Este modelo so´lo fue analizado cualitativamente. Se plantea a futuro se-
guir trabajando en e´l, sumando ma´s ingredientes, como por ejemplo un gra-
diente de concentracio´n de nutrientes.
3.3. Estudio anal´ıtico: Ecuacio´n Maestra
El crecimiento celular estudiado es un proceso intr´ınsecamente estoca´sti-
co. Las cantidades macrosco´picas derivadas del modelo microsco´pico propues-
to, como los perfiles de densidad de ce´lulas en crecimiento y la velocidad de
crecimiento, se pueden describir por medio de estudios anal´ıticos a trave´s de
una ecuacio´n maestra.
La ecuacio´n maestra se utiliza para describir la evolucio´n temporal de un
sistema que puede estar en exactamente un nu´mero contable de estados en
un momento dado, y donde la conmutacio´n entre los estados se trata pro-
babil´ısticamente. En realidad, la ecuacio´n maestra no es una u´nica ecuacio´n
diferencial, sino un conjunto de ecuaciones diferenciales que describen la va-
riacio´n en el tiempo de las probabilidades de que el sistema ocupe cada uno
de los diferentes estados. Su solucio´n proporciona todo lo que interesa cono-
cer del sistema. Pero en general, resolver la ecuacio´n maestra no es posible.
Por lo tanto, una de las aproximaciones ma´s sencillas que se realizan es la
aproximacio´n de campo medio.
Comparar la ecuacio´n maestra con los resultados de la simulacio´n es una
manera de verificar que la implementacio´n del modelo es adecuada. La com-
paracio´n en s´ı tambie´n nos ensen˜a sobre el sistema. Por supuesto que la
solucio´n de la ecuacio´n maestra que se obtiene presenta aproximaciones. Las
diferencias que hay entre los resultados de las simulaciones y las aproxima-
ciones realizadas en la ecuacio´n permiten alcanzar ciertas conclusiones.
3.3.1. Descripcio´n detallada del ana´lisis
Las reglas locales definidas en el modelo de ce´lulas con tres estados (sec-
cio´n 3.1) esta´n asociadas a la probabilidad de transicio´n por unidad de tiempo
de cada subproceso (crecer, difundir o rotar, segu´n el estado de la ce´lula).
Por lo tanto, se puede escribir la ecuacio´n maestra, la cual describe la evolu-
cio´n temporal de la probabilidad de que el sistema este´ en una configuracio´n
dada.
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En esta seccio´n, se seguira´ utilizando la descripcio´n matricial desarrollada
en los experimentos in silico, donde cada sitio esta´ definido por dos variables
(i, j). El vecino del sitio (i, j) se identifica como (i, j)+δ. Se denota el estado
de un sitio (i, j) por la variable σij. Es decir, σij = β con β = 0, 1, 2, 3. Un
sitio vac´ıo corresponde a β = 0, mientras que una ce´lula en el estado I1, I2 o
M corresponde a β = 1, 2 y 3, respectivamente. Por lo tanto, la configuracio´n
del sistema total queda representada por
(σ) = (σ11, σ12, σ13, ....σ21, σ22, σ23......, σNN), (3.8)
donde N ×N es el nu´mero total de sitios del sistema.
Dado que el modelo es Markoviano, es decir el estado del sistema en un
dado tiempo depende so´lo de su estado en el tiempo anterior, la evolucio´n en
el tiempo de la probabilidad P (σ, t) de una dada configuracio´n en el momento
t, se rige por la ecuacio´n maestra
d
dt
P (σ, t) =
N∑
i,j=1
{wcij,(ij)+δ(σij(ij)+δ)P (σij(ij)+δ, t)− wcij,(ij)+δ(σ)P (σ, t)}+
+
N∑
i,j=1
{wdij,(ij)+δ(σij,(ij)+δ)P (σij,(ij)+δ, t)− wdij,(ij)+δ(σ)P (σ, t)}, (3.9)
donde wcij,(ij)+δ(σ) y w
d
ij,(ij)+δ(σ) son las tasas de crecimiento y difusio´n del
sitio (i, j) siendo (i, j)+ δ su primer vecino. La notacio´n σij(ij)+δ representa la
configuracio´n obtenida a partir de σ por las reglas de crecimiento, mientras
que σij,(ij)+δ representa la configuracio´n obtenida de σ de acuerdo a la difusio´n
y/o las reglas de rotacio´n, tal como se define en el seccio´n 3.1.
De acuerdo con las reglas mencionadas en dicha seccio´n, las tasas de
crecimiento y difusio´n se definen como
wcij,(ij)+δ =
1
2
(3− σij)(2− σij)σij+
+
1
2
α(3− σij)(σij − 1)σijδσ(ij)+δ ,0 +
1
6
α(σij − 2)(σij − 1)σij+
+
1
6
α(3− σij)(2− σij)(1− σij)δσ(ij)+δ ,2, (3.10)
y
wdij,(ij)+δ =
1
2
D(3−σij)(σij−1)σijδσ(ij)+δ ,0+
1
6
(D+R)(σij−2)(σij−1)σijδσ(ij)+δ ,0,
(3.11)
70 3. Modelo de crecimiento celular
donde α esta´ relacionada a la probabilidad de crecimiento, D a las probabi-
lidades de difusio´n para las ce´lulas en estado I2 y M , y R a la probabilidad
de rotacio´n de las ce´lulas en estado M . Se define que wcij,(ij)+δ y w
d
ij,(ij)+δ son
cero si los sitios (i, j) e (i, j) + δ no son primeros vecinos.
Utilizando la ecuacio´n maestra, se puede obtener un sistema jera´rquico de
ecuaciones para las funciones de correlacio´n. En efecto, Pij(β) es la funcio´n
de correlacio´n de un sitio o la probabilidad de que el sitio (i, j) este´ en estado
β. La evolucio´n temporal de las densidades Pij(β) = 〈δσij ,β〉, donde 〈〉 denota
el valor medio asumiendo todas las configuraciones posibles, esta´ dada por
τ
d
dt
Pij(1) = αPij(3)− Pij(1),
τ
d
dt
Pij(2) = Pij(1)−α
ξ
∑
δ
Pij,(ij)+δ(20)+
D
ξ
∑
δ
[
Pij,(ij)+δ(02)− Pij,(ij)+δ(20)
]
,
y
τ
d
dt
Pij(3) = −αPij(3) + α
ξ
∑
δ
[
Pij,(ij)+δ(20) + Pij,(ij)+δ(02)
]
, (3.12)
donde la suma se extiende a los ξ sitios primeros vecinos y τ es un intervalo de
tiempo arbitrario definido de manera tal de poder trabajar directamente con
las probabilidades utilizadas en la simulacio´n PC y PD. De aqu´ı en adelante
se establece τ = 1, y por lo tanto α = PC y D = 1−PC . Para simplificar, no
se han considerado la difusio´n y la rotacio´n de ce´lulas M . Se recuerda que
se estudian los estados de ocupacio´n de los sitios, y no el nu´mero de ce´lulas.
Esto es necesario aclararlo debido a que las ce´lulas en estado M ocupan dos
sitios.
Pij,(ij)+δ(βγ) = 〈δσij ,βδσ(ij)+δ ,γ〉 es la funcio´n de correlaccio´n de dos sitios o
la probabilidad conjunta de que los sitios de (i, j) e (i, j)+ δ este´n en estados
β y γ, respectivamente. De las ecuaciones 3.12 podemos observar que la
evolucio´n de las densidades Pij(β) depende de la funcio´n de correlacio´n de
dos sitios Pij,(ij)+δ(βγ). Si hacemos el desarrollo de Pij,(ij)+δ(βγ) veremos que
e´sta depende de la funcio´n de correlacio´n de tres sitios Pij,(ij)+δ,(ij)+δ′(βγκ), y
as´ı sucesivamente. Con el fin de obtener soluciones aproximadas, el esquema
de truncamiento ma´s simple consiste en la obtencio´n de un conjunto cerrado
de ecuaciones para las correlaciones de un sitio. Por lo tanto, se aproxima
Pij,(ij)+δ(βγ) ≈ Pij(β)P(ij)+δ(γ).
De esta manera, considerando las ecuaciones 3.12 en una dimensio´n (1D),
y por lo tanto ξ = 2, se obtiene
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d
dt
Pi(1) = αPi(3)− Pi(1),
d
dt
Pi(2) = Pi(1)− α
2
Pi(2)[Pi+1(0) + Pi−1(0)]+
+
D
2
Pi(0)[Pi+1(2) + Pi−1(2)]− D
2
Pi(2)[Pi+1(0) + Pi−1(0)],
y
d
dt
Pi(3) =
α
2
Pi(2)[Pi+1(0) + Pi−1(0)]+
+
α
2
Pi(0)[Pi+1(2) + Pi−1(2)]− αPi(3). (3.13)
Reescribiendo las densidades de ocupacio´n Pi(1) = xi, Pi(2) = yi, Pi(3) = zi
y Pi(0) = 1− xi − yi − zi, se tiene
d
dt
xi = αzi − xi,
d
dt
yi = xi − (α+D)
2
yi (2− xi+1 − yi+1 − zi+1 − xi−1 − yi−1 − zi−1)+
+
D
2
(1− xi − yi − zi) (yi+1 + yi−1) ,
y
d
dt
zi =
α
2
yi (2− xi+1 − yi+1 − zi+1 − xi−1 − yi−1 − zi−1)+
+
α
2
(1− xi − yi − zi) (yi+1 + yi−1)− αzi. (3.14)
Utilizando la aproximacio´n de diferencias finitas para el laplaciano [76],
∆x =
(xi+1 − 2xi + xi−1)
h2
,
siendo h la discretizacio´n de la red, la cual se considera igual a 1, se pueden
reescribir las ecuaciones 3.14 como
∂
∂t
x = αz − x,
∂
∂t
y = x− αy(1− x− y − z) + (α+D)
2
y∆x+ [αy +D(1− x− z)] 1
2
∆y+
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+
(α+D)
2
y∆z,
y
∂
∂t
z = 2αy(1− x− y − z)− α
2
y∆x+
α
2
(1− x− 2y − z)∆y−
−α
2
y∆z − αz, (3.15)
donde el ı´ndice i fue omitido en x, y y z, debido a que se considera que
todos los sitios son iguales. Es decir, se estudia la solucio´n homoge´nea. De
esta manera se obtiene una aproximacio´n de campo medio para la evolucio´n
temporal de las densidades de ocupacio´n de los sitios para el modelo de
ce´lulas con tres estados en una dimensio´n (1D), despreciando la difusio´n y
rotacio´n de ce´lulas en estado M .
Debido a que el modelo propuesto fue estudiado en una red bidimensional,
se plantea la ecuacio´n maestra en dos dimensiones (2D) para obtener una
mejor aproximacio´n.
τ
d
dt
Pij(1) = αPij(3)− Pij(1),
τ
d
dt
Pij(2) = Pij(1)− α
ξ
∑
δ
Pij,(ij)+δ(20) +
D
ξ
∑
δ
[Pij,(ij)+δ(02)− Pij,(ij)+δ(20)]
y
τ
d
dt
Pij(3) =
α
ξ
∑
δ
Pij,(ij)+δ(20) +
α
ξ
∑
δ
Pij,(ij)+δ(02)− αPij(3). (3.16)
Tomando las mismas consideraciones que en el caso 1D, es decir los sitios
independientes y τ = 1, pero en dos dimensiones (ξ = 4) se tiene:
d
dt
Pij(1) = αPij(3)− Pij(1),
d
dt
Pij(2) = Pij(1)− α
4
Pij(2)[Pi+1,j(0) + Pi−1,j(0) + Pi,j+1(0) + Pi,j−1(0)]+
+
D
4
Pij(0)[Pi+1,j(2) + Pi−1,j(2) + Pi,j+1(2) + Pi,j−1(2)]−
−D
4
Pij(2)[Pi+1,j(0) + Pi−1,j(0) + Pi,j+1(0) + Pi,j−1(0)],
y
d
dt
Pij(3) =
α
4
Pij(2)[Pi+1,j(0) + Pi−1,j(0) + Pi,j+1(0) + Pi,j−1(0)]+
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+
α
4
Pij(0)[Pi+1,j(2) + Pi−1,j(2) + Pi,j+1(2) + Pi,j−1(2)]− αPij(3). (3.17)
Renombrando las densidades de ocupacio´n Pij(1) = xij, Pij(2) = yij,
Pij(3) = zij y Pij(0) = 1 − xij − yij − zij, y utilizando la aproximacio´n de
diferencias finitas para el laplaciano en dos dimensiones [76]:
∆uij = [ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4uij] 1
h2
,
donde h es la discretizacion de la red, la cual se considera igual 1, se tiene
finalmente:
∂
∂t
x = αz − x,
∂
∂t
y = x− αy(1− x− y − z) + (α+D)
4
y∆x+ [αy +D(1− x− z)] 1
4
∆y+
+
(α+D)
4
y∆z,
y
∂
∂t
z = 2αy(1− x− y − z)− α
4
y∆x+
α
4
(1− x− 2y − z)∆y−
−α
4
y∆z − αz, (3.18)
donde, nuevamente, el sub´ındice ij fue omitido en x, y y z, considerando que
todos los sitios son iguales. De esta manera se obtiene una aproximacio´n de
campo medio para la evolucio´n temporal de las densidades de ocupacio´n de
los sitios para el modelo de ce´lulas con tres estados en dos dimensiones (2D),
despreciando la difusio´n y rotacio´n de ce´lulas en estado M .
Es importante tener en cuenta que las ecuaciones se han obtenido a partir
de las reglas locales del modelo. Estas ecuaciones no son fenomenolo´gicas o
propuestas ad-hoc como la ecuacio´n de Fisher-Kolmogorov, la cual se discu-
tira´ ma´s adelante. Las ecuaciones obtenidas incluyen te´rminos no lineales de
auto-difusio´n y tambie´n te´rminos de difusio´n cruzada [77, 78], que surgen,
por ejemplo, debido a que la probabilidad de que una ce´lula en estado I2,
identificada con y, se convierte en una ce´lula en estado M , identificada con
z, depende de la densidad de sitios vac´ıos en su entorno.
Modelo de ce´lulas con un estado: Ecuacio´n maestra en 1D y 2D
Para el caso del modelo que presenta solamente un estado de la ce´lula,
la ecuacio´n maestra se vuelve ma´s sencilla. Ahora el estado de un sitio (i, j),
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es decir σi,j, puede tomar so´lo dos valores, σi,j = β con β = 0, 1. Un sitio
vac´ıo corresponde a β = 0, mientras que un sitio ocupado por una ce´lula
corresponde a β = 1. Por lo tanto, la ecuacio´n maestra para el modelo de
ce´lulas con un estado tiene la forma:
τ
d
dt
Pij(1) =
α
ξ
∑
δ
Pij,(ij)+δ(01) +
D
ξ
∑
δ
Pij,(ij)+δ(01)− D
ξ
∑
δ
Pij,(ij)+δ(10).
(3.19)
Tomando las mismas consideraciones, τ = 1 y los sitios independientes,
es decir
Pij,(ij)+δ(βγ) ≈ Pij(β)P(ij)+δ(γ),
se tiene en una dimensio´n (ξ = 2)
τ
d
dt
Pi(1) =
α
2
Pi(0)[Pi+1(1) + Pi−1(1)] +
D
2
Pi(0)[Pi+1(1) + Pi−1(1)]−
−D
2
Pi(1)[Pi+1(1) + Pi−1(1)]. (3.20)
Si se reescribe Pi(1) = ui y Pi(0) = 1− ui, entonces:
d
dt
ui =
α
2
(1− ui)[ui+1 + ui−1] + D
2
(1− ui)[ui+1 + ui−1]−
−D
2
ui[1− ui+1 + 1− ui−1]. (3.21)
Utilizando la aproximacio´n de diferencias finitas para el laplaciano [76],
∆u =
(ui+1 − 2ui + ui−1)
h2
,
siendo h la discretizacio´n de la red, la cual se considera igual a 1; y eliminando
el sub´ındice i por considerar todos lo sitios iguales, se tiene que:
∂
∂t
u = [
α
2
(1− u) + D
2
]∆u+ αu(1− u) (3.22)
De esta manera se obtiene una expresio´n de campo medio para la evolucio´n
temporal de las densidades de ocupacio´n de los sitios para el modelo de
ce´lulas con un estado en una dimensio´n (1D).
Si ahora se estudia la ecuacio´n en dos dimensiones (ξ = 4), utilizando la
aproximacio´n
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Pij,ij+δ(βγ) ≈ Pij(β)Pij+δ(γ),
se tiene:
τ
d
dt
Pij(1) =
α
4
Pij(0)[Pi+1,j(1) + Pi−1,j(1) + Pi,j+1(1) + Pi,j−1(1)]+
D
4
Pij(0)[Pi+1,j(1) + Pi−1,j(1) + Pi,j+1(1) + Pi,j−1(1)]−
D
4
Pij(1)[Pi+1,j(0) + Pi−1,j(0) + Pi,j+1(0) + Pi,j−1(0)]. (3.23)
Renombrando las densidades de ocupacio´n Pij(1) = uij y Pij(0) = 1− uij y
τ = 1, entonces:
d
dt
uij =
α+D
4
(1− uij)[ui+1,j + ui−1,j + ui,j+1 + ui,j−1]−
−D
4
uij[4− ui+1,j − ui−1,j − ui,j+1 − ui,j−1]. (3.24)
Utilizando nuevamente el hecho que
∆uij = [ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4uij],
se tiene
d
dt
uij =
α+D
4
(1− uij)(∆uij + 4uij)− D
4
uij(4−∆uij + 4uij). (3.25)
Suprimiendo los sub´ındices (uij = u), finalmente se tiene
∂
∂t
u = [
α
4
(1− u) + D
4
]∆u+ αu(1− u). (3.26)
De esta manera se obtiene una expresio´n de campo medio para la evolucio´n
temporal de las densidades de ocupacio´n de los sitios para el modelo de
ce´lulas con un estado en dos dimensiones (2D).
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3.3.2. Resolucio´n nume´rica
La solucio´n de las ecuaciones diferenciales fue obtenida con el me´todo
explicito de Euler [76]. Para la realizacio´n de los diferentes ana´lisis, se man-
tuvieron las siguientes definiciones. Las condiciones iniciales son las mismas
que las implementadas en los experimentos in silico con geometr´ıa lineal:
- x(i, t = 0) = 0;
- y(i, t = 0) = F (i), siendo que la funcion es una delta, igual a 1 en i = 0
y 0 para i > 1; y
- z(i, t = 0) = 0.
Las condiciones de contorno que se utilizan son las condiciones de Diri-
chlet [76], de la forma:
- x(i = 0, t) = 0 y x(i = L, t) = 0;
- y(i = 0, t) = 1 y y(i = L, t) = 0; y
- z(i = 0, t) = 0 y z(i = L, t) = 0;
El paso temporal utilizado para la integracio´n nume´rica es ∆t = 0, 001,
lo que garantiza la estabilidad de las soluciones, dada por la condicio´n [76]:
D∆t
h2
< 0,5,
siendo D el coeficiente de difusio´n, el cual var´ıa entre 0 y 1, y h la discreti-
zacio´n espacial, igual a 1. Se verifico´ la convergencia de los resultados para
la resolucio´n temporal utilizada. Adema´s, se sostiene la definicio´n utilizada
en los experimentos in silico, donde α = PC y D = 1− α.
3.3.3. Medidas y resultados
Resolviendo las ecuaciones planteadas anteriormente, se estudio´ la evo-
lucio´n temporal de los perfiles de densidad de sitios ocupados por ce´lulas
en los distintos estados. Es importante aclarar que los perfiles de densidad
estudiados corresponden a proyecciones en 1D, independientemente de que
se hayan calculado para 1D o 2D.
3.3.3.1. Ecuacio´n Maestra para el modelo de ce´lulas con tres es-
tados
(1) Ana´lisis de los perfiles de densidad de sitios ocupados
En la figura 3.37 se muestran los perfiles de densidad de sitios ocupados
por ce´lulas en estado I1, I2 yM obtenidos para la probabilidad de crecimiento
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α = 0,10, para los casos de 1D y 2D. Se observa que el comportamiento de
las curvas es el mismo en ambas dimensiones, donde los perfiles de los sitios
ocupados por ce´lulas en estado I1 y M se comportan como gaussianas.
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Figura 3.37: Perfiles de densidad de sitios ocupados por ce´lulas en estado
I1, I2 y M , obtenidos resolviendo la ecuacio´n maestra para α = 0,10. (a)
Resultados en 1D. (b) Resultados en 2D.
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Figura 3.38: (a) Perfiles de densidad de sitios ocupados por ce´lulas en diferen-
tes estados obtenidas resolviendo la ecuacio´n maestra en 2D, con α = 0,10;
0,50 y 0,99. (b) Zoom de la figura (a).
Tambie´n se comparan los perfiles de densidad de sitios ocupados por
ce´lulas en diferentes estados para diferentes valores de α en 2D, los cuales
se muestran en la figura 3.38. Para α = 0,99, las curvas gaussianas corre-
pondientes a los sitios ocupados por ce´lulas en estado I1 y en estado M son
iguales. Para α = 0,50, el ma´ximo de la curva gaussiana correspondiente a
las ce´lulas en estado M es el doble del ma´ximo para ce´lulas en estado I1. Por
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u´ltimo, para α = 0,10, la curva correpondiente a los sitios ocupados por ce´lu-
las en estado M tiene un ma´ximo mucho mayor que el ma´ximo para ce´lulas
en estado I1.
Con respecto a los perfiles de densidad de los sitios ocupados por las
ce´lulas en estado I2, se obtiene que a medida que disminuye la probabilidad
de crecimiento α el perfil es menos abrupto. Esto sugiere que en el frente
del perfil, el cambio de todos los sitios ocupados (ρ = 1) a ninguno ocupado
(ρ = 0) es ma´s paulatino con la disminucio´n de α. Cabe aclarar que para el
caso 1D el comportamiento es el mismo para los perfiles de densidad de los
sitios ocupados por las ce´lulas en cada estado.
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Figura 3.39: Perfiles de densidad de las ce´lulas en estado I2 obtenidas a partir
de la ecuacio´n maestra en 2D, para diferentes valores de α. Las curvas fueron
desplazadas en el eje i para una mejor comparacio´n.
Comparando los resultados de los perfiles obtenidos a partir de la aproxi-
macio´n de la ecuacio´n maestra (figuras 3.38 y 3.39) con los resultados de los
experimentos in silico (ver figuras 3.24 y 3.25), se puede observar que existe
una muy buena concordancia. Esto permite una primera conclusio´n sobre la
ecuacio´n de campo medio propuesta: se representa fehacientemente el com-
portamiento estudiado de los perfiles de densidad de los diferentes estados
de las ce´lulas.
(2) Velocidad de los perfiles
Por otro lado, se estudio´ la posicio´n a media altura de los perfiles de
densidad de sitios totales ocupados (suma de los perfiles de todos los sitios
ocupados) en funcio´n del tiempo. Las figuras 3.40 (a) y (b) muestran los
resultados para los casos 1D y 2D respectivamente, y para diferentes valores
de la probabilidad de crecimiento α. Del ana´lisis de las pendientes de las
rectas obtenidas, se realizo´ el gra´fico de la figura 3.41 (a), donde se presenta
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la velocidad en funcio´n de la probabilidad de crecimiento α, para los casos
1D y 2D. Las curvas de velocidades presentan el mismo comportamiento,
aunque los valores difieren.
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Figura 3.40: Gra´fico lineal de la posicio´n a media altura de los perfiles de den-
sidad de sitios totales ocupados en funcio´n del tiempo, obtenida resolviendo
la ecuacio´n maestra del modelo de ce´lulas con tres estados, para diferentes
valores de α. (a) Resultados en 1D. (b) Resultados en 2D.
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Figura 3.41: (a) Gra´fico doble logar´ıtmico de la velocidad en funcio´n de la
probabilidad de crecimiento α, estudiando las pendientes de las rectas presen-
tadas en la figura 3.40. Las curvas representan los resultados de las ecuaciones
para 1D y 2D. (b) Las curvas presentadas en (a) se colapsan utilizando la
relacio´n v2D = 0,74v1D, cercana al ca´lculo aproximado segu´n la relacio´n 3.27.
En el caso 1D, la probabilidad de crecimiento efectiva es α/2 (segu´n
ecuacio´n 3.15), y en el caso 2D, es α/4 (segu´n ecuacio´n 3.18). Cuando la
probabilidad de crecimiento α → 0, se encuentra que la v ∼ √α (ver seccio´n
3.2.2.2 1 (a)). Por lo tanto,
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v2D
v1D
=
√
α
4√
α
2
=
1√
2
∼ 0,7 (3.27)
En la figura 3.41 (b), las curvas muestran un buen colapso utilizando la
relacio´n v2D = 0,74v1D. Dicha relacio´n es cercana al ca´lculo aproximado en
3.27.
Hasta aqu´ı, hemos comparado entre los resultados de las ecuaciones para
1D y 2D, observando en general el mismo comportamiento. Sin embargo, lo
interesante es comparar con los resultados de los experimentos in silico para
verificar no so´lo que el comportamiento obtenido sea el observado en los ex-
perimentos, sino tambie´n co´mo influye la dimensio´n en la que se resuelven las
ecuaciones maestras. Es importante aclarar que, en el caso de los experimen-
tos, se verifico´ que el ca´lculo de la velocidad analizando la posicio´n media de
la interfaz en funcio´n del tiempo (estudio que se presenta en la seccio´n 3.2.2.2
1 (a)) arroja los mismos resultados que el ca´lculo de la velocidad analizando
la posicio´n a media altura del perfil de densidad de sitios ocupados en funcio´n
del tiempo.
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Figura 3.42: Gra´fico doble logar´ıtmico de la velocidad en funcio´n de la proba-
bilidad de crecimiento PC = α, obtenida de los resultados de los experimentos
in silico del modelo de ce´lulas en tres estados (Modelo de 3 estados) y los
resultados de las ecuaciones para 1D y 2D.
Por lo tanto, en la figura 3.42 se muestran las curvas de la velocidad en
funcio´n de la probabilidad de crecimiento, para la resolucio´n de la ecuacio´n
maestra en 1D y 2D, y los resultados de los experimentos in silico del Modelo
de 3 estados. La primer conclusio´n es que la resolucio´n de la ecuacio´n no
presenta el mismo comportamiento. Recordemos que en la ecuacio´n maestra
se desprecio´ la difusio´n y rotacio´n de las ce´lulas en estado M . Esto lleva a
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suponer que la difusio´n y rotacio´n de las ce´lulas en estado M juegan un rol
importante en la velocidad de la interfaz creciendo, como se discutio´ en la
seccio´n 3.2.2.3, donde se propuso que las ce´lulas M , al ser dobles y difundir
poco, obstaculizan el avance de la interfaz. Para verificar esta suposicio´n, se
realiza una pequen˜a modificacio´n en el modelo de ce´lulas con tres estados. A
las ce´lulas en estado M se les elimina la capacidad de difundir o rotar, como
se desprecio´ en la ecuacio´n maestra. So´lo pasan al estado I1 con probabilidad
PC . Con esta pequen˜a modificacio´n, se vuelven a realizar los experimentos in
silico y a estudiar la velocidad en funcio´n de la probabilidad de crecimiento
PC .
En la figura 3.43 se comparan los resultados de los experimentos in silico
del modelo de ce´lulas con tres estados y del modelo de ce´lulas con tres esta-
dos modificado. Cuando las ce´lulas en estado M no pueden difundir (curva
llamada Modelo 3 estados modificado), la velocidad es menor. Analizando el
recorrido de las curvas, para PC = 0,99, los dos modelos coinciden, ya que
pra´cticamente la difusio´n de las ce´lulasM en el modelo original es desprecia-
ble. A medida que disminuye PC , y por lo tanto aumenta la probabilidad de
difusio´n, la velocidad en el modelo original es mayor al modelo modificado.
A partir de este comportamiento se concluye que las ce´lulasM podr´ıan estar
obstaculizando el avance del frente, y la posibilidad de que e´stas difundan,
como en el caso del modelo original, permite que la interfaz avance ma´s ra´pi-
do. Se recuerda que para las ce´lulas en estado I2 la difusio´n es igual en los
dos modelos.
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Figura 3.43: Gra´fico doble logar´ıtmico de la velocidad en funcio´n de la pro-
babilidad de crecimiento PC , obtenida de los resultados de los experimentos
in silico del modelo de ce´lulas con tres estados original (Modelo de 3 estados)
y del modificado (Modelo de 3 estados modificado).
En base a los resultados obtenidos, se puede afirmar que el comporta-
miento de la velocidad esta´ muy influenciado por las ce´lulas en estadoM . En
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la figura 3.44 (a) se comparan las 4 curvas de velocidad (resultados de la re-
solucio´n de la ecuacio´n maestra en 1D y 2D, y resultados de los experimentos
in silico del Modelo de 3 estados y del Modelo de 3 estados modificado). Se
observa claramente que el comportamiento cualitativo de la ecuacio´n maes-
tra concuerda muy bien con los resultados de los experimentos in silico del
Modelo de 3 estados modificado.
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Figura 3.44: (a) Gra´fico doble logar´ıtmico de la velocidad en funcio´n de la
probabilidad de crecimiento (α = PC), para resultados de la resolucio´n de
la ecuacio´n maestra en 1D y 2D, y resultados de los experimentos in silico
del Modelo de 3 estados y del Modelo de 3 estados modificado. (b) So´lo
se muestran las curvas para la resolucio´n de la ecuacio´n maestra en 2D, y
resultados de los experimentos in silico del Modelo de 3 estados modificado.
Por lo tanto, podemos concluir que la aproximacio´n de campo medio
obtenida a partir de la ecuacio´n maestra en 2D describe muy bien el compor-
tamiento del modelo de ce´lulas con tres estados modificado. Sin embargo, los
valores no son exactos. Esta diferencia quiza´s se deba a la escala temporal.
Por otro lado, estudiar la ecuacio´n maestra con la simplificacio´n de des-
preciar la difusio´n y rotacio´n de ce´lulasM nos permitio´ entender la influencia
de dichos para´metros en el modelo propuesto. En efecto, se concluye que las
ce´lulas M podr´ıan estar obstaculizando el avance del frente, y la posibilidad
de que e´stas difundan y roten, como en el caso del modelo original, permite
que la interfaz avance ma´s ra´pido. Sin embargo, esto no influye en la relacio´n
entre las densidades de sitios ocupados por las ce´lulas en estado I1 y M . La
relacio´n de los perfiles sigue siendo la misma.
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3.3.3.2. Ecuacio´n Maestra para el modelo de ce´lulas con un estado
Para el caso de la ecuacio´n maestra planteada para el modelo de ce´lulas
con un estado, se realizo´ el mismo ana´lisis sobre la velocidad que para la
ecuacio´n del modelo de ce´lulas con tres estados. En la figura 3.45 se comparan
los resultados de las velocidades obtenidas del ana´lisis de las ecuaciones para
una y dos dimensiones, y los resultados de los experimentos in silico. Como
fue observado para el modelo de ce´lulas con tres estados, hay mejor acuerdo
entre los resultados de la ecuacio´n maestra en 2D y los experimentos in silico,
que entre los resultados de 1D. Por otro lado, se observa un acuerdo razonable
con respecto al comportamiento cualitativo para los tres casos, donde la
velocidad aumenta en funcio´n de la probabilidad de crecimiento α = PC .
Adema´s, se observa un mejor acuerdo entre campo medio y simulacio´n para
valores pequen˜os de α = PC . La explicacio´n para tal comportamiento parece
tener origen en la aproximacio´n de sitios independientes que se utiliza en la
solucio´n de campo medio, la cual funciona mejor cuando el sistema es poco
denso en la regio´n de crecimiento, como discutido por [73]. En la figura 3.29
se observa que el sistema se hace ma´s denso con el aumento de α y, en la
figura 3.39, que el perfil de densidades es ma´s abrupto con el aumento de α,
explicando de este modo por que´ el mejor acuerdo se obtiene para valores
pequen˜os de α.
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Figura 3.45: (a) Gra´fico doble logar´ıtmico de la velocidad en funcio´n de la
probabilidad de crecimiento, para resultados de la resolucio´n de la ecuacio´n
maestra en 1D y 2D, y resultados de los experimentos in silico del Modelo
de 1 estado.
3.3.3.3. Ecuacio´n de Fisher-Kolmogorov
La ecuacio´n de Fisher-Kolmogorov es uno de los ejemplos ma´s simples de
ecuacio´n no lineal de reaccio´n-difusio´n. Es una ecuacio´n fenomenolo´gica que
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se utiliza para describir un sistema con so´lo un tipo de ce´lula, donde esta´n
presente el crecimiento y la difusio´n. Para el caso unidimensional, en el que
se presenta un crecimiento log´ıstico con capacidad de carga igual a 1 [79], la
ecuacio´n tiene la forma
∂
∂t
u = D∆u+ αu(1− u), (3.28)
donde la movilidad celular se tiene en cuenta en el primer te´rmino del lado
derecho, mientras que la proliferacio´n celular a tasa constante α se considera
por medio del segundo te´rmino del lado derecho.
Esta ecuacio´n se puede obtener como una aproximacio´n de la solucio´n
de campo medio de la ecuacio´n maestra planteada para el modelo de ce´lulas
con un estado (ecuacio´n 3.22) al despreciar la contribucio´n proliferativa a la
difusio´n [73].
La ecuacio´n de Fisher-Kolmogorov se ha utilizado para describir varios
biosistemas, como por ejemplo la migracio´n de ce´lulas tumorales cerebrales
cultivadas in vitro [80], la dina´mica del comportamiento de las poblaciones
bacterianas [81], etc. Para verificar si dicha ecuacio´n representa una buena
aproximacio´n del comportamiento del modelo de 1 estado propuesto, se ha
resuelto la ecuacio´n FK en una dimensio´n utilizando me´todos de integracio´n
descriptos anteriormente al inicio de la seccio´n 3.3.2.
(1) Ana´lisis de los perfiles de densidad.
Los perfiles de densidad de ce´lulas obtenidos como resultado de la ecua-
cio´n FK son soluciones de ondas viajeras, similares a las obtenidas en los
ana´lisis previos de las ecuaciones maestras y los resultados de los experimen-
tos in silico. Dichas curvas se muestran en la figura 3.46
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Figura 3.46: Perfiles de densidad obtenidos resolviendo la ecuacio´n FK (3.28)
para α = 0,1.
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Es importante mencionar que las ondas viajeras se propagan a velocidad
constante, en concordancia con los resultados de los experimentos in silico.
Sin embargo, si analizamos el comportamiento de la velocidad en funcio´n de
la probabilidad de crecimiento, observamos grandes diferencias. En la figura
3.47 se muestra claramente que la curva de los resultados de la ecuacio´n FK
presenta un ma´ximo de velocidad en α = 0,5. Este comportamiento se debe a
la relacio´n entre la probabilidad de crecimiento y la probabilidad de difusio´n
que se definio´ para el modelo propuesto, dada por D = 1 − α, ya que en la
ecuacio´n de Fisher-Kolmogorov (ecuacio´n 3.28) la difusio´n y la proliferacio´n
celular contribuyen en forma independiente para el avance del frente de onda.
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Figura 3.47: Gra´fico lineal de la velocidad en funcio´n de la probabilidad de
crecimiento α = PC , para resultados de la ecuacio´n maestra en 1D y 2D,
la ecuacio´n FK y resultados de los experimentos in silico del Modelo de 1
estado.
Sin embargo, existe un mejor acuerdo entre los resultados de la ecuacio´n
FK y los resultados de las ecuaciones maestras desarrolladas y las simulacio-
nes para α pequen˜o. Esto se debe a que en este l´ımite la contribucio´n de la
proliferacio´n a la difusio´n, que constituye la diferencia entre los resultados
de campo medio y la ecuacio´n de FK, puede ser despreciada.
En resumen, se concluye que la ecuacio´n FK proporciona una adecuada
descripcio´n de campo medio de los perfiles de densidad pero no del compor-
tamiento de la velocidad de propagacio´n en funcio´n de la probabilidad de
crecimiento, a excepcio´n de α pequen˜as. En sentido contrario, queda bien
establecido que la ecuacio´n maestra propuesta para el caso del modelo de
ce´lulas con un estado en 2D resulta ser una mejor aproximacio´n para el mo-
delo de crecimiento celular que planteamos.
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Cap´ıtulo 4
Modelo de crecimiento celular
en presencia de ruido congelado
En los sistemas biolo´gicos se pueden utilizar las condiciones de crecimien-
to como una herramienta de control de la dina´mica de crecimiento. Pero
estas condiciones permiten una variacio´n muy pequen˜a antes de transfor-
mar el ambiente en inviable para la ce´lula. Por este motivo, para estudiar
modificaciones en la dina´mica de crecimiento de los cultivos debido a las pro-
piedades del medio, Huergo et al proponen la utilizacio´n de metil celulosa,
un pol´ımero hidrosoluble que permite incrementar la viscosidad del medio de
cultivo [27]. En dicho trabajo, se observa que las colonias en medio con metil
celulosa presentan ce´lulas grandes. Estas ce´lulas grandes tienden a distribuir-
se en la interfaz como grandes extensiones que asemejan un bloqueo para las
ce´lulas ma´s pequen˜as. Sin embargo, estas ce´lulas pequen˜as alcanzan la inter-
faz a trave´s de los espacios que quedan ocasionalmente formados entre las
ce´lulas grandes. Este feno´meno se puede relacionar con el ruido congelado.
Adema´s, encuentran que la velocidad de desplazamiento alcanza siempre un
valor constante que depende de la naturaleza de las ce´lulas y de las propie-
dades del medio. No han podido establecer si el efecto proviene del aumento
de la viscosidad del medio, de un cambio en la interaccio´n ce´lula-sustrato, o
de una disminucio´n marcada en la tasa de reproduccio´n de ce´lulas cuando el
medio de cultivo contiene metil celulosa. Sin embargo, obtienen un conjunto
de exponentes cr´ıticos resultantes del crecimiento de las colonias con metil
celulosa (α = 0, 63(4) y β = 0, 75(5)), concluyendo que dichos valores son
los esperados para un sistema que crece bajo la influencia de un proceso de
frenado a nivel local, dentro de la clase de universalidad QKPZ [27].
Motivados por estos resultados experimentales, y viendo las limitaciones
experimentales a las que se enfrentan (ya sea la limitacio´n en el tiempo, la cual
podr´ıa afectar la estimacio´n de los exponentes debido a que los intervalos no
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son lo suficientemente grandes, o la limitacio´n en la estad´ıstica), se penso´ en
la realizacio´n de un estudio de simulacio´n computacional para aportar ma´s
informacio´n.
Luego de demostrar que el modelo de crecimiento propuesto (desarrollado
en el cap´ıtulo 3) arroja resultados que concuerdan con resultados experimen-
tales (seccio´n 3.2.2.2 1-(b)), se aplica una perturbacio´n al sistema: se agrega
al modelo una sustancia distribuida al azar. Las ce´lulas en contacto con
dicha sustancia quedan inmo´viles, representando el comportamiento de un
ruido congelado. El objetivo de este cap´ıtulo es estudiar si dicha perturba-
cio´n cambia la clase de universalidad, y co´mo se ve afectada la dina´mica de
crecimiento de las ce´lulas. Para alcanzar el objetivo, nuevamente se aborda
el problema a trave´s de experimentos in silico, y en forma complementaria,
estudios anal´ıticos.
4.1. Experimentos in silico: Modelo lineal con
ruido congelado
Con el objetivo de estudiar variaciones en la dina´mica de crecimiento del
modelo de ce´lulas en tres estados, se modifican las propiedades del medio.
La modificacio´n consiste en agregar una sustancia al sustrato o matriz donde
crecen las ce´lulas, y definir la interaccio´n entre la matriz con sustancia y las
ce´lulas que crecen sobre ella. La sustancia agregada se distribuye al azar,
ocupando sitios de la matriz y cubriendo en total un porcentaje de la mis-
ma. Iniciado el crecimiento, si una ce´lula se ubica en un sitio con sustancia
(independientemente del estado de la ce´lula), dicha ce´lula queda congelada,
imposibilitada de crecer o difundir. Una posible interpretacio´n biolo´gica de
dicho comportamiento es que la sustancia hace ma´s dif´ıcil que los factores
necesarios para el crecimiento lleguen a la superficie celular, debido a que el
transporte de material se encuentra disminuido por la viscosidad de la solu-
cio´n. Adema´s, el hecho de que se modifica la rigidez de la matriz extracelular
es suficiente para inducir la transformacio´n de ce´lulas en cultivo, alterar la
expresio´n de integrinas, incrementar el ensamblado de adhesiones focales y
distorsionar la arquitectura tisular, todas caracter´ısticas que ayudan a anclar
a la ce´lula [82]
La concentracio´n de la sustancia µ determina el porcentaje de sitios de la
matriz que contienen sustancia. Si la concentracio´n es µ = 0, no hay sustancia
distribu´ıda en la matriz, recuperando el modelo propuesto en la seccio´n 3.2.2.
Si la concentracio´n es µ = 0,1, el 10% de los sitios de la matriz contienen
sustancia.
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4.1.1. Descripcio´n de la implementacio´n del modelo
Para la implementacio´n del modelo lineal perturbado se utiliza como base
la implementacio´n del modelo de ce´lulas en tres estados desarrollado en el
cap´ıtulo 3. Las reglas dina´micas (seccio´n 3.1) y la relacio´n entre las probabi-
lidades, as´ı como la variacio´n en los taman˜os de las muestras, siguen siendo
las mismas que se describen en la seccio´n 3.2.2.1.
Para estudiar el comportamiento de la interfaz de crecimiento, se utili-
zan las condiciones iniciales y de contorno definidas en la seccio´n 3.2.2, con
las que, a trave´s de su implementacio´n, se obtiene una geometr´ıa lineal. La
eleccio´n de dichas condiciones permite verificar co´mo es afectada la interfaz
de crecimiento por la presencia de la sustancia. Por lo tanto, inicialmente la
muestra contiene sitios vacios o con sustancia, y la primer columna ocupada
por ce´lulas en estado I2.
En el proceso de la simulacio´n, se sortea una ce´lula al azar. Antes de
proceder con las reglas de la dina´mica definidas segu´n el estado de la ce´lula
(dichas reglas se encuentran detalladas en la seccio´n 3.1), se verifica si la
ce´lula esta´ situada en un sitio que contiene sustancia. Si es as´ı, la ce´lula
esta´ bloqueada. Por lo tanto, so´lo se incrementa el tiempo sin realizarse
ningu´n cambio sobre la ce´lula. Si el sitio no contiene sustancia, se procede
como en el modelo anterior, ya que la ce´lula se encuentra libre para realizar
sus acciones. En l´ıneas generales, debido a la presencia de la sustancia, las
ce´lulas se pueden congelar. Si todas las ce´lulas que se encuentran en la interfaz
esta´n congeladas, la interfaz tambie´n se congela, y por lo tanto, el sistema
no se modifica ma´s, se detiene el crecimiento.
¿Co´mo se define cua´ndo esta´ congelada la interfaz?
Cada cierto tiempo se verifica si se ha realizado algu´n cambio de alguna
ce´lula, ya sea por crecimiento o difusio´n. Si no lo hay, la interfaz se supone
congelada y el programa termina. Se verifica en tiempo cada 5N , donde N
es el nu´mero de ce´lulas. ¿Es este tiempo suficiente? Una vez que se supone
congelado el sistema, se hace una lista con todas las ce´lulas que esta´n en la
interfaz y se verifica cuales tienen sustancia. Se analizan distintas situaciones
y en todas ellas ma´s del 99,9% de las ce´lulas se encuentran efectivamente
con sustancia. De esta manera, se demuestra que dicho tiempo es suficiente
para decir que la interfaz se encuentra congelada y se da por terminado el
programa, ya que no habra´ ma´s cambios en el tiempo.
4.1.2. Medidas y resultados
Para todo el ana´lisis realizado en este cap´ıtulo, se estudia el sistema con
probabilidad de crecimiento PC = 0,99. Se elige fijar la probabilidad debido
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a que en este cap´ıtulo se centrara´ el estudio en los diferentes valores de la
perturbacio´n. Para la probabilidad PC = 0,99, ya se demostro´ que el modelo
sin perturbar pertenece a la clase de universalidad KPZ. El ca´lculo de la
interfaz se realizo´ utlizando la definicio´n MVI, definida en la seccio´n 3.2.2.2
1.
Para estudiar como afecta la presencia de la sustancia a la interfaz de
crecimiento, se analizo´ el efecto en los extremos de las concentraciones de
la sustancia. Es decir, se estudio´ que le sucede al sistema si pocos sitios del
sistema contienen sustancia, y que le sucede si gran parte de la muestra
esta´ cubierta por sustancia.
4.1.2.1. Concentracio´n de sustancia µ = 0,1
Se analizaron 1000 experimentos independientes (cada uno de ellos con
una distribucio´n diferente de la sustancia), utilizando diferentes taman˜os del
sistema D. Para una concentracio´n de sustancia µ = 0,1, todas las interfaces
siguen avanzando en el tiempo, por lo tanto ningu´n experimento se congelo´.
(a) Ana´lisis de la velocidad de propagacio´n de la interfaz.
Para estudiar la variacio´n en la dina´mica de crecimiento, como primera
medida se observa la velocidad de propagacio´n de la interfaz.
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Figura 4.1: Dependencia de la posicio´n media de la interfaz de crecimiento
〈h〉 con el tiempo para concentracio´n de sustancia µ = 0,1. Se muestran los
datos para diferentes taman˜os del sistema D, indicados en la figura. Con el
fin de comparar los comportamientos, tambie´n se muestran los datos para
D = 512 sin sustancia, es decir µ = 0,0.
La figura 4.1 muestra la dependencia de la posicio´n media de la interfaz
de crecimiento 〈h〉 con el tiempo, para diferentes taman˜os del sistema D y
concentracio´n de sustancia µ = 0,1. Las l´ıneas rectas obtenidas indican que
las interfaces siguen avanzando a velocidades constantes. De la pendiente de
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dichas rectas se obtiene el valor de la velocidad. Adema´s se puede observar
que la presencia de la sustancia retarda el crecimiento del sistema, ya que la
velocidad de la interfaz es menor que la obtenida sin la sustancia.
(b) Estudio y caracterizacio´n del ancho de la interfaz
Con el objetivo de verificar si el comportamiento dina´mico de la interfaz
sigue perteneciendo a la misma clase de universalidad, se caracteriza el ancho
de la interfaz.
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Figura 4.2: Gra´ficos doble logar´ıtmicos del ancho de la interfaz W versus
el tiempo: (a) Concentracio´n de sustancia µ = 0,1 y diferentes taman˜os del
sistema D. Del mejor ajuste de los datos para D = 512, se obtienen dos l´ıneas
punteadas con pendiente β = 0,44(2) para t < 40 y pendiente β = 0,30(3)
para t > 50, de acuerdo a la ecuacio´n 2.4. (b) Taman˜o del sistema D = 64,
para una concentracio´n de sustancia µ = 0,1 y sin sustancia (µ = 0,0).
La figura 4.2 (a) muestra un gra´fico doble logar´ıtmico del ancho de la
interfaz W en funcio´n del tiempo para una concentracio´n de sustancia µ =
0,1, donde dicho ancho fue calculado utilizando la ecuacio´n 2.3. Los resultados
analizados corresponden a muestras de diferentes taman˜os, especificados en
la figura. Como era de esperarse, se observa un aumento inicial seguido por
un comportamiento de transicio´n a un valor de saturacio´n. Pero a diferencia
del modelo sin la sustancia (µ = 0,0), el aumento inicial se desarrolla en dos
etapas. Realizando el ajuste de los datos, segu´n la ecuacio´n 2.4 (discutida
en la seccio´n 2.2) W comienza a aumentar con un exponente de crecimiento
β = 0,44(2) (hasta aproximadamente t = 40) y luego sigue incrementando
con un β = 0,30(3) para D = 512, el cual concuerda con el obtenido sin
sustancia β = 0,32(2) (ver gra´fico 3.11). El comportamiento en los primeros
tiempos es un efecto debido a la presencia de la sustancia y la condicio´n inicial
plana. Este se elimina cuando se parte de una condicio´n inicial rugosa, como
se vera´ en el estudio de la concentracio´n de sustancia µ = 0,4.
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En la figura 4.2 (b) se comparan los datos para D = 64 con una concen-
tracio´n de sustancia µ = 0,1 y sin sustancia (µ = 0,0). Debido a la presencia
de la sustancia, la interfaz alcanza una rugosidad de saturacio´n mayor.
Para obtener el exponente de rugosidad α se realizaron dos estudios in-
dependientes. Por un lado, se analizo´ el comportamiento del ancho de sa-
turacio´n de la interfaz Ws versus el taman˜o del sistema D, en un gra´fico
doble logar´ıtmico mostrado en la figura 4.3 (a). Ajustando los datos con la
ecuacio´n 2.9 se obtuvo un valor de α = 0,47(4). Por otro lado, se analizo´ el
comportamiento del factor de estructura S(q) versus q, en un gra´fico doble
logar´ıtmico mostrado en la figura 4.3 (b). En dicha figura se observa que
S(q) es independiente de D, de manera que α = αs [11]. Del mejor ajuste
de los datos con la ecuacio´n 2.18 se obtuvo −(2αs + 1) = −1,89(5), es decir,
α = αs = 0,45(5). Como se discutio´ en el cap´ıtulo 3, al obtenerse que α = αs,
se puede concluir que el factor de estructura exhibe un comportamiento no
ano´malo (ve´anse las ecuaciones 2.15 y 2.16).
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Figura 4.3: Estudio del exponente de rugosidad α, para una concentracio´n de
sustancia µ = 0,1: (a) Gra´fico doble logar´ıtmico del ancho de saturacio´n de
la interfaz Ws versus el taman˜o del sistema D. La l´ınea punteada muestra
el mejor ajuste de los datos, obtenie´ndose un valor de α = 0,47(4) utilizando
la ecuacio´n 2.9. (b) Gra´fico doble logar´ıtmico del factor de estructura S(q)
versus q. Utilizando la ecuacio´n 2.18 se ajustaron los datos obteniendose
α = αs = 0,45(5). La l´ınea punteada muestra el ajuste, la cual fue corrida
para una mejor visualizacio´n.
Otro exponente que se puede estudiar para verificar si el comportamiento
del sistema es no ano´malo, es el exponente de rugosidad local αloc [11], definido
en la seccio´n 2.2.2. Utilizando la ecuacio´n 2.11 se calculo´ el ancho local de
la interfaz en funcio´n del taman˜o de la ventana d, para distintos taman˜os
del sistema D. Los datos se muestran en un gra´fico doble logar´ıtmico en
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la figura 4.4. Se ajusto´ la curva para D = 512 con la ecuacio´n 2.12 y se
obtuvo el exponente αloc = 0,48(4), confirmando que el sistema presenta un
comportamiento no ano´malo (α ≈ αS ≈ αloc).
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Figura 4.4: Gra´fico doble logar´ıtmico del ancho local de la interfaz en funcio´n
del taman˜o de la ventana d, obtenido para diferentes taman˜os del sistema
D y una concentracio´n de sustancia µ = 0,1. Utilizando la ecuacio´n 2.12, la
l´ınea punteada muestra el mejor ajuste de los datos obtenie´ndose un valor
del exponente αloc = 0,48(4) para D = 512.
Exp. Medidos µ = 0,1 Medidos µ = 0,0 Publicados (KPZ)
α 0,47(4) ec.(2.9) 0,48(3) ec.(2.9) 1/2
αloc 0,48(4) ec.(2.12) — 1/2
αS 0,45(5) ec.(2.18) 0,49(3) ec.(2.18) 1/2
β 0,30(3) ec.(2.4) 0,32(2) ec.(2.4) 1/3
Cuadro 4.1: Resumen de los valores obtenidos de los exponentes para µ = 0,1
y µ = 0,0. Adema´s se muestran los valores publicados correspondientes a la
clase de universalidad KPZ [9].
En el cuadro 4.1 se resumen los valores de los exponentes medidos para
µ = 0,1 y µ = 0,0. Tanto el exponente de rugosidad α como el exponente
de crecimiento β sugieren que la dina´mica de crecimiento de la interfaz con
una concentracio´n de sustancia µ = 0,1 pertenece a la clase de universalidad
KPZ, al igual que sin sustancia (µ = 0,0). Para verificarlo, se realiza el
escalado dina´mico dado por la ecuacio´n 2.7. GraficandoW/Dα en funcio´n de
t/Dz en escala doble logar´ıtmica se debe obtener el colapso de las curvas que
corresponden a diferentes taman˜os del sistema. Utilizando los exponentes de
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la clase de universalidad KPZ (α = 1/2, β = 1/3, z = 3/2), se obtuvo un
buen colapso de los datos presentados en la figura 4.2, demostrando que una
pequen˜a concentracio´n de sustancia no afecta la clase de universalidad (ver
figura 4.5).
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Figura 4.5: Gra´fico doble logar´ıtmico del ajuste de los datos mostrados en
la figura 4.2, utilizando los exponentes de la clase de universalidad KPZ
(α = 1/2 y z = 3/2).
De acuerdo a lo discutido hasta ahora, toda la evidencia lleva a concluir
que la dina´mica de crecimiento de la interfaz del modelo de tres estados con
una pequen˜a concentracio´n de sustancia sigue perteneciendo a la clase de
universalidad KPZ. Sin embargo, con una pequen˜a concentracio´n de sustan-
cia la velocidad de propagacio´n del cultivo disminuye y el valor del ancho de
saturacio´n de la interfaz aumenta.
4.1.2.2. Concentracio´n de sustancia μ = 0,4
Para estudiar el efecto de una concentracio´n de sustancia μ = 0,4, se
analizaron 5000 experimentos independientes (cada uno de ellos con una dis-
tribucio´n diferente de la sustancia), utilizando diferentes taman˜os del sistema
D. En este caso, todas las interfaces se congelan ra´pidamente en el tiempo.
En l´ıneas generales, cuando se utilizan concentraciones μ ≥ 0,4, todas las
interfaces se congelan. Sin embargo, no todas las interfaces se congelan al
mismo tiempo, ya que el proceso de crecimiento es estoca´stico. En efecto,
para un tiempo dado, y comparando varios experimentos, se pueden encon-
trar interfaces congeladas y no congeladas. Por lo tanto, se puede analizar el
comportamiento de todas las interfaces juntas o teniendo en cuenta so´lo las
interfaces que se siguen moviendo.
(a) Ana´lisis de la velocidad de propagacio´n de la interfaz.
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Al estudiar la velocidad de propagacio´n de la interfaz para μ = 0,4 se
observa un comportamiento totalmente distinto al estudiado hasta ahora.
La figura 4.6 (a) muestra la dependencia de la posicio´n media de la interfaz
de crecimiento 〈h〉 con el tiempo, para diferentes taman˜os del sistema D,
promediado sobre las interfaces no congeladas. Los datos se graficaron des-
de t = 0, en donde se promedia sobre 5000 experimentos, hasta la posicio´n
donde se pudo promediar como mı´nimo sobre 10 experimentos (a medida
que los experimentos se van congelando no se consideran en el promedio).
En dicha figura, se observa claramente que existe una dependencia con res-
pecto al taman˜o del sistema D. Recordemos que para μ = 0,1, la velocidad
es independiente de D. Adema´s, cuanto mas pequen˜o es el taman˜o del sis-
tema, la interfaz se congela antes. Este comportamiento se puede observar
en el recuadro de la figura 4.6, donde se define la densidad de interfaces no
congeladas ρno−congeladas(t) como el nu´mero de interfaces no congeladas sobre
el nu´mero total de experimentos en funcio´n del tiempo.
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Figura 4.6: (a) Gra´fico lineal de la dependencia de la posicio´n media de la
interfaz de crecimiento < h > con el tiempo para una concentracio´n de
sustancia μ = 0,4, para diferentes taman˜os del sistema D, indicados en la
figura. Recuadro: gra´fico lineal de la densidad de interfaces no congeladas en
funcio´n del tiempo, para una concentracio´n de sustancia μ = 0,4 y diferentes
taman˜os del sistema D. Se observa que cuanto mas pequen˜o es el taman˜o del
sistema, las interfaces se congelan antes. (b) Gra´fico doble logar´ıtmico de la
derivada de los datos mostrados en (a) respecto de t para μ = 0,4. Adema´s, se
realiza el mismo ana´lisis sobre el promedio de todas las interfaces, etiquetadas
como todas.
En la figura 4.6 (b) se muestra la derivada de la posicio´n media de la
interfaz de crecimiento 〈h〉 con el tiempo en una escala doble logar´ıtmica,
estudiando tanto las interfaces no congeladas como el promedio de todas.
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Para el caso de las curvas promediadas sobre las interfaces no congeladas,
se observa que la velocidad disminuye y parece fluctuar en torno a un valor
constante de velocidad cuando se comienzan a congelar las interfaces. Por el
contrario, si se analizan todas las interfaces, se observa que la velocidad cae
a cero debido a la influencia de las interfaces congeladas en el promedio.
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Figura 4.7: Gra´fico doble logar´ıtmico de la dependencia de la velocidad con
el taman˜o del sistema D, para una concentracio´n de sustancia µ = 0,4. Del
ajuste de los datos con la ecuacio´n 4.1 se obtiene la l´ınea punteada, la cual
arroja un exponente κ = 0,72(1).
Calculando las velocidades a partir de las pendientes de las curvas pre-
sentadas en la figura 4.6 (a), se estudio´ la dependencia de la velocidad con
D como se muestra en el gra´fico doble logar´ıtmico de la figura 4.7. Dicho
estudio se realizo´ a partir de los tiempos en que la velocidad se hace cons-
tante (t >= 75) y las interfaces no se congelaron au´n. Recordemos que para
tiempos suficientemente largos se observa que todas las interfaces se conge-
lan, es decir que su velocidad es cero. En efecto, la figura 4.7 muestra un
comportamiento de ley de potencia de la forma
v(D) = v(∞) + A1(1/D)κ. (4.1)
Del mejor ajuste de los datos se obtienen un exponente κ = 0,72(1), A1 =
0,6984 y v(∞) ∼ 0. Considerando que v(∞) es cero, se puede concluir que
para un sistema de taman˜o infinito, la velocidad es cero, o esa el sistema
esta´ congelado. A taman˜os menores, la velocidad que se obtiene es un arte-
facto debido al taman˜o finito del sistema. Antes de que la interfaz se congele
totalmente, esta adquiere una velocidad debido a que algunos de sus sitios
no se han congelado au´n y avanzan ra´pidamente.
(b) Estudio y caracterizacio´n del ancho de la interfaz.
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El estudio del ancho de la interfaz para una concentracio´n de sustancia
µ = 0,4 no es trivial. La figura 4.8 muestra un gra´fico doble logar´ıtmico
del ancho de la interfaz W en funcio´n del tiempo, donde dicho ancho fue
calculado utilizando la ecuacio´n 2.3 para un taman˜o de sistema D = 512.
En pa´rrafos anteriores se comento´ que no todas las interfaces se congelan
al mismo tiempo, y que por lo tanto, se puede analizar el comportamiento
de todas las interfaces juntas o teniendo en cuenta so´lo las interfaces que
se siguen moviendo. En efecto, los datos se analizaron por separado de la
siguiente manera:
- el anchoW promedio de todas las interfaces estudiadas, congelados o no
(curva color rojo - Todas). Las interfaces congeladas mantienen en el tiempo
el W que presentan en el momento de congelarse. Es importante tener en
cuenta que el valor estacionario del ancho de la interfaz no se debe a que el
sistema alcanzo´ un ancho de saturacio´n (como es observado para el caso de
µ = 0,1 o sin sustancia) sino a que todas las intefaces se congelaron.
- el ancho W promedio de las interfaces que no se congelaron para cada
tiempo (curva color negro - No congeladas),
- el ancho W que presenta cada interfaz en el tiempo en el que se congela
(puntos turquesas - Congeladas).
Dichos datos se graficaron en escala doble logar´ıtmica en la figura 4.8
(a), donde se puede observar que tempranamente las interfaces comienzan
a congelarse. Aquellas interfaces que siguen avanzando en tiempos largos
presentan un valor de ancho que se incrementa cada vez ma´s con el tiempo,
como se puede ver por las curvas negra y turquesa de dicha figura.
Por otro lado, se puede comparar el crecimiento del ancho W promedio
de las interfaces no congeladas (No congeladas) para una concentracio´n de
sustancia µ = 0,4 con el ancho de la interfaz W promedio para una concen-
tracio´n de sustancia µ = 0,1. Dicha comparacio´n se muestra en la figura 4.8
(b), donde se observa que luego de cierto tiempo (t > 50), el ancho de la
interfaz para µ = 0,1 aumenta con un exponente β = 0,30(3), que es el ex-
ponente de crecimiento que presenta la dina´mica de la interfaz sin sustancia
(µ = 0,0), como se discutio´ en el contexto de la figura 4.2. Por el contrario,
el ancho de la interfaz para µ = 0,4 sigue creciendo con un exponente mayor.
En efecto, para el caso de concentraciones µ ≥ 0,4 las interfaces se quedan
congeladas antes de que el ancho de la interfaz alcance el valor de saturacio´n
que se genera debido al efecto de taman˜o finito. Por lo tanto, se puede inferir
que el estudio del ancho de la interfaz va a depender de la condicio´n inicial
del sistema.
98 4. Modelo de crecimiento celular en presencia de ruido congelado
10 100
t
1
3
5
7
W
Todos
No congelados
Congelados
(a)
10 100 1000 10000
t
1
3
5
7
W
µ=0.1
µ=0.4  No congelados
(b)
Figura 4.8: (a) Gra´fico doble logar´ıtmico del ancho de la interfazW versus el
tiempo, obtenido paraD = 512 y una concentracio´n de sustancia µ = 0,4. (b)
Comparacio´n del ancho de la interfaz W promediando sobre las interfaces no
congeladas para concentraciones de sustancia µ = 0,4 y µ = 0,1. Esta u´ltima
ya fue discutida en el contexto de la figura 4.2.
Condicio´n inicial rugosa
Para una concentracio´n de sustancia µ = 0,4 las interfaces se quedan
congeladas ra´pidamente. Si la dina´mica de crecimiento comienza con una
interfaz lineal, el sistema no logra alcanzar el valor de saturacio´n que se
genera debido al efecto de taman˜o finito, como se discutio´ anteriormente para
taman˜oD = 512. Para analizar si el comportamiento depende de la condicio´n
inicial, se comienza a estudiar la dina´mica de crecimiento del experimento sin
sustancia, y una vez que el ancho de la interfaz alcanza su valor de saturacio´n,
se agrega la sustancia con una concentracio´n µ = 0,4. Los datos obtenidos
son presentados en la figura 4.9. Teniendo en cuenta las curvas para D = 64 y
D = 128, se observa que tanto las interfaces de la condicio´n inicial plana como
rugosa evolucionan hacia el mismo orden de rugosidad, donde se congelan.
Para los casos de taman˜os mayores, las interfaces de la condicio´n inicial
plana se congelan en un valor de rugosidad menor que las interfaces que
comienzan con una condicio´n inicial rugosa. Esto es debido a que se emplea
una concentracio´n de sustancia muy alta, por lo que las interfaces se congelan
ra´pidamente no permitiendo llegar a ninguna conclusio´n.
Los resultados sugieren que, para la concentracio´n de la sustancia µ = 0,4,
la condicio´n inicial afecta la dina´mica del ancho de la interfaz. Tambie´n se
observa que independientemente de la condicio´n inicial, ya sea rugosa o lisa, el
sistema no es capaz de alcanzar el valor de saturacio´n del ancho de la interfaz
debido al efecto de taman˜o finito, ya que todas las interfaces se congelan a
tiempos relativamente cortos.
4.1. Experimentos in silico: Modelo lineal con ruido congelado 99
1 10 100 1000
t
1
3
5
10
W D64   (Inicio Rugoso)
D128 (Inicio Rugoso)
D256 (Inicio Rugoso)
D512 (Inicio Rugoso)
D64   (Inicio Lineal)
D128 (Inicio Lineal)
D256 (Inicio Lineal)
D512 (Inicio Lineal)
Figura 4.9: Gra´fico doble logar´ıtmico del ancho de la interfaz W versus el
tiempo, obtenido para distintos taman˜os de matriz D y una concentracio´n
de sustancia µ = 0,4, con condiciones iniciales de interfaz lineal y rugosa.
Teniendo en cuenta todo el ana´lisis realizado hasta ahora, podemos con-
cluir que la interfaz de crecimiento para una concentracio´n µ ≥ 0,4 se congela
a tiempos cortos y su dina´mica presenta un comportamiento no universal.
4.1.2.3. Transicio´n de fase congelado-descongelado
Hasta aqu´ı se han estudiado dos casos extremos de la concentracio´n de
sustancia. Por un lado, para baja concentracio´n de sustancia (µ = 0,1) las
interfaces avanzan con un comportamiento universal tipo KPZ. Por el otro,
para alta concentracio´n de sustancia (µ = 0,4) las interfaces se congelan
mostrando un comportamiento no universal.
Al analizar los extremos de la concentracio´n de la sustancia, se observa
que la incorporacio´n de dicha sustancia introduce una analog´ıa entre el mo-
vimiento de la interfaz y la Teor´ıa de Feno´menos Cr´ıticos para la transicio´n
congelado-descongelado de una interfaz. Es decir, existe una fuerza cr´ıtica Fc
tal que:
- F < Fc la interfaz se congela luego de cierto tiempo finito,
- F > Fc la interfaz se mueve a una velocidad finita que depende de F .
En este caso, se propone que la relacio´n entre la fuerza y la concentracio´n
de la sustancia es lineal de la forma F ∼ 1− µ y Fc ∼ 1− µc.
Por lo tanto, se puede estudiar el feno´meno como una transicio´n de fase,
donde la velocidad actu´a como para´metro de orden. Siguiendo la ecuacio´n
2.31, se obtiene:
v ∝ (µc − µ
1− µc )
θ
, (4.2)
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donde θ se conoce como exponente de velocidad.
De acuerdo a lo discutido anteriormente, se espera que a concentraciones
bajas de sustancia, µ < µc, es decir en la fase dina´mica, las interfaces se
propaguen libremente caracterizadas por la clase de universalidad KPZ. Por
el contrario, cuando las concentraciones de sustancia son elevadas µ > µc, es
decir en la fase congelada, se espera que la dina´mica de la interfaz del modelo
deje de pertenecer a la clase de universalidad KPZ.
Figura 4.10: Esquema de la transicio´n de fase congelado-descongelado, donde
el para´metro de orden es la velocidad.
A los efectos de caracterizar esta transicio´n de fase, se plantea como
primer objetivo determinar el valor aproximado de µc.
(1) Determinacio´n de µc:
(a) Ana´lisis de la velocidad de propagacio´n de la interfaz en funcio´n de
µ.
Uno de los ana´lisis que se puede realizar para hallar el valor aproximado
de µc, es estudiar la velocidad en funcio´n de la concentracio´n de sustancia
µ. Para ello se estudia la dependencia de la posicio´n media de la interfaz de
crecimiento 〈h〉 con el tiempo, para distintas concentraciones de la sustancia
y taman˜o del sistema D = 512, segu´n se muestra en la figura 4.11 (a). A
partir de las pendientes de las curvas mostradas se obtiene la velocidad. En
dicha figura se observa que la velocidad de la interfaz disminuye al aumentar
la concentracio´n de la sustancia. Sobre el promedio de 1000 experimentos,
para las concentraciones estudiadas ninguna interfaz se congelo´.
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Figura 4.11: (a) Dependencia de la posicio´n media de la interfaz de creci-
miento 〈h〉 con el tiempo para distintas concentraciones de sustancia, para el
taman˜o del sistema D = 512. Sobre el promedio de 1000 experimentos, para
las concentraciones estudiadas ninguna interfaz se congelo´. (b) Gra´fico doble
logar´ıtmico de la derivada de la posicio´n media de la interfaz de crecimien-
to 〈h〉 con el tiempo para distintas concentraciones de la sustancia, de las
cuales algunas son mostradas en (a). Los datos mostrados fueron calculados
promediando sobre todas las interfaces, congeladas y no congeladas.
Otra manera de analizar la variacio´n de la posicio´n media de la interfaz
de crecimiento 〈h〉 con el tiempo es estudiar su derivada. En la figura 4.11
(b) se observa que para concentraciones de sustancia µ ≤ 0,2, la velocidad
de la interfaz alcanza un re´gimen constante para valores de t ≥ 300. Por el
contrario, para concentraciones mayores (µ ≥ 0,27) se observa que la veloci-
dad de la interfaz decae ra´pidamente a cero. En estos casos, las curvas son
promedios de todas las interfaces, congeladas y no congeladas. La concen-
tracio´n de sustancia µ = 0,26 tiene un comportamiento u´nico, la velocidad
disminuye aproximadamente como ley de potencia.
A partir de las figuras 4.11 (a) y (b) se obtienen los valores de las ve-
locidades de las interfaces en funcio´n de la concentracio´n de la sustancia.
Desde la primera figura, se obtienen los valores estudiando la pendiente de
las rectas, y desde la segunda figura, ajustando una constante para los tiem-
pos donde la velocidad se estabiliza en un valor. Por supuesto que para los
valores estudiados en ambos casos las velocidades obtenidas desde los distin-
tos ana´lisis deben coincidir. Esto se observa en la figura 4.12 (a), donde se
muestra la velocidad de la interfaz en funcio´n de 1−µ. Para obtener el valor
de la concentracio´n cr´ıtica de la sustancia µc, estudiamos la curva de dicha
figura utilizando la ecuacio´n 4.2. Se proponen un valor de µc y se transforma
el eje x de la forma x = (µc − µ)/(1 − µc). El procedimiento se repite para
varios valores de µc propuestos. Para encontrar el valor de µc de la transi-
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cio´n, se grafican en escala doble logar´ıtmica las distintas curvas obtenidas y
la curva que presente un comportamiento lineal, el cual satisface la ecuacio´n
4.2, es la que fue graficada con el valor correcto de µc. En la figura 4.12 (b)
se muestran dichas curvas. Se observa que el comportamiento lineal se ob-
tiene para µc = 0,260(2), y utilizando la ecuacio´n 4.2, se obtiene un valor de
θ = 0,20(3).
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Figura 4.12: (a) Velocidad de la interfaz en funcio´n de la concentracio´n de
sustancia µ, para taman˜o del sistema D = 512. Los puntos azules son los va-
lores obtenidos del ana´lisis de la figura 4.11 (b). (b) Gra´fico doble logar´ıtmico,
donde se transforma el eje de las ordenadas de la figura (a), para distintos
valores de µc propuesto. Los datos son ajustados utilizando la ecuacio´n 4.2,
obtenie´ndose para µc = 0,260(2) un valor θ = 0,20(3).
(b) Ana´lisis de la probabilidad de congelado de la interfaz en funcio´n de
µ.
Una manera independiente de encontrar el valor de µc es estudiando cual
es la probabilidad de que la interfaz se congele segu´n la concentracio´n de
la sustancia µ. Se llama probabilidad de congelado al nu´mero de interfaces
congeladas sobre el nu´mero de experimentos realizados. En dicho estudio
se analizaron 5000 interfaces para cada taman˜o de sistema D. En la figura
4.13 (a) se muestra la transicio´n desde que todas las interfaces se encuentran
congeladas (Probabilidad de congelado=1) hasta que todas las interfaces se
encuentran libres (Probabilidad de congelado=0), para distintos taman˜os del
sistema D. Se observa que, a medida que aumenta D, la transicio´n se vuelve
cada vez ma´s abrupta. Es decir, hay una relacio´n entre la concentracio´n µc
y el taman˜o del sistema D.
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Figura 4.13: (a) Probabilidad de congelado de la interfaz en funcio´n de la con-
centracio´n de la sustancia µ, para diferentes taman˜os de sistemaD. Las simu-
laciones se realizaron hasta t = 20,000. Las interfaces que no se congelaron
para ese tiempo se las considera sin congelar. (b) Gra´fico logar´ıtmico-lineal
de µ(50%) en funcio´n de la inversa del taman˜o del sistema 1/D. Se ajustan
los datos utilizando la ecuacio´n 4.5, obtenie´ndose un valor de µc = 0,259(3)
y ν‖ = 1,03(3).
Existe una longitud de correlacio´n correspondiente al taman˜o caracter´ısti-
co de las regiones congeladas, denominada ξ‖. El comportamiento de dicha
longitud ya fue discutida en la seccio´n 2.2.6 en el modelo DPD. Cuando µ se
acerca a µc, los taman˜os de las regiones congeladas divergen segu´n la ecuacio´n
ξ‖(µ) ∝ (µc − µ)−ν‖ (4.3)
donde ν‖ se conoce como exponente de longitud de correlacio´n paralela.
Dicha ecuacio´n corresponde a una muestra infinitamente grande. Cuando
se estudian muestras de taman˜o finito, la concentracio´n de sustancia cr´ıtica
µc depende de D. Por lo tanto, cuando la interfaz se congela, ξ = D, la
ecuacio´n 4.4 brinda un me´todo para extrapolar al l´ımite infinito los datos
que se obtienen con muestras finitas.
µc(∞)− µc(D) ∝ D−1/ν‖ , (4.4)
Por lo tanto,
µc(D) = µc(∞)− AD−1/ν‖ , (4.5)
donde A es una constante.
Se define µ(50%) como la concentracio´n de sustancia a la que se congelan
el 50% de las interfaces estudiadas para un dado taman˜o de sistema D.
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Cada una de las curvas mostradas en la figura 4.13 puede ser ajustada con
la funcio´n error, a partir de la cual se puede determinar aproximadamente el
valor de µ(50%). El procedimiento es el mismo que el realizado en la seccio´n
3.2.2.2 para el ana´lisis del caso PC = 0,10 de las curvas de densidad de sitios
ocupados por ce´lulas. Por lo tanto, los valores de A1 obtenidos del ajuste de la
funcio´n error son los valores de µ(50%) para cada taman˜o de sistema D. En
la figura 4.13 (b) se grafica en escala lineal µ(50%) en funcio´n de la inversa
del taman˜o del sistema 1/D, observa´ndose un comportamiento de l´ınea recta.
Por lo tanto, segu´n la ecuacio´n 4.5, el valor de ν‖ es 1,03(3) y el valor de la
ordenada al origen de dicha recta es µc = 0,259(3). La eleccio´n de estudiar
µ(50%) es una eleccio´n arbitraria, ya que tanto el valor del exponente ν‖
como el valor de la ordenada al origen, y por lo tanto el valor de µc, es
independiente de dicha eleccio´n. Lo que cambia es la pendiente de la recta,
la cual es una constante que no se utiliza para este ana´lisis.
Hasta aqu´ı, se han realizado dos me´todos de ana´lisis independientes, a
partir de los cuales se obtuvo un valor de la concentracio´n de sustancia cr´ıtica
µc ∼ 0,259(3), que contempla los dos valores encontrados y sus errores. Una
vez cumplido el primer objetivo, se continu´a con la caracterizacio´n de la
dina´mica de crecimiento de la interfaz muy cerca del punto de transicio´n.
(2) Dina´mica de crecimiento de la interfaz muy cerca del punto
cr´ıtico
(a) Ana´lisis de la velocidad de propagacio´n de la interfaz
Para comenzar con la caracterizacio´n de la dina´mica de crecimiento de
la interfaz se analizo´ el comportamiento de la velocidad de dicha interfaz.
Para el valor de la concentracio´n cr´ıtica µc = 0,26, se estudio´ la derivada de
la posicio´n media de la interfaz 〈h〉 en funcio´n del tiempo, para diferentes
taman˜os del sistemaD. Dicho estudio se realizo´ promediando, por un lado, las
interfaces no congeladas y, por otro, todas las interfaces. En la figura 4.14 (a)
se muestra la derivada de la posicio´n media de la interfaz 〈h〉 versus el tiempo
en escala doble logar´ıtmica. Al estudiar la dina´mica de crecimiento para
la concentracio´n de sustancia cr´ıtica, los resultados presentan mucho ruido,
sugiriendo que se debe trabajar con sistemas ma´s grandes y, por lo tanto
con tiempos mayores. Por ejemplo, dentro de la fase congelada, para una
concentracio´n muy cercana al punto cr´ıtico (µ = 0,27), los ruidos comienzan
a amortiguarse. La figura 4.14 (b) muestra el mismo ana´lisis que en (a) pero
para µ = 0,27, observa´ndose un comportamiento ma´s claro, considerando la
misma estad´ıstica en los dos casos.
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Figura 4.14: (a) Derivada de la posicio´n media del la interfaz en funcio´n del
tiempo para una concentracio´n de sustancia µc = 0,26. Se grafican las curvas
obtenidas promediando las interfaces no congeladas, y las curvas obtenidas
promediando todas las interfaces. Desde el mejor ajuste de los datos, segu´n
la ecuacio´n 4.6, se obtiene un valor de q = 0,25(5). (b) Mismo ana´lisis que
en (a), pero para una concentracio´n muy cercana al punto cr´ıtico (µ = 0,27).
Del mejor ajuste, se obtiene un valor de q = 0,26(5).
Para el valor de la concentracio´n critica, la velocidad de propagacio´n de
la interfaz muestra un comportamiento de ley de potencia de la forma:
v(t) ∝ t−q, (4.6)
donde q es el exponente de velocidad cr´ıtica.
Ajustando los valores de la figura 4.14 (a) con la ecuacio´n 4.6, se obtiene
un valor de q = 0,25(5).
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Figura 4.15: Ajuste de los datos mostrados en la figura 4.11 (b), utilizando
el valor q = 0,25(5) a trave´s de la ecuacio´n 4.6.
Por lo tanto, se realizo´ el ajuste de los datos mostrados en la figura 4.11
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(b) utilizando el valor de q = 0,25(5), como se muestra en la figura 4.15.
Se espera que, para el valor cr´ıtico, el comportamiento sea constante. Sin
embargo, se observa que para µc = 0,26, el comportamiento fluctu´a en torno
a un valor que parecer´ıa tener un pequen˜o aumento con el tiempo. En efecto,
para el taman˜o estudiado en la figura, D = 512, quiza´s el valor de µc deber´ıa
ser apenas mayor, dentro del error del valor obtenido de µ = 0,259(3).
(b) Estudio del ancho de la interfaz de crecimiento.
Para seguir caracterizando la dina´mica de crecimiento de la interfaz en el
punto de transicio´n, se estudio´ la dependencia del ancho de la interfaz con el
tiempo. Los datos obtenidos se muestran en el gra´fico doble logar´ıtmico de la
figura 4.16 (a), donde dicho ancho fue calculado utilizando la ecuacio´n 2.3.
Los resultados analizados corresponden a muestras de diferentes taman˜os,
especificados en la figura.
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Figura 4.16: (a) Gra´fico doble logar´ıtmico del ancho de la interfaz en fun-
cio´n del tiempo para una concentracio´n de sustancia µc = 0,26. Se grafican
las curvas obtenidas promediando las interfaces no congeladas, y las curvas
obtenidas promediando todas las interfaces. Desde el mejor ajuste de los da-
tos, segu´n la ecuacio´n 2.4, se obtiene un valor del exponente de crecimiento
β = 0,81(3). (b) Gra´fico doble logar´ıtmico del ancho saturado de la interfaz
en funcio´n del taman˜o del sistema D, para una concentracio´n de sustancia
µc = 0,26. En este caso se analizaron las curvas obtenidas promediando todas
las interfaces. Desde el mejor ajuste de los datos, segu´n la ecuacio´n 2.9, se
obtiene un valor del exponenete de rugosidad α = 1,03(4).
Realizando el ajuste de los datos para la mayor red estudiada (D =
512), segu´n la ecuacio´n 2.4 (discutida en la seccio´n 2.2.2), se obtiene un
valor del exponente de crecimiento β = 0,81(3), donde para el ajuste se
considera valores de tiempo mayores a t = 80. Por otro lado, tomando los
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valores de saturacio´n de los anchos de todas las interfaces en funcio´n del
taman˜o del sistema D y utilizando la ecuacio´n 2.9, se obtuvo un valor del
exponente de rugosidad α = 1,03(4). Dicho ana´lisis se muestra en el gra´fico
doble logar´ıtmico de la figura 4.16 (b). Una vez obtenidos los exponentes, se
calcula el exponente dina´mico z = α/β = 1,3(1) y se realiza el colapso de las
curvas para distintos taman˜os del sistema D, como se muestra en la figura
4.17.
   
W']


:

'
α
'
'
'
'
Figura 4.17: Colapso de las curvas presentadas en la figura 4.16 (a), obtenidas
promediando todas las interfaces para distintos taman˜os del sistema D. Los
valores de los exponentes utilizados son α = 1,03(4) y z = 1,3(1).
A los efectos de completar la caracterizacio´n de la interfaz en el punto
de transicio´n, se estudio´ el factor de estructura S(q). Sin embargo, los resul-
tados obtenidos no son confiables debido a que la interfaz presenta grandes
sobresalientes y esto influye con ma´s fuerza en redes pequen˜as. Por lo tanto,
para lograr una correcta estimacio´n se deber´ıan estudiar redes ma´s grandes
con una mayor estad´ıstica.
(c) Caracterizacio´n de la fase congelada.
Para caracterizar la fase congelada, se estudia la velocidad promediada
sobre todas las interfaces en funcio´n del tiempo (Ver curvas para μ > 0,26
presentadas en la figura 4.11). Siguiendo un tratamiento equivalente al pro-
puesto para el ana´lisis de procesos epide´micos [83], en la fase congelada la
velocidad de la interfaz presenta un comportamiento exponencial de la forma:
v ∝ e− tτ , (4.7)
donde τ es el tiempo caracter´ıstico de congelado. A medida que el sistema se
acerca al punto de transicio´n, el tiempo caracter´ıstico de congelado τ diverge
τ ∝ (F − Fc)−νt , (4.8)
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donde νt es el exponente de correlacio´n temporal.
Por lo tanto, se estudio´ la velocidad en funcio´n del tiempo en un gra´fico
en escala logar´ıtmico-lineal, para distintas concentraciones de sustancia μ,
como se muestra en la figura 4.18 (a). Utilizando la ecuacio´n 4.7 se ajustaron
las curvas presentadas en dicha figura, obtenie´ndose el comportamiento de τ
en funcio´n de la concentracio´n de sustancia μ. Los resultados se presentan
en un gra´fico en escala doble logar´ıtmica en la figura 4.18 (b). A partir de
la ecuacio´n 4.8 se obtiene un valor del exponente de correlacio´n temporal
νt = 1,35(5).
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Figura 4.18: (a) Gra´fico en escala logar´ıtmico-lineal de la velocidad en fun-
cio´n del tiempo, para distintas concentraciones de sustancia μ y taman˜o de
sistema D = 512. (b) Gra´fico en escala logar´ıtmico-lineal del comportamien-
to del tiempo caracter´ıstico de congelado τ en funcio´n de la concentracio´n de
sustancia μ. Utilizando la ecuacio´n 4.8, se obtiene un valor del exponente de
correlacio´n temporal νt = 1,35(5).
(d) Relaciones entre exponentes definidos en el punto de transicio´n
Existen so´lo tres exponentes independientes que caracterizan la interfaz
en la transicio´n de descongelado: el exponente de velocidad θ, el exponente de
rugosidad α y el exponente dina´mico z. Existen otros exponentes que pueden
ser deducidos a partir de relaciones entre estos.
Debido al ruido congelado aleatorio, se puede considerar que el ancho
de la superficie es proporcional a la altura media H(t) = 〈h(x, t)〉, toman-
do como origen de referencia a los puntos congelados. Es decir, es posible
considerar que H(t) ∼ W (t) ∼ tβ para tiempos tempranos [84]. Entonces
v(t) = dH(t)/dt ∼ tβ−1 en μc y comparando con la ecuacio´n 4.6, se obtiene
la relacio´n
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β + q = 1, (4.9)
donde β es el exponente de crecimiento y q es el exponente de velocidad
cr´ıtica.
En este caso, para la concentracio´n de sustancia cr´ıtica µc = 0,26, se
obtuvo β = 0,81(3) y q = 0,25(5). Por lo tanto, se satisface la relacio´n 4.9,
donde se tiene que β + q = 1,06(8).
Como se describio´ en la seccio´n 4.1.2.3 1.(b), cerca del punto cr´ıtico exis-
te una longitud de correlacio´n paralela ξ‖ correspondiente al taman˜o carac-
ter´ıstico de los dominios congelados que diverge siguiendo la ecuacio´n 4.3. De
la misma manera, existe una longitud de correlacio´n perpendicular propor-
cional al ancho de la superficie ξ⊥, la cual presenta el mismo comportamiento
con el exponente de correlacio´n perpendicular ν⊥. Los exponentes que carac-
terizan estas dos longitudes de correlacio´n se relacionan de la forma ν⊥ = αν‖,
segu´n discutido en la seccio´n 2.2.6. Por otro lado, el movimiento cercano al
punto de transicio´n es compuesto por saltos de taman˜o ξ⊥, en tiempos ξt.
Es decir, la velocidad de propagacio´n promedio del estado estacionario de la
interfaz se puede escribir de la forma
v ∼ ξ⊥
ξt
∼ |F − Fc|
−ν⊥
|F − Fc|−νt ∼ |F − Fc|
θ (4.10)
de donde se obtiene la relacio´n θ = νt − ν⊥.
A partir de los valores de los exponentes obtenidos estudiando el mode-
lo de crecimiento propuesto, se puede calcular el exponente de correlacio´n
perpendicular ν⊥ siguiendo dichas relaciones:
ν⊥ = αν‖ = 1,03(4) ∗ 1,03(3) = 1,06(7) (4.11)
ν⊥ = νt − θ = 1,35(5)− 0,20(3) = 1,15(8) (4.12)
Dentro del error, coinciden los valores obtenidos de ν⊥ para las dos relaciones,
donde los valores utlizados fueron calculados de manera independiente. Sin
embargo, dichos valores no se corresponden con los valores reportados en la
literatura [85].
Por otro lado, segu´n el trabajo de Song y Kim [85], τ ∼ (ξ‖)z. Siguiendo
las relaciones ξ‖(F ) ∼ |F − Fc|−ν‖ y τ(F ) ∼ |F − Fc|−νt se puede estimar el
exponente dina´mico z como z = νt/ν‖. Del mismo modo, tambie´n se puede
obtener el exponente de crecimiento β de la relacio´n β = α/z = ν⊥/νt. Por
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Exp. Medidos Estimados Publicados (QEW)
α 1,03(4)a — 1− 1,25[57, 86, 87, 88, 89, 90]
β 0,81(3)b 0,8(1)c 0,85− 0,88[57, 89, 90]
z — 1,3(1)d - 1,3(1)e 1,45(7)[57] - 1,42[89]
θ 0,20(3)f — 0,24(3)[57] - 0,25(3)[89, 90]
Cuadro 4.2: Resumen de los exponentes cr´ıticos relevantes medidos y estima-
dos en este trabajo. Adema´s se muestran los valores publicados correspon-
dientes a la clase de universalidad QEW. Cada letra super´ındice corresponde
a la ecuacio´n empleada para medir/estimar el exponente indicado: a: ec.(2.9),
b: ec.(2.4), c: ec.(4.13), d: ec.(2.10), e: ec.(4.14), f: ec.(4.2).
lo tanto, a trave´s de estas nuevas relaciones se pueden verificar los valores de
los exponentes obtenidos del estudio del modelo de crecimiento propuesto:
β = ν⊥/νt = 1,1(1)/1,35(5) = 0,8(1) (4.13)
z = νt/ν‖ = 1,35(5)/1,03(3) = 1,3(1) (4.14)
Estos resultados concuerdan perfectamente con el valor medido β =
0,81(1) en la seccio´n 4.1.2.3 (2) b), y el valor obtenido z = 1,3(1), calcu-
lado a partir de z = α/β con α tambie´n medido en la misma seccio´n.
A los efectos de una mayor claridad, los valores de los exponentes cr´ıticos
relevantes medidos y calculados se presentan ordenados en la cuadro 4.2.
Adema´s se muestran los valores publicados correspondientes a la clase de
universalidad QEW.
4.1.3. Estudio del modelo con una superficie inicial in-
clinada
Como se comento´ en la seccio´n 2.2.6, los modelos discretos, en presencia
de ruido congelado, se pueden dividir en dos clases de universalidad, ambas
clases descriptas por la ecuacio´n 2.33 que define la ecuacio´n QKPZ. En la
primera clase de universalidad, el coeficiente λ = 0 (o λ→ 0 cuando f → 0),
mientras que en la segunda clase de universalidad, λ diverge en la transicio´n
de descongelado segu´n la ecuacio´n 2.34. Por mucho tiempo, se discutio´ si
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esta u´ltima clase es la misma para los casos positivos y negativos de λ o si
se desprenden dos clases distintas. Dicha discusio´n es estudiada en la seccio´n
4.2.2. Para obtener evidencia de la existencia o no del te´rmino no lineal, se
estudia el comportamiento de la velocidad media de la interfaz en funcio´n
de la pendiente global de la interfaz m. Dicho estudio permite clasificar el
modelo de crecimiento propuesto verificando si el te´rmino no lineal de la
ecuacio´n que lo representa es significante o despreciable.
Operacionalmente, se modifican las condiciones iniciales y de contorno del
modelo propuestas en la seccio´n 4.1.1. Sobre la red cuadrada que representa
la matriz de crecimiento, la condicio´n inicial ya no sera´ so´lo la primer co-
lumna ocupada con ce´lulas, sino que se define una pendiente inicial m. Para
lograr dicha pendiente inicial se llena la matriz con ce´lulas en estado I2 de
la siguiente manera: movie´ndonos por las filas, desde la posicio´n i = 0 hasta
i = D − 1, se va calculando el valor de j = mi para cada i y a partir de ese
valor de j hasta j = 0 se llena la fila de ce´lulas. Por supuesto que al ser una
red discreta, la pendiente sera´ escalonada. En la figura 4.19 se muestra una
imagen t´ıpica de una configuracio´n inicial, para taman˜o del sistema D = 32
y una pendiente inicial m = 0,5. Para las condiciones de contorno, se utilizan
condiciones helicoidales, es decir h(D− 1, t) = h(0, t)+mD. En este caso, la
eleccio´n de dichas condiciones se debe a que se desea verificar si es afectada
la interfaz de crecimiento por la presencia de una pendiente inicial.
Figura 4.19: Imagen de la condicio´n inicial del sistema. Taman˜o del sistema
D = 32 y pendiente m = 0,5. Ma´s detalles en el texto.
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4.1.3.1. Velocidad de la interfaz
Para analizar la dependencia de la velocidad de la interfaz con la pen-
diente inicial, se estudia la posicio´n media de la interfaz de crecimiento 〈h〉
en funcio´n del tiempo, para distintos valores de la pendiente inicial y dife-
rentes concentraciones de sustancia µ. De dicho ana´lisis se obtienen l´ıneas
rectas, las cuales indican que las interfaces crecen a velocidad constante y
cuyas pendientes son las velocidades de cada caso. La figura 4.20 (a) muestra
la velocidad de la interfaz en funcio´n de la pendiente inicial m, para dife-
rentes concentraciones de sustancia µ, obtenidas para un taman˜o de sistema
D = 512. Para obtener el valor de λ para cada concentracio´n, se transforma
el eje de las ordenadas x = m a la forma x = m2, obtenie´ndose las rectas
que se muestran en la figura 4.20 (b). Siguiendo la ecuacio´n 2.30, de las pen-
dientes de dichas rectas se obtienen los valores de λ. En la figura 4.21 (a) se
muestra λ en funcio´n de la concentracio´n de sustancia µ.
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Figura 4.20: (a) Gra´fico lineal de la velocidad de la interfaz en funcio´n de
la pendiente inicial m, para diferentes concentraciones de sustancia µ y para
un taman˜o de sistema D = 512. (b) Gra´fico de las curvas presentadas en (a),
transformando el eje de las ordenadas x = m a la forma x = m2 para luego
aplicar la ecuacio´n 2.30.
A medida que nos acercamos al punto cr´ıtico, es decir (µc − µ) → 0,
λ presenta un comportamiento de ley de potencia, segu´n la ecuacio´n 2.34.
Por lo tanto, siguiendo dicha ecuacio´n, se analiza el comportamiento de λ en
funcio´n de la fuerza reducida, la cual tiene la forma f = (µc − µ)/(1 − µc).
Utilizando µc = 0,26, del mejor ajuste se obtiene un valor de φ = −0,20(3),
como se muestra en la figura 4.21 (b).
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Figura 4.21: (a) Gra´fico lineal del comportamiento de λ en funcio´n de la con-
centracio´n de sustancia μ. (b) Gra´fico doble logar´ıtmico del comportamiento
de λ en funcio´n de la fuerza reducida, para los valores cercanos al punto de
transicio´n. La fuerza reducida tiene la forma f = (μc−μ)/(1−μc). Utilizando
μc = 0,26 y siguiendo la ecuacio´n 2.34 se obtiene un valor de φ = −0,20(3).
A modo de verificar los exponentes obtenidos del ana´lisis del modelo,
las curvas de la figura 4.20 deber´ıan colapsar siguiendo la relacio´n 2.35. Por
supuesto que dicho colapso debe realizarse para valores de concentracio´n
de sustancia μ cercanos al punto de transicio´n, es decir 0,20 ≤ μ ≤ 0,25.
Tomando θ = 0,20(3) y φ = −0,20(3) se logra un buen colapso de las curvas.
Para valores de μ menores, las curvas no colapsan. Esto es debido a que
a medida que el sistema se aleja del punto cr´ıtico, el modelo cambia su
comportamiento teniendo finalmente un comportamiento universal tipo KPZ
cuando la concentracio´n de sustancia se desvanece.
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Figura 4.22: Colapso de las curvas presentadas en la figura 4.20, siguiendo
la relacio´n 2.35 y utilizando θ = 0,20(3) y φ = −0,20(3). Se recuerda que la
fuerza reducida tiene la forma f = (μc − μ)/(1− μc).
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Hasta aqu´ı, los resultados de la figura 4.21 permiten inferir que el modelo
estudiado en presencia de una sustancia presenta un coeficiente λ que se
desvanece a medida que nos acercamos al punto de transicio´n. Basado en
el hecho que λ → 0 en el punto cr´ıtico y que no hay contradicciones entre
los exponentes obtenidos y los reportados para QEW (ver cuadro 4.2), se
puede concluir que el modelo propuesto con una concentracio´n de sustancia
tendiendo a la concentracio´n cr´ıtica pertenece a la clase de universalidad
QEW, donde el coeficiente λ→ 0 cuando (µc − µ)→ 0.
Dentro de la clase de universalidad QEW, existe un modelo llamado Ran-
dom Field Ising Model (RFIM), descripto por la teor´ıa isotro´pica. Este mo-
delo esta´ definido por espines interactuando, con valores posibles -1 y 1,
ubicados en una red. Sobre dicha red actu´an un campo externo y un cam-
po local congelado, el cual representa el ruido congelado. Una caracter´ıstica
muy importante de este modelo es que permite la formacio´n de sobresalientes
(overhangs) en la interfaz. Amaral et. al. [57] analizan dicho modelo, repor-
tando un valor de φ < 0, y por lo tanto λ → 0 cuando (F − Fc) → 0. El
comportamiento encontrado, les permite inferir que cerca del punto de tran-
sicio´n, la morfolog´ıa de la interfaz corresponde a la ca´scara de un cluster de
percolacio´n isotro´pico, el cual no tiene una orientacio´n definida. Un cambio
en las condiciones de contorno no afectan el proceso de crecimiento y no
esperan ninguna divergencia del te´rmino no-lineal cuando F se acerca a Fc.
Sin embargo, para grandes F , el efecto del desorden congelado se desvanece y
pueden observar una orientacio´n promedio de la interfaz. Para tales valores,
esperan que la presencia de te´rminos no lineales, de origen cinema´tico, sea
relevante. Aunque claramente el modelo con ruido congelado propuesto en
este trabajo no es un modelo RFIM, el comportamiento descripto por Amaral
et. al. en su trabajo [57] presenta una gran concordancia con el comporta-
miento del modelo propuesto en este trabajo. En efecto, en ambos modelos,
el crecimiento lateral juega un papel fundamental.
La interfaz puede ser descripta por una interfaz monovaluada cuando en
el estudio de la dina´mica so´lo importa la posicio´n ma´s alta de cada columna,
y esto lleva a una divergencia de λ en el punto de transicio´n. Cuando no
se puede justificar la erosio´n de los overhangs, se debe utilizar la definicio´n
de interfaz multivaluada, y esto implica que λ se desvanece en el punto de
transicio´n, llevando a los experimentos o modelos a la clase de universalidad
QEW, como es sugerido por Amaral et. al. con relacio´n al modelo RFIM. Por
lo tanto, se podr´ıa inferir que a medida que nos acercamos al punto cr´ıtico,
y los overhangs comienzan a ser relevantes, la dina´mica de crecimiento de la
interfaz del modelo propuesto pasa de pertenecer a la clase de universalidad
KPZ a pertenecer a la clase de universalidad Q-EW.
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4.2. Estudio anal´ıtico
En l´ıneas generales, en la seccio´n 4.1 se ha estudiado el modelo de cre-
cimiento de ce´lulas con tres estados en presencia de una sustancia, la cual
actu´a como un ruido congelado. Variando la concentracio´n de dicha sustan-
cia, se analizaron los distintos comportamientos del modelo antes, durante y
despue´s del punto de transicio´n.
En esta seccio´n, se estudia la transicio´n congelado-descongelado a trave´s
de la solucio´n nume´rica de la ecuacio´n Kardar-Parisi-Zhang con ruido con-
gelado QKPZ (ecuacio´n 2.33). Dicha ecuacio´n representa el t´ıpico modelo
interfacial en no-equilibrio avanzando en un medio desordenado. Se anali-
zan por separado los casos del coeficiente no lineal λ positivo y negativo, ya
que muestran un comportamiento cualitativamente diferente: el caso positi-
vo muestra una transicio´n continua que puede estar relacionado con DPD,
mientras que en el caso negativo hay una transicio´n discontinua y las interfa-
ces aparecen facetadas. Algunos estudios han argumentado desde diferentes
perspectivas que ambos casos comparten el mismo comportamiento univer-
sal, aunque otros lo contradicen. Mediante el uso de una serie de te´cnicas de
ca´lculo y de escalado, se verifica si estos casos pertenecen a la misma clase
de universalidad. Adema´s, se analiza el caso en el que no esta´ presente el
te´rmino no lineal, es decir la ecuacio´n QKPZ con λ = 0, la cual se conoce
como ecuacio´n quenched Edwards-Wilkinson.
4.2.1. Descripcio´n detallada del ana´lisis
Para analizar las propiedades espectrales, se estudio´ nume´ricamente la
ecuacio´n 2.33 con λ < 0, λ > 0 y λ = 0, en una red unidimensional. Se
considero´ un esquema de discretizacio´n esta´ndar de diferencias finitas en
anillos de taman˜o L. Es decir, un arreglo unidimensional con condiciones de
contorno perio´dicas, donde se define h(x, t) como la altura de la interfaz y x
var´ıa desde 0 a L− 1 [9, 61, 63]. Se podr´ıan haber implementado algoritmos
ma´s refinados como el propuesto en [91], pero no eran necesarios para el
propo´sito de este trabajo.
Para la realizacio´n de los diferentes ana´lisis, se mantuvieron las siguien-
tes definiciones. Las condiciones iniciales corresponden a una interfaz plana
h(x, t = 0) = constante. El tiempo se discretiza en unidades de ∆t = 0, 01.
Se define el para´metro ν = 1 y, siguiendo ana´lisis previos [63], se toma el
ruido congelado distribu´ıdo uniformemente en [−a/2, a/2] con a = 4,642.
Para implementar dicho ruido congelado, a medida que la interfaz avanza
hacia una nueva posicio´n, h(x)+ 1, se sortea un valor del ruido congelado en
x. Este valor se mantiene fijo hasta que la interfaz se mueva sobrepasando
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dicha posicio´n. En ese caso se actualiza el valor del ruido en forma aleato-
ria. Se promedia sobre 1000 realizaciones con diferente distribucio´n aleatoria
del ruido congelado. Se ha verificado que los resultados son robustos frente
a cambios en estas opciones. Para obtener el valor de la fuerza cr´ıtica Fc
de cada caso estudiado, se var´ıa el valor de F en un rango amplio en for-
ma decreciente, verificando cua´ndo el 100% de las interfaces estudiadas se
encuentran congeladas (para un tiempo maximo tmax = 1000000).
4.2.2. Ecuacio´n Q-KPZ
Como se discutio´ en la seccio´n 2.2.6, la ecuacio´n QKPZ se describe de la
siguiente manera
∂h
∂t
= ν∇2h+ λ
2
(∇h)2 + F + η(x, h), (4.15)
donde h(x, t) es la altura local de la interfaz y F > 0 es la fuerza impulsora.
El primer te´rmino del lado derecho (proporcional a la constante ν) describe
la relajacio´n de la interfaz causada por la tensio´n superficial y el segundo
te´rmino es el te´rmino no lineal dominante, relacionado al crecimiento lateral.
η(x, h) es el ruido congelado generado por el desorden, con 〈η(x, h)η(x′, h′)〉 =
δ(x− x′)∆(h− h′), donde ∆ es una funcio´n que decae ra´pidamente.
Esta ecuacio´n se suele completar con la prescripcio´n de que la interfaz no
puede moverse hacia atra´s, es decir
∂h
∂t
< 0→ ∂h
∂t
= 0. (4.16)
La ecuacio´n 4.15 presenta una transicio´n de fase congelado-descongelado
en un cierto valor cr´ıtico Fc de la fuerza impulsora F . Para F > Fc las
interfaces se mueven con una velocidad finita, mientras que para F < Fc las
interfaces quedan congeladas por las impurezas representadas por el ruido.
Segu´n lo expuesto en la seccio´n 2.2.6, todos los estudios realizados de la
ecuacio´n QKPZ con λ positivo concuerdan en su comportamiento y en los
exponentes que definen su clase de universalidad, conocida como DPD. Sin
embargo, no hay consenso en la literatura sobre el estudio con λ negativo. Por
eso es que se decidio´ estudiar en detalle el caso N-QKPZ. Para ello, mediante
el empleo de te´cnicas espectrales, se analizaron los resultados de la ecuacio´n
4.15 con λ negativo con el objetivo de determinar si la formacio´n de facetas
y, en u´ltima instancia, el signo del te´rmino no lineal en la ecuacio´n QKPZ
juegan un papel relevante o no.
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4.2.2.1. Medidas y resultados
(1) λ > 0 (P-QKPZ)
La figura 4.23 muestra el comportamiento de la interfaz para el caso P-
QKPZ (con λ = 0, 5 > 0) en distintos tiempos. Para este caso, el valor
encontrado de la fuerza cr´ıtica es Fc = 1,1. Para F < Fc (figura 4.23 (a)), la
interfaz crece hasta quedar totalmente congelada. El exponente de rugosidad
medido en el punto de transicio´n es α = 0, 63(1), en buen acuerdo con la
expectativa para la clase DPD. Para F > Fc (figura 4.23 (b)) la interfaz
sigue avanzando libremente, y se obtiene el exponente de rugosidad esperado
para KPZ, es decir α = 0, 50(1). Teniendo en cuenta que estas clases de
universalidad se entiende bien [9] y esta´n muy bien estudiadas, no se han
realizado estudios nume´ricos ma´s extensos de los casos λ positivos.
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Figura 4.23: Evolucio´n temporal de una interfaz KPZ movie´ndose en un
medio desordenado de (1+1)−dimensiones, con un taman˜o L = 256, λ = 0,5
y Fc = 1,1. (a) Caso P-QKPZ, con F = 1,00 < Fc y diferentes tiempos (de
abajo hacia arriba t = 199000 a t = 233000 en intervalos uniformes). (b)
Caso KPZ, con F = 1,50 > Fc y diferentes tiempos (de abajo hacia arriba
t = 9997000 a t = 10000000 en intervalos uniformes).
(2) λ < 0 (N-QKPZ)
La figura 4.24 muestra el comportamiento de la interfaz en el caso N-
QKPZ (λ = −0,5 < 0) en distintos tiempos.
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Figura 4.24: Evolucio´n temporal de una interfaz KPZ movie´ndose en un
medio desordenado de (1 + 1)−dimensiones, con un taman˜o L = 256, λ =
−0,5 y Fc = 1,98. (a) Caso N-QKPZ, con F = 1,50 < Fc y diferentes tiempos
(de abajo hacia arriba t = 1000 a t = 10000 en intervalos uniformes). (b)
Caso KPZ, con F = 2,00 > Fc y diferentes tiempos (de abajo hacia arriba
t = 9997000 a t = 10000000 en intervalos uniformes). (c) Caso cercano al
punto de transicio´n, con F = 1,97 < Fc y diferentes tiempos (de abajo hacia
arriba t = 42563000 a t = 42586000 en intervalos uniformes). (Panel inferior
derecho) Imagen de la formacio´n de facetas observadas en un experimento
de propagacio´n de un frente de reaccio´n en un medio desordenado [92].
Para este caso λ = −0,5, el valor encontrado de la fuerza cr´ıtica es
Fc = 1,98. Para F < Fc (figura 4.24 (a)) la interfaz crece y ra´pidamente
queda totalmente congelada. Para F > Fc (figura 4.24 (b)) la interfaz sigue
avanzando libremente. Pero para el caso de F < Fc muy cerca del punto
de transicio´n (figura 4.24 (c)), la interfaz queda totalmente congelada ex-
hibiendo, como se esperaba, facetas caracter´ısticas. Adema´s, se muestra la
formacio´n de facetas observadas en un experimento de propagacio´n de un
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frente de reaccio´n en un medio desordenado [92] (figura 4.24). De acuerdo
con los resultados anteriores, al estudiar el comportamiento de la interfaz va-
riando F se observa una transicio´n congelado-descongelado de primer orden,
donde la velocidad promedio de la interfaz salta discontinuamente desde cero
a un valor constante positivo.
(a) Fase descongelada: F > Fc
Para F suficientemente grandes, el desorden congelado debe ser irrele-
vante por encima de ciertas escalas de longitud y tiempo, y por lo tanto la
interfaz que se mueve libremente debe seguir la dina´mica KPZ esta´ndar. En
la figura 4.25 para F  Fc se observa que, en el re´gimen de tiempos grandes,
S(q, t) escala como una ley de potencias, segu´n la ecuacio´n 2.15, con expo-
nente 2α + 1 = 2, 03(4), es decir, con α = 0, 515(20). Este comportamiento
corresponde a un comportamiento no ano´malo esta´ndar de Family-Vicsek.
Utilizando los exponentes de KPZ (α = 1/2 y z = 3/2) se realizo´ un excelen-
te colapso de los datos, como se muestra en el recuadro de la figura 4.25. Por
lo tanto, la interfaz movie´ndose pertenece a la clase de universalidad KPZ
esta´ndar, como se esperaba.
   T



6
T
W








   
TW]



6
T
W
T
α
+
1)
Figura 4.25: Comportamiento supercr´ıtico para el caso N-QKPZ: Gra´fico del
factor de estructura S(q, t) en funcio´n del nu´mero de onda q, obtenido para
F = 3 > Fc, taman˜o del arreglo L = 5000 y diferentes tiempos. Del mejor
ajuste en el re´gimen de grandes q, a partir del cual segu´n la ecuacio´n 2.15
se obtiene un α = 0,51(2). En el recuadro se muestra el colapso de los datos
usando la ecuacio´n 2.7 con α = 1/2 y z = 3/2
(b) Fase congelada: F < Fc
Para el caso de una sola realizacio´n, como muestra la figura 4.24 (c), se
desarrolla un centro congelado bien definido. En el caso de dicha figura el
centro se encuentra cerca de x = 210. Observando cuidadosamente la figura
se encuentra que las laderas que rodean el pico no son so´lo l´ıneas rectas sino
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que tienen cierta rugosidad intr´ınseca. Por lo tanto, analizando el factor de
estructura S(q, t) en el re´gimen estacionario, se espera que surjan dos reg´ıme-
nes diferentes, correspondiente a las pendientes lineales y las fluctuaciones
en la parte superior de e´stas, sugiriendo la existencia de un escalamiento
ano´malo.
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Figura 4.26: Gra´fico doble logar´ıtmico del factor de estructura S(q) para el
caso N-QKPZ para ambos valores subcr´ıticas y supercr´ıticas de F (sistema
de taman˜o L = 50000). Las l´ıneas rectas continuas son los ajustes para
los re´gimenes de q grandes (pendiente −2,1(2), es decir, α = 0, 55(5)) y q
pequen˜os para las fuerzas subcr´ıticas (pendiente −3, 99(2), es decir, αS =
1, 49(2)). Los ajustes son desplazados ligeramente hacia arriba para mayor
claridad visual. Algunos valores supercr´ıticos de F se han incluido en la
figura para ilustrar que el comportamiento a escala corta es indistinguible
en ambos casos, y compatible con α = 1/2. Recuadro: Colapso del factor
de estructura S(q) en el re´gimen subcr´ıtico, reescalado con el taman˜o del
sistema, en funcio´n de q/qc(L), donde qc(L) es el valor de q en el que se
produce el cruce, obtenido para las muestras de diferente taman˜os L (L =
10,000, L = 20000, L = 50000, L = 100,000, L = 200,000), y para F = 1, 95 <
Fc.
En efecto, en la figura 4.26 se observa que el factor de estructura de
las interfaces congeladas muestra claramente dos reg´ımenes bien separados
por un cierto valor de cruce qc. El l´ımite de pequen˜os q (gran longitud de
onda) describe facetas, mientras que grandes q (longitudes de onda corta)
corresponde a las fluctuaciones existentes en la parte superior de las facetas.
Ajustando las pendientes de las curvas que se muestran en la figura 4.26 con
la ecuacio´n 2.15, se obtiene que en el re´gimen de pequen˜os q , es decir para
las estructuras de facetas macrosco´picas, αS = 1,49(2). En el caso trivial de
una interfaz perfectamente facetada, formada por segmentos ide´nticos, no es
dif´ıcil demostrar que el exponente de rugosidad espectral es αS = 3/2 [11].
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Por otro lado, se mide α = 0, 55(5) para el re´gimen de grandes q (pequen˜a
longitud de onda), que corresponde a la rugosidad que modula las laderas de
las facetas. Este valor es compatible con α = 1/2, tal como se obtiene para
las interfaces no congeladas. En el recuadro de dicha figura se muestra que el
cruce entre las escalas cortas y largas es bastante insensible a los cambios en
F y en L. Esto revela la ausencia de una longitud de correlacio´n divergente.
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Figura 4.27: Ancho de la interfaz para el caso N-QKPZ. Gra´fico doble lo-
gar´ıtmico del ancho de la interfaz W en funcio´n del tiempo t, obtenido para
F = 1, 90 < Fc y diferente taman˜os del sistema L. Las curvas son el pro-
medio de todas las realizaciones (Todas) o el promedio restringido a inter-
faces en movimiento (No congeladas). Para una mejor visualizacio´n, so´lo se
graficaron dos curvas de diferentes taman˜os para cada situacio´n. Recuadro
superior: Representacio´n doble logar´ıtmica del valor del ancho de saturacio´n
W en funcio´n del taman˜o de la muestra L, para interfaces movie´ndose (No
congeladas). Del mejor ajuste de la recta obtenemos αNo−congeladas = 0, 53(2).
Recuadro inferior: como el recuadro superior, pero el promedio es sobre todas
las realizaciones (congeladas y en movimiento). Del mejor ajuste obtenemos
αTodas = 1,003(8).
Al igual que en la simulacio´n del modelo con ruido congelado, se estudian
dos tipos de medias, ya sea sobre todas las realizaciones (etiquetadas Todas),
o restringiendo el promedio sobre las interfaces movie´ndose (etiquetadas No
congeladas). La figura 4.27 muestra el comportamiento del ancho global de
la interfaz en funcio´n del tiempo, obtenida para F = 1, 90 < Fc. Se pue-
de observar que los promedios incluyendo todas las realizaciones (y por lo
tanto, las interfaces de facetas congeladas) tienen una rugosidad mayor. Uti-
lizando la ecuacio´n 2.9, se analizo´ el ancho de saturacio´n de las interfaces no
congeladas en funcio´n del taman˜o del sistema, obtenidose un exponentes de
rugosidad αNo−congeladas ≈ 0, 53, el cual es consistente con el valor obtenido
para el re´gimen de grandes q del factor de estructura. Por lo tanto, se puede
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concluir que el ancho global de las interfaces no congeladas captura la rugosi-
dad que modula las laderas de las facetas. Por otro lado, analizando el ancho
de saturacio´n de todas las interfaces, una vez que comienzan a congelarse, es
decir formarse facetas, se obtiene αTodas ≈ 1. Esto implica que la escala es
dominada por facetas lineales.
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Figura 4.28: Ancho de la interfaz local para el caso N-QKPZ: F = 1,90 < Fc.
(a) Gra´fico doble logar´ıtmico del ancho local de la interfaz w(l, t) en fun-
cio´n de l, obtenido para muestras de taman˜o L = 4096 y diferentes tiempos,
promediado sobre 500 realizaciones. Inicialmente las interfaces son planas y
luego, progresivamente, se desarrolla una rugosidad. Los diamantes represen-
tan interfaces congeladas y la l´ınea de trazos (que ha sido desplazado para una
mejor claridad) muestra el mejor ajuste, correspondiente a αloc = 0, 997(5).
El rango en el que se observa la escala lineal crece a medida que aumenta el
tiempo y se desarrollan facetas. (b) Colapso de las curvas mostradas en (a),
utilizando la relacio´n de escalado w(l, t) ∼ lαF (l/ξ) para los tiempos hasta
t = 16,000. Para tiempos ma´s grandes, la longitud de saturacio´n ξ no puede
ser medida correctamente.
Tambie´n se analizo´ el ancho local w(l, t) (ecuacio´n 2.11) en funcio´n de l
obtenido a diferentes tiempos, como se muestra en la figura 4.28. Las medi-
das realizadas para interfaces congeladas (en el l´ımite de t → ∞) permiten
determinar a trave´s de la ecuacio´n 2.12 un valor αloc = 0,997(5), confirmando
que para las interfaces congeladas, los exponentes de rugosidad global y local
son asinto´ticamente controlados por la estructura facetada. Por otro lado,
se puede obtener el colapso de las curvas utilizando la forma de escalado
w(l, t) ≈ lαF (l/ξ), donde F es una funcio´n de escalado y ξ es una saturacio´n
o longitud de correlacio´n (es decir, el valor de l por encima del cual se mide
un ancho local constante). Con α = 1, se obtiene un buen colapso, como se
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muestra en la figura 4.28 (b) (se pueden ver tambie´n leyes de escala similares
para las fases congeladas y descongeladas en el trabajo [93]).
En forma complementaria, se analizaron las fluctuaciones locales que mo-
dulan las facetas. La figura 4.29 (a) muestra, por ejemplo, una configuracio´n
instanta´nea de una interfaz congelada, para un arreglo de taman˜o L = 8192.
Ajustando los lados de la estructura facetada por l´ıneas rectas, se puede ob-
servar que en la parte superior de estas estructuras lineales hay fluctuaciones.
Estas fluctuaciones se muestran en el recuadro de la figura 4.29 (a), donde
se resta localmente la pendiente media. Calculando la varianza (R) alrededor
del ajuste lineal para facetas de diferentes taman˜os lineales, se obtiene el
ancho local como una funcio´n del taman˜o de las facetas lineal, l (ver figura
4.29 (b)). De ello se desprende que los datos pueden ser muy bien ajustados
en un gra´fico doble logar´ıtmico por una l´ınea recta con pendiente 0,51(1), lo
que sugiere de nuevo una rugosidad local compatible con α = 1/2.
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Figura 4.29: Ana´lisis de las fluctuaciones locales en el caso N-QKPZ. (a)
Ejemplo de una interfaz congelada con λ = −0, 5 y F = 1, 94, para L = 8192.
Las pendientes de las facetas se pueden ajustar linealmente (l´ıneas disconti-
nuas rectas de pendiente ho), lo que permite estimar la pendiente y el error
cuadra´tico medio R alrededor de este. Recuadro: zoom de la fluctuaciones
locales y(x) alrededor de una de las facetas. (b) Representacio´n logar´ıtmica
de R (w) en funcio´n del taman˜o lineal de las facetas (las l´ıneas son gu´ıas
para una mejor visualizacio´n). El mejor ajuste se obtiene para un exponente
de rugosidad local de 0, 51(1), cerca del valor KPZ α = 1/2.
Hasta aqu´ı, se ha presentado una caracterizacio´n completa del compor-
tamiento de la ecuacio´n KPZ con ruido congelado y un valor negativo del
coeficiente del te´rmino no lineal (ecuacio´n 4.15). El caso positivo exhibe una
transicio´n de fase continua en la clase de universalidad DPD, mientras que
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en el caso negativo, se ha encontrado evidencia de una transicio´n disconti-
nua que separa una fase congelada, caracterizada por interfaces de facetas
y una fase movie´ndose como KPZ. El estudio presentado en este trabajo de
tesis se centra en el caso negativo, permitiendo las siguientes conclusiones
principales:
1. Las medidas del factor de estructura de las interfaces congeladas mues-
tran un comportamiento de escala ano´malo que puede ser considerado
como un caso particular de la teor´ıa de escala general propuesto por
Ramasco y colaboradores [11], tal como se aplica a las interfaces fijas
(es decir, sin dependencia del tiempo expl´ıcito). S(q) exhibe un cru-
ce entre los re´gimenes de q pequen˜os con αS ≈ 1, 5 (controlados por
facetas) y q grandes con α ≈ 0, 55.
2. Las medidas esta´ndar de los anchos locales y globales y el ana´lisis de
su comportamiento de escala dentro de la fase congelada (F < Fc)
muestran αloc ≈ αTodas ≈ 1 . Sin embargo, al excluir las interfaces
congeladas en el ca´lculo promedio se obtuvo αNo−congeladas ≈ 0, 53,
concordando con el escalado del factor de estructura para q grandes.
3. Finalmente, las mediciones directas de la fluctuacio´n alrededor de las
facetas revela que las fluctuaciones locales pueden ser bien representa-
das por un exponente de rugosidad α ≈ 0, 51.
4.2.3. Ecuacio´n Q-EW
Cuando el te´rmino no lineal de la ecuacio´n QKPZ (ecuacio´n 4.15) es 0,
se obtiene la ecuacio´n QEW, la cual describe otra clase de universalidad:
∂h
∂t
= ν∇2h+ F + η(x, h), (4.17)
con 〈η(x, h)η(x′, h′)〉 = δ(x − x′)∆(h − h′), donde ∆ es una funcio´n que
decae ra´pidamente.
Esta ecuacio´n QEW (ecuacio´n 4.17) tambie´n se suele completar con la
prescripcio´n de que a la interfaz no se le permite moverse hacia atra´s, segu´n la
relacio´n 4.16. Por suepuesto que, al igual que la ecuacio´n QKPZ, la ecuacio´n
4.17 presenta una transicio´n de fase congelado-descongelado en un cierto
valor cr´ıtico Fc.
El estudio de modelos que se encuentran dentro de la clase de univer-
salidad QEW no es trivial. Los valores de los exponentes de dicha clase no
se conocen en forma exacta, sino que existe un rango de valores debido a
una gran discrepancia entre varios autores. Por ejemplo, Leschhorn [89, 94]
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obtiene un valor de α = 1,25(1) (en (1+1)-dimensiones) mapeando la ecua-
cio´n 4.17 sobre un modelo auto´mata, el cual concuerda con resultados de
un modelo Hamiltoneano [57]. Por otro lado, estos resultados difieren del
resultado α = (4− d)/3 obtenido por el estudio de grupo de renormalizacio´n
dina´mico [86], el cual a su vez concuerda con tratamientos nume´ricos [87, 88]
de la ecuacio´n 4.17 en (1+1)-dimensiones. Esta discrepancia fue estudiado
por Jost y Usadel [95] reinvestigando el modelo auto´mata nume´ricamente, a
trave´s del ana´lisis del factor de estructura S(q). En dicho estudio obtuvieron
un efecto de corte en el comportamiento del factor de estructura, al igual que
se obtuvo en el estudio de QKPZ en la seccio´n anterior de este trabajo. En
el re´gimen de grandes q, obtienen un valor de α = 1,22 mientras que a bajas
q, α = 0,99(1). (Este comportamiento se observa en varios modelos, donde
se discute en detalle por Siegert [96] que so´lo el re´gimen de pequen˜os q des-
cribe el comportamiento asinto´tico.) Debido a que q/2pi ∼ 1/L, el factor de
estructura para q pequen˜os so´lo se obtiene para taman˜os grandes del sistema
L. Esto explica por que´ Leschhorn obtiene α = 1,25(1), ya que utiliza como
taman˜o ma´ximo L = 1024. Segu´n Jost y Usadel [95], el valor de α se obtiene
para valores mayores a L ∼ 104. Adema´s, varios autores reportan diferentes
valores del exponente dentro de un rango: α = 1 − 1,25 [97, 98, 99]. Por lo
tanto, en esta seccio´n se busca exclarecer el comportamiento de la ecuacio´n
QEW a trave´s del ana´lisis espectral.
4.2.3.1. Medidas y resultados
(1) λ = 0 (Q-EW)
Como se comento´ en la seccio´n 4.2.1, para encontrar el caso cr´ıtico se
estudio´ la ecuacio´n QEW variando el valor de F , encontrando un valor de
la fuerza cr´ıtica Fc = 1,335. La figura 4.30 muestra el comportamiento de la
interfaz para el caso Q-EW (λ = 0) en distintos tiempos. En este caso, se
muestran dos comportamientos extremos. Para F < Fc (figura 4.30 (a)), la
interfaz ra´pidamente queda totalmente congelada. Para F > Fc (figura 4.30
(b)) la interfaz sigue avanzando libremente.
Para realizar el estudio del comportamiento de la ecuacio´n 4.17, se eli-
gieron dos casos representativos, uno en la fase descongelada (a) F > Fc y
uno en la fase congelada (b) F ' Fc. En los dos casos, se analizo´ el ancho
de la interfaz W en funcio´n del tiempo, para varios taman˜os del sistema L.
Utilizando la ecuacio´n 2.4 se ajustaron las cuvas para los taman˜os ma´ximos
estudiados en cada caso, obtenie´ndose los valores del exponente de creci-
miento β. Adema´s, utilizando la ecuacio´n 2.9 se obtuvieron los valores del
exponente de rugosidad α en cada caso, analizando el ancho de saturacio´n
WS en funcio´n del taman˜o del sistema L (ver figuras 4.31 y 4.34). Por otro
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lado, se realizo´ tambie´n el ana´lisis espectral del ancho de la interfaz a trave´s
del estudio del factor de estructura S(q) para diferentes taman˜os del sistema
L. Para cada caso, ajustando las curvas con la ecuacio´n 2.15, se obtienen los
valores del exponente de rugosidad espectral αS.
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Figura 4.30: Evolucio´n temporal de una interfaz EW movie´ndose en un medio
desordenado de (1 + 1)−dimensiones, con un taman˜o L = 512 y Fc = 1,335.
(a) Caso QEW, con F = 1 < Fc y diferentes tiempos (t = 25, t = 50 y
t = 100. (b) Caso EW, con F = 5 > Fc y diferentes tiempos (t = 248900 y
t = 249000).
(a) Fase descongelada: F > Fc
Al igual que con la ecuacio´n QKPZ, al estudiar fuerzas suficientemente
grandes, el desorden congelado es irrelevante por encima de ciertas escalas
de longitud y tiempo, y por lo tanto, en este caso, la interfaz se mueve
libremente siguiendo la dina´mica EW. Para el caso F = 5 > Fc, los valores
de los exponentes obtenidos son: β = 0,24(2) para la curva L = 512 (figura
4.31 (a)); α = 0,50(2) (recuadro de la figura 4.31 (a)), y αS = 0,50(2) (figura
4.32). En este caso, analizando el factor de estructura S(q) se observa que
los valores de S(q) son independientes de L, y a su vez el valor de α y el
valor de αS coinciden. Por lo tanto, se verifica que el sistema presenta un
comportamiento no ano´malo esta´ndar de Family-Vicsek. Adema´s, se obtiene
un excelente colapso de las curvas de la figura 4.31 (a) siguiendo la ecuacio´n
2.8 y utilizando los exponentes de la clase de universalidad EW (α = 0,5 y
z = 2). Dicho colapso se muestra en la figura 4.31 (b).
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Figura 4.31: Ana´lisis de las interfaces para F = 5 > Fc. (a) Gra´fico doble
logar´ıtmico del comportamiento del ancho de la interfaz W en funcio´n del
tiempo. Del ajuste de los datos se obtiene el exponente β = 0,24(2), para
L = 512. Recuadro: Gra´fico doble logar´ıtmico del ancho de saturacio´n WS en
funcio´n del taman˜o del sistema L (exponente de rugosidad α = 0,50(2)). (b)
Gra´fico doble logar´ıtmico del ajuste de las curvas mostradas en (a), siguiendo
la ecuacio´n 2.8 y utilizando los exponentes de la clase de universalidad EW
(α = 0,5 y z = 2).
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Figura 4.32: Ana´lisis del factor de estructura S(q) de las interfaces para
F = 5 > Fc, para diferentes taman˜os del sistema L. Del mejor ajuste con
la ecuacio´n 2.15, se obtiene αS = 0,50(2). El ajuste fue desplazado para una
mejor visualizacio´n.
(b) Fase congelada: F  Fc
La figura 4.33 muestra el comportamiento de la interfaz para el caso Q-
EW (con λ = 0) en distintos tiempos, muy cerca del punto de transicio´n.
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Figura 4.33: Evolucio´n temporal de una interfaz movie´ndose en un medio
desordenado de (1 + 1)−dimensiones, con un taman˜o L = 512 y Fc = 1,335,
para F = 1,330 muy cerca del punto de transicio´n. Se muestran diferentes
tiempos (de abajo hacia arriba t = 3300 a t = 6600 en intervalos uniformes).
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Figura 4.34: Ana´lisis de las interfaces no congeladas para Fc = 1,335. (a)
Gra´fico doble logar´ıtmico del comportamiento del ancho de la interfaz W en
funcio´n del tiempo, analizando las interfaces no congeladas. Del ajuste de los
datos se obtiene el exponente β = 0,66(3), para L = 512. Recuadro superior:
Gra´fico doble logar´ıtmico del ancho de saturacio´n WS en funcio´n del taman˜o
del sistema L, analizando todas las interfaces (exponente de rugosidad α =
1,31(4)). Recuadro: Gra´fico doble logar´ıtmico del ancho de saturacio´n WS en
funcio´n del taman˜o del sistema L, analizando las interfaces no congeladas
(exponente de rugosidad α = 1,07(4)). (b) Gra´fico doble logar´ıtmico del
ajuste de las curvas mostradas en (a), siguiendo la ecuacio´n 2.8 y utilizando
los exponentes obtenidos (α = 1,07 y z = 1,6).
Para el caso Fc = 1,335, los valores de los exponentes obtenidos son:
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β = 0,66(3) para la curva L = 512, promedio de las interfaces no congeladas
(figura 4.34 (a)); αNo−congeladas = 1,07(4) (recuadro inferior de la figura 4.34
(a)), αTodas = 1,31(4) (recuadro superior de la figura 4.34 (a)) y αS = 1,29(5),
promedio de todas las interfaces (figura 4.35). Adema´s, el factor de estructura
S(q) muestra nuevamente un comportamiento independiente de L, sugiriendo
que α deber´ıa ser igual a αS. Es importante aclarar que para este valor de la
fuerza F , todas las interfaces terminan congeladas. Por lo tanto, el estudio
de los exponentes αTodas y αS, que se realiza para tiempos muy grandes,
analizan todas las interfaces congeladas. Por lo tanto, el exponente αS se debe
comparar con el exponentes αTodas, ya que los dos consideran las interfaces
congeladas. Dichos exponentes concuerdan.
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Figura 4.35: Ana´lisis del factor de estructura S(q) de las interfaces congeladas
para Fc = 1,335, para diferentes taman˜os del sistema L. Del mejor ajuste con
la ecuacio´n 2.15, se obtiene αS = 1,29(5).
En base al ana´lisis realizado, se puede concluir que para el caso F >
Fc los exponentes encontrados (β = 0,24(2), α = 0,50(2) y αS = 0,50(2))
demuestran que la ecuacio´n fue estudiada en forma correcta, obtenie´ndose los
exponentes de la clase de universalidad EW (α = 1/2 y β = 1/4). Para el caso
F ' Fc los exponentes encontrados son αNo−congeladas = 1,07(4), αTodas =
1,31(4), βNo−congeladas = 0,66(3) y αS = 1,29(5). El valor del exponente β
difiere del obtenido en el estudio del modelo discreto con ruido congelado y
del reportado en la literatura (ver cuadro 4.2). Se estima que es debido a que
las muestras utilizadas son muy pequen˜as, quedando pendiente abordar un
estudio con redes ma´s grandes. Por otro lado, se puede concluir que los valores
obtenidos de αS y α
Todas concuerdan con el valor propuesto por Amaral [57]
(α = 1,23(4)), y son muy cercanos al valor propuesto por Leschhorn [89, 94]
(α = 1,25(1)), los cuales se obtienen al medir sobre sistemas de taman˜os
pequen˜os. Segu´n lo discutido en el trabajo de Jost y Usadel [95], se obtiene un
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valor cercano a α ∼ 1,3 debido a que el estudio se realizo´ sobre redes chicas.
Para obtener el valor esperado α = 1 se deben estudiar redes ma´s grandes.
Sin embargo, al analizar so´lo las interfaces que no se congelan, se obtiene
un valor α ∼ 1. Este resultado permite inferir que al eliminar las interfaces
congeladas y seguir estudiando las interfaces que avanzan sin congelarse,
se obtiene el comportamiento del sistema como si se medir´ıa en redes ma´s
grandes. Por lo tanto, este es un me´todo que permite medir el valor esperado
en redes pequen˜as.
Por otro lado, para completar el estudio del comportamiento de la ecua-
cio´n QEW y verificar el crossover mencionado por Jost y Usadel [95], se
realizo´ el ana´lisis del factor de estructura para una fuerza mayor pero cercana
a la fuerza cr´ıtica F (2,00) > Fc(1,335). En este caso, aunque se siguio´ tra-
bajando con redes pequen˜as, se logro´ observar un cruce para los valores de
q. Para q pequen˜os se obtiene el valor esperado de αS = 0,50(2), donde la in-
terfaz se comporta como EW, y para q grandes se obtiene αS = 0,74(4). Por
lo tanto, se puede inferir que a medida que nos alejamos del punto cr´ıtico se
pueden estudiar taman˜os de sistemas menores y obtener el comportamiento
asinto´tico esperado del sistema, pero a medida que nos acercamos al pun-
to cr´ıtico es necesario estudiar sistemas grandes, de lo contario se obtienen
exponentes erro´neos.
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Figura 4.36: Ana´lisis del factor de estructura S(q) de las interfaces (λ = 0 y
F = 2,00 > Fc−EW ), para diferentes taman˜os del sistema L. Del mejor ajuste
con la ecuacio´n 2.15, se obtienen αS = 0,50(2) y αS = 0,74(4) .
Adema´s, estudiando el ancho de la interfaz en funcio´n del tiempo y
del taman˜o del sistema se obtienen los valores esperados de los exponentes
β = 0,23(4) y α = 0,51(3), utilizando las ecuaciones 2.4 y 2.9 respectivamen-
te. Dicho ana´lisis se muestra en la figura 4.37 (a) y su recuadro. Se puede
observar que el valor de β se obtiene so´lo para las redes ma´s grandes. En
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efecto, siguiendo la ecuacio´n 2.8 y utilizando los exponentes QEW, el co-
lapso mostrado en la figura 4.37 (b) mejora con el tiempo y las redes ma´s
grandes. En este caso, queda claro la relevancia del estudio del factor de
estructura.
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Figura 4.37: Ana´lisis de las interfaces para λ = 0 y F = 2,00 > Fc−EW .
(a) Gra´fico doble logar´ıtmico del comportamiento del ancho de la interfaz
W en funcio´n del tiempo. Del ajuste de los datos se obtiene el exponente
β = 0,23(4) para L = 512. Recuadro: Gra´fico doble logar´ıtmico del ancho de
saturacio´n WS en funcio´n del taman˜o del sistema L (exponente de rugosidad
α = 0,51(3)). (b) Gra´fico doble logar´ıtmico del ajuste de las curvas mostradas
en (a), siguiendo la ecuacio´n 2.8 y utilizando los exponentes de la clase de
universalidad EW.
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Conclusio´n
El objetivo de este trabajo fue proponer un modelo discreto de crecimien-
to celular, el cual permite un estudio detallado de su dina´mica a trave´s de
las propiedades interfaciales. Segu´n los ana´lisis presentados en el cap´ıtulo
3, la dina´mica de crecimiento de la interfaz del modelo de ce´lulas con tres
estados pertenece a la clase de universalidad KPZ, en concordancia con los
resultados obtenidos por otros autores para cultivos in vitro de colonias de
ce´lulas [2, 3, 25]. Siguiendo los resultados del estudio de los experimentos in
silico de diferentes versiones del modelo (geometr´ıa lineal, circular y variante
simplificada), as´ı como tambie´n de aproximaciones de campo medio del mo-
delo a trave´s de la ecuacio´n maestra, se puede concluir que la velocidad de
crecimiento del cultivo es constante y su valor depende de la probabilidad de
crecimiento PC . Este comportamiento concuerda con resultados experimen-
tales in vitro publicados por otros autores, donde la velocidad es constante y
su valor depende del tipo de ce´lula [2, 3, 74]. Adema´s, de los estudios in silico
y de campo medio realizados en la presente tesis tambie´n se concluye que las
ce´lulas en estado M tienen una gran influencia en la velocidad de crecimien-
to del cultivo, las cuales a medida que disminuye la difusio´n obstaculizan el
avance de la interfaz. En este caso, queda demostrado la importancia de es-
tudiar tanto una versio´n simplificada del modelo como la ecuacio´n maestra,
las cuales permitieron arribar a esta conclusio´n.
Por otro lado, en todas las versiones estudiadas in silico se observa que
el cultivo presenta un agregado mayor, el cual va aumentando su masa en el
tiempo, y varios agregados pequen˜os, de masa promedio constante, situados
delante de la interfaz. En el caso del modelo con ce´lulas en tres estados, el
agregado mayor esta´ conformado principalmente por ce´lulas en estado I2,
cuya cantidad crece en funcio´n del tiempo. Las ce´lulas en estado I1 y M se
ubican sobre la interfaz del cultivo, mantenie´ndose en nu´mero promedio cons-
tante, pero variando la relacio´n de dichas cantidades segu´n la probabilidad
de crecimiento PC .
Luego de demostrar que el modelo de crecimiento propuesto arroja resul-
tados que concuerdan con resultados experimentales, se estudio´ nuevamente
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su dina´mica de crecimiento modificando las propiedades del medio a trave´s
de la incorporacio´n de una sustancia. De acuerdo a lo discutido en el cap´ıtulo
4, toda la evidencia lleva a concluir que la incorporacio´n de la sustancia al
modelo cambia la clase de universalidad, obteniendo una transicio´n de fase
congelado-descongelado de segundo orden dependiendo de la concentracio´n
µ de dicha sustancia. La dina´mica de crecimiento de la interfaz del modelo
de ce´lulas con tres estados con una pequen˜a concentracio´n de sustancia si-
gue perteneciendo a la clase de universalidad KPZ. Sin embargo, el sistema
siente la presencia de la sustancia. En efecto, la velocidad de propagacio´n del
cultivo disminuye y el valor del ancho de saturacio´n de la interfaz aumenta.
A medida que se incrementa la concentracio´n de la sustancia, acerca´ndose
al punto cr´ıtico, la interfaz comienza a presentar sobresalientes relevantes,
y la dina´mica de crecimiento de la interfaz del modelo propuesto pasa de
pertenecer a la clase de universalidad KPZ a pertenecer a la clase de univer-
salidad QEW. Si se estudia el comportamiento de la interfaz del modelo ma´s
alla´ del punto cr´ıtico, es decir con una concentracio´n mayor a µc, se observa
que las interfaces se congelan a tiempos cortos y su dina´mica presenta un
comportamiento no universal.
Segu´n el ana´lisis de este u´ltimo modelo, el efecto que genera dicha sus-
tancia es equivalente a la presencia de un ruido congelado. Por lo tanto, se
decidio´ estudiar la transicio´n congelado-descongelado de la interfaz a trave´s
de la solucio´n nume´rica de la ecuacio´n Kardar-Parisi-Zhang con ruido conge-
lado, para los diferentes casos (λ > 0, λ < 0 y λ = 0). El caso λ > 0 es bien
conocido que pertenece a la clase DPD, con exponente de rugosidad α = 0,63.
Por el contrario, en el caso λ < 0, exist´ıa la discusio´n si e´ste pertenec´ıa o
no a la misma clase de universalidad que el caso λ > 0. Todos los resultados
obtenidos en este trabajo sugieren que en el caso λ < 0 se encuentra que
las dina´micas locales y globales esta´n desacopladas; por un lado, hay facetas
y por el otro, a escalas cortas, hay fluctuaciones similares a KPZ. Adema´s,
no se ha encontrado ninguna evidencia de transiciones continuas, ni de los
exponentes de rugosidad alrededor de 0,63, caracter´ıstico de la clase DPD,
como sucede con λ > 0. Por lo tanto, se puede concluir con seguridad que
los dos casos, QKPZ con no linealidad positiva y no linealidad negativa, son
claramente diferentes [100]. Seguramente, el origen de esta diferencia se debe
a la formacio´n de facetas en el caso negativo. Por otro lado, en el caso del
estudio de λ = 0, los valores de los exponentes de la clase de universalidad
QEW no se conocen en forma exacta, sino que existe un rango de valores
debido a una gran discrepancia entre varios autores. Segu´n lo discutido en el
trabajo de Jost y Usadel [95], para obtener el valor esperado del exponente
de rugosidad (α = 1) se deben estudiar redes grandes y en tiempos suficien-
temente largos, dando una explicacio´n a dicha discrepancia. Sin embargo, en
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este trabajo se observo´ que, incluso estudiando redes pequen˜as, al analizar
so´lo las interfaces que no se congelan, es decir, eliminando las interfaces a
medida que se van congelando en el tiempo, el valor obtenido es α ∼ 1. Por
lo tanto, se propone este ana´lisis como un me´todo que permite medir el valor
esperado del exponente de rugosidad α sin necesidad de estudiar redes muy
grandes.
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