In this paper, we consider algorithms, duality and sensitivity analysis for optimization problems, called fractional, whose objective function is the ratio of two real valued functions. We discuss a procedure suggested by Dinkelbach for solving the problem, its relationship to certain approaches via variable transformations, and a variant of the procedure which has convenient convergence properties. The duality correspondences that are developed do not require either differentiability or the existence of optimal solution.
with Isbell and Marlow [26] and have been proposed by Abadie and Williams [1] , Bitran and Novaes [8] , Dorn [19] , Gilmore and Gomory [23] and Martos [36] . These algorithms can be viewed as a specialization of either the Frank-Wolfe approach for nonlinear objective functions [21] or Martos' ad-jacent vertex programming methods [37] . As Yuan and Wagner have observed [45] , these two approaches are equivalent when the feasible region is compact in the sense they lead to an identical sequence of pivoting operations.
The algorithms in the second category, though they exploit the underlying linearity of the linear fractional model, are specializations of Dinkelbach's [18] algorithm for the general fractional problem. In the next section we review this algorithm and mention a modification with useful a priori error bounds. We also show that this algorithm is a dual method for solving versions of the problem that have been suggested by Bradley and Frey [10] and Schaible [39] which generalize the Charnes and
Cooper variable transformation. This connection between these two alternative approaches extends the observation of Yuan and Wagner concerning the linear fractional problem.
The saddlepoint duality theory that we consider in section 2 uses a Lagrangian function introduced by Gol'Xtein [24] and studied by Bector [6] . which uses multipliers dependent upon the primal variables. The theory leads to a dual problem that is again a fractional program. To our knowledge, these results provide one of the few instances where saddlepoint duality applies to a large class of nonconvex problems, geometric programming duality [20] being a notable illustration.
In section 3, we provide sensitivity procedures for variations in the problem data of a linear fractional program which extends material developed by Aggarwal [2] , [3] , and [4] for compact feasible regions. The results are analogous to the usual sensitivity procedures of linear programming, but now include variations in both the numerator and denominator of the objective function as well as right-hand-sides of the constraints. The next section continues this study by introducing a primal-dual algorithm for parametric right-hand-side analysis. This algorithm suggests a branch and bound procedure for the integer programming version of the linear fractional problem which we discuss briefly.
The fractional model arises naturally for maximizing return per unit time in dynamic situations or return per unit trip in transportation settings [22] . It also arises when minimizing the ratio of return to risk in financial applications [10] .
For a number of reasons, applications of the linear fractional model have been far less numerous than those of linear programming. The essential linearity of many models is certainly a contributing factor. In addition, linear fractional applications are easily disguised as linear programs when the feasible region is bounded. In this case, the fractional model can be reduced to a linear program through variable transformations. Finally, the fact that direct sensitivity analysis is not widely available for the fractional model on commercial programming systems may have some bearing on potential applications. In any event, the model has been applied to study changes in the cost coefficients of a transportation problem [14] , to the cutting stock problem [23] , to Markov decision processes resulting from maintenance and repair problems [17] , [29] and to fire programming games [26] . It also has been used for a marine transportation problem [22] , for Chebyshev maximization problems [9] , and for primal-dual approaches to decomposition procedures [7] , [32] .
Transformations and Algorithms
In this section, we discuss methods for analyzing fractional programming problems, particularly an extension of the well-known Charnes and
Cooper approach for transforming the problem into an alternate form and the relationship between this approach and an algorithm due to Dinkelbach.
We also discuss a variant of Dinkelbach's algorithm which has convenient convergence properties.
For notation, assume that the fractional problem is written as:
where F = {x XR n : g(x) > 0} and n(.), d(.) and the component functions gi(-) for i = l,...,m are real valued functions defined on R n . We assume that d(x) > 0 for all x X so that the problem is well posed (if d(.) < 0 on X write f(x) as -n(x)). When F is a convex set, n(x) is concave on X -d(x) and d(x) is convex on X, we say that the problem is concave-convex. In this case, f(x) is a strictly quasi-concave function. Finally, when both n(x) and d(x) are linear-affine (linear plus a constant) and F is polyhedral, (P) is called a linear fractional program.
Transformations
We can decouple the numerator and denominator in (P) by introducing a (necessarily positive) real valued variable t to form the equivalent problem:
(1.1)
Charnes and Cooper [14] first used this transformation for linear fractional programs. As Schaible noted 39], if n(x) > 0 for at least one point x of F, then the transformed problem can be expressed as:
The values v in (P) and (1.2) are the same and x is an optimal solution to (P) if and only if x and t = 1/d(x ) solves (1.2).
The transformed problems are especially helpful for analyzing concave-convex fractional problems. In this case, elementary results on convex analysis [38] show that the function n(I)t is concave and the func- In practice, to provide closed feasible regions it is attractive to use t > 0 instead of t > 0 in the transformed problems as in Charnes and Cooper's original paper. For the transformed problem to remain equivalent to the original problem then requires further hypothesis such as the existence of an optimal solution x* to (P). For details see [39] .
These transformations to fractional problems have been studied by To conform with the Bradley-Frey paper, we also would write the constraints g(x) > 0 in homogeneous form as g(y/t)t > 0.
Dinkelbach's Algorithm
Dinkelbach [ 18] suggests a "parametric" algorithm for solving the fractional problem which seems to be quite different then these parameter free transformation approaches. He introduces a real valued parameter to decouple the numerator and denominator via an auxiliary problem:
Observe that v(k) > 0 if and only if n(x) -kd(x) > 0 for some point x F. Consequently, given any k = f(x) with x F or merely k = lim f(x j) with F, we may determine whether or not k = v by solving the auxiliary optimization problem. There are two possible outcomes to (A):
(2) v(k) > 0. In solving the auxiliary problem we will identify a point y F with f(y) > k, i.e., n(y) -kd(y) > 0.
Dinkelbach uses this observation to devise an algorithm for the fractional problem which can be viewed as a dual method for solving the transformed problem (1.1). To develop this interpretation of the algorithm, suppose that we apply generalized programming [ 16] to (1.1). That is, given m points (xi, t) with x j C F, t j > 0, we solve the following linear programming approximation in the variables 01, 02. ', :
m).
Substituting u= tyO , the problem becomes m z = max I n(xJ)u j=l
The solution to this linear program is
with an optimal shadown price of z associated with the single equality constraint.The generalized programming, or column generation, algorithm when applied to (1.4) next solves the auxiliary problem (A) with k = zm .
If v(k) < 0, the algorithm terminates; otherwise, assume that x solves m+l m+l the auxiliary problem with objective value r(x , k) > 0. Then x and an associated variable um+l are added to the linear program (1.4) and the process is repeated. The algorithm is illustrated pictorially in Figure 1 .
These steps are those proposed by Dinkelbach except that he uses a termination criterion of stopping when v(k) < 6 for some predetermined tolerance 6 > O. Since generalized programming is a dual approach for solving arbitrary mathematical programs (see [ 35] for example), the preceding discussion shows that Dinkelbach's algorithm is a dual method for solving the transformed problem (1.1).
By modifying this algorithm slightly, we can insure that the auxiliary problem is solved only finitely many times to determine an -optimal solution for any given > 0. We use the generalized programming algorithm with 6 = 0, but set k = z + is solving the auxiliary problem at each step. Then
Step (ii) implies that the objective value z of the best known feasible point increases by at least after each solution to the auxiliary problem; therefore assuming that v < +, the algorithm must terminate after finitely many auxiliary problems have been solved. Moreover, at termination condition (i) implies that:
That is, the point x with objective value z = f(xm) is an -optimal solution.
Observe that none of these generalized programming algorithms require any convexity or concavity assumptions for these applications and that m there is no "duality gap" between v and the limiting value of the zm For Dinkelbach's method, though, we must be able to solve the auxiliary m+l problem to completion to obtain an optimal solution, x . For our modification, we must determine a point x such that r(x l,k) > 0 or be able to show that no such point exists.
Also, note that Dinkelbach obtains a -optimal solution to the auxiliary problem at termination, but not necessarily a 6-optimal solution to the original fractional problem because
Thus z is an -optimal solution for e Other Applications
Mangasarian [34 ] studies application of the Frank-Wolfe algorithm [ 21] for solving the fractional problem when the feasible set is polyhedral.
Sharma [40 ] presents a feasible direction approach to the fractional problem when the feasible region F is convex and the objective function is linear fractional programs (in the sense that these algorithms visit identical sequences of basis in solving the problem). Jagannathan [ 28] presents several results for the auxiliary problem (A) when F is bounded.
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Duality
Ordinary Lagrangian saddlepoint duality theory is inadequate for dealing with fractional programs since it leads to duality gaps even for linear fractional programs. Table 2 .1 at the end of this section includes an example (number 1) of such duality gaps.
Gol'stein [ 24] , however, introduced a "fractional Lagrangian"
and showed the saddlepoint duality correspondence
under hypothesis to be discussed below. The inf sup problem is called the fractional dual problem and the sup inf problem is the original problem in the sense of the following lemma.
Additional results concerning fractional duality theory have been developed by Bector 6 ] , Jagannathan [28 ] Bector applies the Kuhn-Tucker conditions to the following equivalent formulation of the problem
Assuming that F is compact and that n(x), d(x) and each gi(x) are differentiable, he exhibits the duality correspondence (2.1) for concave-convex problem in differentiable form. He also discusses several converse duality properties and relates duality to the auxiliary problem (A).
Since the fractional Lagrangian agrees with the usual Lagrangian applied to (2.2), many results from Lagrangian duality are valid for fractional duality. In particular, we note In this section, we complement these results by exhibiting two theorems for providing fractional duality in (2.1) without enforcing compactness or differentialibity assumptions. We show that in many instances (P) inherits duality from the auxiliary problem (A) when k = v:
That is, generally, when ordinary duality holds for (Al), fractional duality holds for (P). Our first result assumes that there is a dual variable u solving the Lagrangian dual of (Al). 
But > 0 is arbitrary and consequently
Coupled with weak duality w > v, this provides the desired result. // Note that if v = +, then weak duality states that w = +oo so that fractional duality is valid in this case as well.
Gol'stein gives a combined version of Since (A2) is a linear program much of the usual linear programming sensitivity analysis can be extended to this more general setting. Aggarwal [ 2] , [ 3] and [ 4] , Swarup 44] , Chadha [11] , Chadha and Shivpuri [12] and Gupta [25] have developed much of this analysis when the feasible region F is compact. In this section we summarize some of their results and indicate-extensions that apply when compactness assumptions are relaxed.
As shown by Abadie and Williams , and b by translations parametrized by the variable 6. We include this summary for contrast with sensitivity analysis given below when the problem solves at an extreme ray. Observe that except for case 6, the interval of variation of 6, for which the basis remains optimal, are specified by linear inequalities in 6. These results are derived by substitution in (3.3) and the usual arguments of linear programming sensitivity analysis.
Next suppose that the fractional problem "solves" at an extreme ray r, Consequently, the ray r remains optimal whenever (3.4) and (3.5) are satisfied after the data change. Note that the optimal basis B to (A2) can
change, yet maintaining v < 0 and r optimal. Considering only (3.4) and (3.5) provides conservative bounds for f to remain optimal. These can be read directly from the final linear programming tableau to (A2). When the optimal basis B changes, the sensitivity analysis can be continued by pivoting to determine the new optimal basis.
The resulting ranges on 6 that satisfy these conditions are summarized in Table 2 . Except for cases (11) and (13), the ranges are obtained by substituting the parameter change 6 and its effect upon f and into (3.4) and (3.5). We distinguish two possibilities for cases (11) and (13) .
When r = 0 in either case, the updated denominator dr = dr + 6r = 0 for any 6 and the problem remains unbounded. If rj > 0, however, then dr 0 for any 6 0 so that the extreme ray does not continue to give f = +. The proof of this lemma is similar to that of lemma 3.2 and is omitted.
Note that these lemmas provide simple methods for computing the optimal solution to the fractional program as 6 approaches the appropriate lower 
by concavity of n( 
Remarks: (1) This lemma is valid for multiparameter variations. That is, the same proof applies if O is a vector, and y is given matrix so that y = yl + 02y 2 + +. + Okyk for vectors yl ... yk
In fact, the result also is valid in infinite dimensional spaces.
(2) For linear fractional programs, the lemma also shows that the extreme ray maximizing dr is optimal for all in some in- The new basis remains optimal until at point (c) with O = 2 the extreme ray r = (0, 1) becomes optimal. This ray is optimal for 2 < O < 2.5.
For 0 > 2.5, the problem is infeasible.
By using the tight constraints for O < 2 to solve for x 1 and x 2 in terms of O and noting that dr = 0 for r = (0, 1), we plot the optimal objective value v(O) in Figure 3 . It is quasi-concave.
One immediate application of this primal-dual algorithm is for branch and bound when integrality conditions are imposed upon the variables of a linear fractional model. If, for example, x is restricted to be an integer and solving problem P without the integrality conditions gives
x. basic at value 3.5, two new problems P 1 and P 2 are constructed by adding, respectively, the constraints x. < 3 and x. > 4. Taking P1 for example, we can suppose that the problem was initially formulated with the an optimal basis to the parameterized problem; the parametric algorithm can be applied to decrease to 0 and solve the modified problem. A similar procedure is applied to P 2 and other modified problems generated by the branching rules. In every other way, the branch and bound procedure is the same as that for (mixed) integer linear programs and all the usual fathoming tests can be applied.
For another approach for integer fractional programs, see Anzai [ 5 ] . 
