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ABSTRAK: Beberapa algoritma labeling untuk citra biner nxn yang diklaim optimal 
dalam literatur pada umumnya hanya optimal ditinjau dari aspek algoritmanya saja 
namun tidak optimal ditinjau dari dari aspek arsitektural. Disamping itu, 
kompleksitas-kompleksitas yang dihasilkan tersebut tidak murni karena masih 
mengandung konstanta yang tergantung harga n. Pada paper ini diperkenalkan 
suatu algoritma labeling dengan performansi optimal Processor-Time murni. Ini 
berarti optimal tidak hanya dicapai dari sisi algoritma namun juga dari sisi 
arsitektur dan murni karena kompleksitas yang didapat tidak mengandung 
konstanta yang tergantung harga n. Kompleksitas algoritma yang didapat tersebut 
adalah O(cn) dengan menggunakan O(n) prosesor. Pada paper ini diberikan 
pembuktian terhadap kompleksitas yang didapatkan dan perbandingan performansi-
nya dengan beberapa algoritma yang ada. 
 
Kata kunci: Pengolahan citra, Labeling, Citra biner, Performansi optimal Processor-
Time. 
 
 
ABSTRACT: In the literature, some labeling algorithms of nxn binary image, which 
are generally claimed as optimal, are only optimal with regards to the algorithmic 
aspect but not to the architectural aspect. Aside from this, the complexities obtained 
are not pure because the constant still depends on the value of n. This paper presents a 
labeling algorithm, which reaches purely Processor-Time optimal performance. This 
means that the optimal performance is not only reached considering its algorithm but 
also its architecture and “pure” means that the complexity obtained does not depend 
on the value of n. The algorithm complexity obtained is O(cn) using O(n) number of 
processors. In this paper the justification of complexity obtained is given and the 
performance comparison with other existing algorithms is discussed. 
 
Keywords:   Image processing, Labeling, Binary image, Processor-Time optimal 
performance. 
 
 
1. PENDAHULUAN 
 
Labeling adalah suatu proses pem-
berian label yang sama pada sekumpulan 
pixel pembentuk objek yang saling 
berdekatan pada suatu citra. Objek yang 
berbeda memiliki label yang berbeda 
pula. Labeling termasuk pemrosesan citra 
tahap intermediate level. Labeling me-
miliki peran yang sangat penting pada 
pengolahan citra untuk mempermudah 
proses penganalisaan bentuk dan penge-
nalan pola pada tahap high level. 
Walaupun definisi labeling sudah 
cukup tua yang dimulai pada tahun 1966 
[1], namun hingga kini pencarian ter-
hadap algoritma labeling optimal terus 
berkembang dan masih menjadi topik 
yang menarik [8]. Penulis memperkira-
kan bahwa penelitian dibidang labeling 
akan terus berkembang beberapa puluh 
tahun kedepan sampai teknologi me-
mungkinkan pengimplementasian arsi-
tektur paralel 2d dan 3d secara massively 
untuk pemrosesan citra dengan ukuran 
yang cukup signifikan. 
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Walaupun definisi labeling kelihatan-
nya sederhana, namun labeling memiliki 
sifat yang dependent dan regional. Sifat 
dependent artinya pemberian label harus 
memperhitungkan pixel dan/atau label 
sebelumnya. Sedangkan sifat regional 
artinya pemberian label harus mem-
perhitungkan juga posisi pixel-pixel 
secara regional didalam citra. 
Dengan sifatnya yang demikian maka 
secara alamiah labeling harus diproses 
secara sekuensial. Namun bila diproses 
secara sekuensial murni maka yang 
menjadi kendala adalah waktu pemro-
sesan yang sangat siknifikan. Dengan 
sifatnya yang dependent dan regional itu 
pula maka labeling tidak mungkin 
diproses secara paralel murni. Hal ini 
menjelaskan mengapa solusi labeling 
sebaiknya merupakan kombinasi dan 
kompromi antara solusi sekuensial dan 
paralel. 
Karena masalahnya yang sederhana 
tapi solusinya yang tidak mudah itu dan 
karena sifatnya yang dependent dan 
regional serta melibatkan banyak aspek 
tersebut maka masalah labeling telah 
dijadikan sebagai salah satu tolok ukur 
pengujian performansi arsitektur paralel 
[13] [14]. 
Banyak algoritma labeling yang 
diusulkan dalam literatur. Literatur [8] 
mengupas state-of-the-art labeling ditin-
jau dari sisi algoritma dan arsitekturnya 
dan mulai dari solusi sekuensial sampai 
dengan paralel. Beberapa diantara 
algoritma-algoritma tersebut berhasil 
mencapai performansi optimal. Komplek-
sitas suatu algoritma dikatakan optimal 
bila selain dari kompleksitas tersebut 
tidak mungkin lagi didapatkan komplek-
sitas yang lebih kecil. 
Sayangnya kebanyakkan komplek-
sitas-kompleksitas optimal yang dihasil-
kan tersebut hanya ditinjau dari sisi 
algoritmanya saja dan tidak memper-
hitungkan optimal ditinjau dari sisi 
arsitekturnya. Misalnya pada [10], diper-
oleh kompleksitas konstan labeling O(1) 
namun dengan menggunakan n3 prosesor. 
Pada paper ini diperkenalkan suatu 
algoritma labeling yang memiliki perfor-
mansi optimal Processor-Time murni 
artinya optimal baik dari sisi algoritma 
maupun dari sisi arsitekturnya. Murni 
artinya konstanta kompleksitas algoritma 
tersebut tidak tergantung lagi harga n. 
Performansi ini sangat penting untuk 
dicapai mengingat biaya realisasi suatu 
arsitektur paralel adalah sangat tinggi. 
Dengan performansi optimal Processor-
Time ini dimungkinkan tercapainya kon-
disi yang berimbang antara kecepatan 
dan harga. 
 
 
2. BEBERAPA DEFINISI PENTING 
 
Sebelum membahas algoritma, ber-
ikut ini diberikan beberapa definisi. 
 
2.1 Performansi Optimal Processor-
Time 
 
Secara umum, performansi optimal 
Processor-Time untuk suatu permasa-
lahan citra adalah suatu kondisi dimana 
perkalian antara jumlah processor yang 
digunakan dan kompleksitas algoritma 
yang didapat pada solusi paralel sama 
dengan perkalian antara jumlah pro-
cessor yang digunakan dan kompleksitas 
algoritma optimal yang didapat pada 
solusi sekuensial (persamaan 1) [2][9]. 
OPT(masalah citra) Æ Pp x Tp = Ps x Ts (1) 
Dimana: 
Pp :  jumlah prosesor pada struktur para-
lel. 
Tp :  kompleksitas algoritma paralel. 
Ps :  jumlah prosesor pada struktur se-
kuensial. 
Ts :  kompleksitas algoritma sekuensial. 
 
Bila kita asumsikan bahwa solusi 
sekuensial menggunakan O(1) prosesor 
maka persamaan 1 dapat disederhana-
kan: 
OPT(masalah citra) Æ Pp x Tp = Ts (2) 
Kompleksitas algoritma labeling 
sekuensial optimal telah berhasil men-
capai O(n2) [8]. Dengan hasil ini maka 
persamaan 2 dapat ditulis: 
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OPT (labeling) Æ Pp x Tp = O(n2) (3) 
Catatan: Menurut Alnuweiri [8], kom-
pleksitas O(n2) untuk labeling sekuensial 
ini didapat dengan menggunakan algo-
ritma Union-Find dari Tarjan [12] (lihat 
bab algoritma sekuensial berbasis RAM). 
 
2.2 Scanning dan Merging 
 
Scanning adalah suatu proses pene-
lusuran pixel-pixel untuk menganalisa 
suatu konfigurasi pixel dan label. 
Scanning sisi adalah proses penelusuran 
2 buah sisi yang bersentuhan untuk 
mencari adanya 2 label yang berbeda. 
Dalam hal terdapat 2 objek dengan 
label yang berbeda saling berdekatan 
dengan jarak 1 pixel maka dapat 
dilakukan proses merging. Mula-mula 2 
pixel yang berdekatan dari kedua objek 
tersebut dibandingkan untuk mencari 
label yang terkecil (bisa juga yang 
terbesar bila diinginkan) dari kedua label 
tersebut. Kemudian label yang terkecil ini 
dipergunakan untuk menggantikan nilai 
dari seluruh label yang terbesar. 
 
2.3 Citra dan Sub-citra 
 
n pixel
m pixel
m pixel
n pixel m =   n
Sub-citra
 
Gambar 1. Ukuran citra dan sub-citranya 
 
Citra biner adalah citra yang memi-
liki hanya 2 informasi yaitu: 
Pixel 1 didefinisikan sebagai pixel objek. 
Pixel 0 didefinisikan sebagai pixel back-
ground (non-objek). 
Ukuran citra adalah nxn pixel yang 
terbagi dalam √n sub-citra (Gambar 1). 
Ukuran sub-citra adalah mxm, dimana 
m=√n. 
Urutan indeks sub-citra sama dengan 
urutan indeks posisi pixel dan label yang 
dibahas berikut ini. 
 
2.4 Indeks Posisi Pixel dan Label 
 
Pixel-pixel diberi indeks sesuai 
dengan posisi globalnya pada citra (bukan 
sub-citra). Urutan indeks disesuaikan 
secara urutan raster-scan yaitu dari kiri 
ke kanan dan dari atas ke bawah 
(Gambar 2). 
 
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
 
 
Gambar 2. Contoh indeks posisi pixel-
pixel pada citra berukuran 4x4 pixel 
 
Indeks posisi dimulai dari 1 dan 
diakhiri dengan 2n atau 1 ≤ indeks posisi 
≤ 2n. Sedangkan Indeks label dimulai dari 
0 dan diakhiri dengan 2n atau 0 ≤ indeks 
label ≤ 2n. Indeks label antara 1 ≤ indeks 
label ≤ 2n digunakan untuk menandai 
pixel objek. Sedangkan indeks label 0 
untuk pixel back-ground. 
 
2.5 Connexity 
 
Operator lokal pixel untuk proses 
scanning citra yang telah dijelaskan 
dapat menggunakan operator lokal pixel 
4-connexity atau 8-connexity (Gambar 3). 
Bila menggunakan prinsip 4-connexity 
maka 2 pixel yang bersinggungan secar 
diagonal dianggap 2 objek, sedangkan 
pada 8-connexity dianggap 1 objek 
(Gambar 4). 
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P2
P4 P5 P6
P8
P1 P2 P3
P4 P5 P6
P7 P8 P9
(a) Operator 4-connexity (b) Operator 8-connexity
 
Gambar 3. 2 jenis operator lokal pixel 
 
0 0 1 0
1 0 1 0
1 0 0 1
0 1 1 1
0 0 3 0
5 0 3 0
5 0 0 12
0 12 12 12
0 0 3 0
3 0 3 0
3 0 0 3
0 3 3 3
(a) Citra biner (b) Hasil labeling
dengan 4-connexity
(c) Hasil labeling
dengan 8-connexity  
Gambar 4. Ilustrasi operasi labeling 
dengan 4 dan 8-connexity 
 
Untuk mempermudah penjelasan, 
algoritma dianggap bekerja dengan 
prinsip 4-connexity. Namun tidak menu-
tup kemungkinan algoritma bekerja pada 
8-connexity. Adapun prinsip 4 dan 8-
connexity dapat diilustrasikan pada 
Gambar 4. 
 
2.6 Pengaturan Data Secara SCPE 
(Sub-Citra per PE) 
 
0 2 3 3
0 0 0 3
9 0 0 12
9 9 12 12
0 2 0 0
3 3 0 3
9 0 9 9
0 12 12 12
PE3
PE4
PE2
PE1
(a) Data pada sub-citra
dengan pengaturan normal
(b) Data dengan pengaturan
SCPE  
 
Gambar 5. Data pada pengaturan normal 
dan pada pengaturan SCPE 
 
Pengaturan data secara SCPE (Sub-
citra per PE) adalah pengaturan data 
yang berada pada sebuah sub-citra 
dengan bentuk array 2D kebentuk array 
1D (Gambar 5). Indeks data pada SCPE 
disesuaikan dengan urutan raster-scan 
dari data pada sub-citra [11]. 
 
3.  BEBERAPA ALGORITMA LABEL-
ING YANG ADA DALAM LITERA-
TUR 
 
Dari sekian banyak algoritma 
labeling yang terdapat dalam literatur, 
berikut ini penulis berikan beberapa 
diantaranya yang berhubungan dengan 
algoritma labeling optimal Processor-Time 
yang diusulkan. 
 
3.1  Algoritma Labeling Sekuensial 
(Berbasis RAM) dengan Komplek-
sitas O(c(n) n2) 
 
Algoritma labeling sekuensial ber-
basis RAM (Random Access Memory) ini 
adalah algoritma yang paling tua keber-
adaannya yaitu bersamaan dengan lahir-
nya definisi labeling [1].  
Algoritma terdiri dari 2 tahap: 
Tahap 1: Mula-mula pixel demi pixel 
citra di-scan secara raster oleh suatu 
operator pixel 3x3 pixel. Operator ini 
dapat mendeteksi keadaan pixel yang 
sedang diexaminasi (current pixel) antara 
lain: 
1) pixel awal: kondisi dimana current 
pixel tidak memiliki pixel tetangga 
yang terlewati pada proses scanning 
sebelumnya. 
2) pixel sambung: kondisi dimana current 
pixel memiliki sebuah pixel tetangga-
nya yang terlewati pada proses 
scanning sebelumnya dan yang telah 
memiliki label. 
3) pixel gabung: kondisi dimana current 
pixel memiliki 2 pixel tetangga yang 
keduanya telah terlewati pada proses 
scanning sebelumnya dan yang telah 
memiliki label. 
 
Bila pixel awal ditemukan maka label 
baru diberikan kepada current pixel. Bila 
tidak maka bila merupakan pixel 
sambung maka label dari pixel tetangga-
nya tersebut diberikan kepada current 
pixel. Bila tidak, bila pixel gabung 
ditemukan maka lakukan proses merging 
LUT (Look-Up-Table) (ke tahap 2). Bila 
tidak maka pindahkan operator pixel ke 
pixel berikutnya. 
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Tahap2: Proses merging LUT ini prinsip-
nya adalah mencari, pada seluruh alamat 
yang ada, label yang sama dengan label 
yang terkecil pada proses perbandingan 2 
label (lihat definisi merging). Bila kita 
asumsikan pada LUT terdapat O(n2) pixel 
gabung (dalam hal objek kompleks) 
sedangkan merging sebuah pixel gabung 
memerlukan waktu O(n2) pada memori 
bertipe RAM. Jadi masalah ini bila 
dikerjakan dengan algoritma sekuensial 
sederhana memerlukan waktu O(n4). 
Kebanyakan algoritma yang ada 
dalam literatur memberikan alternatif 
merging yang lebih cepat. Salah satu 
solusi yang terbaik adalah algoritma 
Tarjan [12] yang memungkinkan mere-
duksi kompleksitas merging LUT menjadi 
O(c(n)n2), dimana c(n) adalah konstanta 
yang merupakan kebalikan dari fungsi 
Ackerman yang naik secara perlahan. 
Perlu dicatat bahwa konstanta ini masih 
mengandung harga n. 
 
3.2 Algoritma Labeling Sekuensial 
(Berbasis CAM) dengan Komplek-
sitas O(n2) 
 
Algoritma labeling ini secara umum 
hampir sama dengan yang berbasis 
memori RAM bedanya terdapat pada 
tahap 2 dimana proses merging label 
dilakukan pada memori CAM. Sesuai 
dengan namanya, memori CAM dapat 
dialamati secara isinya yang memung-
kinkan seluruh isi yang memiliki data 
yang sama diganti dengan data yang lain 
hanya dalam waktu konstan O(1). Untuk 
lebih detilnya proses penulisan CAM ini 
dapat dilihat pada [3][16][17][18]. Bila isi 
dari CAM ini dianggap label, maka untuk 
mengganti label-label yang sama yang 
terdapat di n2 lokasi hanya memerlukan 
waktu konstan O(1). 
 
0  0  0  0  0  0  0  0
0  1  0  0  2  2  2  0
0  1  0  0  2  0  2  0
0  1  1  x  x  0  x   0
0  0  0  0  0  0  x  0
0  0  0  0  0  0  x  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  1  0  0  1  1  1  0
0  1  0  0  1  0  1  0
0  1  1  1  1  0  1  0
0  0  0  0  0  0  1  0
0  0  0  0  0  0  1  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  1  0  0  1  1  1  0
0  1  0  0  1  0  1  0
0  1  1  1  1  0  x   0
0  0  0  0  0  0  x  0
0  0  0  0  0  0  x  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
0  1  0  0  1  1  1  0
0  1  0  0  1  0  1  0
0  1  1  1  1  0  1   0
0  0  0  0  0  0  1  0
0  0  0  0  0  0  1  0
0  0  0  0  0  0  0  0
0  0  0  0  0  0  0  0
(a) (b)
(c) (d)
 
Gambar 6. Algoritma labeling sekuensial 
O(n2) dengan memori CAM 
 
Jadi bila terdapat n2 buah pixel 
gabung dimana merging 1 pixel gabung 
memerlukan waktu O(1) maka komplek-
sitas merging dengan CAM adalah O(n). 
Sehingga total kompleksitas ditentukan 
hanya dari waktu scanning pixel yaitu 
O(n2) (Gambar 6). Catatan bahwa kon-
stanta yang terkandung pada komplek-
sitas ini adalah murni konstan dan tidak 
mengandung lagi harga n seperti halnya 
pada labeling yang berbasis algoritma 
Tarjan. 
Labeling sekuensial dengan pende-
katan CAM (Content Addressable 
Memory) untuk penyelesaian merging 
diperkenalkan dalam [16]. 
 
3.3 Algoritma Labeling Paralel 1D 
Processor-Time Optimal dengan 
Kompleksitas O(c(n) n) 
 
Dengan menggunakan teknik peng-
aturan data secara SCPE yang telah 
dibahas sebelumnya (Gambar 5) adalah 
mungkin mengoptimalkan kompleksitas 
yang didapat dengan arsitektur paralel 
1D [9]. 
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Mula-mula citra dengan ukuran nxn 
pixel dibagi menjadi n buah sub-citra 
masing-masing berukuran √n x √n pixel 
(Gambar 1) Masing-masing sub-citra ini 
kemudian diolah oleh sebuah PE (Gambar 
5). Algoritma terdiri dari 3 tahap: 
Tahap 1: Setiap sub-citra diberi label 
dengan menggunakan teknik sekuensial 
konvensional dan algoritma Union-Find 
Tarjan [12] yang memungkinkan didapat-
kan kompleksitas O(k2c(k)) dimana c(k) 
adalah kebalikan dari fungsi Ackerman 
yang naik secara perlahan. Jika diambil 
k=√n maka c(k) dianggap konstan. 
Sehingga tahap ini dianggap mendapat-
kan kompleksitas O(n). 
Tahap 2: Tahap ini adalah tahap 
merging. Merging dilakukan terhadap 
label-label yang berada pada sisi-sisi dari 
4 sub-citra yang bertetanggaan sehingga 
untuk 2 buah pixel yang berdekatan 
dengan label yang berbeda akan menjadi 
sama dengan memilih label terkecil dari 
ke 2 label tersebut. Kemudian proses 
yang sama dilakukan untuk 4 sub-citra 
yang lebih besar dan begitu seterusnya 
sampai seluruh sisi-sisi sub-citra ter-
merging. Secara total ada log(√n) merge. 
Karena setiap merge membutuhkan 
22f+2f√n iterasi dimana 1≤f≤ log(√n), maka 
kompleksitas tahap ini adalah O(n). 
Tahap 3: Setiap label pada sisi-sisi yang 
telah di-merging kemudian dipropagasi-
kan kedalam sub-citra. Kompleksitas 
tahap ini adalah O(n). 
Jadi kompleksitas total algoritma ini 
adalah O(n) namun dengan konstanta 
kompleksitas yang masih tergantung dari 
n. 
 
3.4 Algoritma Labeling Paralel 2D 
Dengan Kompleksitas O(n) 
 
Algoritma ini menggunakan teknik 
divide-and-conquer yang diimplementasi-
kan pada arsitektur Polymorphic-Torus 
(Gambar 7), arsitektur 2D dengan n2 PE 
dengan bus yang dapat direkonfigurasi 
[15]. Perlu dicatat bahwa arsitektur 
paralel 2D pada umumnya memiliki sifat 
asosiatif antara prosesornya sehingga 
memiliki kemampuan merging dalam 
waktu konstan O(1) seperti halnya CAM. 
 
 
Gambar 7. Arsitektur paralel 2D 
Polymorphic-Torus 
 
Merging 1 Merging 2
Merging 3 Merging 4
 
Gambar 8. Algoritma paralel O(n) pada 
arsitektur 2D Polymorphic-Torus 
 
Algoritma ini terdiri dari 2 tahap: 
Tahap 1: Setiap pixel objek (bukan back-
ground) diberi sebuah label sesuai dengan 
indeks posisinya pada citra (Gambar 2). 
Ini dilakukan dengan kompleksitas O(1). 
Hal ini dimungkinkan karena setiap pixel 
berhubungan dengan satu PE. 
Tahap 2: Mula-mula area-area dengan 
ukuran terkecil 1x1 pixel di-merging 
secara paralel untuk mendapatkan area 
2x1. Kemudian dilanjutkan dengan me-
merging area-area berukuran 2x1 untuk 
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mendapatkan area yang lebih luas 2x2. 
Proses merging ini diulang untuk 
mendapatkan area-area berukuran 2x2, 
4x2, 4x4 dan seterusnya sampai men-
dapatkan area terbesar dengan nxn pixel 
(Gambar 8). Kompleksitas dari tahap ini 
hanya ditentukan dari banyaknya pixel 
pada sisi area yang terpanjang yang 
dalam hal ini n sehingga terdapat n kali 
merging. Bila proses merging dilakukan 
dalam waktu O(1) maka kompleksitas 
total dari algoritma ini adalah O(n) 
dengan konstanta murni yang tidak 
tergantung dari n. 
 
 
4. ALGORITMA PARALEL 1D PRO-
CESSOR-TIME OPTIMAL DENGAN 
KOMPLEKSITAS MURNI O(n) 
YANG DIUSULKAN 
 
Untuk dapat menjelaskan algoritma 
labeling yang dikembangkan, penulis 
terlebih dahulu menggambarkan model 
arsitektur paralel yang digunakan. 
 
4.1 Model Arsitektur Paralel yang 
Digunakan 
 
PE1
PE2
PEn
Interkoneksi
Bank MAM1
Bank MAM2
Bank MAMn
Video In
 
 
Gambar 9. Model arsitektur paralel yang 
digunakan 
 
Arsitektur yang digunakan adalah 
berjenis 1d dengan n PE (Processor 
Element), n bank memori MAM dan 
sebuah jaringan interkoneksi (Gambar 9). 
Model ini adalah generalisasi dari 
arsitektur spesifik untuk proses labeling 
citra yang telah kami kembangkan 
sebelumnya [4][5][6][7]. 
Secara umum model ini dapat 
dijelaskan sebagai berikut. Sebuah bank 
memori MAM apapun melalui jaringan 
interkoneksi dapat diakses oleh sem-
barang PE. Begitupun sejumlah k bank 
MAM (0<k≤n) dapat diakses oleh 
sejumlah k PE (0<k≤n). Pada mode tulis, 
satu atau beberapa bank dapat ditulis 
oleh sebuah PE. Pada mode baca, satu 
atau beberapa PE dapat membaca sebuah 
bank MAM. 
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Gambar 10. Ilustrasi labeling optimal 
Processor-Time O(n) yang diusulkan 
pada struktur array berdimensi 2 
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Memori MAM memiliki fungsi RAM 
dan CAM yang memungkinkan peng-
gantian berapapun jumlah label yang 
sama dengan label lain hanya dalam 
waktu O(1). 
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Gambar 11. Ilustrasi labeling optimal 
Processor-Time O(n) yang diusulkan 
pada struktur array berdimensi 1 
 
4.2 Algoritma yang Dikembangkan 
 
Pada Gambar 10 dan Gambar 11 
dijelaskan algoritma labeling optimal 
Processor-Time yang diusulkan untuk 
n=4. Algoritma dapat dijelaskan baik 
secara 2D dengan pengaturan data secara 
normal (Gambar 10) maupun 1D dengan 
pengaturan data SCPE (Gambar 11). 
Penjelasan cara pertama merupakan 
sekedar ilustrasi untuk mempermudah 
pengertian algoritma. Sedangkan 
penjelasan cara kedua adalah sesuai 
dengan keadaan sebenarnya.  
Algoritma terdiri dari 2 tahap: 
Tahap 1: Pada tahap ini dilakukan 
proses labeling pada setiap sub-citra 
secara sekuensial. Tahap ini dapat me-
ngacu pada algoritma sekuensial berbasis 
CAM yang telah dibahas sebelumnya 
karena memiliki kesamaan. Perbedaan-
nya adalah bahwa disini yang diproses 
adalah sub-citra dengan ukuran √n x √n 
pixel (Gambar 5). Hasil dari tahap ini 
dapat dilihat pada Gambar 10b atau 
Gambar 11b. 
Kompleksitas dari tahap ini merupa-
kan jumlah maksimum pixel yang di-scan 
pada sub-citra yaitu √n x √n. Jadi kom-
pleksitas tahap ini adalah O(n). 
Tahap 2: Pada tahap ini dilakukan 
proses scanning hanya pada 2 sisi sub-
citra yang bersentuhan. Kemudian 
dilakukan proses merging. Mula-mula 
scanning dan merging ini dilakukan pada 
setiap 2 sub-citra yang terkecil secara 
paralel. Misalnya pada contoh yaitu SC1-
SC2 dan SC3-SC4 Gambar 10c dan d atau 
Gambar 11c dan d. Kemudian dilanjutkan 
dengan merging 2 area dari hasil merging 
sebelumnya. Proses merging diulang 
sampai didapat area berukuran nxn pixel 
(Gambar 10h atau Gambar 11h). Hasil 
akhir labeling ditunjukkan pada Gambar 
10i atau Gambar 11i. 
Kompleksitas dari tahap ini dapat 
dihitung dari banyaknya jumlah scan 
yang terjadi. Jumlah scan ini sama 
dengan banyaknya jumlah pixel pada 
seluruh sisi yang di-merging (nbPixelSisi). 
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NbPixelSisi=√n+[2√n+2√n+4√n+4√n+ … + 
(√n√n)/4+(√n√n)/4+(√n√n)/2+(√
n√n)/2] + n (4) 
 
Persamaan 4 dapat ditulis dengan: 
NbPixelSisi=√n+R+n (5) 
Dimana: 
R= 2√n+2√n+4√n+4√n+…+(√n√n)/4+ 
(√n√n)/ 4+(√n√n)/2+(√n√n)/2 (6) 
 
Persamaan 6 dapat disederhanakan: 
R=4√n(20+21+ … +2i+ … +2I-i+2I) (7) 
 
Karena 2I = 4√n atau I=log(4√n), per-
samaan 7 dapat ditulis menjadi: 
 
           log(4√n) 
R=4√n Σ (2i) (8) 
i=0 
 
log(4√n) 
karena  Σ (2i) = 2[log(4√n)]+1-1 
 i=0 
Jadi: 
R=4√n(2[log(4√n)]+1-1) (9) 
 
Dengan mengetahui 2[log(4√n)]+1=2√n/4, 
maka: 
R=2n-4√n (10) 
Dengan menggabungkan persamaan 
5 dan 10 maka didapat: 
NbPixelSisi=√n+(2n-4√n)+n 
Jadi: 
NbPixelSisi=3(n-√n) (11) 
 
Jadi banyaknya pixel sisi adalah 3(n-
√n) yang berarti pula terdapat 3(n-√n) 
merging. Bila sebuah merging memerlu-
kan waktu O(1) maka total waktu yang 
diperlukan untuk merging adalah O(3(n-
√n)). Karena n jauh lebih besar dari pada 
√n jadi kompleksitas dari tahap 2 ini 
adalah O(n) dengan konstanta murni 
sama dengan 3. 
Dari hasil perhitungan tahap 1 dan 2 
maka kompleksitas algoritma labeling 
yang diusulkan adalah O(n) dengan 
konstanta murni adalah 3. 
 
 
 
5.  HASIL DAN DISKUSI 
 
Tabel 1.  Perbandingan performansi opti-
mal dan performansi optimal 
Processor-Time dari beberapa 
algoritma labeling 
Algo P T K PxT PTp= 
PTs 
Perf. 
PT 
Sek 
RAM 
1 O(n2) c(n) O(n2) X X 
Sek 
CAM 
1 O(n2) c O(n2) X X 
Par 1D 
RAM 
n O(n) c(n) O(n2) Ya Optim
al tdk 
murni 
Par 2D n2 O(n) c O(n3) Tidak Tidal 
optim
al 
Par 1D 
CAM 
n O(n) c O(n2) Ya Op 
murni 
 
Pada Tabel 1 diberikan perbandingan 
performansi dari beberapa algoritma yang 
telah dibahas. P adalah jumlah prosesor, 
T adalah waktu yang diwakili dengan 
kompleksitas algoritma. K adalah kon-
stanta kompleksitas. PxT adalah hasil 
perkalian antara P dan T. PTs=PTp ada-
lah kondisi dimana PxT paralel = PxT 
sekuensial. Perf PT adalah performansi 
Prosesor-Time yang dicapai. Algoritma 
Sekuensial menjadi acuan untuk menen-
tukan performansi optimal Processor-
Time, jadi pada kolom PTp=PTs dan Perf. 
PT, bagian ini tidak diisi (diberi tanda X 
pada Tabel 1). 
Algoritma labeling berbasis RAM 
baik itu sekuensial maupun paralel 
menghasilkan kompleksitas dengan kon-
stanta c yang masih tergantung dari n. 
Hal ini menyebabkan algoritma paralel 
berbasis RAM memiliki performansi 
optimal Processor-Time yang tidak murni. 
Sedangkan algoritma labeling berbasis 
CAM baik itu sekuensial maupun paralel 
menghasilkan kompleksitas dengan kon-
stanta c yang tidak lagi tergantung dari 
n. Hal ini menyebabkan algoritma paralel 
berbasis CAM yang penulis usulkan 
memiliki performansi optimal Processor-
Time yang murni (bagian yang diarsir 
pada Tabel 1). 
Performansi optimal Processor-Time 
yang penulis berhasil kembangkan ini, 
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sepengetahuan penulis belum pernah ada 
sebelumnya dalam literatur. Dengan 
jumlah prosesor O(n) penulis berhasil 
mendapatkan kompleksitas murni O(n). 
Sebelumnya Alnuweiri [11] mengklaim 
telah berhasil mencapainya namun hasil 
ini tidak murni dikarenakan komplek-
sitas algoritma yang didapat O(n) masih 
mengandung konstanta perkalian yang 
tergantung harga n walaupun sangat 
kecil. Jadi sebenarnya kompleksitas 
tersebut lebih tepatnya dapat ditulis 
dengan O(c(n)n). 
 
 
6. KESIMPULAN 
 
Pada paper ini telah dibahas suatu 
algoritma labeling objek pada citra biner 
berukuran nxn pixel dengan performansi 
optimal Processor-Time dimana baik 
kompleksitas algoritma yang dihasilkan 
maupun jumlah prosesor yang digunakan 
adalah optimal. Dengan jumlah prosesor 
O(n) didapatkan kompleksitas algoritma 
O(cn) dengan konstanta c murni (yang 
tidak bergantung lagi pada harga n). 
Dengan hasil ini, maka algoritma 
kami merupakan salah satu algoritma 
labeling pertama dengan performansi 
optimal Processor-Time murni karena 
selama ini performansi Processor-Time 
yang terdapat dalam literatur masih 
mengandung konstanta kompleksitas c 
yang masih tergantung pada harga n. 
O(c(n)n) 
Performansi optimal Processor-Time 
sangat penting untuk dicapai mengingat 
biaya realisasi suatu arsitektur paralel 
adalah sangat tinggi. Dengan performansi 
optimal Processor-Time ini adalah mung-
kin untuk mencapai kondisi yang ber-
imbang antara kecepatan dan harga. 
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