When the nature of a data set comes from a skew distribution, the use of usual Gaussian mixed effect model can be unreliable. In recent years, skew-normal mixed effect models have been used frequently for longitudinal data modeling in many biomedical studies. These models are flexible for considering skewness of the longitudinal data. In this paper, a shared parameter model is considered for simultaneously analysing nonignorable missingness and skew longitudinal outcomes. A Bayesian approach using Markov Chain Monte Carlo is adopted for parameter estimation. Some simulation studies are performed to investigate the performance of the proposed methods. The proposed methods are applied for analyzing an AIDS data set, where CD4 count measurements are gathered as longitudinal outcomes. In these data CD4 counts measurements are severely skew. In application section, different structures of skew-normal distribution assumptions for random effects and errors are considered where deviance information criterion is used for model comparison.
INTRODUCTION
The normality assumption is usually used for analysing real data sets, but this assumption maybe unrealistic when there is strong skewness or heavytails in the data set. In practice, most of the real data sets are skewed or heavy-tailed, for example, CD4 count measurements in AIDS data set (see application section) are extremely skew. Therefore, development of statistical models using some flexible distribution families for analyzing this kind of data set is necessary.
Skew-normal distribution family [1] is a flexible family which includes normal one as a special case. Recently, some developments of various statistical applications using univariate and multivariate forms of skew-normal distribution are published. For examples vide [2] [3] [4] [5] [6] [7] [8] [9] [10] . Also, [11] [12] [13] [14] [15] discussed the use of skewnormal distribution for analyzing skew-normal data with missing values.
In longitudinal studies, subjects are measured repeatedly through time and missing values are a common problem in these studies. According to taxonomy of missing data mechanisms by [16] , the missing process is categorized to be missing completely at random (MCAR) if the missingness mechanism is independent of both unobserved and observed data. It is missing at random (MAR) if *Address correspondence to this author at the Department of Statistics, Shahid Beheshti University, Tehran, Iran; Tel: 0098 21 29902915; Fax: 0098 21 22431649; E-mail: m-ganjali@sbu.ac.ir conditional on observed data, missingness is independent of the unobserved measurements and it is not missing at random (NMAR) if it is neither MCAR nor MAR.
Models which can be used for analysing missing data are selection model, pattern-mixture model and shared parameter model. Selection model factorizes joint distribution of missing mechanism and responses as a marginal density of measurement process and a missingness process conditional on the outcomes. Pattern mixture model uses a marginal distribution of missingness process and a conditional distribution of the measurement process given the missingness process. Finally, shared parameter model shares one or two random components in models of responses and missingness mechanisms. Some references to such models are [17] [18] [19] [20] [21] [22] . In this paper, we will use a shared parameter model for skew responses and will use a Bayesian approach for parameter estimation. Various versions of the multivariate skew-normal distribution were considered and used in literature [23] [24] [25] 4] . [26] proposed the multivariate skew-normal distribution through the following probability density function: 
In his paper, we have developed skew-normal linear mixed effect model for considering missingness mechanism in a shared parameter model framework. We have used Bayesian approach and the available WinBUGS software [27] for implementation of the model, where the Bayesian criterion DIC (deviance information criterion) has been used for model comparison. We have used some simulation studies for investigating the performance of the proposed method for analysing skew responses with possibility of nonignorable missingness. As an illustrative example, we have reanalyzed an AIDS data with CD4 count measurement as response variable which is severely skew. This paper is organized as follows: Section 2 includes the model, notations and concepts of skewnormal shared parameter model. Section 3 includes the MCMC scheme for the proposed model. Section 4 presents some simulation studies to provide some viewpoints about using the proposed method. Section 5 includes an application section. In this section after exploratory analysis of the data set, the data are analysed using proposed methodology. The last section includes some conclusions.
NOTATION AND MODELS
We specify a mixed effect model and a logistic model for the longitudinal responses and missingness mechanism, respectively, such that the two models share some random effects. 
iid . 
In the Bayesian SPM the regression parameter is of particular interest because it controls how the missingness effects the measurement process. If =0 , the missing data are ignorable and the usual Bayesian mixed effect model can be used, for analysing the data. In this case we do not need any missing data adjustment. Also, note that if 0 , the degree of nonignorability depends on its components values, i.e. a large value of each component of causes more nonignorability.
Biometrical researchers have an attractive appeal for the shared parameter model, because they generally believe that there may be some latent, yet to be measured, quantity underlying a person's susceptibility to both cognitive decline and missing data due to adverse outcome. Also, the shared parameter model does not explicitly assume that missingness depends on the unobserved outcome, instead it depends on a latent variable that is inherent in all outcomes from the same subject.
In the next section, we have considered MCMC scheme for implementation of the above described model.
THE MCMC SCHEME
For MCMC computation, we use the stochastic representation of the multivariate skew-normal distribution. Therefore, the model can be represented hierarchically by the following representation:
and,
where
means that all components of vector u i are larger than 0 .
Implementation of MCMC methods such as Gibbs sampling needs to specify prior distributions. The full model specification is given by:
ind .
Ber(
,
where Ber(.) , IG(.,.) and IW (.,.) denote Bernoulli distribution, inverse gamma distribution and inverse Wishart distribution, respectively. We have used logit link for missingness mechanism. Also, the hyperparameters of these priors are selected such that they lead to the low-informative prior distributions. The full conditional distributions of hierarchical model (2) can be found in appendix.
Many Bayesian criteria have been proposed in the literature, we consider DIC, deviance information criterion [27] for model comparison. Let and
' be the entire model parameters and data, respectively. Define
) is a measure of fit and can be approximated by using the MCMC output in a Monte Carlo integration. This index is given by
where, p is the number of parameters and N is the total number of observations. The p D is the effective number of parameters [27] , and is defined
the deviance of posterior mean obtained when considering the mean values of the generated posterior mean of the model parameters, which is estimated by
The smaller is the DIC, the better is the fit of the model.
SIMULATION STUDIES
To investigate the performance of the proposed methodology, we conducted some imulation studies. A simulation study for investigating performance of the skew-normal within subject error is considered. Also, some simulation studies, for investigating the performance of the skew-normal random effects model are considered. A simulation study for comparing the results of the proposed method with those of a method which ignores the missing mechanism even when the missingness is truly nonignorable is also considered. The last simulation is considered for investigating the performance of the proposed method when the outcomes are actually normal.
The Skew-Normal within Subject Error
In this simulation study, we generate 500 samples with sample size n = 200 with two rates of missingness 15% and 30% . We simulate data according to the following linear mixed effect model:
where t j = j , for j = 1,2, ,5 , and x i is generated from
Bernoulli distribution with success probability 0.2 . In this model, 10 = 10 , 11 = 3 and 12 = 2 . Also, we considered the following missingness mechanism:
where,
In We have analyzed the simulated data under normal and skew-normal distribution assumptions. The results of this simulation study are given in Table 1 . This table contains estimated value of parameters, standard errors, relative biases and root of mean square errors. The two later criteria are defined as
where i is the estimated value of for the i th sample. In this table, the header "Skew-normal Scenario" and "Normal Scenario" identify the underlying model. The results show that the rate of missingness is an effective measures, such that the less the rate of missingness, the smaller are the relative biases and the smaller are the root of MSEs.
The results of this table show that using normal distribution assumption when one has to use the skewnormal distribution leads to biased estimates. The regression coefficients of normal model are estimated without considerable bias, but intercept and variance estimates are severely bias. Also, the relative biases and root of MSEs in skew-normal model are near zero, this means that the proposed model possess consistency properties.
The Skew Random Effects
In this section, we have considered two different skew random effects models. We generate 500 samples with sample size n = 200 , and we considered two rates of missingness 15% and 30% . The random effects are generated from gamma distribution and within-subject errors from normal as described in the following. The first model is
where b 1i Gamma (4, 1) and ij N (0,1) . The results of this simulation study are given in Table 2 . In this table, we report E 10 + b 1i and Var b 1i .
The results of this table show that under skewnormal distribution assumption, the parameters are estimated without bias and values of RMSE are small. But under normal distribution assumption some parameters such as intercept and variance of random effects are estimated with some biases and the values of RMSE for these parameters are relatively large.
The model for other simulation study is the same as models (3)- (5), but b 1i ,b 2i Gamma (2,1) and b 1i and b 2i are uncorrelated. The results of this simulation study are presented in Table 3 . Similar to previous table, we report E 10 + b 1i , E 10 + b 2i , Var b 1i , cov b 1i ,b 2i and Var b 2i . These results give a better evidence for good performance of skew-normal model, than the previous simulation study. As can be seen in Table 3 , the skew-normal model has not any bias estimate, but the parameter estimates of normal model have some biases.
The relative bias of cov b 1i ,b 2i is not reported since the real value of this parameter is zero.
The Skew Random Effects and Errors
In this section, again, we generate 500 samples with sample size n = 200 with two rates of missingness, 15% and 30% . We simulate data from model (3)- (5) Table 4 .
This table shows that the performance of the skewnormal model is good but some biases can be found under normal distribution assumption.
Performance of Nonignorablity of the Model
In this section, we generate using as models (3)- (5) with sample size n = 300 with two rates of missingness, 15% and 30% . The model is analyzed using an ignorable mechanism. We use available cases without any missingness mechanism. The results of this simulation study are presented in Table  5 . These results show that when data are generated under a non-ignorable missingness mechanism, using a ignorable mechanism leads to some high biased parameter estimates. The higher is the rate of missingness, the higher are the biases.
Performance of the Proposed Model in Normal Model
In this section, the performance of the proposed method is investigated, when the outcomes are actually normal. The data are simulated from models (3)- (5), but under normal distributional assumption.
We have analyzed the data set using the proposed method and using the pure normal model. The results of this simulation study are presented in Table 6 .
The results show that when the outcomes are actually normal, the skewness parameter is estimated near zero i.e. as a non-significant parameter. The results of the proposed skew-normal model are very close to those of shared random effects model under normal distribution assumption.
REAL DATA ANALYSIS: HIV DATA SET
We consider a longitudinal study on 467 HIV infected patients who had failed or were intolerant of zidovudine (AZT) therapy. The data had analyzed before by [31] [32] . The aim of the study was to compare the efficacy and safety of two alternative antiretroviral drugs, namely didanosine (ddI) and zalcitabine (ddC). Patients were randomly assigned to receive either ddI or ddC, and CD4 cell counts were recorded at study entry, where randomization took place, as well as 2, 6, 12, and 18 months thereafter. Because of right skewness in the CD4, for all of the analysis, we will work with the squared root of the CD4 cell values. . These figures show a sharply increasing degree of missing data over time due to deaths, dropouts, and missed clinic visits. More details about this data set can be found in [33] . The red lines are mean profile for all observed individuals in each panel.
We have used the structure of the hierarchical model (2) for modeling the data set, that is:
Ber exp(μ 2ij )
1+ exp(μ 2ij ) where, μ 1ij = 10 + 11 t ij + 12 t ij Drug i + 13 Sex i
Here, Sex i is a gender indicator (0=female, 1=male), also other three explanatory variables are Drug i (0=ddC, 1= ddI), PrevOI i , previous opportunistic infection, (0=AIDS diagnosis, 1=no AIDS diagnosis), and Stratum i (0=AZT failure, 1=AZT intolerance). In our approach, we generate two parallel MCMC chains with different starting values for 300,000 iterations each. Then, we discarded the first 20,000 iterations as preconvergence burn-in and the retained iterations are used for the posterior analysis. Then, we have checked convergence of parameter estimates using Gelman and Rubin diagnostic test [34] for all models. In all models priors are k N p k (0 Table 6 , where different distributional assumptions are specified in the header. In this table, four statistical models, differing in the error and random effects distribution assumptions, are compared. These models are:
A model with multivariate skew-normal distributional assumption for both random effects and errors.
A model with multivariate skew-normal distributional assumption for random effects and normal distributional assumption for errors.
A model with multivariate normal distributional assumption for random effects and skew-normal distributional assumption for errors. A model with multivariate normal distributional assumptions for both random effects and errors.
According to DIC criterion N SN model has the smallest DIC and N N has the largest amount of DIC.
In the best fitted model, time and PrevoI are two significant factors in the study, also skewness parameter of error is highly significant. An important result of this analysis is the estimated values of 21 and 22 , which show NRD mechanism for response variables. Also estimated variance of shared random effect is another important notice of this table. The table shows also that other estimated values of regression coefficients such as types of drug (ddI and ddC) and gender are not significant.
CONCLUSION
Use of appropriate and general distributional assumptions in analysing data sets, specially in the presence of missing values, is important. In this paper, we have developed a shared parameter model under skew-normal distribution assumption and Bayesian approach for analysing data with nonignorable missingness. Some simulation studies show that our model has an adequately well performance. The model is also robust with respect to some modifications of distributional assumptions. The proposed method is illustrated using a real AIDS data set. For implementation of the proposed model we have used WinBUGS package. Our model is quite general and can be applied to other structures of mixed effects model. The proposed model can be also developed to non-linear or semiparametric mixed effect models. for the above-mentioned vector when is omitted from it. Then under the hierarchical model (2), the full conditional distributions are given by:
APPENDIX
, and z i , respectively. These are associated with the The derivation of the full conditional distributions is straightforward. The MCMC methods such as the Gibbs sampler and the Metropolis-Hastings algorithm can be used to draw samples from the full conditional distributions. The Gibbs sampler works by drawing samples iteratively from conditional posterior distributions.
