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Developments of the Hull elastoplastic numerical method lead to nonconser- 
vative versions, which in the case of shock waves involve multiplications of distribu- 
tions of the type of powers of the Dirac delta function. In the one dimensional case 
of the shock wave equation U, + WA, = 0, the numerical solutions will converge to 
the solution of a different equation, if the convergence and the latter equation are 
considered within the nonlinear theory of generalized functions introduced recently 
by the second author. The study of this phenomenon, presented here in one of its 
relevant particular cases, offers for the first time a rigorous understanding of impor- 
tant similar situations encountered in industrial applications, when numerical 
solutions may show either agreement with, or deviations from the expected 
solutions. ‘( 1990 Academic Presr, Inc 
1. INTRODUCTION 
The Hull elastoplastic code [8] uses, in the treatment of the convection, 
a scheme which has good stability properties. This scheme uses a pondera- 
tion by rates of densities in the computation of velocity fields. This makes 
its analysis by Taylor developments rather difficult, for its improvement by 
antidiffusion techniques. A ponderation by rates of deformations gives a 
very closely related scheme whose local character is better suited for Taylor 
developments. Then one can introduce an efficient antidiffusion step, i.e., 
whose terms are usually not altered by the correction needed for stability. 
But there appears a major mathematical difficulty: this version of the 
scheme is nonconservative for the velocities. Nonclassical “products of 
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distributions” appear in the case of shock waves. Conjointly one observes 
a significative deviation from the expected results. 
One can prove the convergence of this scheme to a solution of a non- 
classical equation which makes sense in a theory of generalized functions 
due to the second author [4,5,9,2]. The “error” due to the nonconser- 
vative techniques appears in the fact that this equation contains additional 
nonclassical terms. Then one understands how to modify the scheme, so as 
to repair this error, without any drawback for the stability. For mathe- 
maticians this exemplifies the use of a recent theory of pure mathematics in 
problems that can be useful to understand and master improvements of 
codes, which, up to now, could only be done on a purely empirical basis. 
In this paper we consider only a simplified model corresponding to the 
treatment of the equation U, + UU, = 0. The method presented in this paper 
justifies some kind of Taylor developments of a discontinuous function (a 
shock wave) at its point of discontinuity, at the level of numerical schemes 
which converge to this discontinuous function (see [l]). They can also be 
considered as some handling of “multiplications of distributions” in the 
form of powers 6’, 6’, . . . . of the Dirac mass. 
2. THE NUMERICAL SCHEME AND ITS STABILITY PROPERTIES 
Let h > 0 be the space discretization step; for i E Z we set 
Ii = [Xi- Ii27 xi+ Ii2 C 1 where x, + ,,2 = (i + l/2) h. 
We set At = rh to be the time step, r > 0 fixed. The scheme we consider may 
be written as follows. First we consider u? B 0 and set 
where 
q+‘= 2.4:’ - r( ur+ , 2 u: - ~4:‘~ ,,2 u:‘- , ) 
1 - r(ul+ ,i2 - 4. ,,2) 
(1) 
u’, 112 = 
u:‘, , + u:’ 
2 . 
Remark. In general, for u: of arbitrary sign, we set 
q+’ = 24; -r-(24:+ 1,2fi~+ ,,2 - ~4:‘~ ,,2z21_ I,2) 
1 - 44, - ,,* C 1,2) 
ii:‘+ ,,2 = i ul+ I if u:, ,12 < 0 
4 if u;+ l,2 2 0. 
In this paper we limit ourselves to the case u’ 3 0. 
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For n =0 the quantities U: are the mean values of a given nonnegative 
function u0 on I,. We define a step function u,, on R x [0, + x’[ by setting 
u,(x, t ) = 2.i: if 
(i-;)h<x<(i++)h 
i - (n - ;, rh < t < (n + $1 rh. 
An easy computation gives the equivalent form 
nil 
u, -Ll;+r 
uy + u:‘- 1 
2 
(u:l-u:l ,,=~(U:+‘-U:)(u:i+,-u~~ ,). (2) 
Remark. Equation (2) can be written 
rh u; + ’ - u:’ u:+ , - u: 24:’ - u:‘.. , =- 
2 rh h + h . 
(2’) 
Letting intuitively h -+ 0 this last equality appears under the form 
u, + uu, = rhqu, (3) 
in which h is some “infinitely small” quantity. This gives an idea of the 
further developments: equations as above make sense in our theory of 
generalized functions and the limit u of the scheme will be, in some sense, 
solution of such an equation. Note that, in case the solution u would 
appear as a steady shock-and it really appears like that, as this has been 
observed from numerical tests-the term of the form U,U, appears heuristi- 
cally in the form h2, the square of the Dirac 6 function. 
Let us assume u0 E L”(R) n BV( R). Let us also assume the stability 
condition r max, n 1 u: 1 < 4. Then 
THEOREM 1. The scheme (1) is stable for the L” norm, for the total 
variation in space, and for the total vaiation in time in the sense qj’ Tonnelli 
and Cesari. 
This means 
L” bound: sup I u; 1 < + m. 
Bounded variation in space: 
sup c IU;+,--;I< +a. 
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Bounded variation in time in the sense of Tonnelli and Cesari: 
sup c ]U;+I-u;I < +co. 
n rez 
A classical compactness argument (Helly’s theorem) gives that there exists 
a sequence { uh, 1 m  E N which converges for the topology of L&([w x 10, T[) 
to a function u E I,“( R x 10, T[ ) n BV,,,( R x IO, T[ ). The initial condition 
at t = 0 is justified as in [3]. 
Proof of Theorem 1. The proof is a routine proof, rather similar to the 
proof of Theorem 1 in [3]. So we omit it; it can be found with all details 
in [ 11, even in a more general case. i 
In the case where the function u is continuous (case of a rarefaction wave 
for instance), then it will follow from some computations below 
(Theorem 2) that this function u is a usual weak solution (i.e., in the sense 
of distribution theory) of the equation u,+ uu.=O. This result has indeed 
been observed numerically by superposing this function with the well 
known solution of u,+ uu.=O. Note that in such a case (piecewise C” 
function U) the term 1 U,U, 1 is bounded and since h + 0, (3) reduces to 
U, + UU, = 0 at the limit h + 0. 
But, in the case of a shock wave, rather important deviations from the 
solution of U, + UU, = 0 have been observed: starting with initial conditions 
u = 1 on the left and u = 0 on the right hand side, one has observed a shock 
wave propagating at a velocity of 0.45, instead of 0.50, for the equation 
U, + UU., = 0. In this case the right hand side of (2’) and (3) appears in the 
form of an “infinitesimal quantity” (h), multiplied by an a priori 
ambiguous, but possibly infmtely large, quantity (d2). It is clear that this is 
the origin of the observed deviation. In order to understand the observed 
phenomenon, one has to use a mathematical setting in which one can 
perform rigorously operations like multiplications of distributions. 
3. THE MATHEMATICAL TOOL: A NONLINEAR THEORY 
OF GENERALIZED FUNCTIONS 
An original nonlinear theory of generalized functions,. invented to 
explain computations involving “heuristic multiplications of distributions,” 
has been introduced by the second author in [4]. An elementary presenta- 
tion of this theory was given in [S]; a very good introduction is given in 
[9]; another introduction is given in [2], with examples of new numerical 
methods in fluid dynamics and elastoplasticity. Fortunately a rather rough 
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idea of this theory is sufficient to understand this paper. Such simplified 
expositions can be found in 13, 61. The concepts exposed below for 
generalized functions on R” extend at once to any open subset of R”. We 
have a space Y(!JY) of “new” generalized functions on R” in which most 
operations on classical %? X functions can be reproduced. The novelty is that 
one has two kinds of equalities: a “strong one” (the algebraic equality in 
‘9 denoted by the usual symbol = ) which is perfectly coherent with the 
computations mimicking the classical ones on % ’ functions, and a “weak 
one” called association and denoted by the symbol k, which generalizes 
faithfully the concept of a weak solution of a PDE; it is incoherent with 
multiplication in 9 (i.e., G, 2 G, does not imply GG, z CC,, except in 
special cases). This splitting of the classical concept of equality into two 
concepts is unavoidable to circumvent the so-called “impossibility of the 
multiplication of distributions.” This is exposed in great detail in [S]. Note 
that the definition of z is quite similar to the classical concept of weak 
solutions: by definition G, , G, E %(R’) are associated iff, for every test 
function + on R’“, +7”, and with compact support, the integrals 
s 
G,(x) Ii/(x) u’.u and [ G,(x) 1,4x) dx 
are equal in a natural sense. If D is any partial derivation operator, then 
the implication G, z G, 3 DC, z DC, is nothing else than some 
generalized form of the integration by parts formula. By defintion an 
element G E Y( II%“) is an equivalence class of a family { RQ} of classical %? T 
functions on 0%” indexed by certain test functions cp. For simplicity, we shall 
consider here a simplified presentation in which q is replaced by a real 
index 1, E E 10, 11, the important point being to let E --t 0. As explained in 
[2] this is nothing else than a minor simplification in notations. The con- 
struction of B(R”) from the classical set V’“(R”), of all %7” functions on R”, 
is quite similar to the (algebraic) classical construction of R from Q by the 
method of Cauchy sequences. The underlying philosophy is exactly the 
same: an element of %(Rn) (resp. of R) is a mathematical idealization of 
some “object” that cannot be represented by a %” function (resp. a 
rational number) but can be “approximated” by a sequence of such objects. 
A concept identical to the association (except that it does not need the 
definition of the inclusion of 9’ into 3) is the following: an element G of 
3( IFY), of representative (E, x) -+ R(E, x), is said to have the classical func- 
tion (or distribution) g as “macroscopic aspect” iff for every test function 
$, C” on R”, and with compact support, the classical integral 
18. = ?,” WE, -y) b+(x) dx 
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tends to jwRg(x) $(x) d x when E + 0. The important point is that the con- 
cept of an element of $(Rn) is a very precise concept, more precise than the 
classical concept of, for instance, an integrable function. Thus G as above 
contains more information than g: intuitively, g contains the information in 
G which can be obtained by an averaging process, and so which is 
considered as “macroscopic.” This terminology becomes clear on examples 
from shock waves; see [2], [7]. 
4. CONVERGENCE OF THE NUMERICAL SCHEME 
This convergence is rather similar, in many viewpoints (mathematical 
tool, technique of proof), to the one proved in [3] for a system of two 
equations in nonconservative form, whose philosophy is explained in detail 
in [9, pp. 3974011. But there is a basic difference: in this paper we shall 
find that the limit u is a solution of a partial differential equation whose 
formulation makes sense in 9, but which does not exist within classical 
analysis. 
We can assume, concerning the sequence (A,} whose existence follows 
from Helly’s theorem, that 0 C/Z,+ , <h,<l for all m. Let cpEP(R), 
cp > 0, supp cp c [ - 1, + 11, and SW q(x) dx = 1 be given. For e = h, we set 
E~CY, t - c3$) q(a) cp(j3) dcc d/l (4) 
For h,,,d~6h,+r, we set R(E, x, t) =v(h,,,, x, I), so as to replace the 
discrete sequence (h,) by a continuous parameter E (this is a completely 
minor point, just in order to be in the setting requested for the published 
definition of 9). We set R + = 10, + cc [ and then t ranges in R +. It follows 
at once from (4) and the stability properties in Theorem 1 that R is in the 
requested reservoir of representatives of elements of Y(R x R+) (namely 
RE~,,,[[W x R’] in notations of [2, 3, 5, 61, REAZ’ in the notation of 
[9, p. 571). Let UE %(lR! x R+) be its equivalence class. 
PROPOSITION 1. The generalized function U admits the classical function 
u as macroscopic aspect (in 3(Iw x 52 +)). 
Proof. Let $ E g( R x R + ) be given and let 
1, = j-JR2 {NE, x, t) - 4x2 t,> $(x, t) dx df. 
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Using (4) one gets at once 
1,. = I ~4 u,,(-~, t){ $b + 8% t + c’@) - $(x, 1)) cp(cr) q(B) da dfi d.x dr 
+.I R4 (u,(x, t) - u(x, t)} I//(X, t) d-y dt. 
From Theorem 1 both integrals tend to 0 when t; + 0. 1 
The same proof as in [3] gives that, due to the specific properties in 
Theorem 1, the association (in other words the concept of macroscopic 
aspect) is coherent with certain nonlinear operations: 
PROPOSITION 2. Let P he a polynomial in one variable; then 
P(U) E 59( [w x iw ’ ) has for macroscopic aspect the classical function P(u). 
Now let us consider the particular case in which the function u is con- 
tinuous (rarefaction waves). We recall that in this case it has been observed 
that it coincides with the classical weak solution of u, + uu,=O (the 
symbol = being understood in the sense of a classical weak solution). 
More precisely, by “continuous” we mean the following property on the 
approximating sequence { uh,, } : 
Iu,(ih,nrh)-u,((i-l)h,nrh)l-+O when h 40 (PI 
for h = h,, m E RJ, uniformly in i E Z, n E fV (such that the points (ih, nrh) 
are in the region under consideration). Strictly speaking, property (P) is 
more than the mere continuity of the function u, but it corresponds well to 
those continuous solutions given from the numerical tests. 
THEOREM 2. In the case u is continuous (in the sense of property (P)) 
then the generalized function Ii satisfies the equation 
Ii,+ UU,~O in %(Iwxiw+) (B) 
(more precisely in the region of IF4 x R + in which (P) holds). In this case the 
classical function u is merely a weak solution of the classical equation 
u, + uu, = 0 (symbol = of classical analysis). 
Proof Let $ be a C” function on Rx R+ with compact support. 
Equation (4) means exactly that we have to prove that 
dR aR 
at + R dx 
1 
(E, x, t) . $(x, t) dx dt -+ 0 when s-+0. (B’) 
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This result follows from the properties of the scheme (formulas (1) and (2), 
Theorem 1, formula (4), and property (P)). Since it is rather technical, and 
exactly similar to the proof given in detail in [3; Sect. 3.21, we only sketch 
it; a detailed proof is given in [ 11. The discretization involved in u, and R, 
is conveniently represented by a figure as in [3; 2, Sect. 3.21. One evaluates 
separately the terms in the first member of (B’) corresponding to R. 
(llR/~Yx) and aR/at, respectively. Note that in our theory it is not really 
useful-although this could be done now, but not for Theorem 3 below-to 
perform the integration by parts, as automatically done in the classical 
method for weak solutions. Of course all integrals and summation are 
intended in a compact region of [w x R + since G has compact support. 
Setting $:’ = +((i - 4) E, (n - f) TE), one gets 
and, similarly, 
(5) 
(6) 
with c a constant independent of E. Putting together (5), (6), and using (2) 
we obtain at once 
with another constant c. Since the summation in (7) is linked to the 
support of $ one obtains 
5 c Il/:(ur + ’ - ul)(uy+ 1 - uy- ,) 6 rc max 1 ur+ , - u;.. , (. (8) 
I, n 1. n 
Property (P) means precisely that the second member in (8) tends to 0 
when E -+ 0, and so (7) implies (B’). In order to prove the last, classical 
formulation in Theorem 2 one has to prove that 
This follows at once from (B’)-after an integration by parts in (B’)-since 
R, + u in L,‘,, when E + 0 (dominated convergence theorem). 1 
Remark. Indeed Theorem 2 is only relevant to the classical concept of 
a weak solution, and the reader certainly would have preferred to expose 
the proof as usual. We prefer the above proof as a preparation for the non- 
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conservative case (Theorem 3): this kind of proof can be reproduced 
without modification in nonconservative cases. Relative to classical conser- 
vative proofs we introduce a smoothing procedure (the one given by (4)) 
in order to replace the approximating step functions given by the scheme 
by closely related approximating smooth functions (having the same limit 
in the classical sense). The important point is that then one can let the 
partial derivatives operate on the approximating smooth functions. 
Usually, i.e., when we are really in a nonconservative case (as in [3; 2, 
Sect. 3.2]), the bounds so obtained are not interpretable within the theory 
of distributions, but they can at once be interpreted in our theory of 
generalized functions. The relevance of this interpretation is proven by the 
various results obtained from it; see [2, Chap. 3; 61. 
Property (P) holds only in the case of rarefaction waves, and shock 
waves are observed from the scheme (1). In this case, the secdnd term in 
the first member of (7) plays a significant role. Before studying this, we 
need to state the definitions of some kind of “infinitesimal translations” in 
g([w”). Let GE 9([w) be given and let (E, x) -+ R(E, x) be a representative of 
G. We define the generalized function x -+ G(x + E) as the element of 9( 1w) 
which is the class of the map (E, X) + R(E, x + E) (obviously this last map 
is in the requested reservoir of representatives and its class in Y does not 
depend on the arbitrariness in the choice of R as representative of G). Note 
also that the map (E, X) + tz can be considered as the class of an infinitesimal 
constant, so that if we denote this infinitesimal constant by EC $(iw) then 
the product F; G is well defined for any GE 9( Iw). All this extends at once 
to the case GE Y(Q), .f2 a suitable open set of [w” (i.e., invariant under the 
kind of infinitesimal translations we consider). Note that, in classical 
analysis, every infinitesimal translation (like above) reduces to the identity 
map, and every infinitesimal constant reduces to the zero constant. Now we 
are ready to state Theorem 3. 
THEOREM 3. The generalized fiinction U E 9( [w x Iw+ ) satisfies the 
equation 
au 
x (4 t) + U(x, t) g (4 t) 
&.+y t+f). - X-f t-” +- x+” t-E 
aU ’ ’ { ?I: ( 2’ 2) E( 2’ 2)j. tE) 2 at
Remark 1. In the case of rarefaction waves then aU/at and au/ax are 
bounded in a natural sense in %(Iw x [w + ) (i.e., admit bounded repre- 
sentatives when E + 0). Thus, due to the factor E, the right hand side term 
above is associated with 0: one recovers Theorem 2. 
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Remark 2. In classical analysis the second term in Eq. (E) does not 
make sense: in the case of a shock wave it appears in the ambiguous form 
0 x 6*, where 6 is the Dirac function. 
Proof. Let II/ be an arbitrary C’” function on R x R + with compact 
support. Set 
J =a{( I‘ (E,XJ-cf$(~,x,t+~) 
E,\-+;,,-; 
x $(x, t) dx dt. (9) 
Then Theorem 3 amounts to prove that J, -+ 0 when E + 0. The proof is 
lengthy and cumbersome, similar to that given in detail in [3; 2, Sect. 3.21, 
as well as that of Theorem 2; so we omit all details (to be found in [ 11). 
For the term in (9) which contains (aR/& + R(dR/ax)) one uses (7). For 
the remainder of (9) one proves 
Ii/(x, t)dxdt 
and 
$(x,t)dxdt 
-c ~:(u~+‘-uu:)(u~+,-z4~) <C&. 
I, n 
From (7), (lo), and (11) one gets [J,/ dCE. fl 
(10) 
(11) 
5. APPLICATIONS OF THE CONVERGENCE RESULT 
Numerical attempts starting from the initial condition uO(x j = 1 if x < 0 
and z+,(x) = 0 if x > 0 show a shock wave propagating to the right without 
deformation, at a certain velocity u. Thus it can be written in the form 
U(x, t)= Y(-x+ut) (equality in U( [w x R + )), (12) 
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Y the Heaviside distribution (or, more objectively, Y is any element of 
9(R) with Y(X) = 0 if x < 0, Y(X) = 1 if I > 0, Y bounded in a natural 
sense, see [2]: one says that Y is a “Heaviside generalized function”). 
Putting (12) into Eq. (E) one obtains 
tlY’(-x+vt)-(YY’)(-X$c‘f) 
x~~(-x+~+~(r-~jj+~(-*-~+I-(r-~jjj. (13) 
From the theorem of dominated convergence and the definitions it follows 
at once that Y* z Y (a particular case in which the association is compatible 
with the multiplication) and thus Y6 z $5 (6 = Y’) by differentiation. Thus 
the left hand side member of (13) is associated with (u - $) 6( -x + ut). The 
evaluation of the second member of (13) is less obvious. Let us recall that 
if { Y,}, is a representative of Y, this second member is the class in 
9(RxR’) of the map 
(E,X, t)+ -;,r(-x+“(r+i:)) 
.{Y(-x+;+"(r-;j+Y+-;+"(r-;))}, (14) 
where we recall that, here, E is the space mesh size. 
As usual for nonconservative problems of shock waves, the microscopic 
profile of the shock plays an important role; see [7]. An approximate 
aspect of the functions Y, appears on the screen of the computer, since the 
observed shocks take place on three to five meshes. Decomposing the 
above function into its two terms, the first term is evaluated through the 
integrals ($ an arbitrary test function) 
K,= -;oJ Y:(-x+u(t+e))Y;; -x+~+u t-z ( & ( ~))~(x.r)&dr. 
Setting 
(E an upper index), 
one obtains 
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which tends to 
-;liIIJiDc(p)~’ p+2-y d/L/ 6(x-ot)$(x,t)dxdt 
( ’ 3 ) r,, 
(provided the limit in E exists). This means that the class of 
(E,.‘C, t)+ -; YL(-*Y+u(t+&)) Y; --1-+E+u t-" 
( ' 2 ( 2)) 
is associated with 
Finally, a similar study for the second term in (14) gives that (14) is 
associated with 
Coming back to (13) one obtains 
u- += -ruA(u) 
with 
(16) 
+ $ fFo 
s 
Q’(p) @” (p - $- $0) dp. (16’) 
Thus 
1 z 
u=l+rA(u) 
(16”) 
For given E (which represents the space mesh size), knowing the 
microscopic profile of the shock (which can be easily observed on the 
screen since the shock takes place on approximately five meshes), one can 
evaluate u; one gets 
0.42 < u < 0.45. 
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This is in complete agreement with the velocity effectively observed. This 
shows that the second member in (E) really produces, in case of shock 
waves, an important deviation from the solution of U, + UU, z 0. 
How can we profit from this kind of study to repair the above defect 
of the scheme (since we are interested--. in this model-in finding a weak 
solution of U, + UU, = O)? Some correction has to be performed on the 
numerical scheme. Such correction has been introduced in [ 11; in the case 
(My,, -u:‘- ,)(zq - u:’ ,) > 0 
the proposed corrected scheme is (compare with (2’)) 
u;.l + ’ - g 
+ 
u:‘+ u:’ ~, 24:’ -u:‘-, 
rh 2 ’ h 
= ,.2/.,2 ‘1“+;,“[“:+,T”‘~‘]’ 
+&2 :’ u ‘2”: , [u:+p ,l’,u:,::‘p,, ( 17) 
For this scheme on can prove stability properties similar to those in 
Theorem 1; from a more practical viewpoint one can content oneself with 
numerical evidence of its stability. Admitting these stability properties it is 
clear that one can reproduce proofs similar to those in Theorems 2 and 3: 
one gets obviously from (17) that the generalized function U obtained from 
the corrected scheme satisfies an equation of the form 
U, + UU, z r2E2Ut Uz. + r2C2UU~. (18) 
with certain infinitesimal translations omitted in the terms of the second 
member. A deeper study would be needed to obtain precisely these 
infinitesimal translations: indeed this is not useful since one can notice, 
from the evaluation of u at the beginning of this section, that the effect of 
these infinitesimal translations is to diminish the difference between the 
evaluated 1: and 0.5. Now one obtains from (18) and this remark that 
the expected velocity u of the shock wave for the corrected scheme (17) 
lies between 0.499 and 0.500, in complete agreement with the numerical 
observation. 
6. CONCLUSION 
One has been able to understand theoretically the deviation of the results 
obtained from the scheme (1) relative to the desired result (solution of 
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U, + UU, =O), and then to propose a correction which makes the new 
deviation insignificant. This method has been used, on an intuitive basis, 
for improvements of the Hull elastoplastic code ([8]: an industrial code 
used for numerical simulations of collisions for the design of armour and 
projectiles), see [ 11. 
Therefore, from the viewpoint of numerical analysis, this study exposes 
a guideline: instead of more empirical attempts, this guideline can allow 
(even in cases in which one has not been able to prove the rather deep 
stability properties in Theorem 1) for more efficiency in numerical research. 
From the viewpoint of pure mathematics, this study provides an enrich- 
ment of the theory of generalized functions in [2,4, 5,9] by pointing out 
its relevance and even deep involvement in practical problems encountered 
by numerical analysts working in industrial codes. This study amounts to 
(rigorous) manipulations of powers 6’, 6” of the Dirac delta function. 
A basic point is that the methods presented here, as well as those in 
[2, Chap. 3; 6, 71, are quite general and can be applied in many other 
circumstances in which physicists and engineers meet heuristic quantities 
such as Y6 (Y= Heaviside function), d2, &S’, etc. 
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