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As is known to all, light has wave-particle duality. Hereinto, diffraction and 
interference are two basic wave behaviors of light. Using these two phenomena, this 
dissertation reports innovation/techniques on several topics such as imaging, hologram 
and photolithography that are pivotal in today’s science and technology development. 
Both simulation and experimental work are included in this dissertation.  
The first topic is designing diffractive optics. Miniaturization of optical systems 
nowadays requires the replacement of bulk refractive optical elements by planar 
diffractive optics. Here, two kinds of diffractive lens are designed based on scalar 
diffraction theory. The first one is binary-phase-diffractive-lens (BPDL): by manipulating 
the phase of different zones, the focal spot size is 25% smaller than that of a conventional 
lens of the same numerical aperture. The second diffractive lens is the so-called 2D 
polychromat. By optimizing the grayscale height profile of a single 2D polychromat, 
broadband imaging is demonstrated over the entire visible and near-IR spectrum. 
Focusing efficiency as high as 96% is achieved both numerically and experimentally. 
Two-dimensional polychromat can also serve as an apochromatic lens for broadband 
focusing. An average focusing efficiency of 66.6% at 450nm, 538nm and 610nm is 
achieved with all three focal spots close to far-field diffraction limitation. Finally, 2D 
polychromat shows good performance on broadband hologram. Three images from the 
RGB channels of a pre-selected colored image are reconstructed on the same imaging 
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plane at 405nm, 532nm and 633nm by optimizing a single 2D polychromat; an average 
efficiency as high as 71% is achieved; when the device is illuminated with broadband 
spectrum, the preselected colored image is recovered. 
The second topic is optical lithography. In the experimental work of this topic, the 
reverse absorbance modulation optical lithography (reverse-AMOL) technique is 
developed, including selecting photoresist, preparing sample stack, building an 
interference lithography optical setup etc. Fabrication of features as small as 137nm is 
demonstrated. Simulation work of this topic refers to proposing a proximity-effect-
correction method for 3D single-photon photolithography. Grayscale dose given to each 
pixel within 3D space during a serial-writing single-photon lithography process is 
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1.1 Light Diffraction 
When encountered with an obstacle, aperture or slit, light wave deviates from its 
rectilinear path and is bent to the geometrical shadow of the obstacle. This ‘bending’ of 
light is an important phenomenon called diffraction [1, 2]. Its definition was given by 
Sommerfeld [3] as “any deviation of light rays from rectilinear paths which cannot be 
interpreted as reflection or refraction”. Diffraction happens with all waves, for example, 
electromagnetic waves including light waves, mechanical waves and quantum 
mechanical waves [1, 3]. In this dissertation, we only focus on diffractions of visible and 
near-infrared (NIR) light that lies in 400nm – 1000nm wavelength range.  
As one of the most important phenomena in optics, diffraction essentially roots in the 
wave property of light. Wave property and particle property (or wave-particle duality) are 
the most fundamental properties of light. As a pioneer of the wave theory of light, Dutch 
physicist Christiaan Huygens proposed that the wavefront of light is composed of a group 
of sources and each source emits a new spherical wavelet; the envelope of these 
secondary spherical wavelets forms the wavefront at a subsequent time. The amplitude of 
the subsequent wavefront is simply the sum of the amplitudes of these secondary 
wavelets. This is the well-known Huygens-Fresnel principle.  
The wave behavior of light/electromagnetic wave is fully described by Maxwell’s
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equations [1]:  
                                                                                               (1.1) 
Here, E = 	 (E%, E', E() is the electric field and H = (H%, H', H() is the magnetic field. 
These two quantities are used to describe the electromagnetic field, while the other two 
are used to describe the effect of the electromagnetic field on the matter: D is the electric 
displacement and B  is the magnetic induction. With the permeability 𝜀  and the 
permittivity 𝜇 of the medium in which light propagates, 𝐷 and 𝐵 can be expressed by: 𝐃 = 𝛆𝐄 𝐁 	= 𝛍𝐇                                                        (1.2) 
If the medium is linear, isotropic, homogeneous, and nondispersive, all the 
components of the electromagnetic field (E%, E', E(, H%, H', H()  will behave the same 
with each other. There is no coupling between these components. Their behavior satisfies 
a single scalar equation derived from Maxwell’s equations:  
                                               (1.3) 
Here, u  stands for any component of the electromagnetic field. In this way, we 
successfully simplify the complicated vector theory of diffraction to scalar diffraction 




oscillation frequency. This is also the simplest scenario of the scalar diffraction problem 
and exactly how light behaves in an ideal medium that is linear, isotropic, homogeneous 
and nondispersive. 
In reality, non-ideal medium or boundaries introduce coupling between E  and 𝐻 
components and instead the scalar diffraction theory won’t be an exact description but 
becomes an approximation instead. Fortunately, it was theoretically proven that scalar 
diffraction theory still works well as long as the diffracting structures are large compared 
to represent the screen and the observation plane, respectively. When the near field 
approximation is satisfied, which means: 
                              (1.6) 
Equation 1.5 will be reduced to Fresnel diffraction equation by applying Taylor 
expansion and neglecting high order terms: 
                (1.7) 
Equation 1.7 is considered to hold in the regime of Fresnel approximation. It is 
ubiquitous in calculating diffraction patterns with excellent accuracy. And in this work, 
we utilize this equation to model diffractive optics as well.  
 
1.2 Optical Lithography 
1.2.1 Lithography basics 
As the foundation of modern semiconductor industry [4], fabrication of integrated 
circuits (ICs) requires various physical and chemical processes. Optical lithography is the 




expensive one [5, 6, 7]. Simply speaking, optical lithography refers to patterning on 
substrate. Basically, optical lithography includes the following steps: cleaning the 
substrate (usually a silicon wafer), substrate preparation, applying photoresist (a 
photosensitive material), exposure and development, etching and photoresist removal. 
Specifically, the substrate is firstly cleaned to remove organic/inorganic contamination. 
Then it is further processed by applying an “adhesion promoter” on top of the surface to 
enhance adhesions between substrate and photoresist. The next step is to apply 
photoresist onto the substrate. Then the photoresist is exposed by direct light or by 
projected image of a photomask, which is illuminated by a light source; complicated 
chemical processes occur within the exposed photoresist area; afterwards the photoresist 
is developed in a chemical material (called developer) to form pattern on the photoresist. 
Photoresist can be divided into two categories: for positive photoresist, exposed regions 
are dissolved in developer while for negative photoresist, unexposed regions are 
dissolved in developer. After development, patterns formed on the photoresist can be 
transferred to the substrate by etching, ion implantation or other alternative processes. 
Pattern transfer is followed by removal of unneeded photoresist from the substrate. 
Finally, the patterned substrate is ready for next-step fabrication of ICs.  
Optical lithography essentially transfers patterns on photomask onto photoresist. In 
the early stage of optical lithography, photoresist was put directly underneath the 
photomask and there was no space or very little space (typically a 2-10um gap) between 
them, incident light transmits through photomask and directly illuminates photoresist. 
These are so-called contact (no space) and proximity (small gap) lithography. They suffer 




resolution (~µm) is limited to be the feature size of patterns on photomask. Later, they 
were replaced by projection lithography, nowadays the mainstream in the semiconductor 
industry. Instead of utilizing direct light, projection lithography employs the projected 
image after a certain distance of photomask to expose photoresist. In this way, photomask 
never contacts with photoresist. Therefore, a photomask can be reused plenty of times. 
Moreover, the projected image formed by the sophisticated imaging lens system between 
photomask and photoresist could be demagnified (usually ¼ smaller) compared with the 
original pattern on photomask. This remarkably reduces the pattern feature size that 
optical lithography can achieve.     
 
1.2.2 Resolution of photolithography 
The smallest feature size that can be printed is defined as the resolution of photo-
lithography. As mentioned above, projection lithography improves the lithography 
resolution by writing projected image. However, the resolution of projection lithography 𝑅  is determined by the far-field diffraction limitation of the projection lens imaging 
system. According to the Rayleigh criterion [6, 7], the resolution can be expressed by: 𝑅 ∝ ;<=                                                             (1.7) 
Here, 𝜆 is the wavelength of the exposure light and NA is the numerical aperture of 
projection imaging system. Based on equation 1.7, lithography resolution can be 
improved either by decreasing 𝜆  or by increasing 𝑁𝐴 . In fact, projection lithography 
progressed from the initial 436nm wavelength to 193nm wavelength and also from the 
initial NA=0.16 to 0.93 to now fabricate features under 100nm. Moreover, for example, 
electron-beam lithography (EBL) uses electrons to reduce λ  in equation 1.7 while 




to achieve higher resolution [7].   
 
1.3 Dissertation Outline 
This chapter briefly introduces the basics of scalar light diffraction especially basics 
and formulas for scalar diffraction theory and optical lithography. As mentioned earlier, 
this dissertation mainly focuses on three parts: diffraction optics design for various 
applications, proximity effect correction for 3D single-photon lithography and reversed 
Absorbance Modulation Optical Lithography (reversed AMOL). Chapter 2 gives details 
of the algorithms used for designing diffraction optics, including genetic algorithm (GA) 
and direct-binary-search (DBS) algorithm. The background and basics of AMOL is 
introduced as well. 
In Chapter 3, a nonlinear optimization method is exploited to design phase-only 
diffractive lens, or so-called binary-phase-diffractive-lens (BPDL) for super-focusing. It 
is modeled by scalar diffraction theory. A genetic algorithm is utilized to optimize the 
geometrical parameters (zone radii and zone height) of BPDLs. Bandwidth, defocus and 
fabrication error tolerance are numerically analyzed.  
Chapter 4 demonstrates the nonlinear optimizations for designing 2D grayscale 
(digital) diffractive optics or so-called 2D polychromat for various applications. 
Polychromat (1D and 2D) can be employed for many applications [8-11], for example, 
multibandgap photovoltaics, broadband imaging, hologram etc. In this chapter, only 
polychromat design for broadband imaging and broadband hologram applications are 
incorporated.  Surface topography of the 2D planar diffractive optic is optimized based 
on scalar diffraction theory and direct-binary-search algorithm. Imaging over the entire 




broadband hologram section illustrates the successful reconstruction of desired color 
image through fine optimizations of polychromat design.  
Chapters 5 and 6 turn the topic to optical lithography. Chapter 5 focuses on 
simulation work while Chapter 6 focuses on experimental work. In Chapter 5, a 
proximity effect correction method is proposed for 3D single-photon optical lithography. 
Three-dimensional micro-structures are assumed to be fabricated by serial-writing 
grayscale lithography technique. The exposure dose given to each pixel is optimized so 
that the error between fabricated structure and aimed structure is minimized. 
Optimizations are operated for several different 3D structures including a 3D woodpile 
structure, a 3D pyramid structure and a 3D inverted pyramid structure.  
Chapter 6 talks about the Absorbance Modulation Optical Lithography technique. 
This technique takes advantage of the quantum yield mismatch of the absorbance 
modulation layer (AML) in AMOL by reversing the illumination scheme. Fabrications of 
sub-200nm features using reversed AMOL at low light intensities are demonstrated. 
Samples of a carefully designed stack of multiple materials were explored. An 
interference lithography system combining two lasers of 325nm and 647nm wavelengths 
was built for reversed AMOL. There is an excellent agreement between experimental 
results and that predicted by finite-element-method simulation. 
Chapter 7 concludes the dissertation and discusses the future work that can be 
extended from the current study.  
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2.1 Diffractive Optical Elements 
Diffraction happens when light encounters an obstacle, for example, a slit, an aperture, 
which has a feature size that is close to light wavelength. Based on diffraction, people 
developed diffractive optical elements (DOEs, also called diffractive optics), which are 
widely applied in many areas such as imaging, sensing, telecommunication and so on. [1] 
Diffractive optics are thin and planar optical devices. They are composed of features that 
have a size close to light wavelength. When light travels through these features, 
diffraction happens. The surface structure of diffractive optics is delicately designed, so 
that amplitude and/or phase of light traveling through it is manipulated. Therefore, light 
field/intensity distribution after the diffractive optics will be determined. Depending on 
either superwavelength features involved or subwavelength features involved, the light 
field can be calculated by scalar-diffraction theory, which is briefly introduced in Chapter 
1, or by rigorous vector diffraction theory. [2] Design of diffractive optics in this 
dissertation is based on scalar-diffraction theory. Designing diffractive optics is 
essentially numerical optimization of its surface micro-nano structures. Design 
optimization algorithms include but are not limited to: iterative Fourier transform 




Refractive optical elements, however, are refraction-based optical elements. When 
light travels through refractive optical elements, refraction dominates while negligible 
diffraction happens. Light behavior after refractive optical elements are fully depicted by 
geometric optics. [3, 4] Refractive optical elements are usually bulky and cumbersome. 
Compared with refractive optical elements, diffractive optics are thin, planar and compact. 
And they perfectly fulfill the requirement for miniaturization of optical systems today. 
Moreover, compared with that of refractive optical elements, diffractive optics can 
generate more sophisticated light field after the device. Diffractive optics with sub-
wavelength features can also control the polarization state of diffracted light. All these 
cannot be achieved by refractive optical elements, making diffractive optics more and 
more important for various applications nowadays.  
Previous studies on diffractive optics mainly focus on designing diffractive optics for 
single-wavelength applications. [1] They cannot work with broadband incident light (for 
example, full visible band illumination) because of chromatic aberrations. Chromatic 
aberrations occur because of the dispersion property of optical element (lens) material. [5, 
6] Usually the refractive index of lens material increases with decreased wavelength. 
Take a focusing lens, for example: because of chromatic aberrations, different color light 
won’t be focused at exactly the same spatial position. Therefore, diffractive optics 
designed for single-wavelength won’t work well at other wavelengths or broadband. 
When this kind of diffractive optics are used for imaging, for example, chromatic 
aberration will lead to blurred images, highly reducing the imaging performance. 
Diffractive optics introduced in this dissertation will be designed for broadband 
applications, such as full-color holograms, chromatic-aberration-corrected broadband 
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focusing and broadband imaging. This kind of broadband diffractive optics are achieved 
by designing the device for multiple wavelengths and by increasing degrees of freedom 
used for device designing. Scalar diffraction theory and revised direct-binary-search 
algorithm are used for optimizing the broadband diffractive optics. The corresponding 
work is introduced in Chapter 4. Besides designing the broadband diffractive optics, we 
also designed another kind of diffractive optics: binary phase diffractive lens (BPDL). 
Here we proposed a nonlinear optimization method for designing BPDL with 
superfocusing performance. BPDL is designed for single-wavelength. This work is 
introduced in Chapter 3.        
    
2.2 Reverse Absorbance Modulation Optical Lithography  
As mentioned earlier, the resolution of photolithography is limited by far-field 
diffraction limitation. Besides reducing l or increasing NA to improve the resolution, a 
lot of alternative lithography techniques [7-11] have been reported to improve the 
resolution or to circumvent the far-field diffraction limitation. Absorbance Modulation 
Optical Lithography (AMOL) [10, 11] is the predecessor of our reversed AMOL work in 
this dissertation.  
In Absorbance Modulation Optical Lithography (AMOL), a photochromic layer is 
placed on top of conventional photoresist; the molecule composing the photochromic 
layer can interconvert between its two isomeric forms corresponding to “open” and 
“closed” states when illuminated by light at different wavelengths [10]. The sample stack 
is simultaneously exposed by both red and UV standing waves in which peaks of red 
light overlap with nodes of UV light and vice versa, as shown in Fig. 2.1. At the nodes of 
red light or UV peaks, molecules of photochromic layer convert to “closed” state, which 
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is transparent to UV light. The transmitted UV beam (can be in nanoscale) exposes the 
photoresist beneath to create patterns. On the other hand, at the nodes of UV light or red 
peaks, molecules absorb red light and convert to “open” state, which is opaque to UV 
light. Here, UV light cannot penetrate through the photochromic layer to arrive at the 
photoresist. In consequence, only UV light confined at the nodes of red standing wave 
can be used for nanopatterning. In this case, the feature size of the fabricated 
nanopatterns will be determined by how narrow the UV light is confined at the nodes to 
expose photoresist. Therefore, by increasing the ratio of red to UV light peak intensities, 
sub-diffractional nanofabrication can be achieved. In their work published in Science, [10] 
1D lines with minimum line width of 35nm were fabricated, which is only 1/10 of the 
exposure wavelength. Line space equals the period of red light standing wave, which can 
be tuned by changing Lloyd’s mirror angle in the Lloyd’s mirror interferometer used for 
generating red light standing wave. 
Generally, the name of the photochromic molecule utilized in AMOL is 1,2-bis(5,5′-
dimethyl-2,2’-bithiophen-yl) perfluorocyclopent-1-ene (BTE). Its isomeric structures 
(compounds 1o and 1c) and the corresponding optical absorption spectra are shown in 
Fig. 2.2 (a) and (b), respectively. With absorption of UV light (325nm), BTE molecules 
are excited from 1o to 1c (Fig. 2.2 (a)). Compound 1c is in closed state, which means it is 
transparent at UV wavelength (325nm) while opaque at the visible region (Fig. 2.2 (b)). 
The opposite process (1c to 1o) is excited by visible light absorption (Fig. 2.2 (a)). Here, 
compound 1o is in open state indicating that visible light can transmit while UV light 
(325nm) can’t.  
The photochromic layer plays an important role in AMOL. UV light excites BTE 
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molecules from open to closed state while red light excites BTE molecules from closed to 
open state. The quantum efficiency of UV light excitation is 0.24 while the red-light 
excitation is only 8.8X10-4. The great difference (273 times higher for UV light excitation) 
between the two quantum efficiencies leads to the fact that in order to successfully block 
the UV light from exposing the photoresist, red light intensity must be much higher than 
that of UV light. Another fact causing high red intensity is the relative low energy of red 
photon compared with that of UV photon. In AMOL experiments, the intensity of red 
light is typically 1000Wm-2. 
To reduce energy consumption and to utilize the photochromic property of BTE more 
wisely, a brand-new lithography technique called reverse absorbance modulation optical 
lithography (reverse AMOL) is developed and demonstrated in this dissertation. In 
reverse AMOL, a photochromic layer is placed on top of a red-light-sensitive photoresist. 
UV standing wave and red light plane wave is illuminated onto the sample 
simultaneously. The absorbance property of the photochromic layer is modulated. In the 
area of photochromic layer illuminated by peaks of UV standing wave, photochromic 
molecules are converted to be in closed state, which is opaque to red light. While in the 
area covered by nodes of UV standing wave, the photochromic layer is still transparent to 
red light. Therefore, only the red light confined by the nodes of the UV standing wave 
can travel through the photochromic layer and expose the photoresist beneath. The 
smallest feature size will be determined by how “narrow” the UV standing wave can 
confine the red light for exposure instead of by the far-field diffraction limitation of the 
red light. Here, UV light serves as the protection light while red light is the exposure light. 
As mentioned before, UV excitation is much faster than red excitation; also, the UV 
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photon has higher energy than the red photon, and thus we can expect that reverse AMOL 
requires much lower energy than AMOL. This is the motivation of developing the reverse 
AMOL technique. In Chapter 6 of this dissertation, details of the reverse AMOL 
technique, nanofabrication results as well as comparison between reverse AMOL and 
AMOL in terms of energy consumption will be demonstrated.    
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Figure 2.2. BTE molecule (a) Isomeric structures 1o and 1c of BTE molecule. (b) 
Optical absorbance spectra of BTE in the open and closed states [10] 
near field (4). The high spatial frequencies
present in the optical near field are evanescent,
and hence the recording medium needs to be
placed at a precisely controlled nanometric dis-
tance from the source of the optical near field
(5–7). By placing a prepatterned photomask in
intimate contact with the photoresist, the op-
tical near field may be recorded (8). In this
case, high resolution is achieved at the expense
of an inflexible and costly photomask and the
high probability of contamination of the con-
tacted surfaces. An alternative approach scans
one or many nanoscale tips in close proximity
to the sample (9). Precisely maintaining the
gap between the tip (or tips) and the sample is
problematic, especially when patterning over large
areas or with multiple near-field probes (10).
Plasmonic lenses can alleviate some of these
problems (11), but they still require gaps of
<100 nm and nanometric gap control (12, 13).
To overcome these limitations, we used a
thin photochromic film on top of the record-
ing photoresist layer. The molecules chosen to
comprise the film adopt two isomeric forms
that interconvert on respective absorptions of
light at ultraviolet (l1) and visible (l2) wave-
lengths (14). We simultaneously applied both
colors in an interference pattern that overlaps
peaks at l1 with nodes at l2. Absorption at
l1 generates the isomer transparent at that wave-
length, but regions exposed to l2 revert to the
initial isomer and continue to absorb at l1,
protecting the photoresist. Only at the l2 nodes
does a stable transparent aperture form (Fig.
1A) (15). Photons at l1 penetrate this aperture,
forming a nanoscale writing beam that can
pattern the underlying photoresist. The size of
the aperture decreases as the ratio of the in-
tensity at l2 with respect to that at l1 increases
(15, 16). This technique, which we refer to as
absorbance modulation, can therefore confine
light to spatial dimensions far smaller than the
wavelength.
Furthermore, because the photochromic mol-
ecules recover their initial opaque state, spatial
periods smaller than the incident wavelengths
can be achieved by repeated patterning (17). In
Fig. 1B, we plot the simulated full width at
half maximum (FWHM) of the transmitted
light at l1 as a function of the ratio of in-
tensities at the two wavelengths, illustrating
that the transmitted light is spatially confined
to dimensions far below the wavelength. In
other words, optical near fields are generated
without bringing a physical probe into close
proximity with the sample. In the past, we
used an interferometric setup to illuminate an
azobenzene polymer–based photochromic film
with a standing wave at l2 and uniform illumi-
nation at l1 (16). Although linewidths as small
as l1/4 were demonstrated, the thermal in-
stability of the azobenzene polymer as well as
the nonnegligible sensitivity of the underlying
photoresist to l2 prevented further scaling below
100 nm.
For optimum performance, it is essential
that the photochromic molecules are thermally
stable; otherwise, the size of the writing beam
becomes dependent on the absolute intensities
rather than their ratio alone. If the photochro-
mic molecule in the transparent state is ther-
mally unstable, then at low-l1 intensities the
thermal back-reaction overwhelms the forward
(opaque-to-transparent) reaction, essentially clos-
ing the aperture. The FWHM of the resulting
beam shows a minimum. This is illustrated in
Fig. 1B, in which the photochromic parame-
ters of 1,2-bis(5,5′-dimethyl-2,2’-bithiophen-yl)
perfluorocyclopent-1-ene (compound 1) (Fig.
1C) were assumed (18). A thermal rate constant
of 5 × 10−4 s−1 was assumed for the dashed
curve. The incident illumination is modeled as
standing waves with a period of 350 nm (l2 =
633 nm) and 170 nm (l1 = 325 nm). Both
curves were calculated by decreasing the peak
Fig. 1. The scheme of absorbance modulation. (A) The photochromic layer turns transparent upon
exposure to l1 and opaque upon exposure to l2. When illuminated with a node at l2 coincident
with a peak at l1, a subwavelength transparent region (or aperture) is formed through which
photons at l1 penetrate, forming a nanoscale optical writing beam. (B) FWHM of the intensity
distribution at l1 directly beneath the photochromic layer as a function of the ratio of the peak
intensities at the two wavelengths. When the photochromic molecules are thermally stable [the
thermal rate constant (k) = 0], the size of the writing beam decreases monotonically, far below the
wavelength. However, when a thermal instability is present (k = 5 × 10−4 s−1), the smallest beam
size is limited, as shown by the dashed line. (C) Structures of the open- and closed-ring isomers of
compound 1. (D) Absorbance spectra of compound 1 in the open and closed forms in hexane. e is
the decadic molar absorptivity.
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3.1 Genetic Algorithms 
Invented and developed by John Holland in the 1970s, genetic algorithm (GA), as its 
name implies, is extracted from natural selection processes. [1-3] As one of the 
evolutionary algorithms (EA), genetic algorithms are widely used for searching among 
enormous possibilities for high-quality solutions to complex problems.  
A typical GA method works in an iterative way and generally includes the following 
steps [3]: (1) start with a randomly generated population (initial population, candidate 
solutions to a problem), (2) evaluate the candidate solutions according to some fitness 
criteria (figure of merit, FOM), (3) evolve through three operators: selection, crossover 
and mutation, (4) back to step (2); iterations continue until the best candidate solution is 
good enough. Each iteration is called a generation in GA. The entire set of generations is 
called a run. Since the best solution after a run is sensitive to the randomly generated 
initial generation, usually several GA runs are executed with different initial generations 
and the best one among all the solutions is picked.  
Operator selection in GA equals survival of the fittest individual in the natural 
selection process. Based on the fitness criteria, the best candidate solutions (individuals) 
among the current population will be kept and the others will be discarded. Operator 
crossover equals the crossover of parents’ genes to generate offspring in the natural 
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selection process. In GA, crossover means selected individuals in the current population 
(based on some crossover possibility) exchange values of their partial (randomly picked) 
bit strings to generate next generations, which will be more possible to behave better in 
the next evaluation of fitness criteria. Operator mutation corresponds to generating 
genetic variations in offspring in natural selection process. It means a portion (according 
to certain mutation possibility) of bit strings of the newly generated individuals will be 
mutated randomly. Operator mutation ensures the diversity among the newly generated 
population. Finally, the newly generated population will replace the current population to 
continue the next iteration. When searching for solutions, GA works by searching among 
a population of solutions at a time rather than by searching for one solution at a time. 
This parallel population concept is the most remarkable property that distinguishes GA 
from other search algorithms.  
Because of the aforementioned properties, GA is well suited for solving 
nondeterministic optimization problems such as nonlinear problems. [4] Sometimes, we 
need the individuals in GA to evolve following some preset ‘rules’ instead of being 
totally random. These rules are what we called ‘constraints’. The problem will then be 
named a constrained problem. Of course, GA also works well for unconstrained 
optimization problems.  
In Chapter 3 of this dissertation, we applied genetic algorithm to optimize design of 
phase-only lens to achieve super-focusing. Here, GA was chosen because light 
propagation through free space after the lens, which is depicted by Fresnel-Kirchhoff 
formulation of the scalar-diffraction theory, is highly nonlinear. Zone radii and zone 
height of the lens compose individuals of each population during the GA optimization. 
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During the evolution of populations, the crossover possibility is zero, which means 
selected individuals in the current generation were first replicated to get ready for 
mutation. After randomly perturbing all the individuals, a new generation was formed 
and the current generation was replaced. Moreover, through the evolution process, 
physical constraints were applied to both zone radii and zone height.      
 
3.2 2D Diffractive Optic: 2D Polychromat 
This section introduces an important 2D diffractive optic, which we called 
polychromat. A schematic of polychromat is shown in Figure 3.1. Two kinds of 
polychromat are considered in Chapter 4. The only difference between the two is their 
shapes: one is square and the other is circular. Here, we will take square polychromat as 
an example to explain its the surface topography, interactions with light and fabrication 
method of the 2D polychromat. 
Two-dimensional polychromat is essentially a planar diffractive optical device. Light 
illuminates the polychromat and is diffracted, forming different patterns on the imaging 
plane. The 2D polychromat surface is discretized along the X and Y directions with the 
same grid width D along both directions. Therefore, a 2D polychromat surface is 
composed of many small squares. We call each of these squares a ‘pixel’. The size of 
each pixel is D2. Assuming that the total size of the polychromat is 𝐿C×𝐿E, then there will 
be 𝐿C×𝐿E/ΔH pixels all over the polychromat. Each pixel is assigned a height. Note that 
the heights here are in grayscale (digital), which vary from 0 to a maximum height. 
Assuming fixed pixel size, the value of maximum height is determined by the highest 
aspect ratio we can achieve in microfabrication. The number of levels, which means the 
number of grayscale heights between 0 and the maximum height, is decided by how 
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finely we can differentiate along Z direction in fabrication. Therefore, the height profile 
for polychromat is digital rather than continuous. The topography of the 2D polychrome 
is depicted by: [5] 
               (2.1) 
Here, h(x, y) is the height of pixel (x, y); m and n are indexes of pixel (x, y) along X 
and Y direction, respectively; ∆h is the step height: ∆h = hO/(NQRSRQ + 1), where hO is 
the maximum height and NQRSRQ is the number of levels; p(O,W) ∈ [0, NQRSRQ] defines the 
‘grayscale’ of the height at pixel (x, y) and must be an integer; rect  is the rectangle 
function; and ∆ is the pixel size along X and Y directions (assuming the same pixel size 
along two directions).  
Interaction between polychromat and incident light is essentially diffraction. The 
incident light field is denoted as 𝑔abbcd(𝑥, 𝑦, 𝜆). Assuming that the incident light is a 
uniform plane wave of normal incidence, then 𝑔abbcd 𝑥, 𝑦, 𝜆 = 1. Here, the wavelength 
of incident light is 𝜆 (typically within visible and NIR spectrum: 400nm—1000nm) and 
the incident wave vector is 𝑘 = 2𝜋/𝜆 . The transmission function of polychromat is 𝑇(𝑥, 𝑦, 𝜆), and the distance between polychromat and the imaging plane is d. Based on 
equation 1.7, the complex diffraction pattern on the imaging plane 𝑈(𝑥l, 𝑦l, 𝜆, 𝑑) can be 
written as:      
      (2.2) 
In this equation, only T(x, y, λ)  is unknown. In our current model, since the 
polychromat material (typically S1813 photoresist) has almost no absorption in visible or 
NIR spectrum, [5] only the phase manipulation is taken into account while amplitude 
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modulation is ignored. Therefore, the transmission function of the polychromat is 
expressed by: 𝑇 𝑥, 𝑦, 𝜆 = exp	(𝑖𝜑(𝑥, 𝑦, 𝜆))                                         (2.3) 𝜑(𝑥, 𝑦, 𝜆) represents the phase difference at wavelength 𝜆, which is introduced by the 
local height of the pixel (𝑥, 𝑦). With the refractive index of the polychromat material 
known, of which the real part is 𝑛(𝜆), 𝜑(𝑥, 𝑦, 𝜆) can be calculated in the following way: 
                                (2.4) 
As previously mentioned, the material for fabricating 2D polychromat is typically 
Shipley 1813 photoresist. Since the surface topography of polychromat is digital and 
grayscale, grayscale lithography technique [6] is the best way to fabricate it. Briefly, each 
pixel of the 2D polychromat is directly written by the laser head and then all the pixels 
across the 2D plane are scanned and exposed in the same way. More details of the 
polychromat fabrications can be found in [6-9].   
 
3.3 Direct-binary-search Algorithm 
As indicated in the last section, for a certain height profile of polychromat, optical 
complex field at the imaging plane can be calculated according to equations 2.2, 2.3 and 
2.4. Chapter 4 will further demonstrate that the design of 2D polychromat can be 
optimized by the direct-binary-search (DBS) algorithm for various applications that we 
are interested in. The following first subsection mainly introduces the working principle 
of the direct-binary-search algorithm and the second subsection focuses on the specific 





Figure 3.2. shows the flow chart of direct-binary search algorithm. Initially, a random 
solution for 2D polychromat is generated: a random grayscale height is given to each 
pixel all over the 2D polychromat. In each iteration, firstly a positive perturbation is 
added to a randomly picked pixel, and then the figure of merit (FOM) is evaluated. If the 
FOM is improved, the positive perturbation is kept. Otherwise it is discarded and a 
negative perturbation is added instead. Again, FOM is calculated. If it improves, then 
negative perturbation is kept, otherwise discarded. Next, another pixel is randomly picked 
and the same procedures above are followed. Here, no matter whether positive or 
negative perturbation is added, the height at each pixel must be confined by certain 
physical constraints. The current iteration continues until all pixels over the entire 2D 
space are traversed. And the new iteration starts with the updated 2D height profile. 
Iterations continue until termination condition(s) is/are satisfied. Output includes up-to-
date 2D height profile and the corresponding FOM. Since all the pixels need to be 
traversed in each iteration and computations must be conducted every time a perturbation 
is added, each iteration in direct-binary-search optimization usually takes a long time to 
finish. Therefore, DBS is considered a time-consuming algorithm. However, the 
advantage of DBS lies in the fact that it guarantees optimization converges and there’s no 
premature convergence problem. Moreover, DBS optimization usually converges to a 
plateau finally, which means that the optimized design is rendered insensitive to height 
perturbations. In other words, designs optimized by DBS constantly show more robust 
performance to fabrication errors than those optimized by alternative algorithms. An 
example of DBS optimization is plotted in Figure 3.3.      
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In Chapter 4, we applied direct-binary-algorithm to optimize the 2D polychromat 
design for different applications: broadband imaging, chromatic-aberration-corrected 
broadband focusing and broadband hologram. For broadband imaging and chromatic-
aberration-corrected broadband focusing, the figure of merit in DBS is the optical 
efficiency of the on-axis focal spot on the imaging plane. For broadband hologram, the 
figure of merit is defined as the efficiency of desired colored pattern formed on the 
imaging plane over the incident light intensity.  
 
3.3.2 Perturbation method 
The DBS optimization of polychromat is executed in a MATLAB programming 
environment. As mentioned above, the initial design of polychromat is randomly 
generated and the initial optical complex field at the imaging plane is calculated using 
Fourier transform in MATLAB; every time a perturbation is given to a pixel, the complex 
light field at the imaging plane must be updated. Here, if we also use Fourier transform to 
update the diffraction pattern, obviously, computation time for each iteration will be 
greatly prolonged, especially for large-size polychromat (a great many pixels). To reduce 
the computation burden and improve the computation efficiency of the DBS algorithm, a 
perturbation method for calculating diffraction pattern is given in this subsection, which 
successfully replaces the Fourier transform during DBS algorithm. 
When the local height of pixel (𝑥, 𝑦) is perturbed, the updated optical complex field 𝑈rst(𝑥l, 𝑦l, 𝜆, 𝑑)  can be treated as the current complex field 𝑈(𝑥l, 𝑦l, 𝜆, 𝑑)  plus a 
complex perturbation field 𝑈usvw(𝑥l, 𝑦l, 𝜆, 𝑑) , as shown in equation 2.5. Obviously, 𝑈usvw(𝑥l, 𝑦l, 𝜆, 𝑑) is caused by the phase change introduced by the height perturbation 




.      (2.5) 
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Figure 3.3. Example of the direct-binary-search algorithm




DIFFRACTIVE LENS DESIGN FOR OPTIMIZED FOCUSING1 
4.1 Abstract 
We utilized nonlinear optimization to design phase-only diffractive lenses that focus 
light to a spot whose width is smaller than that dictated by the far-field diffraction limit. 
Although scalar diffraction theory was utilized for the design, careful comparisons 
against rigorous finite-difference time-domain simulations confirm the super-focusing 
effect. We were able to design a lens with a focal spot-size that is 25% smaller than that 
formed by a conventional lens of the same numerical aperture. An optimization strategy 
that allows one to design such lenses is clearly explained. Furthermore, we performed 
careful simulations to elucidate the effects of fabrication errors and defocus on the 
performance of such optimized lenses. Since these lenses are thin, binary and planar, 
large uniform arrays could be readily fabricated enabling important applications in 
microscopy and lithography. 
 
 
                                                
 
1 Xiaowen Wan, Bing Shen and Rajesh Menon, “Diffractive lens design for optimized 







Diffractive optics generate complex electromagnetic fields by manipulating amplitude 
and phase of incident wave fronts [1]. Geometric configuration of the diffractive element 
can be specifically designed to achieve the desired intensity or phase patterns at the 
observation planes [2-4]. Conventional scalar diffraction theory can be applied to predict 
the field distribution with good accuracy [1]. Compared to a diffractive element that 
imposes amplitude modulation, a phase-only diffractive optic has the advantage of low 
loss and thereby, better photon throughput. This benefits applications that either require 
high power density, such as photolithography [5], or have a low photon budget, such as 
fluorescence microscopy [6]. Diffractive elements, which require only two levels of 
phase shifts (so-called binary diffractive optics), are significantly easier to fabricate. 
Although these optics suffer from inherent chromatic aberration [7], they are useful for 
single-wavelength applications. Usually, the phase shift is introduced by an optical path 
difference between alternate regions [2]. 
The zone plate is an exemplary device in the family of diffractive optical elements. 
Since its first demonstration by Soret in 1875 [8], it has been exploited for a variety of 
applications including multicolor confocal imaging [7], X-ray microscopy [9], super-
resolution data storage [10,11], parallel photolithography [12-14], conversion of focus 
spot profile of laser beams [15], focusing neutrons [16], millimeter-wave antenna [17], 
etc. In traditional projection photolithography [18,19] and confocal microscopy [20], 
multiple complex lenses are used to tightly focus the light into a diffraction-limited focal 
spot. Replacing bulky complex refractive optics by thin diffraction lenses can enable 





The zone plate is essentially comprised of a number of concentric ring-shaped zones. 
If the zones are made of absorbing material, one gets an amplitude zone plate. On the 
other hand, if the material is transparent, the optic is a phase zone plate. The conventional 
on-axis zone plate is circularly symmetrical, and can be fully described by the radii and 
the transmission function of the individual zones. In the past, parametric search methods 
have been applied to modify the conventional zone plate to reduce the width of the focal 
spot [10, 11]. Reductions of both the central spot size at focus and controlling of the side 
lobe intensity were achieved. Nevertheless, the results in Ref [10] are limited by the 
available degrees of freedom and the small field of view. Besides, multiphase elements in 
Refs [10,11] are not as easily fabricated and replicated as binary-phase counterparts. No 
analysis on chromatic aberration, defocus and fabrication error tolerance was given in 
Refs [10,11]. In this article, we extend this previous approach to lenses with many more 
binary zones, and utilize a new optimization strategy to achieve even smaller focal spots 
than before.  
Specifically, we present a binary-phase diffractive-lens (BPDL) design, which is 
capable of focusing light with minimized central spot size for moderate and high 
numerical apertures (NAs). In the following sections, the model of the diffractive optic 
and a nonlinear optimization approach are explained in detail. The best design 
demonstrates a spot-size defined as the full-width at half-maximum (FWHM) of 196nm 
(much smaller than the far-field diffraction limit of 244nm) at l = 400nm. We further 
compare our scalar diffraction simulations to finite-difference time-domain (FDTD) 
simulations. Finally, we perform a careful analysis of the impact of fabrication errors and 






The basic schematic of the proposed BPDL design is illustrated by a cross-sectional 
view in Fig. 3.1. Note that our lenses are rotationally symmetric. An incident plane wave 
is used so that amplitude is constant across the lens. Adjacent zones of concentric rings 
experience a relative phase shift, described by ψ = 2π z{ n − 1 , where h is the step 
height between neighboring zones, λ is the wavelength of incident light and n is the real 
part of the refractive index of the zone plate material at wavelength λ. In this case, both 
phase shift ψ (or equivalently, the zone height, h) and radii of the zones (r1, r2, … rM) are 
treated as design variables to be optimized. Note that planar fabrication processes can 
enable large-array, highly uniform fabrication of such phase-only diffractive optics in 
dielectric materials [21]. Also, photocurable nanoimprint lithography can be used to 
achieve mass production of high resolution BPDLs [22].  
In Fig. 3.1, ρ and ρ’ are the radial coordinates in the zone plate plane and the focal 
plane, respectively, z represents the direction of light propagation. The BPDL can be 























                                               (3.1) 
in which rm is the radius of the mth zone, m is a set of positive integers bounded by M. M 
is the total number of zones. The well-known Fresnel-Kirchhoff formulation of the 
scalar-diffraction theory is employed to model the propagation of light from the phase 
zone plate to the observation plane [1]. Note that this formula describes the diffraction 





reasonable accuracy, which is later validated by rigorous FDTD simulations [23]. Typical 
time for optimizing the BPDL is about 3h, which is much faster than that of full wave 
electromagnetic simulation. The intensity distribution in the plane of observation at 
distance, d along the optical axis is given by:  
Υ 𝜌l, 𝑧, 𝜆, 𝑟, ℎ = a; 𝜌𝑑𝜌 𝑑𝜙𝑇 𝜌, 𝑟, ℎ R% a H   	H   H (1 +
H   )
H
,      (3.2) 
 
In the past, a genetic algorithm [24,25] has been successfully deployed for optimizing 
phase zone plate to generate optical nulls without phase singularities [2]. The aim of our 
optimization, as stated previously, is to achieve a smaller focal spot compared to a normal 
zone plate. The cost function used for optimization is defined as: 
E r, h = 	−w ∙ Υ ρl, λ, r, h ρldρl + wH ∙ Υ ρl, λ, r, h ρldρl + w ∙ FWHM    (3.3) 
 
Equation 3.3 contains three terms, indicating contributions from total energy in the 
central region of the focal spot integrated from 0 to ρl , total energy in the peripheral 
region of the focal spot integrated from ρl  to ρHl  and the full-width at half-maximum 
(FWHM) of the focal spot, respectively. Since we expect to concentrate light in the focal 
spot with narrower width, the sign of each term is selected such that the cost function is 
minimized during optimization. And w ,	wH  and w  are positive weights for the three 
terms. Delicate balancing among these values is critical in achieving optimal results, 
which is discussed in subsection 3.5. In addition, physical constraints (Eq. 3.4-3.6) have 
to be imposed to ensure that the zones are retained in the correct order and that the width 





feature that can be patterned. We assume that electron-beam lithography (EBL) will be 
utilized to pattern nanometer-scale structures [21].  
𝑟u > 𝑟	∀	𝑀 ≥ 𝑝 > 𝑞 ≥ 1,						 𝑝, 𝑞 ∈ 𝐼	                                        (3.4)           𝑟u − 𝑟u > ∆	> 0	∀	𝑀 ≥ 𝑝 > 1,						𝑝 ∈ 𝐼                                     (3.5)                           𝑟 > 2∆                                                                                       (3.6) 
                           
Both height, h and radii, r1, r2, … rM of zones are optimization variables. Genetic 
algorithm is an ideal choice for solving the complex problem of free-space propagation 
dictated by a highly nonlinear function (Eq. 3.1) bounded by the cost function (Eq. 3.3)) 
and additional constraints (Eqs. 3.4-3.6). This is a mathematical abstraction of natural 
selection [24]. The algorithm begins with an initial population and continues in an 
iterative manner [24]. Perturbing a conventional binary-phase zone plate generates the 
initial population. The perturbations are chosen from a Gaussian distribution of zero 
mean and standard deviations 50λ and 15λ for the zone radii and the zone height, 
respectively. During each iteration, a new population is generated. Each individual within 
the population is evaluated in terms of the defined cost function, based on which they are 
ranked. The individuals in the next generation are selected based on the principle that the 
individuals with the lowest cost function values in the current generation are retained and 
the others are derived from adding random perturbations of the variables to the retained 
individuals. Both the number of individuals in the population (either 25 or 50) and the 
number of iterations (either 25 or 50) dictate the performance of the eventually optimized 
BPDL design. This impact is described in subsection 3.5. All perturbations are subject to 







Figure 3.2 shows the results of the best BPDL design optimized for minimized 
FWHM of the focal spot and high central spot intensity. The design wavelength is 
λ=400nm. The optimization strategy to reach this particular lens design is detailed in the 
following section where optimization parameters and steps are discussed. The grayscale 
plot in Fig. 3.2(a) visualizes the piecewise transmission function of lens after 50 
iterations. A series of concentric rings (or zones) with alternating phase shifts are obvious. 
It consists of 150 zones with outer radius of 57.4µm. The focal length of the designed 
lens is 40µm , corresponding to a numerical aperture, NA=0.8207. Specific design 
parameters (radii and zone height) are shown in Table 4.1. The minimum zone width, D, 
is 200nm, which can be readily fabricated by most EBL tools. Here, we assume that the 
diffractive lens is made of polymethylmethacrylate (PMMA), a widely used dielectric 
with excellent transparency and easy processes for patterning and replication. The index 
of refraction of PMMA at l=400nm is measured to be 1.51 by spectroscopic ellipsometry. 
The weighting factors, w , 	wH  and w  are chosen to emphasize each term during 
optimization. These are discussed in the next section. 
The normalized radial intensity distribution in the focal plane, also referred to as the 
point-spread-function (PSF) of the diffractive lens, is calculated by both scalar diffraction 
theory and the FDTD method. Here circularly polarized light is utilized in the FDTD 
simulation because the BPDL is rotationally symmetric. They are plotted together for 
comparison in Fig. 3.2(b). The PSFs derived from Eq. 3.2 and the FDTD simulation 
match quite well. Although only scalar theory is utilized during optimization, the FDTD 





based on the inset of Fig. 3.2(b). The FWHMs of the focal spots predicted by scalar 
theory and FDTD are 196nm and 194nm, respectively. This is smaller than the spot size 
of diffraction-limited Airy disk given by λ/2NA = 244nm [10]. The calculated normalized 
intensity distribution of the diffraction-limited focal spot (of a conventional phase zone 
plate of the same NA) is also plotted in Fig. 3.2(b). Although Ref [10] states that it is 
difficult to attain both tight focus and reduced side lobes at the same time by uniform 
phase shift in zone plate design, here we demonstrate that it is feasible to achieve this by 
expanding the degrees of optimization freedom and choosing the weighting factors 
judiciously. As can be seen in Fig. 3.2(b) (blue line), the intensity of the side lobes is less 
than 20% (10% calculated by FDTD) of that of the peak. This is comparable with results 
by multiphase diffractive superresolution element shown in Ref [10], although the 
FWHM shown here is much smaller. Also, the available field of view is significantly 
larger. As shown in Fig. 3.2(b), everywhere with ρ’ > 2λ is sufficiently suppressed. 
Moreover, our binary-phase device has much smaller dimensions compared to the one 
optimized in Ref [11], which has a diameter of about 5mm. This compactness may enable 
applications where array of zone plates is utilized for large-area lithography [12]. 
 
4.5 Optimization Strategy 
In this section, we describe how to select the optimization parameters in each step to 
ultimately reach the best lens design shown above. In order to understand this, we present 
a simpler BPDL design with just 40 zones. As aforementioned, both the number of 
individuals in each generation (or population size) and the maximum number of iterations 
(or the number of generations) are changeable. Additionally, the integration ranges (𝜌l  





To start with, we ignore the third term of FWHM in the cost function, while retaining the 
first and the second terms of power integration over focal and peripheral regions. In 
Table 4.2, we summarize the FWHMs of the calculated PSFs of different optimized 
BPDL designs by using various parameters. The ratios between the first and the second 
terms (w1 : w2) are 1:100 and 1:1000. We consider three different kinds of integration 
range 𝜌Hl  while 𝜌l  is fixed to be 0.1/NA: (1) 𝜌Hl=0.5l/NA; (2) 𝜌Hl= l/NA; (3) 𝜌Hl=2 l/NA. 
Several important conclusions can be extracted from Table 4.2. The larger the population 
size and the higher the number of generations, the smaller the FWHM. This is intuitive 
from the natural evolution point of view, since more perturbations offer more chances of 
improvements and more generations tend to evolve to stronger and more advanced 
individuals. Comparing each column of Table 4.2, it can be concluded that the smallest 
integration range of 𝜌Hl  leads to the tightest focusing. Finally, a moderate weighting factor 
ratio (1:100) may result in a better result than a more exaggerated ratio (1:1000). These 
analyses provide confidence that we can achieve lens design with optimal performance 
by having a population of 50 individuals, 50 generations, 𝜌l=0.1 l /NA,	𝜌Hl=0.5 l /NA, 
and w1:w2=1:100.  
In the first step above, all the other variables are adjusted for the best optimization 
results except that the number of zones is fixed to be 40. To further optimize the BPDL 
design, we increased the zone number to 80, 100, 120 and 150 with all the other variables 
above remaining at the best combination. That is, population size, generations and the w1 : 
w2 ratio are chosen to be 50, 50 and 1:100, respectively. While the integration range ρl  
and ρHl  are fixed to be 0.1l/NA and 0.5l/NA. Figure 3.3 plots the FWHM as a function of 





is 150, the FWHM of the calculated PSF is decreased to 0.49λ (196nm), which indicates 
a very tight BPDL focus compared to a zone plate. More generations could potentially 
lead to even better results. A 150-zone lens optimized after 75 generations (population 
size = 50) is demonstrated to have a FWHM of 0.46λ (184nm = 75% of 244nm).  
Note that the FWHM is not taken into account in the cost function yet. So now, as the 
third step, we show the results of two distinct scenarios: one is to further optimize the 
lens with the previously optimized design as initial population and the other is to 
optimize with the conventional zone plate as the initial population (the same as that in the 
two steps above). Here only the third term (FWHM) in the cost function is utilized (w1=0, 
w2=0, w3=1). All the other parameters are obtained from the best option in Table 4.2. The 
FWHM of the simulated PSFs is listed in Table 4.3. Compared to the best result in Table 
4.2, employing FWHM as the cost function is able to further improve the focusing 
performance of the lens (from 0.67λ to 0.62λ). On the contrary, we found that if only 
FWHM is used in the cost function from the very beginning, it is challenging to reach 
this design.  
Finally, cost-function modification and initial population modification are applied to 
check if any further improvement can be achieved based on the best optimization results 
in step two above (0.49λ). With optimized data as initial population in the genetic 
algorithm optimization, and with cost function modified to be FWHM, the final 
optimized value of FWHM is 0.4850λ. Therefore, when the zone number is increased to 
150, cost function modification and initial population modification do not provide much 






To summarize, we propose the following optimization strategy. First, execute 
optimization with the conventional zone plate as the basis for the initial population and 
with intensity integration terms in the cost function. Second, improve the best result from 
the first step by increasing the zone number of the BPDL with all the other variables 
remaining the same. Third, depending on the zone number of the BPDL, cost function 
modification (taking FWHM term only) and initial population modification may be used 
to further improve the focusing performance of the BPDL design. Combining both global 
and local search algorithms may provide even better solutions [11]. Multiphase elements 





Although the optimized BPDL is designed for single-wavelength operation, it is 
necessary to understand its spectral response, since, in practice, the light source may 
suffer from limited spectral coherence and peak wavelength instability.  Figure 3.4 shows 
the FWHM of the focal spots at different incident wavelengths from 394nm to 406nm, 
calculated by both scalar diffraction theory (blue solid line) and FDTD method (squares). 
The FWHM reaches its minimum at 400nm and becomes worse at both shorter and 
longer wavelengths. However, within this 12nm bandwidth, the FWHM is always lower 
than the diffraction limit of 244nm. Interestingly, between the wavelengths of 398nm and 
401nm, the variation of FWHM is below 1nm. This demonstrates its relatively good 
tolerance to potential instability of the light source. In addition, the scalar plot matches 





light intensity distributions from FDTD simulations are shown as insets in Fig. 3.4. 
 
4.6.2 Defocus 
The impact of defocus can be characterized by sweeping the observation plane 
through the focus of the BPDL. The FWHM at various defocus distances is plotted in Fig. 
3.5. Simulation results obtained by scalar diffraction and by FDTD are shown for 
comparison. Between –2.5λ and +1.5λ defocus, the FWHM is increased by only 8nm, 
which is 4% of the FWHM at the focal plane. Specifically, the spot size change can be 
limited to 1nm from –1λ to +0.25λ defocus.  This is somewhat better than the depth of 
focus given by scalar diffraction theory, l/NA2 ~1.49l. Note that the best results of the 
scalar and FDTD simulations locate at different defocuses. This can be due to the 
interpolation errors when determining the optimized FWHMs in both simulation methods 
and/or the uncertainty in determining the zero plane of the zone plate from which the 
focal length is calculated in the FDTD model. The insets in Fig. 3.5 show the focal spots 
at different defocus.  
 
4.6.3 Fabrication error tolerance 
The BPDL proposed here can be fabricated by traditional planar processes. Therefore, 
it becomes important to analyze the focusing performance of the lens under different 
fabrication errors. For simulation purposes, errors are introduced as perturbations to both 
zone radii, (r1, r2, … rM) and height, h. The perturbations are randomly generated from a 
normal distribution with zero mean and standard deviations of σr and σh for radii and 
height, respectively. To quantify the effect, Figure 3.6 shows the percentage change in 





standard deviations in radii and height lead to larger changes in FWHM. Nevertheless, 
even with σr = 0.35λ=140nm and σh = 0.04λ=16nm, it is possible to suppress the change 
in FWHM to less than 4% (or 0.04λ=16nm). It tends to be more robust than multiphase 
diffractive superresolution elements since only two phase states are incorporated. 
Moreover, fabrication error tolerance can readily be incorporated as part of the cost 
function when optimizing the diffractive lens design so that a more robust device may be 
obtained [2].  
 
4.7 Conclusion 
In this paper, we described a nonlinear optimization technique for designing binary-
phase diffractive lenses using scalar diffraction theory in conjunction with a genetic 
algorithm. With judiciously defined cost function and optimization strategy, we obtained 
a lens that is capable of subdiffraction-limited focusing (FWHM=196nm for λ=400nm 
and NA=0.8207). The result was validated by rigorous FDTD simulations. Further 
analyses show its robustness in terms of chromatic aberrations, defocus and fabrication 
errors. Such a superfocusing lens can be applied in optical lithography and microscopy. 
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Figure 4.1. Schematic of the BPDL and design methodology. The design variables are 
the radii of the zones, r1, r2, . . . , rM, and the height of the zones, h. Intensity distributions 
in the focal plane illustrate the design requirement for a BPDL with tight focusing at 
















Figure 4.2. Simulation results: (a) Transmission function of the optimized BPDL. NA = 
0.8207, focal length = 40µm. The other optimization parameters are described in the text. 
Within the aperture of the BPDL, the gray rings are phase shifted with respect to the 
white ones; their relative height difference, h, is 384nm. Outside the BPDL is opaque. (b) 
Radial intensity distributions of the optimized BPDL focal spot and the conventional 
zone plate focal spot (black solid line). Blue and red solid lines correspond to the 
simulation results calculated using the scalar method and the FDTD method, respectively. 






Figure 4.3. FWHM of the diffraction-limited focal spot (green solid line) and the focal 
spot generated by the optimized BPDL (blue solid line) versus a different number of 











Figure 4.4. FWHM of the PSF of the optimized BPDL at various illumination 
wavelengths, calculated by both scalar theory (blue solid line) and FDTD (MEEP) (red 
squares). The intensity patterns (by FDTD) at three wavelengths at the observation plane 







Figure 4.5. FWHMs of the optimized BPDL at various observation planes near focus, 
calculated using scalar theory (blue solid line) and using FDTD (red squares). The 







Figure 4.6. Percentage change in FWHM of the optimized BPDL under simulated 
fabrication errors. The error is simulated as random perturbations from normal 
















Table 4.1  
Radii and Height of the Zones in Units of λ	(λ = 400nm) 
h 0.9597 r34 60.8368 r68 89.2380 
r1 10.0797  r35 61.5956 r69 89.8504 
r2 12.0695 r36 62.6772 r70 90.5420 
r3 18.4904 r37 63.5222 r71 91.3399 
r4 19.1648 r38 64.4333 r72 92.2853 
r5 24.3048 r39 65.6052 r73 92.9537 
r6 26.5862 r40 66.2145 r74 93.5712 
r7 28.6980 r41 66.7698 r75 94.1637 
r8 30.1720 r42 67.4215 r76 94.9364 
r9 31.3693 r43 67.9440 r77 95.7130 
r10 33.0078 r44 69.6539 r78 96.5719 
r11 33.6092 r45 70.7615 r79 97.1983 
r12 35.1020 r46 71.4830 r80 97.8045 
r13 35.6962 r47 72.2704 r81 98.3555 
r14 36.8804 r48 73.2885 r82 98.8555 
r15 38.6879 r49 74.2822 r83 99.9170 
r16 39.9747 r50 74.7822 r84 100.9016 
r17 43.1657 r51 75.7164 r85 101.4902 
r18 44.1931  r52 76.7098 r86 102.3614 
r19 45.6668 r53 77.6211 r87 102.9500 
r20 46.7944 r54 78.3223 r88 103.5945 
r21 48.0975 r55 79.1194 r89 104.2601 
r22 48.8126 r56 79.8964 r90 105.0311 
r23 49.3126 r57 80.6487 r91 105.7210 
r24 50.1845 r58 81.6154 r92 106.2853 
r25 50.7066 r59 82.1791 r93 106.8638 
r26 51.6614 r60 83.0206 r94 107.5675 
r27 52.6360 r61 83.9554 r95 108.5673 
r28 53.6640 r62 84.7735 r96 109.0918 
r29 56.0704 r63 85.3034 r97 109.7822 
r30 56.7136 r64 86.3196 r98 110.5180 
r31 57.5843 r65 87.0068 r99 111.2237 
r32 58.8412 r66 87.8666 r100 111.9300 


















r102 113.1907 r119 124.3293 r136 135.0090 
r103 113.7388 r120 124.8784 r137 135.5091 
r104 114.3833 r121 125.4784 r138 136.1413 
r105 115.0669 r122 126.1632 r139 136.9486 
r106 115.8429 r123 126.6632 r140 137.5175 
r107 116.6045 r124 127.4819 r141 138.0176 
r108 117.1607 r125 128.1237 r142 138.5785 
r109 117.6607 r126 128.8671 r143 139.2747 
r110 118.3847 r127 129.4002 r144 139.8130 
r111 118.8847 r128 129.9002 r145 140.6156 
r112 119.6855 r129 130.6152 r146 141.2537 
r113 120.4629 r130 131.2793 r147 142.0038 
r114 121.0467 r131 131.8115 r148 142.5038 
r115 121.7310 r132 132.5869 r149 143.0303 
r116 122.3396 r133 133.0870  
r150 143.5803 
r117 122.9411 r134 133.8729   










ρHl = 0.5/NA ρHl  = 1/NA ρHl  = 2/NA 



































Table 4.3  
Effects of the Varied Cost Function and/or Initial Population on the FWHMs of the Focal 
Spot for Best-optimized BPDL Design in the First Step 
 Initial population calculated 
based on zone plate 
parameters 
Previous optimized data as 
initial population  






















DIFFRACTIVE LENS DESIGN FOR FOCUSING AND HOLOGRAM1,2 
5.1 High-NA Chromatic-aberration-corrected 
Diffractive Lens for Broadband Focusing 
5.1.1 Abstract 
Replacing bulky refractive lenses, a planar high-NA diffractive-lens is demonstrated 
to achieve apochromatic broadband focusing. For three-wavelength illumination (450nm, 
538nm and 610nm), an average focusing efficiency of 66.6% is achieved with far-field- 
diffraction limited focal spots.  
 
5.1.2 Introduction 
Chromatic aberration occurs due to the dispersion property of the lens material [1]. 
Generally, the refractive index of lens material decreases with increasing wavelengths. 
As a result, it is impossible for the lens to focus all wavelengths to the same spatial 
location (Fig. 5.1(a)). Chromatic aberration is an intrinsic property for almost all imaging
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systems. It deteriorates the performance of imaging systems. 
Several techniques have been reported to minimize chromatic aberration. Achromatic 
doublet and triplet [2,3] employ the idea that imaging lenses composed of materials with 
complementary dispersion properties exhibit fewer chromatic aberrations. However, this 
kind of lens system is complicated and cannot fulfill the requirement of miniaturization 
of optical systems. Recently, a planar metasurface device was reported for broadband 
achromatic focusing by manipulating locally induced wavelength-dependent phase shift 
[4]. However, this metasurface device requires sophisticated fabrication methods 
compared with that of diffractive optics. Also, the metasurface device is sensitive to 
polarization states of light. 
To overcome the challenges above, our group recently reported 1D planar chromatic-
aberration-corrected diffractive lenses (CACDL) for ultrabroadband focusing [5]. Four 
different CACDLs were designed, fabricated and characterized to demonstrate that 
CACDLs can focus over entire visible band (450nm-700nm) to a line, illustrating their 
super achromatic focusing properties. The numerical apertures (NAs) for the four lenses 
were 0.035, 0.166, 0.042 and 0.013, respectively.  
In this section, we firstly extend the 1D CACDL into 2D CACDL. Moreover, an NA 
of 0.2425 is picked, which is comparable with that of a commercial compact phone 
camera. The 2D CACDL is composed of uniform squares (pixels) along X and Y 
directions. The height of each pixel is quantized into multiple levels. The surface 
topography of the CACDL is optimized by scalar diffraction theory and direct-binary-
search (DBS) algorithm for apochromatic broadband focusing. Compared with 1D 







5.1.3 Working principles 
Two-dimensional CACDL is essentially a planar diffractive optic. It is made of 
transparent material (Shipley 1813 photoresist). The 2D CACDL surface is discretized to 
be many pixels along X and Y directions with the same pixel width D along both 
directions. Each pixel is assigned a grayscale height. Here, the pixel width D for both X 
and Y directions is 1.35um, for best optimization performance, and the maximum height 
on each pixel is 10um which includes 1001 uniformly spaced height levels.  
The surface topography of 2D CACDL is modeled by scalar diffraction formulation 
[6,7]. The lens is designed for three different wavelengths (450nm, 538nm, 610nm). Fig. 
5.1 (b) gives the schematic of the 2D CACDL. Light of 450nm, 538nm and 610nm 
wavelengths illuminate the device. They diffract and form their corresponding focal spots 
on the same imaging plane. This is so-called apochromatic lens. The complex diffracted 
field on the focal plane is the integral of the product of the incoming plane wave, the 
transmission modulation function of the 2D CACDL and the transfer function in the 
Fresnel domain. The transmission modulation function of the 2D CACDL is a sum of all 
the phase changes introduced by each pixel height. Because Shipley 1813 photoresist is 
transparent for 450nm, 538nm and 610nm wavelengths, only phase term is considered for 
the transmission function.  
The iterative DBS algorithm is used for CACDL optimizations [6,7]. It starts with an 
initial random design height profile of the lens. During each iteration, all pixels in the 2D 
plane are traversed. A positive or a negative perturbation is added to each pixel according 





conditions ensure the convergence of optimization. The figure of merit (FOM) is defined 
to be the averaged on-axis focusing efficiency of three wavelengths minus the root mean 
square of the differences of the three efficiencies. Two integer weights are added to 
balance these two terms.  
 
5.1.4 Apochromatic broadband focusing 
Fig. 5.2 gives the 2D height profile of the optimized 2D CACDL. An aperture with 
diameter D = 0.85mm is set to confine the incident light. The focal length of the 2D 
CACDL f is 1.7mm. 𝑁𝐴 = sin 𝑡𝑎𝑛 ¬H­ = 0.2425. Fig. 5.2(b) gives the magnified 
image of the center black square area (51X51 pixels, 69	𝜇𝑚 X69	𝜇𝑚) in Fig. 5.2(a), 
which indicates the gray scale topography of the lens surface.  
Simulated light intensity distributions (point-spread-functions, or PSFs for short) at 
the designed focal plane for three discrete wavelengths are illustrated in Fig. 5.3. Figures 
5.3(a, b, c), (d, e, f) and (g, h, i) are results for 450nm, 538nm and 610nm, respectively. 
Figs. 5.3(a, d, g), (b, e, h) and (c, f, i) give the focal spots in 2D plane, cross-sections 
along X and Y directions at the corresponding wavelengths. As demonstrated, for all 
three designed wavelengths, tight focal spots are formed on the same center position in 
the same focal plane. Therefore chromatic aberration is well corrected. Simulated 
efficiencies and full width at half maximum (FWHMs) for three wavelengths are given in 
Fig. 5.3. The efficiency of each focal spot is defined to be intensity integrated within 3 
times FWHM area over the total incident light power. FWHM for each focal spot is 
calculated based on their corresponding cross-section along the X direction (see Figs. 





538nm and 610nm, respectively. FWHMs of the focal spots along X direction for three 
wavelengths are 1.27µm,1.24µm and 1.25µm. Note that the far-field diffraction limited 
FWHM: at three wavelengths: 0.93µm, 1.11µm and 1.26µm are also included in Fig. 5.3. 
FWHM: is calculated by λ/2NA, where NA = 0.2425. As indicated, the simulated 
FWHMs are equal to or slightly larger than their individual far-field diffraction limitation. 
This reveals a significant advantage of the designed 2D high-NA CACDL: its 
apochromatic performance doesn’t happen at the expense of increasing the focal spot size. 
This is tremendously important for future chromatic-aberration-corrected imaging 
applications.  
 
5.1.5 Conclusion  
A 2D planar chromatic-aberration-corrected diffractive lenses (CACDL) is proposed, 
of which the surface is composed of discrete pixels with grayscale height for each pixel. 
The surface topography of the 2D CACDL is optimized for achieving chromatic-
aberration-corrected broadband focusing. For 450nm, 538nm and 610nm broadband 
illumination, an average focusing efficiency of 66.6% is achieved at the same focal plane. 
Moreover, FWHMs of three focal spots are equal to or slightly larger than their 
corresponding far-field diffraction limit. This reveals the potential of such 2D CACDLs 
for high-resolution apochromatic broadband imaging applications.  
 
5.2 Full-color, Large-area, Transmissive Holograms  
5.2.1 Abstract  
We show that multilevel diffractive microstructures can enable broadband, on-axis 





viewing angle. Compared to alternatives like metaholograms, diffractive holograms 
utilize much larger minimum features (>10µm), much smaller aspect ratios (<0.2) and 
thereby, can be fabricated in a single lithography step over relatively large areas 
(>30mmX30mm). We designed, fabricated and characterized holograms that encode 
various full-color images. Our devices demonstrate absolute transmission efficiencies 
of >86% across the visible spectrum from 405nm to 633nm (peak value of about 92%), 
and excellent color fidelity. Furthermore, these devices do not exhibit polarization 
dependence. Finally, we emphasize that our devices exhibit negligible absorption and 
hence are phase-only holograms with high diffraction efficiency.  
 
5.2.2 Introduction 
The word hologram originates from the Greek word, holos, which means whole [8]. 
In general, the whole refers to the ability to control phase and amplitude of a wavefront to 
create a desired intensity image projection. In conventional holography, this is achieved 
via the interference between two coherent beams, one containing the information about 
the scene and another a reference beam [9]. Digital holograms and computer-generated 
holograms have also been used extensively to achieve the same effect either via spatial-
light modulators [10] or using surface-relief structures [11]. Metasurfaces, which may be 
defined as 2D photonic devices whose unit cells are comprised of subwavelength 
structures, have recently been applied to holography [12-25]. These devices can engineer 
the amplitude, phase and polarization of light. The key functional difference between 
conventional holograms that utilize superwavelength features and metasurfaces is the fact 
that metasurfaces can manipulate vector properties of the electromagnetic wave, namely 





such as intensity images, then metasurfaces are not required. In fact, metasurface-based 
holograms require very complex fabrication due to the subwavelength constituent 
features. Furthermore, they suffer from polarization dependence and relatively small 
operating bandwidths. Previously, we have described numerical studies of broadband 
transmissive holograms with peak efficiency greater than 90% [26]. Here, we 
experimentally demonstrate high-efficiency, on-axis, transparent, full-color holograms 
using multilevel diffractive optics.  
Broadband diffractive optical elements using multilevel superwavelength features 
have been applied for spectrum-splitting and concentration in photovoltaics [27-29], and 
for super achromatic cylindrical lenses [30]. In this work, we extend the application of 
this concept to broadband computer-generated holography by designing, fabricating and 
characterizing a variety of holograms. We show that average transmission efficiencies of 
over 86% can be achieved experimentally for the visible spectrum (405nm to 633nm). 
Note that transmission efficiency is the figure of merit used to characterize holograms 
based on metasurfaces [24]. We further show that complex image projections with large 
viewing angles such as color photographs can be achieved. All our devices utilize a 
minimum feature size of 10µm or larger and can be readily manufactured using micro-
imprinting or embossing techniques, potentially over large areas, if desired [31].  
 
5.2.3 Design 
Each hologram is comprised of square pixels as shown in Fig. 5.4(a). Each pixel has a 
width, Δ, and the heights of the pixels can vary from 0 to a maximum height of H in steps 
of Δh. When illuminated with appropriate wavelengths of light, the hologram produces 





procedure based on the target design as described below. In this work, we used 3 
different target images: a color-encoded image, where each color produces a different 
image (overlapping in space), a Macbeth color-chart to showcase the range of colors, and 
finally, a color photograph of an outdoor scene. In the first design, our minimum feature 
size is 10µm and maximum pixel height is 2µm. In the 2nd design, the minimum feature 
size is 20µm and the maximum pixel height is 2µm, while for the 3rd design, the 
minimum feature size is 20µm and the maximum pixel height is 2.4µm. The large pixel 
widths ensure that these devices are polarization independent. In all cases, we designed 
the devices for 3 discrete wavelengths, 405nm, 532nm and 633nm. All the devices were 
designed using periodic boundary conditions. Other geometric and design parameters are 
fully described in the supplementary information.  
The holograms are designed using nonlinear optimization with the objective of 
maximizing a figure of a merit [26] defined as:  
 
where, η is the wavelength averaged diffraction efficiency, λ is the design wavelength, N 
is the number of design wavelengths, 𝐼±(;)is the target image pattern at wavelength λ , 𝑈(𝑝d,r) is the complex amplitude at the reconstruction plane diffracted by the hologram 
with height profile distribution 𝑝d,r, m and n are the pixel indexes, and P (λ) is the input 
power at wavelength λ . The objective of the optimization is to determine a height profile 
(𝑝d,r) so that the wavelength averaged diffraction efficiency is maximized.  
 
 
Fig. 1. (a) Schematic of hologram. (b) Designed height map of color-encoded hologram. Bottom Inset: 
Magnified view of 9X9 pixels of bottom left corner. (c) Magnified optical micrograph of a small portion of 
the device. Simulated images at (d) λ=633nm, (e) λ=532nm and (f) λ=415nm are shown. The 
corresponding experimental images reflecting of a white opaque screen are shown in (g)-(i), respectively. 
The simulated and measured diffraction efficiencies are noted in each image. 
The holograms are designed using nonlinear optimization with the objective of maximizing a figure of a 
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where, η is the wavelength averaged diffraction efficiency, λ  is the design wavelength, N  is the 
number of design wavelengths, ( )TI λ  is the target image pattern at wavelength λ ,  ,( )m nU p  is the 
complex amplitude at the reconstruction plane diffracted by the hologram with height profile 
dis ributio  ,m np , m an  n ar  the pixel indisces, and ( )inP λ  is the input power at wavelength λ . The 
objective of the optimization is to determine a height profile  ( ,m np ) so that the wavelength averaged 
diffraction efficiency is maximized.  
The holograms were fabricated using single-step grayscale lithography on a glass wafer spin coated with 
positive photoresist. In order to emulate the periodic boundary conditions used during design, the same 
design was repeated 3 times in the X direction and 3 times in the Y direction during fabrication. Details 
of the fabrication process are described in the supplementary information. For characterization, each 
hologram was illuminated by a collimated beam from a supercontinuum source with a tunable bandpass 
filter or from a white collimated backlight. The projected intensity images were captured either onto an 





5.2.4 Fabrication and characterization 
The holograms were fabricated using single-step grayscale lithography on a glass 
wafer spin coated with positive photoresist. In order to emulate the periodic boundary 
conditions used during design, the same design was repeated 3 times in the X direction 
and 3 times in the Y direction during fabrication. Details of the fabrication process are 
described in the supplementary information. For characterization, each hologram was 
illuminated by a collimated beam from a supercontinuum source with a tunable bandpass 
filter or from a white collimated backlight. The projected intensity images were captured 
either onto an image sensor (see Fig. S1) or projected onto a screen and photographed 
(see Fig. S2). A white translucent screen was used to capture on-axis images in 
transmission, while an opaque white screen was used to capture off-axis images in 
reflection. Further details of the imaging setup and characterization procedure are 
described in section 3 of the supplementary information.  
The diffraction efficiency (𝜂³a­­)was calculated as the power inside the outline of the 
target image divided by the total power inside the aperture of the hologram. This 
definition follows that used in ref [25] and we adopt this same metric during design. This 
metric was measured only for the simple images in the color-encoded hologram. For all 
holograms, we also measured the transmission efficiency (𝜂wv´rµ ) as described later. 
Details of the efficiency measurements are included in the supplementary information.  
 
5.2.5 Results and discussion 
The target images for the color-encoded hologram are the letters “R”, “G” and “B” at 
λ=633nm, 532nm and 405nm, respectively. The designed pixel-height distribution is 





shown in Fig. 5.4(c). We measured the pixel heights of the fabricated device and 
estimated the average error as only 46nm (see section 5 of the supplementary 
information). Although the blue wavelength used for design was 405nm, we had to use 
415nm during the experiments, since that was the lowest wavelength with sufficient 
power accessible with our supercontinuum source. Furthermore, the quantum efficiency 
of the image sensor is low at 405nm. The simulated image at 405nm is included in the 
supplementary information (Fig. S4). The simulated images at λ=633nm, 532nm and 
415nm are shown in Figs. 5.4(d)-(f), respectively. Photographs of the corresponding 
images reflected off an opaque white screen are shown in Figs. 5.4(g)-(i) (see Fig. S2(b) 
for setup). The illumination bandwidth in each case was 10nm. Corresponding images 
were also captured directly onto an image sensor (Fig. S6 and setup in Fig. S1) and the 
diffraction efficiencies were computed from these images. There is good qualitative 
agreement between the measured and simulated images. The measured average 
diffraction efficiencies are lower than expected (61% in experiments vs. 74% in 
simulations). The discrepancy can be partly attributed to imperfect collimation of the 
incident light, which also accounts for blurring of the image edges compared to the 
simulations. We also performed a careful experimental analysis of the spectral response 
of this hologram and described the results in Fig. S7. These images clearly show the 
transitions between the images at wavelengths intermediate to the design wavelengths.  
The second device we designed had a target image of a portion of the Macbeth color 
chart. The design pixel-height distribution is shown in Fig. 5.5(a) and an optical 
micrograph of a small portion of the fabricated device is shown in Fig. 5.5(b). The target 





translucent white screen (see Fig. S2(a) for details) are shown in Figs. 5.5(c), (d), and (e), 
respectively. The dashed white lines in Fig. 5.5(e) demarcate one period of the image. 
Figure 5.5(f) shows the photograph of the image projected onto an opaque white screen 
(see Fig. S2(b) for details). Note that the photograph was taken at an oblique viewing 
angle illustrating that the image quality is maintained for a large range of viewing angles. 
Photographs taken at many other viewing angles are also shown in Fig. S10. Full white 
spectrum from the supercontinuum source (Fig. S3 blue curve) was used as illumination 
in both cases. The simulated diffraction efficiencies (from equation 1) for this device 
were 64%, 53% and 65% at λ=633nm, 532nm and 405nm, respectively. The color range 
of the Macbeth chart is reproduced reasonably well considering that the design was 
performed only for 3 discrete wavelengths. Using more wavelengths during design will 
increase the color-reproduction accuracy.  
The third device encodes a color photograph and its pixel-height distribution is shown 
in Fig. 5.6(a). An optical micrograph of a portion of the fabricated device is shown in Fig. 
5.6(b). The simulated diffraction efficiencies were 77%, 85% and 86% for λ=633nm, 
532nm and 405nm, respectively. The target image, the simulated image and a photograph 
of 3 X 3 periods of the projected image reflected off an opaque white screen are shown in 
Figs. 5.6(c), (d) and (e), respectively. Note that the photograph indicates good color 
reproduction even at an oblique viewing angle. Photographs at many more viewing 
angles are shown in Fig. S11. In order to increase the resolution of the projected image, 
we also designed and fabricated another device containing 1500 X 1500 pixels (Fig. S9). 
To reduce fabrication time, only one period of this device was fabricated and 





is shown in Fig. 5.6(f). A photograph of this single-period hologram is shown in Fig. 
5.6(g). This result coupled with the simulated image of a single-period hologram (Fig. S9) 
confirms that periodic boundary conditions are not a limitation of our design method. In 
all cases in Fig. 5.6, the devices were illuminated with the white collimated backlight.  
We also measured the transmission efficiency of our devices. Note that transmission 
efficiency was used earlier as a figure of merit for metalens-based holograms [24]. First, 
an aperture of the same size as one period of the hologram was placed directly in front of 
the hologram (see Fig. S8). The absolute transmission efficiency was defined as the ratio 
of the power transmitted through the hologram to that incident on the hologram. We also 
measured the relative transmission efficiency, which is defined as the ratio of the power 
transmitted through the hologram to that transmitted through an unpatterned region. The 
results, as a function of illumination wavelength, are plotted in Fig. 5.7 (dashed lines 
show absolute values, while solid lines show relative values). The illumination was the 
supercontinuum source coupled to a tunable filter. A bandwidth of 10nm was used for 
each wavelength sample for the transmission-efficiency measurements. The average 
absolute transmission efficiencies (from 405nm to 633nm) are 87%, 87% and 86% for the 
color-encoded hologram, the photograph hologram and the Macbeth hologram, 
respectively. Some of the relative efficiencies are higher than 100% indicating that the 
hologram pattern acts as an antireflection coating (right inset in Fig. 5.7). It is useful to 
note that the absolute transmission efficiencies can be even higher by applying a properly 








In conclusion, we show that broadband transmissive holograms can be enabled by 
multilevel diffractive optics, which are much simpler to fabricate and offer polarization 
independence than when compared to alternatives such as those based upon metasurfaces. 
This is another example of an application where diffractive optics are sufficient when 
manipulating scalar properties of the electromagnetic field (intensity in this case). Multi-
level diffractive optics can be readily manufactured at low cost via embossing techniques 
[24] that have been used to create surface-relief-based Bragg holograms. However, unlike 
Bragg holograms, multilevel diffractive holograms can be transmissive and create images 
that are relatively invariant with viewing angle. We note that there has been significant 
progress in the design methods of color computer-generated holograms (CGHs) using 
techniques like depth division and space division to multiplex the images at different 
wavelengths [32-34]. However, experimental demonstration of such devices often utilize 
spatial-light modulators and therefore are constrained by the associated space-bandwidth 
product. Furthermore, these require relatively narrowband sources such as lasers or light-
emitting diodes. Broadband white sources have been used for certain color CGHs, 
however these suffer from significant chromatic aberations especially at higher 
resolutions.  
 
5.2.7 Supplementary information 
The holograms are pixelated in X and Y directions. The height of each pixel is 
quantized into multiple levels. Different parameters have been used for the three 
hologram designs. These are summarized in Table S1. The simulated diffraction 





Direct laser-write lithography [35] was used to fabricate the holograms in a single 
lithography step using the grayscale mode. Shipley 1813 photoresist [36] was spin coated 
on RCA cleaned 2” D263 glass wafers at 1000 rpm. The samples were then baked in an 
oven at 110 degrees C for 30 minutes. The hologram designs were written on the samples 
using Heidelberg Micro Pattern Generator 101 tool [37] and developed in AZ 1:1 
solution [38] for 1 minute 30 seconds. A calibration step was performed on a separate 
sample (prepared with the same process conditions) before fabricating the holograms. 
The goal of calibration step was to determine the exposed depths at a particular gray scale 
level. Details of the calibration have been discussed elsewhere [27].  
We used 3 different methods to characterize the holograms. A color sensor (DFM 
22BUCO3-ML, Imaging Source) [39] was placed at the reconstruction plane of the 
hologram to record the image as shown in Fig. S1. Secondly, we projected the image onto 
a translucent white screen and photographed the image from behind but on-axis as 
illustrated in Fig. S2 (a). Thirdly, we also simply projected the image onto a white screen 
and photographed the reflected image (Fig. S2 (b)). We used two different illumination 
sources. One was collimated and expanded beam from SuperK VARIA filter [40] which 
in turn connected to SuperK EXTREME EXW-6 source [41] while the other was a white 
collimated backlight. In the case of the color-encoded hologram, the device was 
illuminated with the three wavelengths from the SuperK (415 nm, 532 nm, 633 nm with 
10 nm bandwidth) one by one and corresponding reconstructed images were captured 
with the setup shown in Fig. S1. These images are shown in Fig. S6 and S7. The images 
were also projected onto a white screen and photographed using the setup shown in Fig. 





nm because of the low quantum efficiency of the color sensor at this wavelength and due 
to the low power from our source at 405nm. In the case of the Macbeth color-chart and 
the photograph holograms, the reconstructed images were captured using the setups 
shown in Fig. S2. The image shown in Fig. 2(e) was taken using the setup shown in Fig. 
S2(a) while those in Figs. 2(f), 3(e) and 3(f) were taken with the setup shown in Fig. 
S2(b). The illumination source was SuperK (405nm-633nm) for the images in Figs. 2(e) 
and 2(f) and collimated white backlight for those Figs. 3(e) and 3(f). More details about 
the source spectra are described in the next section.  
As describe in the last section, we used two types of illumination for the holograms. 
The first used a supercontinuum source (NKT Photonics) coupled with a tunable filter 
(Varia from NKT Photonics), which allows us to create spatially coherent light, whose 
central wavelength and bandwidth can be selected. We performed narrowband 
illumination to characterize the color-encoded holograms as described in the main text. 
For all other holograms, we used the full visible spectrum, and the measured incident 
spectrum from this source is shown in Fig. S3 (blue curve).  
The second source we used was a collimated white backlight placed about 2m away 
from the hologram to ensure that the illumination was collimated. The incident spectrum 
of this source is shown in Fig. S3 (red curve).  
The color-encoded hologram was designed for λ=405nm, 532nm, 633nm. Due to the 
low quantum efficiency of the color sensor, illumination wavelength was set to 415nm 
instead of and this result was shown in the main text. The simulated image at the design 
wavelength in blue, λ=405nm is shown in Fig. S4. The difference is minimal between 





The pixel heights of the fabricated color-encoded hologram were measured using a 
stylus profilometer. Five pixel rows were measured for simplicity. The results along with 
the design values are summarized in Fig. S5. From these data, we estimated an average 
error in pixel height of 46nm and a standard deviation of 33nm.  
In case of the color-encoded hologram, the diffraction efficiencies were determined 
from the images captured on the color image sensor. The captured images are shown in 
Fig. S6 below.  
The holograms were designed for three discrete wavelengths: 405nm, 532nm and 
633nm. To investigate the spectral response of the hologram designs, the holograms were 
illuminated at 14 different wavelengths with 10nm bandwidth. Here, the response of only 
the color-encoded hologram is presented. The setup shown in Fig. S1 was used for this 
purpose. For each illumination wavelength, corresponding reconstructed image was 
captured by the color sensor. In each case, a dark image was also recorded and subtracted 
from the reconstructed images. These raw images were then normalized and converted 
into gray scale images. Both the raw and grayscale images are presented in Fig. S7.  
An aperture with dimension equal to one period of the hologram design was placed in 
front of it (see Fig. S8). A power meter (PM 100A-S130C sensor, Thorlabs) was used to 
measure the power of the transmitted beam through the hologram pattern, unpatterned 
photoresist and aperture. Absolute transmission efficiency was then calculated by taking 
the ratio of the power through the hologram pattern and power through the aperture. 
Ratio of the power through the hologram pattern and unpatterned photoresist was used to 
calculate the relative transmission efficiency.  





the ratio of the intensity integrated over the letters to the intensity over one period was 
calculated from the images captured by the sensor. Corresponding dark images were 
subtracted in each case.  
As described in the main text, we also designed a high-resolution hologram that 
projects a photographic image. In this case, we used 1500 X 1500 pixels for one period. 
The distance between hologram and the image was 1m. The designed height distribution 
of this device is shown in Fig. S9(a) and 50 X 50 pixels in the top left corner are shown 
in Fig. S9(b). The simulated image is shown in Fig. S9(c). A photograph of the fabricated 
device is shown in Fig. S9(d).  
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Figure 5.1. Schematic of (a) chromatic aberrations of a single bi-convex refractive lens, 
(b) 2D chromatic-aberration-corrected diffractive lens (cross-sectional view) for 
broadband focusing.  
improved or not. Termination conditions ensure the convergence of optimization. The figure of merit (FOM) is 
defined to be the averaged on-axis focusing efficiency of three wavelengths minus the root mean square of the 
differences of the three efficiencies. Two integer weights are added to balance these two terms.     
 
Figure 1: Schematic of (a) chromatic aberrations of a single bi-convex refractive lens, (b) 2D chromatic-aberration-
corrected diffractive lens (cross-sectional view) for broadband focusing.  
 
3.  Apochromatic broadband focusing  
Fig. 2 gives the 2D height profile of the optimized 2D CACDL. An aperture with diameter D = 0.85mm is set to 
confine the incident light. The focal length of the 2D CACDL f is 1.7mm. !" = sin '()*+ ,-. = 0.2425. 
Fig. 2(b) gives the magnified image of the center black square area (51X51 pixels, 6945X6945) in Fig. 2(a), 
which indicates the gray scale topography of the lens surface.  
 
Figure 2: (a) Height profile of the high NA 2D planar chromatic-aberration-corrected diffractive lens for broadband 
focusing. (b) Magnified image of the area within the black square (51X51 pixels, 69umX69um) in (a) 
 
Simulated light intensity distributions (point-spread-functions, or PSFs for short) at the designed focal plane 
for three discrete wavelengths are illustrated in Fig. 3. Figures 3(a, b, c), (d, e, f) and (g, h, i) are results for 
450nm, 538nm and 610nm respectively. Hereinto, Figs. 3(a, d, g), (b, e, h) and (c, f, i) give the focal spots in 2D 
plane, cross-sections along X and Y directions at the corresponding wavelengths. As demonstrated, for all three 
designed wavelengths, tight focal spots are formed on the same center position in the same focal plane, therefore 
chromatic aberration is well corrected. Simulated efficiencies and full width at half maximum (FWHMs) for 
three wavelengths are given in Fig. 3. The efficiency of each focal spot is defined to be intensity integrated 
within 3 times FWHM area over the total incident light power. FWHM for each focal spot is calculated based on 
their corresponding cross-section along X direction (see Figs. 3(b, e, h)). Efficiencies of 70.24 %, 67.16 % and 
62.43 % are achieved for 450nm, 538nm and 610nm, respectively. FWHMs of the focal spots along X direction 
for three wavelengths are 1.27µm,1.24µm and 1.25µm. Note that the far-field diffraction limited FWHM: at 
three wavelengths: 0.93µm, 1.11µm and 1.26µm are also included in Fig. 3. FWHM: is calculated by λ/2NA, 
where NA = 0.2425. As indicated, the simulated FWHMs are equal to or slightly larger than their individual far-
field diffraction limitation. This reveals a significant advantage of the designed 2D high-NA CACDL: its 
apochromatic performance doesn’t happen at the expense of increasing the focal spot size. This is tremendously 






Figure 5.2. Results: (a) Height profile of the high NA ultrathin flat lens for broadband 







Figure 5.3. Light intensity distribution at focus (or point-spread function) for the ultra-
thin flat lens: (a, b, c) are the results for 450nm; (d, e, f) are the results for 538nm and (g, 
h, i) are the results for 610nm. (a), (d) and (g) are simulated focal spots for corresponding 
wavelengths; (b, e, h) and (c, f, i) are cross-sections through focal spot in (c) X and (d) Y 
directions for corresponding wavelengths. Optical efficiencies, FWHM and far-field 








Figure 5.4. Full-color hologram: (a) Schematic of hologram. (b) Designed height map of 
color-encoded hologram. Bottom Inset: Magnified view of 9X9 pixels of bottom left 
corner. (c) Magnified optical micrograph of a small portion of the device. Simulated 
images at (d) λ=633nm, (e) λ=532nm and (f) λ=415nm are shown. The corresponding 
experimental images reflecting of a white opaque screen are shown in (g)-(i), respectively. 









Fig. 1. (a) Schematic of hologram. (b) Designed height map of color-encoded hologram. Bottom Inset: 
Magnified view of 9X9 pixels f bottom left corn r. (c) Magnified optical micrograph of a small portion of 
the device. Simulated i ages at (d) λ=633nm, (e) λ=532nm and (f) λ=415nm are shown. The 
corresponding experimental images reflecting of a white opaque screen are shown in (g)-(i), respectively. 
The simulated and measured diffraction efficiencies are noted in each image. 
The holograms are designed using nonlinear optimization with the objective of maximizing a figure of a 









ሺഊሻ , (1) 
where, η is the wavelength averaged diffraction efficiency, λ  is the design wavelength, N  is the 
number of design wavelengths, ( )TI λ  is the target image pattern at wavelength λ ,  ,( )m nU p  is the 
complex amplitude at the reconstruction plane diffracted by the hologram with height profile 
distribution ,m np , m and n are the pixel indisces, and ( )inP λ  is the input power at wavelength λ . The 
objective of the optimization is to determine a height profile  ( ,m np ) so that the wavelength averaged 
diffraction efficiency is maximized.  
The holograms were fabricated using single-step grayscale lithography on a glass wafer spin coated with 
positive photoresist. In order to emulate the periodic boundary conditions used during design, the same 
design was repeated 3 times in the X direction and 3 times in the Y direction during fabrication. Details 
of the fabrication process are described in the supplementary information. For characterization, each 
hologram was illuminated by a collimated beam from a supercontinuum source with a tunable bandpass 
filter or from a white collimated backlight. The projected intensity images were captured either onto an 






Figure 5.5. Hologram encoding a Macbeth color chart. (a) Design height map of the 
hologram. (b) Optical micrograph of a portion of the hologram. (c) Target image of the 
Macbeth chart. (d) Simulated image created by the hologram, when it is illuminated by 
the design wavelengths. (e) Photograph of the image on a white translucent screen taken 
in transmission at normal viewing angle. (f) Photograph of the image reflected of a white 
opaque screen taken at an oblique viewing angle. Illumination is full white spectrum from 








Fig. 2. Hologram encoding a Macbeth color chart. (a) Design height map of the hologram. (b) Optical 
micrograph of a portion of the hologram. (c) Target image of the Macbeth chart. (d) Simulated image 
created by the hologr m, when it is illuminated by the design wavelen ths. (e) Photog aph of the image 
on a white translucent screen taken in transmission at normal viewing angle. (f) Photograph of the 
image reflected of a white opaque screen taken at an oblique viewing angle. Illumination is full white 
spectrum from super-continuum source for both (e) and (f). 
The third device encodes a color photograph and its pixel-height distribution is shown in Fig. 3(a). An 
optical micrograph of a portion of the fabricated device is shown in Fig. 3(b). The simulated diffraction 
efficiencies were 77%, 85% and 86% for λ=633nm, 532nm and 405nm, respectively. The target image, 
the simulated image and a photograph of 3 X 3 periods of the projected image reflected off an opaque 
white screen are shown in Figs. 3(c), (d) and (e), respectively. Note that the photograph indicates good 
color reproduction even at an oblique viewing angle. Photographs at many more viewing angles are 
shown in Fig. S11. In order to increase the resolution of the projected image, we also designed and 
fabricated another device containing 1500 X 1500 pixels (Fig. S9). To reduce fabrication time, only one 
period of this device was fabricated and characterized. A photograph of the projected image reflecting 
off an opaque white screen is shown in Fig. 3(f). A photograph of this single-period hologram is shown in 
Fig. 3(g). This result coupled with the simulated image of a single-period hologram (Fig. S9) confirms that 
periodic boundary conditions are not a limitation of our design method. In all cases in Fig. 3, the devices 






Figure 5.6. Hologram encoding a color photograph. (a) Design height map of the 
hologram. (b) Optical micrograph of a portion of the fabricated device. (c) Target image 
corresponding to the color photograph. Image courtesy of the University of Utah. (d) 
Simulated image created by the hologram, when it is illuminated by the design 
wavelengths. (e) Photograph of the image reflected of a white opaque screen taken at a 
small oblique viewing angle. (f) Photograph of image reflected of a white opaque screen 
for a single-period hologram containing 1500 X 1500 pixels in a single period. In both (e) 
and (f), the hologram is illuminated by the full visible band. (g) Photograph of single-







Fig. 3. Hologram encoding a color photograph. (a) Design height map of the hologram. (b) Optical 
micrograph of a portion of the fabricated device. (c) Target image corresponding to the color 
ph tograph. Image courtesy of the University f Utah. (d) Simulated image created by the hologram, 
wh n it is illuminated by the design wavelengths. (e) Photograph of th  image reflected of a white 
opaque screen taken at a small oblique viewing angle. (f) Photograph of image reflected of a white 
opaque screen for a single-period hologram containing 1500 X 1500 pixels in a single period. In both (e) 
and (f), the hologram is illuminated by the full visible band. (g) Photograph of single-period hologram. Its 
size is 30mm X 30mm.   
We also measured the transmission efficiency of our devices. Note that transmission efficiency was used 
earlier as a figure of merit for metalens-based holograms [17]. First, an aperture of the same size as one 
period of the hologram was placed directly in front of the hologram (see Fig. S8). The absolute 
transmission efficiency was defined as the ratio of the power transmitted through the hologram to that 
incident on the hologram. We also measured the relative transmission efficiency, which is defined as the 
ratio of the power transmitted through the hologram to that transmitted through an unpatterned 
region. The results, as a function of illumination wavelength are plotted in Fig. 4 (dashed lines show 
absolute values, while solid lines show relative values). The illumination was the super-continuum 
source coupled to a tunable filter. A bandwidth of 10nm was used for each wavelength sample for the 
transmission-efficiency measurements. The average absolute transmission efficiencies (from 405nm to 
633nm) are 87%, 87% and 86% for the color-encoded hologram, the photograph hologram and the 
Macbeth hologram, respectively. Some of the relative efficiencies are higher than 100% indicating that 
the hologram pattern acts as an anti-reflection coating (right inset in Fig. 4). It is useful to note that the 
absolute transmission efficiencies can be even higher by applying a properly designed anti-reflection 






Figure 5.7. Measured transmission efficiency as a function of wavelength for the three 
hologram designs. The absolute transmission efficiencies are plotted using dashed lines, 
while the transmission efficiency relative to an unpatterned area is shown with solid lines. 
Right Inset shows how the patterned region reduces reflection losses, which allows for 









Fig. 4. Measured transmission efficiency as a function of wavelength for the three hologram designs. The 
absolute transmission efficiencies are plotted using dashed lines, while the transmission efficiency 
relative to an unpatterned area is shown with solid lines. Right Inset shows how the patterned region 
reduces reflection losses, which allows for greater than 100% relative transmission.  
In conclusion, we show that broadband transmissive holograms can be enabled by multi-level diffractive 
optics, which are much simpler to fabricate and offer polarization independence than when compared 
to alternatives such as those based upon metasurfaces. This is another example of an application where 
diffractive optics is sufficient when manipulating scalar properties of the electromagnetic field (intensity 
in this case). Multi-level diffractive optics can be readily manufactured at low cost via embossing 
techniques [24] that have been used to create surface-relief-based Bragg holograms. However, unlike 
Bragg holograms, multi-level diffractive holograms can be transmissive and create images that are 
relatively invariant with viewing angle. We note that there has been significant progress in the design 
methods of color computer-generated holograms (CGHs) using techniques like depth division and space 
division to multiplex the images at different wavelengths [25-27]. However, experimental demonstration 
of such devices often utilize spatial-light modulators and therefore are constrained by the associated 
space-bandwidth product. Furthermore, these require relatively narrowband sources such as lasers or 
light-emitting diodes. Broadband white sources have been used for certain color CGHs, however these 
suffer from significant chromatic aberations especially at higher resolutions.  
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S1.	 Secondly,	 we	 projected	 the	 image	 onto	 a	 translucent	 white	 screen	 and	 photographed	 the	 image	
from	behind	but	on-axis	as	illustrated	in	Fig.	S2	(a).	Thirdly,	we	also	simply	projected	the	image	onto	a	
white	 screen	 and	 photographed	 the	 reflected	 image	 (Fig.	 S2	 (b)).	We	 used	 two	 different	 illumination	
sources.	One	was	collimated	and	expanded	beam	from	SuperK	VARIA	filter	[6]	which	in	turns	connected	
to	SuperK	EXTREME	EXW-6	source	[7]	while	the	other	was	a	white	collimated	backlight.	 In	the	case	of	




images	were	 shown	 in	 Fig.	 1(h-j).	Note	 that	 415	nm	was	used	 instead	of	 405	nm	because	of	 the	 low	
quantum	efficiency	of	the	colors	sensor	at	this	wavelength	and	due	to	the	low	power	from	our	source	at	
















Figure 5S.2. Schematic showing two other methods for characterizing the image 








S1.	 Secondly,	 we	 projected	 the	 image	 onto	 a	 translucent	 white	 screen	 and	 photographed	 the	 image	
from	behind	but	on-axis	as	illustrated	in	Fig.	S2	(a).	Thirdly,	we	also	simply	projected	the	image	onto	a	
white	 screen	 and	 photographed	 the	 reflected	 image	 (Fig.	 S2	 (b)).	We	 used	 two	 different	 illumination	
sources.	One	was	collimated	and	expanded	beam	from	SuperK	VARIA	filter	[6]	which	in	turns	connected	
to	SuperK	EXTREME	EXW-6	source	[7]	while	the	other	was	a	white	collimated	backlight.	 In	the	case	of	




images	were	 shown	 in	 Fig.	 1(h-j).	Note	 that	 415	nm	was	used	 instead	of	 405	nm	because	of	 the	 low	
quantum	efficiency	of	the	colors	sensor	at	this	wavelength	and	due	to	the	low	power	from	our	source	at	




























As	describe	 in	 the	 last	 section,	we	used	 two	 types	of	 illumination	 for	 the	holograms.	 The	 first	 used	a	
super-continuum	source	(NKT	Photonics)	coupled	with	a	tunable	filter	(Varia	from	NKT	Photonics),	which	
allows	us	to	create	spatially	coherent	 light,	whose	central	wavelength	and	bandwidth	can	be	selected.	
We	 performed	 narrowband	 illumination	 to	 characterize	 the	 color-encoded	 holograms	 as	 described	 in	
































































Figure 5S.5. Measured pixel heights compared to design values for 5 rows of pixels for 






















































The	 holograms	 were	 designed	 for	 three	 discrete	 wavelengths:	 405	 nm,	 532	 nm	 and	 633	 nm.	 To	
investigate	 the	 spectral	 response	 of	 the	 hologram	 designs,	 the	 holograms	 were	 illuminated	 at	 14	
different	wavelengths	with	10	nm	bandwidth.	Here,	the	response	of	only	the	color-encoded	hologram	is	
presented.	 The	 setup	 shown	 in	 Fig.	 S1	 was	 used	 for	 this	 purpose.	 For	 each	 illumination	 wavelength,	



























An	aperture	with	dimension	equal	to	one	period	of	the	hologram	design	was	placed	 in	front	of	 it	 (see	
Fig.	 S8).	 A	 power	 meter	 (PM	 100A-S130C	 sensor,	 Thorlabs)	 was	 used	 to	 measure	 the	 power	 of	 the	
transmitted	 beam	 through	 the	 hologram	 pattern,	 unpatterned	 photoresist	 and	 aperture.	 Absolute	
transmission	 efficiency	 was	 then	 calculated	 by	 taking	 the	 ratio	 of	 the	 power	 through	 the	 hologram	


















Figure 5S.9. Hologram of photograph with 1500 X 1500 pixels. (a) Designed height 
distribution. (b) 50 X 50 pixels in the top left corner. (c) Simulated image. (d) Photograph 

































Design and Geometric Parameters of 2D High-NA CACDL for Apochromatic Focusing 
 Design 1 
Pixel size 1.35 µm 
Number of pixels 2001 × 2001 
Physical size 2.7 mm × 2.7 mm 
Diameter of pupil 0.85mm 
Maximum height 10 µm 
Number of grayscale 
levels 1001 
Unit height 9.99 nm 
Focal length 1.7 mm 
NA 0.2425 




















 Design and Geometric Parameters of Three Hologram Designs 
Hologram design Color-encoded Macbeth color-chart Photograph 
Pixel size (µm) 10 20 20 
Number of pixels 201 × 201 500 × 500 500 × 500 
Physical size (mm × mm) 2.01 × 2.01  10 × 10 10 × 10 
Maximum height(µm) 2 2 2.4 
Number of grayscale levels 8 64 88 
Propagation distance (mm) 50 500 500 





























 Simulated Diffraction Efficiencies  
Channel Color-encoded Macbeth color-chart Photograph 
Red (633nm) 71.33 63.49 77.09 
Green (532nm) 76.77 53.11 84.77 


















PROXIMITY-EFFECT CORRECTION FOR 3D SINGLE-PHOTON  
OPTICAL LITHOGRAPHY1 
6.1 Abstract 
A proximity-effect-correction (PEC) algorithm for three-dimensional (3D) single-
photon grayscale photolithography is proposed and numerically analyzed in this paper. 
The grayscale dose assigned to every point within the photoresist volume is optimized to 
guarantee that the fabricated 3D patterns are as close to the designed patterns as possible. 
PEC optimizations for 3D woodpile geometries using low and high absorption 
photoresist are simulated.  We also investigated the efficacy of our algorithm on a variety 
of related 3D geometries.  
 
6.2 Introduction 
Three-dimensional nanostructures usually provide unique or better properties 
unavailable from 1D and 2D nanostructures. They find a variety of applications in 
photonic crystals [1-4], metamaterials [5], microfluidics [6,7] and MEMS/NEMS [8]. 
Currently, there are several advanced techniques to fabricate 3D micro/nanostructures, 
such as two-photon polymerization [9], interference lithography [10] and phase-shift 
                                                
 
1 X. Wan and R. Menon, “Proximity-effect correction for 3D single-photon optical 





lithography [11]. In the two-photon polymerization process, a femtosecond (fs) IR laser is 
focused to a tiny spot inside the 3D exposure volume to initiate a nonlinear process – 
two-photon polymerization (2PP). When this focal spot is scanned across the entire 
exposure space, 3D micro/nanostructure can be formed. The smallest feature size is 
determined by the square of the point-spread function (PSF). Although 2PP patterning 
can realize the fabrication of 3D nanostructures with arbitrary geometries, it requires a 
high-power fs laser, which is expensive. The nonlinear 2PP process requires high peak 
intensity from the high-power fs laser, which makes the 3D fabrication slow and 
inefficient. The materials are limited to those that allow two-photon polymerization to 
happen with appropriate threshold. These limit the applications of the 3D nanostructures 
fabricated via 2PP. Both interference lithography and phase-shift lithography create 3D 
inference patterns to expose photoresist to form 3D nanostructures. For interference 
lithography, challenges remain in precisely controlling the phase and alignment of 
different laser beams and the limited variations of achievable pattern geometries. The 
latter is also a drawback of phase-shift lithography. Besides, the requirement for highly 
precise phase masks and their complex fabrication (usually via electron-beam lithography 
[11], deep-UV lithography [12] or dip-pen lithography [13]) hinder the wider application 
of this technique.   
Recently, a much simpler and lower cost 3D microfabrication technique has been 
reported by utilizing single-photon polymerization instead of two-photon polymerization 
[14,15]. Maruo and Ikuta demonstrated a 3D fabrication method in which a UV 
continuous-wave laser was utilized to excite the single-photon polymerization [14]. The 





this method. Also, the fabrication of 3D submicrometer structures (such as woodpile 
structures) by direct laser writing based on ultralow one-photon absorption (LOPA) 
technique has been demonstrated by Lai’s research group [15]. Here, a continuous-wave 
laser at 532nm replaced the expensive fs laser. The ultrahigh light intensity at the focal 
spot of confocal laser scanning microscope was above the threshold and was recorded in 
SU8 photoresist, while there was no polymerization outside the focal volume due to the 
low single-photon absorption. Three-dimensional microfabrication was realized by 3D 
scanning throughout the photoresist volume. Besides, mechanisms underneath single-
photon 3D fabrication technique have been investigated [15]. Although this technique can 
give fabrication results the same as those obtained by the two-photon polymerization 
method, it suffers from some disadvantages as well. In the 3D fabrication process, when 
two features come closer and closer to each other or multiple exposures are applied, as a 
result of light diffraction and energy accumulation effect, a proximity effect arises. Due 
to the proximity effect, resolution of the fabricated 3D pattern is reduced and the 
fabricated pattern differs from the desired pattern. Therefore, it is important to apply 
proximity-effect correction (PEC) to improve accuracy and resolution of 3D fabrication. 
However, although PEC is a commonly used, well-developed technique in 2D 
lithography research and industry [16], there are very few studies on correcting the 
optical-proximity effect in 3D space. Especially, there is no proximity-effect correction 
reported for the above single-photon 3D fabrication process.  
In this paper, grayscale lithography [17] based on single-photon polymerization is 
assumed to form 3D patterns via a direct-writing process. The grayscale dose given to 





correction algorithm over the corresponding 3D space. The proposed 3D PEC method, as 
mentioned above, guarantees that the 3D written pattern is as close to the designed 
pattern as possible.  
 
6.3 Simulation Model and Optimization Method 
6.3.1 Simulation model 
6.3.1.1 Exposure model 
We first start with the designed pattern, which is a 3D structure, such as the woodpile 
geometry shown in Fig. 6.1(a). Three-dimensional lithography is achieved via a direct-
write process. Here, from the top layer of the photoresist, every single point in the XY 
plane (comprising one layer in Z) is exposed one by one. Then, with the depth increasing 
in z-axis, each layer is exposed to form the 3D structure after development.  Therefore, 
the exposure occurs at a discrete collection of 3D points. Note that the exposure dose in 
each point is grayscale and optimized as described below to minimize proximity effects. 
In the 3D simulation space, the 3D point-spread function of the incident light is 
denoted by PSF (x, y, z), which describes the exposure distribution at a certain point (x, y, 
z) in the photoresist, where it is exposed. The PSF is calculated based on the equation 
provided by reference [18]. The initial exposure dose given to this point is given by the 
desired pattern and is denoted as DOSE (x, y, z). Here, 
 





⎩⎪                         (6.1) 
The 3D spatial exposure distribution E(x, y, z)  can be derived by the convolution 
between PSF of the incident light and the exposure-dose distribution. The convolution is 






E x, y,z( )
= ifftn fftn DOSE x, y,z( )( ) i fftn PSF x, y,z( )( )⎡⎣ ⎤⎦                     (6.2) 
The simulation grid sizes in x-, y- and z-axis are set to be 1µm, 1µm and 25µm, 
respectively.  
 
6.3.1.2 Photoresist absorption model (Beer-Lambert law) 
The Beer–Lambert law describes the attenuation of light as it propagates through the 
material [19]. If the material is uniform, linear attenuation occurs. Light transmitted 
through a layer of material with thickness z has intensity given by: 
 
I z( ) = I0 ⋅e−α z .                                                    (6.3) 
where I is the intensity of incident light, α is the attenuation/absorption coefficient. In 
the 3D photolithography simulated in this paper, when light travels through the top layer 
of the uniform photoresist to expose the resist below, light absorption by each layer of 
photoresist must be taken into consideration. In the simulation, to model the photoresist 
absorption process, the calculated 3D spatial-exposure distribution E(x, y, z) is multiplied 
by e¹(,  where α  is the absorption coefficient of the photoresist and z  is the depth 
through which light travels from the top of the photoresist. 
 
6.3.2 Optimization method 
Proximity-effect correction (PEC) is realized by optimizing the grayscale exposure 
dose given to each point in 3D space. The optimization works in an iterative manner. Fig. 
6.2 illustrates the flowchart of our PEC algorithm. Initially, the designed 3D pattern and 
the 3D PSF of the incident light are generated. Also, according to equation 6.1 the initial 
exposure dose matrix is generated in which the dose-step size is the same as that for the 





calculated using equation 6.2. Photoresist absorption at different thicknesses is 
considered via equation 6.3. 
To approximate the real photolithography process, the 3D-exposure distribution is 
thresholded to obtain the corresponding exposure pattern. First, a proper threshold is 
defined. For negative photoresist, points with exposure intensities above threshold are 
assigned “1,” while those below threshold are set to “0”. By subtracting the designed 
pattern from the exposure pattern, an error map and finally, a sum of errors over the 3D 
space are calculated.   
Error compensation is applied to every point in 3D space in an iterative manner. 
Based on the error map, if the error of a certain point is positive, a negative dose 
perturbation is added to its previous exposure dose. Moreover, all points inside a 3D 
“perturbation space” surrounding this point are given negative dose perturbations relative 
to their previous exposure doses. On the other hand, positive dose perturbations are given 
to points with negative errors as well as points inside their corresponding perturbation 
spaces. Here, the 3D “perturbation space” is defined according to the spatial range of the 
proximity effect. Let’s consider the case of only one point (x,y,z) exposed in the 3D 
space with a 3D point spread function PSF(x,y,z). Then, the perturbation space 
surrounding this point is defined to be a range in which every point in 3D space has 
intensities above a certain threshold. By adjusting the threshold, the appropriate 3D 
“perturbation space” is obtained and taken into account during the optimization method. 
After all points in 3D space are traversed for error compensation, the spatial-exposure 
distribution is calculated based on the exposure-dose distribution. Iterations continue 





unchanged from one iteration to the next.  
 
6.4 Results and Discussion 
6.4.1 Without photoresist absorption 
For the first step, the photoresist absorption is not taken into account during 
simulation. Fig. 6.3 summarizes the results. The geometry of the designed 3D woodpile 
structure is the same as that shown in Fig. 6.1(a). The period in the XY plane is 40µm 
with a fill ratio of 1:3. The period along the Z-axis is 250µm, which corresponds to a fill 
ratio of 1:2. Fig. 6.3(a) illustrates the XY cross-section of the designed 3D pattern at 
different values of Z. The simulation results without and with PEC are shown in Figs. 
6.3(b-e) and 6.3(f-i), respectively. Without PEC, the exposure dose matrix employed (Fig. 
6.3(b)), according to equation 6.1, is the same as the designed pattern. The resulting 3D 
spatial-exposure distribution (normalized) is shown in Fig. 6.3(c). By imposing a 0.5 
threshold to the distribution, the exposed pattern is obtained as shown in Fig. 6.3(d). 
Compared to the 3D designed pattern in Fig. 6.3(a), the exposure pattern without PEC is 
degraded. Specifically, corners of the lines in the XY planes at almost every Z are 
rounded. Also, linewidth variations are observed. Moreover, for Z between 75µm and 
150µm, crosstalk makes the exposed pattern quite different from the designed pattern. 
Fig. 6.3(e) shows the cross-section error maps at various values of Z when no PEC is 
applied. To correct the errors and to make the exposure pattern as close to the designed 
pattern as possible, PEC is applied. Figs. 6.3(f-i) show the exposure-dose matrix, 
exposure distribution, exposure pattern and error map with optimization, respectively. As 
shown in Fig. 6.3(f), PEC modifies the initial exposure-dose matrix, which is the same as 





3D spatial-exposure distribution with the grayscale dose-matrix employed. The 3D 
exposed pattern with PEC is shown in column Fig. 6.3(h), which is obtained by adding 
the same threshold (0.5). Compared to the pattern without PEC (column Fig. 6.3(d)), the 
corner-rounding and linewidth-variation problems are resolved; the large deviation of 
exposure pattern from designed pattern (row (3-4), column Fig. 6.3(d)), is greatly 
improved. The error map of the 3D exposure pattern with PEC is shown in Fig. 6.3(i) in 
which almost no errors are observed compared to that without optimization. Therefore, 
the PEC method we proposed is an effective approach to correct the proximity effects and 
to ensure that the exposed pattern agrees with the designed pattern. During optimization, 
the sum of errors over the 3D simulation space decreases from 2960 to 36 after 34 
iterations. The corresponding error as a percentage of the total pattern decreased from 
24.3% to only 0.3%. Note that 34 iterations require 5.77s to complete on a MacBook Pro 
laptop [2.6 GHz Intel Core i5, 8 GB 1600 MHz DDR3, MATLAB_R2012b (64-bit), OS 
X 10.9.5]. 
 
6.4.2 With photoresist absorption considered 
6.4.2.1 Low absorption 
In our future experimental work, we expect to employ a negative-tone photoresist 
(HDDA:PTBPO = 45.5:1, by wt.) for the 3D photolithography process. Therefore, PEC 
optimization with actual photoresist absorption must be considered. Here, photoresist 
absorption along z-axis is calculated based on the Beer–Lambert law. The absorption 
coefficient of the utilized photoresist at 405nm wavelength is measured as 2.2885e-04 µm. Transmitted intensity before (I1) and after (I2) a known-thickness (t) of photoresist 





Simulation results with this realistic photoresist absorption are shown in Fig. 6.4. Note 
that all the other simulation parameters are the same as those in Fig. 6.3. Columns in Figs. 
6.4(b-e) and 6.4(f-i) represent simulation results before and after PEC. Although there is 
linear photoresist absorption along z-axis, the PEC works quite well, since almost all the 
proximity-effect errors are corrected. Compared to simulation results without photoresist 
absorption (Fig. 6.3), there is almost no difference after photoresist absorption is taken 
into account (comparison between Fig. 6.3 and Fig. 6.4). This implies that the absorption 
coefficient of the real photoresist is small and that the absorption within 225µm thick 
photoresist along Z is insignificant for PEC.  
 
6.4.2.2 High absorption 
To test whether the proposed PEC method works when photoresist with high 
absorption coefficient is used, we consider a photoresist whose absorption coefficient is 
10 times higher than that of the photoresist considered in the previous section, i.e., 
2.2885e-03 µm. All the other simulation parameters remain the same. The simulation 
results are summarized in Fig. 6.5 Before PEC (Figs. 6.5(b-e)), intensity of the exposure 
distribution of the woodpile structure gets weaker and weaker as light propagates into the 
photoresist (Fig. 6.5(c)). For this reason, the deviation of the exposure pattern (Fig. 6.5(d)) 
from the designed pattern becomes much more severe compared to the case without 
absorption (Fig. 6.3(d)). Specifically, when photoresist thickness along Z is equal to or 
greater than 75µm, only dots are formed instead of gratings. The corresponding error 
map is shown in Fig. 6.5(e). Here, the sum of errors is as large as 6759 (error percentage: 
55.4%) before PEC. By optimizing the dose given to each point in 3D space, errors 





Figs. 6.5(f-i). According to Fig. 6.5(f), after optimization, dose given to points at large Z 
are greater than those without high photoresist absorption considered (compared to Fig. 
6.3(f) and Fig. 6.4(f)). This larger dose matrix compensates intensity loss caused by 
photoresist absorption.  As a result, the resulting exposure pattern (Fig. 6.5(h)) is almost 
the same as the designed pattern. After PEC, the sum of errors is only 219 (error 
percentage: 1.8%). The error percentage is decreased by 97%. In conclusion, simulation 
results demonstrate that the proposed PEC method can give excellent results for 
optimizing 3D lithography processes, even when high absorption photoresist is used. 
 
6.4.2 Other geometries with absorption and PEC 
Next, we studied 3D pyramid and inverted pyramid geometries for PEC. Simulation 
results for pyramid and inverted pyramid structures are shown in Figs. 6.6 and 6.7, 
respectively. As indicated in Fig. 6.6(a) and Fig. 6.7(a), the cross sections of both 
pyramid and inverted pyramid structures in the XY plane are square. The largest and 
smallest cross-sectional square areas for 3D pyramid structure are 17µm×17µm  and 3µm×3µm, respectively, while the corresponding largest and smallest cross-sectional 
square areas for 3D inverted pyramid structure are 15𝜇𝑚×15𝜇𝑚  and 1𝜇𝑚×1𝜇𝑚 , 
respectively. Here, photoresist with an absorption coefficient 2.2885e-04 𝜇𝑚  is 
assumed. For both pyramid and inverted pyramid structures, comparisons between 
simulation results with and without PEC indicate that all proximity-effect errors in both 
cases are perfectly corrected after optimization. Sum of errors of pyramid structure was 
decreased from 544 to 0 after PEC, while the corresponding error percentage was reduced 
from 28.1% to 0%. Similarly, the optimization reduced the sum of errors for the inverted-





from 22.9% to 0%. Specifically, before PEC, for both pyramid and inverted pyramid 
structures, due to the proximity effect and photoresist absorption, the exposed 3D patterns 
exhibit rounded corners. As shown in Fig. 6.6 (d) and Fig. 6.7 (d), the cross sections of 
the exposed pyramid and inverted-pyramid structures in the XZ plane obviously deviate 
from their designed cross sections. In contrast, after PEC both pyramid and inverted-
pyramid structures show excellent agreement between the exposed 3D patterns (Fig. 6.6 
(h) and Fig. 6.7 (h)) and the designed patterns. Therefore, our PEC method exhibits high 
flexibility for optimizing lithography processes of 3D patterns with various geometries. 
 
6.5 Conclusions 
To correct for proximity effects resulting from light diffraction, energy accumulation 
and photoresist absorption in 3D single-photon photolithography, a highly effective, 
flexible, and fast optimization algorithm is proposed in this paper.  We demonstrated the 
efficacy of this method for 3D woodpile and pyramidal geometries. The correction 
typically takes only several seconds on a laptop computer. Our 3D PEC algorithm can be 
readily applied to almost any 3D geometry and can be invaluable for high-resolution 3D 
nanolithography using single-photon absorption.  
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Figure 6.1. Three-dimensional single photon lithography: (a) Schematic of the designed 
pattern (woodpile structure) and simulated PSF of the incident light in the transverse (XY) 












Figure 6.3. Simulation results for 3D woodpile geometry along Z-axis without (columns 
b-e) and with (columns f-i) PEC. No photoresist absorption is considered. (a) 3D design 
pattern, (b, f) dose matrix, (c, g) 3D spatial-exposure distribution, (d, h) 3D exposure 
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Figure 6.4. Simulation results for woodpile structures along Z-axis without (columns b-e) 
and with (columns f-i) PEC. Photoresist absorption is considered (absorption coefficient: 
2.2885e-04 µm). (a) Designed pattern, (b, f) dose matrix, (c, g) exposure distribution, 
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Figure 6.5. Simulation results for woodpile structures along Z without (columns b-e) and 
with (columns f-i) PEC. Photoresist absorption is considered (absorption coefficient: 
2.2885e-03 µm). (a) Designed pattern, (b, f) dose matrix, (c, g) exposure distribution, 
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Figure 6.6. Simulation results for 3D pyramid structures without (columns b-e) and with 
(columns f-i) PEC. Photoresist absorption is considered (absorption coefficient: 2.2885e-
04 µm). (1-4) XY plane, (5) XZ plane, (a) Designed pattern, (b, f) dose matrix, (c, g) 
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Figure 6.7. Simulation results for 3D inverted-pyramid structures without (columns b-e) 
and with (columns f-i) PEC. Photoresist absorption is considered (absorption coefficient: 
2.2885e-04 µm). (1-4) XY plane, (5) XZ plane, (a) Designed pattern, (b, f) dose matrix, 
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REVERSE ABSORBANCE MODULATION OPTICAL LITHOGRAPHY1 
7.1 Abstract 
Absorbance-Modulation-Optical Lithography (AMOL) has been previously 
demonstrated to be able to confine light to deep subwavelength dimensions and, thereby, 
enable patterning of features beyond the diffraction limit. In AMOL, a thin photochromic 
layer that converts between two states via light exposure is placed on top of the 
photoresist layer. The long wavelength photons render the photochromic layer opaque, 
while the short wavelength photons render it transparent. By simultaneously illuminating 
a ring-shaped spot at the long wavelength and a round spot at the short wavelength, the 
photochromic layer transmits only a highly confined beam at the short wavelength, which 
then exposes the underlying photoresist. Many photochromic molecules suffer from a 
giant mismatch in quantum yields for the opposing reactions such that the reaction 
initiated by the absorption of the short wavelength photon is orders of magnitude more 
efficient than that initiated by the absorption of the long wavelength photon. As a result, 
large intensities in the ring-shaped spot are required for deep subwavelength 
nanopatterning. In this article, we overcome this problem by using the long wavelength 
                                                
 
1 A. Majumder, X. Wan, B. Pollock, T. L. Andrew and R. Menon, “Reverse-Absorbance-
Modulation-Optical Lithography for optical nanopatterning at low light levels,” AIP 
Advances 6, 065312 (2016). 
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photons to expose the photoresist, and the short wavelength photons to confine the 
“exposing” beam. Thereby, we demonstrate the patterning of features as thin as λ/4.7 
(137nm for λ = 647nm) using extremely low intensities (4-30 W/m2, which is 34 times 
lower than that required in conventional AMOL). We further apply a rigorous model to 
explain our experiments and discuss the scope of the reverse AMOL process. 
 
7.2 Introduction 
Optical lithography is arguably the key enabling technology of the semiconductor 
industry [1–5]. The diffraction limit [6] associated with all optical systems has been 
circumvented by a number of techniques like self-aligned patterning techniques [7,8], 
multiple exposure-and-etch mechanisms [9] and a number of other near-field methods 
[10–13] that have been inspired by techniques of super resolution nanoscopy like 
stimulated-emission-depletion (STED) [14]. Most of these techniques suffer from 
increased cost, complexity [15] or very high intensities [11–13]. Additionally, there have 
also been advances in pushing the resolution limit by employing plasmonics-based 
approaches [16–18], most of which require precise control of sample-mask gap since 
these are primarily near-field effect based techniques. Our approach to super resolution 
nanopatterning, termed absorbance-modulation-optical lithography (AMOL) (19–21) has 
experimentally demonstrated patterning beyond the diffraction limit [22–24], by enabling 
near-field lithography by means of far-field optics.  
Traditionally, in AMOL, a thin layer of photochromic molecules called the 
absorbance modulation layer (AML), with the ability to reversibly photo-transition based 
on the wavelength of illumination (Fig. 7.1(a)), is used to achieve super resolution 
nanopatterning. As illustrated in Fig. 7.1(b), a peak in the “exposing” beam (λ1) and a 
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node in the “confining” beam (λ2) simultaneously illuminate the AML. The resulting 
photo-transitions in the AML effectively confine the “exposing” beam to a deep-
subwavelength region, which exposes the underlying photoresist. In this case, the 
photoresist is chosen such that the “confining” beam does not affect it.  
Diarylethenes such as 1,2-bis(5,5’ –dimethyl-2,2’-bithiophen-4-yl) per 
uorocyclopent-1-ene (otherwise referred to as BTE) are ideal molecules for the AML due 
to their stability. However, the quantum efficiency of the “exposing” reaction is about 3 
orders of magnitude larger than that of the “confining” reaction [22–24]. This 
necessitates the intensity in the “confining” beam to be correspondingly larger for deep 
subwavelength patterning. Here, we avoid this problem by switching the wavelengths 
used for the “exposing” and “confining” beams, a technique we refer to as reverse-
AMOL. The technique is illustrated on the right in Fig. 7.1(b). In this case, we need to 
utilize a photoresist that is sensitive to the longer wavelength, λ2, while not being affected 
by the shorter wavelength, λ1. The details of the experimental process are described later.  
We first begin by using a previously developed rigorous model [21] to simulate the 
performance of reverse-AMOL. The model utilizes finite-element-method (FEM) 
(COMSOL interfaced with MATLAB) to model the photochemical reactions and light 
propagation that occur inside the AML. Such a model has been previously used [21,25,26] 
to elucidate the effect of the material properties, light polarization, etc. in AMOL and 
demonstrated to be highly successful in handling dispersive and inhomogeneous media 
such as the AML and solving Maxwell’s equations based on user defined material 
properties. Details of the model specific to reverse-AMOL and relevant mathematical 
derivations are described in the supplementary information [27].  
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7.3 Simulation Results 
The simulation results are summarized in Figs. 7.2(a), 7.2(c), 7.2(e) and 7.2(f) for 
conventional AMOL and in Figs. 7.2(b), 7.2(d), 7.2(g) and 7.2(h), for reverse-AMOL. As 
has been described previously, the width of the exposed pattern (and thereby, the 
lithographic resolution) is inversely proportional to the ratio of the intensities in the two 
beams, I2/I1. The nature of this inverse relationship is determined primarily by the ratio of 
the quantum efficiencies of the two photo-reactions occurring inside the AML. As 
indicated in Fig. 7.2(a), I2/I1 > 2000 is required to achieve a minimum feature size of 
∼ 50nm for conventional AMOL. In comparison, a similar minimum feature size can be 
achieved with I1/I2 = 2 in the case of reverse-AMOL as indicated in Fig. 2(b). This is due 
to the fact that the “confining” reaction in this case is much more efficient than the 
“exposing” reaction and, therefore, requires lower intensity in the “confining” beam. 
Detailed listing of the parameters of the simulations is included in the supplementary 
information [27]. 
However, it is important to note that the ratio of quantum yields is not the only 
parameter that affects the minimum feature size. The aperture formation inside the AML 
is affected by two phenomena. Firstly, the confinement of the writing beam through the 
AML is due to the modulation of its absorbance. Hence, the confining beam should be 
absorbed less compared to the writing beam inside the transparent form in order to 
maintain the aperture. This means that the ratio of molar absorptivities at the two 
wavelengths for the “confining” state of the AML, ε1C/ε2C [27], must be greater than or 
close to 1 for conventional AMOL. For BTE, ε1C/ε2C =0.52(<1, but still not too low). On 
the other hand, for reverse-AMOL, this ratio is ε2O/ε1O = 0.00507, which turns out to be 
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too low to create good absorbance contrast and a well-defined aperture in the AML for 
minimum features below about 96nm.  
The second important parameter is the absorbance contrast at the exposing 
wavelength at the two states of the AML. This parameter is determined by the molar 
absorptivity ratio at the writing beam, which is ε1C/ε1O = 0.33 for BTE (conventional 
AMOL) [27] and ε2O/ε2C = 0.0078 for BTE (reverse-AMOL). Due to the lower 
absorbance contrast for reverse-AMOL, the achievable minimum feature size is limited to 
about 96nm for the parameters that we used in our experiments. Detailed explanations of 
the effect of these parameters on the AMOL process were discussed previously [21]. Figs. 
7.2(c)-7.2(h) show the combined effect of these parameters on the conventional and 
reverse-AMOL process. For conventional AMOL, the FWHM is modulated by I2/I1 
effectively, with decreasing FWHM value for increasing I2/I1. However, this comes at the 
cost of high intensity ratios. For the reverse-AMOL process, confinement can be 
achieved down to ∼ 100 nm at very low ratios.  
Fig. 7.2(c) and 7.2(d) present comparisons between the apertures formed inside the 
AML for the conventional and reverse AMOL cases for different intensity ratios. Lastly, 
the modulation of the FWHM with intensity ratio is clearly observed in Fig. 7.2(e) for 
conventional AMOL, where sub-50 nm confinement can be achieved for I2/I1 > 2000, 
whereas, for reverse-AMOL in Fig. 7.2(g), ∼  90 nm FWHM is obtainable even with I1/I2 
<1, but no further modulation is possible. Fig. 7.2(f) and 7.2(h) show the actual point 
spread function (PSF) data corresponding to Fig. 7.2(e) and 7.2(g), respectively.  
From the numerical analysis, we expect that in conventional AMOL very high 
intensities may be employed to minimum feature sizes down to ∼  30 nm [22–24]. 
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However, due to the reasons laid out above, this is not strictly true for reverse-AMOL. As 
a result, the best confinement we can hope to achieve is about 96nm in reverse-AMOL, 
which corresponds ∼  λ2/6. It is very interesting to note that confinement in reverse-
AMOL can be achieved even for I1/I2 < 1 (and therefore, very low powers), and this has 
been experimentally confirmed as described below.  
 
7.4 Experimental Results 
The samples used in our experiments were prepared in two parts, one consisting of 
the BTE layer and the other with the photoresist as shown in Fig. 7.3(a). These two parts 
were prepared separately and then adhered to each other. Here, a 60nm thick film of 
polyvinyl alcohol (PVA) served as the barrier layer between the two parts. PVA was 
chosen as the barrier layer material since it is mostly transparent in the entire wavelength 
range of interest [28] and can act as an excellent separating layer, while being chemically 
inert to both the AML and the photoresist. For the first part, a quartz substrate was spin-
coated with a monolayer of hexamethyldisilazane (HMDS), 670nm of AML and 60nm of 
PVA acting as barrier layer. The second part of the sample was prepared by spin coating 
a layer of photoresist (details of the chemical composition of the photoresist have been 
presented in Ref. [27]) on to silicon substrate. The photoresist layer could not be 
prebaked, and remained a liquid film. The two parts were then adhered together prior to 
exposure and then separated after the exposure was concluded. The details of sample 
preparation and development are described in the supplementary information [27].  
The experiments were performed in a dual-wavelength Lloyd’s-mirror interferometer 
with a standing wave created at λ1 = 325nm with a period of ∼ 280nm, and a uniform 
illumination at λ2 = 647nm [27]. Fig. 7.3(b) shows atomic-force micrographs of the lines 
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patterned using reverse-AMOL. Three different images were obtained from three 
different regions of the same sample. The average width of the lines is 137 nm, which is 
about one-fifth of the exposing wavelength (647 nm). The intensity ratio (I1/I2) used was 
0.139. This demonstrates that even with I1/I2 <1, light confinement could be achieved by 
reverse-AMOL. Our simulations indicate that with this ratio, the printed feature should be 
about 100nm. We believe the discrepancy between the experiment and simulation is due 
to the fact that we do not obtain intimate contact between the AML and the photoresist, 
which allows the confined beam to diffract slightly before encountering the photoresist. 
Additionally, we performed simulations to study the effect of line-width broadening for 
the PSF due to the presence of the PVA barrier layer. This is presented in Fig. S2 [27]. 
which shows considerable spread of the PSF due to increasing barrier layer thickness. 
When we consider the thickness of the PVA barrier layer (60 nm) and the resulting 
FWHM broadening, experimental results match pretty well with simulation predictions 
that reversed AMOL can achieve a feature size below 150 nm. Note that the light 
intensity used here is 29 W/m2 for λ2 and 4 W/m2 for λ1, which is far smaller than that 
used in a typical AMOL process (∼ 1kW/m2 at λ2).  
 
7.5 Conclusion 
Due to the limitations of available photochromic molecules, AMOL requires high 
intensity ratios for subdiffraction-limited patterning. Here, we demonstrate that this 
constraint can be overcome by simply reversing the wavelengths of the confining and 
exposing beams, a technique we refer to as reverse-AMOL. We performed careful 
simulations to elucidate the key parameters that impact the lithographic resolution of 
reverse-AMOL and gain the insight that the limiting factor for reverse-AMOL is different 
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than that for conventional AMOL. We further performed experiments by choosing a 
“red-print” photoresist that exposes in the visible wavelength, but is unaffected by the 
UV wavelength. Our simulations and experiments suggest that in order to achieve feature 
sizes below 100nm, further optimization of the absorbance contrast of the photochromic 
molecule is necessary. Nevertheless, reverse-AMOL is able to achieve feature sizes of 
about λ2/5 with intensities that are over a magnitude smaller than is required in 
conventional AMOL.  
 
7.6 Supplemental Material 
7.6.1 Mathematical derivations required for construction of the AMOL  
model in COMSOL 
It has been previously demonstrated [29] that TE polarized confining beam and TM 
polarized exposing beam is the optimum illumination scheme for the AMOL system.  
The only assumptions considered are that the photoreactions are light driven and that 
either species is thermally stable [30]. The conversions follow first-order kinetics and the 
conversion rate of either species within the AML is dependent on the instantaneous molar 
concentration of the species (denoted [O] or [C]), the intensity of the two beams (I1 and 
I2), the molar absorptivity at the specific wavelengths (εij, e.g., denoted by ε1O for open 
form at λ1) and the quantum yield of the photochemical reactions (	φ½¾ and	φ¾½ ). For 
the case of conventional AMOL, assuming the two states are in dynamic equilibrium and 
following the approach adopted in previous work [29-32], the rate equation for the photo-
transition reaction is expressed as 		− ¿ ½¿À = O Iε½φ½¾ − C IHεH¾φ¾½ −C Iε¾φ¾½ + O IHεH½φ½¾, where initial concentration is assumed to be composed of 
only the open form [O] i.e. O +	 C = 	 [O]. In addition, it has been confirmed [30] 
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that λ2 photons are not sufficiently energetic to trigger the open-to-closed photoreaction; 
hence	 O IHεH½φ½¾ = 0. Solving this equation for the photo-stationary state where	¿[½]¿À =0, the following expressions can be derived:  
[Ä][Å]Æ = 𝑥Ä = 	Ç ÇÈÉ ÈÊËÉÊ ËÊÉ	ÈÉ ÈÊËÉÊ ËÊÉ																																		(7.1) 
where x¾  is the mole fraction for the closed form. The mole fraction of the open form is 
thus	x½ = 	 (1 − x¾).   
Now if the scheme of illumination were to be reversed, i.e., the ratio of the intensity 
of confining to exposing beam becomes I IH as shown in Fig 7.1(b) and the assumptions 
accordingly updated so that the initial composition is comprised only of the closed 
form:		 O +	 C = 	 [C], the above rate equation can be accordingly changed to	− ¿ ¾¿À =C IHεH¾φ¾½ − O Iε½φ½¾ − O IHεH½φ½¾ + [C]Iε¾φ¾½. Again since	 O IHεH½φ½¾ =0, solving for the photo-stationary state yields the solution: 
[Å][Ä]Æ = 𝑥Å = Ç ÇÈÉ ÈÉÇ ÇÈÉ ÈÉÇ ÇÈÊ ÈÉËÊÉ ËÉÊ																																						(7.2) 
Again	x¾ = 	 (1 − x½). Now, following the method in [31, 32] the absorbance of the 
individual species (α{Ì½  and 	α{Ì¾ ) is derived, and from the relations α = 	α½	x½ +	α¾x¾ and	αH = 	αH½	x½ + αH¾x¾, the overall absorbances (α{Ì) at each wavelength is 
calculated. Next, the imaginary part of the refractive index, responsible for light 
absorption inside the AML is calculated for λ1 as k = αλ /4π  and for λ2 as 	kH =	αHλH/4π. Beer Lambert’s law is used to derive the intensity of light for either wavelength 
inside the photochromic layer as	log ÑÆÑ = 	εcl, where	c and	l are concentration and depth, 
respectively. For simulation purposes, the AML was modeled using values measured for 
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BTE. The values are presented in Section III. 
In order to realize the reversed illumination scheme for AMOL (reverse-AMOL), a 
photoresist was required that could be exposed at λ2 = 647 nm. The photoresist used here 
consisted of the photoinitiator Methylene Blue that has strong absorbance at λ2. It also 
has some though not significant absorbance at λ1. Based on the UV-Vis 
spectrophotometry response of the photoinitiator, the photoresist was hence modeled as a 
variable thickness material with a complex refractive index value of 1.6 – 0.7i at λ2, 
which is now the exposing beam and 1.6 – 0.05i at λ1, the confining beam in this case. 
 
7.6.2 Absorbance spectrum of photoinitator Methylene Blue 
The reverse-AMOL requires a pattern recording medium at λ2 = 647 nm. Hence, the 
photoresist used here consisted of the photoinitiator Methylene Blue [5, 6] that has strong 
absorbance at λ2. It also has some though not significant absorbance at λ1. The UV-Vis 
spectrophotometry response of Methylene Blue is shown in Fig. 6.S1. 
 
7.6.3 Parameters of the AML 
The different parameters that describe the AML have been tabulated in Table 6.S1. 
These parameters primarily describe the response of the material to the exposing and 
confining beams and include their relative absorbances at the two wavelengths, the 
photoreaction quantum yields of the two states of the photochromes, the thickness of the 
AML, the concentration of the photochromic species, etc.  
The substrate is modelled as a perfectly matched layer to mitigate all reflections. 
However, it has been shown previously that reflective under layers possess the potential 
of positively influencing the imaging [35, 36]. 
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7.6.4 Absorbance modulation layer (AML) formulation 
The photochromic molecule 1,2-bis(5,5’ –dimethyl-2,2’-bithiophen-4-yl) 
perfluorocyclopent-1-ene (BTE) was synthesized following methods previously 
described [30]. In order to spin cast the molecule as the absorbance modulation layer 
(AML) it was required to suspend the molecule in a polymer matrix. Polystyrene was 
chosen as this polymer matrix due to its low absorbance to the two beams. The 
absorbance peaks of polystyrene occur below 300 nm [37-38]. A solution of 30 mg/mL 
of Polystyrene in Toluene was first prepared.  Next, to this the BTE molecule was doped 
at 93.63 weight percent. 
 
7.6.5 Details of sample preparation 
The sample used in the experiments was prepared in two parts. A barrier layer was 
required to be present between the AML and the photoresist layer since the photoresist is 
attacked by the solvent of the AML, Toluene. Here, a 60nm thick film of polyvinyl 
alcohol (PVA) served as the barrier layer between the two parts. Detailed analyses of the 
effect of the barrier in the system in presented in subsection 6.6.7.  
The photoresin used in the experiments is a type of molecularly imprinted polymers 
(MIP) acting as red-print photoresist (exposes at 647 nm – the exposing beam). MIPs are 
widely applied in biosensors [39, 40], chemical sensors [41] and drug delivery [42]. Here, 
the selected red-light-sensitive photoresin includes three components: methylene blue 
(MB) as the initiator, N-methyldiethanolamine (MDEA) as the co-initiator and 
dipentaerythritol pentaacrylate (SR399) as the monomer.  The initiator MB has an 
absorption peak at around 656 nm, as described in subsection 6.6.2, which indicates that 
the photoresin is sensitive to red light. The wavelength of the red light we used for 
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reverse AMOL exposures is 647 nm, which matches well with the absorption peak of   
MB initiators. A photo induced free radical polymerization (FRP) takes place when the 
red-print photoresin is exposed by red light [39]. FRP is a three-step process, which 
includes initiation, propagation and termination. In the first step, free radicals are 
generated due to light initiation and photoreactions occur between initiator (MB) and co-
initiator (MEDA). Then free radicals are added onto SR399 monomers to form chain-
initiating radicals. In the propagation step, more and more monomers are added onto 
intermediate radicals until high-molecule-weight macromolecules are formed. 
Macromolecules becomes bigger and bigger until the polymerization terminates. The 
resulting polymer has a different solubility than that of unpolymerized photoresin. 
Therefore, patterns can be printed. 
Prior to sample preparation, the quartz and silicon substrates were subjected to 
cleaning using RCA and Piranha agents. 
As shown in Fig. 6.3(a) the sample used in the experiments consisted of two parts: 
1. Part with AML: This was prepared by using quartz as the substrate. Quartz 
was chosen as the substrate for the part of the sample with AML due to its low 
absorbance to the two wavelengths of interest. The quartz substrate was spin-
coated with a monolayer of Hexamethyldisilazane (HMDS) at 6000 RPM for 
60 s, followed by the AML at 730 RPM for 60 s to form a 670 nm layer. The 
AML was air dried for 10 min. Lastly PVA (dissolved in water at 4 percent by 
weight) was spun on top at 6000 RPM for 60 s to form a 60 nm thick barrier 
layer. 
2. Part with photoresist: The photoresist was directly spun onto the silicon 
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substrate at 6000 RPM for 60 s. Due to the nature of the chemistry of the 
photoresist, it could not be baked but remained as a liquid film.  
 
7.6.6 Sample development 
After the reversed AMOL exposures, the AML part and the photoresist part were 
separated from each other. The photoresist part was then postbaked on a hotplate at 180℃ 
for 10mins. After the postbake, the photoresist part was immersed in ethanol (anhydrous, ≥ 99.5%) for 1min to be developed. Finally, the photoresist part was rinsed in DI water 
for 15s and dried.    
 
7.6.7 Effect of PVA barrier layer on the reverse AMOL process 
In order to illustrate the effect of the barrier layer in the system we incorporated a 
layer of PVA of refractive index 1.5 + 0i and variable thickness into the simulation model 
and recalculated the light fields transmitted through it. Fig. S2(a) illustrates that the 
evanescent high-spatial frequency components decay exponentially away from the AML 
aperture into the PVA layer thereby both increasing the FWHM linewidth as well as 
decreasing the peak intensity exponentially, thereby leading to a tremendous loss in 
contrast. This is shown in Fig. S2(b). Hence, for best results it is imperative that the 
barrier layer be kept as thin as possible. 
 
7.6.8 Details of the optical set-up used to perform reverse  
AMOL exposures 
The schematic of optical setup for reversed AMOL is shown in Fig. 6.S3. The well-
known Lloyd’s mirror interferometer setup was used for generating λ1 standing wave. 
Specifically, half of the incident uniform UV light (325 nm) arrived at the mirror while 
  
126 
the other half at the substrate. The former half was reflected by the mirror and interfered 
with the latter one to generate UV standing wave on the sample substrate surface. The 
period of the λ1 standing wave = λ1/2nsinθ, where n is the refractive index of the medium 
that the light is travelling through and θ is the angle between the mirror and the incident 
beam. Here, n = 1, and θ= 37°. The period of UV standing wave is calculated to be 270 
nm. Uniform λ2 (647 nm) was generated by blocking half of the red-light spot. Note that 
spatial filters were introduced to collimate, expand and clean the laser beams. We used 
uniform λ2 instead of standing wave in order to simplify the experimental setup and avoid 
critical standing wave alignment procedures. It has been demonstrated previously through 
extensive simulations [29] as well as experiments [30] that the effect of changing the 
period of the exposing beam on the final AMOL point spread function (PSF) in the 
photoresist is negligible. 
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Figure 7.1. Absorbance modulation optical lithography: (a) UV-Vis absorbance spectra 
of the diarylethene molecule, BTE showing the confining (λ2 = 647 nm) and exposing 
beam (λ1 = 325 nm) wavelengths. Reprinted with permission from AIP Advances 6, 
035210 (2016). Copyright 2016 Author(s), licensed under a Creative Commons 
Attribution 4.0 License. (Inset) Scheme of the photoreaction. (b) Schematic of 
conventional AMOL showing simultaneous illumination of the AML by standing waves 
of λ2 and λ1. Reprinted with permission from AIP Advances 6, 035210 (2016). Copyright 
2016 Author(s), licensed under a Creative Commons Attribution 4.0 License. Reverse-
AMOL where the illumination scheme is reversed and λ2 acts as the exposing beam and 
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most of which require precise control of sample-mask gap since these are primarily near-field
e↵ect based techniques. Our approach to super-resolution nanopatterning, termed absorbance-
modulation-optical lithography (AMOL)19–21 has experimentally demonstrated patterning beyond
the di↵raction limit,22–24 by enabling near-field lithography by means of far-field optics.
Traditionally, in AMOL, a thin layer of photochromic molecules called the absorbance modu-
lation layer (AML), with the ability to reversibly photo-transition based on the wavelength of illu-
mination (Fig. 1(a)), is used to achieve super-resolution nanopatterning. As illustrated in Fig. 1(b), a
peak in the “exposing” beam ( 1) and a node in the “confining” beam ( 2) simultaneously illuminate
the AML. The resulting photo-transitions in the AML e↵ectively confine the “exposing” beam to a
deep-subwavelength region, which exposes the underlying photoresist. In this case, the photoresist
is chosen such that the “confining” beam does not a↵ect it.
Diarylethenes such as 1,2-bis(5,5’ –dimethyl-2,2’-bithiophen-4-yl) perfluorocyclopent-1-ene
(otherwise referred to as BTE) are ideal molecules for the AML due to their stability. However,
the quantum e ciency of the “exposing” reaction is about 3 orders of magnitude larger than
that of the “confining” reaction.22–24 This necessitates the intensity in the “confining” beam to be
correspondingly larger for deep sub-wavelength patterning. Here, we avoid this problem by switch-
ing the wavelengths used for the “exposing” and “confining” beams, a technique we refer to as
reverse-AMOL. The technique is illustrated on the right in Fig. 1(b). In this case, we need to utilize
a photoresist that is sensitive to the longer wavelength,  2, while not being a↵ected by the shorter
wavelength,  1. The details of the experimental process are described later.
We first begin by using a previously developed rigorous model21 to simulate the performance
of reverse-AMOL. The model utilizes finite-element-method (FEM) (COMSOL interfaced with
MATLAB) to model the photochemical reactions and light propagation that occur inside the AML.
FIG. 1. (a) UV-Vis absorbance spectra of the diarylethene molecule, BTE showing the confining ( 2= 647 nm) and
exposin beam (  = 325 nm) wavelengths. Reprinted with permission from AIP Advances 6, 035210 (2016). Copyright 2016
Author(s), licensed under a Creative Commons Attribution 4.0 License. (Inset) Scheme of the photoreaction. (b) Schematic
of conventional AMOL showing simultaneous illumination of the AML by standing waves of  2 and  1. Reprinted with
permission from AIP Advances 6, 035210 (2016). Copyright 2016 Author(s), licensed under a Creative Commons Attribution





Figure 7.2. Simulation results for the (a) conventional AMOL process. Reprinted with 
permission from AIP Advances 6, 035210 (2016). Copyright 2016 Author(s), licensed 
under a Creative Commons Attribution 4.0 License. (b) Simulation results for the reverse 
AMOL process showing the intensity distribution (λ2) of the writing beam and the 
distribution of the photochromic molecules inside the AML. Modulation of the writing 
beam and the photochromic species distribution inside the AML for different intensity 
ratios for (c) conventional and (d) reverse AMOL. (e) FWMH (nm) v/s I2/I1 for 
conventional AMOL. Reprinted with permission from AIP Advances 6, 035210 (2016). 
Copyright 2016 Author(s), licensed under a Creative Commons Attribution 4.0 License. 
(f) Transmitted exposing beam point spread function (PSF) for conventional AMOL. 
Reprinted with permission from AIP Advances 6, 035210 (2016). Copyright 2016 
Author(s), licensed under a Creative Commons Attribution 4.0 License. (g) FWMH (nm) 
v/s I2/I1 for conventional AMOL. (h) Transmitted exposing beam PSF for reverse AMOL.  
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Such a model has been previously used21,25,26 to elucidate the e↵ect of the material properties, light
polarization, etc. in AMOL and demonstrated to be highly successful in handling dispersive and
inhomogeneous media such as the AML and solving Maxwell’s equations based on user defined
material properties. Details of the model specific to reverse-AMOL and relevant mathematical
derivations are described in the supplementary information.27
II. SIMULATION RESULTS
The simulation results are summarized in Figs. 2(a), 2(c), 2(e) and 2(f) for conventional AMOL
and in Figs. 2(b), 2(d), 2(g) and 2(h), for reverse-AMOL. As has been described previously, the
width of the exposed pattern (and thereby, the lithographic resolution) is inversely proportional
to the ratio of the intensities in the two beams, I2/I1. The nature of this inverse relationship is
determined primarily by the ratio of the quantum e ciencies of the two photo-reactions occurring
inside the AML. As indicated in Fig. 2(a), I2/I1 > 2000 is required to achieve a minimum feature
size of ⇠50nm for conventional AMOL. In comparison, a similar minimum feature size can be
achieved with I1/I2 = 2 in the case of reverse-AMOL as indicated in Fig. 2(b). This is due to the fact
that the “confining” reaction in this case is much more e cient than the “exposing” reaction and
therefore, requires lower intensity in the “confining” beam. Detailed listing of the parameters of the
simulations are included in the supplementary information.27
However, it is important to note that the ratio of quantum yields is not the only parameter
that a↵ects the minimum feature size. The aperture formation inside the AML is a↵ected by two
FIG. 2. Simulation results for the (a) conventional AMOL process. Reprinted with permission from AIP Advances 6, 035210
(2016). Copyright 2016 Author(s), licensed under a Creative Commons Attribution 4.0 License. (b) Simulation results for the
reverse AMOL process showing the intensity distribution ( 2) of the writing beam and the distribution of the photochromic
molecules inside the AML. Modulation of the writing beam and the photochromic species distribution inside the AML for
di↵erent intensity ratios for (c) conventional and (d) reverse AMOL. (e) FWMH (nm) v/s I2/I1 for conventional AMOL.
Reprinted with permission from AIP Advances 6, 035210 (2016). Copyright 2016 Author(s), licensed under a Creative
Commons Attribution 4.0 License. (f)Transmitte exposing beam point spread function (PSF) for convent onal AMOL.
Rep inted with permissi from AIP Advances 6, 035210 (2016). Copyright 2016 Author(s , licensed under a Creative





Figure 7.3. Experimental results: (a) Schematic of the sample stack. The photoresist is 
spun onto silicon substrates and the AML is spun on quartz substrates with a thin layer of 
PVA on top of the AML acting as a barrier layer. The two parts are brought into close 
contact and then subjected to exposure in the dual wavelength AMOL system. (b) Atomic 
Force Microscope (AFM) images of the 1D gratings fabricated by reverse AMOL. For all 
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phenomena. Firstly, the confinement of the writing beam through the AML is due to the modulation
of its absorbance. Hence, the confining beam should be absorbed less compared to the writing
beam inside the transparent form in order to maintain the aperture. This means that the ratio of
molar absorptivities at the two wavelengths for the “confining” state of the AML, "1C/"2C,27 must
be greater than or close to 1 for conventional AMOL. For BTE, "1C/"2C = 0.52 (<1, but still not too
low). On the other hand, for reverse-AMOL, this ratio is "2O/"1O = 0.00507, which turns out to be
too low to create good absorbance contrast and a well-defined aperture in the AML for minimum
features below about 96nm.
The second important parameter is the absorbance contrast at the exposing wavelength at the
two states of the AML. This parameter is determined by the molar absorptivity ratio at the writing
beam, which is "1C/"1O = 0.33 for BTE (conventional AMOL)27 and "2O/"2C = 0.0078 for BTE
(reverse-AMOL). Due to the lower absorbance contrast for reverse-AMOL, the achievable mini-
mum feature size is limited to about 96nm for the parameters that we used in our experiments.
Detailed explanations of the e↵ect of these parameters on the AMOL process were discussed previ-
ously.21 Figs. 2(c)-2(h) shows the combined e↵ect of these parameters on the conventional and
reverse-AMOL process. For conventional AMOL, the FWHM is modulated by I2/I1 e↵ectively, with
decreasing FWHM value for increasing I2/I1. However, this comes at the cost of high intensity ratios.
For the reverse-AMOL process, confinement can be achieved down to ⇠100 nm at very low ratios.
Fig. 2(c) and 2(d) present comparisons between the apertures formed inside the AML for the
conventional and reverse AMOL cases for di↵erent intensity ratios. Lastly, the modulation of the
FWHMwith intensity ratio is clearly observed in Fig. 2(e) for conventional AMOL, where sub-50 nm
confinement can be achieved for I2/I1 > 2000, whereas, for reverse-AMOL in Fig. 2(g), ⇠ 90 nm
FWHM is obtainable evenwith I1/I2 < 1, but no furthermodulation is possible. Fig. 2(f) and 2(h) show
the actual point spread function (PSF) data corresponding to Fig. 2(e) and 2(g), respectively.
From the numerical analysis, we expect that in conventional AMOL very high intensities may
be employed to minimum feature sizes down to ⇠ 30 nm.22–24 However, due to the reasons laid out
above, this is not strictly true for reverse-AMOL. As a result, the best confinement we can hope to
achieve is about 96nm in reverse-AMOL, which corresponds ⇠  2/6. It is very interesting to note that
confinement in reverse-AMOL can be achieved even for I1/I2 < 1 (and therefore, very low powers),
and this has been experimentally confirmed as described below.
III. EXPERIMENTAL RESULTS
The samples used in our experiments were prepared in two parts, one consisting of the BTE layer
and the other with the photoresist as shown in Fig. 3(a). These two parts were prepared separately
and then adhered to each other. Here, a 60 nm thick film of polyvinyl alcohol (PVA) served as the
FIG. 3. (a) Schematic of the sample stack. The photoresist is spun onto silicon substrates and the AML is spun on quartz
substrates with a thin layer of PVA on top of the AML acting as a barrier layer. The two parts are brought into close contact
and then subjected to exp sure in the dual wavelength AMOL s stem. (b) Atomic Fo ce Microscope (AFM) images of the




Figure 7.S1. UV-Vis absorbance spectra of the photoinitiator Methylene Blue showing 
high absorbance at λ2 with peak absorbance at 656 nm. There is some though not 











Figure 7.S2. With barrier layer (PVA): (a) Intensity distribution inside the barrier layer 



































Table 7.S1.  

















Molar absorptivity of open form to λ1 𝜀Å = 3113.6	𝑚H/𝑚𝑜𝑙 
Molar absorptivity of closed form to λ1 𝜀Ä = 1052.1	𝑚H/𝑚𝑜𝑙 
Molar absorptivity of open form to λ2 𝜀HÅ = 	15.8	𝑚H/𝑚𝑜𝑙 
Molar absorptivity of closed form to λ2 𝜀HÄ = 	2003.5	𝑚H/𝑚𝑜𝑙 
Photoreaction quantum yield (open to closed) 𝜑ÅÄ = 0.24 
Photoreaction quantum yield (closed to open) 𝜑ÄÅ = 8.8×10Ù 
Concentration of photochromes 6000	𝑚𝑜𝑙/𝑚 
Thickness of AML 600 nm 




SUMMARY AND FUTURE WORK 
8.1 Summary  
In this dissertation, we presented design, fabrication and characterization of 
diffractive optical elements, proximity effect correction for 3D single-photon 
photolithography technique and reverse absorbance modulation optical lithography. Now 
I’d like to summarize the previous chapters as follows: 
Chapter 1 gave a brief background of this dissertation. Here two concepts were 
introduced: light diffraction and photolithography. The physical model behind diffraction 
was introduced and scalar diffraction equations are derived. This is the theoretical model 
for the design of diffractive optical elements in this dissertation. Also, optical lithography 
and the resolution of optical lithography were introduced. 
Chapter 2 gave the motivation for the work in this dissertation. Design of diffractive 
optical elements aimed to fill up the gap of broadband diffractive optics, while reverse 
absorbance modulation optical lithography is highly energy-efficient compared with the 
conventional absorbance modulation optical lithography. For proximity effect correction 
for 3D single-photon photolithography we proposed a new proximity effect correction 
algorithm for 3D photolithography. 
Chapter 3 introduced the methods used in the simulation work in this dissertation. 
Genetic algorithm was used for designing super focusing binary-phase-diffractive-lens 
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and direct-binary-search algorithm was used for designing 2D polychromat. 
Chapter 4 presented the design of binary-phase-diffractive-lens (BPDLs). Based on 
scalar diffraction theory, genetic algorithm was used for optimizing the radii and height 
of each zone on BPDLs. Optimized BPDLs formed a focal spot of which the full width at 
half maximum (FWHM) is 25% smaller than that formed by a conventional zone plate 
with the same numerical aperture (NA). Rigorous FDTD simulation demonstrated the 
super focusing performance of BPDLs. Numerical analysis demonstrated a relatively 
robust performance of the BPDLs in terms of spectral response, defocus and fabrication 
error tolerance.    
Chapter 5 focused on introducing design, fabrication and characterization of 2D 
polychromat. Designed 2D polychromat was used for apochromatic focusing and full-
color, large area transmissive holograms. The greyscale height at each pixel on 2D 
polychromat surface was optimized by direct-binary-search algorithm. The diffraction 
field on the imaging plane was calculated by scalar diffraction theory. Optimized 2D 
polychromat was fabricated by grayscale lithography technique. For the apochromatic 
focusing application, the 2D polychromat was designed for three wavelengths, an 
averaged focusing efficiency of 66.6% was achieved at the same focal plane 
demonstrating its apochromatic performance. Two-dimensional polychromat was also 
designed for serving as full-color, large area transmissive holograms. Here, by delicately 
designing the surface topography of 2D polychromat, full-color holographic images were 
resonctructed on the imaging plane. 
Chapter 6 introduced the proximity effect correction for 3D single-photon 
photolithography. Here a 3D greyscale lithography technique and the corresponding 3D 
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proximity effect correction algorithm were proposed. The algorithm works in an iterative 
way. Exposure dose given to each pixel in 3D space is optimized to minimize the 
proximity effect. Here a significant 3D perturbation space is defined for effective 
optimization. The proposed algorithm gave excellent results on correcting the proximity 
effect of 3D woodpile structure fabrication as well as 3D pyramid/inverted pyramid 
structure fabrications.   
Chapter 7 introduced reverse absorbance modulation optical lithography. To adapt the 
difference between quantum efficiencies of photochromic molecules interconverting 
between different isomeric states when illuminated by different wavelengths in 
absorbance modulation optical lithography (AMOL), reverse AMOL was developed. A 
red-light sensitive photoresist was chosen; an optical setup was designed and built, which 
provided simultaneous red plane wave end UV standing wave illuminations; a sample 
stack was developed; and finally, subwavelength 1D gratings were fabricated using 
reverse AMOL technique. A minimum line width of 137nm was achieved, which is only 
1/5 of the exposure wavelength. 
 
8.2 Future Work  
Lots of work can be done regarding the 2D polychromat. Chapter 5 introduced the 
design of 2D polychromat used for high-NA chromatic-aberration-corrected focusing 
lens. And excellent results were obtained. One application of this lens is broadband 
imaging. Refractive lenses are bulky and not suitable for compact optical systems. 
Moreover, they suffer from chromatic aberrations because refractive indexes of lens 
materials usually decrease with increased wavelengths. Diffractive optics are thin and 
planar. However, conventional diffractive optics cannot be used for imaging applications 
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because of chromatic aberrations. [1, 2] Chromatic aberrations lead to blurred images in 
imaging applications. Therefore, the apochromatic lens mentioned above is an excellent 
candidate for potential broadband imaging applications.  
Binary-phase-diffractive-lenses (BPDLs) are designed for single wavelength and have 
super focusing performance. Arrays of BPDLs can be fabricated by E-beam lithography 
and used for zone-plate lithography technique. [3-5]  
For reverse absorbance modulation optical lithography, currently, the minimum 
linewidth fabricated is 137nm, with a grating period of 281nm. Future work can be 
focused on double-exposure and multiple-exposure to fabricate gratings with higher 
resolution. Here I give an example of double exposure by reversed AMOL, as shown in 
Fig. 8.1. The sample will be placed on a high precision translation stage. Before exposure, 
the sample will be illuminated by a short wavelength UV lamp to convert all the BTE 
molecules into “closed” states. Then the first reversed AMOL exposure will be operated. 
Here, at the nodes of UV standing wave, BTE molecules will be converted to be in “open” 
state. After that, the sample will be exposed by UV lamp again to recover all the BTE 
molecules back to “closed” state. Also, the sample will be moved horizontally by a tiny 
step by the translation stage. Now the second exposure will be operated. Finally, the 
photoresist sample will be separated from the BTE sample and will be developed. In 
double exposure, both sets of gratings will have the same period as that of the UV 
standing wave. However, the spacing between two lines will be dramatically decreased. 
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Figure 8.1. Schematic of double exposure by reverse AMOL technique. 
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