Abstract-Random networks are widely used for modeling and analyzing complex processes. Many mathematical models for random networks have been proposed to capture the diversity of the real-world processes. Capturing the degree distribution is one of the most important aspects of these models. Many of the models can only produce random networks with predefined degree distribution. Chung-Lu model is a general random network model, which can produce networks with any arbitrary degree distribution. The complex systems we deal with are growing larger, and generating random networks with billions of nodes and edges or more has become a necessity. Generation of such massive networks requires efficient and parallel algorithms. In this paper, we present an MPI-based distributed memory parallel algorithm for generating massive random networks using Chung-Lu model with a given expected degree sequence. The main challenge in designing this parallel algorithm is balancing computational load among the processors. We study several load balancing schemes with rigorous theoretical and experimental analysis and present a novel parallel algorithm for load balancing. The proposed parallel algorithm for Chung-Lu model, coupled with the parallel load balancing algorithm, achieves a very good load balancing and scale very well to a large number of processors. It can generate massive networks with 250 billion edges in eight minutes using 1024 processors.
I. INTRODUCTION
The huge improvements of hardware technologies as well as the developments in software and algorithms have enabled the detailed study of complex systems. At the same time, advancements of various technologies are also causing a rapid growth of the complex systems. These systems, such as the Internet [1, 2] , biological networks [3] , social networks [4, 5] , and various infrastructure networks [6, 7, 8] are sometimes modeled by various random graphs for the purpose of studying their behavior. The study of these complex systems have significantly increased the interest in various random graph models [9] . Many random graph models have been developed in the past. Among them, the first and well-studied model is the Erdős-Rényi model [10] . However, the Erdős-Rényi model does not exhibit the characteristics observed in many real-world complex systems [9] . As a result, many other random graph models, such as small-world [11] , Barabási-Albert [12, 13] , Chung-Lu [14] , exponential random graph [15, 16] , and HOT [17] models, have been proposed.
As the complex systems are growing larger and larger, it requires generations of massive random networks efficiently. Analyzing a very large complex system using a smaller model may not produce accurate results. As the interactions in a larger network lead to complex collective behavior [18] , a smaller network may not exhibit the same behavior, even if both networks are generated using the same model. In [18] , by experimental analysis, it was shown that the structure of larger networks is fundamentally different from small networks and many patterns emerge only in massive datasets. In the areas of network science and data mining as well as social sciences and physics, large-scale network analysis is becoming a dominant field [19] .
Demand for large random networks necessitates efficient, both in terms of running time and memory consumption, algorithms to generate such networks. Although various random graph models are being used and studied over the last several decades, even efficient sequential algorithms for generating such graphs were nonexistent until recently. Batagelj and Brandes [9] justifiably said "To our surprise we have found that the algorithms used for these generators in software such as BRITE, GT-ITM, JUNG, or LEDA are rather inefficient. . . . superlinear algorithms are sometimes tolerable in the analysis of networks with tens of thousands of nodes, but they are clearly unacceptable for generating large numbers of such graphs." Toward meeting this goal, recently some efficient sequential algorithms have been developed for some random graph models. Among them, Erdős-Rényi [9, 20] , small world [9] , Preferential Attachment [12, 13] , Chung-Lu [21, 14] models are well-known and widely used.
However, these efficient sequential algorithms are able to generate networks with only millions of nodes in a reasonable time, but generating networks with billions of nodes can take undesirably longer time. Further, a large memory requirement may even prohibit the generations of such large networks using these sequential algorithms. Thus, distributed-memory parallel algorithms are now desirable in dealing with these problems.
Note that shared-memory parallel algorithms also suffer from the memory restriction as these algorithms use memory of a single compute machine. Further, current shared-memory architectures are limited to only a few parallel processors whereas distributed-memory parallel systems are available with hundreds or thousands of processors. Until very recently researchers did not pay any attention to developing parallel algorithms for generating random graphs.
In this paper we focus on Chung-Lu model [21] which produces random graphs with a given sequence of expected degrees. Miller and Hagberg [14] proposed an efficient sequential algorithm for Chung-Lu model. Based on this sequential algorithm, we present an efficient distributed-memory parallel algorithm for generating random networks using Chung-Lu model. To the best of our knowledge, the algorithm presented in this paper is the first parallel algorithm for this problem. The most challenging issue in designing this parallel algorithm is balancing load among the processors. To deal with this challenge, we present a novel load balancing algorithm for this problem. We study three partitioning schemes and analyze their performances both theoretically and experimentally. Our algorithm scale very well to a large number of processors and can generate networks with 250 billion edges in eight minutes using 1024 processors.
The rest of the paper is organized as follows. Preliminaries, notations and a description of the parallel computation model are given in Section II. In Section III we describe the problem and the algorithm. Analysis of partitioning and load balancing is given in Section IV. Experimental results showing the performance of our parallel algorithm are presented in Section V. We conclude in Section VI.
II. PRELIMINARIES AND NOTATIONS
In the rest of the paper we use the following notations. We denote a network by G(V, E), where V and E are the sets of vertices (nodes) and edges, respectively, with m = |E| edges and n = |V | vertices labeled as 0, 1, 2, . . . , n − 1. We use the terms node and vertex interchangeably. If (u, v) ∈ E, we say u and v are neighbors of each other. The set of all neighbors of v ∈ V is denoted by
If u and v are neighbors, sometime we say that u is connected to v and vice versa. For any integers i and j with i ≤ j, we denote the set {i, i + 1, . . . , j} by [i, j].
We develop parallel algorithm for the message passing interface (MPI) based distributed memory system, where the processors do not have any shared memory and each processor has its own local memory. The processors can exchange data and communicate with each other by exchanging messages. The processors have a shared file system and they read-write data files from the same external memory. However, such reading and writing of the files are done independently.
We use K, M and B to denote thousands, millions and billions, respectively; e.g., 2B stands for two billion.
III. CHUNG-LU MODEL AND ALGORITHMS
Erdős-Rényi model, denoted as G(n, p), was one of the first random graph models [10] proposed. The model consists of n nodes and every possible pair of nodes is connected as an edge with the probability p. Hence, each node has an expected degree of (n − 1)p and the degree distribution is binomial. However, real-world networks typically exhibit many diverse class of degree distributions other than binomial distributions. For this reason, numerous models have been proposed to capture the degree distribution of those real-world networks.
The Chung-Lu model, introduced by Chung and Lu [21] , is such a model. The model consists of a set of weights w = (w 0 , w 1 , . . . w n−1 ), where w i is defined as the expected degree of node i. The set of weights can be generated from any possible degree distribution. The probability of an edge between node i and j is defined as p i,j = w i w j / k w k . If no self loop is allowed, i.e., i = j, the expected degree of node i is given by j wiwj [14] . For massive graphs, where the number of nodes n is very large, the average degree converges to w i for each node i.
A. Efficient Sequential Algorithm for Chung-Lu Model
The naive implementation of Chung-Lu model takes all possible node pairs {i, j} where i = j and create an edge with probability p i,j = w i w j / n−1 k=0 w k . There are n(n−1)/2 possible pairs of nodes and thus this naive algorithm requires O(n 2 ) time to generate a network with n nodes. Miller and Hagberg [14] proposed an efficient algorithm to generate graphs using Chung-Lu model, which requires O(n + m) time, where n and m are the number of nodes and edges respectively. It is easy to see that O(n+m) is the best possible runtime to generate m edges. The algorithm is based on an edge skipping technique. The edge skipping technique was first used by Batagelj and Brandes [9] for Erdős-Rényi model and later adapted by Miller and Hagberg [14] for Chung-Lu model. This adaptation of the edge skipping technique leads to a generalized and efficient algorithm for Chung-Lu model. The pseudocode of this algorithm is given in Algorithm 1. Our parallel algorithm is based on this efficient sequential algorithm.
The pseudo-code consists of two procedures SERIAL-CHUNG-LU and CREATE-EDGES. Note that in Algorithm 1, we presented the pseudocode in a little different way than that in [14] keeping the algorithm essentially the same. This restructuring of the pseudocode enables us to use CREATE-EDGES procedure without any changes in our parallel algorithm.
The procedure SERIAL-CHUNG-LU takes a list of weights w as the input. In line 2, it computes the sum S of the weights w i of all node i. In line 3, it calls procedure CREATE-EDGES with parameters i) weight list w, ii) sum of weights S, and iii) list of nodes V . Procedure CREATE-EDGES is responsible to create edges using the Chung-Lu model. A complete description of the algorithm and its correctness can be found in [14] . Below we provide an overview and a brief description of the algorithm. 
for all i ∈ V do 7:
while j < n and p > 0 do 10: if p = 1 then 11: choose r ∈ (0, 1) uniformly at random 12: δ ← log(r) log(1−p)
13:
else 14: δ ← 0 15: v ← j + δ skip δ edges 16: if v < n then 17:
choose r ∈ (0, 1) uniformly at random 19: if r < q/p then
20:
E ← E ∪ {i, v} 21:
return E
The list of weights w is assumed to be sorted in descending order. For each node i ∈ V , the algorithm selects some random nodes v from [i + 1, n − 1], and creates the edges (i, v). A naive way to select the nodes v from [i + 1, n − 1] is: for each j ∈ [i+1, n−1], select j independently with probability p i,j = w i w j /S, where S = n−1 k=0 w k , leading to an algorithm with run time O(n 2 ). Instead, the algorithm in [14] skips the nodes that are not selected by a random skip length δ as follows.
For each i ∈ V (Line 6, Algorithm 1), the algorithm begins with j = i + 1 (Line 7) and computes a random skip length δ ← log(r) log(1−p) (Line 12), where r is a real number in (0, 1) chosen uniformly at random and p = p i,j = w i w j /S. Then the next δ edges are skipped (Line 15), and edge (i, j + δ) is selected with probability p/q, where q = p i,j+δ = w i w j+δ /S (Line [17] [18] [19] [20] . Then from the next node j + δ + 1 (Line 22), this cycle of skipping and selecting edges is repeated (while loop in Line 9-22).
As we always have i < j and no edge (i, j) can be selected more than once, this algorithm does not create any self-loop or parallel edges, i.e., it always produces simple graphs. As the list of weights w is sorted in descending order, for any node i, the probability p i,j = w i w j /S decreases monotonically with the increase of j. It is shown in [14] that for any i, j, edge (i, j) is included in E with probability exactly w i w j /S, as desired, and that the algorithm runs in O(n + m) time.
B. Parallel Algorithm for Chung-Lu Model
In this section we present a distributed memory parallel algorithm to generate massive graphs using the Chung-Lu model. It is evident that computing p i,j is dependent on w i and w j . In this proposed parallel algorithm, we assume that every processor has the full identical list of sorted weights w available in it's own memory. Efficient parallelization of Algorithm 1 requires:
• Computing the sum S = n−1 k=0 w k in parallel. Sequential computation of S takes O(n) time whereas our goal is to achieve O((n + m)/P ) time with P processor.
• Dividing the task of executing procedure CREATE-EDGES(w, S, V ) into independent subtasks.
• Well-balanced computation load among the processors.
Load balancing is the most challenging issue in this parallel algorithm. In the next section, we study three load balancing schemes and present rigorous theoretical and experimental analysis of the schemes. To compute the sum S in parallel, the weights w are divided equally among P processors such that, every processor is responsible for n/P weights. Each of the P processors adds its weights locally in O(n/P ) time. Then this local sum is combined from all processors using a MPI reduce function which requires O(log P ) time. Therefore, computing sum S takes O(n/P + log P ) time.
Although our algorithm generates undirected edges, for the ease of discussion we consider u as the origin node and v as the destination node for any edge (u, v). Let T u be the task of generating the edges from source node u (Line 6 in Algorithm 1), i.e., task T u is the uth iteration of the loop in Line 6-22. It is easy to see that for any u = u tasks T u and T u are independent, i.e., tasks T u and T u can be executed by two different processors independently. Now execution of procedure CREATE-EDGES(w, S, V ) is equivalent to executing the set of tasks {T 0 , T 1 , . . . , T n−1 }. Our parallel algorithm take advantage of the independence of these tasks and distributes the set of tasks {T 0 , T 1 , . . . , T n−1 } among the processors for execution.
To divide the task of executing procedure CREATE-EDGES(w, S, V ) into independent subtasks, the set of nodes
Then partition V i is assigned to processor P i , and processor P i is responsible for executing the tasks {T u : u ∈ V i }; that is, P i is responsible for executing CREATE-EDGES(w, S, V i ) as defined in Algorithm 1. The basic steps of our parallel algorithm is summarized in Algorithm 2. Now it remains to show how to compute the partitions, i.e., execute NODE-PARTITION(V , w, S), in parallel.
The most challenging part of our algorithm is partitioning the set of nodes V in such a way that the computational loads are well-balanced among the processors. The partition also must be done efficiently in parallel such that the time required to compute the partition is small comparing to the time saved by balancing load by such partitions. In the following section, Algorithm 2 Parallel Chung-Lu Algorithm 1: procedure PARALLEL-CHUNG-LU(w) 2: i ← processor id 3:
In Parallel:
6:
we present a novel and efficient parallel algorithm to compute the partitions.
IV. PARTITIONING AND LOAD BALANCING
In this section, we study three partitioning schemes named Uniform Node Partitioning (UNP), Uniform Cost Partitioning (UCP) and Round Robin Partitioning (RRP) and present an efficient parallel algorithm to compute the partitions of the set of nodes V . In the first two partitioning schemes, UNP and UCP, consecutive nodes are assigned to each partition, whereas in the last scheme, RRP, nodes are assigned to the partitions in a round robin fashion.
Studying various partitioning schemes is not only interesting for understanding the performance of the algorithm, but also useful in analyzing the generated networks. It is sometimes desirable to generate networks on the fly and analyze it without performing disk I/O. Different partitioning schemes can be useful for different network analysis algorithms. Many network analysis algorithms require partitioning the graph into equal number of nodes (or edges) per processor. Some algorithms require the consecutive nodes to be stored in the same processor.
Recall that the partitioning algorithm divides the set of nodes V = {0, 1, 2, . . . , n − 1} into P partitions V 0 , V 1 , . . . V P −1 . Node partitioning has direct and significant effects on load balancing and the performance of the algorithm. A good load balancing is achieved by properly partitioning the set of nodes V such that the computational workload are equally distributed among the processors. Finding such partitions is a non-trivial problem. Not only do we need to find the proper partitions, we need to do so efficiently such that the benefit achieved by balancing the load is not overshadowed by the cost required to compute such partitions. Before discussing the partitioning schemes, we describe some formulation and foundation that are applicable to all of these schemes.
Let e u be the expected number of edges produced in task T u for an origin node u. With S = n−1 v=0 w v , we have
Let c u be the computational cost to perform task T u . For the sake of simplicity, we assign one unit of time to process a node or an edge. Then, we have
For two nodes u, v ∈ V such that u < v, we have c u ≥ c v as shown in Lemma 1.
Lemma 1. For any two nodes
Proof: From Equation 2, we have
The expected number of edges generated by the tasks {T u : u ∈ V i }, i.e., the edges from the origin nodes u ∈ V i , is given by m i = u∈Vi e u . Note that the expected number of edges in the generated graph, i.e., the expected total number of edges generated by all processors is m = |E| =
The computational cost for processor P i , i.e., the cost to perform the tasks
Therefore, the total cost for all processors is
In the following sections we describe two classes of partitioning schemes: i) Consecutive Node Partitioning (CP), which includes Uniform Node Partitioning (UNP) and Uniform Cost Partitioning (UCP) and ii) Round Robin Partitioning (RRP).
A. Consecutive Node Partitioning (CP)
In consecutive node partitioning, the nodes are assigned sequentially to a partition. Partition V i starts at node n i and ends at node n i+1 − 1, where n 0 = 0 and n P = n, i.e., V i = {n i , n i + 1, . . . n i+1 − 1} for all i. We say n i is the lower boundary of partition V i .
The simplest way to partition nodes V is Uniform Node Partitioning (UNP) where each partition consists of an equal number of nodes, i.e., |V i | = n/P for all i. Partition i includes the nodes from in/P to (i + 1)n/P − 1. Thus, the lower node index, i.e., lower boundary of partition V i is n i = in P . Although, in UNP, the number of nodes in the partitions are equal, the computation load among the processors can be very imbalanced. Lemma 2 shows that the difference between the load for two consecutive partitions V i and V i+1 is at least n 2 SP 2WiWi+1 , whereW i = 1 |Vi| u∈Vi w u , the average weight (degree) of the nodes in V i . Lemma 2 also shows that c(V i ) > c(V i+1 ) for all i. Thus c(V i ) gradually decreases with i by a large amount leading to very imbalanced distribution of the computation load. Experimental analysis given in Section V also verify these observations. Lemma 2. Let c(V i ) be the computational cost for partition V i , i.e., the cost of tasks
u∈Vi w u , the average weight of the nodes in V i .
Proof: In UNP, each of the partitions has x = n P nodes, except the last partition which can have smaller than x nodes. For the ease of discussion, assume that for u ≥ n, w u = 0 and consequently e u = 0. Now,
A good load balancing is achieved by distributing the computing cost equally among the processors. Next, we study a partitioning scheme named Uniform Cost Partitioning (UCP) which distributes the total computational cost m + n (see Eqn. 4) among the P processor uniformly such that for each partition V i = {n i , n i + 1, . . . , n i+1 − 1}, we have
Although determining the partition boundaries in UNP scheme is very easy, finding the boundaries in UCP scheme is a nontrivial problem. It requires computing the cost for each node u ∈ V and then finding the boundaries of the partitions such that every partition has a cost of m+n P . Computing the cost for a node u using Equation 2 and 1 take O(n) time.
Computing cost for all of the nodes take O(n 2 ) time and finding the boundaries by a sequential search takes Ω(n) time. If the partitions are computed sequentially, then our parallel algorithm for the Chung-Lu model would be very inefficient. Thus it is necessary to devise a parallel algorithm for finding the partitions. A naive parallelization can take O(n 2 /P ) time, which is also inefficient. We present a novel and efficient parallel algorithm for determining the partition boundaries in O( n P + P ) time. Let C u = u v=0 c v be the cumulative cost from node 0 up to node u. Hence, C u = C u−1 + c u . In UCP scheme, as shown in Fig. 1 , observe that for a partition V i , the cost of the partition is c(
For a partition V i , we also have C ni−1 < i m+n P ≤ C ni for 0 < i ≤ P − 1. Note that only the node at the lower boundary of partition V i satisfies this inequality. Thus, we find lower boundary node n i for partition V i by
Computing the cumulative cost C u = C u−1 + c u has two difficulties: i) for each node u, computing c u by using Eqn. 1 and 2 directly is inefficient, ii) C u is dependent on C u−1 making it hard to parallelize.
To overcome the first difficulty, we use the following alternative form of e u to calculate c u for each node u. From Eqn. 1, we have
where, σ u = u−1 v=0 w v . Also, we have σ u = σ u−1 + w u−1 .
To deal with the second difficulty, we compute C u for node u in several steps as described below. The main steps of our algorithm is shown in Algorithm 3. A corresponding visual representation of the steps is also shown in Fig. 2 . In the following discussions, Step refers to the step number in Fig. 2 and Line refers to line number in Algorithm 3.
At the beginning of the algorithm, the n nodes are distributed among the P processors equally, i.e., processor i is responsible for the nodes from i n P to (i + 1) n P − 1. Note that these are the nodes that processor i works with while executing the partitioning algorithm to find the boundaries of the UCP partitions.
In
Step 1 (Line 3), processor i computes a partial sum of n P weights s i = (i+1)n P −1 u= in P w u independently of other processors. In Step 2 (Line 4), exclusive prefix sum S i = i−1 j=0 s j is calculated for all s i where 0 ≤ i ≤ P − 1 and S 0 = 0. This exclusive prefix sum can be computed in parallel in O(log P ) time using the algorithm in [22, 23] . Now, we have for v = u + 1 to
Exclusive Prefix Sum on zi c v needs to be added to its partial value. For each processor P i , let
Step 4 (Line 13), another exclusive parallel prefix sum operation is performed on z i so i ← processor id 3:
u ← in P 6:
C u ← e u + 1 = wu S (S − σ u − w u ) + 1
8:
σ u ← σ u + w u 10:
C u ← C u−1 + e u + 1 12:
13:
for u = in P to (i+1)n P − 1 do
15:
C u = C u + Z i
16:
for n k ∈ n(i) do 20: Send n k to P k and P k+1
21:
Receive two boundaries n i and n i+1 22:
Note that this is exactly the value needed to add to have the final cumulative cost C u for each node u in processor P i . In Step 5 (Lines 14-15), Z i is added to C u for in P ≤ u ≤ (i+1)n P − 1. In Step 6 (Line 16), parallel sum is performed on z i to get Z = P −1 0 z i = n−1 0 c u = n + m, the total computation cost. LetZ = Z P be the average cost per processor (Line 17). In Step 7 (Line 18), partition boundaries are determined using procedure FIND-BOUNDARY given in Algorithm 4. Each processor i executes FIND-BOUNDARY on its range of nodes: from in P to (i+1)n P − 1. FIND-BOUNDARY simply performs a binary search to find the partition boundaries n k in this range using Eqn. 5. Note that the range [ Once the boundaries n k are determined, the processors exchange these boundaries with each other as follow. These n k , for 1 ≤ k ≤ P − 1, are the UCP boundaries. Node n k is the boundary between the UCP partitions V k and V k+1 , i.e., n k − 1 is the upper boundary of V k , and n k is the lower boundary of V k+1 . In Line 19 (Step 8), for each n k in the range
, processor P i sends a boundary message containing n k to processors P k and P k+1 . Notice that each processor i receives exactly two boundary messages from other processors (Line 21), and these two messages determine the lower and upper boundary of the ith UCP partition V i . That is, now each processor i has UCP partition V i and is ready to execute the parallel algorithm for the Chung-Lu model with UCP partitioning scheme.
The runtime of the parallel algorithm for computing UCP partitions is O( requires O(log n P ) time using a binary search on n/P items. For each partition boundary n k , processor i sends exactly two messages to the processors P k and P k−1 . Thus each processor receives exactly two messages. There are at most P UCP boundaries in [ in P , (i+1)n P −1]. Thus, in the worst case, a processor may need to send at most 2P messages, which takes O(P ) time. Therefore, the total time is O( n P + P ). Theorem 3 shows the worst case runtime of O( n P + P ). Notice that this bound on time is obtained considering the case that all P partition boundaries n k can be in a single processor.
However, in most real-world networks, it is an unlikely event, specially when the number of processors P is large. Thus it is safe to say that for most practical cases, this algorithm will scale to larger number of processors than this runtime analysis suggests.
Using the UCP scheme for partitioning, our parallel algorithm for generating random networks with Chung-Lu model runs in O( 
B. Round-Robin Node Partitioning (RRP)
In this scheme, nodes are distributed among the partitions in a round robin fashion. Partition V i contains the nodes i, i + P, i + 2P, . . . , i + kP such that i + kP ≤ n < i + (k + 1)P ; that is, V i = {j|j mod P = i}. In other words node i is assigned to partition V i mod P . Similar to UNP, in RRP scheme the number of nodes in each partition is almost equal; either n/P or n/P .
In order to compare the computation load between two partitions, let us consider two partitions V i and V j with i < j. Now, for the x-th nodes in these two partitions, using Lemma 1 we have: c i+(x−1)P ≥ c j+(x−1)P as i + (x − 1)P < j + (x − 1)P . Therefore, we also have c(V i ) = u∈Vi c u ≥ c(V j ) = u∈Vj c u , and by definition of RRP scheme, |V i | ≥ |V j | . The difference in cost between two partitions are given in Lemma 5.
Lemma 5. In Round Robin Partitioning (RRP) scheme, for any i < j, we have c(
Proof: The difference in cost between two partitions V i and V j is given by
By Lemma 5, the difference in cost between any two partitions is at most w 0 , the maximum weight. Thus, RRP scheme provides quite good load balancing. However, it is not as good as the UCP scheme. It is easy to see that in the RRP scheme, for any two partitions V i and V j such that i < j, we have c(V i ) > c(V j ). But, by design, the UCP scheme makes the partition such that cost are equally distributed among the processors. Thus, among the partitioning schemes, UNP has the worst load balancing while UCP provides the best load balancing.
Furthermore, although the RRP scheme is simple to implement and provides quite good load balancing, it has another subtle problem. In this scheme, the nodes of a partition are not consecutive and are scattered in the entire range leading to some serious efficiency issues in accessing these nodes. One major issue is that the locality of reference is not maintained leading to very high rate of cache miss during the execution of the algorithm. This contrast of performance between UCP and RRP is even more prominent when the goal is to generate massive networks as shown by experimental results in Section V.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our algorithm. Our parallel algorithm's accuracy is demonstrated by showing that the degree distributions of the networks produced by our the algorithm closely match the degree distribution of the given expected degree sequences. We present the strong scaling of our algorithm and show that the algorithm scales very well to a large number of processors. We also present experimental results showing the impact of the partitioning schemes on load balancing and performance of the algorithm.
A. Experimental Setup
For the experiments, we used a 318-node Cray CS-300 high performance computing cluster named 'BlueRidge' [24] . Each node is powered by two octa-core Intel Sandy Bridge CPUs with 64 GB of system memory. BlueRidge has a total of 5,088 cores and 20.4 TB of system memory. By the number of cores, it is the largest computing cluster to date at Virginia Tech. BlueRidge was ranked No. 402 on the Top500 list of the world's most powerful supercomputers in November 2012 [24] .
We analyzed our algorithms using several different types of degree distributions. The first distribution has all weights equal to d const , which is equivalent to Erdős-Rényi model with probability p = dconst N −1 with the average degree of d const . In the second distribution, weights are chosen uniformly in the range (d min , d max ) with average degree of (d min + d max )/2. The third has weights chosen from a power law degree distribution with exponent γ = 1.75 giving an average degree of about 11.5. We also used degree distributions found in realistic social contact networks [25] . For convenience, we call the four types of weights as Constant, Linear, Power-Law, and RealWorld respectively. In the experiments, we used up to 1024 processors. Our algorithm generates the network in the main memory, and the runtime does not include the time required to write the graph into the disk.
For the MPI based implementation of our algorithm, we used the MPICH2 implementation (version 1.7) optimized for QLogic InfiniBand cards.
B. Degree Distribution of Generated Networks
To demonstrate that our parallel algorithm creates network with the given sequence of expected degrees, we generated three class of graphs. The first one has 1M nodes and constant expected degree of d const = 200. The second one is the realistic contact network for Miami population found in [25] which has 2.1M nodes and 51.4M edges. The last one is generated from a Power-Law distribution with γ = 1.75 which produces approximately 11.5M edges. The expected and the generated degree distributions are shown in Fig. 3 .
In Fig. 3(a) , we observe that the degree distribution is very close to binomial with average degree of 200. In Fig. 3(b) , the degree distribution of generated networks closely follows the given expected degree distribution. Similarly, the degree distribution of the power-law network closely follows the expected distribution as shown in Fig. 3(c) . We also observe the characteristic long tails [12] in the generated graph. The above results show that our parallel algorithm generates random networks with a given expected degree sequence correctly.
C. Partitioning and Load Balancing
As discussed in Section IV, node partitioning significantly affects load balancing and performance of the algorithm. We have discussed three partitioning schemes UNP, UCP and RRP, and analyzed them theoretically. In this section, we experimentally study these schemes and their effect on the performance of the algorithm. As shown in Fig. 4 , the computation load are very imbalanced across the processors in UNP scheme. For very skewedDegree Number of Nodes q Generated (a) Erdős-Rényi networkFig. 3 . Distributions of expected and generated degrees degree distributions such as power-law distribution, load is extremely imbalanced. Note that the patterns of cost and runtime plots are very similar. This indicates that balancing the cost (as we defined) would also balance the runtime among the processors.
2) Comparison Between the Partitioning Schemes: We now provide a comparison between the partitioning schemes in terms of number of nodes, cost and runtime. The comparison is shown in Fig. 5 . For the lack of space, we show results only for constant weights with n = 1M and d const = 1000 using 320 processors. For the other weight distributions, the results are similar.
The node distribution is shown in Fig. 5(a) . For UNP and RRP every processor has equal number of nodes. For UCP, high ranked processors has a larger number of nodes. As the weights are sorted in decreasing order, it requires more nodes for higher ranked partitions to have equal cost. The cost distribution is shown in Fig. 5(b) . For UCP and RRP, the cost is distributed equally to the processors, but for UNP, cost distribution is skewed towards the low ranked processors.
The computation time for each individual processor is shown in Fig. 5(c) . Clearly, UCP scheme outperforms the other two schemes. Run time of a parallel algorithm is the maximum among the computation time taken by the processors. We observe that the runtime distribution for UNP scheme is also skewed towards the low ranked processors. The runtime of both UCP and RRP is almost constant across all processors. However, UCP is significantly faster than RRP. Note that this runtime for UCP scheme also include the time required to compute the UCP partitions.
D. Strong Scaling
Strong scaling of a parallel algorithm shows it's performance with the increasing number of processors while keeping the problem size fixed. Fig. 6 shows speedup factors of the algorithms with partitioning schemes UNP, UCP, and RRP with increasing number of processors for generating a network of size n = 1B and m = 250B. Speedup factors are measured as T s /T p , where T s and T p are the running time of a sequential algorithm and the parallel algorithm, respectively. We have implemented the sequential version of our algorithm in C++. We varied the number of processors from 1 to 1024 for this experiment.
As Fig. 6 shows, the speedups of our algorithm is increasing almost linearly up to 256 processors. With increasing number of processors our algorithm achieve good speedup. Further, the speedup of both UCP and RRP is better than UNP, due to better load-balancing as discussed in Section IV. However, for massive networks UCP outperforms RRP by a good factor of 4.
E. Generating Large Networks
Our main goal for designing this algorithm is to generate very large random networks. Using our algorithm with the UCP scheme, we are able to generate a network with one billion nodes and 250 billion edges. Using 1024 processors, generating this network took only eight minutes.
VI. CONCLUSION
We have developed an efficient parallel algorithm for generating massive networks with a given degree distribution using the Chung-Lu model, which can produce a network with 250 billion edges in just eight minutes. The main challenge in developing this algorithm is load balancing. To overcome this challenge, we have developed a novel parallel algorithm for balancing computation load among the processors for this problem. This load balancing algorithm provides almost perfect load balancing and significant improvement in the efficiency. We believe that the presented parallel algorithm for the Chung-Lu model will prove useful for modeling and analyzing emerging massive complex systems and uncovering patterns that emerges only in massive networks. As the algorithm can generate networks from any given degree distribution, its application will encompass a wide range of complex systems. 
