Abstract. We study a class of attractive spin systems. We prove that for these processes, the system dies out when the parameters are on the critical surface. We also prove that the supercritical process survives with positive probability in a su ciently thick space-timè slab'.
Introduction
In Bezuidenhout and Grimmett (1990) , it was shown that the critical contact process dies out. The proof presented in that paper is easily generalized to show that in any oneparameter family of additive processes with translation-invariant spatially symmetric rates, the critical process dies out starting from any nite initial state, as long as the minimal death rate is positive. However since the argument given there relies heavily on spatial symmetry, it implies nothing, for example, about the critical behaviour of the one-sided one-dimensional contact process. A corollary of the main result of this paper, Corollary 2.6, implies that any critical additive process with minimal positive death rate dies out with probability 1 from any nite initial state. In particular, the one-sided contact process dies out at its critical value.
In fact our argument has implications for a wider class of attractive nite-range translation-invariant spin systems: we show that if the birth and death parameters of such a system are critical for the process starting from a single occupied site and if the death rate is strictly positive, then the process dies out with probability 1. See Theorem 2.4.
As a by-product of the construction used to prove the main result, we show that no matter what the spatial dimension of the process, survival starting from a single occupied site is essentially a one-dimensional phenomenon. More precisely, we obtain that for any spatial dimension d 2, if there is a positive survival probability for the process started from a single occupied site and the death rate is strictly positive, then there is also a positive probability that this process survives when it is restricted to a su ciently thick twodimensional space-time`slab' (or equivalently, after linear change of space-time coordinates that leaves the time coordinate unchanged, the process survives with positive probability when it is restricted spatially to a su ciently thick one-dimensional`tube'). See Theorem 2.8. Note that the analogous result for the contact process followed easily from symmetry. In the absence of symmetry we have to work somewhat harder to obtain the result about survival in a space-time slab.
We use a re nement of the argument of Bezuidenhout and Grimmett (1990) . That argument in turn was an adaptation to the oriented setting of an earlier result due to Barsky, Grimmett and Newman (1990) about (unoriented) percolation in a half-space. Related techniques have been used in Grimmett and Marstrand (1990) to study the supercritical phase for bond percolation in the full space.
Statement of results

Systems with attractive rates
We consider the class of spin systems in Z d with translation-invariant nite-range attractive rates. A spin system in Z d is a Markovian system of processes f A t : t 0; A Z d g with values in the set 2 Z d , the collection of all subsets of Z d . We write A t for the state at time t of the process with initial state A. The state A t is a subset of Z d . It is sometimes called the set of`occupied sites' in Z d and its complement the set of`vacant sites'. In a nite-range spin system, the occupancy of a site changes at a rate determined by the occupancy of nearby sites. Let N r = fy 2 Z d : max i jy i j rg and N 0 r = N r n f0g. The class of translation-invariant nite-range spin systems with range r < 1 is indexed by the set of parameters (rates) ( ; ) where = ( ( ) : N 0 r ) = ( ( ) : N 0 r ) with ( ) 0 and ( ) 0. The quantity ( ) is known as a`birth rate'. It equals the rate at which a vacant site x in the state becomes occupied when ( ? x) \ N 0 r = , where ? x = fy ? x : y 2 g. Similarly, ( ) is the rate at which an occupied site x in the state becomes vacant when ( ? x) \ N 0 r = . A vector of rate parameters ( ; ) is called attractive if ( ) ( 0 ) and ( ) ( 0 ) whenever 0 . In the attractive case, the minimal birth and death rates are, respectively, (;) and (N 0 r ). For a given set of rates ( ; ), it is possible to construct all the corresponding processes f A t : t 0; A Z d g jointly on the same probability space. We shall discuss the details of this construction in Section 3. The probability space resulting from this construction will be denoted by , and the corresponding probability measure by P ; . Under certain conditions on the birth and death rates, the construction mentioned in the preceding paragraph can be carried out so that the following holds: The rate parameters ( ; ) of such a system are called additive. Systems with additive rates are closely connected with percolation models, so it is not surprising that many results from percolation theory more easily generalize to such systems. See the book by Gri eath (1979) or the more recent and somewhat less formal book by Durrett (1988) for conditions on the rates that lead to additive systems.
Critical processes
There are several notions of`criticality' for systems f A t : t 0; A Z d g with attractive rates ( ; ). For A Z d , we say that A survives for a given sample point ! 2 if A t (!) 6 = ; for all t 0, and we call P ; ( A survives) the survival probability of the process A . If the survival probability of A is positive, we say that A is viable. If jAj < 1, we de ne S A (r) = fattractive ( ; ) : A is viableg : When A is a singleton, which by translation invariance we may take to be f0g, we write S 0 (r) for S A (r). We might call S A (r) the`supercritical region' in parameter space. Any parameter vector ( ; ) on the boundary of S A (r) is called critical for the process starting at A, and the corresponding process A is called a critical process.
Our main result (see Theorem 2.4 below) is that if ( ; ) is critical for the process starting at f0g and if (N 0 r ) > 0, then the corresponding critical process f0g is not viable.
Equivalently, the theorem asserts that S 0 (r) \ f( ; ) : (N 0 r ) > 0g is open in the set of attractive rates.
For any translation-invariant additive system it can be shown that for all nite A Z d , f0g is viable if and only if A is viable.
|see Durrett (1988) . It follows from Theorem 2.4 that critical additive processes with strictly positive death rates are not viable (Corollary 2.6).
One-parameter families and critical values
Consider a one-parameter family of spin systems with range-r translation-invariant attractive rates, indexed by a curve (2.1) f( ; ) : 0 < 1g in parameter space. We assume that each component of is non-decreasing and each component of is non-increasing in , and that 0 (N 0 r ) > 0 and 0 (N 0 r ) = 0. We shall sometimes write P for the corresponding probability measure. In the most common examples, ( ; ) = ( ; ) for some xed set of attractive rates ( ; ). For example the symmetric contact process is such a one-parameter family with the choices: r = 1, ( ) = j j, and ( ) = 1 for every .
It can be shown by using attractiveness and the hypothesis of monotonicity in that the survival probability of f0g is non-decreasing in . Therefore there exists a (possibly in nite) critical value c de ned by (2.2) P ( f0g survives) = 0 < c > 0 > c :
As a consequence of our main theorem, we have that for any such one-parameter family for which c < 1, P c ( f0g survives) = 0 : See Corollary 2.5.
Discrete-time systems
The spin systems f A t : t 0; A Z d g described above evolve in continuous time. One can de ne analogous discrete-time spin systems in which t is a non-negative integer and the parameters ( ; ) are probabilities instead of rates: thus if 2 2 N 0 r , (2.3) P ; (x = 2 t+1 j ( t ? x) \ N r = fxg) = ( ) P ; (x 2 t+1 j ( t ? x) \ N r = ) = ( ):
Note that translation invariance and the nite-range condition are built into (2.3). Attractiveness is de ned as in continuous time, except that there is an additional condition, namely that ( ) + ( ) 1; for all N 0 r . This extra condition is required in discrete time to preserve the monotonicity properties that are fundamental in attractive systems. In particular, it ensures that for any given con guration of occupied and vacant sites in Z d n fxg, the probability that the site x is occupied at some time t is greater if x is occupied at time t ? 1 than if x is vacant at that time.
All of our main results are valid for discrete-time systems as well as continuous-time ones, and the proofs are, apart from technical details, identical. We need to discuss both types of systems, however, because Theorem 2.8 below is proved by induction on the dimension d, and even when the original system has a continuous time variable, after one step of the induction argument, we are forced to deal with a discrete-time system.
All the quantities discussed above have analogues in the discrete-time setting. We use the same notation as above to denote these discrete-time analogues.
Statement of results about critical processes
Our main result is: This last result can be stated informally as: if f0g survives with positive probability, then it does so when restricted to a su ciently thick 2-dimensional space-time slab, or after a linear change of space-time coordinates coordinates that leaves time unchanged, when restricted spatially to a su ciently thick 1-dimensional tube in Z d .
Preliminaries
Graphical construction of spin systems Our goal in this section is to de ne a single`universal' probability space on which all of the processes used in the arguments throughout the rest of the paper are jointly de ned. We use the so-called`graphical construction' of spin systems. It enables us to make convenient comparisons among several processes. The reader who is willing to accept that such a construction exists may wish to read only about the construction in the discrete time case, skip the details for the continuous-time case, and then read about the auxiliary processes that we de ne in terms of the graphical construction.
We start with the discrete-time case. Let U x;t ; V x;t ; (x; t) 2 Z d Z + be independent random variables, uniformly distributed on 0; 1]. Thus, to each point (x; t) in space-time, we assign two uniformly distributed random variables. The corresponding probability space is called ( ; F; P).
Given a set of parameters ( ; ) with range r and an initial state A, we construct the corresponding discrete-time process on inductively as follows. In the proofs of our main results, we shall use several di erent auxiliary processes, all of which can be de ned on the probability space of the above graphical construction. First, it will be convenient to be able to start processes at times other than 0. It should not be surprising that if is a nite stopping time with respect to the -elds F t , then the graphical construction described above can be used to construct processes A; t ; t with initial state (at time ) A and birth and death parameters ( ; ), all on the probability sample space . These processes will` t together in a Markovian way' in the sense that Suppose that the range of the rates is r, and let B = B(w; h; ) be as in (3.6), with 2r w i 1, i 0 and h 0. In the discrete time case, assume that h is an integer.
Let S i (B) stand for strips of width 2r along the right (+) and left (?) sides of B in the i th coordinate direction, and let T(B) be the top of B. Thus 
Preliminary lemmas
In this section, we state several known results as lemmas for future reference. For all but the rst of them, we also give short proofs for completeness.
The rst result is the famous Harris-FKG inequality (see Harris (1960), Fortuin, Kasteleyn and Ginibre (1971) ). In order to state this inequality, we need some de nitions. Recall the probability space ( ; F; P ; ) de ned earlier in terms of the graphical construction. We put a partial ordering`<' on . We say that ! < ! 0 if for all x 2 Z d ,
, (iii) U x;t (!) U x;t (! 0 ) for t 2 B x (!), and (iv) V x;t (!) V x;t (! 0 ) for t 2 D x (! 0 ). (For the discrete-time case, to make sense of these conditions we let B x and D x equal Z + for all x.) This partial ordering goes back to Harris (1978) , at least in the additive case. Informally, the conditions that de ne the partial ordering say that there are fewer births and/or more deaths for the sample point ! than for ! 0 if ! < ! 0 . We call an event E 2 F a positive event if ! 2 E implies ! 0 2 E for all ! 0 such that ! < ! 0 . Note that intersections of positive events are themselves positive. The following is a very useful tool in the analysis of systems with attractive rates. The following result was rst used by Russo (1978) and Seymour and Welsh (1978) . The result follows after some rearrangement.
Our next two lemmas rely (in part) on the Harris-FKG inequality. They concern the behavior of viable processes. Proof: To prove the rst statement assume to get a contradiction that no such B exists.
Then there exists a nested sequence B k " Z d of space-time boxes (each of which is tilted no more than arctan r in any of the d spatial directions in the discrete-time case), so that if E k is the event fN(B k ) < Ng then P ; (E k ) ". But then
We may assume without loss of generality that for each k, the boundaries of the boxes B k and B k+1 are at least one unit apart (in all directions). Then it can be shown that (3.13)
where c is a constant independent of k. The key facts here are the Markov property and the fact that the sets T(B) and S i have been chosen so that all occupied space-time points outside of B are necessarily "descendants" of occupied space-time points in the sets T(B) and/or S i . If the time coordinate is discrete, a proof of (3.13) based on these facts is straightforward. In the continuous-time case, the proof is slightly more technical because we count particles in terms of the measure of the set of occupied space-time points. See Bezuidenhout and Grimmett (1990, (17) in the proof of Lemma (7)) or Durrett (1989) for details. It is easy to show using (3.13) that P ; ( D dies out jE k i.o.) = 1, and hence that P ; ( D dies out) ". This contradiction establishes the rst part of the lemma. The second part, (3.12), follows from this and the FKG inequalities because the events in (3.12) are all positive.
Note that the essential ingredients in the proof of this lemma are (i) the FKG inequality, and (ii) the lower bound (3.13). A standard limiting argument also shows that (3.17) implies the existence of a minimal nite set C Z d such that
(just take limits as C " Z d ). Since C is minimal, the probability that every site in C is occupied at least once during 0; J] must be positive. Since there is a positive probability that any site that is occupied at some time before time J is still occupied by time J (recall that in the discrete-time case, the death probabilities are bounded away from 1), it follows from the Harris-FKG inequality that there is a positive probability that every site in C is occupied at time J by the process starting at f0g and restricted to C. After enlarging D if necessary to equal C, (3.15) follows.
Our nal lemma states that, for a spin system with translation-invariant nite-range rates and with minimal birth rate equal to 0 started from a nite set, the set of occupied sites is contained with probability close to 1 inside a space-time cone whose width grows linearly with time. For the discrete-time case, this result is trivial, since growth occurs only at integer times, and since a vacant site cannot become occupied unless it lies within distance r of one or more occupied sites (let 0 = arctan r, independently of "). For the continuous time case, we rst note that the result is obviously true if we restrict t to a bounded interval (that is, replace the expression`t 0' in (3.19) by`t 2 0; T]' for T nite). For large t, we compare the process A t to a range-r process with death rate equal to 0 and birth rate equal to (N 0 r ). It is known that for such a process, (t)=t ! c a.s. for some constant c independent of A, where (t) is the maximum diameter of the set A t . This convergence of the quantity ( (t) ? (0))=t to the constant c happens uniformly in the size of A, in an appropriate sense. See the discussion of Richardson's growth model in Durrett (1988) . Using on these observations, it is easy to nish the proof.
The fundamental lemma
The following lemma is the heart of the proof and we go into some detail in proving it. Unfortunately, the details in the discrete-time case are somewhat messier than in continuous time, although there is no essential di erence. We give the proof for continuous time rst and indicate the necessary changes for discrete time afterward. In the statement of the lemma, the set D and the integer J are provided by Lemma 3.14, and the quantity 0 comes from Lemma 3.18. The quantities N T (B) and N S d (B) were de ned earlier, in terms of D and J. See the \Notation" section above. Figure 2 . In the proofs of the two claims below, all of the boxes that we de ne will be of the form B(w 2 ; h; ), for h h 1 and = (0; : : : ; 0; ). It will follow from (4.7) and the way in which these boxes will be de ned that we shall never have to consider angles larger than 0 in absolute value. Therefore, any such box will contain B(w 1 ; h 1 ) (and hence B(w 0 ; h 0 )), so we shall be able to use (4.5) to obtain information about the numbers of particles on the sides and top of such a box.
We show rst (in Claim 4.10 below) that it is possible to choose a space-time box (unbounded in the rst d ? 1 spatial co-ordinate directions and with vertical sides in the d th ) for which (4.2) is satis ed with replaced by =2, and for which at least one of the two inequalities in (4.3) is satis ed. 4.15) h 2 = inffh > h 1 : (4.14) failsg:
In the continuous-time case, the left hand side of (4.14) is continuous in h and therefore there is equality in (4.14) for h = h 2 . So sinceB(h 2 ; 0) B(w 0 ; h 0 ), we have by (4.5) that either (4.12) or (4.13) holds withB =B(h 2 ; 0), and Claim 4.10 is veri ed in this case. If the set in (4.15) is empty, then (4.14) holds for every h h 1 , and hence the probability that the system survives inside the d-dimensional space-time slabB(1; 0) is at least (4.16) Claim. There exist h 3 and d 1 so that ifB = B(1; : : : ; 1; w d 2 ; h 3 ; 0; : : : ; 0; d 1 ) then the analogues of (4.11), (4.12) and (4.13) with B(w 2 ; h 2 ) replaced byB all hold. Proof of Claim 4.16: In this proof, we use the same temporary notationB(h; ) as in the proof of Claim 4.10. Let us assume that h 2 has been chosen so that (4.11) and (4.12) hold. By Claim 4.10, if we cannot nd such an h 2 , then we can instead nd an h 2 so that (4.11) and (4.13) hold, and we modify the argument accordingly.
Consider the set of non-negative angles for which there exists an h h 1 so that This set is not empty since by assumption it contains = 0 (at h = h 2 ). By the de nition of 0 (see (4.7)), the set is contained in 0; 0 ). Let 1 and a sequence of heights h(n) h 1 so that both (4.17) and (4.18) hold when (h; ) = (h(n); (n)). First consider the case in which it is possible to choose the sequence of heights h(n) so that h(n) ! 1 as n ! 1. We may assume that (n) A where A is some positive constant.
For any boxB(h; ) with A, a particle in the boxB(h; ) that survives at least 2w d 2 cot(A) time units must hit the left side of the box. Since the maximal death rate is nite, there is a (possibly small) quantity p > 0 such that the probability is at least p that any given particle inB(h; ) will survive long enough to hit the left side of theB(h; ). It is easy to prove from this fact and the fact that survival events are positive events, that for all su ciently large h, conditioned on the event E = f~ D h (B(h; )) 6 = ;g, the probability that N S ? d (B(h; )) N ? is at least 1? =2. The event E is implied by the event in (4.17), so we conclude that for all su ciently large n, P ; (N S ? d (B(h(n); (n))) N ? ) is at least 1 ? . The statement of Claim 4.16 thus holds in this case.
We now turn to the case in which we cannot choose the sequence h(n) to tend to in nity. Let H be the (bounded) set of heights h h 1 such that (4.17) and (4.18) both hold when = d
1 . This set is nonempty, since it contains any limit point of the sequence h(n) (the left sides of (4.17) .3) hold. It is clear that the coordinates of the vector (w 1 ; : : :; w d ) can be chosen as large as we wish. Just before (4.6) in the proof of Lemma 4.1, the height h 1 can be chosen as large as we wish, so h 3 (which is at least as large as h 1 ) can also be chosen as large as we wish. Thus we have established Lemma 4.1 in the continuous-time case.
Proof of Lemma 4.1 in the discrete-time case: In the continuous-time case, we relied several times on the continuity in h and of certain probabilities. In discrete time, h is restricted to integer values, and for xed h, these probabilities are not continuous as functions of . However, it is easily checked from the de nitions that for xed h, the quantities on the left sides of (4.17), (4. for all integer times t 0, nite sets G, and positive integers N. We can choose such a constant C because of the assumption that the death probability is bounded away from 1. Throughout the rest of the proof, we shall use (4.24) and (4.26) in the place of (4.5) and (4.6).
The proof now follows the continuous-time case until the rst place that continuity is used, namely in the paragraph containing (4.14) and (4.15). Replace (4.14) by which holds for h = h 1 by (4.26). De ne h 2 accordingly. Then (4.27) fails at h = h 2 , so by (4.24), either (4.12) or (4.13) holds. Since (4.27) holds at h = h 2 ? 1, it follows from (4.25) that (4.11) also holds at h = h 2 . The rest of the proof of Claim 4.10 is unchanged.
We now move on to the proof of Claim 4.16 in discrete time. If the analogue of the sequence fh(n)g introduced in the rst paragraph after (4.19) is unbounded, we proceed as in the continuous-time case. If this sequence is bounded, we may assume that is is constant since time is now discrete. Now upper semi-continuity of the left sides of (4.17) and (4.18) in for xed h is su cient to prove that the set H is non-empty. By (4.28), their union has probability at least 1 ? 2 =4. It follows from Lemma 3.10 that either P ; (A 1 ) 1? , or P ; (A 2 ) 1? =4. The rst inequality is (4.20). We claim that the second inequality implies (4.17) with h replaced by h + 1. To see this, rst note that since 0 = arctan r, then if we let G = fx : (x; h) 2 Fg, then G fh+1g T(B(h+1; )). Now apply (4.25). This completes the proof of Claim 4.16 in the discrete-time case. The rest of the proof of Lemma 4.1 is the same as in the continuous-time case.
The basic ingredients of our main construction
We state three propositions. Each concerns the ability of a viable process to reproduce a given nite set D within a given target area. These will be the basis of the construction we use in proving our main results. The notation is as in Section 3. See especially (3.7). Proposition 5.2 is used to prove the following proposition, which constitutes the basic building block in the construction. Translates of the event described in this proposition will be used to construct a supercritical discrete-time process. directions. The quantity k is a scaling factor which will later be chosen to be 20. The set B 0 is a`source' located at the center of the bottom of the slabs B k and containing an occupied translate of D f0g. The proposition asserts that with high probability, the process restricted to the slabs and starting at the source copy of D f0g will reproduce occupied translated copies of D f0g in some target sets located at the tops of the slabs.
These target sets are like the source set B 0 , except that they are allowed to be thicker in the rst d ? 2 coordinate directions.
Proof of Proposition 5.1. We shall restrict our attention to the part of the proposition concerned with nding an occupied translate of the set D in the box R(w; h). The proof for L(w; h) is completely analogous. for all choices of B such that the event that N T (B) N has positive probability. The value of N can be chosen in a way that depends only on , D, J, and the probability on the left side of (3.15 (B) N has positive probability. Intuitively, the idea behind both (5.5) and (5.6) is that if a space-time set contains enough occupied points, then it is likely that at least one of those occupied points will produce an occupied translate of the set D in time J. A similar fact can be found in Bezuidenhout and Grimmett (1990;  see the proof of Lemma 18). But the argument here is technically slightly more complicated than the one needed in Bezuidenhout and Grimmett (1990) , so we shall indicate brie y how it goes.
We focus on the proof of (5.6). The argument for (5.5) is very similar (and slightly easier). Let X = f(x; t) 2 S + d (B) : x 2~ D t (B)g. In order to be systematic when we refer to various points in X, we lexicographically order the points in space-time, with the time dimension being given precedence over the spatial dimensions, and with the precedence among the spatial dimensions being xed arbitrarily. Since S + d (B) is a closed set and since the processes under consideration have right-continuous paths, it is clear that, with respect to this ordering, there is a minimal space-time point (x 0 ; t 0 ) in X, provided of course that X is non-empty. Now we proceed inductively to de ne (x k ; t k ) to be the minimal spacetime point such that (x k + D) (t k ; t k + J] does not intersect (x j + D) t j ; t j + J] for any j = 0; : : :; k ? 1. Of course, from some k on, there will not exist a point (x k ; t k ) that satis es this de nition. Let N 0 equal the largest integer k such that (x k ; t k ) exists. A routine argument can be used to show that N 0 aN S + for all k and some positive constant b independent of k. And (5.7) follows in a straightforward manner from the strong Markov property together with (3.5) and (3.15). This completes our justi cation of (5.5) and (5.6).
If we choose > 0 su ciently small and then choose a su ciently large N so that (5.5) and (5.6) both hold, then by applying Lemma 4.1 with N 0 = N = N and a su ciently small > 0, we see that B, D, J, and 0 can be chosen so that Assume that the process has moved the set D to the right from (0; 0) to (x 1 ; s 1 ). This happens with high probability. Now think of restarting the process at the spacetime point (x 1 ; s 1 ). Using the strong Markov property, we see that with high probability, the restarted, restricted process~ D+x 1 ;s 1 ( B + (x 1 ; s 1 )) moves the set D to the right from (x 1 ; s 1 ) to a point (x 2 ; s 2 ) near the right edge of the box B + (x 1 ; s 1 ). Next, instead of moving again to the right, we move up. That is, the process D+x 2 ;s 2 ( B + (x 2 ; s 2 )) moves the set D up from (x 2 ; s 2 ) to a point (x 3 ; s 3 ) at the top of the box B +(x 2 ; s 2 ). And nally, we move the set D once more to the right, this time from the point (x 3 ; s 3 ) to a point (x 4 ; s 4 ) near the right edge of B +(x 3 ; s 3 ). All of this happens with high probability. In fact, the strong Markov property and (5.8) imply that this sequence of four movements of the set D (two to the right, followed by one up, followed by another to the right) happens with probability greater than 1 ? ". Now we observe that the bound in (5.9) and the boxes B andB have been chosen in such a way that at least one of the sets D f0g + (x i ; s i ) (i = 2; 3; 4) lies insidê R = R(w; h; ), where, as above, w = 4 w and h = 3 h. Note thatR is the upper right corner box ofB. Choose j to be the smallest value of i such that (D f0g) + (x i ; s i ) lies insideR. We have chosen the dimensions of the boxes so that it is necessarily the case that the rst j moves described in the preceding paragraph all take place with processes that are restricted to subsets of the boxB.
Let us summarize. We have described a procedure whereby, with probability at least We shall work in the transformed co-ordinates just described.
The strategy of the proof is to nd a hyperlane that splits the two corner boxes R(w 0 ; h 0 ) and L(w 0 ; h 0 ) into four boxes, each of which is likely to contain an occupied translate of the set D f0g. The procedure for nding such a hyperplane is very similar to that used in the proof of the Fundamental Lemma 4.1. Once this procedure is successfully carried out, a change of co-ordinates completes the proof. Since at least one of these four sets is empty for jaj > 3w d?1 , we shall restrict our attention from here on to a 2 ?3w d?1 ; 3w d?1 ]. Let E L (a; ) and E R (a; ) be the analogues of the events E R and E L with L(w 0 ; h 0 ) and R(w 0 ; h 0 ) replaced by L (a; ) and R (a; ). We show that there exists a hyperplane P(a; ) so that (5.12) P ; (E i (a; )) 1 ? " for i = L; R:
The assertion of Proposition 5.2 will follow from this after an appropriate change of variables in space-time.
For i = L; R, de ne f i (a; ) = P ; (E i (a; )): Note that each f i (a; ) is jointly upper semi-continuous in (a; Each event E i depends only on the con guration inside the space-time region B 0 and so its probability depends continuously on the parameters ( ; We consider also the auxiliary regions T (4; 2) and T (4; 3). If (x; t) 2 T (i; j) with ?2 i 1, we use translation invariance together with the fact that P 0 ; 0(E R ) > 1 ? " 1 to conclude that with P 0 ; 0-probability at least 1 ? " 1 , f(y; draw a similar conclusion. Finally, for (x; t) 2 T (i; 3) with 2 i 4 we use a translate of E L . Thus we have that if (x; t) 2 T (i; 3) with ?1 i 4 then the event in the statement of Claim 5.15 occurs with P 0 ; 0-probability at least 1 ? " 1 .
If j = 2 and (x; t) 2 T (i; j) and one uses a translate of the event E R or of E L , depending on whether ?2 i 1 or 2 i 4, one nds that the region into which the translate of D f0g falls with large probability may not be entirely contained in the region B 2 of (5.16). However, the region obtained is contained in If the lowest translate of D in f(y; s) : y 2 D+x;t s (B 0 + (x; t))g is in T (i; 3), then we use the strong Markov property to restart and then use the previous step. We conclude that if ?2 i 4 and (x; t) 2 T (i; 2) then with P 0 ; 0-probability at least (1 ? " 1 ) 2 , the event in the statement of Claim 5.15 occurs.
Similarly we nd that if ?2 i 3 and (x; t) 2 T (i; 1) then the event in the statement of Claim 5.15 occurs with P 0 ; 0-probability at least (1 ? " 1 ) 3 Before giving precise de nitions, we shall give an informal description of the various objects that are involved in the process we are about to construct. For x 2 Z d?1 and n 0 subject to the above parity restriction, the quantity I n (x) is a random variable which can take only the values 0 and 1 and indicates whether or not the site x is to be considered occupied at time n. The space-time point (x; n) is identi ed with a space-time box in our original process f A t : t 0; A Z d g, and occupation in the new process signi es that a certain event has occurred involving that space-time box in the original process. When I n (x) = 1, the quantity P n (x) gives us more precise information about about where in space-time the corresponding event occurred in the original process. The kinds of events that we shall be concerned with in the de nitions of I n and P n will be of the type described in Proposition 5.3. Note that the spatial dimension of the new process is one less than that of the original process. jx`? y`j 3w`for`= 1; : : : ; d ? 2; jx d?1 ? y d?1 j = 1 so that I n (y) = 1, we de ne I n+1 (x) = 0 and P n+1 (x) = (0 0 0; 0). Suppose there exists a y satisfying (6.3) for which I n (y) = 1. Suppose in addition that for some such y, Let F n be the -eld generated by f m : 0 m ng. Then for every ( 0 ; 0 ) 2 U, ( n ; F n ; P 0 ; 0) is a Markov process and in fact, the conditional distribution of n+1 (x) given F n depends only on the quantities n (y) for y such that (6:3) holds.
Proof of Theorem 2.4 and Corollary 2.7
With f n (x) : x 2 Z d?1 ; n 0g as above, de ne random variables Z n (x) for x 2 Z and n 0 with x + n even as follows: Z n (x) = 1 if I n (x 1 ; : : :; x d?2 ; x) = 1 for some (x 1 ; : : :; x d?2 ) 2 Z d?2 and Z n (x) = 0 otherwise. Then it follows from the de nitions that for i = 0; 1, P 0 ; 0 (Z n+1 (x) = ijF n ) = P 0 ; 0 (Z n+1 (x) = ijf n (y) : jy d?1 ? xj = 1g) :
Using (6.2), we have that P 0 ; 0 (Z n+1 (x) = 1jF n ) p(Z n (x ? 1); Z n (x + 1)) where p(0; 0) = 0 and p(1; 0) = p(0; 1) = p(1; 1) = 1 ? " 0 . For xed n, conditioned on F n , the random variables Z n+1 (x) and Z n+1 (y) are correlated only if x = y 2, as long as we choose k in the statement of Proposition 5.3 su ciently large (k 20 will do). Therefore one can modify the usual contour argument for 1-dependent oriented site percolation { see Durrett (1988, p. 85 ) { to show that if " 0 is su ciently small, then with positive P 0 ; 0-probability, there exist in nitely many values of n for which (6.4) fx : Z n (x) = 1g 6 = ;: Thus we have that if P ; ( 0 survives ) > 0 and (N 0 r ) > 0, and, in the discrete-time case, (;) < 1, then there exists w d?1 and a neighbourhood U of ( ; ) in the space of parameters so that for every ( 0 ; 0 ) 2 U, D survives inside B (see (6.5)) with positive P 0 ; 0-probability.
We have just proved that there is a positive survival probability for a certain open set U of parameter values, with the initial state being a certain nite set D. It remains to prove an analogous result for the process starting at the singleton f0g. Since the event in (3.15) depends only on the con guration inside the nite space-time region D 0; h], its probability is a continuous function of the parameters. Therefore there exists a neighbourhood U 0 of ( ; ) in the space of parameters so that if ( 0 ; 0 ) 2 U 0 , then (3.15) holds with P ; replaced by P 0 ; 0. It follows from this and the Markov property that if ( 0 ; 0 ) 2 U \ U 0 , 0 survives inside B(1; : : : ; 1; 2w d?1 ; 1; 1) with positive probability. Theorem 2.4 and, in fact, Corollary 2.7 now follow.
Proof of Theorem 2.8
The proof is by induction on the dimension d. We note that we have already established the result when d = 2 and that for general d > 2 we have constructed a discrete-time Markov process n = (I n ; P n ) where I n takes values in f0; 1g Z d?1 and P n is an auxiliary process. If x 2 Z d?1 and I n (x) = 1, then P n (x) gives the precise location of the translate of D f0g in the underlying process whose presence makes the`cell' in (6.1) occupied.
In order to decrease the spatial dimension once more, we would like to apply the result of Corollary 2.7 to the process fI n : n 0g. However, since fI n g does not satisfy the hypotheses of that result (it is not even a Markov process), we have to check that the proof can be modi ed to accomodate a wider class of processes.
There is one respect in which the process fI n : n 0g is easier to handle than the original one, and that is that we can assume that the probability of`survival' (i.e. the probability that the set of n for which fx : I n (x) = 1g 6 = ; is unbounded) starting with fx : I 0 (x) = 1g = f0g is as close to 1 as desired. The reason we can do this is that we can choose " in the statement of Proposition 5.3 as small as we like. In particular, for the new process, we need not repeatedly generate translates of a large set (D f0g for the original process); the process can be restarted from a singlè occupied site'.
The basic ingredients needed to make the proof of the technical results leading up to the proof of Corollary 2.7 work are:
(i) the FKG inequality for events like those whose probabilities appear in (3.12), and (ii) a result which states that P ; ( dies out j jf(x; n) 2 R : n (x) = 1gj < N) > 0:
for certain space-time regions R.
In both cases, these results are available because the events can be interpreted in terms of events in the underlying process, in which the analogues of (i) and (ii) hold, and the result for the rescaled process follows. The only other potential di culty is that, in the proofs of Propositions 5.1 and 5.3, we use the strong Markov property to restart the process. The process fI n : n 0g is not Markov. However the process n = (I n ; P n ) does satisfy the Markov property, and this fact su ces. Keeping these observations in mind, one can check that the proof of Corollary 2.7 carries over to the present setting. We obtain a process f
n (x) = (I (2) n (x); P
n (x)) : n 0; x 2 Z d?2 g where, if I (2) n (x) = 1, P
n (x) gives the precise location of the lowest occupied (rescaled) site in Z d?1 R + that causes I
n (x) to take the value 1. As long as the probability that fI n : n 0g survives is su ciently close to 1, we have that fI (2) n : n 0g survives with survives inside the region (6.6) with positive probability. Since fI (2) n : n 0g is the same sort of process as fI n : n 0g, the result follows by induction. 
