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Abstract—In this letter, we propose a new decoding algorithm
to improve the bit error rate performance of the hard-input
hard-output (HIHO) turbo product codes (TPC) with hard
iterative decoding. The proposed algorithm iteratively, but not
sequentially, decodes the received TPC blocks based on the
reliability of the constituent codes. Simulation results confirm a
noticeable coding gain improvement using the proposed decoding
process with respect to standard HIHO TPC decoding. An
efficient implementation of the new technique offers a negligible
additional complexity when the channel-bit error probability is
less than 10−2.
Index Terms—Turbo block codes, TPC, hard decision decod-
ing, iterative decoding.
I. INTRODUCTION
TURBO codes were recently developed to achieve power-ful error correction codes with reasonable decoding com-
plexity [1][2]. These codes offer a performance that is close
to Shannon’s theoretical limit over additive white Gaussian
noise (AWGN) channels. The strategy used in turbo codes
is to construct powerful codes by concatenating two or more
simple codes. The main goal of the concatenation is to enable
splitting the decoding process into smaller processes that can
be performed independently. Depending on the codes used,
turbo codes can be classified into convolutional turbo codes
(CTCs) or block turbo codes (BTCs). The BTCs are also
known as turbo product codes (TPCs) [3]. A major challenge
for TPCs is the decoding complexity of the maximum a
posteriori (MAP) algorithm [4], which is an optimal decoding
algorithm. Several approaches were proposed to reduce the
complexity with minimal performance degradation [3]-[6].
To achieve the ultimate coding gain with iterative decod-
ing of product codes, the two decoders have to exchange
soft information. Thus, each decoder has to take soft input
and produce soft output. Such decoders are usually called
soft-input soft-output (SISO) decoders. However, actual soft
information is available only during the first iteration at the
input of the inner decoder. To overcome this limitation, and
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to provide soft information for the next iteration, the decoders
produce so-called extrinsic information about the symbols
[3]. The extrinsic information is a soft quantity that requires
sufficiently fine quantization to produce the ideal performance.
The soft decoding for each row/column is performed using
the Chase-II algorithm [7] which typically requires 16 hard
decision decoding (HDD) operations for every row/column
during each half iteration [3]. The output of the Chase-II
decoder is binary and can be converted into soft using the
approach proposed by Pyndiah in [3], this process requires a
considerable number of arithmetic operations. The hard-input
hard-output (HIHO) decoder requires only one HDD operation
for each row/column every half iteration and does not require
any arithmetic operations, hence it is substantially simpler than
the SISO decoder. In terms of coding gain, SISO decoders
offer 2 to 3 dB coding gain advantage over HIHO decoders
[3], [8].
In some applications, such as optical fiber communications,
the bit rates are in the order of 10 Gbits/s. Precise soft
information is difficult to achieve and handle at such very high
bit rates since building an accurate analog-to-digital (A/D)
converter is very difficult at such bit rates [9]-[12]. The effect
of quantization on the performance of TPCs was evaluated in
[8], [13], [14]. The results show that using 3-bits quantization
corresponds to a 0.9 dB coding gain penalty at a bit error
rate (BER) of 10−6. Practically speaking, 3-bits quantization
is the best that can be achieved at such high speeds [15]. In
some applications, the absence of soft data at the input of the
SISO decoder is compensated by using a decoder that works
with hard bits in the first half iteration and then it functions
as a regular SISO decoder, the coding gain degradation in
this case is about 1 dB for codes with high code rate [16].
Another major limitation to achieving the maximum coding
gain advantage promised by SISO decoders is the accurate
knowledge of the channel-noise statistics. Most of the research
work performed on SISO decoding is based on the simplifying
assumption that the channel introduces AWGN with zero mean
and a variance that is accurately known at the receiver [3]. In
more realistic channel models, such as long-haul amplified
optical systems, the noise is strongly non-Gaussian at the
output of the receiver [13]. Thus, the exact expression of the a
priori conditional channel probabilities will not be accurately
estimated which may cause severe coding gain degradation.
Consequently, HIHO decoders rendered themselves as an
efficient alternative for SISO decoders since they have much
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lower complexity and the difference in coding gain is tolerable
in practical environments [8]-[11].
In this letter, we propose an improved hard iterative decod-
ing algorithm for TPCs. The inner and outer decoders in the
proposed algorithm do not exchange any type of information,
instead, they compute the reliability of each component code
in the received TPC matrix and then make a decision whether
to decode or to leave that code component without decoding.
Extensive simulation results show that a significant coding
gain improvement is achieved using the new decoding algo-
rithm whereas the additional complexity is negligible when
the channel transition probability is less or equal to 10−2.
II. TURBO PRODUCT CODES
The encoder for TPCs consists of two serially concatenated
binary linear block encoders. The encoder Ci (i = 1, 2) has
the parameters (ni, ki, d
(i)
min) where ni, ki, d
(i)
min stands for the
codeword length, number of information bits and minimum
Hamming distance, respectively. The encoding process is
performed as follows [3]:
1) Place (k1 × k2) information bits in an array of k1 rows
and k2 columns;
2) Encode the k1 rows using code C2, this gives a k1×n2
matrix;
3) Encode the n2 columns using code C1, this gives a n1×
n2 matrix.
The parameters of the product code P are n = n1×n2, k =
k1 × k2, dmin = d(1)min× d(2)min. Since the code components C1
and C2 are linear, every row and column in P is a codeword
with respect to C1 or C2. The TPC P is decoded iteratively
by decoding the rows and columns of P sequentially in order
to reduce the decoding complexity. The sequential decoding
can be implemented using SISO or HIHO decoders.
Consider a data source that produces binary symbols {1, 0}
coded by a linear block code C with parameters (n, k, dmin).
Assume that binary phase shift keying (BPSK) is used to mod-
ulate the binary data stream, hence, the modulator maps 0→
−1 and 1→ +1. The codeword matrixW =(w1,1, ..., wn1,n2)
is transmitted through a Gaussian channel and the received
sequence R =(r1,1, ..., rn1,n2) is fed to the demodulator.
Therefore R =W+G where G = (g1,1, ..., gn1,n2), the el-
ements of G are additive white Gaussian noise samples with
zero mean and N0/2 variance. For hard decision decoding,
the demodulator output is D = (d1,1, ..., dn1,n2) where
di,j ∈ {0, 1}, and each entry in D is produced independently
of the others. Maximum likelihood decoding (MLD) with hard
decision data is achieved by selecting the codeword Ci that
has the minimum Hamming distance to D, i.e.
Wˆ = C
i
if
∣∣D−Ci∣∣2 ≤ ∣∣∣D−Cl
∣∣∣2 ∀ l ∈ [1, 2k], l = i
(1)
where Ci = (ci1,1, ..., cin1,n2) is the ith codeword and
∣∣D−Ci∣∣2 =
n1∑
l=1
n2∑
m=1
(
dl,m − cil,m
)2
(2)
is the squared Hamming distance between D and Ci.
For TPCs, the dimension of the matrices D and C is
n1×n2, thus, the decoding process to find Wˆ becomes cum-
bersome. For conventional HIHO TPC decoding, we exploit
the unique structure of W to partition the codeword matrix
into n1+n2 smaller codewords since all rows and columns are
codewords of either C1 or C2. Hence, every row or column
in W can be decoded independently using common HDD
techniques such as the standard array decoding for ordinary
linear block codes or the Berlekamp-Massey algorithm for
cyclic codes. This leads to a lower complexity decoding and
suboptimal performance. In every iteration, we decode all rows
and columns of D one after the other, i.e. sequentially. This
process is repeated several times hoping that residual errors
at one iteration will be corrected in the succeeding ones. In
general, no improvement is achieved by performing more than
5 iterations [8]. The error patterns that are not corrected by
the first few iterations are a closed chain of errors [11].
III. THE PROPOSED ALGORITHM
Without loss of generality, we assume that the code
components C1 and C2 are identical with the parameters
(nc, kc, d
(c)
min), and each code component has an error correc-
tion capability of t or less errors. Every row or column in the
matrix W is a codeword w with respect to the component
code, and every row or column in the received matrix D is
the vector d. When the received vector d is decoded, given
that the number of errors e is larger than t, this yields an
unsuccessful decoding process. Thus, some extra errors are
introduced to d, and hence to D. The total number of errors
after unsuccessful decoding is dh(w, e) + dh(wˆ, e), where
dh is the Hamming distance, e is the error pattern which is
a vector that contains ones in the location of the errors and
zeros elsewhere, dh(w, e) is the number of errors introduced
by the channel, dh(wˆ, e) is the number of errors introduced by
the unsuccessful decoding, the transmitted and estimated code
components are denoted as w and wˆ, respectively. However,
since the rows and columns of D are correlated due to the
vertical and horizontal encoding processes, performing an
unsuccessful row decoding will have a negative impact when
we perform columns decoding, and vice versa. This is due
the extra errors injected in D which increases the probability
of having more columns in D with e > t, hence, it becomes
impossible to correct all errors in D even after performing
several iterations. On the other hand, correcting an error in a
row might help correcting other errors in some of the columns
and vice versa.
To reduce the probability of introducing extra errors in D
we have to reduce the probability of making unsuccessful
decoding by decoding only the most reliable rows and columns
during the first iteration. The reliability information is deduced
form the log likelihood ratio (LLR)
L(w|d) = log
[
P (w1|d)
P (w2|d)
]
= log
[
P (e = α)
P (e = dmin − α)
]
(3)
where w1 is the transmitted codeword,w2 is the closest code-
word to w1 in terms of Hamming distance, and dh(w1,w2) =
Authorized licensed use limited to: Newcastle University. Downloaded on March 08,2010 at 09:10:40 EST from IEEE Xplore.  Restrictions apply. 
AL-DWEIK and SHARIF: NON-SEQUENTIAL DECODING ALGORITHM FOR HARD ITERATIVE TURBO PRODUCT CODES 1547
10
−4
10
−3
10
−2
10
−1
10
0
−10
−5
0
5
10
15
20
25
30
Pch
L
L
R
 
 
e =1
e =2
e =3
e =4
e =5
Fig. 1. The LLR values as a function of the channel bit error probability for
different number of errors, the sequence length is 64 bits and dmin = 11.
d
(c)
min. The probability of having α errors in a sequence of nc
bits is given by
P (e = α) =
(
nc
α
)
(Pch)
α (1− Pch)nc−α (4)
where Pch is the channel-bit error probability. The LLRs
for nc = 64 and d
(c)
min = 11 are depicted in Fig. 1. The
LLRs, as demonstrated by Fig. 1, are inversely proportional
to Pch. At high values of Pch, the LLRs converge to a
single value making it difficult to rank the received sequences
according to their reliability. Furthermore, if Pch is less than
the convergence point and α ≤ t, the LLRs are inversely
proportional to the number of errors in d; more errors means
less reliability. Based on the values of nc and dmin, LLR
figures similar to Fig. 1 can be generated to aid selecting
an appropriate reliability threshold γ. If the LLR of d is
greater than γ, then d will be decoded, otherwise d remains
unchanged.
To select an appropriate γ value, one has to satisfy two
requirements. First, γ should be selected as high as possible
to assure the high reliability of the code components decoded
in the first iteration. Second, it should be selected such that
the probability of having a number of code components with
LLRs greater than γ is maximized, i.e., the value of γ should
be selected as low as possible. As an example, assume that
Pch = 3.5 × 10−2. If we select γ = 3.5 then a sequence
with this LLR is the one that contain only one bit error. The
probability of having such an event is roughly 0.22 as shown
in Fig. 2. Therefore, the decoder may not be able to correct any
codeword during the first iteration. If we select γ = 0.65 then
the sequences with five errors or less are included. Hence, all
sequences regardless the number of errors might be decoded in
the first iteration. Therefore, the value of γ should be selected
to minimize the probability of having the above two extreme
cases.
To realize the proposed technique, it is strongly desired to
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Fig. 2. The probability of receiving a sequence with e or less errors, the
sequence length is 64 and dmin = 11.
keep the complexity as low as possible. Towards this goal, we
assume that Pch is less than the LLRs’ convergence point,
hence no effort is devoted to estimate Pch. Note that the
exact Pch value at which the LLRs converge to a single
point depends on the codeword length, code rate and dmin.
However, we assume in this work that Pch ≤ 10−2 because
the convergence point for most codes of interest is greater than
10−2. The reliability threshold γ can be obtained, without
knowing Pch, by exploiting the correspondence between e
and the LLRs as demonstrated in Fig. 1. Therefore, the
LLR values can be replaced by the estimated number of
errors eˆ in d which is calculated using the estimated error
pattern eˆ. For the codes considered in this work, the value
of γ is fixed at t − 1 regardless the code parameters or the
value of Pch. Although this selection is suboptimal in the
sense that it does not minimize the error probability, it leads
to a significant complexity reduction with negligible error
probability increase.
The estimation of eˆ and eˆ is straightforward and does
not require prior information about the transmitted codeword.
Moreover, it is a part of every linear block decoder [17].
For example, consider the standard-array decoding approach
which is very common for the decoding of ordinary block
codes. The first step in the decoding process is to calculate
the syndrome S = d × HT , where H is the parity check
matrix and T stands for the transpose. The syndrome is then
used to indicate the location of eˆ in the syndrome look-up
table, the corrected vector is then estimated as wˆ = d + eˆ,
if e ≤ t then eˆ = e and wˆ = w, otherwise, a decoding error
occurs [17]. Therefore, the additional complexity introduced
by the proposed technique is negligible since it is just a simple
binary addition process for all the elements of eˆ.
The proposed algorithm can be summarized as follows:
1) Set a value for the reliability threshold γ (γ = t− 1);
2) Set the maximum number of iterations Imax;
3) Initiate the iterations counter Icount = 1;
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Fig. 3. The BER versus Eb/N0 for BCH(31, 21, 5)2 using the standard
TPC HIHO decoder, the newTPC HIHO decoder using γ = 1, and the TPC
SISO decoder with 4 iterations.
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Fig. 4. The BER versus Eb/N0 for BCH (63, 36, 11)2 using the standard
and the proposed TPC HIHO decoding, γ = 4.
4) For every code component: If (eˆ ≤ γ)&(Icount = 1)⇒
Decode, elseif (Icount > 1) ⇒ decode, else leave that
code component unchanged;
5) Icount = Icount + 1;
6) If Icount = Imax then stop, else, go to step 3.
IV. NUMERICAL RESULTS
Monte Carlo simulations were conducted to evaluate the
performance of the proposed algorithm using different BCH
codes as code components. The encoded bits are BPSK mod-
ulated and serially transmitted through an AWGN channel.
The simulation results as a function of Eb/N0 are presented
in Fig. 3 and Fig. 4. The BER for the standard HIHO TPC
is presented for 1, 2, and 5 iterations. No noticeable gain
is achieved by increasing the number of iterations beyond 5
which is typical for HIHO TPCs [8]. The results of Fig. 3 are
obtained for a BCH(31, 21, 5)2, with the reliability threshold
γ = 1. As depicted in this figure, the proposed non-sequential
decoding provides an extra 0.5 dB of coding gain at BER
of 10−6 compared to the standard HIHO decoder using 5
iterations. The performance improvement observed at high
values of Eb/N0 is more significant since the reliability of
the received sequences with a single error increases when Pch
decreases as depicted in Fig. 1. In addition, this figure shows
the BER of a TPC using 4 SISO decoding iterations with and
without input signal quantization. These results show that the
extra coding gain offered by the SISO decoder is about 2.5
dB without quantization, while it drops to 1.5 and 1.1 dB with
3 and 2-bits quantization, respectively. The 1-bit quantization
case is also considered in Fig. 3 where the SISO decoder soft
input signal is replaced with a two-levels signal [16]. It can be
observed from Fig. 3 that the TPC SISO decoder with 1-bit
quantization slightly outperforms the proposed HIHO decoder
for BERs less than 3.5×10−4. For smaller BERs, the proposed
HIHO TPC decoder outperforms the SISO decoder due to the
error floor that appears at low BERs [14]. The error floor effect
becomes negligible for codes with long codeword lengths and
high data rates [14], [16] . In such cases, the SISO decoder
using 1-bit quantization slightly outperforms the proposed
decoder for the entire range of Eb/N0. However, it should
be noted that the SISO decoders computational complexity
is almost fixed regardless the number of quantization levels.
Therefore, the computational complexity of the proposed
decoder is substantially smaller than the SISO decoder with
1-bit quantization.
The BERs for a TPC constructed using BCH(63, 36, 11)2
are presented in Fig. 4 using γ = 4. This figure shows that the
non-sequential decoder outperforms the standard decoder by
0.25 dB. The obtained simulation results suggest that the extra
coding gain achieved by the new decoding algorithm decreases
as the codeword length increases, which is consistent with the
results presented in [9]. Consistent results were achieved when
the proposed algorithm was simulated for BCH(31, 16, 7)2 and
BCH(63, 45, 7)2.
V. CONCLUSIONS
A new non-sequential decoding algorithm is proposed to
improve the performance of iterative TPCs using HIHO de-
coding. The new algorithm utilizes the reliability information
embedded in the received code components to avoid error
amplification. Simulations results show that the proposed
algorithm offers a substantial improvement over traditional
sequential decoding with negligible additional complexity.
Furthermore, the proposed HIHO decoder renders it self as
an efficient alternative for SISO decoders in certain practical
environments since its computational complexity is substan-
tially smaller than that of the SISO decoders and the coding
gain loss is about 1.5 dB.
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