Abstract-Different from previous 3D face modeling approaches that consider the whole facial area, the proposed method reconstructs 3D facial components for handling crosspose recognition. It has two phases, component reconstruction and component-based recognition. In the reconstruction phase, we first extract four component regions, namely two eyes, nose and mouth, from each gallery face using the pose-invariant landmarks obtained by a modified version of a landmark detection algorithm. A 3D model of each component region is reconstructed using a constrained minimization scheme with a gender and ethnicity oriented 3D model as the reference. In the recognition phase, the pose of a given probe is determined by a set of landmarks which guides the rotation of the reconstructed components so that the reconstructed can be aligned to the probe components. The match is determined by the components instead of the whole faces so that different components can be considered at different poses. Experiments on the PIE and Multi-PIE databases show that the proposed component-based approach does not just outperform its holistic counterpart, but is also competitive to many contemporary methods.
I. INTRODUCTION
Face recognition across pose is generally tackled by either 2D based or 3D based approaches [1] . The 2D-based often require a training set from which the cross-pose multi-view relationship can be learned and applied for recognition. The 3D based are mostly composed of 3D surface reconstruction of each gallery face, synthesis of 2D images of novel views using the reconstructed model, and match of the synthesized images to the probes. The proposed approach is 3D in nature.
Quite a few 3D-based methods have been developed in the last decade. Morphable model [2] uses the prior knowledge, including the 3D face shapes and textures collected from hundreds of 3D scans to build a 3D model for a 2D face. Although regarded as a good solution for cross-pose recognition, it is expensive in storage and computation because of the huge amount of dense 3D scan data required. Recently, the Generic Elastic Model (GEM) [3] claims that the depth of a gallery face can be accurately reconstructed by a generic depth map with 2D dense meshes built on the landmarks on both the gallery face and generic model. The landmarks for the frontal pose are obtained by the MASM (Modified Active Shape Model), but those for the non-frontal poses are obtained by a commercial tool. It is further improved in an extension work [4] . Although the performance in [4] appears better than the original GEM [3] for a limited range of poses on Multi-PIE [5] , both works ignore the performance handling large rotations, such as yaw angle 70
• or larger. Arguing that many 3D face models based on the Lambertian assumption ignore specular and diffuse reflection, a Heterogeneous Specular and Diffuse (HSD) 3D surface approximation is proposed in [6] , and is experimentally proven effective handling extreme poses in the PIE database [7] . Nevertheless, the fact that multiple frontal images with various illumination conditions are required for the HSD surface approximation substantially weakens its practical applicability. The method in [8] exploits the view-based Active Appearance Model, landmark detection and regression to estimate the pose of a probe. The probe face with the estimated pose is then aligned to a 3D head model, and the aligned face model is rotated back to the frontal view to match against the faces in the gallery. A pose adaptive filter is proposed in [9] that uses a deformable model for pose estimation. The pose correction is applied in the filter space rather than the regular image space, making this method less affected by the precision of the 3D model. It combines the holistic pose transformation and local Gabor filtering to make the extracted features robust to pose.
Component-based methods are popular for 2D face recognition [10] , [11] , they are, however, rarely attempted in 3D modeling for cross-pose recognition. Since the visible region of a face varies as pose changes, part of the face appears clear and good to recognize at some pose, while the other part becomes hidden or invisible. The proposed method aims to identify the component regions visible for a certain pose range, and unify these component regions for recognition. It has two phases, component reconstruction and component-based recognition. In the component reconstruction phase, we extract four component regions, including the eyes, nose and mouth, from each gallery face using the pose-invariant landmarks obtained by a modified version of an automatic landmark detection algorithm [12] . The 3D model of each component region is reconstructed using a constrained minimization scheme with a gender and ethnicity oriented 3D model as the initial reference. In the component-based recognition phase, the landmarks of a probe face are first detected and used for pose estimation and component extraction. Given the estimated pose of the probe, the component images with the same pose are generated based on the reconstructed component models and matched against the probe. The overall workflow is shown in Fig. 1 .
The novelty of this work is on the component-based 3D reconstruction and recognition. It integrates and improves several independent techniques, including pose estimation, 3D surface reconstruction and SRC based recognition. None of these techniques has implied such an integration. To the best of our knowledge, this is the first component-based approach for 3D based recognition. Many use facial landmarks for pose alignment and size normalization, we extended their application to 3D component segmentation.
The rest of the paper is organized as follows: the landmarkbased component segmentation and reconstruction is presented in Sec. II. Recognition with landmark-assisted alignment of the reconstructed components to the pose of a given probe is given in Sec. III where we exploit the SRC for decision making. An experimental performance study on the PIE and Multi-PIE databases and a comparison with contemporary approaches are given in Sec. IV, followed by a conclusion in Sec. V.
II. FACIAL COMPONENT RECONSTRUCTION

A. Face Segmentation by Pose-Invariant Landmarks
Facial landmark detection has been advanced considerably in recent years [13] , [14] , [12] . The Zhu-Ramanan model [12] can simultaneously solve face detection, landmark localization, and pose estimation. It is experimentally proven better than most state of the art in all three tasks. The core part of the method is a mixtures of trees with a shared pool of parts; each facial landmark is modeled as a part and a global mixture is used to capture the topological variations across poses. The model detects 68 landmarks for yaw angle between L45 (45 • to the left) to R45 (45
• to the right) and 39 landmarks for yaw angle beyond this range.
We ran an experiment on the pose subsets of the Multi-PIE database [5] in which 80 subjects were randomly selected from Session 2 as the training set and tested on all subjects in Session 1. This experiment was to study the consistency of landmark localization across poses, determine those which were invariant to some range of pose variation, and use them for component segmentation. Part of the landmarks, especially those along facial contours, varied in locations with different poses, and thus were removed. Only those whose locations were invariant across a range of poses were selected as the pose-invariant subsets. Fig. 2 shows four such subsets on poses with yaw angles ≤ 45
• , and three subsets with yaw ≥ 60
• . The landmarks denoted by + are obtained automatically using the Zhu-Ramanan model, and those in are add-ons to the originally detected ones so that the facial component regions can be better confined. These add-ons are obtained by some ad-hoc rules: those on the bottom boundary of the eye region are the mirror reflections of the ones detected on the eyebrow, considering those on the eye as a mirror; the two at the ends of the bottom boundary of the nose region are the extrapolation of those detected at the nostrils. The segmented region of interest (ROI) of the component region is the smallest rectangle that encloses all landmarks.
B. 3D Reconstruction of Facial Components using Ethnicity and Gender Reference Model
A scheme, improved from the face reconstruction in [15] , is explored for the 3D reconstruction of the 2D segmented components. Given a 2D segmented component as the target t(x, y) and a 3D scan of the same component but from a different face as a reference, it recursively estimates the surface reflectance R(x, y), depth z(x, y), albedo ρ(x, y) and surface normal n(x, y) of the target with the surface parameters of the reference for initialization. The improvements of this scheme over the original [15] include the following:
• The minimization in the core part of [15] concerns the whole face, and hence works well on the low frequency (or smooth) regions, such as cheeks, but with errors on the high frequency regions, such as eyes, nose and mouth. The errors on the high frequency regions are evened out when computing the overall error of the face to be minimized, making further error reduction difficult. The proposed scheme only minimizes the errors at the components, which are exactly the high frequency regions, and ignores low frequency regions. Because the components reveal better discriminating features, the scheme would lead to better recognition.
• Because only components are considered, the scheme comes with a better computational and storage cost.
• Instead of using one single reference model, we use a small set of reference models with gender and ethnicity same as the gallery face. As the 3D reconstruction is for a 2D frontal face, the recovery of the depth, which is missing in the 2D face, is strongly affected by the 3D reference model. Experiments show that the side view of a reconstructed component, which dominates the recognition performance at extreme poses, can be substantially improved if the reference model can be of the same ethnicity and gender. It is considered legitimate to be able to enter a subject's name tag, gender and ethnicity when enrolling his/her face to the gallery. We select the reference faces from the 3D scan subset of the FRGC database [16] . Fig. 3 shows the average depth along the landmarks on the noses of samples randomly selected from four groups, Caucasian male (CM) and female (CF) and Asian male (AM) and female (AF). The Caucasian shows higher nose and larger depth variation than the Asian. The depth difference is primarily caused by ethnicity rather than gender.
Given the depth z r (x, y), surface normal n r (x, y) and albedo ρ r (x, y) of the component reference model, the reconstruction is to estimate the 3D shape of the 2D target component t(x, y) segmented from a gallery face. Assuming that the component surface is Lambertian, t(x, y) can be written as t(x, y) = ρ(x, y) h(x, y) · n(x, y) = ρ(x, y)R(x, y), where ρ(x, y) is the surface albedo at (x, y), h(x, y) ∈ R 3 is the lighting cast on (x, y) with intensity on each of the three directions, n(x, y) is the face surface normal at (x, y), and the reflectance R(x, y) = h(x, y) · n(x, y). For simplicity of notation, the coordinates (x, y) are dropped in the rest of the paper, and n(x, y), for example, is written as n.
With a few assumptions [15] , the reflectance can be approximated using spherical harmonics, i.e.,
where l is the lighting coefficient vector and Y ( n) is the spherical harmonic vector [17] , which, in the second order approximation, takes the following form:
where
The difference between h · n and l · Y ( n) is that the lighting intensity and direction are all merged into h in the former, separated from n, but in the latter they are split into the lighting vector l and the spherical harmonics Y ( n), which is solely dependent on the components of n, namely n x , n y and n z . If the target t can be aligned with the reference model using the landmarks, the core problem can be formulated as the minimization of ||t − ρ l · Y ( n)|| over ρ, l and n, i.e.,
, and L g * denotes the convolution with the Laplacian of Gaussian (LoG); λ 1 and λ 2 are constants. LoG is used to locate large differences in depth and albedo, and force the minimization performed on the spots with the large differences. The formulation in (3) can be interpreted as the minimization of ||t − ρ l · Y ( n)|| subject to the constraints L g * d z ≈ 0 and L g * d ρ ≈ 0, and λ 1 and λ 2 are the Lagrange multipliers. Assuming that the target t is aligned to the 3D reference model, the reconstruction processes the minimization in (3) by first solving for the spherical harmonic coefficients l(x, y) using the references n r and ρ r , then the depth z(x, y) by writing n r into the following form: where p = ∂z/∂x and p = ∂z/∂y. If z(x, y) is solved, then the albedo ρ(x, y) can be recomputed. This process is repeated until the estimates of the spherical harmonic coefficients, depth and albedo converge.
III. COMPONENT-BASED RECOGNITION WITH SRC
We consider a common scenario that the gallery has a single frontal face image per subject, and the probe set contains images of other poses for recognition. The 3D facial component models of each gallery face are first reconstructed following the above approach. Because each 3D component model is reconstructed on the frontal scanned reference model, the depth points on the reconstructed model appear dense to the front, but many null spots appear when viewed from the sides. We fill the null spots by the triangle mesh computed on each depth point with two nearest neighbors. When a probe image is given, its pose is first estimated using the Zhu-Ramanan model with corresponding landmarks detected, and its facial components are cropped using the detected and add-on landmarks. The reconstructed component models built on the gallery set are then rotated to the estimated pose of the probe so that the 2D projection of the reconstructed components can be aligned with the 2D probe components.
Since the Sparse Representation-based Classification (SRC) is proven effective handling illumination, expression and occlusion in [18] , [19] , but rarely attempted for tackling pose and facial components, it is explored in this study. Given a set of k projections of the reconstructed components, denoted as M = [m 1 , m 2 , · · · , m k ], and the same component of a probe q, all labeled with the aforementioned landmarks, the core part of SRC solves for the linear representation of q in the span of A, where A = [a 1 , a 2 , · · · , a m ] is a matrix with its column a i being a feature vector extracted from m i . One can therefore write q * = Ar * + μ * , where r is a sparse vector and μ is a noise with bounded energy, i.e., ||μ|| 2 < . Following the rules in compressing sensing [18] , r * can be obtained by solving the following l 1 -minimization:
We have compared different features, including pixel intensities, LBP (Local Binary Patterns) and Gabor features (obtained by the Gabor transform), and the Gabor features result in the best overall performance. We exploit the Homotopy algorithm [20] to find a solution path X h that varies with a parameter λ, i.e., X h = {r * λ : λ ∈ [0, ∞)}. When λ → ∞, r * λ = 0, and when λ → 0, r * λ converges to the solution. We used the Matlab programs available in the SparseLab Toolbox (http://sparselab.stanford.edu/) to solve (4) .
The recognition by each component is determined by the Rank-1 result, and the overall recognition is determined simply by the votes from all components. When the votes are tied, which were observed in cases with four components, the Rank-2 results would be taken into account.
IV. PERFORMANCE EVALUATION
The experiments were carried out on the PIE database (68 subjects) and Session 1 of the Multi-PIE database (249 subjects), and the reference models were arbitrarily chosen from the FRGC database. Each subject has one single frontal face in the gallery and the rest of the poses were all in the probe set. The pose range in PIE covered up to 90
• in yaw, and up to 75
• on MPIE. Both sets were under the same illumination conditions. The experiments were designed to answer the following issues: 1) Impacts made by reference models of different ethnicity and gender. The frontal view of a nose and eye socket cannot reveal the depth. This fact imposes a strong constraint on how well one can estimate the depth using the scheme presented in Sec. II-B, which only uses a frontal view for depth recovery. Therefore, the depth of the reference model would play an important role as it is a dominant factor. male and female models, AM and AF, perform relatively poor. This result indicates that the impact made by ethnicity appears much stronger than that made by gender, which is agreeable to the observation in Fig. 3 about the depths of different reference models. It also reflects the demographics of the dataset, in which the majority is CM, followed by CF, then AM, and then AF. The proposed component-based approach outperforms its holistic counterpart in both computation cost and accuracy. The holistic takes more than 5 mins for one single face reconstruction on a Windows PC with CPU 2.6 GHz and RAM 2.4 GB, while the component-based takes only 38 secs. The comparisons of the holistic and component-based with the state-of-the-art are shown in Fig. 5 and Fig. 6 , on Multi-PIE and PIE, respectively. With reference models of the same ethnicity and gender (E+G), both perform better than the selected contemporary methods on Multi-PIE. Quite a few 3D approaches that have been evaluated on the PIE pose subset reveal a significant drop on the recognition rate for yaw angle larger than 67.5
• , as shown in Fig. 6 . This big drop is also observed on the 3D holistic (E+G); however, the 3D component (E+G) maintains its performance at 67.5
• , and outperforms many of the contemporary ones. Fig. 7 shows a few cases where the face can be recognized for rotation angle less than 45
• , but failed for extreme poses. Fig. 7(b) shows the reconstructed nose with the ground-truth at 75
• , and it can be seen that the reconstructed fails to capture the real nose ala. Fig. 7(d) shows a failed case with eyeglasses, which is modeled as part of the eye socket. Both failures are not seen in small poses, as shown in Fig. 7(a) and 7(c) .
V. CONCLUSION This can be the first attempt using a 3D component-based approach to tackle cross-pose recognition. We have experimentally proven that the component-based is better than the holistic in not just the performance but also the computational cost. This study can serve as a sample transforming other 3D holistic methods into component-based, and taking the advantages of the substantial progress made on facial landmark detection and pose estimation in recent years. We have also shown that the model-based face reconstruction is better built on reference models of the same ethnicity and gender, which can be feasible as we often enter personal information while enrolling one's face to the database. As the eyeglasses pose a threat to our approach, we would consider building it a template on the reference model in the next phase. Fig. 6 . Comparison with the case that the proposed scheme applied to the whole face, and with the contemporary 3D approaches including HSD [6] , Asthana et al. [8] and PAF [9] on the PIE database 
