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Preface
As is known, the Lagrange and Hamilton geometries have appeared relatively
recently [76, 86]. Since 1980 these geometries have been intensively studied
by mathematicians and physicists from Romania, Canada, Germany, Japan,
Russia, Hungary, U.S.A. etc.
Scientific prestigious manifestations devoted to Lagrange and Hamilton ge-
ometries and their applications have been organized in the above mentioned
countries and have been published a number of books and monographs by spe-
cialists in the field: R. Miron [94, 95], R. Miron and M. Anastasiei [99, 100], R.
Miron, D. Hrimiuc, H. Shimada and S. Saba˘u [115], P.L. Antonelli, R. Ingarden
and M. Matsumoto [7]. Finsler spaces, which form a subclass of the class of
Lagrange spaces, have been generated some excellent books, due to M. Mat-
sumoto [76], M. Abate and G. Patrizio [1], D. Bao, S.S. Chern and Z. Shen [17]
and A. Bejancu and H.R.Farran [20]. Also, we remark on the monographs of
M. Crampin [34], O. Krupkova [72] and D.Opris¸, I. Butulescu [125], D.Saunders
[144] - which contain pertinent applications in Analytical Mechanics and in the
Theory of Partial Differential Equations. But the direct applications in Mechan-
ics, Cosmology, Theoretical Physics and Biology can be found in the well known
books of P.L. Antonelli and T. Zawstaniak [11], G.S. Asanov [14], S. Ikeda [59],
M. de Leone and P.Rodrigues [73].
The importance of Lagrange and Hamilton geometries consists of the fact
that the variational problems for important Lagrangians or Hamiltonians have
numerous applications in various fields, as: Mathematics, Theory of Dynamical
Systems, Optimal Control, Biology, Economy etc.
In this respect, P.L. Antonelli’s remark is interesting:
’There is now strong evidence that the symplectic geometry of Hamiltonian
dynamical systems is deeply connected to Cartan geometry, the dual of Finsler
geometry’, (see V.I.Arnold, I.M.Gelfand and V.S.Retach [13]).
But, all of the above mentioned applications have imposed also the intro-
duction of the notions of higher order Lagrange spaces and, of course, of higher
order Hamilton spaces. The base manifolds of these spaces are the bundles of
accelerations of superior order. The methods used in the construction of these
geometry are the natural extensions of the classical methods used in the edifica-
tion of Lagrange and Hamilton geometries. These methods allows us to solve an
old problem of differential geometry formulated by Bianchi and Bompiani [94],
more than 100 years ago. Namely, the problem of prolongation of a Riemann
vii
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structure g defined on the base manifoldM, to the tangent bundle T kM, k > 1.
By means of this solution of the previous problem, we can construct, for the
first time, good examples of regular Lagrangians and Hamiltonians of higher
order.
While the higher order Lagrange geometry has been sufficiently developed we
can not say the same thing about the higher order Hamilton geometry. However
the beginning was done only for the case k = 2, in the book [115]. The reason
comes from the fact that, in the year 2001 we hadn’t solved the variational
problem for a Hamiltonian which depends on the higher order accelerations and
momenta. This problem was solved this year, [98]. Another reason was due to
the absence of a consistent theory of subspaces in the Hamilton space of order
k, k ≥ 1, such kind of theory being indispensable in applications.
In the present book, we give the general geometrical theory of the Hamilton
spaces of order k ≥ 1. This is not a simple generalization of the theory ex-
pounded for the case k = 2 in the monograph ’The Geometry of Hamilton and
Lagrange Spaces’ Kluwer Acad. Publ. FTPH, no. 118, written by the present
author together with D. Hrimiuc, H. Shimada and V. S. Saba˘u, but it is a global
picture of this new geometry, extremely useful in applications from Hamiltonian
Mechanics, Quantum Physics, Optimal Control and Biology.
Consequently, this book must be considered a direct continuation of the
monographs [94], [95], [99] and [115 ]. It contains new developments of the sub-
jects: variational principles for higher order Hamiltonians; higher order energies;
laws of conservations; No¨ther theorems; the Hamilton subspaces of order k and
their fundamental equations. Also, the Cartan spaces of order k are investigated
in details as dual of Finsler spaces of the same order.
In this respect, a more explicit argumentation is as follows.
The geometry of Lagrange space of order k ≥ 1 is based on the geometrical
edifice of the k-accelerations bundle (T kM,pik,M).
In Analytical Mechanics the manifold M is the space of configurations of
a physical system. A point x = (xi), (i = 1, ..., n = dimM) in M is called
a configuration. A mapping c : t ∈ I → (xi(t)) ∈ U ⊂ M is a law of moving
(evolution), t is time, a pair (t, x) is an event and the k-uple
(
dxi
dt
, · · · , 1
k!
dkxi
dtk
)
gives the velocity and generalized accelerations of order 1, ..., k−1. The factors
1
h!
(h = 1, ..., k) are introduced here for the simplicity of calculus. In this book
we omit the word ’generalized’ and say shortly, the accelerations of order h,
for
1
h!
dhxi
dth
. A law of moving c : t ∈ I → c (t) ∈ U will be called a curve
parametrized by time t.
A Lagrangian of order k ≥ 1 is a real scalar function L(x, y(1), ..., y(k)) on
T kM , where y(h)i =
1
h!
dhxi
dth
. This definition is for autonomous Lagrangians. A
similar definition can be formulated for nonautonomous Lagrangians of order k,
by
L : (t, x, y(1), ..., y(k)) ∈ R× T kM → L(t, x, y(1), ..., y(k)) ∈ R,
Preface ix
L being the scalar functions on the manifold R× T kM .
The previous considerations can be done for the Hamiltonians of order k.
Let pi =
1
2
∂L
∂y(k)i
be the ’momenta’ determined by the Lagrangian L of order
k. Then a scalar function
H : (x, y(1), ..., y(k−1), p) ∈ T ∗kM → H(x, y(1), ..., y(k−1), p) ∈ R,
is an autonomous Hamiltonian of order k. It is a function of the configurations
x, accelerations y(1), ..., y(k−1) of order 1, ..., k − 1 and momenta p.
A similar definition can be formulated for nonautonomous Hamiltonian of
order k.
For us it is preferable to study the autonomous Lagrangians and Hamilto-
nians, because the notions of Lagrange space of order k or Hamilton space of
order k are geometrical concepts and one can construct these geometries over the
differentiable manifolds T kM and T ∗kM , respectively. Of course, the geome-
tries of nonautonomous Lagrangians L(t, x, y(1), ..., y(k)) and nonautonomous
Hamiltonians H(t, x, y(1), ..., y(k−1), p) can be constructed by means of the same
methods. One obtains the rheonomic Lagrange spaces of order k and rheonomic
Hamiltonian spaces of order k.
Now we know the usefulness of the geometry of Higher order Lagrange space
(see the book [94]). But why do we need a geometry of Hamilton spaces of
order k ≥ 1? Clearly, for the same reason as for the Lagrange case: For the
determination of the adequate geometrical models for the Hamiltonian Mechan-
ics of order k. This must be a natural extension of the classical Hamiltonian
Mechanics, expounded by V.I. Arnold in the book [12] or R.M. Santilli in the
book [139].
The problem is why did we use the manifold T ∗kM as the background for
the construction of the Hamilton geometry of order k. The answer is as fol-
lows. We need a ’dual’ of the k - acceleration bundle (T kM,pik,M) denoted by
(T ∗kM,pi∗k,M) which must have the following properties:
1◦. T ∗1M = T ∗M , ((T ∗M,pi∗,M) is the cotangent bundle).
2◦. dimT ∗kM = dimT kM = (k + 1)n.
3◦. The manifold T ∗kM carries a natural presympletic structure.
4◦. T ∗kM carries a natural Poisson structure.
5◦. T ∗kM is local diffeomorphic to T kM.
We solved this problem by considering the differentiable bundle
(T ∗kM,pi∗k,M) as the fibred bundle (T k−1M ×M T ∗M,pik−1 ×M pi∗,M). So
we have
T ∗kM = T k−1M ×M T ∗M, pi∗k = pik−1 ×M pi∗.
A point u ∈ T ∗kM is of the form u = (x, y(1), ..., y(k−1), p). It is determined
by a configuration x = (xi), the accelerations
y(1)i =
dxi
dt
, ..., y(k−1)i =
1
(k − 1)!
dk−1xi
dtk−1
and the momenta p = (pi).
All previous conditions 1◦-5◦ are satisfied. These considerations imply the
fact that the geometries of higher order Lagrange space and higher order Hamil-
ton space are dual.
x THE GEOMETRY OF HIGHER-ORDER HAMILTON SPACES
The duality is obtained via a Legendre transformation.
For a good understanding of the important concept of duality we had to
make a short introduction to the geometrical theory of Lagrange and Finsler
spaces of order k and then continue with the main subject of the book, the
geometry of Hamilton and Cartan spaces of order k.
The Lagrange spaces of order k are defined as the pairs L(k)n = (M,L),
where L is a regular Lagrangian of order k. By means of variational calculus
the integral of action I(c) =
1∫
0
L
(
x(t),
dx
dt
(t), ...,
1
k!
dkt
dtk
)
dt gives the Euler-
Lagrange equations and the Craig-Synge equations. The last equations de-
termine a canonical k-semispray S. The geometry of the space L(k)n can be
developed by means of the fundamental function L, of the fundamental tensor
gij =
1
2
∂2L
∂y(k)i∂y(k)j
and of the canonical k-semispray S. The lifting of the pre-
vious geometrical edifice to the total space T kM will give us a metrical almost
contact structure, canonically related to the Lagrange space of order k, L(k)n.
Of course, this structure involves the geometry of the space L(k)n.
An important problem was to find some remarkable examples of spaces L(k)n,
for k > 1. By solving the problem of prolongations to T kM of a Riemannian
structures g given on the base manifold M , we found interesting examples of
Lagrange spaces of order k.
For the applications, one studies the notions of energy of order 1, 2, ..., k and
one proves the law of conservation for the energy of order k and a No¨ther type
theorem.
The spaces L(k)n have two important particular cases.
The Finsler spaces of order k, F (k)n, obtained when the fundamental func-
tion L is homogeneous with respect to accelerations y(1), ..., y(k), and the Rie-
mann spaces of order k, R(k)n are the spaces L(k)n for which the fundamental
tensor gij does not depend on the accelerations y
(1), ..., y(k).
Therefore we have the following sequence of inclusions, [94]:
(∗)
{
R(k)n
}
⊂
{
F (k)n
}
⊂
{
L(k)n
}
⊂
{
GL(k)n
}
.
In the case k = 1 this sequence admits a dual, which is obtained via Legendre
transformation. In the book [115] we have introduced the ’dual’ of the sequence
(*) for the case k = 2.
Now, the main problem for us is to define and study a dual sequence of the
inclusions (*) in the dual Hamilton space of order k.
A Hamilton space of order k is a pair H(k)n = (M,H), where
H : (x, y(1), ..., y(k−1), p) ∈ T ∗kM → H(x, y(1), ..., y(k−1), p) ∈ R is a regular
Hamiltonian. Here, the regularity means: the Hessian of H , with respect to
the momenta pi, is not singular. The elements of the Hessian matrix are g
ij =
1
2
∂2H
∂pi∂pj
. Thus H is called the fundamental function and gij the fundamental
tensor of the space H(k)n. The geometry of the space H(k)n can be based on
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these two geometrical object fields: H and gij . In the case when gij = gij(x)
we have a particular class of Hamilton spaces R∗(k)n called Riemannian. If the
fundamental function H is 2k -homogeneous on the fibres of the bundle T ∗kM ,
the spaces H(k)n are called Cartan spaces of order k and denoted C(k)n.
Finally, a pair GH(k)n = (M, gij), where gij(x, y(1), ..., y(k−1), p) is a sym-
metric, nonsingular, distinguished tensor field which is called a generalized
Hamilton space of order k.
Consequently, we obtain the sequence of inclusions
(∗∗)
{
R∗(k)n
}
⊂
{
C∗(k)n
}
⊂
{
H(k)n
}
⊂
{
GH(k)n
}
.
This is the dual sequence of the sequence (*) via the Legendre transformation.
The main goal of this book is to study the classes of spaces from the sequence
(**). The chapters 4-11 of the book are devoted to this subject.
Therefore we begin with the geometry of the total space T ∗kM of the dual
bundle (T ∗kM,pi∗k,M) of the k-tangent bundle (T kM,pik,M) underline: verti-
cal distributions; Liouville vector fields; Liouville 1-form ω = pidx
i; the closed
2-form θ = dω which defines a natural presymplectic structure on T ∗kM. In the
chapter 5 a new theory of variational problem for the Hamiltonian H of order
k is developed starting from the integral of action of H defined by
I(c) =
∫ 1
0
[pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p)]dt
One proves that: the extremal curves are the solutions of the following
Hamilton-Jacobi equations:
dxi
dt
=
1
2
∂H
∂pi
,
dpi
dt
= −1
2
[
∂H
∂xi
− d
dt
∂H
∂y(1)i
+ ...+ (−1)k−1 1
(k − 1)!
dk−1
dtk−1
∂H
∂y(k−1)i
].
These equations are fundamental in the whole construction of the geometry
of Hamiltonians of order k. They allow the introduction of the notion of energy
of order k − 1, ..., 1, Ek−1(H), ..., E1(H) and prove a law of conservation for
Ek−1(H) along extremal curves. Now we can introduce in a natural way the
Jacobi-Ostrogradskimomenta and the Hamilton-Jacobi-Ostrogradski equations.
A theory of symmetries of the HamiltoniansH and the No¨ther type theorems
are investigated, too; a specific theory of tangent structure J and its adjoint J∗;
canonical Poisson structure; the notion of dual semispray, which can be defined
only by k ≥ 2; nonlinear connection N ; the dual coefficients of N ; the almost
product structure P, almost contact structure F and Riemannian structure G,
are studied.
We pay special attention to the theory of N -linear connections; curvatures
and torsions; parallelism and structures equations.
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Chapter 8 is devoted to the main subject from the book: Hamilton spaces
of order k, H(k)n = (M,H(x, y(1), .., y(k−1), p)). To begin with, we prove the
existence of these spaces and the existence of a natural presymplectic structure,
as well as of a natural Poisson structure. Using the Legendre mapping from
a Lagrange space of order k, L(k)n = (M,L) to the Hamilton space of order
k, H(k)n = (M,H) one proves that there is a local diffeomorphism between
these spaces. A direct consequence of previous results one can determine some
important geometric object fields on the Hamilton spaces H(k)n, namely: the
canonical nonlinear connection, the N-linear metrical connection given by gen-
eralized Christoffel symbols. Evidently, the structure equations, curvatures and
torsions of above mentioned connections are pointed out. The Hamilton-Jacobi
equations and an example from Electrodynamics end this chapter.
A theory of subspaces
∨
H
(k)m
= (
∨
M,
∨
H) in the Hamilton spaces H(k)n =
(M,H) appears for the first time in this book, ch. 9. Of course, it is ab-
solutely necessary, especially for applications. But
∨
M being a submanifold in
the manifold M , the immersion i :
∨
M→ M does not implies automatically an
immersion of T ∗k
∨
M into the dual manifold T ∗kM .
So, by means of an immersion of the cotangent bundle T ∗
∨
M into T ∗M we
construct T ∗k
∨
M as an immersed submanifold of the manifold T ∗kM .
The Hamilton space H(k)n = (M,H) induces Hamilton subspaces
∨
H
(k)m
=
(
∨
M,
∨
H). So, we study the intrinsic geometrical object fields on
∨
H
(k)m
and the
induced geometrical object fields, as well as the relations between them. These
problems are studied using the method of moving frame - suggested by the the-
ory of subspaces in Lagrange spaces of order k. The Gauss-Weingarten formulae
and the Gauss-Codazzi equations are important results.
In chapter 10 we investigate the notion of Cartan space of order k ≥ 1
as dual of that of Finsler space of same order. We point out the canonical
linear connection, N-metrical connection, structure equations, the fundamental
equations of Hamilton Jacobi and the Riemannian almost contact model of these
spaces.
The last chapter, Ch. 11, is devoted to the Generalized Hamilton spaces
GH(k)n, Generalized Cartan spaces GC(k)n and applications in the Hamiltonian
Relativistic Optics.
Now, some remarks. The book can be divided in three parts: the Lagrange
geometry of order k, presented in the first three chapters, the geometrical theory
of the dual manifolds T ∗kM - chapters 4-7 and the geometry of Hamilton spaces
of order k and their subspaces, contained in the last four chapters. They are
studied directly and as ’dual’ geometry, via Legendre transformation. More
details for Lagrange geometry of order k can be found in the book [94]. Also,
the particular case, k = 2, of the geometry of Hamilton spaces H(k)n can be
found in the book [115].
For these reasons, the book is accessible for readers from graduate students
to researchers in Mathematics, Mechanics, Physics, Biology, Informatics, etc.
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Chapter 1
Geometry of the k-Tangent
Bundle T kM
The notion of k- tangent bundle (or k-accelerations bundle or k- osculator bun-
dle), (T kM,pik,M) is sufficiently known. It was presented in the book [115].
The manifold T kM carries some geometrical object fields as the vertical
distributions V1, ..., Vk, the Liouville independent vector fields
1
Γ, ...,
k
Γ, with the
properties
k
Γ belongs to V1,
k−1
Γ belongs to V2,... and
1
Γ belongs to the distribution
Vk. On T
kM is defined a k- tangent structure J which maps
1
Γ on
2
Γ,
2
Γ on
3
Γ ,
k−1
Γ on
k
Γ and J
k
Γ= 0.
Besides these fundamental notion on T kM we can introduce new concepts as
the k- semisprays S, nonlinear connections N and the N - linear connections D.
But for D we can get the curvatures, torsions, structure equations, geodesics,
etc. The k- semispray S is defined by the conditions JS =
k
Γ . It is important to
remark that S is used for introducing those notions as nonlinear connection, or
N - linear connection.
Concluding the geometry of k-accelerations bundle is basic for a geometrical
theory of higher order Lagrange spaces or higher order Finsler spaces. In this
book we need it for a theory of duality between higher order Lagrange spaces
and higher order Hamilton spaces.
1.1 The Category of k-Accelerations Bundles
Let M be a real n-dimensional manifolds of C∞ class and (T kM,pik,M ) its
bundle of accelerations of order k. It can be identified with the k-osculator bun-
dles [94] or with the tangent bundle of order k. In the case k = 1, (T 1M,pi1,M)
is the tangent bundle of the manifold M .
A point u ∈ T kM will be written as u = (x, y(1), ..., y(k)) and pik(u) = x, x ∈
M. The canonical coordinates of u are (xi, y(1)i, ..., y(k)i), i = 1, n, n = dimM.
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These coordinates have a geometrical meaning. If c : I → M is a differen-
tiable curve, c(0) = x0 ∈ M, and Im c ⊂ U, U being a local chart of the base
manifold M, and the mapping c : I → M is represented by xi = xi(t), t ∈ I,
then the osculating space of the curve c, in the point xi0 = x
i(0) is characterized
by the set of numbers:
(1.1.1) xi0 = x
i(0), y
(1)i
0 =
dxi
dt
(0) , ..., y(k)i =
1
k!
dkxi
dtk
(0)
Thus, the formulas (1.1.1) give us the canonical coordinates of a point u0 =
(x0, y
(1)
0 , ..., y
(k)
0 ) of the domain of the local chart (pi
k)−1(U) ⊂ T kM.
Starting from (1.1.1) it is not difficult to see which are the changing rules of
the local coordinates on T kM : (xi, y(1)i, ..., y(k)i)→ (x˜i, y˜(1)i, ..., y˜(k)i).
We deduce:
(1.1.2)

x˜i = x˜i(x1, ..., xn), rank
∥∥∥∥∂x˜i∂xj
∥∥∥∥ = n
y˜(1)i =
∂x˜i
∂xj
y(1)j
2y˜(2)i =
∂y˜(1)i
∂xj
y(1)j + 2
∂y˜(1)i
∂y(1)j
y(2)j
.................................................
ky˜(k)i =
∂y˜(k−1)i
∂xj
y(1)j + 2
∂y˜(k−1)i
∂y(1)j
y(2)j + ...+ k
∂y˜(k−1)i
∂y(k−1)j
y(k)j .
But we must remark the following identities:
(1.1.3)
∂y˜(α)i
∂xj
=
∂y˜(α+1)i
∂y(1)j
= ... =
∂y˜(k)i
∂y(k−α)j
, (α = 0, ..., k − 1; y(0) = x).
In the following T 0M is canonically identified to M. Sometimes we employ
the notations y(0)i = xi. The projections:
pikl : (x, y
(1), ..., y(k)) ∈ T kM → (x, y(1), ..., y(l)) ∈ T lM, (0 ≤ l < k)
are submersions. Clearly pik0 = pi
k.
A section S : M → T kM of the projection pik is a differentiable mapping
with the property pik ◦S = 1M . It is a local section if pik ◦S |U = 1U . Of course a
section S :M → T kM along a curve c : I →M has the property pik(S(c)) = c.
If c : I →M is locally represent on U ⊂M by xi = xi(t) then the mapping
c˜ : I → T kM given by:
(1.1.4) xi = xi(t), y(1)i =
1
1!
dxi
dt
(t), ..., y(k)i =
1
k!
dx(k)i
dtk
(t), t ∈ I
is the extension of order k of c. Of course pik ◦ c˜ = c. So c˜ is a section of pik
along c.
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More general, if V is a vector field on the domain of a chart U and c : I → U
is a curve, then the mapping
SV : c→ (pik)−1(U) ⊂ T kM, defined by
(1.1.5) SV : x
i = xi(t), y(1)i = V i(x(t)), ..., y(k)i =
1
k!
dk−1V i(x (t))
dtk−1
, t ∈ I
is a section of the projection pik along curve c.
Of course the notion of the section of pikl along T
lM can be defined, as in
the previous case.
The following property hold:
Theorem 1.1.1 If the differentiable manifold M is paracompact, then T kM is
a paracompact manifold.
We can see, that
T k :Man→Man,
where Man is the category of differentiable manifolds, is a covariant functor.
Indeed we define:
T k :M ∈ ObMan→ T kM ∈ ObMan and
T k : {f :M →M ′} → {T kf : T kM → T kM ′} as follows:
if f(x) in the local coordinate of M is given by xi
′
= xi
′
(x1, ..., xn),
i
′
, j′ = 1, ...,m = dimM ′, then the morpfism T kf : T kM → T kM ′ is defined
by:
(1.1.6)

xi
′
= xi
′
(x1, ..., xn),
y(1)i
′
=
∂xi
′
∂xj
y(1)j ,
2y(2)i
′
=
∂y(1)i
′
∂xj
y(1)j + 2
∂y(1)i
′
∂y(1)j
y(2)j,
.................................................
ky(k)i
′
=
∂y(k−1)i
′
∂xj
y(1)j + 2
∂y(k−1)i
′
∂y(1)j
y(2)j + ...+ k
∂y(k−1)i
′
∂y(k−1)j
y(k)j .
Remarking that
(1.1.7)
∂y(α)i
′
∂xj
=
∂y(α+1)i
′
∂y(1)j
= ... =
∂y(k)i
′
∂y(k−α)j
, (α = 0, ..., k − 1; y(0) = x),
we can prove without difficulties that T k is a covariant functor.
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1.2 Liouville Vector Fields. k-Semisprays
A local coordinate changing (1.1.2) transforms the natural basis of the tangent
space Tu(T
kM) by the following rule:
(1.2.1)

∂
∂xi
=
∂x˜j
∂xi
∂
∂x˜j
+
∂y˜(1)j
∂xi
∂
∂y˜(1)j
+ ...+
∂y˜(k)j
∂xi
∂
∂y˜(k)j
∂
∂y(1)i
=
∂y˜(1)j
∂y(1)i
∂
∂y˜(1)j
+ ...+
∂y˜(k)j
∂y(1)i
∂
∂y˜(k)j
...............................................................
∂
∂y(k)i
=
∂y˜(k)j
∂y(k)i
∂
∂y˜(k)j
,
calculated at the point u ∈ T kM.
These formulas imply the transformation of the natural cobasis at the point
u ∈ T kM by the rule:
(1.2.1’)

dx˜i =
∂x˜i
∂xj
dxj ,
dy˜(1)i =
∂y˜(1)i
∂xj
dxj +
∂y˜(1)i
∂y(1)j
dy(1)j ,
...............................................................
dy˜(k)i =
∂y˜(k)i
∂xj
dxj +
∂y˜(k)i
∂y(1)j
dy(1)i + ...+
∂y˜(k)i
∂y(k)j
dy(k)j .
The matrix of coefficients of second member of (1.2.1) is the Jacobian matrix
of the changing of coordinates (1.1.2). Since
∂x˜i
∂xj
=
∂y˜(1)i
∂y(1)j
= ... =
∂y˜(k)i
∂y(k)j
,
it follows.
Theorem 1.2.1 If the number k is odd, then the manifold T kM is orientable.
Also the formulae (1.2.1), (1.2.1’) allow to determine some important geo-
metric object fields on the total space of accelerations bundle T kM.
The distribution V1 : u ∈ T kM → V1,u ⊂ Tu(T kM) generated by the tangent
vectors { ∂
∂y(1)i
, ...,
∂
∂y(k)i
}u, ∀u ∈ T kM is the vertical distribution on the bundle
T kM. Its dimension is kn.
V2 : u ∈ T kM → V2,u ⊂ Tu(T kM) generated by { ∂
∂y(2)i
, ...,
∂
∂y(k)i
}u, ∀u ∈
T kM is a subdistribution of V1 of local dimension (k − 1)n, ...,
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Vk : u ∈ T kM → Vk,u ⊂ Tu(T kM) generated by { ∂
∂y(k)i
}u, ∀u ∈ T kM is a
subdistribution of dimension n of the distribution Vk−1. All these subdistribu-
tions are integrable and the following sequence holds:
V1 ⊃ V2 ⊃ ... ⊃ Vk
Using again (1.2.1) we deduce:
Theorem 1.2.2 The following operators in the algebra of functions F(T kM) :
(1.2.2)
1
Γ= y(1)i
∂
∂y(k)i
,
2
Γ= y(1)i
∂
∂y(k−1)i
+ 2y(2)i
∂
∂y(k)i
,
..............................................
k
Γ= y(1)i
∂
∂y(1)i
+ 2y(2)i
∂
∂y(2)i
+ ...+ ky(k)i
∂
∂y(k)i
are vector fields globally defined on T kM and independent on the manifold
T˜ kM = T kM \ {0}, 1Γ belongs to distribution Vk,
2
Γ belongs to distribution
Vk−1, ...,
k
Γ belongs to distribution V1.
Taking into account (1.2.1’) it is not hard to prove:
Theorem 1.2.3 For any differentiable function L(x, y(1), ..., y(k)) on the
manifold T˜ kM , the following entries d0L, ..., dkL are 1-form fields on T˜ kM :
(1.2.2’)
d0L =
∂L
∂y(k)i
dxi,
d1L =
∂L
∂y(k−1)i
dxi +
∂L
∂y(k)i
dy(1)i,
..............................................
dkL =
∂L
∂xi
dxi +
∂L
∂y(1)i
dy(1)i + ...+
∂L
∂y(k)i
dy(k)i.
Evidently, dkL = dL is the differential of the function L. But:
d0L vanish on the distribution V1,
d1L vanish on the distribution V2,
.................................................
dk−1L vanish on the distribution Vk.
In applications we shall use also the following nonlinear operator
(1.2.3) Γ = y(1)i
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ ...+ ky(k)i
∂
∂y(k−1)i
.
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A k-tangent structure J on T kM is defined as usual by the following
F(T kM)-linear mapping J : X (T kM)→ X (T kM) :
(1.2.4)
J(
∂
∂xi
) =
∂
∂y(1)i
; J(
∂
∂y(1)i
) =
∂
∂y(2)i
; ...;
J(
∂
∂y(k−1)i
) =
∂
∂y(k)i
; J(
∂
∂y(k)i
) = 0.
J is globally defined on T kM. It is a tensor fields of type (1,1) on T kM, locally
expressed by
(1.2.4’) J =
∂
∂y(1)i
⊗ dxi + ∂
∂y(2)i
⊗ dy(1)i + ...+ ∂
∂y(k)i
⊗ dy(k−1)i.
The last form of J implies that J is an integrable structure. The k -tangent
structure J has the following properties:
1◦. ImJ = V1, KerJ = Vk.
2◦. rankJ = kn.
3◦. J
k
Γ=
k−1
Γ , ..., J
2
Γ=
1
Γ, J
1
Γ= 0.
4◦. J ◦ ... ◦ J = 0, (k + 1 factors).
A k-semispray on the manifold T kM is a vector field S on T kM with the
property
(1.2.5) JS =
k
Γ .
The notion of local k-semispray is obvious.
Any k-semispray S can be uniquely written in the form
(1.2.6) S = y(1)i
∂
∂xi
+ ...+ ky(k)i
∂
∂y(k−1)i
− (k + 1)Gi(x, y(1), ..., y(k)) ∂
∂y(k)i
,
or shortly
(1.2.6’) S = Γ− (k + 1)Gi(x, y(1), ..., y(k)) ∂
∂y(k)i
.
The set of functions Gi is the set of coefficients of S.With respect to (1.1.2),
Gi are transformed as following:
(1.2.6”) (k + 1)G˜i = (k + 1)Gj
∂x˜i
∂xj
− Γy˜(k)i.
A curve c : I →M is called a k-path onM with respect to a k-semispray S if
its extension c˜ to T kM is an integral curve of S. If S is given in the form (1.2.6),
then its k-paths are characterized by the system of differential equations:
(1.2.7)
dk+1xi
dtk+1
+ (k + 1)!Gi(x,
dx
dt
, ...,
dkx
dtk
) = 0.
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Indeed, the solutions curves of S are given by the system of ordinary differential
equations
dxi
dt
= y(1)i,
dy(1)i
dt
= 2y(2)i, ...,
dy(k−1)i
dt
= ky(k)i,
dy(k)i
dt
= −(k + 1)Gi(x, y(1), ..., y(k)).
If we eliminate y(1)i, ..., y(k)i we obtain (1.2.7).
The previous theory will be used in the geometry of higher order Lagrange
spaces, which is based on the regular Lagrangians of higher order.
Now, let us considered the adjunct k-tangent structure J∗. It is the endo-
morphism of the module X ∗(T kM), defined by:
(1.2.8)
J∗(dy(k)i) = dy(k−1)i = dy(k)i ◦ J,
J∗(dy(k−1)i) = dy(k−2)i = dy(k−1)i ◦ J,
...................................................
J∗(dy(2)i) = dy(1)i = dy(2)i ◦ J,
J∗(dy(1)i) = dxi = dy(1)i ◦ J,
J∗(dxi) = 0.
By using the formula (1.2.1’) is not difficult to prove:
Theorem 1.2.4 J∗ is globally defined on T kM.
If ω ∈ X∗(T kM) is given by
ω =
(0)
ω i dx
i+
(1)
ω i dy
(1)i + ...+
(k)
ω i dy
(k)i,
then
J∗ω =
(1)
ω i dx
i + ...+
(k)
ω i dy
(k−1)i.
We put J∗f = f for any function f ∈ F(T kM) and observe that J∗ is a tensor
field, of type (1, 1) on T kM. Namely, we have
(1.2.9) J∗ = dy(k−1)i ⊗ ∂
∂y(k)i
+ dy(k−2)i ⊗ ∂
∂y(k−1)i
+ ...+ dxi ⊗ ∂
∂y(1)i
.
The rank ‖J∗‖ = kn. J∗ can be extended to an endomorphism of the exterior
algebra ∧(T kM), by putting
(1.2.10) (J∗ω)(X1, ..., Xp) = ω(JX1, ..., JXp), ∀ω ∈ ∧p(T kM).
The existence of J∗ allow to introduce the so called vertical differential
operators in the exterior algebra ∧(T kM)
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Indeed, let us consider the operators of differentiation dk :
dk = d =
∂
∂xi
dxi +
∂
∂y(1)i
dy(1)i + ...+
∂
∂y(k)i
dy(k)i.
We get:
(1.2.11)
J∗dk = dk−1 =
∂
∂y(1)i
dxi + ...+
∂
∂y(k)i
dy(k−1)i,
...........................................................................
J∗d1 = d0 =
∂
∂y(k)i
dxi.
It is not difficult to prove that the operators dk, dk−1, ..., d0 do not depend
on the changing of coordinates on the manifold T kM. If L(x, y(1), ..., y(k)) is
a 1-form function on T kM, then dkL, dk−1L, ..., d0L are differentiable given by
(1.2.2’).
But d0, d1, ..., dk can be extended to the exterior algebra ∧(TM) giving them
restrictions to F(T kM) and ∧1(T kM). So, we will take d0L, ..., dkL expressed
in (1.2.2’) and
(1.2.12) dα(dy
(β)i) = 0, (α, β = 0, 1, ...k; y(0) = x).
Consequently d0, ..., dk are the antiderivations of degree 1 in the exterior algebra
∧(T kM). For instance, if ω ∈ ∧1(T kM) and it is locally express by
ω =
(0)
ω i dx
i+
(1)
ω i dy
(1)i + ...+
(k)
ω i dy
(k)i
then
dαω =
k∑
β=0
dα
(β)
ω i ∧dy(β)i, (α = 0, ..., k).
It is not so difficult to see that the following properties hold:
(1.2.13) dα ◦ dα = 0, (α = 0, ..., k).
In the case k = 1,
1
2
d0L =
1
2
∂L
∂yi
dxi = pidx
i is the Liouville 1- form and
1
2
(d1 ◦ d2)L = dpi ∧ dxi is the symplectic structure on TM.
1.3 Nonlinear Connections
The notion of nonlinear connection is also known, [94]. A subbundle HT kM of
the tangent bundle (TT kM,dpik, T kM) which is supplementary to the vertical
subbundle V1T
kM :
TT kM = HT kM ⊕ V1T kM
is called a nonlinear connection.
Geometry of the k-Tangent Bundle T kM 9
The fibres of HT kM, determine a horizontal distribution N : u ∈ T kM →
Nu = HuT
kM ⊂ TuT kM, ∀u ∈ T kM, supplementary to the vertical distribution
V1, i.e:
(1.3.1) TuT
kM = Nu ⊕ V1,u, ∀u ∈ T kM.
If the base manifold M is paracompact then on T kM there exist nonlinear
connections. The dimension of the horizontal distribution N is n = dimM.
Consider a nonlinear connection N on T kM and denote by h and v the
horizontal and vertical projectors with respect to the distributions N and V1 :
h+ v = I, h2 = h, v2 = v, hv = vh = 0.
As usual we denote
XH = hX, XV = vX, ∀X ∈ X (T kM).
An horizontal lift, with respect toN is a F(M)−linear mapping lh : X (M)→
X (T kM) which has the properties:
v ◦ lh = 0, dpik ◦ lh = Id
There exists an unique local basis adapted to the horizontal distribution N.
It is given by
(1.3.3)
δ
δxi
= lh(
∂
∂xi
), (i = 1, ..., n).
The linearly independent vector fields
δ
δxi
, (i = 1, ..., n) can be uniquely
written in the form
(1.3.4)
δ
δxi
=
∂
∂xi
−N ji
(1)
∂
∂y(1)j
− ...−N ji
(k)
∂
∂y(k)j
.
The system of functions (N ji
(1)
, ..., N
j
i
(k)
) gives the coefficients of the nonlinear
connection N.
We remark that:
1) For X = X i(x)
∂
∂xi
∈ X (M) the horizontal lifts is lh X = X i δ
δxi
.
2) With respect to (1.1.2), we obtain
δ
δx˜i
=
∂xj
∂x˜i
δ
δxj
.
3) With respect to (1.1.2) the coefficients of N are transformed by the rule
(1.3.5)
N˜ im
(1)
∂x˜m
∂xj
= Nmj
(1)
∂x˜i
∂xm
− ∂y˜
(1)i
∂xj
,
.............................................................
N˜ im
(k)
∂x˜m
∂xj
= Nmj
(k)
∂x˜i
∂xm
+ ...+Nmj
(1)
∂y˜(k−1)i
∂xm
− ∂y˜
(k)i
∂xj
.
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The k-tangent structure J , defined in (1.2.4) applies the horizontal distri-
bution N into a vertical distribution N1 ⊂ V1 of dimension n, supplementary
to the distribution V2. Then it applies the distribution N1 in a distribution
N2 ⊂ V2, supplementary to the distribution V3 and so on. Of course, we have
dimN0 = dimN1 = · · · = dimNk−1 = n.
Setting N0 = N , we can write
(1.3.6) N1 = J(N0), N2 = J
2(N0), ...., Nk−1 = J
k−1(N0)
and we obtain the following direct decomposition:
(1.3.7) TuT
kM = N0,u ⊕N1,u ⊕ ...⊕Nk−1,u ⊕ Vk,u , ∀u ∈ T kM.
An adapted basis to the distributions N0, N1, ..., Nk−1, Vk at a point u ∈
T kM is given by:
(1.3.8)
δ
δxi
,
δ
δy(1)i
, · · · , δ
δy(k)i
,
where
δ
δy(1)i
= J
(
δ
δxi
)
,
δ
δy(2)i
= J2
(
δ
δxi
)
, ...,
δ
δy(k)i
= Jk
(
δ
δxi
)
.
Therefore, using (1.2.4) and (1.3.4) we get:
(1.3.9)
δ
δxi
=
∂
∂xi
−N ji
(1)
∂
∂y(1)j
− · · · −N ji
(k)
∂
∂y(k)j
,
δ
δy(1)i
=
∂
∂y(1)i
−N ji
(1)
∂
∂y(2)j
− · · · − N ji
(k−1)
∂
∂y(k)j
,
..................................................................
δ
δy(k−1)i
=
∂
∂y(k−1)i
−N ji
(1)
∂
∂y(k)j
,
δ
δy(k)i
=
∂
∂y(k)i
.
With respect to (1.1.2) we have:
(1.3.10)
δ
δy(α)i
=
∂x˜j
∂xi
δ
δy˜(α)j
, (α = 0, ..., k; y(0) = x).
Taking into account the direct sum (1.3.1) and (1.3.7), it follows that the
vertical distribution V1 at a point u gives rise to the direct decomposition:
(1.3.11) V1,u = N1,u ⊕ ...⊕Nk−1,u ⊕ Vk,u , ∀u ∈ T kM.
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Let h, v1, ..., vk be the projectors determined by (1.3.7):
h+ v1 + · · ·+ vk = I, h2 = h, vαvα = vα, hvα = vαh = 0, (α = 1, ..., k),
vαvβ = vβvα = 0, (α 6= β;α, β = 1, ..., k).
If we denote
(1.3.12) XH = hX, XVα = vαX, ∀X ∈ X (T kM)
we have, uniquely,
(1.3.13) X = XH +XV1 + ...+XVk .
In the adapted basis (1.3.8) we can write:
XH = X(0)i
δ
δxi
, XV α = X(α)i
δ
δy(α)i
, (α = 1, ..., k).
The following properties are important in applications.
1) The distribution N = N0 is integrable if, and only if
[XH , Y H ]Vα = 0, (α = 1, ..., k).
2) The distribution Nα is integrable, if and only if:
[XVα , Y Vα ]H = 0, [XVα , Y Vα ]Vβ = 0, (α 6= β , α, β = 1, ..., k).
The notion of h- or vα- lift of a vector fields X = X (M), X = X i(x) ∂
∂xi
is
obvious. We have:
(1.3.14) lh(X) = X
i(x)
δ
δxi
, lvα(X) = X
i(x)
δ
δy(α)i
, (α = 1, ..., k).
1.4 The Dual Coefficients of a Nonlinear Con-
nection
Consider a nonlinear connection N , having the coefficients (N ij
(1)
, ..., N ij
(k)
). The
adapted basis (
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k)i
) to the direct decomposition (1.3.7) is ex-
pressed in the formulae (1.3.9). Its dual basis, denoted by
(1.4.1) δxi, δy(1)i, ..., δy(k)i,
can be uniquely written in the form:
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(1.4.2)
δxi = dxi,
δy(1)i = dy(1)i +M ij
(1)
dxj ,
.............................................
δy(k)i = dy(k)i +M ij
(1)
dy(k−1)j + ...+ M ij
(k−1)
dy(1)j +M ij
(k)
dxj ,
where
(1.4.3)
M ij
(1)
= N ij
(1)
, M ij
(2)
= N ij
(2)
+Nmj
(1)
M im
(1)
, ....,
M ij
(k)
= N ij
(k)
+ Nmj
(k−1)
M im
(1)
+ ....+Nmj
(1)
M im
(k−1)
.
The system of functions (M ij
(1)
, ...,M ij
(k)
) is called the system of dual coefficients
of the nonlinear connection N. They are determined entirely by means of the
coefficients (N ij
(1)
, ..., N ij
(k)
, ).
Conversely, if the dual coefficients are given, then the coefficients
(N ij
(1)
, ..., N ij
(k)
, ) are expressed by:
(1.4.3’)
N ij
(1)
=M ij
(1)
, N ij
(2)
=M ij
(2)
−M im
(1)
Nmj
(1)
, ....,
N ij
(k)
=M ij
(k)
−M im
(1)
Nmj
(k−1)
− ....− M im
(k−1)
Nmj
(1)
.
It follows, without difficulties, that with respect to (1.1.2) we have:
(1.4.3”) δx˜i =
∂x˜i
∂xj
δxj , δy˜(α)i =
∂x˜i
∂xj
δy(α)j , (α = 1, ..., k).
Also, with respect to (1.1.2) the dual coefficients are transformed by the
rule:
(1.4.4)
Mmj
(1)
∂x˜i
∂xm
= M˜ im
(1)
∂x˜m
∂xj
+
∂y˜(1)i
∂xj
,
.............................................
Mmj
(k)
∂x˜i
∂xm
= M˜ im
(k)
∂x˜m
∂xj
+ M˜ im
(k−1)
∂y˜(1)m
∂xj
+ · · ·+ M˜ im
(1)
∂y˜(k−1)m
∂xj
+
∂y˜(k)i
∂xj
.
The relations between the natural basis on the manifold T kM and the
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adapted basis are immediately:
(1.4.5)
∂
∂xi
=
δ
δxi
+M ji
(1)
δ
δy(1)j
+ · · ·+M ji
(k)
δ
δy(k)j
,
∂
∂y(1)i
=
δ
δy(1)i
+M ji
(1)
δ
δy(2)j
+ · · ·+ M ji
(k−1)
δ
δy(k)j
,
................................................................
∂
∂y(k)i
=
δ
δy(k)i
.
Similarly, we have:
(1.4.5’)
dxi = δxi,
dy(1)i = δy(1)i −N ij
(1)
δxj ,
...............................................................................
dy(k)i = δy(k)i −N ij
(1)
δy(k−1)j − · · · − N ij
(k−1)
δy(1)j −N ij
(k)
δxj .
As an application we can prove:
Theorem 1.4.1 1) The Liouville vector fields
1
Γ, ...,
k
Γ can be expressed in the
adapted basis (1.3.8) in the form
(1.4.6)
1
Γ= z(1)i
δ
δy(k)i
,
2
Γ= z(1)i
δ
δy(k−1)i
+ 2z(2)i
δ
δy(k)i
,
.................................................................
k
Γ= z(1)i
δ
δy(1)i
+ 2z(2)i
δ
δy(2)i
+ · · ·+ kz(k)i δ
δy(k)i
,
where
(1.4.7)
z(1)i = y(1)i, 2z(2)i = 2y(2)i +M im
(1)
y(1)m, ...,
kz(k)i = ky(k)i + (k − 1)M im
(1)
y(k−1)m + · · ·+ M im
(k−1)
y(1)m
2) With respect to (1.1.2) we have:
(1.4.7’) z˜(α)i =
∂x˜i
∂xj
z(α)j, (α = 1, ..., k).
We note that the formulas (1.4.7’) express the geometrical meaning of each
entry z(1)i, ...,z(k)i. So, we call them the Liouville distinguished vector fields
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(shortly, d-vector fields ). These vectors are important in the geometry of higher
order Lagrangians.
A field of 1-form ω ∈ X ∗(T kM) can be uniquely written as
(1.4.8) ω = ωH + ωV1 + · · ·+ ωVk
where
(1.4.8’) ωH = ω ◦ h, ωVα = ω ◦ vα, (α = 1, ..., k).
In the adapted cobasis (1.4.1) we get:
(1.4.8”) ωH = ω
(o)
i δx
i, ωVα = ω
(α)
i δy
(α)i, (α = 1, ..., k).
For any function f ∈ F(T kM), the 1-form df has the components:
df = (df)H + (df)V1 + · · ·+ (df)Vk .
Using (1.4.8”) we obtain:
(1.4.8”’) (df)H =
δf
δxi
δxi, (df)Vα =
δf
δy(α)i
δy(α)i, (α = 1, ..., k).
Let γ : I → T kM be a parametrized curve, locally expressed by
(1.4.9) xi = xi(t), y(α)i = y(α)i(t), t ∈ I, (α = 1, ..., k).
The tangent vector field can be expressed as:
dγ
dt
=
(
dγ
dt
)H
+ · · ·+
(
dγ
dt
)Vk
=
=
dxi
dt
δ
δxi
+
δy(1)i
dt
δ
δy(1)i
+ · · ·+ δy
(k)i
dt
δ
δy(k)i
,
where, by means of (1.4.2) one can write:
(1.4.10)
δy(1)i
dt
=
dy(1)i
dt
+M ij
(1)
dxj
dt
, ...,
.............................................
δy(k)i
dt
=
dy(k)i
dt
+M ij
(1)
dy(k−1)j
dt
+ · · ·+M ij
(k)
dxj
dt
.
A parametrized curve γ is called horizontal if
(
dγ
dt
)Vα
= 0, (α = 1, .., k). It
is characterized by the system of differential equations:
(1.4.11)
δy(1)i
dt
= · · · = δy
(k)i
dt
= 0.
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A parametrized curve c : I →M on the base manifold M , analytically given
by xi = xi(t), t ∈ I, has its extension c˜ : I → T kM , given by:
xi = xi(t), y(1)i =
dxi
dt
, ..., y(k)i =
1
k!
dkxi
dtk
.
A horizontal curve c˜ is called an autoparallel curve of the nonlinear connection
N .
Theorem 1.4.2 The autoparallel curves of the nonlinear connection N are
characterized by the system of differential equations
(1.4.12)
y(1)i =
dxi
dt
, · · · , y(k)i = 1
k!
dkxi
dtk
,
δy(1)i
dt
= 0, · · · , δy
(k)i
dt
= 0.
1.5 The Determination of a Nonlinear Connec-
tion
A nonlinear connection N on the manifold of accelerations of order k, T kM can
be determined by a k-semispray S or a Riemannian structure g(x) defined on
the base manifold, or by a Finslerian or Lagrangian structure over the manifold
M .
A first result is as follows:
Theorem 1.5.1 (R. Miron and Gh. Atanasiu,[94]) If a k-semispray S, with
the coefficients Gi(x, y(1), ..., y(k)) is given on T kM , then the set of functions:
(1.5.1)
M ij
(1)
=
∂Gi
∂y(k)j
, M ij
(2)
=
1
2
(
SM ij
(1)
+M im
(1)
Mmj
(1)
)
, ...,
M ij
(k)
=
1
k
(
S M ij
(k−1)
+M im
(1)
Mmj
(k−1)
)
is the set of dual coefficients of a nonlinear connection N determined only by
the k-semispray S.
The proof can be find in the book [94].
Other result obtained by I. Bucataru ([26,27]) is given in:
Theorem 1.5.2 If S is a k-semispray with the coefficients Gi, then the follow-
ing set of functions
(1.5.2) M∗ij
(1)
=
∂Gi
∂y(k)j
,M∗ij
(2)
=
∂Gi
∂y(k−1)j
, ...,M∗ij
(k)
=
∂Gi
∂y(1)j
define the dual coefficients of a nonlinear connection N∗ determined only by the
k-semispray S.
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The problem is to determine a nonlinear connection N on T kM from a
Riemannian structure gij(x), given on the base manifold M .
Let us consider γijk(x) the Christoffel symbols of the tensor gij(x). Then,
we obtain, ([94]), without difficulties:
Theorem 1.5.3 The following set of functions
(1.5.3)
M ij
(1)
(x, y(1)) = γijm(x)y
(1)m,
M ij
(2)
(x, y(1), y(2)) =
1
2
(
ΓM ij
(1)
+M im
(1)
Mmj
(1)
)
,
...............................................................
M ij
(k)
(x, y(1), ..., y(k)) =
1
k
(
Γ M ij
(k−1)
+M im
(1)
Mmj
(k−1)
)
,
where Γ is the operator (1.2.3), has the properties:
1◦ It defines the dual coefficients of a nonlinear connection N on T˜ kM ,
determined only by the Riemannian structure gij(x).
2◦ M ij
(1)
(x, y(1)) depend linearly on y(1)i, ..., M ij
(k)
(x, y(1), ..., y(k)) depend lin-
early on y(k)i.
In the same manner we can determine a nonlinear connection on T˜ kM by
means of a Finsler space. Namely, we can prove:
Theorem 1.5.4 Let N ij(x, y
(1)) be the Cartan nonlinear connection of a Finsler
space Fn = (M,F (x, y(1))). Then, the following set of functions
(1.5.4)
M ij
(1)
(x, y(1)) = N ij(x, y
(1)),
M ij
(2)
(x, y(1), y(2)) =
1
2
(
ΓM ij
(1)
+M im
(1)
Mmj
(1)
)
,
...............................................................
M ij
(k)
(x, y(1), ..., y(k)) =
1
k
(
Γ M ij
(k−1)
+M im
(1)
Mmj
(k−1)
)
,
has the properties:
1◦ It defines the dual coefficients of a nonlinear connection N on T˜ kM ,
determined only by the fundamental function F (x, y(1)) of the Finsler space Fn.
2◦ M ij
(2)
depend linearly on y(2)i, ..., M ij
(k)
depend linearly on y(k)i. Γ being the
operator (1.2.3).
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Remark 1.5.1 Theorems 1.5.3 and 1.5.4 prove the existence of the nonlinear
connections on T˜ kM in the case when the base manifold is paracompact.
Let us consider the adapted basis (1.3.8) and adapted cobasis (1.4.1) corre-
sponding to the nonlinear connection with the dual coefficients (1.5.3).
Let X i(x) be a vector field on the manifold M . We obtain
(1.5.5)
lhX = X
i(x)
δ
δxi
, lvαX = X
i(x)
δ
δy(α)i
,
(α = 1, ..., n), ∀X = X i(x) ∂
∂xi
.
Of course lhX , lvαX are h- and respectively vα-lifts of the vector field X =
X i(x)
∂
∂xi
.
Theorem 1.5.5 If gij(x) is a Riemannian structure on the base manifold M
and N is a nonlinear connection with the dual coefficients (1.5.3) determined
by gij(x), then
(1.5.6) G = gij(x)dx
i ⊗ dxj + gij(x)δy(1)i ⊗ δy(1)j + · · ·+ gij(x)δy(k)i ⊗ δy(k)j
is a Riemannian structure on T˜ kM induced only by gij(x).
The proof is not difficult. The Riemannian structure (1.5.6) is the prolonga-
tion to T kM of the Riemannian structure gij(x), [94].
Using the same nonlinear connection N with the dual coefficients (1.5.3) we
can consider the F(T kM)-linear mapping
(1.5.7)
F
(
δ
δxi
)
= − δ
δy(k)i
,F
(
δ
δy(α)i
)
= 0, (α = 1, .., k),F
(
δ
δy(k)i
)
=
δ
δy(k)i
(i = 1, ..., n).
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One proves:
1◦ F is globally defined on the manifold T˜ kM .
2◦ F is a tensor field of type (1, 1):
(1.5.8) F = − δ
δy(k)i
⊗ dxi + δ
δxi
⊗ δy(k)i.
3◦ Ker F = N1 ⊕ · · · ⊕Nk−1, Im F = N0 ⊕ Vk.
4◦ rank F = 2n.
5◦ F3 + F = 0.
6◦ F is determined only by gij(x).
Concluding we have:
Theorem 1.5.6 A Riemannian structure gij(x) given on the base manifold de-
termine an almost (k − 1)n-contact structure F on T˜ kM depending only on
gij(x).
Let
(
ξa
(1)
, ..., ξa
(k−1)
)
, (a = 1, ..., n) be a local basis adapted to the direct
decomposition N1 ⊕ · · · ⊕Nk−1 and
(
(1)
ηa, ...,
(k−1)
ηa
)
, (a = 1, ..., n) its dual.
In the book [94] is proved the result:
Theorem 1.5.7 The set
(
G,F, ξa
(1)
, ..., ξa
(k−1)
,
(1)
ηa, ...,
(k−1)
ηa
)
is a Riemannian al-
most (k − 1)n-contact structure on the manifold T˜ kM determined only by the
Riemannian structure gij(x) defined on the base manifold M .
A similar theory we can study for a Finsler space Fn = (M,F (x, y(1)))
using the nonlinear connection (1.5.4) defined only by the fundamental function
F (x, y(1)).
Also, we can investigate the problem of determination of a nonlinear con-
nection on T kM by means of a Riemannian structure G given on the manifold
T kM .
One shows that: A Riemann structure G on T kM determine a Riemannian
almost (k − 1)n-contact structure depending only on G (K. Matsumoto and R.
Miron, [111]).
1.6 d-Tensor Fields. N-Linear Connections
Let N be a nonlinear connection on the manifold T kM . Then, the direct de-
composition (1.3.7) holds. With respect to (1.3.7) a vector field X on T kM and
a 1-form ω on T kM can be uniquely written in the form (1.3.13) and (1.4.8),
respectively.
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A distinguished tensor field (shortly d-tensor) T on T kM of type (r, s) is a
tensor field T with the property
T
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
= T
(
(1)
ωH , ...,
(r)
ωVk , XH
(1)
, ..., XVk
(s)
)
for any 1-forms
(1)
ω , ...,
(r)
ω from X ∗(T kM) and any vector fields X
(1)
, ..., X
(s)
from
X (T kM).
In the adapted cobasis (1.3.8) and its dual basis (1.4.1) a d-tensor field T
has the components:
T i1...irj1...js (x, y
(1), ..., y(k)) = T
(
δxi1 , ..., δy(k)ir ,
δ
δxj1
, ...,
δ
δy(k)js
)
.
Using the formulas (1.3.10) and (1.4.3”)we deduce:
A transformation of coordinates (1.2) on T kM implies a transformation of
the components of the d-tensor field T by the classical rule
(1.6.1) T˜ i1...irj1...js =
∂x˜i1
∂xh1
· · · ∂x˜
ir
∂xhr
∂xk1
∂x˜j1
· · · ∂x
ks
∂x˜js
T h1...hrk1...ks .
But, this fact is possible only for the components of a d-tensor in the adapted
basis. The components of T in the natural basis
(
∂
∂xi
,
∂
∂y(1)i
, · · · , ∂
∂y(k)i
)
and
natural cobasis
(
dxi, dy(1)i, ..., dy(k)i
)
have very complicated rule of transforma-
tions with respect to the changing of local coordinates (1.1.2) on the manifold
T kM .
If X ∈ X (T kM), its projections XH , XV1 , ..., XVk are d -vector fields and
them components X(0)i, X(α)i, (α = 1, ..., k) are called also d-vector fields.
As an example, we have that z(1)i, ..., z(k)i from (1.4.6), are d-vector fields.
They are called the Liouville d-vector fields.
For a 1-form ω, ωH , ωVα from (1.4.8) are d-1-forms and them components
ω(0)i, ..., ω(α)i from (1.4.8”) are d-covector fields.
Of course, the set of d-tensor fields with respect to ordinary operation of
addition and tensor product determines a tensor algebra on the ring of functions
F(T kM).
An N -linear connection on the total space of k-accelerations bundle T kM is
a linear connection D on T kM with the properties:
(1) D preserves by parallelism the horizontal distribution N ;
(2) The k-tangent structure J is absolutely parallel with respect to D.
As a consequence of this definition, the following theorems hold, [94]:
Theorem 1.6.1 A linear connection D on the manifold T kM is a N -linear
connection if and only if the following properties hold:
(1.6.2)
(
DXY
H
)Vα
= 0,
(
DXY
Vα
)H
= 0,(
DXY
Vα
)Vβ = 0, (α 6= β, α, β = 1, ..., k),
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(1.6.2’) DX(JY
H) = JDXY
H , DX(JY
Vα) = JDXY
Vα , (α = 1, ..., k),
for any X,Y ∈ X (T kM).
If X ∈ X (T kM) is written in the form (1.3.13), for any Y ∈ X (T kM) and
D an N -linear connection, we have:
(1.6.3) DXY = DXHY +DXV1Y + · · ·+DXVkY.
Let us denote:
DHX = DXH , D
V1
X = DXV1 , ...., D
Vk
X = DXVk .
Consequently, we can write:
(1.6.3’) DXY = D
H
XY +D
V1
X Y + · · ·+DVkX Y.
The operators DHX , ..., D
Vα
X are not covariant derivations in the d-tensor
algebra, since DHXf = X
Hf 6= Xf .
But they have similar properties with the covariant derivative.
So, if T is a tensor field of type (r, s) we have:
(1.6.4)(
DHXT
)((1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
= XHT
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
−
-T
(
DHX
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
-...-T
(
(1)
ω , ..., DHX
(r)
ω , X
(1)
, ..., X
(s)
)
−
−
(
(1)
ω , ...,
(r)
ω ,DHXX
(1)
, ..., X
(s)
)
− ...− T
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., DHXX
(s)
)
,
(DVαX T )
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
= XVαT
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
−
-T
(
DVαX
(1)
ω , ...,
(r)
ω , X
(1)
, ..., X
(s)
)
-... -T
(
(1)
ω , ..., DVαX
(r)
ω , X
(1)
, ..., X
(s)
)
−
−
(
(1)
ω , ...,
(r)
ω ,DVαX X
(1)
, ..., X
(s)
)
− ...− T
(
(1)
ω , ...,
(r)
ω , X
(1)
, ..., DVαX X
(s)
)
.
For instance, the formula (1.6.4) for a 1-form ω ∈ X ∗(T kM) leads to the
following expressions of DHXω and D
Vα
X ω:
(1.6.5)
(DHXω)(Y ) = X
Hω(Y )− ω(DHXY ),
(DVαX ω)(Y ) = X
Vαω(Y )− ω(DVαX Y ), (α = 1, ..., k).
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In the adapted basis (1.3.13) an N -linear connection D can be uniquely
represented in the form, [94]:
(1.6.6)
D δ
δxj
δ
δxi
= Lmij
δ
δxm
, D δ
δxj
δ
δy(α)i
= Lmij
δ
δy(α)m
, (α = 1, k),
D δ
δy(β)j
δ
δxi
= Cmij
(β)
δ
δxm
, D δ
δy(β)j
δ
δy(α)i
= Cmij
(β)
δ
δy(α)m
, (α, β = 1, k).
The system of functions (Lmij , C
m
ij
(1)
, ..., Cmij
(k)
) represents the coefficients of D.
With respect to (1.1.2), Lmij are transformed by the same rule as the coeffi-
cients of a linear connection defined on the base manifoldM . Others coefficients
Cmij
(α)
, α = 1, .., k are transformed like d -tensors of type (1, 2).
If T is a d-tensor field of type (r, s), represented in adapted basis in the form
(1.6.7) T = T i1...irj1...js
δ
δxi1
⊗ · · · ⊗ δ
δy(k)ir
⊗ dxj1 ⊗ · · · ⊗ δy(k)js
and X = XH = X i(x, y(1), ..., y(k))
δ
δxi
, then the h-covariant derivative DHXT ,
by means of (1.6.6), is as follows
(1.6.8) DHXT = X
mT i1...irj1...js|m
δ
δxi1
⊗ · · · ⊗ δ
δy(k)ir
⊗ dxj1 ⊗ · · · ⊗ δy(k)js ,
where
(1.6.9) T i1...irj1...js|m =
δT i1...irj1...js
δxm
+ Li1hmT
hi2...ir
j1...js
+ · · · − LhjsmT i1...irj1...h .
The operator ”|” will be called the h-covariant derivative, with the same
denomination as DHX .
Consider the vα-covariant derivatives D
Vα
X , for X =
(α)
X i
δ
δy(α)i
,
(α = 1, ..., k). Then, using (1.6.6) and (1.6.7) we have:
(1.6.8’) DVαX T =
(α)
Xm T i1...irj1...js
(α)
| m
δ
δxi1
⊗ · · · ⊗ δ
δy(k)ir
⊗ dxj1 ⊗ · · · ⊗ δy(k)js ,
where
(1.6.9’) T i1...irj1...js
(α)
| m=
δT i1...irj1...js
δy(α)m
+Ci1hm
(α)
T h...irj1...js + · · · −Chjsm
(α)
T i1...irj1...h , (α = 1, .., k).
The operators ”
(α)
| ”, in number of k are called vα-covariant derivatives, with
the same denominations as DVαX . Each of them has similar properties to those
of h -covariant derivative. For instance
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(fT ........ )
(α)
| m=
δf
δy(α)m
T ...... + fT
...
...
(α)
| m,
(
1
T ...... ⊗
2
T ......
)
(α)
| m=
1
T ......
(α)
| m ⊗
2
T ......
1
+T ...... ⊗
2
T ......
(α)
| m .
The operators | and
(α)
| commute with the operation of contraction, etc.
These operators applied to the Liouville d-vector fields z(1)i, ..., z(k)i deter-
mine ’the deflection tensors’ of D:
(1.6.10)
(α)
Dij= z
(α)i
|j ;
(βα)
dij = z
(β)i
(α)
| j .
1.7 Torsion and Curvature
The tensor of torsion T of an N -linear connection D:
(1.7.1) T(X,Y ) = DXY −DYX − [X,Y ], ∀X,Y ∈ X (T kM),
for X = XH+XV1+ · · ·+XVk , Y = Y H+Y V1 + · · ·+Y Vk , uniquely determines
the following vector fields:
(1.7.2) T(XH , Y H),T(XH , Y Vα),T(XVα , Y Vβ ), (α, β = 1, ..., k).
Therefore:
The tensor of torsion T of the N -linear connection D is well determined by
the following components, which are d-tensor fields of type (1, 2):
(1.7.3)
T(XH , Y H) = hT(XH , Y H) +
k∑
α=1
vαT(X
H , Y H),
T(XH , Y Vβ ) = hT(XH , Y Vβ ) +
k∑
α=1
vαT(X
H , Y Vβ ),
T(XVα , Y Vβ ) =
k∑
γ=1
vγT(X
Vα , Y Vβ ).
It is not difficult to prove that hT(XVα , Y Vβ ) = 0, ∀α, β = 1, ..., k. The
expressions of d-tensors of torsion are the following:
Geometry of the k-Tangent Bundle T kM 23
(1.7.4)

hT(XH , Y H) = DHXY
H −DHY XH − [XH , Y H ]H ,
vαT(X
H , Y H) = [XH , Y H ]Vα ,
hT(XH , Y Vβ ) = −∇Y VβXH − [XH , Y Vβ ]H ,
vαT(X
H , Y Vβ ) =
(∇HXY Vβ)Vα − [XH , Y Vβ ]Vα ,
vγT(X
V α, Y Vβ ) = vγ
(
∇VαX Y Vβ −∇Y VβXVγ − [XVα , Y Vβ ]
)
.
In the adapted basis we set:
(1.7.5)
hT
(
δ
δxh
,
δ
δxj
)
= T ijh
(00)
δ
δxi
, vαT
(
δ
δxh
,
δ
δxj
)
= T ijh
(0α)
δ
δy(α)i
,
hT
(
δ
δxh
,
δ
δy(β)j
)
= T ijh
(β0)
δ
δxi
, vαT
(
δ
δxh
,
δ
δy(β)j
)
= T ijh
(βα)
δ
δy(α)i
,
hT
(
δ
δy(α)h
,
δ
δy(β)j
)
= 0, vγT
(
δ
δy(α)h
,
δ
δy(β)j
)
=
γ
T ijh
(βα)
δ
δy(γ)i
.
Using (1.7.4) and (1.6.6) as well as the following expressions of the Lie brack-
ets, we can calculate the components of d-tensors of torsion.
The Lie brackets of the vector fields of the adapted basis are given by:
(1.7.6)
[
δ
δxj
,
δ
δxh
]
= Rijh
(01)
δ
δy(1)i
+ · · ·+Rijh
(0k)
δ
δy(k)i
,
[
δ
δxj
,
δ
δy(α)h
]
= Bijh
(α1)
δ
δy(1)i
+ · · ·+Bijh
(αk)
δ
δy(k)i
,
[
δ
δy(α)j
,
δ
δy(β)h
]
=
(1)
Cijh
(αβ)
δ
δy(1)i
+ · · ·+
(k)
Cijh
(αβ)
δ
δy(k)i
,
where the coefficients R, B, C can be calculated by means of the coefficients of
the nonlinear connection N , [94].
We remark the following d-tensor of torsion
(1.7.7) T ijk
(00)
= Lijk − Likj ,
α
T ijk
(αα)
= Cijk
(α)
− Cikj
(α)
(α = 1, ..., k).
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For simplicity we denote
(1.7.7’) T ijk
(00)
= T ijk
(0)
,
α
T ijk
(αα)
= Sijk
(α)
.
The notion of curvature can be investigated by the same method.
The curvature tensor R of the N -linear connection D is given by
(1.7.8) R(X,Y )Z = (DXDY −DYDX)Z −D[X,Y ]Z, ∀X,Y, Z ∈ X (T kM).
Using the formula (1.6.2) we obtain
(1.7.9) J (R(X,Y )Z) = R(X,Y )JZ, . . . , Jk (R(X,Y )Z) = R(X,Y )JkZ.
Setting ZVα = JαZH we have
R(X,Y )ZVα = Jα
(
R(X,Y )ZH
)
, (α = 1, ..., k).
The essential components of the curvature tensor field R are R(X,Y )ZH . It
has the properties:
vβ
(
R(X,Y )ZH
)
= 0, h
(
R(X,Y )ZVβ
)
= 0,
vβ
(
R(X,Y )ZVα
)
= 0, (α 6= β, α, β = 1, ..., k).
Thus, the curvature tensor R of the N -linear connection D gives rise to the
d-vector fields:
R(XH , Y H)ZH = [DHX , D
H
Y ]Z
H −DH[XH ,Y H ]ZH −
k∑
γ=1
D
Vγ
[XH ,Y H ]Z
H ,
R(XVα , Y H)ZH = [DVαX , D
H
Y ]Z
H −DH[XVα ,Y H ]ZH −
k∑
γ=1
D
Vγ
[XVα ,Y H ]
ZH ,
(1.7.10)
R(XVβ , Y V α)ZH = [D
Vβ
X , D
Vα
Y ]Z
H −
k∑
γ=1
D
Vγ
[XVβ ,Y Vα ]
ZH ,
(α, β = 1, ..., k; β ≤ α).
The d-tensor fields (1.7.10) are obtained applying the operators J , J2, ...,
Jk and taking into account JγZH = ZVγ , (γ = 1, ..., k).
In the applications it is suitable to consider the equalities (1.7.10) as Ricci
identities, [94].
The local expressions of d-tensors of curvature in adapted basis are:
(1.7.11)
R
(
δ
δxm
,
δ
δxj
)
δ
δxh
= Rih jm
δ
δxi
,
R
(
δ
δy(α)m
,
δ
δxj
)
δ
δxh
= P
(α)
i
h jm
δ
δxi
,
R
(
δ
δy(β)m
,
δ
δy(α)j
)
δ
δxh
= S
(βα)
i
h jm
δ
δxi
.
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Note that the other d-tensors of curvature (1.7.10) have the same compo-
nents. The d-tensors (1.7.11) are called also d-tensors of curvature. They have
the expressions:
(1.7.12) Rih jm =
δLihj
δxm
− δL
i
hm
δxj
+ LphjL
i
pm − LphmLipj +
k∑
γ=1
Cihp
(γ)
R
p
jm
(0γ)
,
P
(α)
i
h jm =
δLihj
δy(α)m
−
δCihm
(α)
δxj
+ LphjC
i
pm
(α)
− Cphm
(α)
Lipj +
k∑
γ=1
Cihp
(γ)
B
p
jm
(αγ)
,
S
(βα)
i
h jm =
δCihj
(α)
δy(β)m
−
δCihm
(β)
δy(α)j
+ Cphj
(α)
Cipm
(β)
− Cphm
(β)
Cipj
(α)
+
k∑
γ=1
Cihp
(γ)
γ
C
p
jm
(αβ)
The connection 1-forms of the N -linear connection D given in ch. 7, §7 of
the book [94] are:
(1.7.13) ωij = L
i
jhdx
h + Cijh
(1)
δy(1)h + · · ·+ Cijh
(k)
δy(k)h .
Therefore, the structure equations of D are given by the following theorem,
[94]:
Theorem 1.7.1 The structure equations of an N -linear connection D on the
manifold T kM are given by:
(1.7.14)
d(dxi)− dxm ∧ ωim = −
(0)
Ωi ,
d(δy(α)i)− δy(α)m ∧ ωim = −
(α)
Ωi ,
dωij − ωmj ∧ ωim = −Ωij ,
where the 2-forms of torsion
(0)
Ωi,
(α)
Ωi are
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(1.7.15)
(0)
Ωi =
1
2
T ijh
(0)
dxj ∧ dxh + Cijh
(1)
dxj ∧ δy(1)h + · · ·
+Cijh
(k)
dxj ∧ δx(k)h ,
(α)
Ωi =
1
2
Rijh
(0α)
dxj ∧ dxh +
k∑
γ=1
Bijm
(γα)
dxj ∧ δy(γ)m+
+
k∑
γ=1
β
Cijm
(αγ)
δy(β)j ∧ δy(γ)m−
−
[
Lijmdx
j +
k∑
γ=1
Cijm
(γ)
δy(γ)j ∧ δy(α)m
]
.
and where the 2-forms of curvature Ωij are:
(1.7.16)
Ωij =
1
2
Rij pqdx
p ∧ dxq+
+
k∑
α=1
P
(α)
i
j pqdx
p ∧ δy(α)q +
k∑
α,β=1
S
(αβ)
i
j pqδy
(α)p ∧ δy(β)q .
The Bianchi identities of D can be derived from (1.7.14) applying the op-
erator of exterior differentiation and calculating d
(0)
Ωi, d
(α)
Ωi , dΩij from (1.7.15)
and (1.7.16) modulo the system (1.7.14).
Chapter 2
Lagrange Spaces of Higher
Order
We define the notion of higher order Lagrangian and the notion of integral of
action. We investigate the variational problem for autonomous Lagrangians de-
riving the Euler-Lagrange equations. The notion of Lagrange space of order
k is introduced by means of regular nondegenerate Lagrangian defined on the
total space of the k-accelerations bundle T kM. In this case the Craig-Synge
equations determine a k-semispray, which depend only on the considered La-
grangian. Therefore the geometry of the
Lagrange space of order k is based on the mentioned k-semispray, [94].
2.1 Lagrangians of Order k
Let us consider the k-accelerations bundle (T kM,pik,M). In Analytical Me-
chanics M is the space of configurations of a physical system. A point x =
(xi) ∈ U ⊂ M is called a configuration, a mapping c : t ∈ I → (xi(t)) ∈ U is
a law of moving (evolution), t is called time, a couple (t, x) is an event and(
dxi
dt
,
1
2!
d2xi
dt2
, · · · , 1
k!
dkxi
dtk
)
are the velocity and generalized accelerations of
order 1, 2,..., k − 1 (respectively). The factors 1
h!
(h = 1, ..., k) are introduced
for convenience.
Throughout this book we omit the word generalized and say shortly, acceler-
ations of order h for
1
h!
dhxi
dth
, h = 1, ..., k. A law a moving c : t ∈ I → (xi(t)) ∈ U
⊂ M will be called a curve parametrized by time t. As usual the curve
c˜ : t ∈ I → c˜(t) ∈ (pik)−1(U) ⊂ T kM ,
(2.1.1) c˜ : t ∈ I →
(
xi(t),
dxi
dt
,
1
2!
d2xi
dt2
, · · · , 1
k!
dkxi
dtk
)
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is the extension of the curve c to the total space T kM of the k -acceleration
bundle.
Definition 2.1.1 A Lagrangian of order k, (k ∈ N∗) is a mapping L : T kM →
R.
This means that L is a real function L(x, y(1), ..., y(k)) on T kM . In the other
words, with respect to a change of local coordinates on T kM (1.1.2), we have
(2.1.2) L˜(x˜, y˜(1), ..., y˜(k)) = L(x, y(1), ..., y(k)).
The previous definition is given for autonomous Lagrangians. A similar
definition we have for nonautonomous Lagrangians. They are mappings L :
(t, x, y(1), ..., y(k)) ∈ R×T kM → L(t, x, y(1), ..., y(k)) ∈ R, which are real func-
tions with respect to a change of coordinates on R×T kM , (t, x, y(1), ..., y(k))→
(t˜, x˜, y˜(1), ..., y˜(k)), where t = t˜.
For us it is preferable to study the autonomous Lagrangians, because the
notion of Lagrange space of order k is a geometrical one. But, one sees that the
nonautonomous Lagrangians can be geometrized by means of the notion of
rheonomic Lagrange space of order k. Such kind of geometry can by con-
structed by the same methods as in the autonomous case.
In the following we investigate the Lagrangians L(x, y(1), ..., y(k)) which have
the property (2.1.2).
A Lagrangian of order k, L : T kM → R is called differentiable if it is of
C∞-class on T˜ kM and continuous on the null section of the projection pik :
T kM →M .
The Hessian of a differentiable Lagrangian L, with respect to the variables
y(k)i on T˜ kM is the matrix ||gij ||, where
(2.1.3) gij =
1
2
∂2L
∂y(k)i∂y(k)j
.
One can prove, [94] that gij is a d-tensor field, on the manifold T˜ kM. This
is covariant of order 2 and symmetric.
This property determines the geometrical covariance of the Hessian of L.
If
(2.1.4) rank ||gij || = n, on T˜ kM
we say that L(x, y(1), ..., y(k)) is a regular (or nondegenerate) Lagrangian.
The existence of the regular Lagrangians of order k is assured by the following
example.
Let γij(x) a Riemannian tensor field on the base manifold M and z
(k)i the
Liouville vector field on T˜ kM determined by the prolongation of order k of the
Riemannian spaces Rn = (M,γij(x)), an arbitrary covector field bi on T k−1M
and a function b on T k−1M . Then the Lagrangian of order k
(2.1.5)
L(x, y(1), ..., y(k)) = γij(x)z
(k)iz(k)j + bi(x, y
(1), ..., y(k−1))z(k)i+
+ b(x, y(1), ..., y(k−1))
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is a regular Lagrangian on T kM . We have gij(x, y
(1), ..., y(k)) = γij(x).
Let us consider the scalar fields
(2.1.6) I1(L) = L1
Γ
L, ..., Ik(L) = Lk
Γ
L,
where
1
Γ, ...,
k
Γ are the Liouville vector fields on T kM and L is the Lie operator of
derivation. I1(L), ..., Ik(L) will be called themain invariants of the Lagrangian
L.
For a smooth parametrized curve c : [0, 1]→ M represented in a domain of
a local chart by xi = xi(t), t ∈ [0, 1]. The parameter t is called time and its
extension to T˜ kM is c˜, given by (2.1.1).
The integral of action for the differentiable Lagrangian L(x, y(1), ..., y(k))
along curve c is defined by
(2.1.7) I(c) =
1∫
0
L
(
x(t),
dx
dt
,
1
2!
d2x
dt2
, · · · , 1
k!
dkx
dtk
)
dt.
Ones proves, [94] the following important results:
Theorem 2.1.1 The necessary conditions for the integral of action be indepen-
dent on the parametrization of the curve c are
(2.1.8) I1(L) = · · · = Ik−1(L) = 0, Ik(L) = L.
The conditions (2.1.8) are called the Zermello conditions, [69, 94].
Theorem 2.1.2 If the differentiable Lagrangian L of order k, k > 1, satisfies
the Zermello conditions (2.1.8), then it is degenerate (singular), i.e.
(2.1.9) rank ||gij(x, y(1), ..., y(k))|| < n, on T˜ kM.
2.2 Variational Problem
The variational problem concerning the functional I(c) from (2.1.7) was studied
in the book [94], ch. 8. So we shall present here only the corresponding results.
Theorem 2.2.1 In order for the curve c : t ∈ [0, 1] → (xi(t)) ∈ U ⊂ M to be
an extremal curve for the integral of action I(c) it is necessary that the following
Euler-Lagrange equations hold:
(2.2.1)
◦
Ei (L) :=
∂L
∂xi
− d
dt
∂L
∂y(1)i
+ · · ·+ (−1)k 1
k!
dk
dtk
∂L
∂y(k)i
= 0,
y(1)i =
dxi
dt
, · · · , y(k)i = 1
k!
dkxi
dtk
.
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An important remark regard the geometrical meaning of the system of func-
tions
◦
Ei (L). The following property holds:
Every
◦
Ei (L) from (2.2.1) determines a d-covector field along curve c.
This means that, with respect to a change of local coordinates on the man-
ifold T kM ,
◦
Ei (L) obeys the transformation
(2.2.2)
◦
E˜i (L˜)
∂x˜i
∂xj
=
◦
Ej (L).
Let c : t ∈ [0, 1]→ (xi(t)) ∈ U ⊂M be a smooth curve (or a law of moving)
parametrized by the time t and V i(x(t)) a differentiable vector field on c.
The mapping SV : (x(t)) ∈ U → SV (x(t)) ∈ T kM , defined by
(2.2.3)

xi = xi(t), t ∈ [0, 1],
y(1)i = V i(x(t)), 2y(2)i =
1
1!
dV i
dt
, ..., ky(k)i =
1
(k − 1)!
dk−1V i
dtk−1
,
is a section of the projection pik : T kM →M .
It is not difficult to see that the operator
(2.2.4)
dV
dt
= V i
∂
∂xi
+
dV i
dt
∂
∂y(1)i
+ · · ·+ 1
k!
dkV i
dtk
∂
∂y(k)i
is invariant with respect to the coordinate transformations (1.1.2).
If V i =
dxi
dt
, then
dV
dt
=
d
dt
and for any Lagrangian L(x, y(1), ..., y(k)),
dV L
dt
is a scalar field.
The action of the k-tangent structure J (cf. §2.4, ch. 1) on the operator dV
dt
leads to k new operators:
(2.2.5) IkV = J
(
dV
dt
)
, Ik−1V = J
(
IkV
)
, ..., I1V = J
(
I2V
)
, 0 = J
(
I1V
)
,
where
(2.2.5’) IkV = V
i ∂
∂y(1)i
+
dV i
dt
∂
∂y(2)i
+ · · ·+ 1
(k − 1)!
dk−1V i
dtk−1
∂
∂y(k)i
.
But the previous operators are vector fields. Consequently, I1V (L), ..., I
k
V (L)
are scalar fields. For V i =
dxi
dt
they coincide with the main invariants I1(L),
..., Ik(L).
The relations between the operators
dV
dt
, I1V ,..., I
k
V are expressed cf.[94] by:
Theorem 2.2.2 The following identities hold:
(2.2.6)
dV L
dt
= V i
◦
Ei (L) +
d
dt
IkV (L)−
1
2!
d2
dt2
Ik−1V (L) + · · ·+
+ (−1)k−1 1
k!
dk
dtk
I1V (L).
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Besides of the covector field
◦
Ei (L), Craig and Synge introduced other cov-
ectors, important in the variational problem of the integral of action. They are
denoted by
1
Ei, ..,
k
Ei and are provided by:
Lemma 2.2.1
For any differentiable Lagrangian L(x, y(1), ..., y(k)) and any differentiable
function Φ(t) we have:
(2.2.7)
◦
Ei (ΦL) = Φ
◦
Ei (L) +
dΦ
dt
1
Ei (L) + · · ·+ d
kΦ
dtk
k
Ei (L),
where
1
Ei (L), ...,
k
Ei (L) are d-covector fields. They are expressed by the actions
on L of the following operators:
(2.2.8)
◦
Ei=
∂
∂xi
− d
dt
∂
∂y(1)i
+ · · ·+ (−1)k 1
k!
dk
dtk
∂
∂y(k)i
,
1
Ei=
k∑
α=1
(−1)α 1
α!
(
α
α−1
) dk−1
dtk−1
∂
∂y(α)i
,
2
Ei=
k∑
α=2
(−1)α 1
α!
(
α
α−2
) dk−2
dtk−2
∂
∂y(α)i
,
......................................................
k
Ei= (−1)k 1
k!
∂
∂y(k)i
.
In the light of the above results we get:
Theorem 2.2.3 For any differentiable Lagrangians L(x, y(1), ..., y(k)) and any
function F (x, y(1), ..., y(k−1)) the following properties hold:
(2.2.9)
0
Ei (L+
dF
dt
) =
0
Ei (L),
(2.2.10)
0
Ei (
dF
dt
) = 0,
1
Ei (
dF
dt
) = − 0Ei (F ), ...,
k
Ei (
dF
dt
) = − k−1E i (F ).
A consequence of the property (2.2.9) is as follows.
Theorem 2.2.4 The integral of action
(2.2.11) I(c) =
1∫
0
Ldt, I ′(c) =
1∫
0
(
L+
dF
dt
)
dt
determine the same Euler-Lagrange equations, (F depending on
(x, y(1), ..., y(k−1))).
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2.3 Higher Order Energies
In the book [94] we introduce the notion of higher order energies of a Lagrangian
L(x, y(1), ..., y(k)).
Definition 2.3.1 We call energies of order k, k − 1, ..., 1 of the differentiable
Lagrangian L(x, y(1), ..., y(k)) the following invariants:
(2.3.1)
Ek(L) = Ik(L)− 1
2!
dIk−1(L)
dt
+ · · ·+ (−1)k−1 1
k!
dk−1I1(L)
dtk−1
− L,
Ek−1(L) = − 1
2!
Ik−1(L) +
1
3!
dIk−2(L)
dt
· · ·+ (−1)k−1 1
k!
dk−2I1(L)
dtk−2
,
............................................................................................
E1(L) = (−1)k−1 1
k!
I1(L).
As we shall see, the energies Ek(L), ..., E1(L) are involved in a No¨ther theory
of symmetries of the higher order Lagrangians.
The next theorem is well known:
Theorem 2.3.1 For any differentiable Lagrangian L(x, y(1), ..., y(k)) the follow-
ing identity holds
(2.3.2)
dEk(L)
dt
= −
0
Ei (L)
dxi
dt
.
An immediate consequence of the previous theorem is the following law of
conservation:
Theorem 2.3.2 For any differentiable Lagrangian L(x, y(1), ..., y(k)) the energy
of order k, Ek(L) is conserved along every extremal curve of the Euler-Lagrange
equations
0
Ei (L) = 0.
Theorem 2.2.4 says that the integrals of actions I(c) and I ′(c) from (2.2.11)
determine the same Euler-Lagrange equations, if F is a Lagrangian with the
property
∂F
∂y(k)i
= 0.
Definition 2.3.2 A symmetry of a differentiable Lagrangian L(x, y(1), ..., y(k))
is a C∞-diffeomorphism ϕ : M ×R → M ×R which preserves the variational
principle of the integral of action I(c) from (2.1.7).
One can consider the notion of local symmetry of the Lagrangian L, taking
ϕ as local diffeomorphism. If U × (a, b) is a domain of a local chart on the
manifold M ×R, then we can express an infinitesimal diffeomorphism ϕ in the
form
(2.3.3)
x′i = xi + εV i(x, t), (i = 1, ..., n)
t′ = t+ ετ(x, t),
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where (V i, τ) is a vector field on U × (a, b) defined along curve
c : t ∈ [0, 1]→ (xi(t), t) ∈ U × (a, b) and ε is a real number, sufficiently small in
absolute value, so that Im ϕ ⊂ U × (a, b) .
The infinitesimal transformation (1.3.3) is a symmetry for the differentiable
Lagrangian L if and only if for any differentiable function
F (x, y(1), ..., y(k−1)) the following equation holds:
L
(
x′,
dx′
dt′
, · · · , 1
k!
dkx
′
dt′k
)
dt′ =
{
L
(
x,
dx
dt
, · · · , 1
k!
dkx
dtk
)
+
+ F
(
x,
dx
dt
, · · · , 1
(k − 1)!
dk−1x
dtk−1
)}
dt
One proves the following No¨ther theorem, [94]:
Theorem 2.3.3 For any infinitesimal symmetry (1.3.3) of a Lagrangian
L(x, y(1), ..., y(k)) and for any function Φ(x, y(1), ..., y(k−1)), the function:
Fk(L,Φ) = IkV (L)−
1
2!
d
dt
Ik−1V (L) + · · ·+ (−1)k−1
1
k!
dk−1
dtk−1
I1V (L)−
− τEk(L) + dτ
dt
Ek−1(L) + · · ·+ (−1)k d
k−1τ
dtk−1
E1(L)− Φ.
is conserved along extremal curves of the Euler-Lagrange equations
◦
Ei (L) = 0.
In particular, if the Zermello conditions (2.1.8) are satisfied, then the energies
E1(L), ..., Ek(L) vanish and the previous theorem has a simpler form.
2.4 Jacobi-Ostrogradski Momenta
We introduce the Jacobi-Ostrogradski momenta and the Hamilton - Jacobi -
Ostrogradski equations. The main results on these are given without proofs,
[94].
Consider the energy of order k, Ek(L) of the Lagrangian L from (2.3.1).
Noticing that Ek(L) is a polynomial function of degree one in dx
i
dt
, ...,
dkxi
dtk
we
can write:
(2.4.1) Ek(L) = p(1)i dx
i
dt
+ p(2)i
d2xi
dt2
+ · · ·+ p(k)i d
kxi
dtk
− L,
where
(2.4.2)
p(1)i =
∂L
∂y(1)i
− 1
2!
d
dt
∂L
∂y(2)i
+ · · ·+ (−1)k−1 1
k!
dk−1
dtk−1
∂L
∂y(k)i
,
p(2)i =
1
2!
∂L
∂y(2)i
− 1
3!
d
dt
∂L
∂y(3)i
+ · · ·+ (−1)k−2 1
k!
dk−2
dtk−2
∂L
∂y(k)i
,
...............................................................................................
p(k)i =
1
k!
∂L
∂y(k)i
.
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p(1)i, ..., p(k)i are called the Jacobi-Ostrogradski momenta.
M. de Le´on and others, [73, 74] established the following important result.
Theorem 2.4.1 Along extremal curves of Euler-Lagrange equations,
◦
Ei (L) = 0, the following Hamilton-Jacobi-Ostrogradski equations hold:
(2.4.3)
∂Ek(L)
∂p(α)i
=
dαxi
dtα
, (α = 1, ..., k),
∂Ek(L)
∂xi
= −dp(1)i
dt
,
∂Ek(L)
∂y(α)i
= −α!dp(α+1)i
dt
, (α = 1, ..., k − 1).
The Jacobi-Ostrogradski momenta p(1)i, ..., p(k)i allow the introduction of
the 1-forms:
(2.4.4)
p(1) = p(1)idx
i + p(2)idy
(1)i + · · ·+ p(k)idy(k−1)i,
p(2) = p(2)idx
i + p(3)idy
(1)i + · · ·+ p(k)idy(k−2)i,
...........................................................................
p(k) = p(k)idx
i.
The following properties hold:
J∗p(1) = p(2), ...., J
∗p(k−1) = p(k).
2.5 Higher Order Lagrange Spaces
The notion of Lagrange space of order k is a natural extension of that of classical
Lagrange space Ln = (M,L(x, y)). It was introduced by the author of this
monograph, in the papers quoted in his book [94]. It was introduced by the
author in the paper quoted in his book The Geometry of Higher Order Lagrange
Spaces. Applications to Mechanics and Physics, (Kluwer, FTPH no. 82) entirely
devoted to this subject.
Here we give, without prooofs, the main results from the geometry of higher
order Lagrange spaces, [94].
We call a Lagrange space of order k a pair L(k)n = (M,L) formed by a
real n-dimensional manifold M and a differentiable Lagrangian of order k, L :
(x, y(1), ..., y(k)) ∈ T kM → L(x, y(1), ..., y(k)) ∈ R for which the Hessian with
the entries
gij(x, y
(1), ..., y(k)) =
1
2
∂2L
∂y(k)i∂y(k)j
, on T˜ kM,
has the property
rank ||gij || = n
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and the quadratic form Ψ = gijξ
iξj on T˜ kM has constant signature.
L is called the fundamental function and gij the fundamental (or metric)
tensor field of the space L(k)n.
The geometry of the pair (T kM,L(x, y(1), ..., y(k))) is called the geometry of
the space L(k) = (M,L).
Notice that the geometry of Lagrange space of order k is not coincident with
the geometrization of the Lagrangians of order k, L(x, y(1), ..., y(k)), which could
be degenerate, i.e. rank ||gij || < n.
We shall study this geometry using the methods suggested by the Higher
Order Lagrangian Mechanics [35] and by the geometry of higher order Finsler
spaces [95]. Consequently, we determine a canonical semispray S and derive the
main geometrical object field of the space L(k)n by means of S.
Consider the integral of action of the LagrangianL, the fundamental function
of the Lagrange space of order k, L(k)n = (M,L) and determine the covector
fields
0
Ei (L), ...,
k−1
Ei (L),
k
Ei (L).
Then
0
Ei (L) = 0 are just the Euler-Lagrange equations. Thus, Ek(L), ...,
E1(L) from (2.3.1) give us the energies of the space L(k)n. Theorems 2.3.1 and
2.3.2 can be applied and Theorem 2.3.3 gives the infinitesimal symmetries of
the considered space.
The following result is known, [94]:
Theorem 2.5.1 The equations gij
k−1
E i (L) = 0 determine the k-semispray
(2.5.1) S = y(1)i
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ ky(k) ∂
∂y(k−1)i
− (k + 1)Gi ∂
∂y(k)i
with the coefficients
(2.5.2) (k + 1)Gi =
1
2
gij
{
Γ
(
∂L
∂y(k)j
)
− ∂L
∂y(k−1)j
}
,
Γ being the operator (1.2.3).
The k-semispray S depends on the fundamental function L of the space
L(k)n. It will be called canonical. If L is globally defined on T kM , then S has
the same property on T˜ kM .
Taking into account Theorem 1.5.1 we find, [94]:
Theorem 2.5.2 The set of functions
(2.5.3)
M ij
(1)
=
∂Gi
∂y(k)j
, M ij
(2)
=
1
2
(
SM ij
(1)
+M im
(1)
Mmj
(1)
)
, ...,
M ij
(k)
=
1
k
(
S M ij
(k−1)
+M im
(1)
Mmj
(k−1)
)
are the dual coefficients of a nonlinear connection N determined only by the
canonical semispray S.
36 THE GEOMETRY OF HIGHER-ORDER HAMILTON SPACES
N is called canonical, too.
Theorem 1.5.2 give us new dual coefficientsM∗ij
(1)
, ...,M∗ij
(k)
, (I. Bucataru, [26]).
The coefficients N ij
(1)
, ..., N ij
(k)
of N are obtained from (1.4.3’).
The existence of the spaces L(k)n = (M,L), when M is a paracompact
manifold is assured by the following examples.
Example 5.1 Let gij(x) be a Riemannian tensor on M and the nonlinear
connection N with the dual coefficients M ij
(1)
(x, y(1)), ...M ij
(k)
(x, y(1), ...y(k)) given
by (1.5.3). Consider the Liouville d-vector field, z(k)i (Th. 21.4.1):
(2.5.4) kz(k)i = ky(k)i + (k − 1)M im
(1)
y(k−1)m + ...+ M im
(k−1)
y(1)m
and remark that z(k)i is a d-vector field, linear in the vertical variables y(k)i.
Consequence, the function
(2.5.5) L(x, y(1), ...y(k)) = gij(x)z
(k)iz(k)j
is a fundamental function of a Lagrange space L(k)n. Its fundamental tensor
field is exactly gij(x).
Example 5.2 Let
◦
L (x, y(1)) be the Lagrangian of electrodynamics
(2.5.6)
◦
L (x, y
(1)) = mcγij(x)y
(1)iy(1)j +
2e
m
bi(x)y
(1)i
m, c, e being the well known physical constants, γij(x) the gravitational poten-
tials and bi(x) the electromagnetic potentials.
Let us consider the nonlinear connection N determined like in previous ex-
ample. Then
(2.5.7) L(x, y(1), ..., y(k)) = mcγij(x)z
(k)iz(k)j +
2e
m
bi(x)z
(k)i
is a fundamental function of a Lagrange space of order k, L(k)n = (M,L).
Evidently L from (2.5.7) is a particular case of the Lagrangian from (2.1.5).
It will be called the prolongation of order k of the electrodynamic Lagrangian
in (2.5.6).
In the end of this chapter we will study the geometry of the Lagrange space
L(k)n, with fundamental function (2.5.7).
The adapted basis
{
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k)i
}
determined by the canonical
nonlinear connection N is given by (2.3.9) and its dual basis
{δxi, δy(1)i, ..., δy(k)i} is expressed in the formulae (2.4.2).
The horizontal curves of the space L(k)n with respect to canonical nonlinear
connection N are characterized by the system of differential equations
δy(1)i
dt
= · · · = δy
(k)i
dt
= 0.
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In the light of these properties we determine the autoparallel curves of N by
adding the conditions to the previous differential equations
y(1)i =
dxi
dt
, ..., y(k)i =
1
k!
dkxi
dtk
.
Using the results from chapter 1 one can proves:
The canonical nonlinear connection N is integrable if, and only if the fol-
lowing equations hold
Rijk
(01)
= · · · = Rijk
(0k)
= 0.
2.6 Canonical Metrical N-Connections
Consider the canonical nonlinear connection N of the Lagrange space of order k,
L(k)n = (M,L). A linear connection D on T kM is called an N -linear connection
if:
1) D preserves by parallelism the horizontal distribution N ,
2) DJ = 0.
The coefficients of D with respect to the adapted basis denoted by DΓ(N) =
(Lijh, C
i
jh
(1)
, ..., Cijh
(k)
), can be uniquely determined if D is compatible with the Rie-
mannian (or pseudoriemannian) metric G on T kM , determined by the funda-
mental tensor field gij of L
(k)n.
Namely, G is expressed in the adapted basis by
(2.6.1) G = gijdx
i ⊗ dxj + gijδy(1)i ⊗ δy(1)j + · · ·+ gijδy(k)i ⊗ δy(k)j .
D is compatible with G if
DXG = 0, ∀X ∈ X (T˜ kM).
Theorem 2.6.1 The following properties hold:
1) There exists a unique N -linear connection D on T˜ kM verifying the ax-
ioms:
(2.6.2) gij|h = 0, gij
(1)
| h= · · · = gij
(k)
| h= 0,
(2.6.2’) Lijh = L
i
hj , C
i
jh
(α)
= Cihj
(α)
, (α = 1, ...k).
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2) The coefficients CΓ(N) = (Lijh, C
i
jh
(1)
, ..., Cijh
(k)
) of D are given by the gen-
eralized Christoffel symbols:
(2.6.3)

Lmij =
1
2
gms(
δgis
δxj
+
δgsj
δxi
− δgij
δxs
),
Cmij
(α)
=
1
2
gms(
δgis
δy(α)j
+
δgsj
δy(α)i
− δgij
δy(α)s
), (α = 1, ..., k).
3) D depends only on the fundamental function L of the space L(k)n.
The connection D from the previous theorem is called the canonical metrical
N -connection of the Lagrange space of order k, L(k)n.
The d-tensors of curvature of D satisfy the following identities:
gsjR
s
i hm + gisR
s
j hm = 0,
gsj P
(α)
s
i hm + gis P
(α)
s
j hm = 0,
gsj S
(αβ)
s
i hm + gis S
(αβ)
s
j hm = 0.
The connection 1-forms of D are
(2.6.4) ωij = L
i
jhdx
h+
k∑
α=1
Cijh
(α)
δy(α)h.
Finally, the structure equations of the canonical metrical N -connection D
are given by Theorem 1.7.1 in the conditions (2.6.3).
The Bianchi identities of D are obtained from the structure equations ap-
plying the operator of exterior differentiation and taking into account the same
equations of structure.
Now let us consider the tensor field
(2.6.5) F= − δ
δy(k)i
⊗ dxi + δ
δxi
⊗ δy(k)i.
We can see that F is globally defined on T˜ kM and F3 + F = 0. The pair (G,F)
determines a Riemannian almost (k− 1)n-contact structure on T˜ kM depending
only on then fundamental function L of the space L(k)n.
Examples.
1◦. R(k)n =ProlkRn.
Let N be the nonlinear connection with the dual coefficients (2.5.3). It
is determined only by gij(x). If {δxi, δy(1)i, ..., δy(k)i} is the adapted cobasis
to N and V1, then the formula (2.6.1) gives us a Riemannian structure G on
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T˜ kM which depend on gij(x), only. The space R(k)n = (T˜ kM,G) is called the
prolongation to T˜ kM of the Riemannian structure (M, gij(x)).
Consider the k-Liouville vector field z(k)i from (2.5.4) constructed by means
of (2.5.3).
In this case the pair L(k)n = (M,L(x, y(1), ..., y(k)) is a Lagrange space of
order k, where L = gij(x)z
(k)iz(k)j .
The fundamental tensor field of L(k)n is exactly gij(x), because z
(k)i is of the
form z(k)i = y(k)i + λi(x, y(1), ..., y(k−1)). The canonical metrical N -connection
has the coefficients
Lijh = γ
i
jh(x), C
i
jh
(α)
= 0, (α = 1, ..., k).
2◦. F (k)n =ProlkFn. The prolongation of order k of a Finsler space Fn =
(M,F (x, y(1))) leads to a second example of Lagrange space of order k.
Consider N the nonlinear connection with the dual coefficients (1.5.4). It is
determined only by Fn. The N -lift of the fundamental tensor gij(x, y
(1)) of the
space Fn is given by (2.6.1). It is a Riemannian metric on T˜ kM determined by
Fn only. Thus,
L = gij(x, y
(1))z(k)iz(k)j ,
z(k)i being the k-Liouville vector fields corresponding to N , is the fundamental
function of a space L(k)n.
The fundamental tensor of space is gij(x, y
(1)i) and the canonical metrical
N -connection has the coefficients
Lijk = F
i
jk(x, y
(1)), Cijk
(1)
= Cijk, C
i
jk
(α)
= 0, (α = 2, ..., k − 1).
2.7 Generalized Lagrange Spaces of Order k
The notion of generalized Lagrange spaces of order k is a natural extension of
that of space L(k)n. It was used, [94], in the geometrical theory of the higher
order relativistic optics.
Definition 2.7.1 A generalized Lagrange spaces of order k is a pair GL(k)n =
(M, gij(x, y
(1), ..., y(k))) formed by a real n -dimensional differentiable manifold
M and a differentiable symmetric d-tensor field gij defined on T˜ kM , having two
properties:
a. gij has a constant signature on T˜ kM ;
b. rank ||gij || = n on T˜ kM .
Of course, GL(k)n can be defined locally, in the case when gij is given on an
open set (pik)−1(U), U ⊂M .
We say that gij is the fundamental tensor of the space GL
(k)n.
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Notice that any Lagrange space of order k, L(k)n = (M,L) is a generalized
Lagrange space GL(k)n = (M, gij) with
(2.7.1) gij =
1
2
∂2L
∂y(k)i∂y(k)j
.
But not and conversely. Indeed, is possible that the system of differential
partial equations (2.7.1) does not admit any solution L(x, y(1), ..., y(k)) when
the d-tensor field gij(x, y
(1), ..., y(k)) is apriori given.
Let us consider the tensor field:
(2.7.2) C
(k)
ijh =
1
2
∂gij
∂y(k)h
.
It is not hard to see that C
(k)
ijh is a covariant of order three d-tensor field .
Easily follows:
Proposition 2.7.1
A necessary condition so that the system of differential partial equation
(2.7.1) admits a solution L(x, y(1), ..., y(k)) is that the d-tensor field C
(k)
ijh be
completely symmetric.
If the tensor C
(k)
ijh is not completely symmetric we say that the space GL
(k)n
is not reducible to a Lagrange space of order k.
Example 2.7.1 Let Rn = (M,γij(x)) be a Riemannian space and
σ(x, y(1), ..., y(k)) a smooth function on T kM with the property
∂σ
∂y(k)i
6= 0.
Consider the d-tensor field on T kM :
(2.7.3) gij(x, y
(1), ..., y(k)) = e2σ(x,y
(1),...,y(k))(γij ◦ pik)(x, y(1), ..., y(k)).
We can prove that the pair GL(k)n = (M, gij) with gij from (2.7.3) is a
generalized Lagrange space of order k, which is not reducible to a Lagrange
space.
This example proves the existence of spaces GL(k)n on the paracompact
manifolds. For k = 1, this space was introduced by R. Miron and R. Tavakol
[100], [114].
Example 2.7.2 Consider again Rn = (M,γij(x)) and the Liouville d-vector
field z(k)i of the space ProlkRn. It is expressed by
(2.7.4) kz(k)i = ky(k)i + (k − 1)M im
(1)
y(k−1)m + · · ·+ M im
(k−1)
y(1)m,
where the dual coefficients M ij
(1)
, ...., M ij
(k−1)
are given by the formulae (2.5.3).
Evidently z(k)i linearly depends on y(k)i. So that its covariant z
(k)
i = γijz
(k)j
linearly depends on y(k)i.
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Assuming that there exists a function n(x, y(1), ..., y(k)) ≥ 1 on T kM , we can
construct the following d-tensor field
(2.7.5) gij(x, y
(1), ..., y(k)) = γij(x) +
(
1− 1
n2(x, y(1), ..., y(k))
)
z
(k)
i z
(k)
j .
One proves that the pair GL(k)n = (M, gij), with gij from (2.7.5), is a
generalized Lagrange space of order k, which is not reducible to a Lagrange
space of order k.
In the case k = 1, this space was studied by the author [91, 100] and applied,
together with T. Kawaguchi [104] in the relativistic geometrical optics.
In the previous two examples we have a natural canonical nonlinear connec-
tion, with the dual coefficients (2.5.3), determined by the space ProlkRn.
Returning to the generalized Lagrange spaces of order k, GL(k)n, we remark
the difficulty to find a nonlinear connection derived only from the fundamental
tensor gij of the space.
Therefore we assume that a nonlinear connection N on T˜ kM is apriori given.
Thus we, shall study the pair (N,GL(k)n) using the same methods like in the
geometry of the space L(k)n.
Indeed, considering the adapted basis
(
δ
δxi
,
δ
δy(1)i
, · · · , δ
δy(k)i
)
and its dual
basis
(
δxi, δy(1)i, ..., δy(k)i
)
, determined by the nonlinear connection, we define
the N -lift of the fundamental tensor gij :
(2.7.6) G = gijdx
i ⊗ dxj + gijδy(1)i ⊗ δy(1)j + · · ·+ gijδy(k)i ⊗ δy(k)j .
A N -linear connection compatible to G is furnished by the following
theorem:
Theorem 2.7.1 10 There exists an unique N -linear connection D for which
(2.7.7)
gij|h = 0, gij
(α)
|h= 0, (α = 1, ..., k),
Lijh = L
i
hj , C
(α)
i
jh = C
(α)
i
hj , (α = 1, ..., k).
20 The coefficients CΓ(N) =
(
Lijh, C
(1)
i
jh, ..., C
(k)
i
jh
)
of D are given by the
generalized Christoffel symbols:
(2.7.7’)
Lmij =
1
2
gms
(
δgis
δxj
+
δgsj
δxi
− δgij
δxs
)
,
C
(α)
m
ij =
1
2
gms
(
δgis
δy(α)j
+
δgsj
δy(α)i
− δgij
δy(α)s
)
, (α = 1, ..., k).
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The previous N -linear connection of the space GL(k)n is called metrical
canonical N -linear connection.
The structure equations can be written, exactly as in the chapter 1 (theorem
1.7.1).
The tensor F on T˜ kM :
(2.7.8) F = − δ
δy(k)i
⊗ dxi + δ
δxi
⊗ δy(k)i,
together with the metric tensor G from (2.7.6) determine a Riemannian (k −
1)n-almost contact structure on T˜ kM . It is ’the geometrical model’ of the
generalized Lagrange space of order k, GL(k)n = (M, gij).
Chapter 3
Finsler Spaces of Order k
The geometry of Finsler spaces of order k, introduced by the author and pre-
sented in his book ’The geometry of Higher- Order Finsler Spaces’ Hadronic
Press, 1998 is a natural extension to T kM of the classical theory of Finsler
Spaces. The impact of this geometry in Differential Geometry, Variational Cal-
culus, Analytical Mechanics or Theoretical Physics is decisive. Finsler spaces
play a role in applications to Biology, Engineering, Physics or Optimal Control.
Also the introduction of the notion of Finsler space of order k is demanded by
the solution of problem of prolongation to T kM of the Riemannian or Finslerian
structures defined on the base manifold M.
In the present chapter we will develop the geometrical theory of the Finsler
spaces of order k, based on the geometry of Lagrange spaces of the same order.
Such that the Finsler spaces F (k)n form a subclass of the class of spaces L(k)n.
Consequently we obtain an extension of the sequence {Rn} ⊂ {Fn} ⊂ {Ln} ⊂
{GLn} to the following sequence of the spaces of order k : {R(k)n} ⊂ {F (k)n} ⊂
{L(k)n} ⊂ {GL(k)n}.
In the next chapter we shall investigate the dual of this sequence, made by
the Hamilton spaces of order k.
3.1 Spaces F (k)n
In order to introduce the notion of Finsler space of order k there are necessary
some preliminaries. A functions f : T kM → R, of C∞ class on T˜ kM and contin-
uous on the null sections of the mapping pik : T kM →M is called homogeneous
of degree r ∈ Z on the fibres on T kM (briefly r-homogeneous) if for any positive
constant a, we have:
(3.1.1) f(x, ay(1), a2y(2), ..., aky(k)) = arf(x, y(1), ..., y(k)).
An Euler theorem holds:
A function f ∈ F(T kM), differentiable on T˜ kM and continuous on the null
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section of pik is r−homogeneous if and only if:
(3.1.2) Lk
Γ
f = rf,
Lk
Γ
being the Lie operator of derivation with respect to the Lioville vector field
k
Γ, i.e.:
(3.1.2’) Lk
Γ
f =
k
Γ f = y
(1)i ∂f
∂y(1)i
+ ...+ ky(k)i
∂f
∂y(k)i
.
Notice the following property:
If the function f ∈ F(T kM) is differentiable on T kM ( inclusive in the
points (x, 0, ..., 0)) and k−homogeneous then f is a polynom of order k in the
variable y(1)i, y(2)i, ..., y(k)i.
The notion of homogeneity can be extended to the vector fields and 1−form
fields on T kM. One proves:
A vector field X ∈ X (T kM) is r-homogeneous if and only if
(3.1.3) Lk
Γ
X = (r − 1)X.
Of course, Lk
Γ
X = [
k
Γ, X ].
For instance, the vector fields
∂
∂xi
,
∂
∂y(1)i
, ...,
∂
∂y(k)i
are 1, 0, ..., 1− k homo-
geneous, respectively.
An homogeneous k- semispray S is called a k− spray. The following sentences
hold:
1◦. A k− spray S given by
(3.1.4) S = y(1)i
∂f
∂xi
+ ...+ ky(k)i
∂f
∂y(k−1)i
− (k + 1)Gi ∂
∂y(k)i
is 2-homogeneous if and only if its coefficients Gi are k + 1- homogeneous.
2◦. The dual coefficients M ij
(1)
,M ij
(2)
,...,M ij
(k)
of the nonlinear connection N , (ac-
cording to Theorem 2.5.2, ch.2) determined by a 2 -homogeneous spray S are
1, 2, ..., k-homogeneous, respectively.
3◦. The same property have the coefficients N ij
(1)
, ..., N ij
(k)
of the nonlinear con-
nection N .
4◦. The local adapted basis to N ,
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k)i
has the following
degree of homogeneity 1,0, ...,1- k, respectively.
5◦. If X ∈ X (T˜ kM) is r-homogeneous and f ∈ F(T˜ kM) is s-homogeneous,
then Xf is s+ r − 1-homogeneous.
Evidently the 1-forms dxi, dy(1)i, ..., dy(k)i are homogeneous of degree
0, 1, ..., k, respectively. The same degree of homogeneity have
δxi, δy(1)i, ..., δy(k)i (the dual basis adapted to N).
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A q-form ω ∈ Λq(T˜ kM) is s-homogeneous, if and only if
(3.1.5) Lk
Γ
ω = sω.
Evidently, if ω is s - homogeneous and ω′ is s’- homogeneous then ω ∧ ω′ is
s+s’- homogeneous.
For any s-homogeneous ω ∈ Λq(T˜ kM) and any r-homogeneous T˜ kM) the
function ω(X
1
, .., X
q
) is r + (s− 1)q homogeneous.
Now we can formulate:
Definition 3.1.1 A Finsler space of order k, k ≥ 1, is a pair F (k)n = (M,F )
determined by a real differentiable manifold M of dimension n and a function
F : T kM → R having the following properties:
1◦. F is differentiable on T˜ kM and continuous on the null section 0 :M →
T kM .
2◦. F is positive.
3◦. F is k-homogeneous on the fibres of the bundle T kM ,
4◦. The Hessian of F 2 with the entries
(3.1.6) gij =
1
2
∂2F 2
∂y(k)i∂y(k)j
is positively defined on T˜ kM.
The k-homogeneous means positively k- homogeneous since
F (x, ay(1), ..., aky(k)) = akF (x, y(1), ..., y(k)) holds for any a > 0.
It is not difficult to see that this definition has a geometrical meaning, gij
from (3.1.6) being a d-tensor field on T˜ kM. Such that the function F is called the
fundamental or metric function and the d-tensor field gij is called fundamental
or metric tensor of the Finsler space of order k, F (k)n. Of course, the axiom 4◦
implies:
(3.1.7) rank ‖gij‖ = n
Clearly, in the case k = 1, F (1)n = (M,F ) is a Finsler space [115].
We can see, without difficulties that the following theorem holds:
Theorem 3.1.1 The pair L(k)n = (M,F 2(x, y(1), ..., y(k))) is a Lagrange space
of order k. Conversely, if L(k)n = (M,L(x, y(1), ..., y(k)) is a Lagrange space of
order k, having the fundamental function L positively, 2k- homogeneous and the
fundamental tensor gij positively defined, then the pair F
(k)n = (M,
√
L) is a
Finsler space of order k.
Consequently, the class of spaces F (k)n is a subclass of spaces L(k)n.
Taking into account the k-homogeneity of the fundamental function F and
2k-homogeneity of F 2 we get:
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1◦. pi given by
(3.1.7’) pi =
1
2
∂F 2
∂y(k)i
is a k-homogeneous d-covector fields.
2◦. p = pidx
i is a k-homogeneous 1-form.
3◦. The fundamental tensor gij is 0-homogeneous. Its contravariant g
ij
is 0-homogeneous (gijg
jh = δhi ), too.
These homogeneities imply:
(3.1.8) Lk
Γ
F 2 = 2kF 2,Lk
Γ
∂F 2
∂y(k)
= k
∂F 2
∂yk
, (or Lk
Γ
pi = kpi),
(3.1.8’) Lk
Γ
gij = 0,Lk
Γ
Cijh
(k)
= −kCijh
(k)
,
where
(3.1.8”) Cijh
(k)
=
1
2
∂gij
∂y(k)h
=
1
4
∂3F 2
∂y(k)i∂y(k)j∂y(k)h
.
Of course, the equation Lk
Γ
gij = 0 can be written as follows:
(3.1.8”’) Lk
Γ
grs = (y
(1)i ∂
∂y(1)i
+ ...+ y(k)i
∂
∂y(k)i
)grs = 0.
The integral of action of F along a parametrized curve c :
(3.1.9) I(c) =
∫ 1
0
F (x,
dx
dt
, ...,
1
k!
dkx
dtk
)dt
can be considered for determining the length of c˜ : [0, 1] → T˜ kM in the given
parametrization.
Theorem 2.1.1 shows that the necessary conditions for the integral of action
I(c), (3.1.9), to be independent on the parametrization of a curve c are given
by the Zermelo conditions
L1
Γ
F = ... = Lk−1
Γ
F = 0, Lk
Γ
F = F.
But Lk
Γ
F = F and Lk
Γ
F = kF, for k > 1 are contradictory.
Consequently, in a Finsler space of order k, k > 1, the integral of action
(3.1.9) essentially depend on the parametrization of a curve c.
Example 3.5.1 Let Fn = (M,F (x, y(1))) be a Finsler space having
gij(x, y
1) as the fundamental tensor and M ij
(1)
(x, y1) as coefficients of the Cartan
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nonlinear connection. Then, theorem 1.5.4 gives us the dual coefficients on
T kM :
M ij
(1)
(x, y(1)),M ij
(2)
(x, y(1), y(2)), ...,M ij
(k)
(x, y(1), ..., y(k))
of a nonlinear connection, which depends only on the fundamental function
F (x, y(1)) of the Finsler space Fn.
It is not hard to see that these coefficients are homogeneous of degree
1, 2, ..., k respectively. This property implies that the d-Liouville vector field
z(k)i :
(3.1.10) kz(k)i = ky(k)i + (k − 1)M ij
(1)
y(k−1)j + ...+ M ij
(k−1)
y(1)j
is linear in the variables y(k)i and it is k-homogeneous.
Consider the function
(3.1.11) F (x, y(1), ..., y(k)) = {gij(x, y(1))z(k)iz(k)j}1/2,
gij(x, y
(1)) being a d-tensor positively defined. It follows that F from (3.1.11)
is a positive differentiable function on T˜ kM and continuous on the null section
of pik. It is k -homogeneous and has gij(x, y
(1)) as the fundamental tensor.
Consequently, the pair F (k)n = (M,F (x, y(1), ..., y(k)) for F from (3.1.11) is
a Finsler space of order k.
Concluding, we have:
Theorem 3.1.2 If the base manifold is paracompact then there exist a Finsler
space of order k, F (k)n.
The spaces F (k)n constructed in example (3.1.1) is called the Prolongation
of order k of the Finsler space Fn. It is denoted by ProlkFn.
In order to determine the geodesics of the space F (k)n we take the integral
of action of the regular Lagrangian F 2. The variational problem leads to the
Euler - Lagrange equations.
(3.1.12)
◦
Ei (F
2) =
∂F 2
∂xi
− d
dt
∂F 2
∂y(1)i
+ ...+ (−1)k 1
k!
dk
dtk
∂F 2
∂y(k)i
= 0.
The integral curves of the previous equations are called the geodesics of the
space F (k)n. Applying the theory from the section 2, ch. 2 we can determine
the infinitesimal symmetries of the spaces F (k)n.
The energies of order k, k − 1, ..., 1 of the Finsler space of order k, F (k)n =
(M,F (x, y(1), ..., y(k))) are given by the formulae (2.3.1), for L = F 2.
In particular, Theorem 2.3.2 can be applied in order to obtain
Theorem 3.1.3 The energy of order k, Ek(F 2) of the Finsler space F (k)n is
conserved along every geodesic of this space.
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Let us consider
(3.1.13)
∨
p(k)i=
∂F 2
∂y(k)i
,
∨
p(k−1)i=
∂F 2
∂y(k−1)i
, ...,
∨
p(1)i=
∂F 2
∂y(1)i
,
∨
p(0)i=
∂F 2
∂xi
.
Then we have
Theorem 3.1.4 1◦. The Cartan differential 1-forms are the followings
(3.1.14)
d0F
2 =
∨
p(k)i dx
i,
d1F
2 =
∨
p(k−1)i dx
i+
∨
p(k)i dy
(k)i,
...........................................,
dkF
2 =
∨
p(0)i dx
i+
∨
p(1)i dy
(1)i + ...+
∨
p(k)i dy
(k)i.
2◦. And the Poincare 2-forms are given by
dd0F
2 = d
∨
p(k)i ∧dxi,
.........................................,
dd(k−1)F
2 = d
∨
p(1)i ∧dxi + ...+ d
∨
p(k)i dy
(k)i.
Here we have ddkF
2 = d2F 2 = 0.
3◦. The 1-forms d0F
2, d1F
2, ..., dkF
2 are k, k + 1, ..., 2k homogeneous, re-
spectively.
3.2 Cartan Nonlinear Connection in F (k)n
The considerations made in the previous chapter allow us to introduce in a
Finsler space of order k, F (k)n = (M,F ) the main geometrical object fields
as: canonical k-spray, Cartan nonlinear connection, canonical N -linear connec-
tion etc. Canonical mean here that all these object fields depend only on the
fundamental function F .
Taking into account the operators
0
Ei,
1
Ei, ...,
k
Ei given by (2.2.8) we construct
the system of d -covector fields
(3.2.1)
0
Ei (F
2),
1
Ei (F
2), ...,
k
Ei (F
2)
All equations
0
Ei (F
2) = 0,
1
Ei (F
2) = 0, ...,
k−1
Ei (F
2) = 0
have geometrical meanings. The equation
k−1
Ei (F
2) = 0
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is important for us. It will be called the Craig-Synge equation. Using (2.2.8),
this equation is expressed as follows
(3.2.2)
∂F 2
∂y(k−1)i
− d
dt
∂F 2
∂y(k)i
= 0.
But
d
dt
∂F 2
∂y(k)i
= Γ
∂F 2
∂y(k)i
+
2
k!
gij
dk+1xi
dtk+1
, where Γ is the operator (1.2.3).
Consequently, the Craig-Synge equations (3.2.2) is equivalent to the follow-
ing equations
k−1
gijEj(F
2)= 0, y(1)i =
dxi
dt
, ..., y(k)i =
1
k!
dkxi
dtk
or
(3.2.3)
dk+1xi
dtk+1
+ (k + 1)Gi(x,
dx
dt
, ...,
1
k!
dkx
dtk
) = 0,
where
(3.2.4) (k + 1)Gi(x, y(1), ..., y(k)) =
1
2
gij{Γ( ∂F
2
∂y(k)j
)− ∂F
2
∂y(k−1)j
}.
Applying the Theorem 2.5.1 one obtains:
Theorem 3.2.1 The Craig-Synge equations (3.2.3) determines a canonical k-
spray S :
(3.2.5)
S = y(1)i
∂
∂xi
+2y(2)i
∂
∂y(1)i
...+ky(k)i
∂
∂y(k−1)i
− (k+1)Gi(x, y(1), ..., y(k)) ∂
∂y(k)i
with the coefficients Gi from (3.2.4).
Note that S depend only on the fundamental function F of the space F (k)n.
It is a k-spray, since it is a 2-homogeneous vector field. The paths of S are
given by the differential equations (3.2.3).
By means of the Theorems 1.5.1 and 3.2.1 the dual coefficients of the non-
linear connection N determined by the canonical k-spray S are given by:
Theorem 3.2.2 In a Finsler space of order k, F (k)n = (M,F ) there exist
nonlinear connections, depending only on the fundamental function F . One of
these, denoted by N, has the dual coefficients:
(3.2.6)
M ij
(1)
=
1
2(k + 1)
∂
∂y(k)j
{gim[Γ ∂F
2
∂y(k)m
− ∂F
2
∂y(k−1)m
]},
M ij
(2)
=
1
2
{SM ji
(1)
+M im
(1)
Mmj
(1)
]},
...........................................
M ij
(k)
=
1
k
{S M ij
(k−1)
+M im
(1)
Mmj
(k−1)
]},
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where S is the canonical k-spray of the space F (k)n.
N is called the Cartan nonlinear connection of the space F (k)n.
In the case k = 1, N reduces to the classical Cartan nonlinear connection of
the Finsler space Fn = (M,F (x, y(1))).
Some properties of N.
1◦. The Cartan nonlinear connection N is globally defined on T˜ kM (if
F (x, y(1), ..., y(k)) has this property)
2◦. The dual coefficients (3.2.6) of N are homogeneous of degree 1, 2, ..., k
i.e:
(3.2.7) Lk
Γ
M ij
(α)
= αM ij
(α)
, α = 1, ..., k.
The coefficients N ij
(1)
, ..., N ij
(k)
of N, (ch.1) are expressed by
(3.2.8)
N ij
(1)
=M ij
(1)
,
N ij
(2)
=M ij
(2)
−N im
(1)
Mmj
(1)
,
...........................................
N ij
(k)
=M ij−
(k)
N im
(k−1)
Mmj
(1)
− ...−N im
(1)
Mmj
(k−1)
.
These coefficients are homogeneous functions of degree 1, ..., k respectively,
i.e
(3.2.7’) Lk
Γ
N ij
(α)
= αN ij
(α)
, (α = 1, ..., k).
The Cartan nonlinear connection N gives rise to a distribution
Nu ⊂ Tu(T˜ kM) supplementary to the vertical distribution Vu ⊂ Tu(T˜ kM),
∀u ∈ T˜ kM with the property:
Tu(˜T kM) = Nu ⊕ Vu , ∀u ∈ T˜ kM.
If we consider the distributions
N0 = N,N1 = J(N0), ..., Nk−1 = J(Nk−2), Vk = J(Nk−1),
then according to the general theory we obtain the direct decomposition of the
vector spaces:
(3.2.9) Tu(T˜ kM) = N0,u ⊕N1,u ⊕ ...⊕Nk−1,u ⊕ Vk,u, ∀u ∈ T˜ kM.
The local adapted basis to the direct decomposition (3.2.9) is
(3.2.10) (
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k)i
),
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where
(3.2.11)
δ
δxi
=
∂
∂xi
−N ji
(1)
∂
∂y(1)j
− ...−N ji
(k)
∂
∂y(k)j
,
δ
δy(1)i
=
∂
∂y(1)i
−N ji
(1)
∂
∂y(2)j
− ...− N ji
(k−1)
∂
∂y(k)j
,
...........................................................
δ
δy(k)i
=
∂
∂y(k)i
,
N
j
i
(1)
, ..., N
j
i
(k)
being the coefficients (3.2.8) of the Cartan nonlinear connection.
Of course we have
δ
δy(1)i
= J(
δ
δxi
), ...,
δ
δy(k)i
= J(
δ
δy(k−1)i
), 0 = J(
δ
δy(k)i
).
Taking into account section 1.4 ch.1, the dual (adapted) cobasis, of the basis
(3.2.10) is:
(3.2.12) (δxi, δy(1)i, ..., δy(k)i)
where
(3.2.12a)
δxi = dxi,
δy(1)i = dy(1)i +M ij
(1)
dxj ,
.......................................
δy(k)i = dy(k)i +M ij
(1)
dy(k−1)i + ...+M ij
(k)
dxj ,
M ij
(1)
, ...,M ij
(k)
, being the dual coefficients (3.2.6) of the Cartan nonlinear connection
N .
It is not difficult to see that the following identities hold:
(3.2.13)

J∗(δy(k)i) = δy(k−1)i, J∗(δy(k−1)i) = δy(k−2)i, ...,
J∗(δy(1)i) = δxi, J∗(dxi) = 0.
J∗ being the adjoint of the k-structure J .
Now we can determine the differential operators dk, dk−1, ..., d0 defined in
(1.2.11), using the expression of the operator of differentiation dk = d in the
adapted basis:
(3.2.14) dk =
δ
δxi
δxi +
δ
δy(1)i
δy(1)i + ...+
δ
δy(k)i
δy(k)i.
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Applying (3.2.13), we get dk in (3.2.14), and
dk−1 = J
∗dk, dk−2 = J
∗dk−1, ..., d0 = J
∗d1.
One obtains:
(3.2.15)
dk−1 =
δ
δy(1)i
δxi +
δ
δy(2)i
δy(1)i + ...+
δ
δy(k)i
δy(k−1)i,
dk−2 =
δ
δy(2)i
δxi +
δ
δy(3)i
δy(1)i + ...+
δ
δy(k)i
δy(k−2)i,
.......................................................
d1 =
δ
δy(k−1)i
δxi +
δ
δy(k)i
δy(1)i,
d0 =
δ
δy(k)i
δxi.
Consequently, we get:
Theorem 3.2.3 With respect to the direct decomposition (3.2.9), in adapted
basis (3.2.11), (3.2.12), the Cartan 1-forms d0F
2, d1F
2, ..., dkF
2 of a Finsler
space of order k, F (k)n = (M,F ) can be expressed as follows:
(3.2.16)
d0F
2 = (d0F
2)H ,
d1F
2 = (d1F
2)H + (d1F
2)V1 ,
.......................................................
dkF
2 = (dkF
2)H + (dkF
2)V1 + ...+ (dkF
2)Vk .
Equivalently,
(3.2.17)
d0F
2 =
δF 2
δy(k)i
δxi,
d1F
2 =
δF 2
δy(k−1)i
δxi +
δF 2
δy(k)i
δy(1)i,
.......................................................
dkF
2 =
δF 2
δxi
δxi +
δF 2
δy(1)i
δy(1)i + ...+
δF 2
δy(k)i
δy(k)i.
In the previous expressions every term is an 1-form field on T˜ kM. So we
have the following main 1-form fields
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(3.2.18)
θ0 = (d0F
2)H =
δF 2
δy(k)i
δxi =
∨
p(k)i δx
i,
θ1 = (d1F
2)V1 =
δF 2
δy(k)i
δy(k)i =
∨
p(k)i δy
(1)i,
.......................................................
θk−1 = (dk−1F
2)Vk−1 =
δF 2
δy(k)i
δy(k−1)i =
∨
p(k)i δy
(k−1)i,
θk = (dkF
2)Vk =
δF 2
δy(k)i
δy(k)i =
∨
p(k)i δy
(k)i.
Theorem 3.2.4 1◦. The 1-form fields θ0, ..., θk depend only on the fundamental
function F of the Finsler space F (k)n.
2◦. The exterior differentials of θ0, ..., θk,
(3.2.19)
dθ0 = d
∨
p(k)i ∧δxi,
dθ1 = d
∨
p(k)i ∧δy(1)i+
∨
p(k)i ∧dδy(1)i,
.......................................................
dθk = d
∨
p(k)i ∧δy(k)i+
∨
p(k)i ∧dδy(k)i
have the same property of homogeneity.
The second terms of dθ0, ..., dθk, the exterior differentials of 1-forms δy
(1)i, ..., δy(k)i
are calculated by means of formulas:
(3.2.20)
dδy(α)i =
1
2
Rijm
(0α)
dxm ∧ dxj+
k∑
γ=1
Bijm
(γα)
dy(γ)m ∧ dxj+
+
k∑
β,γ=1
(β)
Cijm
(αγ)
dy(γ)m ∧ dy(α)j ,
where
(α)
Cijm
(αα)
= 0, and the coefficients from the right hand side can be calculated
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using the following Lie brackets:
(3.2.21)
[
δ
δxj
,
δ
δxk
] = Rijh
(01)
δ
δy(1)i
+ ...+Rijh
(0k)
δ
δy(k)i
,
[
δ
δxj
,
δ
δy(α)h
] = Bijh
(α1)
δ
δy(1)i
+ ...+Bijh
(αk)
δ
δy(k)i
,
[
δ
δy(α)j
,
δ
δy(β)h
] =
(1)
Cijh
(αβ)
δ
δy(1)i
+ ...+
(k)
Cijh
(αβ)
δ
δy(k)i
,
(α, β = 1, ..., k).
The whole previous theory can be applied to the following Lagrangians as-
sociated to the Finsler space F (k)n
(3.2.22) F 21 = gijz
(1)iz(1)j , ..., F 2k = gijz
(k)iz(k)j
especially in the cases of the particular Finsler spaces of order k, Prol kRn
or ProlkFn (see ch.2). The Lagrangians F 21 , ..., F
2
k are positive functions and
are 2, 4, ..., 2k -homogeneous, respectively.
The autoparallel curves of the Cartan nonlinear connection N are charac-
terized by the system of differential equations
δy(1)i
dt
= ... =
δy(k)i
dt
= 0,
y(1)i =
dxi
dt
, ..., y(k)i =
1
k!
dx(k)i
dtk
.
3.3 The Cartan Metrical N-Linear Connection
Let N be the Cartan nonlinear connection of the Finsler space of order k,
F (k)n = (M,F ) having the adapted basis (3.2.10) and its dual (3.2.12).
The lift of the fundamental tensor field gij is given by (2.6.1),
(3.3.1) G = gijdx
i ⊗ dxj + gijδy(1)i ⊗ δy(1)j + ...+ gijδy(k)i ⊗ δy(k)j .
Theorem 3.3.1 G from (3.3.1) is a Riemannian structure on T˜ kM which de-
pend only on the fundamental function F of the space F (k)n. The terms of G
are 0, 2, ..., 2k homogeneous, respectively.
Notice that G is not homogeneous. We can construct an homogeneous one
using the Lagrangians (3.2.22).
Namely
(3.3.1a)
∨
G= gijdx
i ⊗ dxj + 1
F 21
gijδy
(1)i ⊗ δy(1)j + ...+ 1
F 2k
gijδy
(k)i ⊗ δy(k)j .
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∨
G is a Riemannian structure on the manifold T˜ kM determined only by the
fundamental function F and it is 0-homogeneous.
In the following we consider the Riemannian structure G from (3.3.1).
An N -linear connection D is compatible with G if
DXG = 0, ∀X ∈ X (T˜ kM).
Applying the Theorem 2.6.1, we have:
Theorem 3.3.2 For a Finsler space of order k, F (k)n = (M,F ), the following
properties hold:
1◦. There exists an unique N -linear connection D on T˜ kM verifying the
axioms:
A1 N is the Cartan nonlinear connection,
A2 gij|h = 0,
A3 g
(α)
ij |h= 0,
A4 F
i
jk = F
i
kj ,
A5 C
i
jk
(α)
= Cikj
(α)
(α = 1, ..., k).
2◦. The coefficients CΓ(N) = (F ijk, C
i
jk
(1)
, ..., Cijk
(k)
) of D are given by the gen-
eralized Christoffel symbols (2.6.3), (F ijk = L
i
jk).
3◦. D depends only on the fundamental function F of the space F (k)n.
The metrical N linear -connection D from the previous theorem will be
called the Cartan metrical N -linear connection of the space F (k)n and denoted
by CΓ(N).
Of course, the torsion d-tensor fields and the curvature d-tensor fields of
CΓ(N) can be written without difficulties. Such that we have
(3.3.2) T ijk
(0)
= 0, Sijk
(α)
= 0, (α = 1, ..., k).
Also we can calculate the deflection tensor of CΓ(N) :
(α)
Dij= z
(α)i
|j ,
(βα)
dij = z
(β)i
(α)
|j .
The coefficients CΓ(N) = (F ijh, C
i
jk
(1)
, ..., Cijk
(k)
) are 0,−1, ...,−k -homogeneous.
The d-tensors of curvature of CΓ(N) satisfy the identities:
(3.3.3)
gsjR
s
i hm + gisR
s
j hm = 0,
gsj P
(α)
s
i hm + gis P
(α)
s
j hm = 0,
gsj S
(αβ)
s
i hm + gis S
(αβ)
s
j hm = 0
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Notice that the equations R
(0α)
i
jh = 0, (α = 1, ..., k) characterize the integra-
bility of the Cartan nonlinear connection.
The connection 1-forms ωij of the Cartan metricalN -linear connection CΓ(N)
are given by:
(3.3.4) ωij = F
i
jhdx
k + Cijh
(1)
δy(1)h + ...+ Cijh
(k)
δy(k)h.
Theorem 3.3.3 The structure equations of the Cartan metrical N -linear con-
nection CΓ(N) of the Finsler space F (k)n are given by:
(3.3.5)
d(dxi)− dxm ∧ ωim = −
(0)
Ωi,
d(δy(α)i)− δy(α)m ∧ ωim = −
(α)
Ωi , (α = 1, ..., k),
dωij − ωmj ∧ ωim = −Ωij ,
where
(0)
Ωi,
(α)
Ωi , are the 2-forms of torsion:
(3.3.6)
(0)
Ωi= Cijh
(1)
dxj ∧ δy(1)h + ...+ Cijh
(k)
dxj ∧ δy(k)h
(α)
Ωi=
1
2
Rijh
(0α)
dxj ∧ dxh+
k∑
γ=1
Bijm
(γα)
dxj ∧ δy(γ)m+
+
k∑
γ=1
(β)
Cijh
(αγ)
δy(β)j ∧ δy(γ)h − (F ijhdxj+
k∑
γ=1
Cijh
(γ)
δy(γ)j)δy(α)h
and Ωij are the 2-forms of curvature:
(3.3.7)
Ωij =
1
2
Rij pqdx
p ∧ dxq+
k∑
γ=1
P
(γ)
i
j pqdx
p ∧ δy(γ)q+
k∑
β,γ=1
S
(βγ)
i
j pqδy
(β)p ∧ δy(γ)q.
Now, we can obtain the Bianchi identities of the Cartan metrical N -linear
connection CΓ(N) if we apply the exterior differential to the system
of equations (3.3.5) and calculate d
(0)
Ωi, d
(α)
Ωi and dΩij from (3.3.6) and
(3.3.7), modulo the system (3.3.5).
Finally, consider the tensor field F determined by the Cartan nonlinear con-
nection N .
(3.3.8) F= − δ
δy(k)i
⊗ dxi + δ
δxi
⊗ δy(k)i.
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It is not difficult to prove that CΓ(N) has the property DXF = 0. Indeed,
D δ
δxh
F = −(D δ
δxh
δ
δy(k)i
)⊗ dxi − δ
δy(k)i
⊗D δ
δxh
dxi+
(D δ
δxh
δ
δxi
)⊗ δy(k)i + δ
δxi
⊗D δ
δxh
δy(k)i =
−Fmih
δ
δy(k)m
⊗dxi+F imh
δ
δy(k)i
∧dxm+Fmih
δ
δxm
⊗δy(k)i−F imh
δ
δxi
⊗δy(k)m = 0.
We proceed analogously in the case D δ
δy(α)i
F = 0, (α = 1, ..., k).
Since CΓ(N) has the property DXG = 0, it follows:
Theorem 3.3.4 The structures G and F determine a Riemannian (k−1)n- al-
most contact structure on T kM , which depends only on the fundamental Finsler
function of Finsler space F (k)n = (M,F ).
In the case k = 1, the triple (T˜M,F,G) is an almost Ka¨hlerian space.
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Chapter 4
The Geometry of the Dual
of k-Tangent Bundle
In the book [115] one studies the geometry of the dual of the 2-tangent bundle,
which has been used to investigate the Hamilton spaces of order 2. Now, we
consider this problem for the general case, k ≥ 1.
The dual bundle T ∗kM of the k-tangent bundle must have the same prop-
erties as the cotangent bundle T ∗M with respect to tangent bundle TM . Such
that the manifold T ∗kM should have the same dimension (k + 1)n as the man-
ifold T kM . T ∗kM should carry a natural presymplectic structure and at least
one Poisson structure. The manifolds T kM and T ∗kM should be locally diffeo-
morphic.
The dual bundle T ∗kM plays a main role in construction of the notion of
Hamilton space of order k.
In the present chapter we introduce the bundle T ∗kM and point out the
main geometrical natural object fields, that live on the differentiable manifold
T kM .
4.1 The Dual Bundle (T ∗kM,pi∗k,M)
Definition 4.1.1 We call the dual bundle of k-tangent bundle (T kM,pik,M)
the differentiable bundle (T ∗kM,pi∗k,M) whose total space is the fibered product:
(4.1.1) T ∗kM = T k−1M ×M T ∗M
and for which the canonical projection pi∗k is
(4.1.1a) pi∗k = pik−1 ×M pi∗.
The previous fibered product has a differentiable structure given by that
of the (k − 1)-tangent bundle (T k−1M,pik−1,M) and the cotangent bundle
(T ∗M,pi∗,M). For k = 1, we have T ∗1M = T ∗M and pi∗1 = pi∗. Sometimes we
denote (T ∗kM,pi∗k,M) by T ∗kM .
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A point u ∈ T ∗kM will be denoted by u = (x, y(1), ..., y(k−1), p), pi∗k(u) = x.
The projections on the factors of the T ∗kM from (4.1.1) are
pi∗kk−1 : T
∗kM → T k−1M, pi∗kk−1(x, y(1), ..., y(k−1), p) = (x, y(1), ..., y(k−1)),
pi∗ : T ∗kM → T ∗M, pi∗(x, y(1), ..., y(k−1), p) = (x, p)
and the canonical projection pi∗k : T ∗kM →M .
Therefore, the following diagram is commutative:
T ∗kM
pi∗kk−1
ւ |
pi∗
ց
T k−1M | pi∗k T ∗M
ց
pik−1
↓ ւ
pi∗
M
Let (xi, y(1)i, ..., y(k−1)i, pi), (i = 1, 2, ..., n = dimM) be the coordinates of
a point u = (x, y(1), ..., y(k−1), p) ∈ T ∗kM in a local chart
((
pi∗k
)−1
(U),Φ
)
on
T ∗kM .
The change of coordinates on the manifold T ∗kM is:
(4.1.2)
x˜i = x˜i(x1, ..., xn), det
(
∂x˜i
∂xj
)
6= 0,
y˜(1)i =
∂x˜i
∂xj
y(1)j ,
..................................................................................
(k − 1)y˜(k−1)i = ∂y˜
(k−2)i
∂xj
y(1)j + · · ·+ (k − 1) ∂y˜
(k−2)i
∂y(k−2)j
y(k−1)j ,
p˜i =
∂xj
∂x˜i
pj .
where the following equalities hold:
(4.1.3)
∂y˜(α)i
∂xj
=
∂y˜(α+1)i
∂y(1)j
= · · · = ∂y˜
(k−1)i
∂y(k−1−α)j
; (α = 0, ..., k − 2; y(0) = x).
Sometimes (cf. Ch. 1) y(1)i, ..., y(k−1)i will be called accelerations of order 1, 2,
..., k − 1, respectively and pi will be called momenta. T ∗kM is a real manifold
of dimension (k + 1)n. So it has the same dimension as that of the manifold
T kM .
The natural basis of the vector space Tu(T
∗kM) at the point u ∈ T ∗kM ,
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{
∂
∂xi
|u, ∂
∂y(1)i
|u, ..., ∂
∂y(k−1)i
|u, ∂
∂pi
|u
}
is transformed under (4.1.2) as follows:
(4.1.4)
∂
∂xi
=
∂x˜j
∂xi
∂
∂x˜j
+
∂y˜(1)j
∂xi
∂
∂y˜(1)j
+ · · ·+ ∂y˜
(k−1)j
∂xi
∂
∂y˜(k−1)j
+
∂p˜j
∂xi
∂
∂p˜j
,
∂
∂y(1)i
=
∂y˜(1)j
∂y(1)i
∂
∂y˜(1)j
+
∂y˜(2)j
∂y(1)i
∂
∂y˜(2)j
+ · · ·+ ∂y˜
(k−1)j
∂y(1)i
∂
∂y˜(k−1)j
,
...............................................................................................
∂
∂y(k−2)i
=
∂y˜(k−2)j
∂y(k−2)i
∂
∂y˜(k−2)j
+
∂y˜(k−1)j
∂y(k−2)i
∂
∂y˜(k−1)j
,
∂
∂y(k−1)i
=
∂y˜(k−1)j
∂y(k−1)i
∂
∂y˜(k−1)j
,
∂
∂pi
=
∂xi
∂x˜j
∂
∂p˜j
calculated at the point u ∈ T ∗kM .
The Jacobian matrix of the transformation (4.1.2) at the point u ∈ T ∗kM
is:
(4.1.5) Jk =

∂x˜j
∂xi
0 0 · · · 0 0
∂y˜(1)j
∂xi
∂y˜(1)j
∂y(1)i
0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
∂y˜(k−1)j
∂xi
∂y˜(k−1)j
∂y(1)i
∂y˜(k−1)j
∂y(2)i
· · · ∂y˜
(k−1)j
∂y(k−1)i
0
∂p˜j
∂xi
0 0 · · · 0 ∂x
j
∂x˜i

.
It follows
(4.1.5a) detJk(u) =
[
det
(
∂x˜j
∂xi
(u)
)]k−1
.
Theorem 4.1.1 10 If k is an odd number, then T ∗kM is an orientable mani-
fold.
20 If k is an even number, the manifold T ∗kM is orientable if and only if
the base manifold M is orientable.
The form (4.1.5) of the Jacobian matrix implies the following transformation,
with respect to (4.1.2), of the natural cobasis
{
dxi, dy(1)i, ..., dy(k−1)i, dpi
}
, at
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a point u ∈ T ∗kM :
(4.1.6)
dx˜i =
∂x˜i
∂xj
dxj ,
dy˜(1)i =
∂y˜(1)i
∂xj
dxj +
∂y˜(1)i
∂y(1)j
dy(1)j ,
.......................................................................................
dy˜(k−1)i =
∂y˜(k−1)i
∂xj
dxj +
∂y˜(k−1)i
∂y(1)j
dy(1)j + · · ·+ ∂y˜
(k−1)i
∂y(k−1)j
dy(k−1)j ,
dp˜j =
∂p˜j
∂xi
dxi +
∂xi
∂x˜j
dpi.
Also, we can prove without difficulties the following theorem:
Theorem 4.1.2 If the differentiable manifold M is paracompact, then the dif-
ferentiable manifold T ∗kM is paracompact.
Consider the category Man of differentiable manifolds.
There exists a covariant functor T ∗k : Man → Man in which the differen-
tiable mappings f : M → N , analytical expressed by xi′ = xi′ (x1, ..., xn), (i′,
j′ = 1′, 2′, ..., n′ = dimN) give the mappings T ∗kf : T ∗kM → T ∗kN , in the
form
(4.1.7)
xi
′
= xi
′
(x1, ..., xn),
y(1)i
′
=
∂xi
′
∂xj
y(1)j,
.....................................................................................
(k − 1)y(k−1)i′ = ∂y
(k−2)i′
∂xj
y(1)j + · · ·+ (k − 1)∂y
(k−2)i′
∂y(k−2)j
y(k−1)j ,
∂xi
′
∂xj
pi′ = pj.
This fact will be used in the theory of subspaces in Hamilton spaces of order
k.
4.2 Vertical Distributions. Liouville Vector Fields
The null section 0 : M → T ∗kM of the projection pi∗k is defined by 0 : x ∈
M → (x, 0, ..., 0) ∈ T ∗kM . As usual we denote T˜ ∗kM = T ∗kM \ {0}.
The tangent bundle of the manifold T ∗kM , (TT ∗kM,dpi∗k, TM), allows to
define the vertical subbundle V T ∗kM = kerdpi∗k. We get the vertical distribu-
tion V , formed by the fibres of V T ∗kM . V is locally generated by the set of
vector fields
{
∂
∂y(1)i
, · · · , ∂
∂y(k−1)i
,
∂
∂pi
}
at every point u ∈ T ∗kM .
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So, V is an integrable distribution and its dimension is kn.
It is convenient to adopt the notation:
(4.2.1)
·
∂i=
∂
∂pi
.
Taking into account the relations (4.1.4) we can consider the following sub-
distributions of V :
Vk−1, locally generated by
{
∂
∂y(k−1)i
}
. Its dimension is n and it is inte-
grable.
Vk−2, locally generated by
{
∂
∂y(k−2)i
,
∂
∂y(k−1)i
}
. This has dimension 2n
and it is integrable, too and so on.
V1, locally generating by
{
∂
∂y(1)i
, · · · , ∂
∂y(k−1)i
}
. Its dimension is (k − 1)n
and it is also integrable. Of course, we have the sequence of inclusions:
Vk−1 ⊂ Vk−2 ⊂ · · · ⊂ V1 ⊂ V.
The transformation of vector field
·
∂i from (4.1.4),
·
∂i=
∂xi
∂x˜j
·
∂˜j , shows that
we have one more vertical distributionWk, locally generated by the vector fields{
·
∂i
}
at the points u ∈ (pi∗k)−1 (U). Its dimension is n and it is an integrable
distribution, too.
We conclude by
Proposition 4.2.1 The following direct sum of vector spaces holds:
(4.2.2) Vu = V1,u ⊕W1,u , ∀u ∈ T ∗kM.
Using again (4.1.4) we obtain without difficulties
Theorem 4.2.1 10 The following operators in the algebra of functions
F(T ∗kM):
(4.2.3)
1
Γ= y(1)i
∂
∂y(k−1)i
,
2
Γ= y(1)i
∂
∂y(k−2)i
+ 2y(2)i
∂
∂y(k−1)i
,
..............................................................
k−1
Γ = y(1)i
∂
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−1)i
and
(4.2.4) C∗ = pi
·
∂i
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are vector fields on T ∗kM . They are independent vector fields on the manifold
T˜ ∗kM .
20 The function
(4.2.5) ϕ = piy
(1)i
is a scalar function on the manifold T ∗kM .
Evidently,
1
Γ belongs to the distribution Vk−1,
2
Γ belongs to Vk−2, ...,
k−1
Γ
belongs to the distribution V1 and the vector field C
∗ belongs to the distribution
Wk.
1
Γ, ...,
k−1
Γ are called the Liouville vector fields and C∗ is the Hamilton vector
field on T ∗kM .
The Liouville vector fields
1
Γ, ...,
k−1
Γ are linearly independent on T˜ ∗kM and
exactly as in ch. 1 we can prove:
Theorem 4.2.2 For any differentiable function H : T˜ ∗kM → R, d0H, d1H,
..., dk−2H defined by
(4.2.6)
d0H =
∂H
∂y(k−1)i
dxi,
d1H =
∂H
∂y(k−2)i
dxi +
∂H
∂y(k−1)i
dy(1)i,
....................................................................................
dk−2H =
∂H
∂y(1)i
dxi +
∂H
∂y(2)i
dy(1)i + · · ·+ ∂H
∂y(k−1)i
dy(k−2)i
are fields of 1-form on T˜ ∗kM .
Proposition 4.2.2 10 dk−1H given by
(4.2.7) dk−1H =
∂H
∂xi
dxi +
∂H
∂y(1)i
dy(1)i + · · ·+ ∂H
∂y(k−1)i
dy(k−1)i
is not a field of 1-form.
20 Under a transformation of coordinate on T ∗kM , dk−1H transforms as
follows
(4.2.8) dk−1H = dk−1H˜+
·
∂˜j H˜
∂p˜j
∂xi
dxi.
30 If
·
∂i H = 0, then dk−1H is a field of 1-form.
Proposition 4.2.3 The relation between the differential dH and dk−1H are
given by
(4.2.9) dH = dk−1H+
·
∂i Hdpi.
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Indeed,
dH =
∂H
∂xi
dxi +
∂H
∂y(1)i
dy(1)i + · · ·+ ∂H
∂y(k−1)i
dy(k−1)i+
·
∂i Hdpi =
= dk−1H+
·
∂i Hdpi.
Remark The differential dH being invariant under the coordinate transforma-
tions (4.1.2), i.e. dH = dH˜ , from (4.2.9) it follows the rule of transformation
(4.2.8) of dk−1H .
If H = ϕ = piy
(1)i, then d0H = · · · = dk−3H = 0 and
(4.2.10) ω = dk−2ϕ = pidx
i.
ω is called the Liouville 1-form on the manifold T˜ ∗kM .
The exterior differential dω of the Liouville 1-form ω is expressed by
(4.2.11) θ = dω = dpi ∧ dxi.
Using (4.1.6) we can prove the invariance of 2-form θ with respect to (4.1.2).
Now, based on the previous results we obtain:
Theorem 4.2.3 10 The differential forms ω and θ are globally defined on the
manifold T˜ ∗kM .
20 θ is a closed 2-form, i.e. dθ = 0.
30 θ is a 2-form of rank 2n. It is a presymplectic structure on T˜ ∗kM .
Proof : 10 ω and θ are invariant with respect to a change of coordinates
(4.1.2).
20 θ = dω implies dθ = 0.
30 θ = dpi ∧ dxi is a 2-form of rank 2n < (k + 1)n = dimT ∗kM , for k > 1.
Consequently θ is a presymplectic structure on T ∗kM .
Remarks 10 For k = 1, ω and θ are the
Poincare´-Cartan forms on the cotangent bundle T ∗M .
20 The previous theorem shows the existence of a natural presymplectic
structure on T˜ ∗kM .
4.3 The Structures J and J∗
There exists a tangent structure J on T ∗kM defined as usual by the endomor-
phism J : X (T ∗kM)→ X (T ∗kM):
(4.3.1)
J
(
∂
∂xi
)
=
∂
∂y(1)i
, J
(
∂
∂y(1)i
)
=
∂
∂y(2)i
, ...,
J
(
∂
∂y(k−2)i
)
=
∂
∂y(k−1)i
, J
(
∂
∂y(k−1)i
)
= 0, J(
·
∂i) = 0
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at every point u ∈ T˜ ∗kM .
By means of (4.1.4) one proves without difficulties
Theorem 4.3.1 10 J is globally defined on T ∗kM .
20 J is a tensor field of type (1, 1), locally expressed by
(4.3.2) J =
∂
∂y(1)i
⊗ dxi + ∂
∂y(2)i
⊗ dy(1)i + · · ·+ ∂
∂y(k−1)i
⊗ dy(k−2)i.
30 The structure J is integrable.
40 J ◦ J ◦ · · · ◦ J = Jk = 0.
50 kerJ = Vk−1 ⊕Wk, Im J = V1.
60 rank ||J || = (k − 1)n.
According to the above theorem we may call J the k− 1 -tangent structure.
The endomorphism J applied to the Liouville vector fields gives us:
(4.3.3) J(
1
Γ) = 0, J(
2
Γ) =
1
Γ, ..., J(
k−1
Γ ) =
k−2
Γ ,
and
(4.3.3a) J(C∗) = 0.
Let us consider a vector field X ∈ X (T ∗kM), locally expressed by:
(4.3.4) X =
(0)i
X
∂
∂xi
+
(1)i
X
∂
∂y(1)i
+ · · ·+
(k−1)i
X
∂
∂y(k−1)i
+Xi
·
∂i .
Proposition 4.3.1 10 For any vector field X ∈ X (T ∗kM), 1X, ...,
k−1
X
given by
(4.3.4a)
1
X= JX,
2
X= J
2X, ...,
k−1
X = J
k−1X.
are vector fields.
20 If X is given by (4.3.4), then we have:
1
X=
(0)i
X
∂
∂y(1)i
+ · · ·+
(k−2)i
X
∂
∂y(k−1)i
,
2
X=
(0)i
X
∂
∂y(2)i
+ · · ·+
(k−3)i
X
∂
∂y(k−1)i
,
..................................................
k−1
X =
(0)i
X
∂
∂y(k−1)i
.
30 The vector field
1
X belongs to the vertical distribution V1,
2
X belongs to
the distribution V2, ...,
k−1
X belongs to the distribution Vk−1.
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Now consider the adjoint of k−1-tangent structure J . It is the endomorphism
J∗ : X ∗(T ∗kM)→ X ∗(T ∗kM) defined by
(4.3.5)
J∗(dy(k−1)i) = dy(k−2)i, ..., J∗(dy(1)i) = dxi,
J∗(dxi) = 0, J∗(dpi) = 0.
Using (4.3.5) and (4.1.6) we obtain:
Theorem 4.3.2 10 J∗ is globally defined on T ∗kM .
20 J∗ is a tensor field of type (1, 1) on T ∗kM , i.e.
(4.3.6) J∗ = dxi ⊗ ∂
∂y(1)i
+ dy(1)i ⊗ ∂
∂y(2)i
+ · · ·+ dy(k−2)i ⊗ ∂
∂y(k−1)i
.
30 rank ||J∗|| = (k − 1)n.
40 J∗ is an integrable structure.
J∗ is called the k − 1-adjoint tangent structure.
J∗ can be extended to an endomorphism of the exterior algebra Λ(T ∗kM)
as follows:
(4.3.7)
J∗f = f, ∀f ∈ F(T ∗kM),
(J∗ω)(X1, ..., Xq) = ω(JX1, ..., JXq), ∀ω ∈ Λq(T ∗kM).
Let be ω ∈ Λ1(T ∗kM) and consider
(4.3.7a)
1
ω= J∗ω, ...,
k−1
ω = J∗(k−1)ω.
Then
1
ω, ...,
k−1
ω are 1-form fields.
In particular, we get
(4.3.8) J∗dH = dk−2H, ..., J
∗(k−1)dH = d0H.
The k − 1 adjoint structure J∗ allows to introduce the vertical differential
operator in the exterior algebra Λ(T ∗kM), [74].
Taking into account the operator of differentiation:
d =
∂
∂xi
dxi +
∂
∂y(1)i
dy(1)i + · · ·+ ∂
∂y(k−1)i
dy(k−1)i+
·
∂i dpi
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we define the following operators:
(4.3.9)
dk−2 = J
∗d =
∂
∂y(1)i
dxi + · · ·+ ∂
∂y(k−1)i
dy(k−2)i,
dk−3 = J
∗2d =
∂
∂y(2)i
dxi + · · ·+ ∂
∂y(k−1)i
dy(k−3)i,
.........................................................................
d1 = J
∗(k−2)d =
∂
∂y(k−2)i
dxi +
∂
∂y(k−1)i
dy(1)i,
d0 = J
∗(k−1)d =
∂
∂y(k−1)i
dxi.
Clearly, these operators d0, ..., dk−2 and d do not depend on the transfor-
mation of coordinates on the manifold T ∗kM .
For any H ∈ F(T ∗kM), d0H , ..., dk−2H are given by Theorem 4.2.2. d0, ...,
dk−2 are the vertical operators of differentiation.
They can be extended to the exterior algebra Λ(T ∗kM) if we give their
restrictions to Λ0(T ∗kM) and Λ1(T ∗kM).
As we already have seen d0H , ..., dk−2H are expressed in (4.2.6) and dH is
the differential of H . The restrictions to Λ1(T ∗kM) are defined by
(4.3.10)

dα(dx
i) = 0, dα(dpi) = 0, (α = 0, ..., k − 2),
dα(dy
(β)i) = 0, (α = 1, ..., k − 2; β = 1, ..., k − 1),
d(dxi) = 0, d(dy(β)i) = 0, d(dpi) = 0.
In this case d0, ..., dk−2 and d are the antiderivations of degree 1.
Proposition 4.3.2 The vertical differential operators d0, ..., dk−2 and d have
the property
(4.3.11) dα ◦ dα = 0, (α = 0, ..., k − 2), d ◦ d = 0.
For instance, applying the exterior differential d to the 1-forms d0H , d1H ,
..., dk−2H , written in the form
(4.3.12)
d0H =
(0)
pi dx
i,
d1H =
(1)
pi dx
i+
(0)
pi dy
(1)i,
...........................................................................
dk−2H =
(k−2)
pi dx
i+
(k−3)
pi dy
(1)i + · · ·+ (0)pi dy(k−2)i,
with
(4.3.12a)
(0)
pi=
∂H
∂y(k−1)i
,
(1)
pi=
∂H
∂y(k−2)i
, ...,
(k−2)
pi =
∂H
∂y(1)i
,
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we obtain
(4.3.13)
dd0H = d
(0)
pi ∧dxi,
dd1H = d
(1)
pi ∧dxi + d (0)pi ∧dy(1)i,
...............................................................................................
ddk−2H = d
(k−2)
pi ∧dxi + d (k−3)pi ∧dy(1)i + · · ·+ d (0)pi ∧dy(k−2)i.
The previous formulae (4.3.12) are similar to the Jacobi-Ostrogradski formu-
lae (2.4.2) from the Lagrange spaces of order k, L(k)n. The equalities (4.3.13) are
important in the geometrical theory of the Hamiltonians H(x, y(1), ..., y(k−1), p).
4.4 Canonical Poisson Structures on T ∗kM
In this section we state that on the manifold T ∗kM there exists at least a Poisson
structure. Let us consider the brackets:
(4.4.1) {f, g}0 =
∂f
∂xi
∂g
∂pi
− ∂f
∂pi
∂g
∂xi
, f, g ∈ F(T ∗kM),
(4.4.1a) {f, g}α =
∂f
∂y(α)i
∂g
∂pi
− ∂f
∂pi
∂g
∂y(α)i
, (α = 1, ..., k − 1).
Theorem 4.4.1 The bracket {·, ·}α, (α = k − 1) is a canonical Poisson struc-
ture on the manifold T ∗kM .
Proof: Indeed, remarking that with respect to a change of local coordinates
on T ∗kM ,
∂f
∂y(α)i
∂g
∂pi
has a geometrical meaning, it follows
10 For any f, g ∈ F(T ∗kM), {f, g}k−1 is a differentiable function on T ∗kM .
20 {f, g}k−1 = −{g, f}k−1.
30 {f, g}k−1 is R-linear in every argument.
40 The Jacobi identities are verified:{{f, g}k−1 , h}k−1 + {{g, h}k−1 , f}k−1 + {{h, f}k−1 , g}k−1 = 0.
Also we remark here
50 {·, gh}k−1 = {·, g}k−1 h+ {·, h}k−1 g.
We can see, without dificulties that every bracket {f, g}0 and {f, g}α, (α =
1, ..., k − 2) verifies 20, 30, 40 and 50 but they do not satisfy the property 10.
The restrictions of these brackets to the special submanifolds immersed in
T ∗kM can induce Poisson structures. As we shall see in ch. 8, §3, the restriction
of {f, g}0, f, g ∈ F(Σ0) to the submanifold Σ0:
Σ0 = {(x, y(1), ..., y(k−1), p) ∈ T (∗k)M |y(1)i = · · · = y(k−1)i = 0}
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has this property.
Using the notion of nonlinear connection N , studied in chapter 6 of the
present monograph, we can take an adapted basis
δ
δxi
,
δ
δy(α)i
, (α = 1, ..., k−2),
∂
∂y(k−1)i
and remarking that
δf
δxi
∂g
∂pi
and
δf
δy(α)i
∂g
∂pi
, (α = 1, ..., k − 2), have
geometrical meaning we can construct the following brackets:
(4.4.2)
{f, g}N0 =
δf
δxi
∂g
∂pi
− δg
δxi
∂f
∂pi
, f, g ∈ F(T ∗kM),
{f, g}Nα =
δf
δy(α)i
∂g
∂pi
− ∂f
∂pi
δg
δy(α)i
, (α = 1, ..., k − 2).
We can check, without difficulties
Proposition 4.4.1 Every bracket from (4.4.2) has the properties 10, 20, 30, 50
from Theorem 4.4.1.
We shall see later that for some particular nonlinear connections, the brack-
ets (4.4.2) have also the property 40.
4.5 Homogeneity
The notion of homogeneity for the functions H(x, y(1), ..., y(k−1), p) defined on
the manifold T ∗kM can be considered with respect to the vertical variables y(1)i,
..., y(k−1)i, as well as with respect to the momenta pi, respectively.
Indeed, any homothety ha : T
∗kM → T ∗kM
ha(x, y
(1), y(2), ..., y(k−1), p) = (x, ay(1), a2y(2), ..., ak−1y(k−1), p)
is preserved by the transformations of local coordinates (4.1.2) on T ∗kM .
Let Hy be a group of transformation on T
∗kM :
Hy =
{
ha|a ∈ R+
}
.
The orbit of a point u0 = (x0, y
(1)
0 , ..., y
(k−1)
0 , p
0) by Hy is given by
xi = xi0, y
(1)i = ay
(1)i
0 , ..., y
(k−1)i = ak−1y
(k−1)i
0 , pi = p
0
i , a ∈ R+.
The tangent vector at the point u0 = h1(u0) is the Liouville vector field
k−1
Γ
at a point u0:
k−1
Γ (u0) = y
(1)i
0
∂
∂y(1)i
|u0 + 2y(2)i0
∂
∂y(2)i
|u0 + · · ·+ (k − 1)y(k−1)i0
∂
∂y(k−1)i
|u0 .
Definition 4.5.1 A function H : T ∗kM → R differentiable on T˜ ∗kM and
continuous on the null section of the projection pi∗k is called homogeneous of
degree r ∈ Z with respect to (y(1), ..., y(k−1)) if
(4.5.1) H ◦ ha = arH, ∀a ∈ R+.
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Exactly as in the section 3.1, ch. 3, it follows:
Theorem 4.5.1 A function H ∈ F(T ∗kM), differentiable on T˜ ∗kM and con-
tinuous on the null section is r-homogeneous with respect to (y(1), ..., y(k−1)) if
and only if
(4.5.2) Lk−1
Γ
H = rH,
where Lk−1
Γ
is the Lie derivative with respect to the Liouville vector field
k−1
Γ .
Evidently, (4.5.2) can be written in the form
(4.5.2a) y(1)i
∂H
∂y(1)i
+ 2y(2)i
∂H
∂y(2)i
+ · · ·+ (k − 1)y(k−1)i ∂H
∂y(k−1)i
= rH.
As is usually (see Ch.3, §3.1) the notion of homogeneity can be extended to
the vector fields on T ∗kM .
A vector field X on T˜ ∗kM is r-homogeneous with respect to (y(1), ..., y(k−1))
if
(4.5.3) X ◦ ha = ar−1h∗a ◦X, ∀a ∈ R+.
One proves [115]:
Theorem 4.5.2 A vector field X ∈ X (T˜ ∗kM) is r-homogeneous with respect
to (y(1), ..., y(k−1)) if and only if
(4.5.4) Lk−1
Γ
X = (r − 1)X.
Of course, Lk−1
Γ
X = [
k−1
Γ , X ].
Consequently,
∂
∂xi
,
∂
∂y(1)i
, ...,
∂
∂y(k−1)i
,
∂
∂pi
are 0 , 1, ..., 2 − k, 0 homoge-
neous, respectively, with respect to (y(1), ..., y(k−1)).
The following properties hold:
10 If H is s-homogeneous and X ∈ X (T˜ ∗kM) is r-homogeneous, then HX
is s+ r-homogeneous, with respect to (y(1), ..., y(k−1)).
20 If H is s-homogeneous and X ∈ X (T˜ ∗kM) is r-homogeneous, then XH
is s+ r − 1-homogeneous, with respect to (y(1), ..., y(k−1)).
A q-form ω ∈ Λq(T˜ ∗kM) is s-homogeneous, with respect to (y(1), ..., y(k−1))
if
(4.5.5) ω ◦ h∗a = asω, ∀a ∈ R+.
As we know, [115] the following theorem holds:
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Theorem 4.5.3 A q-form ω is s-homogeneous with respect to (y(1), ..., y(k−1))
if and only if
(4.5.6) Lk−1
Γ
ω = sω.
The 1-forms dxi, dy(1)i, ..., dy(k−1)i, dpi are homogeneous of degree 0, 1, ...,
k − 1, 0 respectively, with respect to (y(1), ..., y(k−1)).
As we remarked above it is important to study the notion of homogeneity
with respect to momenta.
Let Hp be the group of homothety:
Hp =
{
h′a : T˜
∗kM → T˜ ∗kM |a ∈ R+
}
where h′a(x, y
(1), ..., y(k−1), p) = (x, y(1), ..., y(k−1), ap). A function H ∈ T ∗kM ,
differentiable on T˜ ∗kM and continuous on the null section of pi∗k is homogeneous
of degree r, with respect to the momenta pi, if
(4.5.7) H ◦ h′a = arH, ∀a ∈ R+.
In other words:
(4.5.7a) H(x, y(1), ..., y(k−1), ap) = arH(x, y(1), ..., y(k−1), p), ∀a ∈ R+.
We have, [115]:
Theorem 4.5.4 A function H ∈ F(T ∗kM), differentiable on T˜ ∗kM and con-
tinuous on the null section is r-homogeneous with respect to pi if and only if
(4.5.8) LC∗H = rH.
But LC∗H = C∗H = pi ∂H
∂pi
.
Remark It is not difficult to see that if H is differentiable on T ∗kM , then
the r-homogeneous function H is a polinom of degree r in the variables pi.
A vector field X ∈ X (T˜ ∗kM) is homogeneous of degree r if
X ◦ h′a = ar−1h′∗a ◦X, ∀a ∈ R+.
We have
Theorem 4.5.5 A vector field X ∈ X (T˜ ∗kM) is r-homogeneous with respect
to pi if and only if:
(4.5.9) LC∗X = (r − 1)X.
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This result implies that the vector fields
∂
∂xi
,
∂
∂y(1)i
, ...,
∂
∂y(k−1)i
,
∂
∂pi
are
1, 1, ..., 1, 0 homogeneous, respectively, with respect to pi.
IfH is s-homogeneous andX is r-homogeneous, then fX is s+r -homogeneous
and Xf is s+ r − 1-homogeneous, with respect to pi.
For instance, if H(x, y(1), ..., y(k−1), p) is a function r -homogeneous with
respect to pi, then
10
∂H
∂pi
is r − 1-homogeneous;
20
∂2H
∂pi∂pj
is r − 2 -homogeneous.
A q-form ω ∈ Λq(T˜ ∗kM) is r-homogeneous with respect to momenta pi if
ω ◦ h′∗a = arω, ∀a ∈ R+.
It follows
Theorem 4.5.6 A q-form ω is r-homogeneous with respect to pi if
(4.5.10) LC∗ω = rω.
Consequently, dxi, dy(1)i, ..., dy(k−1)i, dpi are 0, 0, ..., 0, 1-homogeneous
with respect to pi, respectively.
Finally, we determine the degree of homogeneity of the function {f, g}k=1.
Proposition 4.5.1 If f and g are r and s-homogeneous functions with respect
to pi, then the function {f, g}k−1 is homogeneous of degree s+ r − 1.
For applications to the geometry of Cartan spaces of order k is important
to have a special notion of homogeneity on the fibres of the bundle T ∗kM .
More precisely, the homothety
ha : (x, y
(1), ..., y(k−1), p) ∈ T ∗kM → (x, ay(1), ..., ak−1y(k−1), akp) ∈ T ∗kM
is preserved by the transformation of local coordinates (4.1.2) on T ∗kM .
Let Hy,p be the group of transformation on T
∗kM :
Hy,p =
{
ha : (x, y
(1), ..., y(k−1), p)→ (x, ay(1), ..., ak−1y(k−1), akp)|a ∈ R+
}
.
The orbit of a point u0 = (x0, y
(1)
0 , ..., y
(k−1)
0 , p
0) by Hy,p is given by
xi = xi0, y
(1)i = ay
(1)i
0 , ..., y
(k−1) = ak−1y
(k−1)i
0 , pi = a
kp0i , ∀a ∈ R+.
The tangent vector at the point u0 = h1(u0) is the vector field
k−1
Γ +kC∗ at
the point u0:
k−1
Γ (u0)+kC
∗(u0) = y
(1)i
0
∂
∂y(1)i
|u0+ · · ·+(k−1)y(k−1)i0
∂
∂y(k−1)i
|u0+kp0i
·
∂i |u0 .
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Definition 4.5.2 A function H : T ∗kM → R differentiable on T˜ ∗kM and
continuous on the null section of the projection pi∗k is called homogeneous of
degree r ∈ Z on the fibres of the bundle T ∗kM if
(4.5.11) H ◦ ha = arH, ∀a ∈ R+.
Applying the usual methods it follows:
Theorem 4.5.7 A function H on T ∗kM , differentiable on T˜ ∗kM and contin-
uous on the null section is r-homogeneous on the fibres of T ∗kM if and only
if
(4.5.12) Lk−1
Γ +kC∗
H = rH.
If we expand (4.5.12), we can write it in the form
(4.5.12a) y(1)i
∂H
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂H
∂y(k−1)i
+ kpi
·
∂i H = rH.
A vector field X on T˜ ∗kM is r-homogeneous on the fibres of T ∗kM if
(4.5.13) X ◦ ha = ar−1h∗a ◦X, ∀a ∈ R+.
It follows
Theorem 4.5.8 A vector field X ∈ X (T˜ ∗kM) is r-homogeneous on the fibres
of T ∗kM if and only if
(4.5.14) Lk−1
Γ +kC∗
X = (r − 1)X.
Of course, (4.5.14) can be given in the form
(4.5.14a)
[
k−1
Γ , X
]
+ k [C∗, X ] = (r − 1)X.
Corollary 4.5.1 10 The vector fields
∂
∂xi
,
∂
∂y(1)i
, ...,
∂
∂y(k−1)i
and
·
∂i=
∂
∂pi
are 1, 0, ..., 2− k, 1− k homogeneous on the fibres of T ∗kM , respectively.
20 If H ∈ F(T˜ ∗kM) is s-homogeneous and X ∈ X (T˜ ∗kM) is r-homogeneous
on the fibres of T ∗kM then
a. HX is r + s-homogeneous;
b. XH is r + s− 1-homogeneous.
A q-form ω ∈ Λq(T˜ ∗kM) is s-homogeneous on the fibres of T ∗kM if
ω ◦ h∗a = asω, ∀a ∈ R+.
The following theorem holds:
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Theorem 4.5.9 A q-form ω ∈ Λq(T˜ ∗kM) is s-homogeneous on the fibres of
T ∗kM if and only if
(4.5.15) Lk−1
Γ +kC∗
ω = sω.
Corollary 4.5.2 The 1-forms dxi, dy(1)i, ..., dy(k−1)i, dpi are 0, 1, ..., k − 1,
k-homogeneous on the fibres of T ∗kM .
We will apply these results in the study of the homogeneity on the fibres of
T ∗kM of 1-forms d0H , ..., dk−2H and, of course of the functions {f, g}k=1.
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Chapter 5
The Variational Problem
for the Hamiltonians of
Order k
The theory of higher order Hamiltonian systems and its applications in Analyt-
ical Mechanics are consistent only if we study the variational problem for the
differentiable Hamiltonians of order k, H(x, y(1), ..., y(k−1), p), [96, 98].
In this case the integral of action of H must be defined along curve c on the
cotangent manifold T ∗M by
I(c) =
∫ 1
0
[pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p)]dt.
A local variation of c is a curve c˜(ε1, ε2) which depend on a vector field
V i and a covector field ηi. The integral of action I( c˜(ε1, ε2)) depends on two
parameters ε1, ε2. In order for the functional I(c) to be an extremal value of
the functionals I( c˜(ε1, ε2)) it is necessary that
∂I(c˜(ε1, ε2))
∂εα
∣∣∣∣∣
ε1=ε2=0
= 0, (α = 1, 2)
These conditions allow to determine the Hamilton-Jacoby equations (5.1.17).
Introducing the higher order energies of H, Ek−1(H), ..., E1(H), a law of
conservation of the energy Ek−1(H) is proved and a No¨ther type theorem is
formulated. This theory is valid in the case when the order k is greater then 1.
5.1 The Hamilton-Jacobi Equations
A function H : T ∗kM → R differentiable on T˜ ∗kM and continue on the nul
section is called a differentiable Hamiltonian of order k. It depends on the
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variables (xi, y(1)i, ..., y(k−1)i, pi). So, it will be denoted by
H(x, y(1), ..., y(k−1), p).
Let us consider a curve
c : t ∈ [0, 1]→ (xi(t), pi(t)) ∈ T˜ ∗M,
having the image in a local chart of the manifold T˜ ∗M. The curve c can be
analytically given by the equations:
(5.1.1) xi = xi(t), pi = pi(t), t ∈ [0, 1].
The extension
∨
c to the dual bundle T ∗kM is well determined. The extension
∨
c is given by the equations
(5.1.2)
xi = xi(t),
y(α)i(t) =
1
α!
dαxi
dtα
(t), (α = 1, ..., k − 1),
pi = pi(t), t ∈ [0, 1].
Also, we consider a vector field V i(t) and a covector field ηi(t) along curve
c, having the properties:
(5.1.3)
V i(0) = V i(1) = 0, ηi(0) = ηi(1) = 0,
dαV i
dtα
(0) =
dαV i
dtα
(1) = 0, (α = 1, ..., k − 2).
The variation c(ε1, ε2) of a curve c determined by the pair (V
i(t), ηi(t)) is
defined by
(5.1.4)
xi = xi(t) + ε1V
i(t),
pi = pi(t) + ε2ηi(t), t ∈ [0, 1],
where ε1 and ε2 are constants, small in the absolute values, such that the image
of the curve c˜(ε1, ε2) belongs to the same domain of chart on T˜ ∗M as the
image of curve c. The extension of c(ε1, ε2) is the curve
∨
c (ε1, ε2) given by the
equations:
(5.1.5)
xi = xi(t) + ε1V
i(t),
y(α)i =
1
α!
(
dαxi
dtα
+ ε1
dαV i
dtα
), (α = 1, ..., k − 1),
pi = pi(t) + ε2ηi(t), t ∈ [0, 1].
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The integral of action for the HamiltonianH(x, y(1), ..., y(k−1), p) along curve
c is defined, like an extension of the classical form, by
(5.1.6) I(c) =
∫ 1
0
[pi(t)
dxi
dt
(t)− 1
2
H(x(t),
dx
dt
(t), ...,
1
(k − 1)!
dk−1x
dtk−1
(t), p(t))]dt.
Evidently, pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p) is a differentiable Hamil-
tonian on the curve c.
The integral of action I(c(ε1, ε2)) is:
(5.1.7)
I(c(ε1, ε2)) =
∫ 1
0
[(p+ ε2η)(
dx
dt
+ ε1
dV
dt
)− 1
2
H(x+ ε1V,
dx
dt
+ ε11
dV
dt
), ...
...
1
(k − 1)! (
dk−1x
dtk−1
+ ε1
dk−1V
dtk−1
), p+ ε2η]dt.
The necessary conditions in order that I(c) is an extremal value of
I(c(ε1, ε2)) are:
(5.1.8)
∂I(c(ε1, ε2))
∂ε1
|ε1=ε2=0 = 0,
∂I(c(ε1, ε2))
∂ε2
|ε1=ε2=0 = 0.
In our conditions of differentiability, using the equality (5.1.7), we get the
equations:
(5.1.9)∫ 1
0
[pi(t)
dV i
dt
(t)− 1
2
(
∂H
∂xi
V i+
∂H
∂y(1)i
dV i
dt
+ ...+
1
(k − 1)!
∂H
∂y(k−1)i
dk−1V i
dtk−1
)]dt = 0
and
(5.1.10)
∫ 1
0
[
dxi
dt
− 1
2
∂H
∂pi
]ηidt = 0.
So, we obtain:
Theorem 5.1.1 The necessary conditions for I(c) to be an extremal value of
the functional I(c(ε1, ε2) are given by the equations (5.1.9) and (5.1.10).
The previous equations imply the Hamilton-Jacobi equations of the Hamil-
tonian H . To prove this we need to introduce some new notions.
Consider the following main invariants, [96]:
(5.1.11) I1(H) = L1
Γ
H, I2(H) = L2
Γ
H, ..., Ik−1(H) = Lk−1
Γ
(H),
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in which L is the Lie operator of derivation and
(5.1.12)
1
Γ= y(1)i
∂
∂y(k−1)i
,
2
Γ= y(1)i
∂
∂y(k−2)i
+ 2y(2)i
∂
∂y(k−1)i
,
k−1
Γ = y(1)i
∂
∂y(1)i
+ 2y(2)i
∂
∂y(2)i
+ ...+ (k − 1)y(k−1)i ∂
∂y(k−1)i
are the Liouville vector fields on the manifold T ∗kM . Also, we define the in-
variants:
(5.1.13)
I1V (H) = V
i ∂H
∂y(k−1)i
,
I2V (H) = V
i ∂H
∂y(k−2)i
+
dV i
dt
∂H
∂y(k−1)i
,
.....................................................
Ik−1V (H) = V
i ∂H
∂y(1)i
+
dV i
dt
∂H
∂y(2)i
+ ...+
1
(k − 2)!
dk−2V i
dtk−2
∂H
∂y(k−1)i
).
For V i =
dxi
dt
, the invariants (5.1.13) are the same with the invariants
I1(H), ..., I(k−1)(H) along curve c. An important notation is as follows:
(5.1.14)
◦
Ei (H) =
dpi
dt
+
1
2
[
∂H
∂xi
− d
dt
∂H
∂y(1)i
+ ...+ (−1)k−1 1
(k − 1)!
dk−1
dtk−1
∂H
∂y(k−1)i
]
Later we prove that
◦
Ei (H) is a d-covector field along curve c.
By a straighforward calculus we can prove:
Lemma 5.1.1 The following identity holds:
(5.1.15)
pi
dV i
dt
− 1
2
[
∂H
∂xi
V i +
∂H
∂y(1)i
dV i
dt
+ ...+
1
(k − 1)!
∂H
∂y(k−1)i
dk−iV i
dtk−1
] =
= − ◦Ei (H)V i + d
dt
(piV
i)− 1
2
d
dt
[Ik−1V (H)−
1
2!
d
dt
Ik−2V (H) + ...
+(−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1V (H)].
Using the previous Lemma, we can prove:
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Theorem 5.1.2 The equations (5.1.9) and (5.1.10) are equivalent to the equa-
tions
(5.1.16)
∫ 1
0
◦
Ei (H)V
idt = 0;
∫ 1
0
[
dxi
dt
− 1
2
∂H
∂pi
]ηidt = 0.
Proof. By means of the identity (5.1.15) the equations (5.1.9) can be writ-
ten: ∫ 1
0
{− ◦Ei (H)V i + d
dt
[piV
i − 1
2
(Ik−1V (H)−
1
2!
d
dt
Ik−2V (H) + ...+
+(−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1V )]}dt = 0.
Integrating and taking into account the conditions (5.1.3) and the expression
of the invariants (5.1.13) we obtain the announced result. q.e.d.
Now, the equations (5.1.16) in which V i and ηi are arbitrary lead to the
following Hamilton-Jacoby equations:
Theorem 5.1.3 In order for the integral of action I(c), (5.1.6) to be an ex-
tremal value for the functionals I(c(ε1, ε2)), (5.1.7) it is necessary that the curve
c to satisfy the following Hamilton-Jacobi equations
(5.1.17)
dxi
dt
=
1
2
∂H
∂pi
,
dpi
dt
= −1
2
[
∂H
∂xi
− d
dt
∂H
∂y(1)i
+ ...+ (−1)(k−1) 1
(k − 1)!
dk−1
dtk−1
∂H
∂y(k−1)i
],
where
(5.1.17a) y(1)i =
dxi
dt
, ..., y(k−1)i =
1
(k − 1)!
dk−1xi
dtk−1
.
Evidently, the second equation (5.1.17) is equivalent to
◦
Ei (H) = 0.
Another important property is expressed in the following theorem:
Theorem 5.1.4
◦
Ei (H) is a covector field.
This result can be proved by a direct calculation. Another way is as follows.
With respect to a change of local coordinates on T˜ ∗kM we have∫ 1
0
◦
E˜i (H˜)V˜
idt−
∫ 1
0
◦
Ei (H)V
idt =
∫ 1
0
[
◦
E˜i (H˜)
∂x˜i
∂xj
− ◦Ej (H)]V jdt = 0
Since V i is an arbitrary vector field we obtain
◦
E˜i (H˜)
∂x˜i
∂xj
=
◦
Ej (H).
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The previous property shows that the equation
◦
Ei (H) = 0 has a geometrical
meaning.
5.2 Zermelo Conditions
The integral of action (5.1.6) is defined for the parametrized curves c : t ∈
[0, 1] → (xi(t), pi(t)) ∈ T˜ ∗M . The problem is when it does not depend on the
parametrization of curve c.
Consider a differentiable diffeomorphism t˜ = t˜(t), t ∈ [0, 1] which defines
a new parametrization of the curve c. If a = t˜(0), b = t˜(1), then c will be
represented by
c : t˜ ∈ [a, b]→ (x˜i(t), p˜i(t˜)) ∈ T˜ ∗M.
In order that the integral of action I(c) does not depend on the parametriza-
tion of curve c is necessary that:
(5.2.1)
{p˜i dx˜
i
dt˜
− 1
2
H˜(x˜,
dx˜
dt˜
, ...,
1
(k − 1)!
dk−1x˜
dt˜k−1
, p˜)}dt˜
dt
=
= pi
dxi
dt˜
dt˜
dt
− 1
2
H [x,
dx
dt˜
dt˜
dt
,
1
2!
d
dt
(
dx
dt˜
dt˜
dt
), ....
...,
1
(k − 1)!
dk−2
dtk−2
(
dx
dt˜
dt˜
dt
), p].
The previous equality holds for any diffeomorpfism t˜ = t˜(t).
If we take the derivatives of (5.2.1) with respect to
dt˜
dt
and take t˜ = t we
obtain
(5.2.2) H = y(1)i
∂H
∂y(1)i
+ ...+ (k − 1)y(k−1)i ∂H
∂y(k−1)i
.
If we take again the derivative of (5.2.1) with respect to
d2 t˜
dt2
and consider
t˜ = t we have
(5.2.2a) 0 = y(1)i
∂H
∂y(2)i
+ ...+ (k − 2)y(k−2)i ∂H
∂y(k−2)i
.
And so on.
Therefore we have:
Theorem 5.2.1 The necessary conditions that the integral of action I(c), (5.1.6)
does not depend on the parametrization of the curve c are the following ones:
(5.2.3) Ik−1(H) = H, Ik−2(H) = 0, ..., I1(H) = 0.
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Indeed, the equation (5.2.2) can be written as H = L1
Γ
H = Ik−1(H )˙. The
equation (5.2.2’) is expressed by 0 = L2
Γ
H = I(k−2)(H), etc. Q.E.D.
The equations (5.2.3) will be called the Zermelo conditions. They were
introduced for the higher order Lagrangians by Kazuo Kondo [70] and are fun-
damental for the definition of the Kawaguchi spaces [63].
These conditions are very restrictive for the Hamiltonians H . Indeed, let us
consider the Hessian of H, with respect to momenta pi. It has the elements:
(5.2.4) gij =
1
2
∂2H
∂pi∂pj
.
In next chapter we shall prove that gij is a tensor field and its is called the
fundamental tensor field of the Hamiltonian H .
Now is not difficult to prove the following result:
Theorem 5.2.2 If the Hamiltonian H satisfies the Zermelo conditions (5.2.3),
then its fundamental tensor gij has the properties:
(5.2.5) L1
Γ
gij = ... = Lk−2
Γ
gij = 0,Lk−1
Γ
gij = gij .
Proof. Remarking that the invariants I1(H) = L1
Γ
H, ..., I(k−1) = Lk−1
Γ
H
have the properties:
·
∂i
·
∂i I(k−1)(H) = I(k−1)(
·
∂i
·
∂i H), ...,
·
∂i
·
∂i I1(H) = I1(
·
∂i
·
∂i H)
and using the Zermelo conditions (5.2.3), it follows the equations (5.2.5).
The first conditions (5.2.3), Ik−1(H) = H and theorem 4.5.1 allow to prove:
Theorem 5.2.3 A necessary condition that the Zermelo conditions (5.2.3) be
verified is that the Hamiltonian H is 1-homogeneous with respect to the variables
y(1)i, ..., y(k−1)i.
Corollary 5.2.1 If the differentiable Hamiltonian H is not 1-homogeneous with
respect to y(1)i, ..., y(k−1)i then the Zermelo conditions (5.2.3) are not verified.
Corollary 5.2.2 If the differentiable Hamiltonian H is 1-homogeneous with
respect to y(1)i, ..., y(k−1)i and 2-homogeneous with respect to pi, then H is 2k+1-
homogeneous on the fibres of T ∗kM .
Indeed, Lk−1
Γ +kC∗
H = (1 + 2k)H.
Corollary 5.2.3 If the differentiable Hamiltonian H has the properties:
a. It satisfies the Zermelo conditions
b. H is mk + 1-homogeneous on the fibres of T ∗kM , (m ∈ Z), then H is
m-homogeneous with respect to momenta pi.
Remark 5.2.1 The Hamiltonian H = piy
(1)i satisfies the Zermelo conditions
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5.3 Higher Order Energies. Conservation of
Energy Ek−1(H)
For a differentiable Hamiltonian H the following invariants are important, [98]:
(5.3.1)
Ek−1(H) =
= Ik−1(H)− 1
2!
d
dt
Ik−2(H) + ...+ (−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1(H)−H,
Ek−2(H) =
= − 1
2!
d
dt
Ik−2(H) +
1
3!
d
dt
Ik−3(H) + ...+ (−1)k−3 1
(k − 1)!
dk−3
dtk−3
I1(H),
..........................................
E1(H) = (−1)k−2 1
(k − 1)!I
1(H).
The invariants Ek−1(H), Ek−2(H), ..., E1(H) are called the energies of order
k − 1, k − 2, ..., 1 of the Hamiltonian H , respectively.
Their expressions justify the invariant character for each. And these energies
are essential for studying the Nother symmetries of H .
In order to prove the law of conservation for the energy Ek−1(H) we need
some preliminary considerations.
Lemma 5.3.1 If the differentiable Hamiltonian H has the property
(5.3.2)
dxi
dt
=
1
2
∂H
∂pi
,
then we have
(5.3.3)
dH
dt
= 2
◦
Ei (H)
dxi
dt
+
d
dt
[Ik−1(H)− 1
2!
d
dt
Ik−2(H) + ...
...+ (−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1(H)].
Proof. The condition (5.3.2) implies:
dH
dt
=
∂H
∂xi
dxi
dt
+
∂H
∂pi
dpi
dt
+ (
∂H
∂y(1)i
dy(1)i
dt
+ ...+
∂H
∂y(k−1)i
dy(k−1)i
dt
) =
= 2
dpi
dt
dxi
dt
+ {∂H
∂xi
dxi
dt
+
∂H
∂y(1)i
dy(1)i
dt
+ ...+
∂H
∂y(k−1)i
dy(k−1)i
dt
} =
= −2pid
2xi
dt2
+ {∂H
∂xi
dxi
dt
+
∂H
∂y(1)i
dy(1)i
dt
+ ...+
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+
∂H
∂y(k−1)i
dy(k−1)i
dt
}+ 2 d
dt
(pi
dxi
dt
).
Using Lemma 4.1.1 for V i =
dxi
dt
,
dV i
dt
=
d2xi
dt2
, ... the previous equality leads
to the formula (5.3.3). Q.E.D.
Now, we can prove without difficulties
Theorem 5.3.1 If the differentiable Hamiltonian H satisfies the first
Hamilton-Jacobi equations (5.3.2) then the variation of the energy of order k−1,
Ek−1(H) is given by:
(5.3.4)
dEk−1(H)
dt
= − ◦Ei (H)dx
i
dt
.
Clearly, this formula leads to an interesting result
Theorem 5.3.2 Along every solution curve c of the Hamilton-Jacobi equations
(5.1.17) the energy of order k − 1, Ek−1(H) , is conserved.
Finally, we notice the following theorems:
Theorem 5.3.3 If the differentiable Hamiltonian H verifies the Zermelo con-
ditions (5.2.3), then the energies of H, Ek−1(H), ..., E1(H) vanish.
Theorem 5.3.4 If the differentiable Hamiltonian H verifies the Zermelo con-
ditions (5.2.3), then along any curve c which satisfies the first Hamilton-Jacobi
equations (5.1.17) we have
◦
Ei (H)
dxi
dt
= 0.
5.4 The Jacobi-Ostrogradski Momenta
The theory of Jacoby-Ostrogradski momenta of the Lagrangians of order k,
briefly presented in the Chapter 2, can be extended to the Hamiltonians of
order k.
Indeed, from (5.3.1) we see that the energy of order k−1, Ek−1(H) is a poly-
nomial function of degree one in the higher order accelerations
dxi
dt
, ...,
dk−1xi
dtk−1
.
So, we have
(5.4.1) Ek−1(H) = p(1)i dx
i
dt
+ ...+ p(k−1)i
dk−1xi
dtk−1
−H
A straighfoward calculus shows that p(1)i, ..., p(k−1)i are given by
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(5.4.2)
p(1)i =
∂H
∂y(1)i
− 1
2!
d
dt
∂H
∂y(2)i
+ ...+ (−1)k−2 1
(k − 1)!
dk−2
dtk−2
∂H
∂y(k−1)i
,
p(2)i =
1
2!
∂H
∂y(2)i
− 1
3!
d
dt
∂H
∂y(3)i
+ ...+ (−1)k−3 1
(k − 1)!
dk−3
dtk−3
∂H
∂y(k−1)i
,
......................................
p(k−1)i =
1
(k − 1)!
∂H
∂y(k−1)i
.
The entries p(1)i, ...p(k−1)i are called the Jacobi-Ostrogradski momenta of
the Hamiltonian H.
Using the rule of transformation (4.1.4) of the natural basis of the mod-
ule X (T ∗kM) and the definition (5.4.2) of the Jacobi-Ostrogradski momenta
p(1)i, ..., p(k−1)iwe obtain
Proposition 5.4.1 With respect to the transformations of local coordinates
(4.1.2) on the manifold T ∗kM the Jacobi-Ostrogradski momenta
p(1)i, ..., p(k−1)i are transformed as follows:
(5.4.3)
p(1)i =
∂y˜(1)m
∂y(1)i
p˜(1)m + ...+
∂y˜(k−1)m
∂y(1)i
p˜(k−1)m,
p(2)i =
∂y˜(2)m
∂y(2)i
p˜(2)m + ...+
∂y˜(k−1)m
∂y(2)i
p˜(k−1)m,
......................................
p(k−1)i =
∂y˜(k−1)m
∂y(k−1)i
p˜(k−1)m.
Let us consider the following 1-form fields on T ∗kM :
(5.4.4)
p(1) = p(1)idx
i + p(2)idy
(1)i + ...+ p(k−1)idy
(k−2)i,
p(2) = p(2)idx
i + p(3)idy
(1)i + ...+ p(k−1)idy
(k−3)i,
......................................
p(k−1) = p(k−1)idx
i.
Proposition 5.4.2 With respect the transformations of coordinates on the man-
ifold T ∗kM we have
(5.4.5) p(α) = p˜(α), (α = 1, ..., k − 1).
Indeed, (5.4.3), (5.4.4) and (4.1.6), have as consequence the equalities (5.4.5).
The relations between the momenta pi and the Jacobi-Ostrogradskimomenta
p(1)i are given by:
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Lemma 5.4.1 The following identity holds:
(5.4.6)
1
2
dp(1)i
dt
= − ◦Ei (H) + (dpi
dt
+
1
2
∂H
∂xi
).
Indeed, (5.1.14) and (5.4.2) imply the last equality. Now, we can formulate
Theorem 5.4.1 Along the solution curves of the Hamilton-Jacobi equations
(5.1.17), the following Hamilton-Jacobi-Ostrogradski equations hold:
(5.4.7)
∂Ek−1(H)
∂p(α)i
=
dαxi
dtα
, (α = 1, ..., k − 1),
∂Ek−1(H)
∂xi
= −dp(1)i
dt
+ 2
dpi
dt
,
∂Ek−1(H)
∂y(α)i
= −α!dp(α+1)i
dt
, α = (1, ..., k − 1).
Proof. The energy Ek−1(H), (5.4.1) can be written in the form
(5.4.8) Ek−1(H) = p(1)iy(1)i + 2!p(2)iy(2)i + ...+ (k − 1)!p(k−1)iy(k−1)i −H,
where
y(α)i =
1
α!
dαxi
dtα
, (α = 1, ..., k − 1).
Therefore the equations (5.4.7)1 and (5.4.7)3 hold. In order to prove (5.4.7)
2 we remark that (5.4.8) implies
∂Ek−1(H)
∂xi
= −∂H
∂xi
and using Lemma 5.4.1 we
obtain the equations (5.4.7)2 .Q.E.D.
¿From Lemma 5.4.1 we deduce also
Theorem 5.4.2 Along the solution curves of the Hamilton-Jacobi equations
(5.1.17) we have
(5.4.9)
dxi
dt
=
1
2
∂H
∂pi
;
dpi
dt
= −1
2
∂H
∂xi
+
1
2
∂p(1)i
dt
.
5.5 No¨ther Type Theorems
In this section we will define the notion of symmetry of a differentiable Hamilto-
nian H and will prove two No¨ther type theorems, using the model of symmetries
from the Lagrangian theory, (Ch.2).
Consider a differentiable Hamiltonian H0 with the properties:
(5.5.1)
∂H0
∂y(k−1)i
= 0,
∂H0
∂pi
= 0
88 THE GEOMETRY OF HIGHER-ORDER HAMILTON SPACES
Proposition 5.5.1 If H0 is a differentiable Hamiltonian, having the properties
(5.5.1), then the following identities hold:
(5.5.2)
∂
∂pi
dH0
dt
=
d
dt
∂H0
∂pi
= 0,
∂
∂xi
dH0
dt
=
d
dt
∂H0
∂xi
,
∂
∂y(1)i
dH0
dt
=
d
dt
∂H0
∂y(1)i
+
∂H0
∂xi
,
∂
∂y(2)i
dH0
dt
=
d
dt
∂H0
∂y(2)i
+ 2
∂H0
∂y(1)i
,
.....................................................
∂
∂y(k−2)i
dH0
dt
=
d
dt
∂H0
∂y(k−2)i
+ (k − 2) ∂H0
∂y(k−3)i
,
∂
∂y(k−1)i
dH0
dt
= (k − 1) ∂H0
∂y(k−2)i
.
Indeed, along curve c : t ∈ [0, 1]→ (xi(t), pi(t)) ∈ T˜ ∗M we have
dH0
dt
=
∂H0
∂xi
y(1)i + 2
∂H0
∂y(1)i
y(2)i + ...+ (k − 1) ∂H0
∂y(k−2)i
y(k−1)i.
By a straightforward calculus we deduce the previous identities.
Proposition 5.5.2 If H0 is a differentiable Hamiltonian which satisfies the
equations (5.5.1), then the following identities hold:
(5.5.3)
1
2
∂
∂pi
(H +
dH0
dt
) =
1
2
∂H
∂pi
,
◦
Ei (H +
dH0
dt
) =
◦
Ei (H).
Indeed, taking into account the proposition 5.5.1 and the expression (5.1.14)
of the covector
◦
Ei (H) we have (5.5.3)1 and
◦
Ei (H +
dH0
dt
) =
◦
Ei (H) +
1
2
[
∂
∂xi
∂H0
dt
− d
dt
∂
∂y(1)i
dH0
dt
+
+
1
2!
d2
dt2
∂
∂y(2)i
dH0
dt
+ ...+ (−1)k−1 1
(k − 1)!
dk−1
dtk−1
∂
∂y(k−1)i
dH0
dt
] =
◦
Ei (H).
Now, it is easy to prove
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Theorem 5.5.1 H0 being an arbitrary differentiable Hamiltonian with the prop-
erties (5.5.1), then the Hamiltonians H and H+
dH0
dt
have the same Hamilton-
Jacobi equations:
(5.5.4)
dxi
dt
=
1
2
∂H
∂pi
,
◦
Ei (H) = 0
Indeed, (5.5.4) are the consequence of the equations (5.5.3) Q.E.D.
Corollary 5.5.1 If H0 is an arbitrary differentiable Hamiltonian with the
properties
∂H0
∂y(k−1)i
= 0,
∂H0
∂pi
= 0, then the integrals of action:
(5.5.5) I (c) =
∫ 1
0
[pi
dxi
dt
−H(x, dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−2
, p)]dt
and
(5.5.6)
I ′ (c) =
∫ 1
0
[pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−2
, p)]−
−1
2
dH0
dt
(x,
dx
dt
, ...,
1
(k − 2)!
dk−2x
dtk−2
)]dt
determine the same Hamilton-Jacobi equations (5.5.4).
Be means of the previous result we can formulate
Definition 5.5.1 A symmetry of the differentiable Hamiltonian H(x, y(1), ...,
y(k−1), p) is a C∞ -diffeomorphism ϕ : T˜ ∗M × R → T˜ ∗M × R which preserves
the variational principle of the integral of action, expressed in the Corollary
5.5.1.
We consider the local symmetries only. Therefore we study the infinitesimal
symmetries defined on an open set pi∗−1(U)× (a, b) in the infinitesimal form:
(5.5.7)
x′i(t′) = xi(t) + ε1V
i(t),
p′i(t
′) = pi(t) + ε2ηi(t),
t′ = t+ ε1τ1(t) + ε2τ2(t),
where ε1, ε2 are real numbers, sufficiently small in absolute values so that the
points (x, p, t) and (x′, p′, t′) belong to the same set pi∗−1(U)× (a, b), where the
curve
c : t ∈ [0, 1]→ (xi(t), pi(t), t) ∈ pi∗−1(U)× (a, b)
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is given. By V i(t) we mean a vector field V i(x(t)) and ηi(t) denotes a covector
field ηi(x(t)), along c. The pair (V
i(t), ηi(t)) satisfies (5.1.3) and the differen-
tiable functions τ1(t), τ2(t) satisfy the conditions τα(0) = τα(1) = 0, (α = 1, 2).
In the following considerations the terms of higher order in ε1,ε2, will be
neglected.
The infinitesimal transformation (5.5.7) is a symmetry of the differentiable
Hamiltonian H(x, y(1), ..., y(k−1), p) if for any differentiable Hamiltonian
H0(x, y
(1), ..., y(k−2)) the following equations hold:
(5.5.8)
[p′i
dx′i
dt′
− 1
2
H(x′,
dx′
dt′
, ...,
1
(k − 1)!
dk−1x′
dt
′k−1
, p′)]dt′ =
= pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1
dtk−1
, p)−
−1
2
dH0
dt
(x,
dx
dt
, ...,
1
(k − 2)!
dk−2x
dtk−2
)]dt.
From (5.5.7) we deduce
(5.5.9)
dt′
dt
= 1 + ε1
dτ1
dt
+ ε2
dτ2
dt
,
dx′i
dt′
=
dxi
dt
+ ε1(
dV i
dt
− ϕi1) + ε2Ψi1,
........................................................,
dk−1x′i
dt′k−1
=
dk−1xi
dtk−1
+ ε1(
dk−1V i
dtk−1
− ϕik−1) + ε2Ψik−1,
where
(5.5.10)
ϕi1 =
dxi
dt
dτ1
dt
,
ϕi2 =
(
2
1
) d2xi
dt2
dτ1
dt
+
(
2
2
) dxi
dt
d2τ1
dt2
,
.......................................................,
ϕik−1 =
(
k−1
1
) dk−1xi
dtk−1
dτ1
dt
+
(
k−1
2
) dk−2xi
dtk−2
d2τ1
dt2
+ ...
+
(
k−1
k−1
) dxi
dt
dk−1τ1
dtk−1
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and similarly, for Ψi1, ...,Ψ
i
k−1:
(5.5.10a)
Ψi1 =
dxi
dt
dτ2
dt
,
Ψi2 =
(
2
1
) d2xi
dt2
dτ2
dt
+
(
2
2
) dxi
dt
d2τ2
dt2
,
.......................................................,
Ψik−1 =
(
k−1
1
) dk−1xi
dtk−1
dτ2
dt
+
(
k−1
2
) dk−2xi
dtk−2
d2τ2
dt2
+ ...
+
(
k−1
k−1
) dxi
dt
dk−1τ2
dtk−1
.
The previous formulas are proved starting from (5.5.7) and taking into ac-
count the following expressions:
dx′i
dt′
=
(
dxi
dt
+ ε1
dV i
dt
)
dt
dt′
=
(
dxi
dt
+ ε1
dV i
dt
)(
1− ε1 dτ1
dt
− ε2 dτ2
dt
)
=
=
dxi
dt
+ ε1
(
dV i
dt
− ϕi1
)
− ε2Ψi1,etc.
By means of the formulas (5.5.9) the equality (5.5.8) becomes:
{(pi + ε2ηi)[dx
i
dt
+ ε1
(
dV i
dt
− ϕi1
)
-ε2Ψ
i
1]−
1
2
H [x+ ε1V,
dx
dt
+ ε1
(
dV
dt
− ϕ1
)
-
ε2Ψ1, ...,
1
(k − 1)!
(
dk−1x
dtk−1
+ ε1
(
dk−1V
dtk−1
− ϕk−1
)
− ε2Ψk−1
)
, p+ ε2η]}
(
1 + ε1
dτ1
dt
+ ε2
dτ2
dt
)
= pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p)−
1
2
dH0
dt
(x,
dx
dt
, ...,
1
(k − 2)!
dk−2x
dtk−2
).
Using the Taylor expansion with respect to ε1, ε2 and neglecting the terms
of higher order in ε1, ε2 we obtain
(5.5.11)
pi
dV
dt
− 1
2
[
∂H
∂xi
V i +
∂H
∂y(1)i
dV i
dt
, ...,
1
(k − 1)!
∂H
∂y(k−1)i
dk−1V i
dtk−1
]+
+
1
2
[
∂H
∂y(1)i
ϕi1 +
1
2!
∂H
∂y(2)i
ϕi2 + ...+
1
(k − 1)!
∂H
∂y(k−1)i
ϕik−1]−
−1
2
H
dτ1
dt
=
1
2
dΦ1
dt
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and
(5.5.11a)
(
dxi
dt
− 1
2
∂H
∂pi
)
ηi +
1
2
[
∂H
∂y(1)i
Ψi1 +
1
2!
∂H
∂y(2)i
Ψi2 + ...
...+
1
(k − 1)!
∂H
∂y(k−1)i
Ψik−1]−
1
2
H
dτ2
dt
=
dΦ2
dt
where
(5.5.12) ε1Φ1 + ε2Φ2 = H0
As a consequence we have that the functions Φ1 and Φ2 are depending
only on the variables (xi, y(1)i, ..., y(k−2)i) and, of course, these can be arbitrary
chosen.
Taking into account of Lemma 5.1.1 and remarking the identity
∂H
∂y(1)i
ϕi1 +
1
2!
∂H
∂y(2)i
ϕi2 + ...+
1
(k − 1)!
∂H
∂y(k−1)i
ϕik−1 =
=
dτ1
dt
Ik−1(H) +
1
2!
d2τ1
dt2
Ik−2(H) + ...+
1
(k − 1)!
dk−1τ1
dtk−1
I1(H)
and similar identities for Ψα and τ2, the equations (5.5.11) and (5.5.11’) can be
expressed more simple.
Proposition 5.5.3 The equations (5.5.11) and (5.5.11’) are echivalent to
(5.5.13)
− ◦Ei (H)V i + d
dt
(piV
i)− 1
2
d
dt
[Ik−1V (H)−
1
2!
d
dt
Ik−2V (H) + ...
...+ (−1)k−2 1
(k − 1)!
dk−2
dtk−1
I1V (H)]+
1
2
[
dτ1
dt
Ik−1(H) +
1
2!
d2τ1
dt2
Ik−2(H) + ...
...+
1
(k − 1)!
dk−1τ1
dtk−1
I1(H)]− 1
2
H
dτ1
dt
=
1
2
dΦ1
dt
and
(5.5.13a)
(
dxi
dt
− 1
2
∂H
∂pi
)ηi +
1
2
[
dτ2
dt
Ik−1(H) +
1
2!
d2τ2
dt2
Ik−2(H) + ...+
...+
1
(k − 1)!
dk−1τ1
dtk−1
I1(H)]− 1
2
H
dτ2
dt
=
1
2
dΦ2
dt
.
Now, we can prove by a straightforward calculus
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Lemma 5.5.1 The following identities hold
(5.5.14)
dτα
dt
Ik−1(H) +
1
2!
d2τα
dt2
Ik−2(H) + ...+
1
(k − 1)!
dk−1τα
dtk−1
I1(H)−Hdτα
dt
=
= −τα d
dt
Ek−1(H) + d
dt
[ταEk−1(H)− dτα
dt
Ek−2(H) + ...+
+(−1)k−2 d
k−2τα
dtk−2
E1(H)], (α = 1, 2).
In the previous equality Ek−1(H), ...E1(H) are the energies of order (k− 1, ...1)
respectively, expressed in (5.3.1).
Theorem 5.5.2 For any infinitesimal symmetry (5.5.7) the left hand sides of
the following equalities do not depend on the variables y(k−1)i and momenta pi.
(5.5.15)
− ◦Ei (H)V i + d
dt
(piV
i)− 1
2
d
dt
[Ik−1V (H)−
1
2!
dIk−2V (V )
dt
+ ...
...+ (−1)k−2 1
(k − 1)!
dk−2I1V (H)
dtk−2
]− 1
2
τ1
dEk−1(H)
dt
+
1
2
d
dt
[τ1Ek−1(H)−
dτ1
dt
Ek−2(H) + ...+ (−1)k−2 d
k−2τ1
dtk−2
E1(H)] = 1
2
dΦ1
dt
.
(
dxi
dt
− 1
2
∂H
∂pi
)ηi − 1
2
τ2
dEk−1(H)
dt
+
1
2
d
dt
[τ2Ek−1(H)− dτ2
dt
Ek−2(H) + ...
+(−1)k−2 d
k−2E1(H)
dtk−2
] =
1
2
dΦ2
dt
.
Proof. Indeed, the equalities (5.5.15) result from proposition 5.5.3 and Lemma
5.5.1. But the functions Φ1 and Φ2 satisfies the conditions
∂Φα
∂y(k−1)i
= 0,
∂Φα
∂pi
= 0, (α = 1, 2) Q.E.D.
Now, we can prove a No¨ther type theorem:
Theorem 5.5.3 For any infinitesimal symmetry (5.5.7) of a differentiable Hamil-
tonian H(x, y(1), ..., y(k−1), p) and for any differentiable functions Φ1,Φ2
with the properties
∂Φα
∂y(k−1)i
=
∂Φα
∂pi
= 0, (α = 1, 2), the following functions
Fk1 (H,Φ1),Fk2 (H,Φ2) are conserved along the solutions curves of the Hamilton-
Jacobi equations
dxi
dt
=
1
2
∂H
∂pi
,
◦
Ei (H) = 0 :
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(5.5.16)
Fk1 (H,Φ1) =
= piV
i − 1
2
[Ik−1V (H)−
1
2!
dIk−2V (H)
dt
+ ...+ (−1)k−2 1
(k − 1)!
dIk−2V (H)
dtk−2
]+
+
1
2
[τ1Ek−1(H)− dτ1
dt
Ek−2(H) + ...+ (−1)k−2 d
k−2τ1
dtk−2
E1(H)− Φ1],
Fk2 (H,Φ2) = τ2Ek−1(H)−
dτ2
dt
Ek−2(H) + ...+ (−1)k−2 d
k−2τ2
dtk−2
E1(H)− Φ2.
Proof. Taking into account the Theorem 5.5.2 and the expression of the
function Fk1 (H,Φ1) and Fk2 (H,Φ2) it follows that the following equations hold:
(5.5.17)
◦
Ei (H)V
i =
dFk1 (H,Φ1)
dt
− 1
2
τ1
dEk−1(H)
dt
,
(
dxi
dt
− 1
2
∂H
∂pi
)ηi =
1
2
dFk2 (H,Φ2)
dt
− 1
2
τ2
dEk−1(H)
dt
.
According to the Hamilton-Jacobi equations (5.1.17) and the law of conservation
of energy Ek−1(H), the last equations (5.5.17) implies
dF1(H,Φ1)
dt
= 0,
dF2(H,Φ2)
dt
= 0.
The functions Fk1 (H,Φ1) and Fk2 (H,Φ2) depend on the invariants I1V (H),
..., Ik−1V (H), the energies of order 1, ..., k − 1, E1(H), ..., Ek−1(H) and the arbi-
trary functions Φα(x, y
(1), ..., y(k−2)), (α = 1, 2).
In particular, if the Zermelo conditions (5.2.3) are verified then the ener-
gies E1(H), ..., Ek−1(H) = 0. Assuming Φ2 = 0, the previous No¨ther Theorem,
becomes:
Theorem 5.5.4 For any infinitesimal symmetry (5.5.7) of a differentiable Hamil-
tonian H(x, y(1), ..., y(k−1), p) , which satisfies the Zermelo conditions (5.2.3),
and for any differentiable function Φ(x, y(1), ..., y(k−1)) , along the solution curves
of the Hamilton-Jacobi equations
dxi
dt
=
1
2
∂H
pi
,
◦
Ei (H) = 0, the following func-
tion is constant:
(5.5.18)
Fk(H,Φ) = piV i − 1
2
[Ik−1V (H)−
1
2!
dIk−2V (H)
dt
+ ...+
+(−1)k−2 1
(k − 1)!
dk−2I1V (H)
dtk−2
+Φ].
The theory from this chapter will be applied to the geometrical study of the
Hamilton space of order k.
Chapter 6
Dual Semispray. Nonlinear
Connections
The notion of semispray from the geometry of higher order Lagrange spaces has
a dual correspondent in the geometrical theory of the Hamilton spaces of order
k. The same remark is true concerning the concept of nonlinear connection
which is canonical related with that of semispray.
6.1 Dual Semispray
Definition 6.1.1 A dual k-semispray on T ∗kM is a vector field S ∈ X (T˜ ∗kM)
with the property
(6.1.1) JS =
k−1
Γ ,
where
k−1
Γ is the Liouville vector field
(6.1.1a)
k−1
Γ = y
(1)i ∂
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−1)i
.
We have:
Proposition 6.1.1 A dual k-semispray S can be locally represented by
(6.1.2)
S = y(1)i
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−2)i
+
+ kξi(x, y(1), ..., y(k−1), p)
∂
∂y(k−1)i
+ ηi(x, y
(1), ..., y(k−1), p)
∂
∂pi
.
Indeed, S from (6.1.2) satisfies the equation (6.1.1) for an arbitrary sys-
tem of functions
{
ξi
}
and {ηi} (i = 1, ..., n), J being the k − 1-tangent
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endomorphism (§4.3). The systems of functions {ξi(x, y(1), ..., y(k−1), p)} and{
ηi(x, y
(1), ..., y(k−1), p)
}
are called the coefficients of the dual k-semispray S.
Since S is a vector field on T ∗kM it follows that the functions ξi and ηi,
defined on every local chart of the manifold T ∗kM are important geometrical
object fields on the manifold T ∗kM .
So, we have
Theorem 6.1.1 With respect to the transformation (4.1.2) of the local coordi-
nates on T ∗kM , the systems of functions
{
ξi
}
and {ηi} transform as follows:
(6.1.3)
kξ˜i = k
∂y˜(k−1)i
∂y(k−1)j
ξj+(k−1) ∂y˜
(k−1)i
∂y(k−2)j
y(k−1)j+· · ·+2∂y˜
(k−1)i
∂y(1)j
y(2)j+
∂y˜(k−1)i
∂xj
y(1)j ,
(6.1.4) η˜i =
∂xj
∂x˜i
ηj +
∂p˜i
∂xj
y(1)j .
Proof: S being a vector field, from (6.1.2), (4.1.4) we have:
S = y(1)i
{
∂x˜m
∂xi
∂
∂x˜m
+
∂y˜(1)m
∂xi
∂
∂y˜(1)m
+ · · ·+ ∂y˜
(k−1)m
∂xi
∂
∂y˜(k−1)m
+
∂p˜m
∂xi
∂
∂p˜m
}
+
+2y(2)i
{
∂y˜(1)m
∂y(1)i
∂
∂y˜(1)m
+
∂y˜(2)m
∂y(1)i
∂
∂y˜(2)m
+ · · ·+ ∂y˜
(k−1)m
∂y(1)i
∂
∂y˜(k−1)m
}
+
.............................................................................................
+(k − 1)y(k−1)i
{
∂y˜(k−2)m
∂y(k−2)i
∂
∂y˜(k−2)m
+
∂y˜(k−1)m
∂y(k−2)i
∂
∂y˜(k−1)m
}
+
+kξi
∂y˜(k−1)m
∂y(k−1)i
∂
∂y˜(k−1)m
+ ηi
∂xi
∂x˜m
∂
∂p˜m
.
Taking into account (6.1.4) one obtains:
S = y˜(1)m
∂
∂x˜m
+ 2y˜(2)m
∂
∂y˜(1)m
+ · · ·+ (k − 1)y˜(k−1)m ∂
∂y˜(k−2)m
+
+
(
y(1)i
∂y˜(k−1)m
∂xi
+ 2y(2)i
∂y˜(k−1)m
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂y˜
(k−1)m
∂y(k−1)i
+
+ kξi
∂y˜(k−1)m
∂y(k−1)i
)
∂
∂y˜(k−1)m
+
(
y(1)i
∂p˜m
∂xi
+ ηi
∂xi
∂x˜m
)
∂
∂p˜m
.
Now, writting S in the form
S = y˜(1)m
∂
∂x˜m
+ 2y˜(2)m
∂
∂y˜(1)m
+ · · ·+
+(k − 1)y˜(k−1)m ∂
∂y˜(k−2)m
+ kξ˜m
∂
∂y(k−1)m
+ η˜m
∂
∂p˜m
and identifying with the previous expression of S we obtain the relations (6.1.3)
and (6.1.4). q.e.d.
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Theorem 6.1.2 If on every domain of local chart of the manifold T ∗kM the
systems of functions
{
ξi
}
and {ηi}, (i = 1, ..., n) are given, such that, with
respect to (4.1.2) the formulae (6.1.3) and (6.1.4) hold, then S from (6.1.2) is
a dual k-semispray on T ∗kM .
The proof follow the usual way, [115].
Proposition 6.1.2 The integral curves of the dual k-semispray S, from (6.1.2)
are the solution curves of the system of differential equations:
(6.1.5)
dxi
dt
= y(1),
dy(1)i
dt
= 2y(2), ...,
dy(k−2)i
dt
= (k − 1)y(k−1)i,
dy(k−1)i
dt
= kξi(x, y(1), ..., y(k−1), p),
dpi
dt
= ηi(x, y
(1), ..., y(k−1), p).
Notice that this system is equivalent to the following:
(6.1.5a)

dxi
dt
= y(1),
1
2!
d2xi
dt2
= y(2), ...,
1
(k − 1)!
dk−1xi
dtk−1
= y(k−1)i,
1
k!
dkxi
dtk
= ξi(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p),
dpi
dt
= ηi(x,
dx
dt
, ...,
1
(k − 1)!
dk−1x
dtk−1
, p).
The problem of integration of this system of differential equations is solved
by usual methods. The solutions {(xi(t), pi(t)), t ∈ (a, b)} are curves on the
cotangent manifold T ∗M.
Concerning the homogeneity of S, we see that every term which does not
include ξi or ηi has the degree of homogeneity 2 on the fibres of T
∗kM . Therefore
we have:
Proposition 6.1.3 The dual k-semispray S, from (6.1.2) is 2-homogeneous on
the fibres of T ∗kM if and only if the coefficients ξi are k-homogeneous and ηi
are k + 1-homogeneous on the fibres of T ∗kM .
A dual k-semispray S, 2-homogeneous on the fibres of T ∗kM is called a
k-spray.
Remarking that the rule (6.1.3) of transformation of the coefficients ξi of a
k-semispray S is same rule with that of the coordinates y(k)i on the total space
of bundle of accelerations T kM we can give a remarkable geometrical meaning
of the coefficients ξi:
Proposition 6.1.4 Every dual k-semispray S on the manifold T ∗kM with the
coefficients (ξi, ηi) determine a bundle morphism
ξ : (x, y(1), ..., y(k−1), p) ∈ T ∗kM → (x, y(1), ..., y(k−1), y(k)) ∈ T kM
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defined by
(6.1.6)
xi = xi, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i, y(k)i = ξi(x, y(1), ..., y(k−1), p).
Moreover, the bundle morphism ξ is a local diffeomorphism if and only if
rank
∥∥∥∥ ·∂i ξj∥∥∥∥ = n.
Indeed, the mapping ξ : T ∗kM → T kM does not depend on the transforma-
tion of local coordinates. It is local invertible if and only if
rank
∥∥∥∥ ·∂i ξj∥∥∥∥ = n. Q.E.D.
We shall see in Chapter 8, that the bundle morphism ξ defined in (6.1.6) is
uniquely determined by the Legendre transformation between a Lagrange spaces
of order k, L(k)n = (M,L) and a Hamilton spaces of order k,
H(k)n = (M,H).
Consequently, if the bundle morphism ξ from (6.1.6) is apriori given we can
consider the dual k-semispray
(6.1.7)
Sξ = y
(1)i ∂
∂xi
+2y(2)i
∂
∂y(1)i
+ · · ·+(k−1)y(k−1)i ∂
∂y(k−2)i
+kξi
∂
∂y(k−1)i
+ηi
·
∂i .
In this case Sξ is characterized only by the coefficients ηi(x, y
(1), ..., y(k−1), p).
The values of 1-forms d0H , ..., dk−2H from (4.3.14), (4.3.5) on the vector
fields Sξ are as follows:
(6.1.8)
d0H(Sξ) =
(0)
pi y
(1)i,
d1H(Sξ) =
(1)
pi y
(1)i + 2
(0)
pi y
(2)i,
..............................................................................................
dk−2H(Sξ) =
(k−2)
pi y
(1)i + 2
(k−3)
pi y
(2)i + · · ·+ (k − 1) (0)pi y(k−1)i.
These scalar fields does not depend on the coefficients ξi and ηi of Sξ. Also
the 1-form dH leads to the formula
(6.1.8a)
dH(Sξ) =
∂H
∂xi
y(1)i + 2
∂H
∂y(1)i
y(2)i + · · ·+ (k − 1) ∂H
∂y(k−2)i
y(k−1)i+
+k
∂H
∂y(k−1)i
ξi+
·
∂i Hηi = Sξ(H).
The existence of a k-semispray on the manifold T ∗kM is assured by the
following theorem
Theorem 6.1.3 If the base manifold M is paracompact, then on the manifold
T ∗kM there exists the dual k-semispray Sξ, with apriori given bundle morphism
ξ.
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Proof: Assuming that the manifold M is paracompact by the Theorem
4.1.2, the manifold T ∗kM is paracompact, too. We shall see (Ch. 8) that a
bundle morphism ξ, defined in (6.1.6) exists. Now, let γij(x), x ∈ M , be a
Riemann metric on M and γijk(x) its Christoffel symbols.
Setting
(6.1.9) ηj = γ
i
jh(x)piy
(1)h
we can prove that the rule of transformation of the system of functions {ηi},
with respect to (4.1.2) is just (6.1.4). Applying Theorem 6.1.2 we obtain a
k-semispray Sξ, with the coefficients ηi.
Another properties of S are given in §4.3. We have
k−1
Γ = JS,
k−2
Γ = J
2S, ...,
1
Γ= J
(k−1)S.
6.2 Nonlinear Connections
The notion of nonlinear connection on the total space of the dual bundle
(T ∗kM,pi∗k,M) can be introduced by the classical method, [115].
Definition 6.2.1 A nonlinear connection on the manifold T ∗kM is a regular
distribution N on the T ∗kM supplementary to the vertical distribution V , i.e
(6.2.1) Tu(T
∗kM) = Nu ⊕ Vu, ∀u ∈ T ∗kM.
Taking into account the Proposition 4.2.1 it follows that the distribution N
has the property
(6.2.1a) Tu(T
∗kM) = Nu ⊕ V1,u ⊕Wk,u.
Locally V1 is generated by the system of vector fields (
∂
∂y(1)i
, ...,
∂
∂y(k−1)i
)
and Wk is generated locally by (
∂
∂pi
).
As usual, we shall write these systems of tangent vectors
(
∂
∂y(1)i
, ...,
∂
∂y(k−1)i
)
as (
(1)
∂i , ...,
(k−1)
∂i ) and (
∂
∂pi
) as (
·
∂i), respectively.
It follows that the local dimension of the distribution N is n, local dimension
of the distribution V1 is (k − 1)n and that of distribution Wk is n.
Consider a nonlinear connection N on T ∗kM and denote by h and v the
projectors determined by direct decomposition (6.2.1). Then we have:
h+ v = Id, h2 = h, v2 = v, hv = vh = 0.
As usual we denote
(6.2.2) XH = hX, XV = vX, ∀X ∈ X (T ∗kM).
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A horizontal lift, with respect to N is a F(M)-linear mapping
lh : X (M)→ X (T ∗kM) which has the properties
v ◦ lh = 0, dpi∗k ◦ lh = Id.
There exists an unique local basis adapted to the horizontal distribution N .
It is given by
(6.2.3)
δ
δxi
= lh(
∂
∂xi
), (i = 1, ..., n).
The linearly independent vector fields
δ
δxi
, (i = 1, ..., n) can be uniquely
written in the form:
(6.2.4)
δ
δxi
=
∂
∂xi
−N ji
(1)
∂
∂y(1)j
− ...− N ji
(k−1)
∂
∂y(k−1)j
+Nij
∂
∂pj
.
The systems of functions N ji
(1)
, ..., N
j
i
(k−1)
, Nij are called the coefficients of the
nonlinear connection N .
They determine an important object fields on the manifold T ∗kM. Indeed,
a change of local coordinates (4.1.2) and (6.2.3) imply:
(6.2.5)
δ
δxi
=
∂x˜j
∂xi
δ
δx˜j
,
since
δ
δxi
|u = lh( δ
δxi
|x ) = lh(∂x˜
j
∂xi
∂
∂x˜j
)x = (
∂x˜j
∂xi
δ
δx˜j
)u, x = pi
∗k(u).
It is not difficult to prove that the formula (6.2.5) has the following conse-
quence:
Theorem 6.2.1 1◦. With respect to changes of coordinate on T ∗kM , (4.1.2),
the coefficients of a nonlinear connection N are transformed by the rule
(6.2.6)
N˜ im
(1)
∂x˜m
∂xj
= Nmj
(1)
∂x˜i
∂xm
− ∂y˜
(1)i
∂xj
,
N˜ im
(2)
∂x˜m
∂xj
= Nmj
(2)
∂x˜i
∂xm
+Nmj
(1)
∂y˜(1)i
∂xm
− ∂y˜
(2)i
∂xj
,
..............................................................
N˜ im
(k−1)
∂x˜m
∂xj
= Nmj
(k−1)
∂x˜i
∂xm
+ Nmj
(k−2)
∂y˜(1)i
∂xm
+ ...+Nmj
(1)
∂y˜(k−2)i
∂xm
− ∂y˜
(k−1)i
∂xj
,
N˜ij =
∂xr
∂x˜i
∂xs
∂x˜j
Nrs + pr
∂2xr
∂x˜i∂x˜j
.
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2◦. Conversely, if the system of functions ( N ji
(1)
, ..., N
j
i
(k−1)
, Nij) are given on
every domain of local chart of the manifold T ∗kM such that the equations (6.2.6)
are verified, then ( N ji
(1)
, ..., N
j
i
(k−1)
, Nij) are the coefficients of a nonlinear connec-
tion N on T ∗kM.
The (k − 1)-tangent structure J, defined in the section 3, ch.4, maps the
horizontal distribution N into a vertical distribution N1 = J(N0), N0 = N
which is supplementary to the distribution V2 in V1. If we continue this process,
we obtain:
(6.2.7)
N0 = N,N1 = J(N0), N2 = J
2(N0), ..., Nk−2 = J
k−2(N0),
Vk = J
k−1(N0).
Therefore, we have the direct sum of vector spaces:
(6.2.8) V1,u = N1,u ⊕N2,u ⊕ ...⊕Nk−2,u ⊕ Vk−1,u, ∀u ∈ T ∗kM
and
(6.2.8a) Vu = N1,u ⊕N2,u ⊕ ...⊕Nk−2,u ⊕ Vk−1,u ⊕Wk,u, ∀u ∈ T ∗kM.
Taking into account the formula (6.1.1), we get:
Theorem 6.2.2 1◦. A nonlinear connection N on the manifold T ∗kM gives
rise to the direct sum of linear spaces for the tangent space Tu(T
∗kM) :
(6.2.9) Tu(T
∗kM) = N0,u ⊕N1,u ⊕ ...⊕Nk−2,u ⊕ Vk−1,u ⊕Wk,u, ∀u ∈ T ∗kM
2◦. The adapted basis of every term of the previous direct sum, respectively
is:
(6.2.10)
δ
δxi
=
∂
∂xi
−N ji
(1)
∂
∂y(1)j
− · · · − N ji
(k−1)
∂
∂y(k−1)j
+Nij
∂
∂pj
,
δ
δy(1)i
=
∂
∂y(1)i
−N ji
(1)
∂
∂y(2)j
− · · · − N ji
(k−2)
∂
∂y(k−1)j
,
................................................................
δ
δy(k−1)i
=
∂
∂y(k−1)i
,
δ
δpi
=
∂
∂pi
.
Proof: 1◦. The direct sum (6.2.9) is obtained from (6.2.1) and (6.2.8’).
2◦. J(
δ
δxi
) =
δ
δy(1)i
is obtained by means of the definition of the k−1-tangent
structure J. Also,
δ
δy(2)i
= J(
δ
δy(1)i
), ....... leads to the formulae (6.2.10).
Remarking that (6.2.5) holds, it follows:
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Proposition 6.2.1 Under a change of local coordinates on T ∗kM , the vector
fields of the adapted basis:
(6.2.11) { δ
δxi
,
δ
δy(1)i
...,
δ
δy(k−1)i
,
δ
δpi
}
transform by the rule:
(6.2.11a)
δ
δxi
=
∂x˜j
∂xi
δ
δx˜j
,
δ
δy(1)i
=
∂x˜j
∂xi
δ
δy˜(1)j
, ...,
δ
δy(k−1)i
=
∂x˜j
∂xi
δ
δy˜(k−1)j
,
δ
δpi =
∂xi
∂x˜j
δ
δp˜j
.
According to (6.2.8’) the vertical projector v is expressed by means of the
projectors v1, ..., vk−1, wk determined by the distributions N1, N2, ..., Nk−2, Vk
and Wk as follows
v = v1 + v2 + ...+ vk−1 + wk.
If we consider also the horizontal projector h, determined by the distribution
N = N0 we have, for α = 1, ..., k − 1
(6.2.12) h+ v1 + ...+ vk−1 + wk = Id,
h2 = h, v2α = vα, w
2
k = wk,
h ◦ vα = vα ◦ h = 0, h ◦ wα = wα ◦ h = 0, vβ ◦ vα = vα ◦ vβ = 0, α 6= β.
As usual we put:
(6.2.13) XH = hX,XVα = vαX, X
Wk = wkX, ∀X ∈ X (T ∗kM).
In adapted basis we get
(6.2.13a) XH =
(0)
X i
δ
δxi
, XVα =
(α)
X i
δ
δy(α)i
, XWk = Xi
∂
∂pi
, (α = 1, ..., k − 1).
Therefore, the formulae (6.2.11’) show that one has
Proposition 6.2.2 With respect to (4.1.2), the coordinates of the vectors XH ,
XVα , XWk are changed by the rule:
(6.2.13b)
(0)
X i=
∂x˜i
∂xj
(0)
Xj,
(α)
X i=
∂x˜i
∂xj
(α)
Xj, X˜i =
∂xj
∂x˜i
Xj .
The following result is important:
Proposition 6.2.3 1◦. The distribution N0 is integrable if and only if for any
X,Y ∈ X (T ∗kM) :
[XH , Y H ]Vα = 0, [XH , Y H ]Wk = 0, (α = 1, ..., k − 1).
2◦. The distributions N1, ..., Nk−2 are integrable if and only if
[XVα , Y Vα ]H = [XVα , Y Vα ]Vβ = [XVα , Y Vα ]Wk = 0,
for α = 1, ..., k − 2, β 6= α, β = 1, ..., k − 1, respectively.
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Indeed, the previous equations appear if we express that [XH , Y H ] is a vector
field which belongs to the distribution N0, [X
Vα , Y Vα ] is a vector field which
belongs to the distribution Nα, for α = 1, .., k − 2.
Notices that the distributions Vk−1and Wk are integrable. q.e.d
The notions of h-lift, vα-lift or wk-lift of a vector field X = X
i(x)
∂
∂xi
∈
X (M) are not difficult to define. If lh is the horizontal lift to N0, lvα are the
lifts to Nα and lvk−1 is the lift to Vk−1, then we have
(6.2.14) XH = lhX = X
i(x)
δ
δxi
, XVα = lvαX = X
i (x)
δ
δy(α)i
at the point u ∈ T ∗kM, pi∗k(u) = x.
In the case of an 1-form ω = ωi(x)dx
i from X ∗(M) the lift lwk(ω) to the
distribution Wk can be defined, at every point u ∈ T ∗kM,with pi∗k(u) = x,by
(6.2.14a) ωWk = lwαω = ωi
·
∂i .
6.3 The Dual Coefficients of the Nonlinear Con-
nection N
Throughout this chapter, we consider the coefficients (N ij
(1)
, ..., N ij
(k−1)
, Nij) of the
nonlinear connection N . By means of these coefficients, the vector fields from
the adapted basis (6.2.11), are expressed . The dual basis of (6.2.11) will be
denoted by
(6.3.1) (δxi, δy(1)i, ..., δy(k−1)i, δpi).
Remark that the coefficients of the basis (6.3.1), called the dual coefficients
of N, are expressed by the coefficients of the nonlinear connection but are not
coincident with them.
First of all, the conditions of duality between the adapted basis (6.2.11) and
its dual basis (6.3.1) impose the following form of the 1-form fields (6.3.1)
(6.3.2)
δxi = dxi,
δy(1)i = dy(1)i +M ij
(1)
dxj ,
.....................................
δy(k−1)i = dy(k−1)i +M ij
(1)
dy(k−2)i + ...+ M ij
(k−2)
dy(1)j + M ij
(k−1)
dxj ,
δpi = dpi −Njidxj .
We obtain, without difficulties, [115]
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Proposition 6.3.1 The dual coefficients (M ij
(1)
, ..., M ij
(k−1)
, Nji) are uniquely deter-
mined by the coefficients (N ij
(1)
, ..., N ij
(k−1)
, Nij) through the following formulae:
(6.3.3)
M ij
(1)
= N ij
(1)
, M ij
(2)
= N ij
(2)
+N im
(1)
Mmj
(1)
,
..................................................
M ij
(k−1)
= N ij
(k−1)
+ N im
(k−2)
Mmj
(1)
+ ...+N im
(1)
Mmj
(k−2)
.
The same formulae determine the coefficients (N ij
(1)
, ..., N ij
(k−1)
, Nij) as functions
by the dual coefficients.
These two dual basis (6.2.11) and (6.3.1) and the Proposition 6.1.1 lead to:
Proposition 6.3.2 If we change the local coordinates on T ∗kM , then the 1-
form of dual basis
(δxi, δy(1)i, ..., δy(k−1)i, δpi)
are transformed as follows:
(6.3.4)
δx˜i =
∂x˜i
∂xj
δxj , δy˜(1)i =
∂x˜i
∂xj
δy(1)j , ..., δy˜(k−1)i =
∂x˜i
∂xj
δy(k−1)j ,
δp˜i =
∂xi
∂x˜i
δpj .
Evidently, the properties (6.3.4) imply some special rules of transformation
of dual coefficients. In this respect we remark the formulae, which can be easily
deduced
(6.3.5)
∂
∂xi
=
δ
δxi
+M ji
(1)
δ
δy(1)j
+ ...+ M ji
(k−1)
δ
δy(k−1)j
+Nij
δ
δpj
,
∂
∂y(1)i
=
δ
δy(1)i
+M ji
(1)
δ
δy(2)j
+ ...+ M ji
(k−2)
δ
δy(k−1)j
,
.....................................
∂
∂y(k−1)i
=
δ
δy(k−1)i
,
∂
∂pi
=
δ
δpi
,
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and
(6.3.5a)
dxi = δxi,
dy(1)i = δy(1)i −N ij
(1)
δxj ,
dy(2)i = δy(2)i −N ij
(1)
δy(1)i −N ij
(2)
δxj ,
......................................................
dy(k−1)i = δy(k−1)i −N ij
(1)
δy(k−2)i − ...− N ij
(k−2)
δy(1)j − N ij
(k−1)
δxj ,
dpi = δpi +Njiδx
j .
Therefore, we obtain
Theorem 6.3.1 1◦. A change of local coordinates on T ∗kM implies for the dual
coefficients of the nonlinear connection N , the following rule of transformations
(6.3.6)
Mmj
(1)
∂x˜i
∂xm
= M˜ im
(1)
∂x˜m
∂xj
+
∂y˜(1)i
∂xj
,
Mmj
(2)
∂x˜i
∂xm
= M˜ im
(2)
∂x˜m
∂xj
+ M˜ im
(1)
∂y˜(1)m
∂xj
+
∂y˜(2)i
∂xj
,
........................................................................
Mmj
(k−1)
∂x˜i
∂xm
= M˜ im
(k−1)
∂x˜m
∂xj
+ M˜ im
(k−2)
∂y˜(1)m
∂xj
+ ...+ M˜ im
(1)
∂y˜(k−2)m
∂xj
+
∂y˜(k−1)i
∂xj
,
N˜ij =
∂xr
∂x˜i
∂xr
∂x˜i
Nrs + pr
∂2xr
∂x˜i∂x˜j
.
2◦. Conversely, if the system of function (M ij
(1)
, ..., M ij
(k−1)
, Nij) are given on ev-
ery domain a local chart of the manifold T ∗kM such that the equations (6.3.6)
are verified, then (M ij
(1)
, ..., M ij
(k−1)
, Nji) are the dual coefficients of a nonlinear con-
nection N on T ∗kM.
The proof can be done as in the usual cases, [115].
Some applications:
1) The vector fields
1
Γ,
2
Γ, ...,
k−1
Γ can be expressed in the adapted basis, in
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the form:
(6.3.7)
1
Γ= z(1)i
δ
δy(k−1)i
,
2
Γ= z(1)i
δ
δy(k−2)i
+ 2z(2)i
δ
δy(k−1)i
,
.............................................
k−1
Γ = z(1)i
δ
δy(1)i
+ 2z(2)i
δ
δy(2)i
+ ...+ (k − 1) z(k−1) δ
δy(k−1)i
,
where
(6.3.7a)
z(1)i = y(1)i,
2z(2)i = 2y(2)i +M im
(1)
y(1)m
.............................................
(k − 1) z(k−1)i = (k − 1) y(k−1)i + (k − 2)M im
(1)
y(k−2)m + ...
...+ M im
(k−2)
y(1)m.
With respect to (4.1.2), we have
(6.3.7b) z˜(α)i =
∂x˜i
∂xj
z(α)j , (α = 1, ..., k − 1)
¿From (6.3.7b) it follows that z(1)i, ..., z(k−1)i have a geometrical meaning.
They will be called the Liouville d-vector fields.
2) The operators d0, ..., dk−2 and d are represented in the adapted basis by
the formulae
(6.3.8)
d0 =
δ
δy(k−1)i
δxi,
d1 =
δ
δy(k−2)i
δxi +
δ
δy(k−1)i
δy(1)i,
.................................................,
dk−2 =
δ
δy(1)i
δxi +
δ
δy(2)i
δy(1)i + ...+
δ
δy(k−1)i
δy(k−2)i
and
(6.3.9) d =
δ
δxi
δxi +
δ
δy(1)i
δy(1)i + ...+
δ
δy(k−1)i
δy(k−1)i +
δ
δpi
δpi.
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If H ∈ F(T ∗kM), then we have the 1-forms
(6.3.10)
d0H =
δH
δy(k−1)i
δxi,
d1H =
δH
δy(k−2)i
δxi +
δH
δy(k−1)i
δy(1)i,
.................................................,
dk−2H =
δH
δy(1)i
δxi +
δH
δy(2)i
δy(1)i + ...+
δH
δy(k−1)i
δy(k−2)i
and
(6.3.11) dH =
δH
δxi
δxi +
δH
δy(1)i
δy(1)i + ...+
δH
δy(k−1)i
δy(k−1)i +
δH
δpi
δpi.
In the previous formulas
(6.3.12)
δH
δxi
, ...,
δH
δy(k−1)i
are d-covector and
δH
δpi
is a d-vector.
3) In the adapted basis (6.2.11) a dual k-semispray Sξ can be written as
follows
(6.3.13)
Sξ = z
(1)i δ
δxi
+ 2z(2)i
δ
δy(1)i
+ ...+ (k − 1) z(k−1)i δ
δy(k−2)i
+
+k
∨
ξ
i δ
δy(k−1)i
+
∨
ηi
δ
δpi
,
where
(6.3.14)
k
∨
ξ
i
= kξi + (k − 1)y(k−1)sM is
(1)
+ ...+ y(1)s M is
(k−1)
,
∨
ηi= ηi + y
(1)sNsi.
Evidently,
∨
ξ
i
is a d-vector field, and
∨
ηi is a d-covector field. It is remarkable
that the equation
∨
ηi= 0 has a geometrical meaning. Especially the sprays Sξ
with this property will be considered.
The interior products of the 1-forms d0H, ..., dk−2H and dH with the vector
field Sξ are given by
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(6.3.15)
d0H(Sξ) = z
(1)i δH
δy(k−1)i
,
d1H(Sξ) = z
(1)i δH
δy(k−2)i
+ 2z(2)i
δH
δy(k−1)i
,
............................................................,
dk−2H(Sξ) = z
(1)i δH
δy(1)i
+ 2z(2)i
δH
δy(2)i
+ ...+ (k − 1)z(k−1)i δH
δy(k−1)i
and
(6.3.16)
dH(Sξ) = z
(1)i δH
δxi
+ 2z(2)i
δH
δy(1)i
+ ...+ (k − 1)z(k−1)i δH
δy(k−2)i
+
+k
∨
ξ
i δ
δy(k−1)i
+
∨
ηi
δH
δpi
.
Consequently, we have
(6.3.16a) dH(Sξ) = Sξ(H).
We shall use all these formulae in the theory of higher order Hamilton spaces.
An 1-form fields ω ∈ X ∗(T ∗kM) can be uniquely written as
(6.3.17) ω = ωH + ωV1 + ...+ ωVk−1 + ωWk ,
where
(6.3.18) ωH = ω ◦ h, ωVα = ω ◦ vα, (α = 1, ..., k − 1), ωWk = ω ◦ wk.
These components can be easily written in the adapted basis.
For a function H ∈ F (T ∗kM) we deduce
(6.3.19) dH = (dH)H + (dH)V1 + ...+ (dH)Vk−1 + (dH)Wk ,
with
(6.3.19a) (dH)H =
δH
δxi
dxi, (dH)V1 =
δH
δy(1)i
δy(1)i, ..., (dH)Wk =
δH
δpi
δpi.
In the case of 1-forms d0H, ..., dk−2H we have:
(d0H)
Vα = 0, (d0H)
Wk = 0, (α = 1, ..., k − 1),
(d1H)
Vα = 0, (d1H)
Wk = 0, (α = 2, ..., k − 1),
................................................................,
(dk−2H)
Vk−1 = 0, (dk−2H)
Wk = 0.
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4) The horizontal curves with respect to a nonlinear connection N, can be
studied exactly as in Ch. 10, from the book [115].
Let γ : I → T ∗kM be a parametrized curve, locally expressed by
(6.3.20) xi = xi(t), y(1)i = y(1)i(t), ..., y(k−1)i = y(k−1)i(t), pi = pi(t), t ∈ I.
For the tangent vector field
dγ
dt
, t ∈ I one can write:
(6.3.20a)
dγ
dt
= (
dγ
dt
)H + (
dγ
dt
)V1 + ...+ (
dγ
dt
)Vk−1 + (
dγ
dt
)Wk .
Using the basis (6.2.11), adapted to the direct decomposition (6.2.9), we
obtain
(6.3.20b)
dγ
dt
=
δxi
dt
δ
δxi
+
δy(1)i
dt
δ
δy(1)i
+ ...+
δy(k−1)i
dt
δ
δy(k−1)i
+
δpi
dt
δ
δpi
.
Taking into account the formulas (6.3.2) the coefficients of the tangent vector
field
dγ
dt
from (6.3.20b) have the following expressions
(6.3.21)
δxi
dt
=
dxi
dt
,
δy(1)i
dt
=
dy(1)i
dt
+M im
(1)
dxm
dt
,
.....................................................
δy(k−1)i
dt
=
dy(k−1)i
dt
+M im
(1)
dy(k−2)i
dt
+ ...+ M im
(k−2)
dy(1)i
dt
+ M im
(k−1)
dxm
dt
,
δpi
dt
=
dpi
dt
−Nmi dx
m
dt
.
An horizontal curve γ : I → T ∗kM , with respect to the nonlinear connection
N is defined by the conditions
(
dγ
dt
)V1 = ... = (
dγ
dt
)Vk−1 = 0, (
dγ
dt
)Wk = 0
It follows:
Theorem 6.3.2 A parametrized curve γ : I → T ∗kM is horizontal if and only
if the following system of ordinary differential equations is verified:
(6.3.22)
δy(1)i
dt
= ... =
δy(k−1)i
dt
= 0,
δpi
dt
= 0.
The horizontal curves with the property
(*) y(1)i =
dxi
dt
, ..., y(k−1)i =
1
(k − 1)!
dk−1xi
dtk−1
are called the autoparalel curves of the nonlinear connection N. These curves
are characterized by (6.3.22) in the conditions (*) .
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6.4 The Determination of the Nonlinear Con-
nection by a Dual k-Semispray
The main problem concerning the notion of nonlinear connection N is wether a
dual k-semispray Sξ determines a nonlinear connection N or not. The answer
is yes. We have the following important result.
Theorem 6.4.1 Any dual k-semispray Sξ with the coefficients (ξ
i, ηi) deter-
mines:
1◦. The dual coefficients M ij
(1)
, ..., M ij
(k−1)
, of a nonlinear connection N , by the
formulas:
(6.4.1) M ij
(1)
,= − ∂ξ
i
∂y(k−1)j
,M ij
(2)
,= − ∂ξ
i
∂y(k−2)j
, ..., M ij
(k−1)
= − ∂ξ
i
∂y(1)j
.
2◦. The coefficients Nij by the formula
(6.4.2) Nij =
δηi
δy(1)j
,
where the operators
δ
δy(1)j
=
∂
∂y(1)j
−N ij
(1)
∂
∂y(2)j
− ...− N ij
(k−2)
∂
∂y(k−1)j
, N ij
(α)
,
(α = 1, ..., k − 2)
are determined by M ij
(1)
, ..., M ij
(k−2)
from (6.4.1).
Proof : We prove that with respect to a change of local coordinates on the
manifold T ∗kM, the system of functionsM ij
(1)
, ..., M ij
(k−1)
from (6.4.1) obey the trans-
formation (6.3.6).
By means of (6.1.3), we have
kξ˜i = k
∂x˜i
∂xj
ξj + (k − 1)∂y˜
(1)i
∂xj
y(k−1)j + ...+
∂y˜(k−1)i
∂xj
y(1)j .
Applying the formula
∂
∂y(k−1)m
=
∂x˜s
∂xm
∂
∂y˜(k−1)
, we deduce the first formula
(6.3.6). By the same method, we establish inductively the other formula (6.3.6),
for the coefficients (6.4.1).
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In order to prove (6.4.2), we remark that the vector fields
δ
δy(1)i
, constructs
by means of coefficientsM ij
(1)
, ..., M ij
(k−1)
, from (6.4.1) has the law of transformation:
δ
δy˜(1)i
=
∂xj
∂x˜i
δ
δy(1)j
.
The rule of transformation of the coefficients ηi of Sξ is
η˜i =
∂xr
∂x˜i
ηr +
∂p˜i
∂xr
y(1)r.
These formula have as a consequence:
δη˜i
δy˜(1)j
=
∂xr
∂x˜i
∂xm
∂x˜j
δηr
δy(1)m
+ pr
∂2xr
∂x˜r∂x˜j
.
This is the rule of transformation of the coefficients Nij of a nonlinear con-
nection N on the manifold T ∗kM.
6.5 Lie Brackets. Exterior Differential
In the following it is important to determine the Lie brackets of the vector fields
of the adapted basis (6.2.11) and the exterior differentials of the covector fields
of adapted cobasis (6.3.1).
By a direct calculus we obtain
Proposition 6.5.1 The following expressions of the Lie brackets hold true:
[
δ
δxj
,
δ
δxh
] = Rijh
(01)
δ
δy(1)i
+ ...+ Rijh
(0,k−1)
δ
δy(k−1)i
+Rijh
(0)
δ
δpi
,
[
δ
δxj
,
δ
δy(α)h
] = Bijh
(α1)
δ
δy(1)i
+ ...+ Bijh
(α,k−1)
δ
δy(k−1)i
+Bijh
(α)
δ
δpi
,
(6.5.1) [
δ
δy(α)j
,
δ
δy(β)h
] =
(1)
Cijh
(αβ)
δ
δy(1)i
+ ...+
(k−1)
Cijh
(αβ)
δ
δy(k−1)i
+Bijh
(αβ)
δ
δpi
,
[
δ
δy(α)j
,
δ
δph
] = Cihj
(α1)
δ
δy(1)i
+ ...+ Cihj
(α,k−1)
δ
δy(k−1)i
+ Chij
(α)
δ
δpi
,
[
δ
δxj
,
δ
δph
] = Bihj
(1)
δ
δy(1)i
+ ...+ Bihj
(k−1)
δ
δy(k−1)i
+Bhij
(0)
δ
δpi
,
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α, β = 1, ...k;β ≤ α in which:
(6.5.2)
(1)
Cijh
(αβ)
= 0, 1 ≤ α ≤ β,
(2)
Cijh
(αβ)
= 0, 2 ≤ α ≤ β,
...............................
(γ)
Cijh
(αβ)
= 0, γ ≤ α ≤ β
and the coefficients R,B,C can be obtained by a straiforward calculus, Rijh
(0α)
being
expressed by:
(6.5.3)
Rijh
(01)
= rijh
(01)
,
Rijh
(02)
= rijh
(02)
+M is
(1)
rsjh
(01)
,
.........................
Rijh
(0,k−1)
= rijh
(0,k−1)
+M is
(1)
rsjh
(0,k−2)
+ ...+ M is
(k−2)
rsjh
(0,k−2)
and
(6.5.3a) Rijh =
δNji
δxh
− δNki
δxj
,
with
(6.5.3b) rijh
(0α)
=
δN ij
(α)
δxh
−
δN ih
(α)
δxj
, (α = 1, ...k − 1).
Taking into account the conditions of integrability of the nonlinear connec-
tion N, (cf Prop. 6.2.3) we have:
Theorem 6.5.1 The nonlinear connection N is integrable if and only if the
following equations hold:
(6.5.4) Rijh
(0α)
= 0, (α = 1, ..., k − 1), Rijh
(0)
= 0.
Indeed, the distribution N is integrable if and only if the vector fields
[
δ
δxj
,
δ
δxh
] belong to N . So, the equations (6.5.4) (which have a geometrical
meaning) express the necessary and sufficient conditions for N to be integrable.
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Similar characterizations hold for the case when each distributionN1, ..., Nk−2
is integrable. (cf. Prop.6.2.3, 2◦)
In order to determine the exterior differentials of 1-forms
(δxi, δy(1)i, ..., δy(k−1)i, δpi), we start from the formulae (6.3.2) and express the
mentioned differentials with respect to the base of ∧2(T ∗kM) determined by
(δxi, δy(1)i, ..., δy(k−1)i, δpi).
¿From (6.3.2) one obtains:
(6.5.5)
dδxi = 0,
dδy(1)i = dM ij
(1)
∧ dxj ,
dδy(2)i = dM ij
(1)
∧ dy(1)j + dM ij
(2)
∧ dxj ,
........................................................
dδy(k−1)i = dM ij
(1)
∧ dy(k−2)j + dM ij
(2)
∧ dy(k−3)j + ...+ d M ij
(k−1)
∧ dxj
and
(6.5.5a) dδpi = −dNji ∧ dxj .
Substituting (dxi, dy(1)i, ..., dy(k−1)i) from (6.3.5’) we can write (6.5.5) in the
following form
(6.5.6)
dδy(α)i = P ij
(α0)
∧ dxj + P ij
(α1)
∧ δy(1)j + ...+ P ij
(α,α−1)
∧ δy(α−1)j ,
(α = 1, ..., k − 1),
dδpi = Pij ∧ dxj ,
where P ij
(αβ)
are 1-forms, which should be calculated by means of formula
dω(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ]), ∀ω ∈ ∧1(T ∗kM)
and using the Lie brackets (6.5.1).
Theorem 6.5.2 The exterior differentials of the 1-forms
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(δxi, δy(1)i, ..., δy(k−1)i, δpi) are given by
(6.5.7)
dδxi = 0,
dδy(1)i = P ij
(10)
∧ dxj ,
dδy(2)i = P ij
(20)
∧ dxj + P ij
(21)
∧ δy(1)j ,
........................................................
dδy(k−1)i = P ij
(k−1,0)
∧ dxj + P ij
(k−1,1)
∧ δy(1)j + ...+ P ij
(k−1,k−2)
∧ δy(k−2)j
and
(6.5.7a) dδpi = Pij ∧ dxj ,
where the 1-forms P ij
(αβ)
and Pij are given by
(6.5.81) P
i
j
(10)
=
1
2
Rijm
(01)
dxm+
k−1∑
γ=1
Bijm
(γ1)
δy(γ)m +Bimj
(1)
δpm,
(6.5.82)

P ij
(20)
=
1
2
Rijm
(02)
dxm+
k−1∑
γ=1
Bijm
(γ2)
δy(γ)m +Bimj
(2)
δpm,
P ij
(21)
= −Bimj
(12)
dxm−
k−1∑
γ=1
(2)
Cimj
(γ1)
δy(γ)m + Cimj
(12)
δpm,
.......................................................................................
(6.5.8α)
P ij
(α0)
=
1
2
Rijm
(0α)
dxm+
k−1∑
γ=1
Bijm
(γα)
δy(γ)m +Bimj
(α)
δpm,
P ij
(α1)
= −Bimj
(1α)
dxm−
k−1∑
γ=1
(α)
Cimj
(γ1)
δy(γ)m + Cimj
(1α)
δpm,
...................................................................
P ij
(α,α−1)
= − Bijm
(α−1,α)
dxm−
k−1∑
γ=1
(α)
Cimj
(γ,α−1)
δy(γ)m + Cimj
(α−1,α)
δpm,
(α = 3, ..., k − 1)
and
(6.5.9) Pij =
1
2
Rijm
(0)
dxm+
k−1∑
γ=1
Bijm
(γ)
δy(γ)m +Bmij
(0)
δpm.
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Remark 6.5.1 In order to give a proof of the equations (6.5.2) we remark that
dδy(γ)i(
δ
δy(α)j
,
δ
δy(β)h
) = −
(γ)
Cijh
(αβ)
¿From (6.5.6) it follows that the left hand side of the previous formula van-
ishes for γ < α ≤ β.
Remark 6.5.2 By this method we can calculate the coefficients for the expres-
sion of the Lie brackets (6.5.1).
Indeed, dδ(α)i from (6.5.5) can be written in the adapted basis
(6.5.10)
dδy(α)i = {dM ij
(α)
−Nmj
(1)
dM im
(α−1)
− ...− N ij
(α−1)
dM ij
(1)
} ∧ dxj+
{d M ij
(α−1)
−Nmj
(1)
d M im
(α−2)
− ...− N ij
(α−2)
dM ij
(1)
} ∧ dy(1)j+
+...+ {dM ij
(2)
−Nmj
(1)
dM im
(1)
} ∧ dy(α−2)j + dM ij
(1)
∧ dy(α)j .
Identifying to dδy(α)i for (6.5.6) we have
(6.5.11)
P ij
(α0)
= dM ij
(α)
−Nmj
(1)
d M im
(α−1)
− ...− Nmj
(α−1)
dM im
(1)
,
P ij
(α1)
= d M ij
(α−1)
−Nmj
(1)
d M im
(α−2)
− ...− Nmj
(α−2)
dM im
(1)
,
..................................................................
P
(α,α−1)
= dM ij
(1)
.
Taking into account that, with respect to the adapted basis the 1-form dM ij
(α)
are given by
(6.5.12) dM ij
(α)
=
δM ij
(α)
δxh
δxh+
k−1∑
γ=1
δM ij
(α)
δy(γ)h
δy(γ)h +
δM ij
(α)
δph
δph.
Substituting (6.5.11) and identifying to (6.5.8) we completely determine the
coefficients of the Lie brackets.
For instance, from Pα,α−1, (6.5.8) α) and P
(α,α−1)
(6.5.11) we obtain
Bimj
(α−1,α)
= −
δM ij
(α)
δxm
;
(α)
Cimj
(γ,α−1)
= −
δM ij
(α)
δy(γ)h
; Cimj
(α−1,α)
= −
δM ij
(α)
δpm
.
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6.6 The Almost Product Structure P. The Al-
most Contact Structure F
The F(T ∗kM)-linear mapping P : X (T ∗pM)→ X (T ∗pM) defined by
(6.6.1) P(XH) = XH ,P(XVα) = −XV α,P(XWk) = −XWk , (α = 1, ..., k − 1)
determines an almost product structure on the manifold T ∗kM. It is given by
means of a nonlinear connection N.
We have
(6.6.2)
P ◦ P = I,
P = I − 2(v1 + ...+ vk−1 + wk),
rankP = (k + 1)n.
Theorem 6.6.1 A nonlinear connection N on T ∗kM is characterized by the
existence of an almost product structure P on T ∗kM whose eingenspaces cor-
responding to the eingenvalue −1 coincides with the linear space of the vertical
distribution V on T ∗kM.
The proof is same as in the case k = 2 (see the book [115]).
Theorem 6.6.2 The almost product structure P, defined by (6.6.1) is integrable
if and only if the horizontal distribution N is integrable.
The proof is exactly as in Prop. 9.8.1 of the book [115].
Another important structure on T ∗kM is determined by the F(T ∗kM)−
linear mapping
(6.6.3)
F(
δ
δxi
) = − ∂
∂y(k−1)i
,F(
δ
δy(α)i
) = 0, (α = 1, .., k − 2),
F(
∂
∂y(k−1)
) =
δ
δxi
,F(
δ
δpi
) = 0,
where (
δ
δxi
...,
δ
δpi
) is the adapted basis of a nonlinear connection N and of the
vertical distribution V. Now, is not difficult to prove
Theorem 6.6.3 The mapping F has the following properties:
1◦ F is globally defined on T˜ ∗kM.
2◦ F is a tensor field of type (1, 1) :
(6.6.4) F = − ∂
∂y(k−1)i
⊗ dxi + δ
δxi
⊗ δy(k−1)i,
3◦ KerF = N1 ⊕ ...⊕Nk−2 ⊕Wk, ImF = N0 ⊕ Vk−1,
4◦ rankF = 2n,
5◦ F3 + F = 0.
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Looking at 5◦, we can say that F is an almost (k − 1)n-contact structure
determined by the nonlinear connection N .
The Nijenhuis tensor of structure F is expressed by:
NF(X,Y ) = F2[X,Y ] + [FX,FY ]− F[FX,Y ]− F[X,FY ]
and the condition of normality of the structure F is as follows:
(6.6.5)
NF(X,Y )+
n∑
i=1
[
k−1∑
α=1
d(δy(α)i(X,Y ) + d(δpi)(X,Y )] = 0,
∀X,Y ∈ X (T ∗kM).
Using the formulas (6.4.2) and (6.4.5) we can obtain the explicit form of the
last equation.
6.7 The Riemannian Structure G on T ∗kM
Let G be a Riemannian structure on the manifold T ∗kM. G determines uniquely
a nonlinear connection N on T ∗kM. N is the ortoghonal distribution, with
respect to G, to the vertical distribution V.
In the case when the base manifoldM is paracompact, Theorem 4.1.2 affirms
that the manifolds T ∗kM is paracompact, too. So on T ∗kM there exists a
Riemannian structure G. Consequently, we have:
Theorem 6.7.1 If the base manifold M is paracompact then on the manifold
T ∗kM there exist nonlinear connections N.
Let G be a Riemannian structure on T ∗kM and N the nonlinear connection,
whose distribution is orthogonal to the vertical distribution V . The problem is
to determine the local coefficients N ij
(1)
, ..., N ij
(k−1)
, Nij of N by means of the local
coefficients of G:
(6.7.1)
(00)
gij= G(
∂
∂xi
,
∂
∂xj
),
(0α)
gij = G(
∂
∂xi
,
∂
∂y(α)j
),
(0k)
g
j
i = G(
∂
∂xi
,
∂
∂pj
), , ...,
(k,k)
gij = G(
∂
∂pi
,
∂
∂pj
).
It follows that
(k−1,k−1)
gij and
(k,k)
gij are d-tensor fields symmetric and positively
defined. They are coefficients of the restrictions of G to the distributions Vk−1
and Wk.
The coefficients of the nonlinear connection N enter in the adapted basis
{ δ
δxi
} to the distribution N = N0, (6.2.4), in the adapted basis
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{ δ
δy(1)i
}, ..., { δ
δy(k−1)i
} to the distribution N1, ..., Vk−1 and in the adapted basis
{ δ
δpi
} to the vertical distributions Wk. They are uniquely determined by the
conditions that each of the distributions {N1, ..., Nk−2} is orthogonal to Vk−1
with respect to G and N0 is orthogonal to V.
Indeed, the conditions of orthogonality
G(
δ
δy(k−2)i
,
δ
δy(k−1)j
) = 0
give us
(k−2,k−1)
gij −Nmi
(1)
(k−1,k−1)
gmj = 0.
But rank(
(k−1,k−1)
gij ) = n. So the previous equation uniquely gives the coef-
ficients Nmi
(1)
.
The following equations
G(
δ
δy(k−3)i
,
δ
δy(k−1)j
) = 0
lead to the equations
(k−3,k−1)
gij −Nmi
(1)
(k−2,k−1)
gmj −Nmi
(2)
(k−1,k−1)
gmj = 0.
These equations uniquely determine the coefficients Nmi
(2)
, etc.
Now we prove the following result.
Theorem 6.7.2 Any Riemannian structure G on the manifold T ∗kM deter-
mines on this manifold a Riemannian almost contact structure (
◦
G,F).
Proof. The structure G determine a nonlinear connection N with the local
coefficients (Nmi
(1)
, ..., Nmi
(k−1)
, Nij).With these coefficients we construct the adapted
basis
(
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)j
,
δ
δpj
) to N and V1. The restrictions of G to the
distribution Vk−1 and Wk give us the symmetric, positively defined d-tensor
fields
gij = G(
δ
δy(k−1)i
,
δ
δy(k−1)j
), hij = G(
∂
∂pi
,
∂
∂pj
)
Therefore G determines on the manifold T ∗kM the Riemannian structure
(6.7.3)
◦
G = gijdx
i ⊗ dxj + gijδy(1)i ⊗ δy(1)j + ...+
+ gijδy
(k−1)i ⊗ δy(k−1)i + hijδpi ⊗ δpj .
Dual Semispray. Nonlinear Connections 119
Consider the almost (k−1)n-contact structure F determined by N. It is given
by (6.6.3). Consequently, F is determined only by the Riemannian structure G.
Therefore the pair (
◦
G,F) is a Riemannian almost contact structure deter-
mined only by G.
Of course, the equation
◦
G (FX,Y ) = −
◦
G (X,FY ),
is verified on the adapted basis to N and V. q.e.d
Remark 6.7.1 We shall use the Riemannian structure
◦
G, in the case of Hamil-
ton space of order k, for hij = gij
6.8 The Riemannian Almost Contact Structure
(
∨
G,
∨
F)
Consider a d-tensor field gij on T˜ ∗kM , symmetric and positively defined. It
follows det ‖gij‖ > 0 on T˜ ∗kM . Let N be an apriori given nonlinear connec-
tion on the manifold T ∗kM and the adapted basis with respect to N and V :
(
δ
δxj
,
δ
δy(1)j
, ...,
δ
δy(k−1)j
,
δ
δpj
).
As usual, the dual basis is (dxiδy(1)i, ..., δy(k−1)i, δpi). The N -lift of the d-
tensor fields gij at every point u ∈ T ∗kM is defined by
(6.8.1)
∨
G= gijdx
i ⊗ dxj + gijδy(1)i ⊗ δy(1)j + ...+ gijδy(k−1)i ⊗ δy(k−1)i+
+gijδpi ⊗ δpj ,
where gij is the contravariant tensor of gij . We have:
Proposition 6.8.1
∨
G is a Riemannian structure on T ∗kM.
Indeed,
∨
G is a tensor field on the manifold T˜ ∗kM covariant symmetric and
positively defined.
The geometrical object fields N and gij allows to define the F(T˜ ∗kM)-linear
mapping
∨
F: X (T˜ ∗kM)→ X (T˜ ∗kM)
by
(6.8.2)
∨
F (
δ
δxi
) = −gij δ
δpj
,
∨
F (
δ
δy(α)i
) = 0, α = 1, ..., k,
∨
F (
δ
δpi
) = gij
δ
δxj
Taking into account the rule of transformations of the d-tensor gij and of the
vector fields
δ
δxj
, ...,
δ
δpj
it follows that
∨
F has a geometrical meaning.
We have also:
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Theorem 6.8.1 1◦
∨
F is a tensor field on T˜ ∗kM of type (6.1.1)
2◦ In adapted basis
∨
F is expressed by
(6.8.3)
∨
F= −gij δ
δpj
⊗ dxi + gij δ
δxi
⊗ δpj ,
3◦ Ker
∨
F= N1 ⊕ ...⊕N(k−1), Im
∨
F= N0 ⊕Wk,
4◦ rank
∨
F= 2n,
5◦
∨
F
3
+
∨
F= 0.
By means of (6.8.2) the proof is immediate.
Consequently,
∨
F is an almost (k−1)n-contact structure on T ∗kM determined
by the nonlinear connection N and d-tensor gij . Of course, it is useful in the
case of Hamilton spaces of order k.
The conditions of normality of the structure
∨
F can be written exactly as in
(6.6.5).
Between the Riemannian structure
∨
G and the structure
∨
F there is a strongly
relation.
Theorem 6.8.2 1◦ The pair (
∨
G ,
∨
F ) is a Riemannian almost contact structure
determined only by the pair (N, gij)
2◦ The associated 2-form is
θ = δpi ∧ dxi.
3◦ If the coefficients Nij of N are symmetric, then θ reduces to the presymplectic
structure
θ = dpi ∧ dxi.
Proof :
1◦ The following formula
∨
G (
∨
F X,Y ) = −
∨
G (X,
∨
F Y ) can be verified on the
adapted basis, using (6.8.2).
2◦ θ(X,Y ) =
∨
G (
∨
F X,Y ) is satisfied, too.
3◦ From Nij = Nji and δpi = dpi −Njidxj we deduce δpi ∧ dxi = dpi ∧ dxi,
q.e.d.
Chapter 7
Linear Connections on the
Manifold T ∗kM
In the chapter 10 of the book ’The Geometry of Hamilton and Lagrange Spaces’,
[115], we studied the notions of d-tensor algebra and N -linear connections on
T ∗2M . The corresponding theory will be extended in the present section to the
case k > 2.
7.1 The Algebra of Distinguished Tensor Fields
Let N be a nonlinear connection on the manifold T ∗kM. It determines, at every
point u ∈ T ∗kM, the direct decomposition of the linear space Tu(T ∗kM):
(7.1.1) Tu(T
∗kM) = N0,u ⊕N1,u ⊕ ...⊕Nk−2,u ⊕ Vk−1,u ⊕Wk,u.
A vector field X ∈ X (T ∗kM) and an one form ω ∈ X ∗(T ∗kM) can be
uniquely written in the form
(7.1.2)

X = XH +XV1 + ...+XVk−1 +XWk ,
ω = ωH + ωV1 + ...+ ωVk−1 + ωWk .
Clearly if h, v1, v2, ..., vk−1, wk are the projectors determined by the decom-
position (7.1.1), we have
(7.1.3)
XH = hX, XVα = vαX, (α = 1, ..., k − 1), XWk = wkX,
ωH = ω ◦ h, ωVα = ω ◦ vα, (α = 1, ..., k − 1), ωWk = ω ◦ wk.
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Definition 7.1.1 A distinguished tensor field (briefly d-tensor field) on the
manifold T ∗kM of type (r, s) is a d-tensor field T of type (r, s) on T ∗kM with
the property:
(7.1.4)
T (
1
ω, ...,
r
ω, .X
1
, ..., X
s
) = T (
1
ω
H
, ...,
1
ω
Wk
, .X
1
H , ..., XWk
s
)
∀ 1ω, ..., rω∈ X ∗(T ∗kM), ∀X
1
, ..., X
s
∈ X (T ∗kM)
For instance, every components XH , XV1 , XVk−1 , XWk of a vector field X
is a d -vector field and every component of an 1-form ωH , ωV1 , ωVk−1 , ωWk is a
d-1-form field.
In the adapted basis (
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
δ
δpi
) to the decomposition
(7.1.1) and in its dual basis (dxi, δy(1)i, ..., δy(k−1)i, δpi), given by (4.1.10) and
(4.2.2), a d-tensor field T of type (r, s) can be written in the form
(7.1.5) T (u) = T i1...irj1...js (u)
δ
δxi1
⊗ ...⊗ δ
δpjs
⊗ dxj1 ⊗ ...⊗ δpir , ∀u ∈ T ∗kM
It follows that the set {1, δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
δ
δpi
} generates the algebra
of the d-tensor fields over the ring of functions F(T ∗kM).
With respect to a local transformation of the coordinates on T ∗kM, the local
coefficients T i1...irj1...js of T are transformed by the classical rule
(7.1.6) T˜ i1...irj1...js =
∂x˜i1
∂xh1
...
∂x˜ir
∂xhr
∂xk1
∂x˜j1
...
∂xks
∂x˜js
T h1...hrk1...ks .
For instance, if f ∈ F(T ∗kM), then each set of functions δf
δxi
,
δf
δy(1)i
, ...,
δf
δy(k−1)i
, (i = 1, ..., n) is a d-covector field, and
δf
δpi
is a d-vector field.
7.2 N-Linear Connections
The N -linear connections, for k = 2, were studied in chapter 10, of the book
[115]. Their definition for k ≥ 2 is as follows:
Definition 7.2.1 A linear connection D on the manifold T ∗kM is called an
N -linear connection if:
(1) D preserves by parallelism the distributions N0, N1, ..., Nk−2, Vk−1,Wk.
(2) The k − 1 tangent structure J is absolutely parallel with respect to D.
(3) The presymplectic structure θ is absolutely parallel with respect D.
Directly from the definition we can establish, without difficulties the follow-
ing characterization of an N -linear connection
Linear Connection on the Manifold T ∗kM 123
Theorem 7.2.1 A linear connection D is an N -linear connection on the man-
ifold T ∗kM if and only if:
(1) D preserves by parallelism the distributions N0, N1, ..., Nk−2, Vk−1 and
Wk.
(2)
(7.2.1)
DX(JY
H) = J(DXY
H), DX(JY
Vα) = J(DXY
Vα),
(α = 1, ..., k − 1)
DX(JY
Wk) = J(DXY
Wk), ∀X,Y ∈ X(T ∗kM).
(3)
(7.2.2) Dθ = 0.
We remark that the equalitiesDX(JY
Vk−1) = J(DXY
Vk−1) andDX(JY
Wk) =
J(DXY
Wk) are trivial, since J(Y Vk−1) = 0, and J(Y Wk) = 0.
We obtain also
Theorem 7.2.2 For any N - linear connection D we have
(7.2.3) DXh = DXvα = DXwk = 0, (α = 1, ..., k − 1),
(7.2.4) DXP = 0, DXF = 0.
Indeed, from (DXh)(Y ) = DX(hY )− hDXY if Y = Y H we obtain
(DXh)(Y
H) = DXY
H − hDXY H = 0
and for Y = Y Vα ,
(DXh)(Y
Vα) = DX(hY
Vα)− hDXY Vα = 0.
Also (DXh)(Y
Wk) = 0. That means (DXh)(Y ) = 0, ∀Y ∈ χ((T ∗kM). Similarly,
we prove the other equalities (7.2.3).
Now, taking into account the formula (6.6.2), we deduce DXP = 0. The last
equality (7.2.4) can be proved by the formula (DXF)(Y ) = DXF(Y )−F(DXY ),
using the local expression of DXY (see the section 5, from this chapter).
Let us consider the vector field X written in the form (7.1.2). From the
linearity of the operator DXY with respect to X we deduce
(7.2.5) DXY = DXHY +DXV1Y + ...+DXVk−1Y +DXWkY.
Here appears (k + 1) new operators of derivation in the d−tensor algebra,
defined by
(7.2.6) DHX = DXH , D
V1
X = DXV1 , ..., D
Vk−1
X = DXVk−1 , D
Wk
X = DXWk .
These operators are not covariant derivations in the d-tensor algebra, since
DHXf = X
Hf 6= Xf,DVαX f = XVαf 6= Xf, (α = 1, ..., k),
DWkX f = X
Wkf 6= Xf.
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However, they have similar properties with the covariant derivatives.
¿From (7.2.5) and (7.2.6) we deduce
(7.2.7) DXY = D
H
XY +D
V1
X Y + ...+D
Vk−1
X V +D
Wk
X Y.
By means of Theorem 7.2.2, we have:
Theorem 7.2.3 The operators DHX , D
V1
X , ..., D
Vk−1
X and D
Wk
X have the following
properties:
1) Each operator DHX , D
V1
X , ..., D
Vk−1
X and D
Wk
X maps a vector field that be-
longs to one of the distributions N0, N1, ..., Nk−2, Vk−1 and Wk into a vector
field that belongs to the same distribution,
2) DHXf = X
Hf, DVαX f = X
Vαf, (α = 1, ..., k), DWkX f = X
Wkf,
3) DHX (fY ) = X
H(fY ) + fDHXY, D
Vα
X (fY ) = X
Vα(fY ) + fDVαX Y,
(α = 1, ..., k − 1), DWkX (fY ) = XWk(fY ) + fDWkX Y,
4) DHX (Y + Z) = D
H
XY +D
H
XZ, D
Vα
X (Y + Z) = D
Vα
X Y +D
Vα
X Z,
(α = 1, ..., k − 1), DWkX (Y + Z) = DWkX Y +DWkX Z,
5) DHX+Y = D
H
X +D
H
Y , D
Vα
X+Y = D
Vα
X +D
Vα
Y , (α = 1, ...k − 1),
DWkX+Y = D
Wk
X +D
Wk
Y ,
6) DHfX = fD
H
X ;D
Vα
fX = fD
Vα
Y , (α = 1, ..., k − 1), DWkfX = fDWkY ,
7) DHX (JY ) = JD
H
XY, D
Vα
X (JY ) = JD
Vα
X Y, (α = 1, ..., k − 1)
DWkX (JY ) = JD
Wk
X Y,
8) DHXθ = 0, D
Vα
X θ = 0, (α = 1, ..., k − 1), DWkX θ = 0.
9) For any open set U ⊂ T ∗kM the following properties hold:
(DHXY )|U = D
H
X|U
Y|U , (D
Vα
X Y )|U = D
Vα
X|U
Y|U , (α = 1, ..., k − 1),
(DWkX Y ) |U = DWkX|U Y|U .
The proof of this theorem can be done by the classical methods, [115].
The operators DHX , D
Vα
X , D
Wk
X will be called the operators of h- , vα- and wk-
covariant derivation.
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The action of these operators over the 1-form fields ω are given by
(7.2.8)
(DHXω)(Y ) = X
Hω(Y )− ω(DHXY ),
(DVαX ω)(Y ) = X
Vαω(Y )− ω(DVαX Y ), (α = 1, ...k − 1),
(DWkX ω)(Y ) = X
Wkω(Y )− ω(DWkX Y ).
Of course, the action of the operators DHX , D
Vα
X , D
Wk
X can be extended to
any tensor fields, particularly to any d-tensor field on T ∗kM.
For instance, if the d-tensor T verifies (7.1.4) we have
(7.2.9)
(DHXT )(
1
ω
H
, ...,
1
ω
Wk
, .XH
1
, ..., XWk
s
) = XHT (
1
ω
H
, ...,
1
ω
Wk
, X
1
H , ..., XWk
s
)
−T (DHX
1
ω
H
, ...,
1
ω
Wk
, XH
1
, ..., XWk
s
)− ...−
−T (
1
ωH , ...,
r
ωWk , .XH
1
, ..., DHXX
Wk
s
).
Now, let us consider a parametrized smooth curve γ : t ∈ I → γ(t) ∈ T˜ ∗kM
having the image in a domain of local chart.
Its tangent vector field
·
γ=
dγ
dt
is uniquely written in the form
(7.2.10)
·
γ=
·
γ
H
+
·
γ
V1
+...+
·
γ
Vk−1
+
·
γ
Wk
.
If the curve γ is analytically given by (6.3.2), then
·
γ, in the adapted basis
is given by (6.3.20”), (6.3.21). The horizontal curves are defined by Theorem
6.3.2 and the autoparallel curves of the nonlinear connection N are given by the
equations (6.3.22) in the conditions
y(1)i =
dxi
dt
, ..., y(k−1)i =
1
(k − 1)!
dk−1xi
dtk−1
.
A vector field Y (γ(t)), along curve γ has the covariant derivative
(7.2.11) D ·
γ
Y = DH·
γ
Y +DV1
·
γ
Y + ...+D
Vk−1
·
γ
Y +DWk
·
γ
Y.
The vector field Y (γ(t)) is parallel along curve γ if
(7.2.12) D ·
γ
Y = 0.
The curve γ is autoparallel with respect to the N - linear connection D if
D ·
γ
·
γ= 0. This equation is equivalent to
(7.2.13) DH·
γ
·
γ +DV1·
γ
·
γ +...+D
Vk−1
·
γ
·
γ +DWk·
γ
·
γ= 0
In a next section we shall express this equation in an adapted basis.
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7.3 The Torsion and Curvature of an N-Linear
Connection
The torsion tensor field T of an N -linear connection D is expressed as usually
by
(7.3.1) T(X,Y ) = DXY −DYX − [X,Y ], ∀X,Y ∈ X (T ∗kM).
T can by characterized by the vector fields
T(XH , Y H) = hT(XH , Y H) + v1T(X
H , Y H) + ...+ vk−1T(X
H , Y H) +
+ wkT(X
H , Y H),
T(XH , Y Vα) = hT(XH , Y Vα) + v1T(X
H , Y Vα) + ...+ vk−1T(X
H , Y Vα) +
+ wkT(X
H , Y Vα),
(7.3.2)
T(XH , Y Wk) = hT(XH , Y Wk) + v1T(X
H , YWk) + ...+
+ vk−1T(X
H , YWk) + wkT(X
H , Y Wk),
T(XVα , Y Vβ ) = hT(XVα , Y Vβ ) + v1T(X
Vα , Y Vβ ) + ...+ vk−1T(X
Vα , Y Vβ ) +
+ wkT(X
Vα , Y Vβ ),
α ≤ β;α, β = 1, 2, ..., k − 1,
T(XVα , Y Wk) = hT(XVα , YWk) + v1T(X
Vα , YWk) + ...+ vk−1T(X
Vα , Y Wk) +
+ wkT(X
Vα , Y Wk),
T(XWk , Y Wk) = hT(XWk , Y Wk) + v1T(X
Wk , YWk) + ...+
+vk−1T(X
Wk , YWk) + wkT(X
Wk , YWk).
Since D preserves by parallelism the distributions N0, N1, ..., Nk−2, Vk−1 and
Wk we deduce
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Proposition 7.3.1 The following properties of the torsion T of the N -linear
connection D hold:
(7.3.3) hT (XVk−1, Y Vk−1) = 0, hT (XWk , XWk) = 0.
Indeed, the distributions Vk−1 andWk being integrable, the equations (7.3.3)
are verified.
Now, using the formula (7.3.1), we can write the expression of T(X,Y ) in
the form
(7.3.4) T(X,Y ) = hT(X,Y ) + v1T(X,Y ) + ...+ vk−1T(X,Y ) + wkT(X,Y ),
taking into account the components of X and Y from the decomposition (7.1.2).
The curvature of the N -linear connection D is given by
(7.3.5) R(X,Y )Z = (DXDY −DYDX)Z −D[X,Y ]Z, ∀X,Y, Z ∈ X (T ∗kM)
Taking into account the decomposition of vector fields X,Y, Z in the form
(7.1.2) we can write the curvature R in a similar manner as the torsion T.
The definition 7.2.1 allows to prove, without difficulties
Proposition 7.3.2 The following properties hold:
(7.3.5a) J(R(X,Y )Z) = R(X,Y )JZ; DXθ = 0.
Consequently, we have
Theorem 7.3.1 The curvature R has the properties:
1◦ The essential components of R are
(7.3.6) R(X,Y )ZH ,R(X,Y )ZVα , (α = 1, ...k − 1),R(X,Y )ZWk .
2◦ The vector field R(X,Y )ZH belongs to the horizontal distribution N =
N0.
3◦ The vector field R(X,Y )ZVα , (α = 1, ...k − 1) belongs to the distribution
Nα.
4◦ The vector field R(X,Y )ZWk belongs to the distribution Wk.
5◦ The following equations hold:
(7.3.7)
vα{R(X,Y )ZH} = 0, (α = 1, ...k − 1), wk{R (X,Y )ZH} = 0,
vα{R(X,Y )ZVβ} = 0, (α 6= β;α, β = 1, ...k − 1),
vα{R (X,Y )ZWk} = 0,
h{R(X,Y )ZVα} = 0, (α = 1, ...k − 1), h{R (X,Y )ZWk} = 0.
Of course we can express the d-tensor of curvature by means of the
operators DHX , D
Vα
X , D
Wk
X . They will be written in the adapted basis in a next
section.
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Proposition 7.3.3 The Ricci identities of the N -linear connection D are:
[DX , DY ]Z
H = R(X,Y )ZH +D[X,Y ]Z
H ,
(7.3.8) [DX , DY ]Z
Vα = R(X,Y )ZVα +D[X,Y ]Z
Vα , (α = 1, ..., k − 1),
[DX , DY ]Z
Wk = R(X,Y )ZWk +D[X,Y ]Z
Wk .
Let us consider the Liouville vector fields
1
Γ, ...,
k−1
Γ and C∗ from Theorem
4.2.1 and let us apply the previous Proposition.
Theorem 7.3.2 For any N -linear connection D the following identities hold:
(7.3.9)
[DX , DY ]
α
Γ= R(X,Y )
α
Γ +D[X,Y ]
α
Γ, (α = 1, ..., k − 1),
[DX , DY ]C
∗ = R(X,Y )C∗ +D[X,Y ]C
∗.
Using the considerations from this chapter we can establish the Bianchi
identities of an N -linear connection D, by means of the operators DHX , D
Vα
X ,
DWkX taking into account the classical identities
(7.3.10)
∑
(X,Y,Z)
{(DXT)(Y, Z)− R(X,Y )Z + T(T(X,Y ), Z)} = 0,
∑
(X,Y,Z)
{(DXR)(U, Y, Z)− R(T(X,Y ), Z)U} = 0,
where
∑
(X,Y,Z)
means the cyclic sum.
7.4 The Coefficients of a N-Linear Connection
A N -linear connection D is characterized by its coefficients in the adapted basis
(
δ
δxi
,
δ
δy(α)i
,
δ
δpi
). As we shall see these coefficients obey particular rules of
transformations with respect to the change of local coordinates on the manifold
T ∗kM.
Taking into account Theorem 7.2.1 we can prove:
Theorem 7.4.1 We have:
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1◦ An N -linear connection D can be uniquely represented in the adapted
basis in the following form:
(7.4.1)
D δ
δxj
δ
δxi
= Hsij
δ
δxs
;D δ
δxj
δ
δy(α)i
= Hsij
δ
δy(α)s
, (α = 1, ...k − 1);
D δ
δxj
δ
δpi
= −Hisj
δ
δps
;
D δ
δy(α)j
δ
δxi
= Csij
(α)
δ
δxs
;D δ
δy(α)j
δ
δy(β)i
= Csij
(α)
δ
δy(β)s
, (α, β = 1, ...k − 1);
D δ
δy(α)j
δ
δpi
= Cisj
(α)
δ
δps
;
D δ
δpj
δ
δxi
= Cjsi
δ
δxs
;D δ
δpj
δ
δy(α)i
= Cjsi
δ
δy(α)s
, (α = 1, ...k − 1);
D δ
δpi
δ
δpj
= −Cijs
δ
δps
.
2◦ With respect to the transformation (4.1.2), the coefficients Hijk obey the
rule of transformation
(7.4.2) H˜irs
∂x˜r
∂xj
∂x˜s
∂xh
=
∂x˜i
∂xr
Hrjh −
∂2x˜i
∂xj∂xh
3◦ The system of functions Cijh,
(α)
C
jh
i , (α = 1, ..., k − 1) are d-tensor fields of
type (1,2) and (2,1), respectively.
Proof : According to the definition 2.1, we can write
D δ
δxj
δ
δxi
= Hsij
(0)
δ
δxs
;D δ
δxj
δ
δy(1)i
= Hsij
(1)
δ
δy(1)s
, ...,
D δ
δxj
δ
δy(k−1)i
= Hsij
(k−1)
δ
δy(k−1)s
;D δ
δxj
δ
δpi
= Hijs
(k)
δ
δps
;
Applying the mapping J and looking to (4.3.1) and to Theorem 7.2.3, we
obtain
D δ
δxj
(J
δ
δxi
) = J(Hsij
(0)
δ
δxs
), D δ
δxj
(J
δ
δy(1)i
) = J(Hsij
(1)
δ
δy(1)s
), ...,
D δ
δxj
(J
δ
δy(k−2)i
) = J( Hsij
(k−1)
δ
δy(k−1)s
).
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Consequently,
Hsij
(1)
= Hsij
(0)
, Hsij
(2)
= Hsij
(1)
, ..., Hsij
(k−1)
= Hsij
(k−2)
and, from D δ
δxj
θ = 0, we have Hsij
(0)
= Hsij
(k)
. It follows that the formulae of the
first line of (7.4.1) are valid. Similarly we prove the other equalities of (7.4.1).
By a direct calculus we prove that 2◦ and 3◦ from this theorem hold. q.e.d
The systems of functions
(7.4.3) DΓ(N) = {Hijh, Cijh
(α)
, C
jh
i }, (α = 1, ..., k − 1)
is the system of coefficients of the N -linear connection D in the adapted basis.
The converse of the previous theorem holds,too.
Theorem 7.4.2 If the system of functions (7.4.3) are apriori given over every
domain of a local chart on the manifold T ∗kM, having the rule of transforma-
tion mentioned in the previous theorem, then there exists an unique N -linear
connection D whose local coefficients are just the system of given functions.
Corollary 7.4.1 The following formulae hold:
(7.4.4)
D δ
δxj
dxi = −Hijsdxs;D δ
δxj
δy(α)i = −Hijsδy(α)s, (α = 1, ...k − 1);
D δ
δxj
δpi = H
s
ijδps,
D δ
δy(α)j
dxi = −Cijs
(α)
dxs;D δ
δy(α)j
δy(β)i = −Hijsδy(β)s, (α, β = 1, ...k − 1);
D δ
δy(α)j
δpi = C
s
ij
(α)
δps;
D δ
δpj
dxi = −Cijs dxs;D δ
δpj
δy(α)i = Cijs δy
(α)s, (α = 1, ...k − 1);
D δ
δpj
δpi = C
js
i δps.
Indeed, the formula (7.4.1) and the conditions of duality between the vector
fields from the adapted basis and its dual 1-form basis lead to the formula
(7.4.4).
7.5 The h-, vα- and wk-Covariant Derivatives in
Local Adapted Basis
In the adapted basis a tensor field T can be written in the form (7.1.5):
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(7.5.1) T = T i1...irj1...js
δ
δxi1
⊗ ...⊗ δ
δpjs
⊗ dxj1 ⊗ ...⊗ δpir .
Applying the operator of covariant derivation DX for X = X
H = X i
δ
δxi
and taking into account the formulae (7.4.1), (7.4.4) and the properties of the
operator DHXT = X
iDH
δ
δxj
T, expressed in Theorem 7.2.3, we deduce
(7.5.2) DHXT = X
mT i1...irj1...js|m
δ
δxi1
⊗ ...⊗ δ
δpjs
⊗ dxj1 ⊗ ...⊗ δpir ,
where
(7.5.2a)
T i1...irj1...js|m =
δT i1...irj1...js
δxm
+ T hi2...irj1...js H
i1
hm + ...+ T
i1...h
j1...js
Hirhm−
−T i1...irh...js Hhj1m − ...− T i1...irj1...h Hhjsm.
The operator ”|” is called the h-covariant derivative with respect to DΓ(N).
Now, we put X = XVα = X i
δ
δy(α)i
, (α = 1, ..., k). From (7.5.1) we deduce
(7.5.3)
DVαX T = X
mT i1...irj1...js
(α)
|m δ
δxi1
⊗ ...⊗ δ
δpjs
⊗ dxj1 ⊗ ...⊗ δpir
α = 1, ..., k − 1.
where
(7.5.3a)
T i1...irj1...js
(α)
|m=
δT i1...irj1...js
δy(α)m
+ T hi2...irj1...js C
i1
hm
(α)
+ ...+ T i1...hj1...jsC
ir
hm
(α)
−
−T i1...irh...js Chj1m
(α)
− ...− T i1...irj1...h Chjsm
(α)
, (α = 1, ..., k − 1) .
The operator
(α)
| is called the vα -covariant derivative with respect toDΓ(N).
Finally, taking X = XWk = Xi
δ
δpi
, then DWkX T has the form:
(7.5.4) DWkX T = XmT
i1...ir
j1...js
|m δ
δxi1
⊗ ...⊗ δ
δpjs
⊗ dxj1 ⊗ ...⊗ δpir ,
where
(7.5.4a)
T i1...irj1...js |m =
δT i1...irj1...js
δpm
+ T hi2...irj1...js C
i1m
h + ...+ T
i1...h
j1...js
Cirmh −
−T i1...irh...js Chmj1 − ...− T i1...irj1...h Chmjs .
It is not hard to prove
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Proposition 7.5.1 The following properties hold:
T i1...irj1...js|m, T
i1...ir
j1...js
(α)
|m , T i1...irj1...js |m, (α = 1, ..., k − 1)
are d-tensor fields. The first two are of type (r, s+1) and the last one is of type
(r + 1, s).
As an application, the d-tensor field gij has the h-, vα- and wk- covariant
derivatives with respect to the N -linear connection with the coefficients DΓ(N),
given by:
(7.5.5)

gij|k =
δgij
δxm
−Hhimghj −Hhjmgih,
gij
(α)
| m=
δgij
δy(α)m
− Chim
(α)
ghj − Chjm
(α)
gih, (α = 1, .., k − 1),
gij |m = δgij
δpm
− Chmi ghj − Chmj gih.
In a next chapter we shall determine the coefficients DΓ (N) from the con-
ditions that gij is covariant constant with respect D.
Proposition 7.5.2 The operators | ,
(α)
| and | have the properties:
1◦ f|m =
δf
δxm
, f
(α)
| m=
δf
δy(α)m
, (α = 1, ..., k − 1) , f |m = δf
δpm
2◦ These operators are distributive with respect to the addition of the d-tensor
of the same type.
3◦ They commute with the operation of contraction
4◦ They verify the Leibniz rule to the tensor product.
As an application we study the (
(α)
z ) -deflection tensor of DΓ (N) . They are
defined by:
(7.5.6)
(α)
Dij=
(α)
zi|j ,
(αβ)
Dij =
(α)
zi
(β)
| j , (α, β = 1, ..., k − 1),
(α)
Dij=
(α)
zi |j ,
where
(α)
zi , (α = 1, ..., k − 1) are the Liouville d-vector fields.
Evidently, they have the following expressions
(7.5.6a)
(α)
Dij=
δ
(α)
zi
δxj
+
(α)
zm Himj ,
(αβ)
Dij =
δ
(α)
zi
δy(β)j
+
(α)
zm Cimj
(β)
,
(α)
Dij=
δ
(α)
zi
δpj
+
(α)
zm Cijm.
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Similarly, we introduce the (p)-deflection tensors by
(7.5.7) ∆ij = pi|j ,
(α)
6 δij= pi
(α)
|j , 6 δji = pi|j .
We deduce:
∆ij = −phHhij ,
(α)
6 δij= −phChij
(α)
, 6 δji = δji − phChji .
The deflection tensors will be used in some important identities determined
by the Ricci identities, applied to the Liouville d-tensor fields
(α)
zi , and to the
d-covector pi.
Some remarks :
1◦ In the adapted basis we can prove the equation
DXF = 0, ∀X ∈ X(T ∗kM)
2◦ A Berwald connection is an N -linear connection D with the
coefficients
(7.5.8) BΓ (N) = (Bijk, 0, ..., 0, 0)
where Bijh has the same rule of transformation as H
i
jh from (7.4.2) and is de-
termined by the nonlinear connection N .
We have:
Theorem 7.5.1 Any nonlinear connection N, with the coefficients
(N ij
(1)
, ..., N ij
(k−1)
, Nij) determines the following Berwald connections:
(7.5.9) BΓ (N) = (
·
∂i Nij , 0, ..., 0, 0)
(7.5.9a) B
(1)
Γ (N) = (
δN ij
(1)
δy(1)h
, 0, ..., 0, 0)
Proof : The first one is given by the last formula (7.1.6) applying the deriva-
tion
·
∂˜i=
∂x˜i
∂xs
·
∂s and (7.5.9’) is obtained from the first formula (7.1.6), applying
the derivation
δ
δy˜(1)h
=
∂xm
∂x˜h
δ
δy(1)m
. q.e.d.
If the base manifoldM is paracompact, then the manifold T ∗kM is paracom-
pact, too. Consequently, on T ∗kM there exist nonlinear connections. Therefore,
we have:
Theorem 7.5.2 If the base manifold M is paracompact, then on the manifold
T ∗kM there exist N -linear connections D.
Indeed, on T ∗kM there exist nonlinear connectionsN.Applying the Theorem
7.5.1 the conclusion follows. Q.E.D.
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7.6 Ricci Identities. Local Expressions of d-Tensor
of Curvature and Torsion. Bianchi Identi-
ties.
Let D be an N -linear connection with the local coefficients
(7.6.1) DΓ (N) = (Hijh, C
i
jh
(1)
, ..., Cijh
(k−1)
, C
jh
i )
The Ricci identities for a d-vector field X i can be deduced from the formulae
(7.3.8) written in the adapted basis. But we can obtain them by a straighforward
calculus.
Theorem 7.6.1 For any N -linear connection D and any d-vector field X i the
following Ricci formulae hold:
(7.6.21)
X i|j|h −X i|h|j = XmRim jh −X i|mTmjh − {X i
(1)
|m Rmjh
(01)
+ ...+
+X i
(k−1)
|m Rmjh
(0,k−1)
+X i|mRmjh
(0)
},
(7.6.22)
(α)
X i|j|h −
(α)
X i|h|j= Xm P im jh
(α)
−X i|mCmjh
(α)
− {X i
(1)
|m Rmjh
(01)
+X i
(α)
|m Hmjh}−
−{X i
(1)
|m Bmjh
(α,1)
+ ...+X i
(k−1)
|m Bmjh
(α,k−1)
+X i|mBmjh
(α)
},
(7.6.23)
X i|j |h −X i|h|j = XmP i hm j −X i|mCmhj −X i|mH hmj −
−
{
X i
(1)
| m B
(1)
mh
j + · · ·+X i
(k−1)
| m B
(k−1)
mh
j +X
i|mB
(0)
h
mj
}
,
(7.6.24)
X i
(α)
| j
(β)
| h −X i
(β)
| h
(α)
| j= Xm S
(αβ)
i
m jh −X i
(α)
| m C
(β)
m
jh +X
i
(β)
| m C
(α)
m
hj−
−
{
X i
(1)
| m
(1)
C
(αβ)
m
jh + · · ·+X i
(k−1)
| m
(k−1)
C
(αβ)
m
jh +X
i|m B
(αβ)
mjh
}
,
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(7.6.25)
X i
(α)
| j |h −X i|h
(α)
| j= Xm S
(α)
i h
m j −X i|m C
(α)
h
mj +X
i
(α)
| m C mhj −
−
{
X i
(1)
| m C
(α1)
mh
j + · · ·+X i
(k−1)
| m C
(α,k−1)
mh
j +X
i|m C
(α)
h
mj
}
,
(7.6.26) X
i|j |h −X i|h|j = XmS ijhm +X i|mSjhm ,
where all terms in R
(0α)
i
jh , R
(0)
mjh, B
(αβ)
i
jh, B
(α)
ijh, B
(0)
h
mj are known from the Lie
brackets (6.5.1).
The coefficients DΓ(N) are given in (7.6.1). Supplementary we put:
(7.6.3) T ijh = H
i
jh −Hihj , S jhi = Cjhi − Chji .
Here Rimjh, ..., are called d-tensor of curvature of D and they have the expres-
sions:
(7.6.4)
R im jh =
δHimj
δxh
− δH
i
mh
δxj
+HsmjH
i
sh −HsmhHisj + C
(1)
i
ms R
(01)
s
jh +
+ · · ·+ C
(k−1)
i
ms R
(0,k−1)
s
jh + C
is
mR
(0)
sjh,
P
(α)
i
m jh =
δHimj
δy(α)h
−
δ C
(α)
i
mh
δxj
+Hsmj C
(α)
i
sh − C
(α)
s
mhH
i
sj + C
(1)
i
ms B
(α1)
s
jh+
+ · · ·+ C
(k−1)
i
ms B
(α,k−1)
s
jh + C
is
m B
(α)
sjh,
P i hm j =
δHimj
δph
− δC
ih
m
δxj
+HsmjC
ih
s − Cshm Hisj + C
(1)
i
msB
(1)
sh
j +
+ · · ·+ C
(k−1)
i
ms B
(k−1)
sh
j + C
is
mB
(0)
h
s j .
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and
(7.6.5)
S
(αβ)
i
m jh =
δ C
(α)
i
mj
δy(β)h
−
δ C
(β)
i
mh
δy(α)j
+ C
(α)
s
mj C
(β)
i
sh − C
(β)
s
mh C
(α)
i
sj + C
(1)
i
ms
(1)
C
(αβ)
s
jh+
+ · · ·+ C
(k−1)
i
ms
(k−1)
C
(αβ)
s
jh + C
is
m B
(αβ)
sjh, (α ≤ β, α, β = 1, ..., k − 1)
S
(α)
i h
m j =
δ C
(α)
i
mj
δph
− δC
ih
m
δy(α)j
+ C
(α)
s
mjC
ih
s − Csmh C
(α)
i
sj + C
(1)
i
ms C
(α1)
sh
j +
+ · · ·+ C
(k−1)
i
ms C
(α,k−1)
i
sj + C
is
m C
(α)
h
sj ,
S ijhm =
δCijm
δph
− δC
ih
m
δpj
+ CsjmC
ih
s − Cshm Cijs .
As usually, we extend the Ricci identities (7.6.2) for any d-tensor field T i1...irj1...js .
For instance, if gij(x, y(1), ..., y(k−1), p) is a d-tensor field, the Ricci identities
of gij , with respect to the N -linear connection DΓ(N), are:
(7.6.6)
g
ij
|h|m − gij|m|h = gsjR is hm − gisR js hm − gij|sT shm − {gij
(1)
| s R
(01)
s
hm+
+ · · ·+ gij
(k−1)
| s R
(0,k−1)
s
hm + g
ij |sR
(0)
shm},
....................
gij |h|m − gij |m|h = gsjS ihms + gisS jhms + gij |sS hms .
In particular if DΓ(N) satisfies the supplementary conditions:
(7.6.7) gij|h = 0, g
ij
(α)
| h= 0, gij |h = 0, (α = 1, ..., k − 1),
then the Ricci identities (7.6.6) give us:
(7.6.8)
gsjR is hm + g
isR
j
s hm = 0,
gsj P
(α)
i
s hm + g
is P
(α)
j
s hm = 0,
........................................,
gsjS ihms + g
isS jhms = 0.
Some important identities are obtained applying the Ricci identities to the
d -covector pi and to the Liouville vector fields z
(α)i, (α = 1, ..., k − 1).
Linear Connection on the Manifold T ∗kM 137
Theorem 7.6.2 Any N -linear connection DΓ(N) satisfies the following iden-
tities:
(7.6.9)
∆ij|h −∆ih|j = −psR si jh −∆isT sjh−
−
{
(1)
6 δ is R
(01)
s
jh + · · ·+
(k−1)
6 δ is R
(0,k−1)
s
jh+ 6 δsi R
(0)
sjh
}
,
∆ij
(α)
| h −
(α)
6 δ ih|j = −ps P
(α)
s
i jh −∆is C
(α)
s
jh−
(α)
6 δ isHsjh−
−
{
(1)
6 δ is B
(α1)
s
jh + · · ·+
(k−1)
6 δ is B
(α,k−1)
s
jh+ 6 δsi B
(α)
sjh
}
,
∆ij |h− 6 δ hi |j = −psP s hi j −∆isCshj − 6 δsiHhsj−
−
{
(1)
6 δ is B
(1)
sh
j + · · ·+
(k−1)
6 δ is B
(k−1)
sh
j + 6 δsi B
(0)
h
sj
}
,
(α)
6 δ ij
(β)
| h −
(β)
6 δ ih
(α)
| j = −ps S
(αβ)
s
i jh−
(α)
6 δ is C
(β)
s
jh−
(β)
6 δ is C
(α)
s
hj−
−
{
(1)
6 δ is
(1)
C
(αβ)
s
jh + · · ·+
(k−1)
6 δ is
(k−1)
C
(αβ)
s
jh+ 6 δsi B
(αβ)
sjh
}
,
(α)
6 δ ij |h− 6 δhi
(β)
| j = −ps S
(α)
s h
i j − 6 δsi C
(α)
h
s j−
(α)
6 δ isCshj −
−
{
(1)
6 δ is C
(α1)
sh
j + · · ·+
(k−1)
6 δ is C
(α,k−1)
sh
j+ 6 δsi C
(α)
h
sj
}
,
6 δ ji |h− 6 δ hi |j = −psS sjhi + 6 δsiSjhs .
The similar identities are obtained applying the Ricci identities to the Liou-
ville vector fields z(α)i.
Theorem 7.6.3 Any N -linear connection DΓ(N) satisfies the following iden-
tities, obtained from (7.6.2) for X i = z(α)i:
(7.6.10)
(α)
D ij|h−
(α)
D ih|j = z
(α)sR is jh−
(α)
D isT
s
jh−
− {
(α1)
D isR
(0)
s
jh + · · ·+
(α,k−1)
D is R
(0,k−1)
s
jh+
(α)
D isR
(0)
sjh},
..................... ... .......................................................................................
(α)
D ij |h−
(α)
D ih|j = z(α)sS ijhs −
(α)
6 δ isS jhs , (α = 1, ..., k − 1).
Evidently, the whole theory from the present section is simplified if DΓ(N) =
BΓ(N)=(Bijh, 0, ..., 0, 0) is a Berwald connection, takingX
i
||j =
δX i
δxj
+XhBihj ,
X i
(α)
|| j=
δX i
δy(α)j
, X i||j = δX
i
δpj
, ’||’, ’
(α)
|| ’ and ’||’ being the h−, vα− and wk-
covariant derivatives with respect to BΓ(N).
The Bianchi identities for the N -linear connection DΓ(N) can be obtained
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using the methods described above. Namely, applying the Ricci identities to
d-tensor field X i|j we obtain:(
X i|j
)
|h|m −
(
X i|j
)
|m|h = X
r
|jR
i
r hm −X i|rRij hm −X i|rT rhm−(
X i|j
(1)
| r R
(01)
r
hm + · · ·+X i|j
(k−1)
| r R
(0,k−1)
r
hm +X
i
|j|r R
(01)
rhm
)
.
If we cyclically permute the indices j, h, m and add the identitiessuch ob-
tained we determine a first set of Bianchi identities:
(7.6.11)
S
(jhm)
{
R ij hm − T ijh|m − T ijrT rhm +
k−1∑
α=1
C
(α)
i
jr R
(0α)
r
hm + C
ir
j R
(0)
rhm
}
= 0,
S
(jhm)
{
Ris jh|m +R
i
s jrT
r
hm −
k−1∑
α=1
P
(α)
i
s jr R
(0α)
r
hm − P i rs j R
(0)
rhm
}
= 0,
S
(jhm)
{
R
(0α)
i
jh|m − R
(0α)
i
jrT
r
hm + P
(α)
is
jr R
(0α)
r
hm + B
(α)
ir
j R
(0)
rhm
}
= 0,
S
(jhm)
{
R
(0)
sjh|m − R
(0)
sjrT
r
hm +
k−1∑
α=1
B
(α)
sjr R
(0α)
r
hm + P
(0)
r
sjR
(0)
rhm
}
= 0.
(7.6.12) P
(α)
i
jr
= Hijr + B
(α)
i
jr , (α = 1, ..., k − 1).
In a similar way we have the second set of Bianchi identities:
(7.6.13)
S
(jhm)
{
S ijhs |m − S ijrs S hmr
}
= 0,
S
(ihm)
{
S ihms − S ihs |m − S irs S hmr
}
= 0,
where S
(jhm)
is the cyclic sum.
Similarly, we can get the other Bianchi identities.
7.7 Parallelism of the Vector Fields on the Man-
ifold T ∗kM
Consider a N -linear connection D on the manifold T ∗kM with the coefficients
DΓ(N)=(Hijh, C
(α)
i
jh, C
jh
i ), (α = 1, ..., k − 1) in the adapted basis(
δ
δxi
,
δ
δy(α)i
,
δ
δpi
)
.
A smooth curve γ : I → T ∗kM having the image in a domain of a local chart
is given by
(7.7.1) xi = xi(t), y(α)i = y(α)i(t), pi = pi(t), (α = 1, ..., k − 1), t ∈ I.
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The tangent vector field
·
γ=
dγ
dt
can be written by means of (7.2.10), in the
form:
(7.7.2)
·
γ=
dxi
dt
δ
δxi
+
δy(1)i
dt
δ
δy(1)i
+ · · ·+ δy
(k−1)i
dt
δ
δy(k−1)i
+
δpi
dt
∂
∂pi
where, from (6.3.2),
(7.7.3)
δy(1)i
dt
=
dy(1)i
dt
+M
(1)
i
j
dxj
dt
,
.........................................
δy(k−1)i
dt
=
dy(k−1)i
dt
+M
(1)
i
j
dy(k−2)j
dt
+ · · ·+ M
(k−2)
i
j
dy(1)j
dt
+ M
(k−1)
i
j
dxj
dt
,
δpi
dt
=
dpi
dt
−Nji dx
j
dt
.
Let us denote
(7.7.4) D ·
γ
X =
DX
dt
, DX =
DX
dt
dt, ∀X ∈ X (T ∗kM).
DX is called the covariant differential of the vector field X and
DX
dt
is the
covariant differential of X along curve γ.
If X is written in the form
(7.7.4a)
X = XH +XV1 + · · ·+XVk−1 +XWk =
=
(0)i
X
δ
δxi
+
(1)i
X
δ
δy(1)i
+ · · ·+
(k−1)i
X
δ
δy(k−1)i
+Xi
δ
δpi
and
·
γ from (7.7.2) is
·
γ=
·
γ
H
+
·
γ
V1
+ · · ·+ ·γ
Vk−1
+
·
γ
Wk
we have
D ·
γ
= DH·
γ
+DV1·
γ
+ · · ·+DVk−1·
γ
+DWk·
γ
.
Then DX has the final form:
(7.7.5)
DX =
(
d
(0)i
X +
(0)s
X ω
i
s
)
δ
δxi
+
(
d
(1)i
X +
(1)s
X ω
i
s
)
δ
δy(1)i
+ · · ·+
+
(
d
(k−1)i
X +
(k−1)s
X ωis
)
δ
δy(k−1)i
+ (dXi −Xsωsi )
δ
δpi
,
where
(7.7.6) ωij = H
i
jsdx
s + C
(1)
i
jsδy
(1)s + · · ·+ C
(k−1)
i
jsδy
(k−1)s + Cisj δps.
The differential forms ωij are called the 1 -forms connection of the connection
D.
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Putting
(7.7.7)
ωij
dt
= Hijs
dxs
dt
+ C
(1)
i
js
δy(1)s
dt
+ · · ·+ C
(k−1)
i
js
δy(k−1)s
dt
+ Cisj
δps
dt
.
the covariant differential
DX
dt
along curve γ is
(7.7.8)
DX
dt
=
d (0)iX
dt
+
(0)s
X
ωis
dt
 δ
δxi
+
d (1)iX
dt
+
(1)s
X
ωis
dt
 δ
δy(1)i
+ · · ·+
+
d (k−1)iX
dt
+
(k−1)s
X
ωis
dt
 δ
δy(k−1)i
+
(
dXi
dt
−Xsω
s
i
dt
)
δ
δpi
.
The theory of the parallelism of vector fields along curve γ, presented in
the chapter 10, section 7 of the book [115], in the case k = 2, can be extended
without difficulties for k > 2.
Consequently, we define the notion of parallelism of a vector field X(γ(t))
along curve γ, by the differential equation
DX
dt
= 0. We obtain:
Theorem 7.7.1 The vector field X, given by (7.7.4’) is parallel along the
parametrized curve γ, with respect to the N -linear connection D, if and only
if its components
(0)i
X ,
(α)i
X , Xi (α = 1, ..., k− 1) are solutions of the differential
equations
(7.7.9)
d
(0)i
X
dt
+
(0)s
X
ωis
dt
= 0,
d
(α)i
X
dt
+
(α)s
X
ωis
dt
= 0, (α = 1, ..., k − 1),
dXi
dt
−Xsω
s
i
dt
= 0.
By means of the formula (7.7.8), the proof of the previous theorem is imme-
diate.
The vector field X ∈ X(T ∗kM) is called absolute parallel with respect to
the N -linear connection D if the equation DX = 0 holds for any curve γ. This
equations DX = 0, ∀γ is equivalent to the integrability of the following system
of Pffaf equations
(7.7.10)
d
(0)i
X +
(0)s
X ω
i
s = 0, d
(α)i
X +
(α)s
X ω
i
s = 0, (α = 1, ..., k − 1), dXi −Xsωsi = 0.
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But the previous system is equivalent to
(7.7.10a)
(0)i
X |j=
(α)i
X|j= 0, (α = 1, ..., k − 1), Xi|j = 0,
(0)i
X
(β)
| j=
(α)i
X
(β)
| j= 0, (α = 1, ..., k − 1), Xi
(β)
| j= 0, (β = 1, ..., k − 1),
(0)i
X |j =
(α)i
X |j = 0, (α = 1, ..., k − 1), Xi|j = 0,
which must be integrable.
Using the Ricci identities (7.6.2) the system (7.7.10’) is integrable if and
only if the coordinates (
(0)i
X ,
(α)i
X , Xi) of the vector field X satisfy the following
equations:
(7.7.11)
(α)s
X R is jh = 0,
(α)s
X P
(β)
i
s jh = 0,
(α)s
X P i hs j = 0,
(α)s
X S
(βγ)
i
s jh = 0,
(α)s
X S
(β)
i h
s j = 0,
(α)s
X S ijhs = 0, (α = 0, 1, ..., k − 1;β, γ = 1, ..., k − 1)
and
(7.7.11a)
XsR is jh = 0, Xs P
(β)
s
i jh = 0, XsP
s h
i j = 0, Xs S
(βγ)
s
i jh = 0,
XsS
s h
i j = 0, XsS
sjh
i = 0, (β, γ = 1, ..., k − 1).
The manifold T ∗kM is called with absolute parallelism of vectors, with respect
to D if any vector field on T ∗kM is absolute parallel.
In this case the systems of equations (7.7.11), (7.7.11’) are verified for any
vector field X with the coefficients (
(0)i
X ,
(α)i
X , Xi) in the adapted cobasis.
We obtain:
Theorem 7.7.2 The manifold T ∗kM is with absolute parallelism of vectors,
with respect to the N -linear connection D if and only if all curvature d-tensors
of D vanish, i.e.
R im jh = 0, P
(α)
i
m jh = 0, P
i h
m j = 0, S
(αβ)
i
m jh = 0, S
(α)
i h
m j =
0, S ijhm = 0, α, β = 1, ..., k − 1.
The previous theory can be applied to investigate the autoparallel curves
with respect to a N -linear connection D.
The parametrized curve γ : t ∈ I → γ(t) ∈ T ∗kM , is an autoparellel curve
with respect to D if D ·
γ
·
γ= 0.
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By means of (7.7.2), (7.7.8) we obtain
(7.7.12)
D ·
γ
·
γ=
D
·
γ
dt
=
=
(
d2xi
dt2
+
dxs
dt
ωis
dt
)
δ
δxi
+
(
d
dt
δy(1)i
dt
+
δy(1)s
dt
ωis
dt
)
δ
δy(1)i
+ · · ·+
+
(
d
dt
δy(k−1)i
dt
+
δy(k−1)s
dt
ωis
dt
)
δ
δy(k−1)i
+
(
d
dt
δpi
dt
− δps
dt
ωsi
dt
)
δ
δpi
.
Theorem 7.7.3 A smooth parametrized curve γ, (7.7.1) is an autoparallel
curve with respect to the N -linear connection D if and only if the functions
xi(t), y(α)i(t), pi(t), (α = 1, ..., k − 1), t ∈ I verify the following system of
differential equations:
(7.7.13)

d2xi
dt2
+
dxs
dt
ωis
dt
= 0,
d
dt
δy(α)i
dt
+
δy(α)s
dt
ωis
dt
= 0, (α = 1, ..., k − 1),
d
dt
δpi
dt
− δps
dt
ωsi
dt
= 0.
Of course, the theorem of existence and uniqueness for the autoparallel
curves can be formulated taking into account the system of differential equations
(7.7.13).
We recall that γ is an horizontal curve if
·
γ=
·
γ
H
. The horizontal curves are
characterized by
(7.7.14) xi = xi(t),
δy(α)i
dt
= 0, (α = 1, ..., k − 1), δpi
dt
= 0.
Definition 7.7.1 A horizontal path of an N -linear connection D is an hori-
zontal autoparallel curve γ, with respect to D.
So, a horizontal path γ is characterized by D ·
γ
H
·
γ
H
= 0. Taking into account
(7.7.13) we get:
Theorem 7.7.4 The horizontal paths of an N -linear connection D are charac-
terized by the system of differential equations
(7.7.15)
d2xi
dt2
+Hijh
dxj
dt
dxh
dt
= 0,
δy(α)i
dt
= 0, (α = 1, ..., k − 1), δpi
dt
= 0.
Indeed, (7.7.14) implies
ωij
dt
= Hijh
dxh
dt
. But (7.7.13) gives us the mentioned
equations (7.7.15).
Linear Connection on the Manifold T ∗kM 143
A parametrized curve γ : I → T ∗kM is called vα-vertical at the point x0 ∈M
if
·
γ=
·
γ
Vα
. It is analytically given by
xi = xi0, y
(α)i = y(α)i(t), y(β)i(t) = 0, β 6= α, pi = 0, t ∈ I.
A vα-vertical path γ, with respect to D is defined by D ·
γ
Vα
·
γ
Vα
= 0.
In this case, the equations (7.7.13) are as follows
(7.7.16)
dxi
dt
= 0,
dy(β)i
dt
= 0, (β 6= α), dpi
dt
= 0 and
d
dt
δy(α)i
dt
+ C
(α)
i
sj
dy(α)s
dt
dy(α)j
dt
= 0
Similarly, a wk-vertical curve γ at the point x0 ∈ M is defined by the
condition
·
γ=
·
γ
Wk
. Analytically it is expressed by
xi = xi0, y
(α)i = y(α)i(t) = 0, (α = 1, ..., k − 1), pi = pi(t), t ∈ I.
A wk-path γ, with respect to D has the property D ·
γ
Wk
·
γ
Wk
= 0.
The wk-paths, with respect to the N -linear connection D are characterized
by
(7.7.17)
dxi
dt
=
dy(1)i
dt
= · · · = dy
(k−1)i
dt
= 0,
d2pi
dt2
− Cjmi (x0, 0, ..., 0, p)
dpj
dt
dpm
dt
= 0.
In the case when D is a Berwald N -linear connection the previous theory is
a simple one.
7.8 Structure Equations of a N-Linear Connec-
tion
Let us consider a N -linear connection D with the coefficients DΓ(N) in the
adapted basis
(
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
δ
δpi
)
.
It is not difficult to prove:
Lemma 7.8.1 10 Each of the following object fields
d(dxi)−dxm∧ωim; d(δy(α)i)−δy(α)m∧ωim, (α = 1, ..., k−1); d(δpi)+δpm∧ωmi
is a d-vector field, except the last one which is a d-covector field.
20 The geometrical object field
dωij − ωmj ∧ ωim
is a d-tensor field of type (1, 1).
144 THE GEOMETRY OF HIGHER-ORDER HAMILTON SPACES
Using this lemma we obtain a fundamental result in the geometry of the manifold
T ∗kM and implicitly in the geometry of higher order Hamilton spaces.
Theorem 7.8.1 For any N -linear connection D with the coefficients
DΓ(N) =
(
Hijh, C
(1)
i
jh
, ..., C
(k−1)
i
jh
, C
jh
i
)
the following structure equations hold:
(7.8.1)
d(δxi)− dxm ∧ ωim = −
(0)
Ωi,
d(δy(α)i)− dy(α)m ∧ ωim = −
(α)
Ωi , (α = 1, ..., k − 1),
d(δpi) + δpm ∧ ωmi = −Ωi
and
(7.8.2) dωij − ωmj ∧ ωim = −Ωij ,
where
(0)
Ωi,
(1)
Ωi,
(k−1)
Ωi and Ωi are the 2-forms of torsion
(7.8.3)
(0)
Ωi = dxj ∧
{
1
2
T ijmdx
m +
k−1∑
α=1
C
(α)
i
jmδy
(α)m + Cimj δpm
}
,
(α)
Ωi = dxj ∧ P
(α0)
i
j +
k−1∑
γ=1
δy(γ)j ∧ P
(αγ)
i
j+
+ δy(α)j ∧
{
Hijmdx
m +
k−1∑
γ=1
C
(γ)
i
jmδy
(γ)m + Cimj δpm
}
, (α = 1, ..., k − 1)
Ωi = dx
j ∧
{
1
2
R
(0)
ijmdx
m +
k−1∑
γ=1
B
(γ)
ijmδy
(γ)m + B
(0)
m
ij δpm
}
−
− δpj ∧
{
H
j
imdx
m +
k−1∑
γ=1
C
(γ)
j
imδy
(γ)m + Cjmi δpm
}
,
P
(α0)
i
j, ..., P
(α,k−1)
i
j being given by (5.4.8) and where Ω
i
j are the 2-forms of
curvature:
(7.8.4)
Ωij =
1
2
R ij hmdx
h ∧ dxm +
k−1∑
γ=1
P
(γ)
i
j hmdx
h ∧ δy(γ)m+
+ P i mj h dx
h ∧ δpm+
k−1∑
α≤β
k−1∑
β=1
S
(αβ)
i
j hmδy
(α)h ∧ δy(β)m+
+
k−1∑
γ=1
S
(γ)
i m
j h δy
(γ)h ∧ δpm + 1
2
S
jhm
i δph ∧ δpm.
Indeed, by means of the exterior differential dδy(α)i from (7.4.7), (7.4.8) and
ωij from (7.7.6) we get the formulas (7.8.3) and (7.8.4).
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These formulas have a very simple form in the case of Berwald connection,
where C
(α)
i
jh = 0, C
ih
j = 0.
The structure equations will be used in a theory of submanifold of the Hamil-
ton spaces, studied in chapter 9.
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Chapter 8
Hamilton Spaces of Order
k ≥ 1
The Hamilton spaces of order 1 and 2 were investigated in the chapter 5 and 12
of the book [115]. In the present chapter we study the natural extension of this
notion to order k ≥ 1.
A Hamilton space of order k is a pair H(k)n = (M,H(x, y(1), ..., y(k−1), p))
in which M is a real n -dimensional manifold and H : T ∗kM → R is a regular
Hamiltonian function on the manifold T ∗kM = T (k−1)M ×M T ∗M .
The geometry of the spacesH(k)n can be developed step by step following the
same ideas as in the cases k = 1 or k = 2 and using the geometrical theory of the
manifold T ∗kM described in the last three chapters. Of course, T ∗kM being the
dual of T kM , the geometry of the Hamilton spaces of order k, H(k)n = (M,H),
appears as dual of the geometry of Lagrange spaces of order k, L(k)n = (M,L),
via a Legendre mapping.
Therefore, in this chapter we study the notion of Hamilton space H(k)n =
(M,H), the canonical presymplectic structure and canonical Poisson structure,
Legendre mappings, the nonlinear connection and canonical metrical connection.
We end with the Riemannian almost contact model of this space.
8.1 The Spaces H(k)n
Let us consider the dual bundle (T ∗kM,pi∗k,M). The local coordinates of a
point u = (x, y(1), ..., y(k−1), p), u ∈ T ∗kM , will
be denoted as usually by (xi, y(1)i, ..., y(k−1)i, pi); (x
i) being the coordinates
of the particle x, y(1)i, ..., y(k−1)i are seen as the coordinates of the accelerations
of order 1, ..., k − 1, respectively and pi are the momenta. The coordinate
transformations on T ∗kM are given by (4.1.2), (4.1.3).
On the manifold T ∗kM there are the vertical distributions Vk−1 ⊂ Vk−2 ⊂
· · · ⊂ V1 ⊂ V and a vertical distribution Wk such that Vu = V1,u ⊕ Wk,u,
∀u ∈ T ∗kM .
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Also, on the manifold T ∗kM there exist the Liouville vector fields
(1)
Γ , ...,
(k−1)
Γ and the Hamilton vector field C∗, linearly independent, expressed by
(8.1.1)

(1)
Γ= y(1)i
∂
∂y(k−1)i
,
(2)
Γ= y(1)i
∂
∂y(k−2)i
+ 2y(2)i
∂
∂y(k−1)i
,
.........................................................
(k−1)
Γ = y(1)i
∂
∂y(1)i
+ 2y(2)i
∂
∂y(2)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−1)i
.
and
(8.1.1a) C∗ = pi
∂
∂pi
.
Theorem 4.2.1 stipulates that these vector fields are globally defined on the
total space of the dual bundle.
The function
(8.1.2) ϕ = piy
(1)i
is a scalar function on T ∗kM .
A Hamiltonian is a scalar function H : (x, y(1), ..., y(k−1), p) ∈ T ∗kM →
H(x, y(1), ..., y(k−1), p) ∈ R. ’Scalar’ means that H does not depend on the
changing of coordinates on T ∗kM .
As we know, the Hamiltonian H is differentiable if it is differentiable on the
manifold T˜ ∗kM = T ∗kM \ {0} (where 0 is the null section of the projection
pi∗k) and H is continuous on the null section. Evidently,
T˜ ∗kM =
{
(x, y(1), ..., y(k−1), p) ∈ T ∗kM |y(1), ..., y(k−1), p are not all null
}
.
The null section 0 : M → T ∗kM , having the property pi∗k ◦ 0 = 1M can be
identified with the manifold M .
Definition 8.1.1 A regular Hamiltonian H : T ∗kM → R is a differentiable
Hamiltonian whose Hessian with respect to the momenta pi, with the entries:
(8.1.3) gij(x, y(1), ..., y(k−1), p) =
1
2
∂2H
∂pi∂pj
is nondegenerate on the manifold T˜ ∗kM .
Of course, gij from (8.1.3) is a d-tensor field, contravariant of order 2, sym-
metric.
Hamilton Spaces of Order k ≥ 1 149
The condition of regularity is expressed by
(8.1.3a) rank||gij || = n, on T˜ ∗kM.
If the base manifold M is paracompact, then the manifold T ∗kM is para-
compact, too and on T ∗kM there exist regular Hamiltonians.
The d-tensor field gij being nonsingular on T˜ ∗kM there exists a d-tensor
field gij covariant of order 2, symmetric, uniquely determined, at every point
u ∈ T˜ ∗kM , by
(8.1.4) gijg
jk = δki .
Definition 8.1.2 An Hamilton space of order k is a pair
H(k)n = (M,H(x, y(1), ..., y(k−1), p)), whereM is a real n -dimensional manifold
and H is a differentiable regular Hamiltonian having the property that the d-
tensor field gij has a constant signature on T˜ ∗kM .
As usually, H is called the fundamental function and gij the fundamental
tensor of the space H(k)n.
In the case when the fundamental tensor gij is positively defined, then the
condition of regularity (8.1.3’) is verified.
Theorem 8.1.1 Assuming that the base manifold M is paracompact, then there
exists on T˜ ∗kM a regular Hamiltonian H such that the pair (M,H) is a Hamil-
ton space of order k.
Proof: Let F (k−1)n = (M,F (x, y(1), ..., y(k−1))) be a Finsler space of or-
der k − 1 on the manifold T k−1M , where T k−1M = pi∗kk−1(T ∗kM), having
γij(x, y
(1), ..., y(k−1)) as fundamental tensor. The manifold M being paracom-
pact, the space F (k−1)n exists.
Then, the function
H(x, y(1), ..., y(k−1), p) = αγij(x, y(1), ..., y(k−1))pipj , (α ∈ R, α > 0),
is well defined in every point (x, y(1), ..., y(k−1), p) ∈ T˜ ∗kM and it is a funda-
mental function for a Hamilton space of order k. Its fundamental tensor field is
αγij . Q.E.D.
One of the important d-tensor field derived from the fundamental function
H of the space H(k)n is:
(8.1.5) Cijh = −1
2
·
∂
h
gij = −1
4
·
∂
i ·
∂
j ·
∂
h
H,
(
·
∂
i
=
∂
∂pi
)
.
Proposition 8.1.1 We have:
10 Cijh is a totally symmetric d-tensor field;
20 Cijh vanishes if and only if the fundamental tensor gij does not depend
on the momenta pi.
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Other geometrical object fields which are entirely determined by the fun-
damental function H are the coefficients C jhi of the wk -covariant derivation,
given by
(8.1.6) C jhi = −
1
2
gis
(
·
∂
j
gsh+
·
∂
h
gjs− ·∂
s
gjh
)
.
Proposition 8.1.2 10 C jhi are the components of a d-tensor fields of type
(2, 1).
20 They depend on the fundamental function H only.
30 They are symmetric in the indices j, h.
40 The formula
C
jh
i = gisC
sjh
holds.
50 The wk-covariant derivative of the fundamental tensor g
ij, vanishes:
(8.1.7) gij |h = 0.
The proof is not difficult.
8.2 The k-Tangent Structure J and the Adjoint
k-Tangent Structure J∗
For the Hamilton space of order k, H(k)n = (M,H), the structures J and
J∗ defined on the manifold T ∗kM in the section 3, Ch.4 have some special
properties.
The k-tangent structure is the mapping:
(8.2.1)
J
(
∂
∂xi
)
=
∂
∂y(1)i
, · · · , J
(
∂
∂y(k−2)i
)
=
∂
∂y(k−1)i
,
J
(
∂
∂y(k−1)i
)
= 0, J
(
·
∂
i
)
= 0.
Locally, it is expressed by (4.3.2):
(8.2.2) J =
∂
∂y(1)i
⊗ dxi + ∂
∂y(2)i
⊗ dy(1)i + · · ·+ ∂
∂y(k−1)i
⊗ dy(k−2)i.
The main properties of J are explicitly given in Theorem 4.3.1.
Let X be a vector field on T ∗kM , locally expressed by
(8.2.3) X =
(0)i
X
∂
∂xi
+
(1)i
X
∂
∂y(1)i
+ · · ·+
(k−1)i
X
∂
∂y(k−1)i
+Xi
·
∂
i
.
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Here,
·
∂
i
=
∂
∂pi
.
Consider the following vector fields
0
X,
1
X , ...,
k−1
X
(8.2.3a)
1
X= JX,
2
X= J
2X, ...,
k−1
X = J
k−1X.
Taking into account (8.2.3), these vector fields have the form:
(8.2.4)
1
X=
(0)i
X
∂
∂y(1)i
+ · · ·+
(k−2)i
X
∂
∂y(k−1)i
,
2
X=
(0)i
X
∂
∂y(2)i
+ · · ·+
(k−3)i
X
∂
∂y(k−1)i
,
..................................................
k−1
X =
(0)i
X
∂
∂y(k−1)i
.
Now, the adjoint J∗ of J is defined by
(8.2.5) J∗(dxi) = 0, J∗(dy(1)) = dxi, ..., J∗(dy(k−1)i) = dy(k−2)i, J∗(dpi) = 0.
J∗ is the following d-tensor field of type (1, 1):
(8.2.6) J∗ = dxi ⊗ ∂
∂y(1)i
+ dy(1)i ⊗ ∂
∂y(2)i
+ · · ·+ dy(k−2)i ⊗ ∂
∂y(k−1)i
.
J∗ is an integrable structure and rank J∗ = (k − 1)n.
If ω is an 1-form field on the manifold T ∗kM and
(8.2.7) ω =
(0)
ω i dx
i + · · ·+ (k−1)ω i dy(k−1)i + ωidpi,
then by means of J∗ we obtain a number of k − 1 1-forms on T ∗kM :
(8.2.8)
1
ω= J∗ω, ...,
k−1
ω = J∗(k−1)ω.
The vertical differential operators d0, ..., dk−2 are introduced in §4.3 by
(8.2.9) d0 = J
∗(k−1)d, ..., dk−2 = J
∗d,
where d is the operator of differentiation on the manifold T ∗kM . We know
from §4.3 that these operators are the antiderivations of degree 1 in the exterior
algebra Λ(T ∗kM).
The following formula hold:
(8.2.10) d ◦ d = 0, dα ◦ dα = 0, (α = 0, 1, ..., k − 2).
We get:
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Proposition 8.2.1 For any Hamilton space of order k, H(k)n = (M,H) the
1-forms (8.2.8) of the form dH are given by
(8.2.11)
d0H =
(0)
pi dx
i,
d1H =
(1)
pi dx
i+
(0)
pi dy
(1)i,
........................................................................
dk−2H =
(k−2)
pi dx
i+
(k−3)
pi dy
(1)i + · · ·+ (0)pi dy(k−2)i.
where
(8.2.11a)
(0)
pi=
∂H
∂y(k−1)i
,
(1)
pi=
∂H
∂y(k−2)i
, ...,
(k−2)
pi =
∂H
∂y(1)i
.
Proposition 8.2.2 The following 2-forms depend only on the fundamental func-
tion H of the Hamilton space H(k)n:
(8.2.12)
dd0H = d
(0)
pi ∧dxi,
dd1H = d
(1)
pi ∧dxi + d (0)pi ∧dy(1)i,
....................................................................
ddk−2H = d
(k−2)
pi ∧dxi + · · ·+ d (0)pi ∧dy(k−2)i.
We have, also:
(8.2.13) dα ◦ dαH = 0, ∀α = 0, 1, ..., k − 2.
Clearly, ddαH = 0, α = 0, ..., k − 2 are closed 2-forms.
As we know, the operator
(8.2.14) dk−1 =
∂
∂xi
dxi +
∂
∂y(1)i
dy(1)i + · · ·+ ∂
∂y(k−1)i
dy(k−1)i
is not a vertical differentiation.
Proposition 8.2.3 We have:
10 dk−1H is not an 1-form;
20 Under a change of local coordinate on T ∗kM we have
dk−1H = dk−1H˜ +
·˜
∂
j
H˜
∂p˜j
∂xi
dxi;
30 J∗ ◦ dk−1 = dk−2.
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8.3 The Canonical Poisson Structure of the Hamil-
ton Space H(k)n
Consider a Hamilton space H(k)n = (M,H). As we know from the section 4
ch.4 on the manifold T ∗kM there exists a canonical Poisson structure {, }k−1.
Besides this natural Poisson structure on the submanifold Σ0 of T
∗kM there
exist a remarkable Poisson structure of the space H(k)n = (M,H).
Let (T ∗kM,pi∗, T ∗M) be the bundle introduced in §1, ch.4. The projec-
tion pi∗ is given by pi∗(x, y(1), ..., y(k−1), p) = (x, p). The canonical section
σ0 : (x, p) ∈ T ∗M → (x, 0, ..., 0, p) ∈ T ∗kM has the image Σ0 = Im σ0, a
submanifold of the manifold T ∗kM . The canonical presymplectic structure
θ = dpi ∧ dxi has its restriction θ0 to Σ0, given by θ0 = dpi ∧ dxi in ev-
ery point (x, p) ∈ Σ0. The equations of the submanifold Σ0 being y(α)i = 0,
(α = 1, ..., k − 1), then (xi, pi) are the coordinate of the points (x, p) ∈ Σ0.
Theorem 8.3.1 The pair (Σ0, θ0) is a symplectic manifold.
Proof: Indeed, θ0 = dpi ∧ dxi is a closed 2-form and rank ||θ0|| = 2n =
dimΣ0. Q.E.D.
In a point u = (x, p) ∈ Σ0 the tangent space TuΣ0 has the natural basis(
∂
∂xi
,
∂
∂pi
)
u
, (i = 1, ..., n) and natural cobasis
(
dxi, dpi
)
u
.
Let us consider F(Σ0)-module X (Σ0) of vector fields and F(Σ0)-module
X ∗(Σ0) of covector fields on the submanifold Σ0.
The following F(Σ0)-linear mapping
Sθ0 : X (Σ0)→ X ∗(Σ0) defined by
(8.3.4) Sθ0(X) = iXθ0, ∀X ∈ X (Σ0)
gives us
(8.3.4a) Sθ0
(
∂
∂xi
)
= −dpi, Sθ0
(
∂
∂pi
)
= dxi.
These equalities have as a consequence:
Proposition 8.3.1 The mapping Sθ0 is an isomorphism.
The Hamilton spaceH(k)n = (M,H), allows to consider the restrictionH0 of
the fundamental function H to the submanifold Σ0, H0(x, p) = H(x, 0, ..., 0, p).
Therefore the pair (M,H0(x, p)) is a classical Hamilton space (cf. [115]) with
fundamental tensor field
gij(x, 0, ..., 0, p) =
1
2
·
∂
i ·
∂
j
H0.
By means of the last proposition it follows:
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Proposition 8.3.2 10 There exists a unique vector field XH0 ∈ X (Σ0) such
that
Sθ0(XH0) = iXH0 θ0 = −dH0.
20 XH0 is given by
(8.3.5) XH0 =
∂H0
∂pi
∂
∂xi
− ∂H0
∂xi
∂
∂pi
.
Theorem 8.3.2 The integral curves of the vector field XH0 are given by the
Σ0-canonical equations
(8.3.6)
dxi
dt
=
∂H0
∂pi
,
dpi
dt
= −∂H0
∂xi
, y(α)i = 0, (α = 1, ..., k − 1).
For two functions f , g ∈ F(Σ0), let Xf and Xg be the corresponding Hamil-
ton vector fields given by
iXf θ0 = −df, iXgθ0 = −dg.
Theorem 8.3.3 The following formula holds
(8.3.7) {f, g}0 = θ0(Xf , Xg), ∀f, g ∈ F(Σ0)
Proof : We have
θ(Xf , Xg) = (iXf θ0)(Xg) = Sθ0(Xf )(Xg) = −df(Xg) = −Xgf =
=
(
∂f
∂xi
∂g
∂pi
− ∂f
∂pi
∂g
∂xi
)
= {f, g}0 . Q.E.D.
Remark 10 The previous theory can be extended to the other Poisson struc-
tures {, }α , (α = 1, ..., k − 1) (cf. [4]).
20 The triple
(
T ∗kM,H(x, y(1), ..., y(k−1), p), θ
)
is an Hamiltonian system in
which θ is a presymplectic structure. Therefore we can apply Gotay’s method
(cf. M. de Leon and Gotay, [115]) taking into account and the considerations
from the previous section, §8.2.
The equations (8.3.6) are particular. For a Hamilton space H(k)n = (M,H),
the integral of action, (see Ch.5):
I(c) =
∫ 1
0
[pi
dxi
dt
− 1
2
H(x,
dx
dt
, ...,
1
(k − 1)!
dk−1
dtk−1
, p)]dt
leads, via the variational problem, to the fundamental equations of the space
H(k)n, i.e. the Hamilton-Jacobi equations
(8.3.8)
dxi
dt
=
1
2
∂H
∂pi
,
dpi
dt
= −1
2
[
∂H
∂xi
− d
dt
∂H
∂y(1)i
+ · · ·+ (−1)k−1 d
k−1
dtk−1
∂H
∂y(k−1)i
].
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The energies of order k-1, Ek−1(H) of the considered space has the expression
Ek−1(H) = Ik−1(H)− 1
2!
d
dt
Ik−2(H) + · · ·+ (−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1(H)−H
and we have:
Theorem 8.3.4 For a Hamilton space H(k)n = (M,H) the energy of order
k − 1, Ek−1(H) is constant along every solution curve of the Hamilton-Jacobi
equations.
8.4 Legendre Mapping Determined by a Lagrange
Space L(k)n = (M,L)
Let L(k)n = (M,L(x, y(1), ..., y(k))) be a Lagrange space of order k. It determines
a local diffeomorphism ϕ : T˜ kM → T˜ ∗kM which preserves the fibres. The
mapping ϕ transforms the canonical k-semispray S, (1.2.5), of L(k)n in the
dual k-semispray Sξ, where ξ = ϕ
−1 and determines a nonlinear connection
N∗ on T ∗kM . But ϕ does not transform the regular Lagrangian L in a regular
Hamiltonian, in the case k > 1. We need some supplementary geometrical object
fields for getting a regular Hamiltonian H from the fundamental function L of
the space L(k)n. In this section we investigate the above mentioned problems.
A point (x, y(1), ..., y(k)) of the manifold T kM will be denoted by
(y(0), y(1), ..., y(k)) and its coordinates by (y(0)i, ..., y(k)i).
The fundamental tensor of the space L(k)n = (M,L(y(0), ..., y(k))) will be
given by
(8.4.1) aij =
1
2
∂2L
∂y(k)i∂y(k)j
.
Proposition 8.4.1 The mapping ϕ : u = (y(0), y(1), ..., y(k)) ∈ T˜ kM → u∗ =
(x, y(1), ..., y(k−1), p) ∈ T˜ ∗kM given by
(8.4.2)

xi = y(0)i, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
pi =
1
2
∂L
∂y(k)i
.
is a local diffeomorphism, which preserves the fibres.
Proof: The mapping ϕ is differentiable on the manifold T˜ kM and its Jaco-
bian has the determinant equal to det ||aij || 6= 0. Of course, pik(y(0), ..., y(k)) =
pi∗k ◦ ϕ(y(0), ..., y(k)) = y(0).
The diffeomorphism ϕ is called the Legendre mapping (or Legendre transfor-
mation).
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We denote
(8.4.2a) pi =
1
2
∂L
∂y(k)i
= ϕi(y
(0), y(1), ..., y(k)).
Clearly, ϕi is a d-covector field on T˜ kM .
The local inverse diffeomorphism ξ = ϕ−1 : T˜ ∗kM → T˜ kM is expressed by
(8.4.3)
{
y(0)i = xi, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
y(k)i = ξi(x, y(1), ..., y(k−1), p).
With respect to a change of local coordinates on the manifold T ∗kM , ξi is
transformed exactly as the variables y(k)i from the formulas (1.1.2).
The mappings ϕ and ξ satisfy the conditions
ξ ◦ ϕ = 1∧
U
, ϕ ◦ ξ = 1∨
U
,
∧
U= (pi
∗k)−1(U),
∨
U= (pi
k)−1(U), U ⊂M.
Therefore we have the following identities
(8.4.4)
aij(y
(0), ..., y(k)) =
∂ϕi
∂y(k)j
; aij(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p)) =
∂ξi
∂pj
and
(8.4.5)
∂ϕi
∂xj
= −ais ∂ξ
s
∂xj
;
∂ϕi
∂y(α)j
= −ais ∂ξ
s
∂y(α)j
, (α = 1, ..., k − 1); ∂ϕi
∂y(k)j
= aij ;
∂ξi
∂xj
= −ais ∂ϕs
∂xj
;
∂ξi
∂y(α)j
= −ais ∂ϕs
∂y(α)j
, (α = 1, ..., k − 1); ∂ξ
i
∂pj
= aij .
The differential dϕ of the mapping ϕ, ϕ∗ : Tu(T
kM)→ Tϕ(u)(T ∗kM) in the
natural basis is expressed by
(8.4.6)
ϕ∗
(
∂
∂y(0)i
|u
)
=
∂
∂xi
|u∗ + ∂ϕm
∂xi
∂
∂pm
|u∗ , u∗ = ϕ(u)
ϕ∗
(
∂
∂y(α)i
|u
)
=
∂
∂y(α)i
|u∗ + ∂ϕm
∂y(α)i
∂
∂pm
|u∗ , (α = 1, ..., k − 1),
ϕ∗
(
∂
∂y(k)i
|u
)
= aim
∂
∂pm
|u∗ .
Theorem 8.4.1 The Legendre mapping ϕ : T kM → T ∗kM transforms the
canonical k-semispray S of the Lagrange space L(k)n
(8.4.7)
S = y(1)i
∂
∂y(0)i
+2y(2)i
∂
∂y(1)i
+· · ·+ky(k)i ∂
∂y(k−1)i
−(k+1)Gi(y(0), ..., y(k)) ∂
∂y(k)i
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in the dual k-semispray S∗ξ on T
∗kM :
(8.4.8)
S∗ξ = y
(1)i ∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−2)i
+
+kξi(x, y(1), ..., y(k−1), p)
∂
∂y(k−1)
+ ηi(x, y
(1), ..., y(k−1), p)
∂
∂pi
,
with the coefficients ξi from (8.4.3) and
(8.4.9)
ηi = −ais
(
∂ξs
∂xr
y(1)r + · · ·+ (k − 1) ∂ξ
s
∂y(k−1)r
ξr +
+ (k + 1)Gs(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p))
)
Proof : If X ∈ X (T˜ kM) have the local expression
X = X(0)i
∂
∂y(0)i
+X(1)i
∂
∂y(1)i
+ · · ·+X(k)i ∂
∂y(k)i
in every point u ∈ T˜ kM ,
then
X∗ = (ϕ∗X) (u
∗) = X(0)i(u∗)ϕ∗
∂
∂xi
+ · · ·+X(k)i(u∗)ϕ∗ ∂
∂y(k)i
=
= X(0)i(u∗)
∂
∂xi
|u∗ + · · ·+X(k−1)i(u∗) ∂
∂y(k−1)i
|u∗+
+
(
X(0)m(u∗)
∂ϕi
∂xm
+ · · ·+X(k−1)m(u∗) ∂ϕi
∂y(k−1)m
)
∂
∂pi
|u∗+
+X(k)m(u∗)ami(u
∗)
∂
∂pi
|u∗ in the points u∗ = ϕ(u).
Consequently, S∗ξ = ϕ∗S holds.
Now, applying Theorem 5.3.1 we obtain without difficulties:
Theorem 8.4.2 The Legendre mapping ϕ : T kM → T ∗kM determined by a
Lagrange space of order k, L(k)n, transforms the canonical k -semispray S in
the dual k-semispray S∗ξ with the coefficients ξ
i, ηi. S
∗
ξ determines locally a
nonlinear connection N∗ on T ∗kM with dual coefficients:
(8.4.10) M
(1)
∗ i
j = −
∂ξi
∂y(1)j
, ..., M∗
(k−1)
i
j = −
∂ξi
∂y(k−1)j
and
(8.4.10a) N∗ij =
δηi
δy(1)j
,
where the operators
δ
δy(1)i
are obtained by means of the coefficients, (8.4.10).
We may ask wether by means of the Legendre mapping ϕ we can transfer the
fundamental function L of the Lagrange space L(k)n to a fundamental function
H of a Hamilton space of order k, H(k), like in the classical case of k = 1.
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Remarking that the energy of order k, Ekc (L) of the space L(k)n is not a regular
Lagrangian on T kM , the Legendre transformation ϕ cannot apply Ekc (L) in a
regular Hamiltonian on T ∗kM . Therefore it is necessary to look for another way
to solve this problem.
Let us consider a fixed nonlinear connection
◦
N on the submanifold T k−1M
in T kM . The dual coefficients of
◦
N are denoted by
◦
M
(1)
i
j(x, y
(1), ..., y(k−1)), ...,
◦
M
(k−1)
i
j(x, y
(1), ..., y(k−1)). It is not difficult (cf. (1.4.7)) to prove that
(8.4.11) kz(k)i = ky(k)i + (k − 1)
◦
M
(1)
i
my
(k−1)m + · · ·+
◦
M
(k−1)
i
my
(1)m
is a d-vector field at every point u = (x, y(1), ..., y(k)).
The Legendre mapping
ϕ : u ∈ T kM → u∗ ∈ T ∗kM,u∗ = (x, y(1), ..., y(k−1), p) transform z(k)i
in a d-vector field
∨
z
(k)i
at u∗, given by
(8.4.12) k
∨
z
(k)i
= kξi + (k − 1)
◦
M
(1)
i
my
(k−1)m + · · ·+
◦
M
(k−1)
i
my
(1)m
Let us consider the following Hamiltonian
(8.4.13)
H(x, y(1), ..., y(k−1), p) = 2pi
∨
z
(k)i
−L(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p)).
Clearly, H is a differentiable Hamiltonian function on T ∗kM .
Theorem 8.4.3 The Hamiltonian function H, (8.4.13), is the fundamental
function of a Hamilton space of order k, H(k)n and its fundamental tensor field
is
(8.4.14)
gij(x, y(1), ..., y(k−1), p) = aij(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p)),
aij being the fundamental tensor field of the Lagrange space of order k, L
(k)n =
(M,L).
Proof: From (8.4.13) we have
1
2
·
∂
j
H =
∨
z
(k)j
+pm
·
∂
j∨
z
(k)m
−1
2
∂L
∂y(k)m
·
∂
j
ξ(k)m =
=
∨
z
(k)j
+pm
·
∂
j∨
z
(k)m
−pm
·
∂
j∨
z
(k)m
=
∨
z
(k)j
.
Consequently,
gij(x, y(1), ..., y(k−1), p) =
1
2
·
∂
i ·
∂
j
H =
1
2
·
∂
i∨
z
(k)j
=
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=
1
2
·
∂
i
ξ(k)j = aij(x, y(1), ..., y(k−1), ξ).
It follows that H is a regular Hamiltonian and its fundamental tensor gij
has a constant signature on T ∗kM . Q.E.D.
The Hamilton space of order k, H(k)n = (M,H) is called the dual of the
Lagrange space of order k, L(k)n = (M,L).
Remarks. All geometrical object fields of the space H(k)n, which are de-
rived from the fundamental tensor field gij do not depend on the apriori fixed
nonlinear connection
◦
N . Consequently, the geometry of the Hamilton space
H(k)n = (M,H) can be constructed by means of the dual k-semispray S∗ξ and
the fundamental tensor field gij from (8.4.14).
8.5 Legendre Mapping Determined by a Hamil-
ton Space of Order k
Let us consider a converse for the previous problem: being given a Hamilton
space of order k, H(k)n = (M,H(x, y(1), ..., y(k−1), p)) let us determine its dual
like a Lagrange space of order k, L(k)n = (M,L(x, y(1), ..., y(k))).
In this case, we start from the space H(k)n and try to determine the local
diffeomorphism in the form of ϕ−1 from (8.4.3). But y(k)i is not a vector field
on T kM and we can not define it only by the d-vector field
·
∂
i
H . As in the
previous section we assume that a nonlinear connection
◦
N on the submanifold
T k−1M in T kM is apriori fixed. The dual coefficients of
◦
N being
◦
M
(1)
i
j , ...,
◦
M
(k−1)
i
j they are functions of the points (x, y
(1), ..., y(k−1)) from T k−1M .
Then the d-vector field z(k)i, given by (8.4.11) on T kM can be considered.
The mapping
∗
ξ: u∗ = (x, y(1), ..., y(k−1), p) ∈ T ∗kM → u = (y(0), y(1), ..., y(k−1), y(k)) ∈
T kM , defined as follows:
(8.5.1)
y(0)i = xi, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
y(k)i =
∗
ξ
i
(x, y(1), ..., y(k−1), p),
where
∗
ξ
i
is expressed from the formula:
(8.5.2)
k
∗
ξ
i
(x, y(1), ..., y(k−1), p) + (k − 1)
◦
M
(1)
i
m
(x, y(1), ..., y(k−1))y(k−1)m+
+ · · ·+
◦
M
(k−1)
i
m
(x, y(1), ..., y(k−1))y(1)m =
k
2
·
∂
i
H.
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Theorem 8.5.1 The mapping
∗
ξ is a local diffeomorphism, which preserves the
fibres of T ∗kM and T kM .
Proof : The determinant of the Jacobian of
∗
ξ is
det ||gij(x, y(1), ..., y(k−1), p)|| 6= 0, since ·∂
j ∗
ξ
i
= gij and pi∗k = pik◦
∗
ξ. q.e.d.
The formulae (8.5.1) and (8.5.2) imply:
(8.5.3)
·
∂
i∗
ξ
j
= gij
(8.5.4) z(k)i(x, y(1), ..., y(k−1),
∗
ξ) =
1
2
·
∂
i
H(x, y(1), ..., y(k−1), p),
gij being the fundamental tensor field of space H(k)n.
The inverse mapping
∗
ϕ: u = (y(0), y(1), ..., y(k−1), y(k)) ∈ T kM → u∗ =
(x, y(1), ..., y(k−1), p) ∈ T ∗kM of the Legendre transformation
∗
ξ can be written
as follows:
(8.5.5)
xi = y(0)i, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
pi =
∗
ϕ
i
(y(0), y(1), ..., y(k−1), y(k)).
¿From here we deduce
(8.5.6)
∂
∗
ϕi
∂y(k)j
= gij(x, y
(1), ..., y(k−1),
∗
ϕ (u)),
where gij is the covariant tensor of the fundamental tensor g
ij of H(k)n.
The Legendre transformation
∗
ξ maps the regular Hamiltonian H into the
differentiable Lagrangian L =
∗
ξ (H):
(8.5.7)
L(x, y(1), ..., y(k−1), y(k)) = 2piz
(k)i −H(x, y(1), ..., y(k−1), p),
pi =
∗
ϕi (y
(0), y(1), ..., y(k−1), y(k)).
Theorem 8.5.2 The Lagrangian L from (8.5.7) is a regular one. Its funda-
mental tensor field is gij(x, y
(1), ..., y(k−1),
∗
ϕ
i
(x, y(1), ..., y(k−1), y(k))).
Indeed,
∂z(k)i
∂y(k)j
= δij implies
1
2
∂L
∂y(k)i
=
∂pm
∂y(k)i
z(k)m + pi − 1
2
·
∂
m
H
∂pm
∂y(k)i
.
Taking into account (8.5.4) it follows
(8.5.8) pi =
1
2
∂L
∂y(k)i
, pi =
∗
ϕi (x, y
(1), ..., y(k−1), y(k)).
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By means of (8.5.6) it follows
(8.5.9) aij(u) =
1
2
∂2L
∂y(k)i∂y(k)j
(u) = gij(x, y
(1), ..., y(k−1),
∗
ϕ (u)),
where u = (x, y(1), ..., y(k)) ∈ T kM . Q.E.D.
The Lagrange space of order k, L(k)n = (M,L) is called the dual of the
Hamilton space of order k.
Remarks 10 Of course, the space L(k)n = (M,L) is locally determined.
20 The relations (8.5.8) give us the geometrical meaning of the mapping
∗
ϕ,
the inverse of the bundle morphism
∗
ξ.
It follows
Theorem 8.5.3 We have the following local properties:
Consider the Legendre transformation determined by the Lagrange space of
order k, L(k)n = (M,L). Then, the dual Hamilton space of order k, H(k)n =
(M,H), L =
∗
ξ (H) is defined by the local diffeomorphism
∗
ϕ, the inverse of the
local diffeomorphism
∗
ξ and H =
∗
ϕ (L) is locally given by
(8.5.10)
H(x, y(1), ..., y(k−1), p) = 2piz
(k)(x, y(1), ..., y(k−1), y(k))−
−L(x, y(1), ..., y(k−1), y(k)),
y(k)i =
∗
ξ
i
(x, y(1), ..., y(k−1), p).
Indeed, as the Legendre transformation ϕ : T kM → T ∗kM is defined by
ϕ : (x, y(1), ..., y(k−1), y(k)) ∈ T kM → (x, y(1), ..., y(k−1), p) ∈ T ∗kM , with pi =
1
2
∂L
∂y(k)i
=
∗
ϕ (x, y(1), ..., y(k)). It follows, locally, ϕ =
∗
ϕ, and ϕ−1 =
∗
ξ. But H
from (8.5.10) is H =
∗
ϕ (L). So, locally, H =
∗
ϕ (
∗
ξ H) and L =
∗
ξ (
∗
ϕ L) .Q.E.D.
8.6 The Canonical Nonlinear Connection of the
Space H(k)n
There exists a nonlinear connection N∗ on the manifold T ∗kM , which is deter-
mined only by a Hamilton space of order k, H(k)n = (M,H).
Such a property holds in the case of Lagrange spaces of order k, L(k)n =
(M,L), (see ch. 2). Namely, L(k)n determines a canonical k -semispray S and
S allows to construct a nonlinear connection N , which depends only on the
fundamental function L (Theorem 2.5.2.). Since L(k)n defines the Legendre
mapping ϕ from (8.4.2), (8.4.2’), then ϕ−1 = ξ determines a bundle morphism
and S is transformed in a k -dual semispray S∗ξ = ϕ∗(S). Theorem 8.4.2. shows
that S∗ξ determine a nonlinear connection N
∗ on T ∗kM , which depends on the
fundamental function L of the space L(k)n.
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Considering the Hamilton space H(k)n = (M,H), the dual of L(k)n, its
fundamental function H = ϕ(L) is built locally by means of L and by an apriori
given nonlinear connection
◦
N on the submanifold T k−1M . The connection N∗
can be considered the
◦
N -canonical nonlinear connection of the space H(k)n.
Assuming now that a Hamilton space of order k, H(k)n = (M,H) is consid-
ered, we construct a bundle morphism
∗
ξ, (8.5.1), (8.5.2), by means of H and
◦
N ,
and we determine locally the Lagrange space L(k)n = (M,L) , where L =
∗
ξ (H)
is from (8.5.7). It is the dual space of H(k)n. The Legendre transformation
∗
ϕ=
∗
ξ
−1
, with
∗
ϕi=
1
2
∂L
∂y(k)i
, transforms the k-semispray S of L from (8.4.7) in
the dual k-semispray S∗ξ from (8.4.8):
(8.6.1) S∗ξ = y
(1)i ∂
∂xi
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−2)i
+ k
∗
ξ
i ∂
∂y(k−1)i
+ ηi
∂
∂pi
,
where
∗
ξ
i
is given by (8.5.2) and its coefficients are
(8.6.2)
ηi = −gis
[∂ ∗ξs
∂xr
y(1)r + · · ·+ (k − 1) ∂
∗
ξ
s
∂y(k−1)r
∗
ξ
r
+
(k + 1)Gs(x, ..., y(k−1),
∗
ξ (u∗))
]
So, we have obtained:
Theorem 8.6.1 The dual coefficients of the
◦
N -canonical nonlinear connection
N∗ of the Hamilton space of order k, H(k)n, are expressed as follows:
(8.6.3)
∗
M
(1)
i
j = −
∂
∗
ξ
i
∂y(1)j
, ...,
∗
M
(k−1)
i
j = −
∂
∗
ξ
i
∂y(k−1)j
and
(8.6.3a)
∗
N ij=
δηi
δy(1)j
,
where the operator
δ
δy(1)j
is constructed by means of the coefficients
N
(1)
i
j , ..., N
(k)
i
j given by the dual coefficients (8.6.3).
The previous theory was presented in the book [115], ch. 12, in the case
k = 2.
It is useful to prove the existence of a nonlinear connection canonically de-
termined by the fundamental function of the Hamilton space H(k)n.
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8.7 Canonical Metrical N-Linear Connection of
the Space H(k)n
For a Hamilton space of order k, H(k)n = (M,H), we consider the canonical
nonlinear connection N determined in the previous section.
We consider also the adapted basis
(
δ
δxi
,
δ
δy(1)i
, · · · , δ
δy(k−1)i
,
·
∂
i
)
and its
dual basis
(
δxi, δy(1)i, ..., δy(k−1)i, δpi
)
determined by N and by the distribution
Wk (cf. ch. 6).
We can define a N -linear connection D by its coefficients DΓ(N) = (Hijh, C
(α)
i
jh, C
jh
i ), (α = 1, 2, ..., k − 1). Therefore the h-, vα-,wk-operators of covariant
derivations with respect to D, denoted by ’|’, ’
(α)
| ’, ’|’, can be applied to the
d-tensor fields on the manifold T ∗kM .
Therefore if gij =
1
2
·
∂
i ·
∂
j
H is the fundamental tensor of the Hamilton space
H(k)n, we have
(8.7.1)
g
ij
|h =
δgij
δxh
+ gmjHimh + g
imH
j
mh,
gij
(α)
| h=
δgij
δy(α)h
+ gmj C
(α)
i
mh + g
im C
(α)
j
mh, (α = 1, ..., k − 1),
gij |h = ∂g
ij
∂ph
+ gmjCihm + g
imCjhm .
A N -linear connection DΓ(N) is called compatible with the fundamental
tensor gij of the Hamilton space of order k, H(k)n = (M,H), (or it is metrical)
if gij is covariant constant (or absolute parallel) with respect to DΓ(N), i.e.
(8.7.2) gij |h = 0, g
ij
(α)
| h= 0, gij |h = 0.
The previous equations have a geometrical meaning. Indeed, if the tensor
field gij is positively defined and ωi is a d-covector field, then
||ω||2 = gijωiωj
is a scalar field. Then, locally,
d
dt
||ω||2 = 0, along any curve γ and for any
parallel covector ωi along γ, if and only if the equations (8.7.2) hold.
As usual, we can prove:
Theorem 8.7.1 1) In a Hamilton space of order k, H(k)n = (M,H), there
exists a unique N -linear connection D, with the coefficients DΓ(N) =
= (Hijh, C
(1)
i
jh
, ..., C
(k−1)
i
jh, C
jh
i ) verifying the axioms:
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10 N is the canonical nonlinear connection of H(k)n.
20 The fundamental tensor gij is h-covariant constant:
(8.7.3) gij |h = 0.
30 gij is vα-covariant constant:
(8.7.4) gij
(α)
| h= 0, (α = 1, ..., k − 1).
40 gij is wk-covariant constant:
(8.7.4a) gij |h = 0.
50 DΓ(N) is h-torsion free:
(8.7.5) T ijh = H
i
jh −Hihj = 0.
60 DΓ(N) is vα-torsion free:
(8.7.6) S
(α)
i
jh = C
(α)
i
jh − C
(α)
i
hj = 0, (α = 1, ..., k − 1).
70 DΓ(N) is wk-torsion free:
(8.7.7) Sjhi = C
jh
i − Chji = 0.
2) The connection DΓ(N) has the coefficients given by the generalized Christof-
fel symbols:
(8.7.8)
Hijh =
1
2
gis
(
δgsh
δxj
+
δgjs
δxh
− δgjh
δxs
)
,
C
(α)
i
jh =
1
2
gis
(
δgsh
δy(α)j
+
δgjs
δy(α)h
− δgjh
δy(α)s
)
, (α = 1, ..., k − 1),
C
jh
i = −
1
2
gis
(
·
∂
j
gsh+
·
∂
h
gjs− ·∂
s
gjh
)
.
3) This connection depends only by the fundamental function H of the space
H(k)n and by the canonical nonlinear connection N .
The connectionDΓ(N) with the coefficients (8.7.8) will be denoted by CΓ(N)
and called canonical for the space H(k)n.
The canonical N -metrical connection CΓ(N) has zero torsions T ijh, S
(α)
i
jh,
S
jh
i . Of course, we can determine all N -linear metrical connections of the space
H(k)n. Therefore we consider the Obata’s operator, [115]:
(8.7.9) Ωijhm =
1
2
(
δihδ
j
m − ghmgij
)
, Ω∗ijhm =
1
2
(
δihδ
j
m + ghmg
ij
)
and prove without difficulties:
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Theorem 8.7.2 The set of all N -linear metrical connections
DΓ(N) = (H
i
jh, C
(α)
i
jh, C
jh
i ) of the space H
(k)n are expressed by
(8.7.10)
H
i
jh = H
i
jh +Ω
is
rjX
r
sh,
C
(α)
i
jh = C
(α)
i
jh +Ω
is
rj Y
(α)
r
sh, (α = 1, ..., k − 1),
C
jh
i = C
jh
i +Ω
js
rjZ
rh
s .
where CΓ(N) = (Hijh, C
(α)
i
jh, C
jh
i ) is the canonical N -metrical connection and
Xrsh, Y
r
sh and Z
rh
s are arbitrary d-tensors.
It is important to remark that a triple
(
X ijh, Y
(α)
i
jh, Z
jh
i
)
determines by
means of (8.7.10) a transformation of the N -metrical connections DΓ(N) →
DΓ(N).
The set of transformations
{
DΓ(N)→ DΓ(N)} and the composition of these
mappings is an Abelian group.
The last theorems lead to the following result:
Theorem 8.7.3 There exists an unique N -linear connection DΓ(N) =
= (H
i
jh, C
(α)
i
jh
, C
jh
i ), (α = 1, ..., k − 1), metrical with respect to the fundamental
tensor gij of the space H(k)n having as torsion the d -tensor fields T ijh (=
−T ihj), S
(α)
i
jh (= − S
(α)
i
hj), S
jh
i (= −Shji ), apriori given. The coefficients of
DΓ(N) have the following expressions:
(8.7.11)
H
i
jh =
1
2
gis
(
δgsh
δxj
+
δgjs
δxh
− δgjh
δxs
)
+
1
2
gis
(
gsmT
m
jh − gjmTmsh + ghmTmsj
)
,
C
(α)
i
jh =
1
2
gis
(
δgsh
δy(α)j
+
δgjs
δy(α)h
− δgjh
δy(α)s
)
+
1
2
gis(gsm S
(α)
m
jh − gjm S
(α)
m
sh+
+ghm S
(α)
m
sj),
C
jh
i =
1
2
gis
( ·
∂j gsh+
·
∂h gjs−
·
∂s gjh
)
− 1
2
gis
(
gsmS jhm − gjmS shm + ghmS jsm
)
.
Now, consider the canonical N -metrical connection CΓ(N) only. Then, we
can write the Ricci identities, from Theorem 6.6.1, where T ijh = 0, S
(α)
i
jh = 0,
(α = 1, ..., k − 1), Sjhi = 0. Since the metricity conditions (6.6.7) are verified it
follows:
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Proposition 8.7.1 The curvature d-tensor fields of CΓ(N) satisfy the identi-
ties (6.6.8).
Proposition 8.7.2 The tensors of deflection of the canonical N -metrical con-
nection CΓ(N) satisfy the identities (6.6.9), with T ijh = 0, S
(α)
i
jh = 0, (α =
1, ..., k − 1), S jhi = 0.
Let ωij be the 1-forms connection of CΓ(N)
(8.7.12) ωij = H
i
jsdx
s + C
(1)
i
jsδy
(1)s + · · ·+ C
(k−1)
i
jsδy
(k−1)s + Cjsi δps.
Theorem 6.7.1 is valid for CΓ(N).
In particular, Theorem 6.7.2 for CΓ(N) holds, too. Namely:
Theorem 8.7.4 The manifold T ∗kM is with absolute parallelism of vectors
with respect to the canonical N -metrical connection CΓ(N) if and only if the
curvature d-tensors of CΓ(N) vanishes.
Also, we have:
Theorem 8.7.5 A smooth parametrized curve γ, given by xi = xi(t), y(α)i =
y(α)i(t), (α = 1, ..., k− 1), pi = pi(t), t ∈ I is an autoparallel curve with respect
to CΓ(N) if and only if the equations (6.7.13), are verified, ωij being the 1-forms
connection (8.7.12).
The horizontal curves of the space H(k)n are characterized by the equations
(6.7.14).
The horizontal paths of H(k)n are expressed by the equations (6.7.15) for the
connection CΓ(N).
The vα-vertical paths of H
(k)n are characterized by (6.7.16) and wk-vertical
paths are given by (6.7.17).
The canonical N -metrical connection CΓ(N) of the Hamilton space of order
k, H(k)n = (M,H) is h-, vα- and wk-torsion free if the d-tensors of torsion
vanish:
(8.7.13)
T ijh = H
i
jh −Hihj = 0, S
(α)
i
jh = C
(α)
i
jh − C
(α)
i
hj = 0, (α = 1, ..., k − 1),
S
jh
i = C
jh
i − Chji .
Therefore, we have:
Theorem 8.7.6 The canonical N -metrical connection CΓ(N), with the coeffi-
cients (8.7.8), of the Hamilton space of order k, H(k)n, has the structure equa-
tions given by the equations (7.8.1), (7.8.2), (7.8.3) and (7.8.4) from Theorem
7.8.1, in the conditions (8.7.13) and with 1-forms ωij from (8.7.12).
The Bianchi identities of CΓ(N) can be obtained from (7.6.11), (7.6.12),
(7.6.13) by means of the conditions (8.7.13).
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8.8 The Hamilton Space H(k)n of Electrodynam-
ics
The classical Lagrangian of electrodynamics has been considered in section 5 of
chapter 2:
·
L (x, y
(1)) = mcγij(x)y
(1)iy(1)j +
2e
m
bi(x)y
(1)i
in whichm, c, e are known physical constants, γij(x) are gravitational potentials
and bi(x) are electromagnetic potentials. This can be extended to the manifold
of accelerations of order k, T kM as follows:
(8.8.1) L(x, y(1), ..., y(k)) = mcγij(x)z
(k)iz(k)j +
2e
m
bi(x)z
(k)i,
z(k)i being the Liouville d-vector field
(8.8.2) kz(k)i = ky(k)i + (k − 1)M
(1)
i
jy
(k−1)j + · · ·+ M
(k−1)
i
jy
(1)j .
The dual coefficients M
(1)
i
j , ..., M
(k−1)
i
j are given by the prolongation to T
kM
of the Riemannian structure Rn = (M,γij(x)).
Consequently, M
(1)
i
j depends on the variables (x, y
(1)); M
(2)
i
j depends on the
variables (x, y(1), y(2)); ...; M
(k−1)
i
j depends on the variables (x, y
(1), ..., y(k−1)).
This is an important property, since
(
M
(1)
i
j , ..., M
(k−1)
i
j
)
can be considered as the
dual coefficients of a nonlinear connection
◦
N on the manifold T ∗kM, determined
only by the tensor field γij(x).
It follows that:
1) The Lagrangian L, (8.8.1), is well determined only by γij(x) and bi(x);
2) L is differentiable on T kM ;
3) L is regular:
(8.8.3) gij =
1
2
∂2L
∂y(k)i∂y(k)j
= mcγij(x);
4) The pair L(k)n = (M,L) is a Lagrange space of order k.
It is called the Lagrange space of order k of electrodynamics. The geometry of
the space L(k)n gives us a good geometrical model for the Analytical Mechanics
based on the Lagrangian of electrodynamics. So, the integral of action I(c) =
1∫
0
L(x,
dx
dt
, · · · , 1
k!
dkx
dtk
)dt leads to the Euler-Lagrange equations
◦
Ei (L) = 0
(2.2.1). The energy of higher order can be determined. The energy of order k,
Ekc (L), satisfies the law of conservation. A No¨ther theorem, holds.
In the same time the canonical k-semispray S is given by
(8.8.4) S = y(1)
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ ky(k)i ∂
∂y(k−1)i
− (k + 1)Gi ∂
∂y(k)i
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whose coefficients Gi, calculated by means of (8.8.1) have the expressions
(8.8.4a) (k + 1)Gi =
1
2mc
γij
{
Γ
(
∂
∂y(k)j
)
− ∂
∂y(k−1)j
}
with
(8.8.4b) Γ = y(1)
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ ky(k)i ∂
∂y(k−1)i
and
(8.8.4c)
∂L
∂y(k)j
= 2mcγih(x)z
(k)h +
2e
m
bj(x).
The Legendre transformation ξ : T kM → T ∗kM determined by the Lagrange
space of electrodynamics L(k)n, is defined by (8.4.2), (8.4.2’). This is:
(8.8.5) pi =
1
2
∂L
∂y(k)j
= mcγih(x)z
(k)h +
e
m
bi(x).
The mapping ϕ is a local diffeomorphism. Its inverse ϕ−1 = ξ is given by
(8.4.3), where
(8.8.5a)
ξi(x, y(1), ..., y(k−1), p) =
1
mc
γih(x)
{
ph − e
m
bh(x)
}
−
− 1
k
{
(k − 1)M
(1)
i
hy
(k−1)h + · · ·+ M
(k−1)
i
hy
(1)h
}
.
The canonical k-semispray S, (8.8.4) is transformed by Legendre mapping
ϕ in the dual k-semispray S∗ξ , from (8.4.8), with the coefficients ηi from (8.4.9).
Theorem 8.4.2 allows to determine, locally, the canonical nonlinear connec-
tion N∗ on the manifold T ∗kM .
As we remarked above the connection N of the prolongation of the Rieman-
nian structure (M,γij(x)), with the dual coefficients M
(1)
i
j(x, y
(1)), ...,
M
(k−1)
i
j(x, y
(1), ..., y(k−1)) defines a nonlinear connection on the submanifold T k−1M
in T kM .
Thus, the Liouville vector field z(k)i from (8.8.2) is transformed by the Leg-
endre mapping ϕ in the vector field
∨
z
(k)i
:
(8.8.6) k
∨
z
(k)i
= kξi + (k − 1)M
(1)
i
my
(k−1)m + · · ·+ M
(k−1)
i
my
(1)m
Let us consider the following Hamiltonian H , the dual of L:
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(8.8.7)
H(x, y(1), ..., y(k−1), p) = 2pi
∨
z
(k)i
−L(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p)).
We can state:
Theorem 8.8.1 We have:
10 The dual of the Lagrange space of electrodynamics L(k)n = (M,L), (8.8.1),
is a Hamilton space H(k)n = (M,H), (8.8.7).
20 The fundamental function H of the space H(k)n is given by
(8.8.8) H =
1
mc
{
γij(x)pipj − 2e
m
γijpibj +
e
m2
γijbibj
}
.
30 H depends only on the point x and the momenta p.
40 H is the fundamental function of a Hamilton space of order 1, Hn =
(M,H).
Proof : 10, 20. Applying theorem 7.4.3 and the formulas (8.8.5), (8.8.6) we
obtain:
∨
z
(k)i
=
1
mc
γij(x)
[
pi − e
m
bi(x)
]
and
L(x, y(1), ..., y(k−1), ξ) = mcγij
1
mc
γij
[
pi − e
m
bi
] [
pj − e
m
bj
]
+
+
2e
m2c
γijbj
[
pi − e
m
bi
]
.
Substituting in (8.8.7) we have the equality (8.8.8).
30 Looking at the function H one remarks that H does not depend on the
variables y(1)i, ..., y(k−1)i.
40 H is a Hamilton function on the cotangent bundle T ∗M and its Hessian,
with respect to the momenta pi, has the matrix
∥∥∥∥ 1mcγij(x)
∥∥∥∥. So, the pair
Hn = (M,H) is a Hamilton space. Q.E.D.
Remarks. 10 The Hamilton space Hn = (M,H(x, p)) is the dual of the
Lagrange space of electrodynamics Ln = (M,
◦
L (x, y(1))).
20 H(k)n does not depend on the nonlinear connection N of the prolongation
of the Riemann space Rn = (M,γij(x)).
For the Hamilton spaceHn = (M,H) with the fundamental functionH(x, p)
from (8.8.8) we have a canonical nonlinear connection N , with the coefficients
(8.8.9) Nij = γ
h
ij(x)ph +
e
c
(
bi|j + bj|i
)
,
where bi|j =
∂bi
∂xj
− bsγsij , γijh(x) being the Christoffel symbols of the metric
1
mc
γij(x).
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The canonical N -metrical connection CΓ(N) = (Hijh, C
jh
i ) has the following
coefficients
(8.8.10) Hijh = γ
i
jh, C
jh
i = 0.
The geometrical object fields H , gij =
1
mc
γij , Nij and H
i
jh allow to develop
the geometry of the space Hn = (M,H).
8.9 The Riemannian Almost Contact Structure
Determined by the Hamilton Space H(k)n
Consider a Hamilton space of order k, H(k)n = (M,H) having gij as funda-
mental tensor field. Let N be a nonlinear connection canonical associated to
H(k)n, according to Theorem 8.6.1. As usually, we consider the adapted basis(
δ
δxi
,
δ
δy(1)i
, · · · , δ
δy(k−1)i
,
·
∂
i
)
and its dual basis
(
δxi, δy(1)i, ..., δy(k−1)i, δpi
)
.
Then, at every point u∗ = (x, y(1), ..., y(k−1), p) ∈ T ∗kM we can define the tensor
(8.9.1)
∨
G= gijdx
i ⊗ dxj + gijδy(1)i⊗ δy(1)j + · · ·+ gijδy(k−1)i⊗ δy(k−1)j + gijδpi⊗ δpj
∨
G is the N -lift of the fundamental tensor gij of the Hamilton space of order
k, H(k)n = (M,H), (cf. §6.7, ch. 6).
Theorem 8.9.1 10
∨
G is a (pseudo)-Riemannian structure on the manifold
T˜ ∗kM , determined only by the space H(k)n and the nonlinear connection N .
20 The distributions N0, N1, ..., Nk−2, Vk−1, Wk are mutual orthogonal
with respect to
∨
G.
Indeed: 10. Every term of
∨
G is defined on T˜ ∗kM because gij is a d-tensor
field and δxi , ..., δpi have geometrical meaning, i.e. they are transformed as
in (6.3.4), det || ∨G || 6= 0. 20. This property is obvious, taking into account the
form of
∨
G. Q.E.D.
The tensor
∨
G is of the form:
(8.9.2)
∨
G = G
H +GV1 + · · ·+GVk−1 +GWk ,
GH = gijdx
i ⊗ dxj ,GVα = gijδy(α)i ⊗ δy(α)j , (α = 1, ..., k − 1),
GWk = gijδpi ⊗ δpj .
Here GH is the restriction of
∨
G to the distribution N0 = N
∗, GVα is the
restriction of
∨
G to the distribution Nα , α = 1, ..., k − 1 (Nk−1 = Vk−1) and
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GWk is the restriction of
∨
G to the distribution Wk. Moreover, G
H , GVα , GWk
are d-tensor fields.
Theorem 8.9.2 The tensor fields GH , GVα , (α = 1, ..., k−1), GWk are covari-
ant constant with respect to any metrical N -connection DΓ(N).
Indeed, using the considerations of this section, it follows DXG
H = 0,
DXG
Vα = 0, DXG
Wk = 0 and, consequently DX
∨
G= 0. Q.E.D.
The geometry of the (pseudo)-Riemannian space
(
T˜ ∗kM,
∨
G
)
can be studied
by means of a metrical N -linear connection, presented in the section 7 of this
chapter.
As we know (§6, Ch.6) on T˜ ∗kM , endowed with the nonlinear connection N ,
there exists a natural almost (k − 1)n-contact structure F , defined by (6.6.3),
having the properties from in Theorem 6.5.2. The condition of normality of F
is (6.6.5). Exactly as in Theorem 6.7.2 we can deduce:
Theorem 8.9.3 The pair
(
∨
G,F
)
is a Riemannian (k − 1)n-almost contact
structure determined by the space H(k)n and the nonlinear connection N .
The considerations from section 6.8, ch. 8 show that the nonlinear connection
N and the fundamental tensor gij of the Hamilton space of order k, H(k)n,
determine on the manifold T˜ ∗kM , two important geometric object fields. One
is the N -lift
∨
G from (8.9.1) and another one is
∨
F the almost (k − 1)n-contact
structure, given by (6.8.5).
Namely,
∨
F
(
δ
δxi
)
= −gij
·
∂
j
,
∨
F
(
δ
δy(α)i
)
= 0, (α = 1, ..., k − 1), ∨F
(
·
∂
i
)
= gij
δ
δxj
By means of Theorem 7.9.1 it follows that
∨
F is a tensor field of type (1, 1)
on the manifold T ∗kM given in (6.8.3), rank
∨
F= 2n and
∨
F
3
+
∨
F= 0.
The following version of the Theorem 6.8.2 holds:
Theorem 8.9.4 For any Hamilton space of order k, H(k)n = (M,H), endowed
with a canonical nonlinear connection N the following properties hold:
10 The pair
(
∨
G,
∨
F
)
is a Riemannian almost (k − 1)n-contact structure.
20 The associated 2-form is
θ = δpi ∧ dxi.
30 If the coefficients Nij of N are symmetric then
θ = dpi ∧ dxi
172 THE GEOMETRY OF HIGHER-ORDER HAMILTON SPACES
and θ is the canonical presymplectic structure on T˜ ∗kM .
40 The condition of normality of structure
∨
F is
N∨
F
(X,Y ) +
n∑
i=1
[
k−1∑
α=1
d(δy(α)i)(X,Y ) + dδpi(X,Y )
]
= 0, ∀X,Y ∈ X (T˜ ∗kM),
where N∨
F
is the Nijenhuis tensor of
∨
F.
Now, taking the local expression of the tensor field
∨
F:
∨
F= −gij
·
∂
j
⊗dxi + gij δ
δxi
⊗ δpj
and applying the theory of h-, vα- and wk-covariant derivative from §7.5, ch. 7,
it follows:
Theorem 8.9.5 With respect to a metrical N -linear connection DΓ(N), the
Riemannian almost (k − 1)n-contact structure
(
∨
G,
∨
F
)
is covariant constant,
i.e.
DX
∨
G= 0, DX
∨
F= 0.
It follows that the geometry of the Riemannian almost (k−1)n-contact space(
T˜ ∗kM,
∨
G,
∨
F
)
can be studied by means of the metrical N -linear connection
DΓ(N). This space is called the Riemannian almost (k− 1)n -contact model of
the Hamilton space of order k, H(k)n.
Chapter 9
Subspaces in Hamilton
Spaces of Order k
In this chapter we shall study the geometry of subspaces in a Hamilton space
H(k)n = (M,H). A submanifold
∨
M of the manifold M determines a dual
manifold T ∗k
∨
M . But the immersion i :
∨
M→M does not automatically imply an
immersion of T ∗k
∨
M , into the dual manifold T ∗kM , like in the case of manifold
T k
∨
M into the total space of k tangent bundle T kM , [94], since T ∗k
∨
M= T k−1
∨
M
× ∨
M
T ∗
∨
M .
Therefore, by means of the immersion i and by an immersion of the cotan-
gent manifold T ∗M
∨
M into T ∗M we can define T ∗k
∨
M as an immersed sub-
manifold in T ∗kM. Thus, the main geometrical objects fields on T ∗kM induce
the coresponding geometrical object fields on submanifold T ∗k
∨
M . The Hamil-
ton space H(k)n = (M,H) induces a Hamilton subspaces
∨
H
(k)m
= (
∨
M,
∨
H). So
we study the intrinsic geometrical object fields on
∨
H
(k)m
and the induced ge-
ometrical object fields, as well as the relations between them. These problems
are approached by means of the method of moving frame, used in the case of
subspaces
∨
L
(k)m
= (
∨
M,
∨
L) in the Lagrange spaces of order k.
9.1 Submanifolds T ∗k
∨
M in the Manifold T
∗kM
Let M be a C∞− real, n-dimensional manifold and ∨M be a C∞-real, m -
dimensional manifold, 1 < m < n, immersed in M through the immersion
i :
∨
M→M. Locally i can be given in the form
(9.1.1) xi = xi(u1, ...., um), rank|| ∂x
i
∂uα
‖= m, ∀(uα) ∈ ∨U⊂
∨
M
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The indices i, j, h, r, s, p, q run over the set {1, 2, ..., n}; the indices α, β, γ, ...
run over the set {1, 2...m} and α, β, γ, ...run over the set {1, ..n−m}.
If i :
∨
M→ M is an embeding, then we identify
∨
M with i(
∨
M) ⊂ M and say
that
∨
M is a submanifold of M . In this case (9.1.1) are called the parametric
equations of the submanifold
∨
M in the manifold M .
Let us consider the manifold T ∗k
∨
M determined by
∨
M , i.e.
T ∗k
∨
M= T k−1
∨
M × ∨
M
T ∗
∨
M . A point
∨
u∈ T ∗k
∨
M will be denoted by
∨
u=
(u, v(1), ...v(k−1),
∨
p) and its coordinates by (uα, v(1)α, ..., v(k−1)α,
∨
pα). A change
of local coordinates on the manifold T k
∨
M is given by
(9.1.2)

uα = uα(u1, ..., um), rank
∥∥∥∥∂uα∂uβ
∥∥∥∥ = m,
v(1)α =
∂uα
∂uβ
v(1)β ,
.....................................................,
(k − 1)v(k−1)α = ∂v
(k−2)α
∂uβ
v(1)β + ...+ (k − 1)∂v
(k−2)α
∂v(k−2)β
v(k−1)β ,
∨
pα=
∂uβ
∂uα
∨
pβ ,
with
∂uα
∂uβ
=
∂v(1)α
∂v(1)β
= ... =
∂v(k−1)α
∂v(k−1)β
.
Remarking that T ∗k :Man→Man is a covariant functor from the category
of differentiable manifolds Man to itself, it follows that the immersion i :
∨
M→M
uniquelly determines the mapping T ∗ki : T ∗k
∨
M→ T ∗kM (see Ch.4) analytically
given by the equations
(9.1.3)

xi = xi(u1, ..., um), rank
∥∥∥∥ ∂xi∂uα
∥∥∥∥ = m,
y(1)i =
∂xi
∂uα
v(1)α,
........................................
(k − 1) y(k−1)i = ∂y
(k−2)i
∂uα
v(1)α + 2
∂y(k−2)i
∂v(1)α
v(2)α + ...+
+(k − 1) ∂y
(k−2)i
∂v(k−2)α
v(k−1)α,
and
(9.1.3a)
∂xi
∂uα
pi =
∨
pα,
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where
(9.1.3b)
∂xi
∂uα
=
∂y(1)i
∂v(1)α
= ... =
∂y(k−1)i
∂v(k−1)α
,
∂y(a)i
∂uα
=
∂y(a+1)i
∂v(1)α
= ... =
∂y(k−1)i
∂v(k−1−a)α
, (a = 1, ..., k − 2).
We shall denote
(9.1.4) Biα(u) =
∂xi
∂uα
, Biαβ(u) =
∂2xi
∂uα∂uβ
, ...
In order to obtain an immersion i∗ of T ∗k
∨
M= T k−1
∨
M × ∨
M
T ∗
∨
M in T ∗kM =
T k−1M ×M T ∗M, it is necessary that i∗ to be of the form i∗ = T k−1i × f,
with f : T ∗
∨
M→ T ∗M . Analytically T k−1i is defined by the equations (9.1.3).
Consequently, taking into account (9.1.3’), it follows that the mapping f can be
given in the form
(9.1.5) pi = A
α
i (u)
∨
pα, rank‖Aαi (u)‖ = m, ∀u = (u1, ..., um) ∈
∨
U⊂
∨
M
We obtain
Theorem 9.1.1 The equations (9.1.3), (9.1.5) define a local immersion
i∗ : T ∗k
∨
M→ T ∗kM,
i∗ :
∨
u= (u, v(1), ..., v(k−1),
∨
p)→ u∗ = (x, y(1), ..., y(k−1), p).
Proof. The Jacobian matrix of the mapping i∗ given by the equations
(9.1.3), (9.1.5) at a point
∨
u∈ ∨U is as follows:
(9.1.6) J(i∗)∨
u
=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
∂xi
∂uα
0 0 · · · 0 0
∂y(1)j
∂uα
∂xi
∂uα
0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
∂y(k−1)i
∂uα
∂y(k−1)i
∂v(1)α
∂y(k−1)i
∂v(2)α
· · · ∂x
i
∂uα
0
∂A
β
i
∂uα
∨
pβ 0 0 · · · 0 Aαi
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
∨
u
Since the matrices
∥∥∥∥ ∂xi∂uα
∥∥∥∥ and ‖Aαi (u)‖ have the rank m it follows that i∗
defines a local immersion. Q.E.D.
The functions Aαi (u) from (9.1.5) are not arbitrary. They must satisfy some
conditions.
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Proposition 9.1.1 The following properties hold:
1◦
(9.1.7) Biα(u)A
β
i (u) = δ
β
α,
2◦ Aαi (u) is a d-covector field with respect to index i,
Aαi (u) is a d-vector field with respect to index α.
Indeed, (9.1.7) follows from (9.1.3’) and (9.1.5’), 2◦ pi being a d -covector
it follows that Aαi (u) has the same quality with respect to index i. The same
remark is valid for the index α of Aαi (u).
Of course Biα(u) is a d-vector with respect to index i and it is a covector
with respect to index α.
The previous properties allow to call Biα(u) and A
α
i (u) the mixed d-tensor
fields. Along
∨
M a mixed d -tensor will be given by the components T
α1...αpi1...ir
β1...βqj1...js
having the property that it a d-tensor of type (p, q) with respect
to indices α1...αp, and β1...βq (to a change of coordinates on the submanifold
T ∗k
∨
M and it is a d-tensor of type (r, s) with respect to indices i1...ir and j1...js,
to a change of coordinates on the enveloping manifold T ∗kM .
Remark.The notion of mixed d-tensor will be extended in the section 3.
As usual we set
·
∂i=
∂
∂pi
,
·
∂α=
∂
∂
∨
pα
.
The differential di∗ of the immersion i∗ acts on the natural basis
(
∂
∂uα
,
∂
∂v(1)α
, ...,
∂
∂v(k−1)α
,
·
∂α) by the rule:
(9.1.8) di∗
∥∥∥∥ ∂∂uα , ∂∂v(1)α , ..., ∂∂v(k−1)α , ·∂α
∥∥∥∥ = ∥∥∥∥ ∂∂xi , ..., ∂∂y(k−1)α , ·∂i
∥∥∥∥J(i∗)
and for the natural cobasis:
(9.1.8a) di∗
∥∥∥dxi, ..., dy(k−1)i, dpi∥∥∥T = J(i∗)∥∥∥∥dxα, ..., dv(k−1)α, d ∨pα∥∥∥∥
Therefore, it is not difficult to see that:
1◦. We have
(9.1.9)
·
∂α= Aαi
·
∂i; dpi = dA
α
i
∨
pα +A
α
i d
∨
pα
2◦ Along submanifold T ∗k
∨
M the vertical distributions v1, ..., vk−1, wk are
subdistributions of the vertical distributions V1, ..., Vk−1,Wk from the manifold
T kM .
3◦ We have for the Liouville vector fields
1
γ, ...,
k−1
γ from T ∗kM the relations
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(9.1.10) di∗(
1
γ) =
1
Γ, ..., di
∗(
k−1
γ ) =
k−1
Γ
These equations will be applied in the theory of Hamilton subspaces.
9.2 Hamilton Subspaces
∨
H
(k)m
in H(k)n. Darboux
Frames
LetH(k)n = (M,H) be a Hamilton spaces of order k, its fundamental functionH
being defined on the manifold T ∗kM and an immersion i∗ : T ∗k
∨
M→ T ∗kM given
locally by the equations (9.1.3), (9.1.5). For a point u∗ = (x, y(1), ..., y(k−1), p) ∈
T ∗kM and a point
∨
u= (u, v(1), ..., v(k−1),
∨
p) ∈ T ∗k ∨M with the property u∗ =
i∗(
∨
u) we obtain the restriction of the fundamental function H expressed by
(9.2.1) H ◦ i∗(∨u) = ∨H (∨u), ∀ ∨u∈ T ∗k
∨
M .
It follows that
∨
H (
∨
u) is a differentiable Hamiltonian on the submanifold
T ∗k
∨
M .
Consider the d-tensor field
(9.2.2)
∨
g
αβ
=
1
2
·
∂α
·
∂β
∨
H on
˜
T ∗k
∨
M.
¿From (9.2.1) we deduce that at the points
∨
u∈ ˜T ∗k ∨M the fundamental tensor
field
∨
g
αβ
is given by
(9.2.3)
∨
g
αβ
(
∨
u) = Aαi (u)A
β
j (u)g
ij(i∗
∨
u).
It follows from previous equality that
(9.2.3a) rang
∥∥∥∥∨gαβ∥∥∥∥ = m.
Therefore we have:
Theorem 9.2.1 The pair
∨
H
(k)m
= (
∨
M,
∨
H) is a Hamilton space of order k.
Indeed, this property is a consequences of the equations (9.2.1), (9.2.2) and
(9.2.3) and the fact that Aαi (u
1, ..., um) is a mixed d-tensor, with rank ‖Aαi ‖ =
m.
The space
∨
H
(k)m
will be called the Hamilton subspace of the Hamilton space
H(k)n = (M,H).
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In the point
∨
u∈ ∨U⊂ T ∗k
∨
M , the d-covector fields Aαi , (α = 1, ...,m) are
defined by Aαi (
∨
u) = Aαi (u). So A
1
i (
∨
u),..., Ami (
∨
u) are linearly independent. They
are called tangent covectors to T ∗k
∨
M . A d-covector ωi(u
∗) , u∗ ∈ T ∗kM is
called normal to T ∗k
∨
M in T ∗kM if u∗ = i∗(
∨
u) and
gij(i∗(
∨
u))Aαi (
∨
u)ωj(i
∗(
∨
u)) = 0, ∀ ∨u∈ ∨U⊂ T ∗k
∨
M .
Then we can determine a Darboux coframe R∗, at every point ∨u∈ ∨U, of the
form
(9.2.4) R∗ = {∨u,A1i (
∨
u), ..., Ami (
∨
u);A1i (
∨
u), ..., An−mi (
∨
u)}
formed by m-tangent d-covectors Aαi (
∨
u) and by n−m normal unit d-covectors
Aαi (
∨
u), (α = 1, ..., n−m), which verify the conditions:
(9.2.4a)
gij(i∗
∨
u)Aαi (
∨
u)Aαj (
∨
u) = 0,
gij(i∗
∨
u)Aαi (
∨
u)Aβj (
∨
u) = δαβ , ∀ ∨u∈ ∨U
.
Of course R∗ exists and it has a geometrical meaning with respect to the
change of local coordinates on the manifold T ∗k
∨
M and T ∗kM and with respect
to the orthogonal (transformation of the normal d-covectors Aαi ) given by
(9.2.5) Aα
′
i (
∨
u) = Cα
′
β
(
∨
u)Aβi (
∨
u),
∥∥∥Cα′
β
(
∨
u)
∥∥∥ ∈ O(n−m).
R∗ is called a moving coframe on the submanifold T ∗k ∨M . The dual frame
R of the coframe R∗ is given by
(9.2.4b) R = {∨u,Aiα(
∨
u), Aiα(
∨
u)},
where
(9.2.6)

Aαi A
i
β = δ
α
β , A
α
i A
i
β
= 0, Aαi A
i
β = 0, A
α
i A
i
β
= δα
β
,
Aαi A
j
α +A
α
i A
j
α = δ
j
i ,
at every point
∨
u∈ T ∗k ∨M .
So, R will be called the moving frame or the Darboux frame along the Hamil-
ton subspaces
∨
H
(k)m
in the Hamilton space H(k)n.
The conditions (9.2.4’), (9.2,6) imply
(9.2.7)
∨
gαβ Aiβ = g
ijAαj
δαβAi
β
= gijAαj
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Indeed,
∨
gαβ Aiβ = g
rsAαrA
β
sA
i
β = g
rsAαr (δ
i
s −AβsAiβ) = gijAαj .
In the following investigation we use the Darboux frame R in order to rep-
resent in R the d-tensor from the Hamilton spaces H(k)n.
We get:
Proposition 9.2.1 The fundamental tensor gij of the Hamilton space H(k)n
and its covariant gij are represented in the Darboux frame R by
(9.2.8)

gij =
∨
gαβ AiαA
j
β + δ
αβAiαA
j
β
gij =
∨
gαβ A
α
i A
β
j + δαβA
α
i A
β
j
Indeed, the formulas (9.2.8) are consequence of (9.2.7)
The moving frame R will be used in the next section in order to derive
the Gauss-Weingarden formulae and Gauss-Codazzi equations of the Hamilton
subspaces
∨
H
(k)m
in H(k)n.
9.3 Induced Nonlinear Connection
Now, let us consider the canonical nonlinear connectionN of the Hamilton space
of order k, H(k)n = (M,H). N has the dual coefficients (M ij
(1)
, ..., M ij
(k−1)
, Nij). We
shall prove that the restriction of N to the Hamilton subspaces
∨
H
(k)m
= (
∨
M,
∨
H)
determines an induced nonlinear connection
∨
N on the manifold T ∗k
∨
M .
The nonlinear connection
∨
N is well determined by its dual coefficients or by
means of its adapted cobasis (duα, δv(1)α, ...., δv(k−1)α, δ
∨
pα).
Definition 9.3.1 A nonlinear connection
∨
N is called induced by the canonical
nonlinear connection N if the following conditions hold:
(9.3.1)
δv(1)α = Aαi δy
(1)i, ..., δv(k−1)α = Aαi δy
(k−1)i
δ
∨
pα= B
i
αδpi,
The previous conditions have a geometrical meaning. In fact, to a change of
coordinates on T ∗k
∨
M the previous formulae are preserved. Tha same happens
if we change the coordinates on the manifold T ∗kM.
Theorem 9.3.1 The dual coefficients of the induced nonlinear connection
∨
N
are given by the following formulae
(9.3.2)
∨
Mαβ
(1)
= Aαi
∨
M iβ
(1)
, ...,
∨
Mαβ
(k−1)
= Aαi
∨
M iβ
(k−1)
,
∨
Nαβ=
∨
Nαi B
i
β ,
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where
(9.3.3)
∨
M iβ
(1)
=M ij
(1)
∂y(1)j
∂v(1)β
+
∂y(1)i
∂uβ
,
∨
M iβ
(2)
=M ij
(2)
∂y(2)j
∂v(2)β
+M ij
(1)
∂y(2)j
∂v(1)β
+
∂y(2)i
∂uβ
,
......................................................
∨
M iβ
(k−1)
= M ij
(k−1)
∂y(k−1)j
∂v(k−1)β
+ M ij
(k−2)
∂y(k−1)j
∂v(k−2)β
+ ...+M ij
(1)
∂y(k−1)j
∂v(1)β
+
∂y(k−1)i
∂uα
and
(9.3.4)
∨
Nαi= NjiB
j
α −
∂pi
∂uα
.
Proof. The first equations (9.3.1) lead to dv(1)α+
∨
Mαβ
(1)
duβ = Aαi (dy
(1)i +
M ij
(1)
dxj) = Aαi (
∂y(1)i
∂uβ
+
∂y(1)i
∂v(1)β
dv(1)β +M ij
(1)
Bαβ du
β).
Because of
∂y(1)i
∂v(1)α
= Biα and A
α
i B
i
β = δ
α
β the last equality leads to (9.3.2):
∨
Mαβ
(1)
= Aαi
∨
M iβ
(1)
, where
∨
M iβ
(1)
is given in (9.3.3), etc.
Remark that
(9.3.5) δy(a)i = dy(a)i +M ij
(1)
dy(a−1)i + ...+M ij
(a)
dxj , (a = 1, ..., k − 1)
and
(9.3.5a) dy(a)i =
∂y(a)i
∂uα
duα + ...+
∂y(a)i
∂v(a−1)α
dv(a−1)α +Biαdv
(a)α.
We can prove:
Proposition 9.3.1 The following formulae hold:
(9.3.6)
dxi = Biβdu
β ,
δy(1)i = Biβδv
(1)β +AiαH
α
β
(1)
duβ ,
................................................
δy(k−1)i = Biβδv
(k−1)β +Aiα(H
α
β
(1)
dv(k−2)β + ...+ Hαβ
(k−1)
duβ),
δpi = A
β
i δ
∨
pβ −Aαi Hαβduβ ,
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where
(9.3.7) AiαH
α
β
(1)
=
∨
M iβ
(1)
−Biα
∨
Mαβ
(1)
; ...;Aiα H
α
β
(k−1)
=
∨
M iβ
(k−1)
−Biα
∨
Mαβ
(k−1)
,
(9.3.7a) Aαi Hαβ =
∨
Nβi .
Proof. The formulae (9.3.5), (9.3.5’) and (9.3.3) have as consequence the
formulae (9.3.6). Also, we have Aαi Hαβ = −Aiβδpi =
∨
Nβi . q.e.d.
The previous expressions (9.3.6) is not convenient for us, because in the right
hand sides we have the natural cobasis duα, dv(1)i, ..., dv(k−2)i. This means that
the corresponding coefficients AiαH
α
β
(a)
, (a = 1, ..., k−1) do not have a geometrical
meaning.
So, we prove:
Theorem 9.3.2 In every point
∨
u∈ T ∗k ∨M the following formulas hold:
(9.3.8)
dxi = Biβdu
β ,
δy(1)i = Biβδy
(1)β +AiαK
α
β
(1)
duβ,
δy(2)i = Biβδv
(2)β +Aiα(K
α
β
(1)
δv(1)β +Kαβ
(2)
duβ),
............................................................................
δy(k−1)i = Biβδv
(k−1)β +Aiα(K
α
β
(1)
δv(k−2)β +Kαβ
(2)
δv(k−3)β + ...+ Kαβ
(k−1)
duβ)
and
δpi = A
β
i δ
∨
pβ −Aαi Hαβduβ ,
where Aαi Hαβ is given by (9.3.7’) and
(9.3.9)
Kαβ
(1)
= Hαβ
(1)
,
Kαβ
(2)
= Hαβ
(2)
−Hαγ
(1)
∨
Nαβ
(1)
,
............................
Kαβ
(k−1)
= Hαβ
(k−1)
−Hαγ
(1)
∨
N
γ
β
(k−2)
−...− Hαγ
(k−2)
∨
N
γ
β
(1)
.
Of course,
∨
Nαβ
(1)
, ...,
∨
Nαβ
(k−1)
are the coefficients of the induced connection
∨
N.
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Proof. Taking into account the formulas (6.3.5) we have
dv(a)α = δv(a)α−
∨
Nαβ
(1)
δv(a−1)β − ...−
∨
Nαβ
(a)
δuβ, (a = 1, ..., k − 1).
So, δy(a)i from (9.3.6) is as follows
δy(a)i = Biβδv
(a)β +Aiα[H
α
β (
(1)
δv(a−1)γ−
∨
Nβγ
(1)
δv(a−2)γ − ...−
∨
Nβγ
(a−1)
δuγ)
+Hαβ (
(2)
δv(a−2)β−
∨
Nβγ
(1)
δv(a−3)γ − ...−
∨
Nβγ
(a−2)
δuγ) + ...+
+Hαβ (
(a−1)
δv(1)β−
∨
Nβγ
(1)
δuγ)+
∨
Nαβ
(a)
δuβ).
Identifying with δy(a)i from (9.3.6):
δy(a)i = Biβδv
(a)β +Aiα[K
α
β
(1)
δv(a−1)β +Kαβ
(2)
δv(a−2)β + ...+Kαβ
(a)
duβ]
we obtain the formulae (9.3.9). q.e.d
The previous theorem has an important consequence.
Corollary 9.3.1 With respect to the transformations of coordinates on the sub-
manifold T ∗k
∨
M and to the transformation (9.2.5), Kαβ
(1)
, ..., Kαβ
(k−1)
and Hαβ are
the mixed d-tensor fields.
Generally a set of functions T i...α...α
j...β...β
(
∨
u) which are the components of a d-
tensor in the indices i, j, ...and d-tensor in the indices α, β, ... and tensor with
respect to the transformation (9.2.5) in the indices α, β, ... is called a mixed
d-tensor field on the submanifolds T ∗k
∨
M .
For instance Biα, A
i
α, A
i
α, A
α
i , A
α
i ,
∨
gαβ , gij, δαβ ,K
α
β
(1)
, ..., Kαβ
(k−1)
and Hαβ are
mixed d-tensor fields. The previous definition of mixed d-tensor fields can be
extended to any geometrical d -object fields.
9.4 The Relative Covariant Derivative
In this section we shall construct an operator ∇ of relative covariant derivation
in the algebra of mixed d-tensor fields. It is clear that ∇ will be well determined
if we know its action on the mixed d-vector field:
(9.4.1) X i(
∨
u), Xα(
∨
u), Xα(
∨
u), ∀ ∨u= (u, v(1), ..., v(k−1), ∨p) ∈ T ∗k ∨M .
Definition 9.4.1 We call a coupling of the canonical metrical N -connection D
of the Hamilton spaces of order k, H(k)n = (M,H) to the induced nonlinear
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connection
∨
N , of the submanifold
∨
M , in the manifold M the operator
∨
D with
the property
(9.4.2)
∨
D X
i = DX i modulo {(9.3.8), (9.3.8’)},
where
(9.4.2a) DX i = dxi +X iωij
and where ωij are 1-forms connection:
(9.4.2b) ωij = H
i
jhdx
h + Cijh
(1)
δy(1)h + ...+ Cijh
(k−1)
δy(k−1)h + Cihj δph.
Thus, in every point
∨
u ∈ T ∗k ∨M ,
∨
D X i has the form
(9.4.3)
∨
D X
i = dxi +Xj
∨
ω
i
j ,
where
(9.4.4)
∨
ω
i
j=
∨
Hijβ du
β+
∨
Cijβ
(1)
δv(1)β + ...+
∨
Cijβ
(k−1)
δv(k−1)β+
∨
C
iβ
j δ
∨
pβ .
Theorem 9.4.1 The connection one forms
∨
ω
i
j of
∨
D are given by (9.4.4), where:
(9.4.5)
∨
Hijβ= H
i
jβB
h
β + (C
i
jh
(1)
Kαβ
(1)
+ ...+ Cijh
(k−1)
Kαβ
(k−1)
)Ahα − Cjhi AαhHαβ ,
∨
Cijβ
(1)
= Cijh
(1)
Bhβ + (C
i
jh
(2)
Kαβ
(1)
+ ...+ Cijh
(k−1)
Kαβ
(k−2)
)Ahα,
......................................................
∨
Cijβ
(k−1)
= Cijh
(k−1)
Bhβ + C
i
jh
(k−2)
Kαβ
(1)
Ahα,
∨
C
jβ
i = C
jh
i A
β
h.
Proof. Using the formulae (9.3.8), (9.3.8’), ωij modulo (9.3.8), (9.3.8’) from
(9.4.2”) leads to
(9.4.4a)
∨
ω
i
j= H
i
jhB
h
βdu
β+ Cijh
(1)
(Bhβδv
(1)β +AhαK
α
β
(1)
duβ) + ...+
Cijh
(k−1)
[Bhβδv
(k−1)β +Ahα(K
α
β
(1)
δv(k−2)β + ...+ Kαβ
(k−1)
duβ)]+
C
jh
i [A
h
βδ
∨
pβ −AαhHαβduβ ].
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Identifying with
∨
ω
i
j from (9.4.4) we obtain the formulae (9.4.5). Evidently
the coupling connection
∨
D of the canonical metrical N -connection D, depend
only on the fundamental function H of the space H(k)n and by the immersion
i∗ : T ∗k
∨
M in T ∗kM.
Of course, we can write
∨
D X i in the form
(9.4.6)
∨
D X
i = X i|αdu
α +X i
(1)
|α δv(1)α + ...+X i
(k−1)
|α δv(k−1)α +X i|αδ
∨
pα,
where
(9.4.7)
X i|α =
δX i
δuα
+Xj
∨
H
i
jα,
X i
(a)
| α=
δX i
δv(a)α
+Xj
∨
C
i
jα
(a)
, (a = 1, ..., k − 1),
X i|α =
·
∂α X i +Xj
∨
C iαj .
We can extend, without difficulties the action of the linear connection
∨
D to
the d-tensors T i1...irji...js (
∨
u), ∀ ∨u∈ T ∗k ∨M .
Definition 9.4.2 We call the induced tangent connection on T ∗k
∨
M by the
canonical metrical N -connection D the operator DT given by
(9.4.8) DTXα = Aαi
∨
D X
i, for X i = AiαX
α
We can see that:
(9.4.9) DTXα = dXα +Xβωαβ ,
where ωαβ are the connection one forms of D
T :
(9.4.10) ωαβ = H
α
βγdu
γ + Cαβγ
(1)
δv(1)γ + ...+ Cαβγ
(k−1)
δv(k−1)γ + Cαγβ δ
∨
pγ
Theorem 9.4.2 1◦ The coefficients (Hαβγ , C
α
βγ
(1)
, ..., Cαβγ
(k−1)
, C
αγ
β ) of the one forms
connection ωαβ have the following expressions
(9.4.11)
Hαβγ = A
α
i (
δAiβ
δuγ
+Ajβ
∨
Hijγ),
Cαβγ
(a)
= Aαi (
δAiβ
δv(a)γ
+Ahβ
∨
Cαhγ
(a)
), (a = 1, ..., k − 1),
C
αγ
β = A
α
i (
·
∂γ Aiβ +A
h
β
∨
C
iγ
h ).
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2◦ With respect of the change of local coordinates on the manifold T ∗k
∨
M,
the coefficients
Hαβγ , C
α
βγ
(1)
, ..., Cαβγ
(k−1)
, ..., C
αγ
β
have the rule of transformation as the coefficients of
∨
N -linear connection on
T ∗k
∨
M .
Proof. 1◦ The equalities (9.4.8) and (9.4.9) imply
dXα +Xβωαβ = A
α
i (dX
i +Xj
∨
ω
i
j) = A
α
i [(dA
i
β +A
h
β
∨
ω
i
h)X
β +Aiβdx
β ]
Consequently,
(9.4.12) ωαβ = A
α
i (dA
i
β+
∨
ω
i
j A
j
β).
Thus, the equalities (9.4.4), (9.4.10) and (9.4.12) lead to the form (9.4.11)
of the coefficients of induced tangent connection DT .
2◦ Using the rule of transformations of the coefficients of
∨
ω ij it follows
the sentence 2◦ of theorem . q.e.d.
As in the case of
∨
D we can write:
(9.4.13)
DTXα = Xα|βdu
β +Xα
(1)
| β δv(1)β + ...+Xα
(k−1)
| β δv(k−1)β +Xα|βδ
∨
pβ ,
where
(9.4.14)
Xα|γ =
δXα
δuγ
+XβHαβγ ,
Xα
(a)
| γ=
δXα
δv(a)γ
+XβCαβγ
(a)
, (a = 1, ...k − 1),
Xα|γ =
·
∂γ Xα +XβCαγβ .
Evidently, the induced tangent connection DT depends on the canonical
∨
N -
metrical connection D and depends on the immersion i∗ : T ∗k
∨
M→ T ∗kM.
This operator DT , as well the operators ,,|γ” , ,,
(a)
| γ ” and ,,|γ” can be
extended to the tensor fields Tα1...αaβ1...βq (
∨
u).
Definition 9.4.3 We call the induced normal connection on T ∗k
∨
M by the
canonical metrical N -connection D, the operator D⊥ given by
(9.4.15) D⊥Xα = Aαi
∨
D X
i, for X i = AiαX
α.
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As before we set
(9.4.16) D⊥ Xα = dXα +Xβωα
β
,
with the connection 1-forms of D⊥.
(9.4.17) ωα
β
= Hα
βγ
duγ + Cα
βγ
(1)
δv(1)γ + ...+ Cα
βγ
(k−1)
δv(k−1)γ + Cαγ
β
δ
∨
pγ .
Applying the same method as in the case of
∨
D and DT we can calculate the
coefficients of the 1-forms connection ωα
β
.
Theorem 9.4.3 The coefficients (Hα
βγ
, Cα
βγ
(1)
, ..., Cα
βγ
(k−1)
, C
αγ
β
) of the induced nor-
mal connection D⊥ are given by
(9.4.18)
Hα
βγ
= Aαi (
δAi
β
δuγ
+Aj
β
∨
H
i
jγ),
Cα
βγ
(a)
= Aαi (
δAi
β
δv(α)γ
+Aj
β
∨
C
i
jγ
(a)
), (a = 1, ..., k − 1),
C
αγ
β
= Aαi (
·
∂γ Ai
β
+Aiγ
∨
C
αγ
β ).
Proof. Indeed, (9.4.15) and (9.4.16) have as consequence:
(9.4.19) ωα
β
= Aαi (dA
i
β
+Aj
β
∨
ω ij).
Therefore,
∨
ω ij from (9.4.4) and ω
α
β
expressed in (9.4.17) substituted in the
equality (9.4.19) leads to (9.4.18). q.e.d.
As usual, we may set for the induced normal connection
(9.4.20) D⊥Xα = Xα|βdu
β+Xα
(1)
|β δv(1)β + ...+Xα
(k−1)
|β δv(k−1)β+Xα|βδ
∨
pβ
with
(9.4.21)
Xα|β =
δXα
δuβ
+XγHαγβ ,
Xα
(a)
| β=
δXα
δv(a)β
+XγCαγβ
(a)
, (a = 1, ...k − 1),
Xα|β =
·
∂β Xα +XγCαβγ .
These are the induced normal covariant derivations.
Now, we can define the relative (or mixed) derivation ∇ introduced at the
begining of this section.
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Definition 9.4.4 A relative (mixed) covariant derivation in the algebra of mixed
d-tensor field is an operator ∇ which has the following properties.
(9.4.22)
∇f = df, ∀f ∈ F(T ∗k ∨M)
∇X i = ∨D X i,∇Xα = DTXα,∇Xα = D⊥Xα
for any mixed vector fields X i(
∨
u), Xα(
∨
u) and Xα(
∨
u).
The connection 1-forms
∨
ω
i
j , ω
α
β and ω
α
β
will be called the connections 1-
forms of the relative covariant derivation ∇. Of course, the operator ∇ can be
extended to any mixed d-tensor T i...α...α
j...β...β
(
∨
u),
∨
u∈ T ∗k ∨M .
We can write the Ricci identities for the relative covariant derivative ∇,
and its torsion and curvature tensor, taking into account every components
∨
D,DT ,and D⊥ of ∇.
Then, it is easy to prove:
Theorem 9.4.4 The structure equations of the mixed covariant derivation ∇
are as follows:
(9.4.23)
d(duα)− duβ ∧ ωαβ = −
(0)
Ωα,
d(dv(a)α)− δv(a)β ∧ ωαβ = −
(a)
Ωα, (α = 1, ..., k − 1),
d(δ
∨
pα)− δ
∨
pβ ∧ωβα = −Ωα
and
(9.4.24)
d(
∨
ωij)−
∨
ω
h
j ∧
∨
ω
j
h= −
∨
Ωij ,
d(ωαβ )− ωγβ ∧ ωαγ = −Ωαβ ,
d(ωα
β
)− ωγ
β
∧ ωαγ = −Ωαβ ,
in which Ωα,
(a)
Ωα and Ωα are the 2-forms of torsion:
(9.4.25)
(0)
Ωα= duβ ∧ {1
2
Tαβγdu
γ + Cαβγ
(1)
δv(1)γ + ...+ Cαβγ
(k−1)
δv(k−1)γ + Cαγβ δ
∨
pγ},
(a)
Ωα= duβ ∧ Pαβ
(a0)
+
k−1∑
b=1
δv(b)β ∧ Pαβ
(ab)
+ δv(a)β ∧ {Hαβγduγ+
+
k−1∑
b=1
Cαβγ
(b)
δv(b)γ + Cαγβ δ
∨
pγ}, (a = 1, ..., k − 1),
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with Pαβ
(ab)
from (5.4.8) and where the 2-forms of curvature are given by
∨
Ω
i
j=
1
2
∨
R
i
j αβdu
α ∧ duβ+
k−1∑
a=1
∨
P
i
j αβ
(a)
duα ∧ δv(a)β+ ∨P i βj α duα ∧ δ
∨
pβ +
+
k−1∑
a,b=1
∨
S ij αβ
(ab)
dv(a)α ∧ δv(b)β+
k−1∑
a=1
∨
S
i β
j α dv
(a)α ∧ δ ∨pβ +1
2
∨
S
iαβ
j δ
∨
pα ∧
∨
pβ ....,
(9.4.26)
Ωαβ =
1
2
Rαβ γϕdu
γ ∧ duϕ+
k−1∑
a=1
Pαβ γϕ
(a)
duγ ∧ δv(a)ϕ + Pαϕβγ duγ ∧ δ
∨
pϕ +
+
k−1∑
a,b=1
Sαβ γϕδv
(a)γ ∧ δv(b)ϕ+
k−1∑
a=1
S
α ϕ
β γ dv
(a)γ ∧ δ ∨pϕ +1
2
S
αγϕ
β δ
∨
pγ ∧δ
∨
pϕ,
Ωα
β
=
1
2
Rα
β γϕ
duγ ∧ duϕ+
k−1∑
a=1
Pα
β γϕ
(a)
duγ ∧ δv(a)ϕ + P α ϕ
β γ
duγ ∧ δ ∨pϕ +
+
k−1∑
a,b=1
Sα
β γϕ
δv(a)γ ∧ δv(b)ϕ+
k−1∑
a=1
S α
β γϕ
dv(a)γ ∧ δ ∨pϕ +1
2
S
αγϕ
β
δ
∨
pγ ∧δ
∨
pϕ .
The previous equations can be particularized in the case when the induced
tangent connection DT has vanishing tensors of torsion Tαβγ , S
(a)
α
βγ and S
βγ
α .
In the following we shall adopt the notations
(9.4.27)
∨
Ωij=
∨
Ω
h
i ghj ,Ωαβ = Ω
γ
α
∨
gγβ ,Ωαβ = Ω
γ
αδγβ .
These covariant 2-forms of curvature of the mixed covariant connection ∇
will be useful to write the fundamental equations of the immersion i∗ : T ∗k
∨
M→
T kM.
As a direct consequence of the Theorems from the present section we get:
Theorem 9.4.5 The mixed covariant derivation ∇ is a metrical one, i.e.:
(9.4.28) ∇gij = 0,∇δαβ = 0,∇ ∨g
αβ
= 0.
Proof. The first formula is immediate, because of ∇gij = ∨D gij = 0 while
∇δαβ = 0,∇ ∨g
αβ
= 0 can be proved by means of Gauss-Weingarten formulas,
given in next section.
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9.5 The Gauss-Weingarten Formula
We need to study the moving equations of the Darboux frame:
(9.5.1) R = {∨u,Aiα(
∨
u), Aiα(
∨
u)}, ∀ ∨u∈ T ∗k ∨M .
So, we obtain
Theorem 9.5.1 The following Gauss-Weingarten formulae hold good:
(9.5.2) ▽Aiα = AiαΠαα, ▽Aiα = −AiαΠαα,
where
(9.5.3)
∏β
α = H
β
αγ
(0)
duγ + Hβαγ
(1)
δv(1)γ + ...+ Hβαγ
(k−1)
δv(k−1)γ +Hβγα δ
∨
pγ ,
∏α
β =
∨
gαγ δβγ
∏γ
γ
and where
(9.5.4)
Hβαγ
(0)
= Aβh(
δAhα
δuγ
+Ajα
∨
Hhjγ),
Hβαγ
(a)
= Aβh(
δAhα
δv(a)γ
+Ajα
∨
Chjγ
(a)
), (a = 1, ..., k − 1),
Hβγα = A
β
h(
·
∂γ Ahα +A
j
α
∨
C
hγ
j ),
with
∨
Hhjγ ,
∨
Chjγ
(a)
and
∨
C
hγ
j are from (9.4.5).
Proof. Taking into account that Aiα is a mixed d-tensor we have for its
relative covariant derivation:
▽Aiα = dAiα +Ajα
∨
ωij −Aiβωβα = dAiα +Ajα
∨
ωij −
−AiγAγh(dAhα+
∨
ωhj A
j
α) = dA
i
α +A
j
α
∨
ωij −
−(δih −AiγAγh)(dAhα+
∨
ωhj A
j
α) = A
i
αA
α
h(dA
h
α+
∨
ωhj A
j
α).
So, we get
(9.5.5) Παα = A
α
h(dA
h
α+
∨
ωhjA
j
α)
Remarking that
dAhα =
δAhα
δuβ
duβ +
δAhα
δv(1)β
δv(1)β + ...+
δAhα
δv(k−1)β
δv(k−1)β+
·
∂β Ahαδ
∨
pβ
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and
∨
ωij is from (9.4.4) we obtain
Παα = A
α
h [(
δAhα
δuβ
+Ajα
∨
Hhjβ)du
β + (
δAhα
δv(1)β
+Ajα
∨
Chjβ
(1)
)δv(1)β + ...
...+ (
δAhα
δv(k−1)β
+Ajα
∨
Chjβ
(k−1)
)δv(k−1)β+
·
(∂β Ahα +A
j
α
∨
C
hβ
j
(1)
)δ
∨
pβ .
The last expression of the 1-forms
∏α
α can be written as in (9.5.3) with the
coefficients (9.5.4).
In order to prove the second formula (9.5.2) we remark, using the same
method, the formula
(9.5.6) ▽Aiα = Aiα[Aαj (dAjα +Arα
∨
ωjr)] = −AiαΠαα.
So, we have
(9.5.6a) Παα = −Aαj (dAjα +Arα
∨
ωjr).
The second relation between the 1-forms Παα and Π
α
α is proved without dif-
ficulties by means of the equations ▽gij = 0,▽
∨
gαβ= 0 and ▽δαβ = 0, which
will be proved in the next Lemma. q.e.d
Lemma 9.5.1 The following properties of the relative covariant derivation ▽
hold:
(9.5.7) ▽ gij = 0, ▽gαβ = 0, ▽δαβ = 0.
Evidently, the equation ▽gij = 0 is immediate. After the formula (9.2.8’)
we have
(9.5.8)
∨
gαβ= gijA
i
αA
j
β , δαβ = gijA
i
αA
j
β
So, using (9.5.2) and ▽gij = 0, we obtain ▽
∨
gαβ= 0,▽δαβ = 0. q.e.d.
Remark 9.5.1 1◦ Theorem 8.4.5 is a consequences of the previous Lemma.
2◦ Because of gijA
i
αA
j
β
= 0, applying the operator ▽ we get by means of
(9.5.2) that gij(Π
α
αA
i
αA
j
β
− AiαAjβΠβα) = 0. But, this is δαβΠαα =
∨
gαβ Π
β
α, which
imply the second formula (9.5.3).
The formulae (9.5.4) allows to prove that the coefficients
(9.5.9) Hβαγ
(0)
, Hβαγ
(1)
, ..., Hβαγ
(k−1)
, Hβγα
are mixed d-tensor. They will be called the second fundamental tensors of the
Hamilton subspace
∨
H(k)m= (
∨
M,
∨
H) of the Hamilton space H(k)n = (M,H).
As an application of the previous considerations we get:
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Proposition 9.5.1 We have
(9.5.10)
∨
Ωij= −
∨
Ωji,Ωαβ = −Ωβα,Ωαβ = −Ωβα
The proof follows the same way as for the covariant curvature 2-forms Ωij
of a metrical connection.
Let us consider a parametrized smooth curve
∨
c on the Hamilton subspace
∨
H(k)m= (
∨
M,
∨
H). Locally
∨
c can be given by
uα = uα(t), v(1)α = v(1)α(t), ..., v(k−1)α = v(k−1)α (t) ,
∨
pα=
∨
pα (t)
A tangent vector X i along
∨
c is given by X i = AiαX
α.
But, along curve
∨
c ,we have
(9.5.11)
▽X i
dt
= AiαΠ
α
αX
α +Aiα
▽Xα
dt
▽Xα
dt
= 0 along
∨
c, implies
▽X i
dt
= AiαΠ
α
αX
α. This means that
▽X i
dt
is normal
to the subspace
∨
H(k)m .
We say that the subspace
∨
H(k)n is totally geodesic in the space H(k)n if
along any curve
∨
c ,
▽Xα
dt
= 0 implies
▽X i
dt
= 0. The geometrical meaning of
the condition is evident.
Theorem 9.5.2 The Hamilton subspaces of order k,
∨
H(k)n= (
∨
H,
∨
M) is totally
geodesic in the Hamilton space of order k, H(k)n = (H,M) if and only if, the
second fundamental tensors Hβαγ
(0)
, Hβαγ
(1)
, ..., Hβαγ
(k−1)
, Hβγα vanish.
Proof. If the second fundamental tensors vanish then Παβ identically vanish
and by (9.5.11) it follows that
▽Xα
dt
= 0 imply
▽X i
dt
= 0, for any X i = AiαX
α.
Conversely, the condition
▽Xα
dt
= 0⇒ ▽X
i
dt
= 0 for any X i = Aiα X
α and
the formula (9.5.11) leads to Παα = 0. Taking into account (9.5.3) and the fact
that
∨
c is arbitrary, it follows that all second fundamental tensors vanish.
9.6 The Gauss-Codazzi Equations
The Gauss-Codazzi equations of a Hamilton subspaces of order k,
∨
H(k)m= (
∨
M
,
∨
H) in the Hamilton spaces of order k, H(k)n = (H,M) endowed with a canon-
ical metrical N -connection D, are obtained from the integrability conditions
of the system of equalities (9.5.2). We can deduce these equations using the
structure equations (9.4.23) and (9.4.24).
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Theorem 9.6.1 The Gauss-Codazzi equations of the Hamilton subspaces
∨
H(k)m
in the Hamilton spaceH(k)n are as follows:
(9.6.1)
AiαA
j
β
∨
Ωij −Ωαβ = Πβγ ∧ Πγα,
AiαA
j
β
∨
Ωij −Ωαβ = Πγβ ∧ Πγα,
−AiαAαβ
∨
Ωij= δαγ(dΠ
γ
α +Π
γ
β ∧ ωβα −Παα ∧ ωγα),
where Παβ =
∨
gαγ Π
γ
β
.
Proof. Consider the first equations (9.5.2), written in the form
(*) dAiα +A
j
α
∨
ωij −Aiβωβα = AiαΠαα.
By exterior differentiation of the both side of this equation we get:
(**) dAjα∧
∨
ωij +A
j
αd
∨
ωij −dAiβ ∧ ωβα −Aiβdωβα = dAiα ∧ Παα +AiαdΠαα.
Looking to the equality (*) and at:
(***) dAiα +A
j
α
∨
ω
i
j −Aiβω
β
α = −AiβΠβα,
the equality (**) becomes
(9.6.2) −Ajα
∨
Ω
i
j +A
i
β(Ω
β
α +Π
β
α ∧ Παα) = Aiα(dΠαα +Παβ ∧ ωβα −Πβα ∧ ωαβ ).
Now, multiplying (9.6.2) by gihA
h
β =
∨
gβγ A
γ
i we obtain the first equations
(9.6.1). The same operation, taking the factor gijA
j
β
= δβαA
α
i leads to third
equation (9.6.1). Of course, to deduce the second equations (9.6.1) we will take
the exterior differential of both sides of equations (***) and apply the same
method. q.e.d.
In order to obtain the system of all fundamental equations of the subspaces
∨
H(k)min H(k)n, we must find the relations between the torsion 2-forms
(0)
Ωi,
(a)
Ωi
, (a = 1, ..., k − 1),Ωi of the canonical metrical N -connection D of H(k)n and
the torsion 2-forms
(0)
Ωα,
(a)
Ωα, (a = 1, ..., k − 1),Ωα of the relative connection ∇.
Therefore, we obtain:
Theorem 9.6.2 The fundamental equation of the Hamilton subspaces of order
k,
∨
H(k)m= (
∨
M,
∨
H) in a Hamilton space of order k, H(k)n = (M,H) endowed
with the canonical metrical N -connection D are: the Gauss-Codazzi equations
(9.6.1), as well as the following equations:
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d(dxi)− dxj ∧ ωij =
(0)
Ωi, modulo (9.3.8),
d(δy(a)i)− δy(a)j ∧ ωij = −
(a)
Ωi modulo (9.3.8), (a = 1, ..., k − 1),
d(δpi) + δpj ∧ ωji = −Ωi, modulo (9.3.8’).
We end here the theory of Hamilton subspaces of order k in a Hamilton
space of the same order.
We underline the importance of this theory for applications in the Higher
Order Hamiltonian Mechanics.
The particular case m = n− 1 of the hypersurfaces ∨M in M can be obtained
from the previous study without difficulties. If k = 1 we have the theory of
Hamilton subspaces
∨
Hn= (
∨
M,
∨
H (x,
∨
p) in a Hamilton space Hn = (M,H(x, p)).
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Chapter 10
The Cartan Spaces of Order
k as Dual of Finsler Spaces
of Order k
The geometry of Finsler spaces of order k, F (k)n = (M,F (x, y(1), ..., y(k))),
studied in chapter 3, is a particular case of the geometry of Lagrange spaces of
order k, L(k)n = (M,L(x, y(1), ..., y(k))). The fundamental function F being a
k-homogeneous regular Lagrangian on the fibres of the bundle T kM .
As we know, the ’dual’ of the space L(k)n, via Legendre transformation
Leg, is a Hamilton space of order k, H(k)n = (M,H(x, y(1), ..., y(k−1), p)).
In this chapter we will prove that the restriction of the mapping Leg to the
Finsler spaces of order k determines a new class of Hamilton spaces of or-
der k, that are called the Cartan spaces of order k and are denoted by C(k)n
= (M,K(x, y(1), ..., y(k−1), p)).
Also, the spaces C(k)n are the Hamilton spaces H(k)n = (M,H) in which the
fundamental function K(x, y(1), ..., y(k−1), p) is regular and k-homogeneous on
the fibres of the dual bundle T ∗kM .
For the spaces C(k)n it is important to determine the fundamental geomet-
rical object fields which are important in their differential geometry.
10.1 C(k)n-Spaces
Definition 10.1.1 A Cartan space of order k ≥ 1 is a pair C(k)n =
= (M,K(x, y(1), ..., y(k−1), p)) for which the following axioms hold:
10 K is a real function on the manifold T ∗kM , differentiable on T˜ ∗kM and
continuous on the null section of the projection pi∗k : T ∗kM →M .
20 K > 0 on T ∗kM .
30 K is positively k-homogeneous on the fibres of bundle T ∗kM , i.e.
(10.1.1) K(x, ay(1), ..., ak−1y(k−1), akp) = akK(x, y(1), ..., y(k−1), p), ∀a ∈ R+.
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40 The Hessian of K2, with respect to the momenta pi, having the elements
(10.1.2) gij(x, y(1), ..., y(k−1), p) =
1
2
·
∂
i ·
∂
j
K2
is positively defined.
It follows that the k-homogeneity of the function K is not k -homogeneity of
K with respect to pi. It is considered as in section 1, ch. 3. In the book [115],
ch. 13 is considered only the case of homogeneity of K with respect to pi.
We deduce from (10.1.2) that gij is contravariant of order two, symmetric
and nondegenerate, i.e.
(10.1.3) rank
∥∥gij∥∥ = n, on T˜ ∗kM.
The function K is called the fundamental (or metric) function of C(k)n and
gij is the fundamental tensor of this space.
The first problem is if exist the Cartan spaces C(k)n.
Theorem 10.1.1 If the base manifold M is paracompact, then on T ∗kM there
exist functions K(x, y(1), ..., y(k−1), p) such that the pair (M,K) is a Cartan
space of order k.
Proof : The manifold M being paracompact there exists a Finsler space of
order k − 1, F (k−1)n = (M,F (x, y(1), ..., y(k−1))). Its fundamental tensor aij :
aij(x, y
(1), ..., y(k−1)) =
1
2
∂2F 2
∂y(k−1)i∂y(k−1)j
is positively defined on T k−1M and 0-homogeneous on the fibres of bundle
(T k−1M,pik−1,M).
Now, we can construct on the dual bundle T ∗kM = T k−1M ×M T ∗M the
following Hamiltonian
(10.1.4) K(x, y(1), ..., y(k−1), p) =
{
aij(x, y(1), ..., y(k−1))pipj
}1/2
,
where aij is the contravariant tensor of aij .
It follows, without difficulties, that K is a scalar function (i.e. it does not de-
pend of the transformations of coordinates on T ∗kM) which satisfies the axioms
10-40 from Definition 1.1.
The fact that K is positively k-homogeneous on the fibres of the bundle
T ∗kM follows directly. As aij are 0-homogeneous we have that
K(x, ay(1), ..., ak−1y(k−1), akp) = akK(x, y(1), ..., y(k−1), p).
The fundamental tensor gij(x, y(1), ..., y(k−1), p) coincides with
aij(x, y(1), ..., y(k−1)). The conclusion is that the pair (M,K), with K from
(10.1.4) is a Cartan space of order k.
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Remark 10.1.1 The Cartan space C(k)n with the fundamental functionK from
(10.1.4) is a particular one, but it is an important and useful example of Cartan
space of order k.
Remark 10.1.2 If C(k)n = (M,K) is a Cartan space of order k, then H(k)n =
(M,K2) is a Hamilton space of order k having the same fundamental tensor gij
as the space C(k)n. H(k)n will be called the Hamilton space associated to the
Cartan space of order k , C(k)n. All geometrical properties of H(k)n = (M,K2)
are geometrical properties of C(k)n = (M,K).
10.2 Geometrical Properties of the Cartan Spaces
of Order k
First of all we shall study those properties of the spaces C(k)n = (M,K) which
result from the k-homogeneity of the fundamental function K expressed in the
identity (10.1.1).
Consider the vector field on T ∗kM :
(10.2.1)
k−1
Γ +kC
∗ = y(1)i
∂
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−1)i
+ kpi
·
∂
i
and the Lie derivation with respect to this vector field Lk−1
Γ +kC∗
.
The functions K, K2,
·
∂
j
K2k, gij (i, j = 1, ..., n) and Cijh:
(10.2.2) Cijh =
1
2
·
∂
h
gij = −1
4
·
∂
i ·
∂
j ·
∂
h
K2
are k, 2k, k, 0 and −k homogeneous, respectively on the fibres of the bundle
T ∗kM . Taking into account the Theorems 4.5.7 and 4.5.8 we have:
Proposition 10.2.1 The following identities hold:
(10.2.3) Lk−1
Γ +kC∗
K = kK,
(10.2.4) Lk−1
Γ +kC∗
K2 = 2kK,
(10.2.5) Lk−1
Γ +kC∗
·
∂
h
K2 = k
·
∂
h
K2,
(10.2.6) Lk−1
Γ +kC∗
gij = 0,
(10.2.7) Lk−1
Γ +kC∗
Cijh = −kCijh.
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We remark, especially, 0-homogeneity of the functions gij(x, y(1), ..., y(k−1),
p). By virtue of (10.2.1) and (10.2.6) we have the identity:
(10.2.6a) y(1)i
∂gjh
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂g
jh
∂y(k−1)i
+ kpi
·
∂
i
gjh = 0.
Of course, the covariant tensor field gij of the fundamental tensor g
ij of
the Cartan space C(k)n is 0-homogeneous on the fibres of T ∗kM . Indeed, the
equality (10.2.6) implies Lk−1
Γ +kC∗
gij = 0. Therefore we have the identity:
(10.2.6b) y(1)i
∂gjh
∂y(1)i
+ · · ·+ (k − 1)y(k−1)i ∂gjh
∂y(k−1)i
+ kpi
·
∂
i
gjh = 0.
In any Cartan space of order k, C(k)n = (M,K), there exists two important
tensors C
(k−1)
i
jh, C
jh
i which are the vk−1- and wk-coefficients of a canonical
metrical connection.
We have:
Theorem 10.2.1 For any Cartan space of order k, C(k)n = (M,K), C
(k−1)
i
jh,
C
jh
i given by
(10.2.8) C
(k−1)
i
jh =
1
2
gis
(
∂gsh
∂y(k−1)j
+
∂gjs
∂y(k−1)h
− ∂gjh
∂y(k−1)s
)
,
(10.2.9) Cjhi = −
1
2
gis
(
∂gsh
∂pj
+
∂gjs
∂ph
− ∂g
jh
∂ps
)
have the following properties:
10 They are d-tensor fields of type (1,2) and (2,1), respectively.
20 C
(k−1)
i
jh are 1−k homogeneous and Cjhi are −k homogeneous on the fibres
of T ∗kM .
30 They are the vk−1- and wk-coefficients of a canonical metrical connection
D, i.e.:
(10.2.10) gij
(k−1)
| h= 0, gij |h = 0.
40 We have
(10.2.11) Cjhi = gisC
sjh.
50 S
(k−1)
i
jh = C
(k−1)
i
jh − C
(k−1)
i
hj = 0, S
jh
i = C
jh
i − Chji = 0.
The proofs of these affirmations are not difficult.
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10.3 Canonical Presymplectic Structures, Vari-
ational Problem of the Space C(k)n
Consider a Cartan space of order k, C(k)n = (M,K(x, y(1), ..., y(k−1), p)), and
the canonical presymplectic structure
(10.3.1) θ = dpi ∧ dxi,
where
(10.3.1a) θ = dω, ω = pidx
i.
Of course the structure θ can be directly studied using the property of integra-
bility, given by dθ = 0. The relations between the structure θ and the Poisson
structure {f, g}0 :
(10.3.2) {f, g}0 =
∂f
∂xi
∂g
∂pi
− ∂f
∂pi
∂g
∂xi
, ∀f, g,∈ F(Σ0),
and
(10.3.3) Σ0 =
{
(x, y(1), ..., y(k−1), p)|y(1)i = · · · = y(k−1)i = 0
}
,
lead to some important geometrical results.
Recall that the submanifold Σ0 has been introduced in the section 3 of
chapter 8 as a section of the canonical projection of the differentiable bundle
(T ∗kM,pi∗, T ∗M).
Let us consider the restriction K0 of the fundamental function K of space
C(k)n to Σ0:
(10.3.4) K0 = K|Σ0 .
Thus we have
K0(x, p) = K(x, 0, ..., 0, p).
It follows that K0 is 1-homogeneous with respect to pi.
Therefore the pair C(1)n0 = (M,K0) is a classical Hamilton space, [115], with
the fundamental tensor field
(10.3.5) gij0 (x, p) = g
ij(x, 0, ..., 0, p) =
1
2
·
∂
i ·
∂
j
K20 .
Theorem 7.3.1 is valid in the particular case of Cartan space C(1)n0 :
Theorem 10.3.1 The pair (Σ0, θ0), with θ0 = θ|Σ0 , is a symplectic manifold.
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Since θ0 = dpi ∧ dxi in every point (x, p) ∈ Σ0, it is a closed 2-form of rank
2n = dimΣ0.
The tangent space TuΣ0 at a point u ∈ Σ0 has the natural basis
(
∂
∂xi
,
∂
∂pi
)
u
,
(i = 1, ..., n) and the natural cobasis
(
dxi, dpi
)
, (i = 1, ..., n).
Consider the F(Σ0)-module X (Σ0) of vector fields and the F(Σ0)-module
X ∗(Σ0) of 1-form fields on the submanifold Σ0.
Taking into account the theory from ch. 8, section 3 we have:
10 The F(Σ0)-linear mapping Sθ0 : X (Σ0)→ X ∗(Σ0) given by
Sθ0(X) = iXθ0, ∀X ∈ X (Σ0)
is an isomorphism.
20 There exists an unique vector field XK20 ∈ X (Σ0) such that
Sθ0(XK20 ) = iXK20
θ0 = −dK20 .
30 The Hamiltonian vector field XK20 is given by
XK20 =
∂K20
∂pi
∂
∂xi
− ∂K
2
0
∂xi
∂
∂pi
.
Consequently, we can formulate:
Theorem 10.3.2 The integral curves of the Hamiltonian vector field XK20 are
given by the Σ0-canonical equations:
(10.3.6)
dxi
dt
=
∂K20
∂pi
,
dpi
dt
= −∂K
2
0
∂xi
, y(α)i = 0, (α = 1, ..., k − 1).
Now, let us consider two functions f, g ∈ F(Σ0) and the vector fields Xf ,
Xg given by
iXf θ0 = −df, iXgθ0 = −dg.
Proposition 10.3.1 The following relations between the structures θ0 and {, }0
on the submanifold Σ0, hold:
(10.3.7) {f, g}0 = θ0(Xf , Xg), ∀f, g ∈ F(Σ0).
Remark 10.3.1 The triple (T ∗kM,K2(x, y(1), ..., y(k−1), p), θ) is a particular
Hamiltonian system. It can be studied directly applying the method of Gotay,
[115].
But, the equations (10.3.6) are extremely particular. For Cartan spaces C(k)n =
(M,K(x, y(1), ..., y(k−1), p)) the integral of action (see Ch.5)
(10.3.8) I(c) =
∫ 1
0
[pi
dxi
dt
−K(x, dx
dt
, ...,
1
(k − 1)!
dk−1
dtk−1
, p)]dt
The Cartan Spaces of Order k 201
leads to the fundamental equations of the space:
(10.3.9)
dxi
dt
=
1
2
∂K
∂pi
,
dpi
dt
= −1
2
[
∂K
∂xi
− d
dt
∂K
∂y(1)i
+ · · ·+ (−1)k−1 d
k−1
dtk−1
∂K
∂y(k−1)i
]
The integrand of the integral of action is k-homogeneous on the fibres of
T ∗kM . The Hamilton-Jacobi equations (10.3.9) are homogeneous on the fibres
of T ∗kM , too.
The energy of order k − 1, Ek−1, of the Cartan space C(k)n = (M,K), by
means of formula (5.3.1), is given by:
(10.3.10)
Ek−1(K) = Ik−1(K)− 1
2!
d
dt
Ik−2(K) + · · ·+ (−1)k−2 1
(k − 1)!
dk−2
dtk−2
I1(K)−K.
We have:
Theorem 10.3.3 For a Cartan space C(k)n = (M,K), the energy of order
k − 1, Ek−1(K) is constant along every solution curve of the Hamilton-Jacobi
equations.
10.4 The Cartan Spaces C(k)n as Dual of Finsler
Spaces F (k)n
Let F (k)n = (M,F (x, y(1), ..., y(k))) be a Finsler space of order k having
F (x, y(1), ..., y(k)) as fundamental function and
(10.4.1) aij(x, y
(1), ..., y(k)) =
1
2
∂2F 2
∂y(k)i∂y(k)j
as fundamental tensor.
Remembering the Definition 3.1.1, F is a function from T kM to R, differ-
entiable on the manifold T˜ kM = T kM \{0} and continuous on the null section.
F is a positive function, k-homogeneous:
F (x, ay(1), ..., aky(k)) = akF (x, y(1), ..., y(k)), ∀a ∈ R+
and the tensor field aij is positively defined on T˜ kM .
The Legendre mapping ϕ : T˜ kM → T˜ ∗kM defined in section 4, ch.8, by
(10.4.2)
 x
i = y(0)i, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
pi =
1
2
∂F 2
∂y(k)i
is a local diffeomorphism.
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We denote
(10.4.2a) pi = ϕi(y
(0), y(1), ..., y(k)).
Evidently y(0)i = xi is the point of the base manifoldM , x = pik(x, y(1), ..., y(k)).
The local inverse ξ = ϕ−1 : T˜ ∗kM → T˜ kM is expressed by (8.4.3):
(10.4.3)
{
y(0)i = xi, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
y(k)i = ξi(x, y(1), ..., y(k−1), p)
Remarking that the Legendre transformation ϕ, from (10.4.2) is
k-homogeneous, it follows that its local inverse ξ−1 is k -homogeneous on the
fibres of bundle T ∗kM . So, we have:
(10.4.4) ξi(x, ay(1), ..., ak−1y(k−1), akp) = akξi(x, y(1), ..., y(k−1), p), ∀a ∈ R+.
Applying the Theorem 8.4.1 we have:
Theorem 10.4.1 The Legendre mapping ϕ transforms the canonical k-spray
of the Finsler space F (k)n:
(10.4.5) S = y(1)i
∂
∂xi
+ · · ·+ ky(k)i ∂
∂y(k−1)i
− (k + 1)Gi ∂
∂y(k)i
with the coefficients
(k + 1)Gi(x, y(1), ..., y(k)) =
1
2
aij
{
Γ
(
∂F 2
∂y(k)j
)
− ∂F
2
∂y(k−1)j
}
in the ξ-dual k-spray
(10.4.6)
S∗ξ = y
(1)i ∂
∂xi
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−2)i
+
+kξi(x, y(1), ..., y(k−1), p)
∂
∂y(k−1)i
+ ηi(x, y
(1), ..., y(k−1), p)
∂
∂pi
with ξi from (10.4.3) and
(10.4.7)
ηi = −ais
[ ∂ξs
∂xr
y(1)r + · · ·+
+(k − 1) ∂ξ
s
∂y(k−1)r
ξr + (k + 1)Gs(x, y(1), ..., y(k−1), ξ)
]
Proof : By means of theorem 8.4.1, the k-spray S, which is 2 -homogeneous
on the fibres of T kM , is transformed in the dual k -semispray S∗ξ from (10.4.6),
(10.4.7). We must prove that S∗ξ is 2-homogeneous on the fibres of T
∗kM . But
every term of S∗ξ is 2-homogeneous on the fibres of T
∗kM . Thus, S∗ξ is a dual
k-spray.
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Theorem 10.4.2 The dual k-spray S∗ξ from (10.4.6) determines a local nonlin-
ear connection N∗ on the manifold T˜ ∗kM , which depends on the Finsler space
of order k, F (k)n, and N∗ has the following dual coefficients
(10.4.8)
M
(1)
∗ i
j = −
∂ξi
∂y(1)j
, ..., M
(k−1)
∗ i
j = −
∂ξi
∂y(k−1)j
,
N∗ij =
δηi
δy(1)j
,
where the operators
δ
δy(1)j
are constructed by means of the coefficients N
(1)
∗ i
j,
..., N
(k−1)
∗ i
j from the dual coefficients (10.4.8).
Indeed, this theorem is just the Theorem 8.4.2 applied to Finsler spaces of
order k.
We remark the following property of homogeneity of the coefficients M∗,
N∗:
Proposition 10.4.1 The coefficients M
(1)
∗ i
j, ..., M
(k−1)
∗ i
j, N
∗
ij are homogeneous
on the fibres of T ∗kM of degree k − 1, ..., 1, k, respectively.
Indeed, ξi being k-homogeneous and ηi from (10.4.7) being k + 1 homoge-
neous, by means of (10.4.8) the property follows.
Now, let us consider
◦
N a fixed nonlinear connection on the submanifold
T k−1M of T ∗kM = T k−1M ×M T ∗M . We assume that the coefficients
◦
M
(1)
i
j , ...,
◦
M
(k−1)
i
j are homogeneous of degree 1, ..., k − 1 on the fibres of T k−1M .
Thus, the Legendre mapping ϕ : u = (x, y(1), ..., y(k−1), y(k)) ∈ T kM →
u∗ = (x, y(1), ..., y(k−1), p) ∈ T ∗kM transforms the Liouville d-vector field z(k)i
at the point u:
(10.4.9) kz(k)i = ky(k)i + (k − 1)
◦
M
(1)
i
m
y(k−1)m + · · ·+
◦
M
(k−1)
i
m
y(1)m
in the d-vector field
∨
z
(k)i
at the point u∗. The vector field
∨
z
(k)i
is:
(10.4.9a) k
∨
z
(k)i
= kξi + (k − 1)
◦
M
(1)
i
m
y(k−1)m + · · ·+
◦
M
(k−1)
i
m
y(1)m.
Of course,
∨
z
(k)i
is k-homogeneous on the fibres of T ∗kM . Consider the function
(10.4.10)
K2(x, y(1), ..., y(k−1), p) = 2pi
∨
z
(k)i
−F 2(x, y(1), ..., y(k−1), ξ(x, y(1), ..., y(k−1), p)).
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Theorem 10.4.3 We have:
10 The pair (M,K2(x, y(1), ..., y(k−1), p)) is a Hamilton space. Its fundamen-
tal function K2 is 2k-homogeneous on the fibres of T ∗kM .
20 The fundamental tensor of the space (M,K2) is positively defined and it
does not depend on the apriori given nonlinear connection
◦
N . It is given by:
gij(x, y(1), ..., y(k−1), p) = aij(x, y(1), ..., y(k−1), ξi(x, y(1), ..., y(k−1), p)).
The proof follows from Theorem 8.4.3 in which H = K2.
We shall say that (M,K2) is a Cartan spaces of order k, dual (via Legendre
transformation) to the Lagrange space L(k)n = (M,F 2) associated to the Finsler
space F (k)n = (M,F ).
The inverse problem: being given a Cartan space of order k,
C(k)n = (M,K(x, y(1), ..., y(k−1), p)) let us determine its dual as a Finsler space
of order k, F (k)n = (M,F (x, y(1), ..., y(k−1), y(k))). We follow the theory that
has been done in the section 5, ch. 8.
Let
◦
N be an apriori given nonlinear connection on T k−1M , with the dual
coefficients
(
◦
M
(1)
i
j , ...,
◦
M
(k−1)
i
j
)
and the mapping
ξ∗ : u∗ = (x, y(1), ..., y(k−1), p) ∈ T ∗kM → u = (x, y(1), ..., y(k−1), y(k)) ∈ T kM
defined by
(10.4.11)
 y
(0)i = xi, y(1)i = y(1)i, ..., y(k−1)i = y(k−1)i,
y(k)i = ξ∗i(x, y(1), ..., y(k−1), p),
where ξ∗i is expressed from the formula
(10.4.12) kξ∗i + (k − 1)
◦
M
(1)
i
jy
(k−1)j + · · ·+
◦
M
(k−1)
i
jy
(1)j =
k
2
·
∂
i
K2.
Theorem 10.4.4 The mapping ξ∗ is a local diffeomorphism which preserves
the fibres of T ∗kM and T kM .
Indeed, by means of theorem 7.5.1, the Jacobian of ξ∗ is det ||gij ||, gij being
the fundamental tensor of the Cartan space C(k)n. q.e.d.
The formulas (10.4.11) and (10.4.12) imply:
(10.4.13)
·
∂
i
ξ∗j = gij ,
z(k)i(x, y(1), ..., y(k−1), ξ∗(u∗)) =
1
2
·
∂
i
K2(x, y(1), ..., y(k−1), p),
where z(k)i is the Liouville vector field (10.4.9).
Let F 2 = ξ∗(K2) be the Lagrangian
(10.4.14)
F 2(x, y(1), ..., y(k)) = 2piz
(k)i(x, y(1), ..., y(k−1), ξ∗)−K2(x, y(1), ..., y(k−1), ϕ∗).
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where ϕ∗ is the local inverse of ξ∗.
Theorem 8.5.2 allows to state:
Theorem 10.4.5 The pair (M,F ), with F from (10.4.14), has the properties:
10 It is a Finsler space, having the fundamental function F 2, 2k -homogeneous
on the fibres of T kM .
20 Its fundamental tensor field is given by
aij(u) = gij(x, y
(1), ..., y(k−1), ϕ∗(u)).
So, the space (M,F ) is called the Finsler space of order k dual to the Cartan
space of order k, C(k)n = (M,K).
¿From (10.4.14) we deduce
(10.4.15) pi =
1
2
∂F 2
∂y(k)i
, pi = ϕ
∗
i (x, y
(1), ..., y(k)).
Therefore, by means of the Theorem 8.5.3, we have:
Theorem 10.4.6 The Legendre transformation determined by the Lagrange
space L(k)n = (M,F 2), with F 2 from (10.4.14) is defined by the local diffeo-
morphism ϕ∗, the inverse of the local diffeomorphism ξ∗ and K2 = ϕ∗(F 2) is
given by
K2(x, y(1), ..., y(k−1), p) = 2piz
(k)i(x, y(1), ..., y(k−1), ξ∗)−F 2(x, y(1), ..., y(k−1), ξ∗).
Remark 10.4.1 It follows ϕ = ϕ∗ and ϕ−1 = ξ∗. Therefore, locally, we get
K2 = ϕ∗(ξ∗(K2)) and F 2 = ξ∗(ϕ∗(F 2)).
10.5 Canonical Nonlinear Connection. N-Linear
Connections
As we know, from section 6, Ch. 8 and from Theorem 10.4.6 we can determine
a nonlinear connection N∗ of the Cartan space C(k)n = (M,K) by means of an
apriori given nonlinear connection
◦
N on the manifold T k−1M . We construct a
bundle morphism and determine the space L(k)n = (M,F 2), with F 2 = ξ∗(K2).
The Legendre transformation ϕ∗ = ξ∗−1 (with ϕ∗i =
1
2
∂F 2
∂y(k)i
) transforms
the k-spray S of L(k)n in the dual k-spray S∗ξ∗ :
(10.5.1) S∗ξ∗ = y
(1)i ∂
∂xi
+ · · ·+ (k − 1)y(k−1)i ∂
∂y(k−2)i
+ kξ∗i
∂
∂y(k−1)i
+ ηi
∂
∂pi
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Theorem 10.5.1 The following systems of functions
(10.5.2) M
(1)
∗i
j
= − ∂ξ
∗i
∂y(1)j
, ..., M
(k−1)
∗i
j
= − ∂ξ
∗i
∂y(k−1)j
,
and
(10.5.2a) N∗ij =
δηi
δy(1)j
,
where the operators
δ
δy(1)i
are constructed by means of (10.5.2), give the dual
coefficients of a nonlinear connection N∗ which depends on the fundamental
function K of Cartan space C(k)n = (M,K) and on the apriori given nonlinear
connection
◦
N of the manifold T k−1M .
Indeed, this is a particular case of the Theorem 8.6.1.
The nonlinear connectionN∗ is called canonical for the Cartan space C(k)n =
(M,K).
In the following we denote N∗ by N and consider the adapted basis and
adapted cobasis determined by N and by the vertical distribution Wk:
(10.5.3)
{
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
∂
∂pi
=
·
∂
i
}
and
(10.5.3a)
{
dxi, δy(1)i, ..., δy(k−1)i, δpi
}
.
Let D be a N -linear connection with the coefficients DΓ(N) =
= (Hijh, C
(α)
i
jh, C
jh
i ), (α = 1, ..., k − 1).
The fundamental tensor field gij of C(k)n is absolute parallel with respect to
D if
(10.5.4) gij|h = 0, g
ij
(α)
| h= 0, (α = 1, ..., k − 1), gij |h = 0.
Assume that the equations (10.5.4) hold. Then D is called the metrical
N -linear connection.
In the case when h-, vα-, and wk-torsions of D vanish, D is called canonical
metrical N -linear connection of the Cartan space C(k)n.
Theorem 8.7.1 leads to the following important result:
Theorem 10.5.2 10 There exists an unique canonical metrical N -linear con-
nection D of the space C(k)n = (M,K). Its coefficients are given by the gener-
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alized Christoffel symbols:
(10.5.5)
Hijh =
1
2
gis
(
δgsh
δxj
+
δgjs
δxh
− δgjh
δxs
)
,
C
(α)
i
jh =
1
2
gis
(
δgsh
δy(α)j
+
δgjs
δy(α)h
− δgjh
δy(α)s
)
, (α = 1, ..., k − 1),
C
jh
i = −
1
2
gis
(
∂gsh
∂pj
+
∂gjs
∂ph
− ∂g
jh
∂ps
)
.
20 This connection depends only on the canonical nonlinear connection N
and on the fundamental function K of the Cartan space of order k, C(k)n.
30 The coefficients (Hijh, C
(1)
i
jh, ..., C
(k−1)
i
jh, C
jh
i ) are homogeneous on the fibres
of bundle T ∗kM of degree: 0, −1, ..., 1− k, −k, respectively.
Corollary 10.5.1 The following identities hold
(10.5.6)
Lk−1
Γ +kC∗
Hijh = 0,
Lk−1
Γ +kC∗
C
(α)
i
jh = −αC
(α)
i
jh, (α = 1, ..., k − 1),
Lk−1
Γ +kC∗
C
jh
i = −kCjhi .
Corollary 10.5.2 We have
(10.5.7) Cjhi = gisC
sjh.
Consider the d-Liouville vector fields of the space C(k)n: z(1)i, ..., z(k−1)i,
(cf. (6.2.7), (6.2.7’)). They are homogeneous on the fibres of T ∗kM of degree
1, 2, ..., k − 1, respectively.
The deflection tensor fields of the canonical metrical N -linear connection D
are given by (see ch. 7, section 5):
(10.5.8)
(α)
D ij =
(α)
z i
|j =
δ
(α)
z i
δxj
+
(α)
z mHimj ,
(αβ)
D ij =
(α)
z i
(β)
| j=
δ
(α)
z i
δy(β)j
+
(α)
z mC
(β)
i
mj ,
(α)
D ij =
(α)
z i|j = δ
(α)
z i
δpj
+
(α)
z mCijm, (α, β = 1, ..., k − 1)
and
(10.5.8a)
∆ij = pi|j = −pmHmij ,
(α)
6 δ ij= pi
(α)
| j= −pm C
(α)
m
ij , (α = 1, ..., k − 1),
6 δji = pi|j = δji − pmCmii .
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The degrees of homogeneity on the fibres of T ∗kM for these tensor fields are
easily determined.
The deflection tensors (10.5.8) and (10.5.8a) lead to important identities for
the canonical metrical N -linear connection D, derived from the Ricci identities
applied to the Liouville d-vector fields z(1)i, ..., z(k−1)i.
Indeed, Theorem 7.6.2 and 7.6.3 give us:
Theorem 10.5.3 The canonical metrical N -linear connection of Cartan space
C(k)n satisfies the following identities:
(α)
D
i
j|h −
(α)
D
i
h|j= z
(α)sR is jh −
k−1∑
β=1
{
(αβ)
D
i
s R
(0β)
s
jh
}
+
(α)
D
is
R
(0)
sjh,
(α)
D
i
j
(β)
| h −
(αβ)
D
i
h|j= z
(α)s P
(β)
i
jh−
(α)
D
i
s C
(β)
s
jh−
(αβ)
D
i
s H
s
jh−
−
k−1∑
γ=1
{
(αγ)
D is B
(βγ)
s
jh
}
− (α)D isB
(β)
sjh,
(α)
D ij |h−
(α)
D ih|j = z
(α)sP i hs j −
(α)
D isC
sh
j−
(α)
D isH hs j−
−
k−1∑
γ=1
{
(αγ)
D isB
(γ)
s h
j
}
−
(α)
D isB
(0)
h
sj ,
(10.5.9)
(αβ)
D ij
(γ)
| h −
(αγ)
D ih
(β)
| j= z(α)s S
(βγ)
i
s jh−
(αβ)
D isC
(γ)
s
jh+
(αγ)
D isC
(β)
s
hj−
−
k−1∑
σ=1
{
(ασ)
D
i
s
(σ)
C
(βγ)
s
jh
}
−
(α)
D
is B
(βγ)
sjh,
(αβ)
D ij |h−
(α)
D ih
(β)
| j= z(α)s S
(β)
i h
s j −
(α)
D isC
(β)
h
s j−
(αβ)
D isC
sh
j −
−
k−1∑
σ=1
{
(ασ)
D is B
(βσ)
s h
j
}
−
(α)
D isC
(β)
h
sj ,
(α)
D
ij
|h−
(α)
D
ih
|j = z(α)sSijhs
and
∆ij|h −∆ih|j = −psR si jh −
k−1∑
γ=1
(
(γ)
6 δ is R
(0γ)
s
jh
)
− 6 δsi R
(0)
sjh,
∆ij
(β)
| h − 6 δih|j = −ps P
(β)
s
i jh−∆isC
(β)
s
jh−
(β)
6 δ is Hsjh−
k−1∑
γ=1
(
(γ)
6 δ is B
(αγ)
s
jh
)
− 6 δsi B
(β)
sjh,
∆ij |h− 6 δ hi |j = −psP s hi j −∆isCshj − 6 δsiH hs j −
k−1∑
γ=1
(
(γ)
6 δ is B
(γ)
sh
j
)
− 6 δsi B
(0)
h
sj ,
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(10.5.9a)
(β)
6 δ ij
(γ)
| h −
(γ)
6 δ ih
(β)
| j= −ps S
(βγ)
s
i jh−
(β)
6 δ is C
(γ)
s
jh−
−
(γ)
6 δ is C
(β)
s
hj−
−
k−1∑
σ=1
(
(σ)
6 δ is
(σ)
C
(βγ)
s
jh
)
− 6 δsi B
(βγ)
sjh,
(β)
6 δ ij |h− 6 δhi
(β)
| j= −ps S
(β)
s h
i j − 6 δsi C
(β)
h
s j−
(β)
6 δ isCshj −
k−1∑
σ=1
(
(σ)
6 δ is C
(βσ)
sh
j
)
− 6 δsi C
(β)
h
sj ,
6 δ ji |h− 6 δ hi |j = −psS sjhi .
The Ricci identities and Bianchi identities of the canonical metrical N -linear
connection of the Cartan space C(k)n can be written using the corresponding
indentities of the N -linear connections of T ∗kM , given in the chapter 6.
Applying the Ricci identities to the fundamental tensor gij of the space
C(k)n, with respect to the canonical metrical N -linear connection, we obtain
the identities (7.6.8).
So, we have:
Theorem 10.5.4 In a Cartan space C(k)n, with respect to the canonical metri-
cal N -linear connection, the following identities hold:
gsjR is hm + g
isR
j
s hm = 0,
gsj P
(α)
i
s hm + g
is P
(α)
j
s hm = 0, (α = 1, ..., k − 1),
gsjS ihms + g
isS jhms = 0.
10.6 Parallelism of Vector Fields in Cartan Space
C(k)n
Consider a Cartan space of order k, C(k)n = (M,K), endowed with the canonical
metricalN -linear connection CΓ(N) = (Hijm, C
(α)
i
jm, C
jm
i ), (α = 1, ..., k−1), the
coefficients being given by (10.5.5). The local vector fields
(
δ
δxi
,
δ
δy(α)i
,
δ
δpi
)
,
(α = 1, .., k − 1) determine an adapted basis and(
dxi, δy(α)i, δpi
)
, (α = 1, ..., k − 1) is its dual basis.
Along a smooth parametrized curve γ : I → T ∗kM , having the image in a
domain of a local chart:
(10.6.1) xi = xi(t), y(α)i = y(α)i(t), pi = pi(t), t ∈ I, (α = 1, .., k − 1)
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the tangent vector field
·
γ is given by (7.7.2), i.e.
(10.6.2)
·
γ=
dxi
dt
δ
δxi
+
k−1∑
α=1
δy(α)i
dt
δ
δy(α)i
+
δpi
dt
·
∂
i
,
where
(10.6.3)
δy(α)i
dt
=
dy(α)i
dt
+M
(1)
i
j
dy(α−1)j
dt
+ · · ·+ M
(α−1)
i
j
dy(1)j
dt
+M
(α)
i
j
dxj
dt
,
δpi
dt
=
dpi
dt
−Nji dx
j
dt
, (α = 1, ..., k − 1).
Consider the 1-forms of metrical canonical N -linear connection CΓ(N):
(10.6.4) ωij = H
i
jsdx
s +
k−1∑
α=1
C
(α)
i
js
δy(α)s + Cisj δps.
Then the vector field X ∈ X (T ∗kM):
(10.6.5) X =
(0)
X
i
δ
δxi
+
k−1∑
α=1
(α)
X
i
δ
δy(α)i
+Xi
·
∂
i
has the covariant differential along curve γ:
(10.6.6)
DX
dt
=
d (0)X
i
dt
+
(0)
X
s
ωis
dt
 δ
δxi
+
k−1∑
α=1
d (α)X
i
dt
+
(α)
X
s
ωis
dt
 δ
δy(α)i
+
+
(
dXi
dt
−Xsω
s
i
dt
)
·
∂
i
.
Theorem 7.7.1 takes the form:
Theorem 10.6.1 The vector X from (10.6.5) is parallel along curve γ if and
only if (
(0)
X
i
,
(α)
X
i
, Xi) are the solutions of the system of differential equations:
(10.6.7)

d
(0)
X
i
dt
+
(0)
X
s
ωis
dt
= 0,
d
(α)
X
i
dt
+
(α)
X
s
ωis
dt
= 0, (α = 1, ..., k − 1),
dXi
dt
−Xsω
s
i
dt
= 0.
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We obtain, also
Theorem 10.6.2 The Cartan spaces C(k)n is with absolute parallelism of vec-
tors, with respect to CΓ(N), if and only if all curvature d -tensors of CΓ(N)
vanish.
In the case X =
·
γ, the equation
D
·
γ
dt
= 0 says that γ is an autoparallel curve
of C(k)n with respect to CΓ(N).
¿From Theorem 7.7.3 it follows:
Theorem 10.6.3 A smooth parametrized curve γ, (10.6.1), is an autoparallel
curve of the Cartan space C(k)n, endowed with metrical canonical N -linear
connection CΓ(N), if and only if the following system of differential equations
is verified:
(10.6.8)

d2xi
dt2
+
dxs
dt
ωis
dt
= 0,
d
dt
δy(α)i
dt
+
δy(α)s
dt
ωis
dt
= 0,
(α = 1, ..., k − 1),
d
dt
δps
dt
− δps
dt
ωsi
dt
= 0.
As we know from section 7, ch. 7, a curve γ is horizontal if
·
γ=
·
γ
H
, i.e.
(10.6.9) xi = xi(t),
δy(α)i
dt
= 0, (α = 1, ..., k − 1), δpi
dt
= 0, t ∈ I.
Therefore, taking into account the definitions of horizontal paths, vα-paths
and wk-paths (§7, ch. 6), we obtain:
Theorem 10.6.4 The Cartan space C(k)n endowed with the metrical canonical
N -linear connection CΓ(N) has the following properties:
a. The horizontal paths are characterized by the system of differential equa-
tions:
(10.6.10)
d2xi
dt2
+Hijh
dxj
dt
dxh
dt
= 0,
δy(α)i
dt
= 0,
δpi
dt
= 0.
b. The vα-paths at the point x = x0 are characterized by the system of
differential equations:
(10.6.11)
dxi
dt
= 0,
dy(β)i
dt
= 0, (β 6= α), dpi
dt
= 0,
d
dt
dy(α)i
dt
+ C
(α)
i
sj
dy(α)s
dt
dy(α)j
dt
= 0.
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c. The wk-paths at the point x = x0 are characterized by the system of
differential equations:
(10.6.12)
dxi
dt
= 0,
dy(α)i
dt
= 0, (α = 1, ..., k − 1),
d2pi
dt2
− Cjsi (x, 0, ..., 0, p)
dpj
dt
dps
dt
= 0.
10.7 Structure Equations of Metrical Canonical
N-Connection
In a Cartan space of order k, C(k)n = (M,K), endowed with the metrical canon-
ical N -linear connection CΓ(N), lemma 7.8.1 (ch. 7) holds:
The following object fields
d(dxi)− dxm ∧ ωim, d(δy(α)i)− dy(α)m ∧ ωim, (α = 1, ..., k − 1),
d(δpi) + δpm ∧ ωim
are d-vector fields and
dωij − ωmj ∧ ωim
is a d-tensor field of type (1, 1).
Consequently, we have:
Theorem 10.7.1 A Cartan space of order k, C(k)n = (M,K), has the following
structure equations of the metrical canonical N -linear connection CΓ(N):
(10.7.1)
d(dxi)− dxm ∧ ωim = −
(0)
Ω i,
d(δy(α)i)− dy(α)m ∧ ωim = −
(α)
Ω i, (α = 1, ..., k − 1),
d(δpi) + δpm ∧ ωim = −Ωi.
and
(10.7.2) dωij − ωmj ∧ ωim = −Ωij ,
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where the 2-forms of torsion are:
(10.7.3)
(0)
Ω i= dx
j ∧
(
k−1∑
α=1
C
(α)
i
jmδy
(α)m + Cimj δpm
)
,
(α)
Ω i= dx
j ∧ P
(α0)
i
j +
k−1∑
γ=1
δy(γ)j ∧ P
(αγ)
i
j+
+δy(α)j ∧
{
Hijmdx
m +
k−1∑
γ=1
C
(γ)
i
jmδy
(γ)m + Cimj δpm
}
, (α = 1, ..., k − 1),
Ωi = dx
j ∧
{
1
2
R
(0)
ijmdx
m +
k−1∑
γ=1
B
(γ)
ijmδy
(γ)m + B
(0)
m
ij δpm
}
−
−δpj ∧
{
H
j
imdx
m +
k−1∑
γ=1
C
(γ)
j
imδy
(γ)m + Cjmi δpm
}
and where the 2-forms of curvature are
(10.7.4)
Ωij =
1
2
Rijhmdx
h ∧ dxm+
+
k−1∑
γ=1
P
(γ)
i
j hmdx
h ∧ δy(γ)m + P i mj h dxh ∧ δpm+
+
k−1∑
α≤β,α=1
k−1∑
β=1
S
(αβ)
i
j hmδy
(α)h ∧ δy(β)m+
+
k−1∑
γ=1
S
(γ)
i
j hmδy
(γ)h ∧ δpm + 1
2
S ihmj δph ∧ δpm,
where, according to §5, ch. 6, P
(α,0)
i
j, ..., P
(α,α−1)
i
j are as follows:
(10.7.5)
P
(α,0)
i
j = dM
(α)
i
j − N
(1)
m
j d M
(α−1)
i
m − · · · − N
(α−1)
m
j dM
(1)
i
m,
P
(α,1)
i
j = d M
(α−1)
i
j − N
(1)
m
j d M
(α−2)
i
m − · · · − N
(α−2)
m
j dM
(1)
i
m,
.......................................................................................
P
(α,α−1)
i
j = dM
(1)
i
j .
Of course this theorem is important for the theory of metrical canonical
connection. Also, it allows to determine the Bianchi identities of the spaces
C(k)n.
We can use the previous results in a theory of Cartan subspaces of order k
in the Cartan space C(k)n, cf. Ch.9.
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10.8 Riemannian Almost Contact Structure of
the Space C(k)n
Consider a Cartan space of order k, C(k)n = (M,K(x, y(1), ..., y(k−1), p)) and its
canonical nonlinear connection N .
The adapted basis (
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
δ
δpi
),
δ
δpi
=
∂
∂pi
=
·
∂
i
and its
dual basis
(
δxi, δy(1)i, ..., δy(k−1)i, δpi
)
, where δxi = dxi are well determined by
N . As we know from section 1, the fundamental tensor of C(k)n is:
(10.8.1) gij =
1
2
·
∂
i ·
∂
j
K2.
Taking into account the associated Hamilton space H(k)n = (M,K2) of
the space C(k)n, we can study the Riemannian almost contact structure of the
Cartan space of order k by means of the corresponding structure of the space
H(k)n = (M,K2). Such that, using the covariant tensor gij of the fundamental
tensor gij we define the tensor
(10.8.2)
∨
G= gijdx
i ⊗ dxj +
k−1∑
α=1
gijδy
(α)i ⊗ δy(α)j + gijδpi ⊗ δpj,
∨
G is the N -lift of the fundamental tensor gij of the space C(k)n. Since gij is
positively defined on T˜ ∗kM and N is given on T ∗kM , it follows:
Theorem 10.8.1 10
∨
G is a Riemannian structure on the manifold T˜ ∗kM de-
termined only by the fundamental tensor gij of the Cartan space C(k)n and by
the canonical nonlinear connection N .
20 The distributions N0, N1, ..., Nk−2, Vk−1, Wk are mutual orthogonal
with respect to
∨
G .
Proposition 10.8.1 The tensor
∨
G is not homogeneous on the fibres of the bun-
dle T ∗kM .
Indeed, the first term in
∨
G is 0-homogeneous, the second term is 2-homogeneous,
..., the last term is 2k-homogeneous. So, the whole
∨
G is not homogeneous.
Let us consider the following invariants:
(10.8.3)
K21 = gijz
(1)iz(1)j, K22 = gijz
(2)iz(2)j, ..., K2k−1 = gijz
(k−1)iz(k−1)j , K20 = g
ijpipj ,
where z(1)i, ..., z(k)i are the Liouville vector fields determined by the canonical
nonlinear connection of space C(k)n.
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Of course, all invariants K20 , K
2
1 , ..., K
2
k−1 are positive.
Thus we can construct a new Riemannian structure on T˜ ∗kM :
(10.8.4)
◦
G= gijdx
i ⊗ dxj +
k−1∑
α=1
1
K2α
gijδy
(α)i ⊗ δy(α)j + 1
K20
gijδpi ⊗ δpj .
Theorem 10.8.2 10
◦
G is a Riemannian structure on the manifold T˜ ∗kM de-
termined only by gij and N .
20
◦
G is 0-homogeneous on the fibres of the bundle T ∗kM .
30 The distributions N0, N1, ..., Nk−2, Vk−1, Wk are mutual orthogonal
with respect to
◦
G.
The proof follows without difficulties.
The Riemannian structure
∨
G is of the form
(10.8.5)
∨
G=
H
G +
V1
G + · · ·+
Vk−1
G +
Wk
G
with
(10.8.6)
H
G= gijdx
i ⊗ dxj , V1G= gijδy(1)i ⊗ δy(1)j, ...,
Vk−1
G = gijδy
(k−1)i ⊗ δy(k−1)j , WkG= gijδpi ⊗ δpj .
The tensors
H
G ,
Vα
G , (α = 1, ..., k − 1) and
Wk
G are d-tensor fields on the
manifold T˜ ∗kM .
Exactly as in the chapter 8 we can prove:
Theorem 10.8.3 The d-tensor fields
H
G,
Vα
G , (α = 1, ..., k − 1) and
Wk
G are
covariant constant with respect to the canonical metrical N -connection of the
Cartan space of order k, C(k)n.
Now, let us consider the natural almost (k − 1)n-contact structure F deter-
mined by the canonical nonlinear connection N . It is defined by (6.6.3):
(10.8.7)
F
(
δ
δxi
)
= − ∂
∂y(k)i
, F
(
∂
∂y(k−1)i
)
=
δ
δxi
,F
(
δ
δy(α)i
)
= 0, (α = 1, k − 1),
F
(
δ
δpi
)
= 0.
F is a tensor field of type (1, 1) and in adapted basis it is expressed by (3.5.4).
The condition of normality of F is given by the equation (6.6.5).
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But the pair of structures (
∨
G,F) is a Riemannian almost (k − 1)n contact
structure on T˜ ∗kM determined only by N and by the fundamental function K
of the Cartan space C(k)n. So, we have:
Theorem 10.8.4 On the manifold T ∗kM there exists a natural Riemannian
almost (k − 1)n -contact structure (∨G,F), determined only by the canonical
nonlinear connection N and the fundamental function K of the Cartan space
C(k)n = (M,K).
The canonical nonlinear connection N and the fundamental tensor gij of the
Cartan space C(k)n determine the almost (k − 1)n -contact structure ∨F:
(10.8.8)
∨
F
(
δ
δxi
)
= −gij ∂
∂pj
,
∨
F
(
δ
δy(α)i
)
= 0, (α = 1, k − 1), ∨F
(
δ
δpi
)
= gij
δ
δxj
.
Theorem 6.7.1, reads:
Theorem 10.8.5 The structure
∨
F of a Cartan space C(k)n has the following
properties:
(10.8.9)
∨
F= −gij δ
δpj
⊗ dxi + gij δ
δxi
⊗ δpj ,
Ker
∨
F= N1 ⊕ · · · ⊕Nk−1, Im
∨
F= N0 ⊕Wk,
rank
∨
F= 2n,
(10.8.10)
∨
F
3
+
∨
F= 0.
Consequently,
∨
F is an almost (k − 1)n-contact structure on the manifold
T˜ ∗kM .
We have, also:
Theorem 10.8.6 For a Cartan space C(k)n the following properties hold:
10 The pair (
∨
G,
∨
F) is a Riemannian almost (k− 1)n-contact structure deter-
mined only by the canonical nonlinear connection N and the fundamental tensor
gij.
20 The associated 2-form is
θ = δpi ∧ dxi
and if the coefficients Nij of N are symmetric then θ is the canonical presym-
plectic structure
θ = dpi ∧ dxi.
Concluding, the space (T˜ ∗kM,
∨
G,
∨
F) is the geometrical model of the Cartan
space of order k, C(k)n.
Chapter 11
Generalized Hamilton and
Cartan Spaces of Order k.
Applications to
Hamiltonian Relativistic
Optics
On the total space of the dual bundle (T ∗kM,pi∗,M) there exist some geomet-
rical structures defined by a general d-tensor field gij(x, y(1), ..., y(k−1), p), sym-
metric and nondegenerate, which are suggested by the Relativistic Optics. Gen-
erally the d-tensor gij is not the metric tensor of a Hamilton space H(k)n or of a
Cartan space C(k)n. In this case the pair GH(k)n = (M, gij(x, y(1), ..., y(k−1), p))
defines a ’Generalized Hamilton space of order k’. If gij is 0-homogeneous on
the fibres of the bundle T ∗kM we say that the pair GC(k)n is a ’Generalized
Cartan space of order k’.
We study, in this chapter, the geometry of these spaces and apply it to the
theory of Hamiltonian Relativistic Optics.
11.1 The Space GH(k)n
Definition 11.1.1 A generalized Hamilton space of order k is a pair GH(k)n =
(M, gij(x, y(1), ..., y(k−1), p), where
1◦ gij is a d-tensor field of type (2, 0), symmetric and nondegenerate on the
manifold T˜ ∗kM :
(11.1.1) rank
∥∥gij∥∥ = n
2◦ The quadratic form gijXiXj has a constant signature on T˜ ∗kM.
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The tensor gij is called fundamental for the space GH(k)n.
In the case when the base manifold M is paracompact then T˜ ∗kM is para-
compact. Thus on T˜ ∗kM there exists the d -tensor gij , with the property that
GH(k)n = (M, gij) is a generalized Hamilton space of order k.
If gij is positively defined on T˜ ∗kM, then the conditions (11.1.1) is verified.
Definition 11.1.2 The space GH(k)n = (M, gij) is called reducible to a Hamil-
ton space of order k, if there exists an Hamiltonian H(x, y(1), ..., y(k−1), p) such
that the following equality holds:
(11.1.2) gij =
1
2
·
∂i
·
∂j H
Let us consider the d-tensor field:
(11.1.3) Cijh = −1
2
·
∂h gij
We have:
Proposition 11.1.1 A necessary condition for a generalized Hamilton space
GH(k)n = (M, gij) be reducible to a Hamilton space of order k is that the
d−tensor field Cijk be totally symmetric.
Indeed, if (11.1.2) holds, then Cijh = −1
4
·
∂i
·
∂i
·
∂i H is totally symmetric.
Example 1. 1◦ Let gij(x, y(1), ..., y(k−1), p) = γij(x, y(1), ..., y(k−1)) be a
d-tensor on the T˜ ∗kM determined by the fundamental tensor γij of a Finsler
space of order k − 1.
The space GH(k)n = (M, gij) is reducible to the Hamilton space H(k)n =
(M, gijpipj).
2◦ Consider the fundamental tensor γij(x, y
(1), ..., y(k−1)) of a Finsler space
of order k − 1, F (k−1)n = (M, y(1), ..., y(k−1))). The d-tensor field
(11.1.4) gij(x, y(1), ..., y(k−1), p) = e−2σ(x,y
(1),...,y(k−1),p)γij(x, y(1), ..., y(k−1))
with the property σ ∈ F(T˜ ∗kM) and γij is a fundamental tensor of F (k−1)n,
determines a generalized Hamilton space of order k, GH(k)n = (M, gij).
This space is reducible to a Hamilton space H(k)n only if
·
∂i σ = 0.
Let gij be the covariant tensor of the fundamental tensor g
ij of the space
GH(k)n = (M, gij). Then we have:
(11.1.5) gihg
hj = δji
Also, we consider the d-tensor field
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(11.1.6) Cjhi = −
1
2
gis(
·
∂j gsh+
·
∂h gjs−
·
∂s gjh)
Evidently:
(11.1.7) Sjhi = C
jh
i − Chji = 0.
If the space GH(k)n is reducible to a Hamilton space then:
(11.1.6a) Cjhi = −gisCshj .
The d-tensor field Cjhi are the coefficients of the wk-covariant derivatives.
Indeed, we have:
(11.1.8) gij |h =
·
∂h gij + Cihs g
sj + Cjhs g
is = 0.
11.2 Metrical N-Linear Connections
If we consider a generalized Hamilton space of order k, GH(k)n = (M, gij),
in general we can not determine a nonlinear connection only by means of the
fundamental tensor gij .
But there are some particular cases when this is possible. For instance,
in examples 1◦ and 2◦ we can consider the canonical nonlinear connection
◦
N of the Finsler space F (k−1)n = (M,F (x, y(1), ..., y(k−1)) with the coeffi-
cients (N ij
(1)
, ... N ij
(k−1)
). Then the system of functions (N ij
(1)
, ... N ij
(k−1)
, Nij) with Nij =
δ
δy(1)j
(Nhj
(1)
ph), (if N
i
j
(1)
(x, y(1)), does not depend on y(2)i, ..., y(k−1)i) determines a
nonlinear connection only by means of the fundamental tensor gij of the space.
Now, let us consider an apriori fixed nonlinear connection N , with the co-
efficients (N ij
(1)
, ... N ij
(k−1)
, Nij) on the manifold T˜ ∗kM . We will study the geometry
of the space GH(k)n endowed with the nonlinear connection N .
The adapted basis to the direct decomposition (6.2.9),
(
δ
δxi
,
δ
δy(1)i
, ...,
∂
∂y(k−1)i
,
∂
∂pi
) is expressed in (6.2.10) and the adapted cobasis
(dxi, δy(1)i, ..., δy(k−1)i, δpi) is written in (6.3.2).
Now, as usual, we can prove:
Theorem 11.2.1 1) A generalized Hamilton space of order k endowed with a
nonlinear connection N , has an unique N -linear connection CΓ(N) =
= (Hijh, C
i
jh
(1)
, ..., Cijh
(k−1)
, C
jh
i ) satisfying the following axioms:
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1◦ The nonlinear connection N is apriori given.
2◦ gij |h = 0, g
ij
(α)
| h= 0, (α = 1, ..., k − 1), gij |h = 0.
3◦ T ijh = 0, S
(α)
i
jh = 0, (α = 1, ..., k − 1), S jhi = 0.
2) The coefficients of CΓ(N) are the following generalized Christoffel sym-
bols:
(11.2.1)
Hijh =
1
2
gis(
δgsh
δxj
+
δgjs
δxh
− δgjh
δxs
),
Cijh
(α)
=
1
2
gis(
δgsh
δy(α)j
+
δgjs
δy(α)h
− δgjh
δy(α)s
), (α = 1, ..., k − 1),
C
jh
i = −
1
2
gis(
·
∂j gsh+
·
∂h gjs−
·
∂s gjh).
The previous connection CΓ(N) is called canonical metrical N -connection.
More general, one proves
Theorem 11.2.2 1) A generalized Hamilton space GH(k)n, endowed with a
nonlinear connection N, has an unique N - linear connection
DΓ(N) = (H
i
jh, C
i
jh
(1)
, ..., C
i
jh
(k−1)
, C
jh
i ) satisfying the axioms:
1◦ N is apriori given on T˜ ∗kM.
2◦ h-, vα- and wk- covariant derivation of g
ij vanish:
(11.2.2) gij|h = 0, g
ij
(α)
| h= 0, gij |h = 0,
3◦ The skewsymmetric tensors of torsion
(11.2.2a)
T
i
jh = H
i
jh −H
i
hj , S
i
jh
(α)
= C
i
jh
(α)
− Cihj
(α)
, (α = 1, ..., k − 1), S jhi = C
jh
i − C
hj
i
are apriori given.
2) This connection has the following coefficients:
(11.2.2b)
H
i
jh = H
i
jh +
1
2
gis(gsrT
r
jh − gjrT
r
sh + ghrT
r
js),
C
i
jh
(α)
= Cijh
(α)
+
1
2
gis(gsrS
r
jh
(α)
− gjrSrsh
(α)
+ ghrS
r
js
(α)
), (α = 1, ..., k − 1),
C
jh
i = C
jh
i −
1
2
gis(g
shS
jh
r − gjrS
jh
r + g
hrS
js
r ),
where (Hijh, C
(1)
i
jh, ..., C
(k−1)
i
jh, C
jh
i ) are the coefficients of the canonical metrical
N -connection CΓ(N).
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If we are interested on the allN -linear connections which verify the equations
(11.2.2), we can prove:
Theorem 11.2.3 In a generalized Hamilton space GH(k)n = (M, gij) the set
of all N -linear connections DΓ(N) which satisfy the equations (11.2.2) is given
by
(11.2.3)
H
i
jh = H
i
jh +Ω
is
rjX
r
sh,
C
i
jh
(α)
= Cijh
(α)
+ΩisrjX
r
sh
(α)
, (α = 1, ..., k − 1)
C
jh
i = C
jh
i +Ω
js
riX
rh
s
where Ωisrj =
1
2
(δirδ
s
j − grjgis) are Obata’s operators and CΓ(N) = (Hijh, Cijh
(1)
, ...,
Cijh
(k−1)
, C
jh
i ) is the canonical metrical N -connection and X
r
sh, X
r
sh
(α)
, (α = 1, ..., k−
1), Xrhs are arbitrary d-tensor fields.
Corollary 11.2.1 The mappings DΓ(N) → DΓ(N) determined by (11.2.3),
together with the composition of these mappings is an abelian group.
Now, we can repeat all considerations from the section 7 of the chapter 8.
So, we have:
Proposition 11.2.1 The curvature d-tensor fields of the canonical metrical N -
connection CΓ(N), (11.2.1) satisfy the identities (7.6.8).
Proposition 11.2.2 The tensors of deflection of CΓ(N), (11.2.1) satisfy the
identities (7.6.9), with T ijk = 0, S
jh
i = 0, S
i
jh
(α)
= 0, (α = 1, ..., k − 1).
Let ωij be the 1-forms connection of CΓ(N),
(11.2.4) ωij = H
i
jsdx
s+
k−1∑
α=1
Cijs
(α)
δy(α)s + Cjsi δps
and a curve γ : t ∈ I → γ(t) ∈ T ∗kM expressed by (7.7.1).
Thus, we have (cf. Th. 7.7.1):
Theorem 11.2.4 In a space GH(k)n endowed with the canonical metrical N
-connection CΓ(N) a vector field X = X(0)i
δ
δxi
+ ...+X(k−1)i
δ
δy(k−1)i
+Xi
∂
∂pi
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is parallel along curve γ if and only if (X(0)i, ..., X(k−1), Xi) are the solutions
of the system of differential equations
(11.2.5)
dX(0)i
dt
+X(0)s
ωis
dt
= 0, ...,
dX(k−1)i
dt
+X(k−1)s
ωis
dt
= 0,
dXi
dt
−Xsω
s
i
dt
= 0.
Theorem 11.2.5 The space GH(k)n endowed with the N -linear connection
CΓ(N) is with absolute parallelism of vectors if and only if all curvature d -
tensor of CΓ(N) vanish.
A smooth parametrized curve γ : t ∈ I → (x(t), y(1)(t), ..., y(k−1)(t), p(t)) ∈
T ∗kM is an autoparallel curve of CΓ(N) if D ·
γ
·
γ= 0.
Thus, applying Theorem 7.7.3 we have:
Theorem 11.2.6 The curve γ : I → T˜ ∗kM is autoparallel for the space GH(k)n,
with respect to the canonical N -linear connection CΓ(N) if and only if the fol-
lowing system of differential equations is verified:
(11.2.6)
d2xi
dt2
+
dxs
dt
ωis
dt
= 0,
d
dt
(
δy(α)i
dt
)
+
δy(α)s
dt
ωis
dt
= 0, (α = 1, ..., k − 1),
d
dt
(
δpi
dt
)
− δps
dt
ωsi
dt
= 0.
Recall that γ is an horizontal curve if and only if:
xi = xi(t),
δpi
dt
= 0,
δy(α)i
dt
= 0, (α = 1, ..., k − 1).
Therefore, we have:
Theorem 11.2.7 For a generalized Hamilton space of order k,GH(k)n endowed
with the canonical metrical N -connection CΓ(N) the following properties hold:
1◦ The horizontal paths are characterized by the system of differential equa-
tions:
d2xi
dt2
+Hijh
dxj
dt
dxh
dt
= 0,
δy(α)i
dt
= 0,
δpi
dt
= 0, (α = 1, ..., k − 1).
2◦ The vα- paths in a point x0 ∈M are characterized by
xi = xi0,
dy(β)i
dt
= 0, (β 6= α), dpi
dt
= 0,
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d
dt
(
δy(α)i
dt
)
+ Cisj
(α)
dy(α)s
dt
dy(α)j
dt
= 0
3◦ The wk-path are characterized by
dxi
dt
= 0,
dy(1)i
dt
= ... =
dy(k−1)i
dt
= 0,
d2pi
dt2
− Cjmi (x0, 0, ...0, p)
dpj
dt
dpm
dt
= 0.
Finally, we remark:
The structure equations of the canonical metrical N -connection CΓ(N) of
the space GH(k)n are given by Theorem 7.8.1.
where T ijh = 0, S
i
jh = 0
(α)
, (α = 1, ..., k − 1), S jhi = 0.
11.3 Hamiltonian Relativistic Optics
In the book: ’The Geometry of Higher Order Lagrange Spaces’ - Kluwer FTPH,
Vol. 82 is given a generalized Lagrange metric, formula (10.5.6) of the Rela-
tivistic Optics of order k. It is rather complicated. In the dual spaces T ∗kM it
can be introduced much more simple.
Consider a semidefined Finsler space of order k − 1, F (k−1)M =
= (M,F (x, y(1), ..., y(k−1))) and γij(x, y
(1), ..., y(k−1)) its fundamental tensor
field.
The projection pi∗kk−1 : (x, y
(1), ..., y(k−1), p) ∈ T ∗kM → (x, y(1), ..., y(k−1)) ∈
T k−1M allows to consider d-tensor γij ◦ pi∗kk−1 on T ∗kM . It will be denoted by
γij , too. Its contravariant γ
ij will be considered defined on the manifold T˜ ∗kM.
Let us consider a differentiable function n on T ∗kM with the property n > 1.
It will be called a refractive index.
Some notations:
(11.3.1)

∨
pi= γijpj, pi = γij
∨
pj, pi
∨
pi= γijpipj = ‖p‖2 ,
1
n(x, y(1), ..., y(k−1), p)
= u(x, y(1), ..., y(k−1), p).
Now, we define on T˜ ∗kM the d-tensor field
(11.3.2)
gij(x, y(1), ..., y(k−1), p) =
= γij(x, y(1), ..., y(k−1)) +
(
1− 1
n2(x, y(1), ..., y(k−1), p)
)
∨
pi
∨
pj
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Theorem 11.3.1 1◦ gij is a symmetric d-tensor field of type (2, 0) on the
manifold T˜ ∗kM .
2◦ rank
∥∥gij∥∥ = n.
Indeed, 1◦ gij is a sum of two symmetric d-tensor of type (2,0).
2◦ Consider the d-tensor
(11.3.3) gij = γij − 1
a2
(
1− 1
n2
)
pipj ,
where
(11.3.3a) a = 1 +
(
1− 1
n2
)
‖p‖2 .
It is easy to verify the following equality:
(11.3.4) gihghj = δ
i
j .
Consequently the pair GH(k)n = (M, gij) is a generalized Hamilton space of
order k.
Theorem 11.3.2 The space GH(k)n = (M, gij) is not reducible to a Hamilton
space of order k.
Proof. The tensor field Cijk from (11.1.3) is as follows
−Cijh =
·
∂h σ
∨
pi
∨
pj +σ(γih
∨
pj +γjh
∨
pi), σ = 1− u2
If we assume that Cijh = Cihj , we obtain
(*)
(
·
∂h σ
∨
pj −
·
∂j σ
∨
ph
)
∨
pi +σ
(
γih
∨
pj −γij
∨
ph
)
= 0
Contracting by pi we have
·
∂h σ
∨
pj −
·
∂j σ
∨
ph= 0.
Substituting in (*) we get γih
∨
pj −γij
∨
ph= 0. A new contraction with γih
leads to (n − 1)
∨
pj= 0. Consequently
∨
pj= 0, i.e pj = 0. But this is impossible
and the assumption we made is false. q.e.d.
The space GH(k)n will be called the generalized Hamiltonian space of order
k of the Hamiltonian Relativistic Optics.
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Let us consider a local d-vector field V i(x) and a local d-covector field ηi(x)
on the manifold M . It is not difficult to see that the mapping
SV,η : M → T ∗kM defined locally by
(11.3.5)
xi = xi
′
,
y(1)i = V i(x), ..., y(k−1)i =
1
(k − 2)!
dk−2V i
dtk−2
,
pi = ηi(x)
is a cross- section of the canonical projection pi∗k : T ∗kM →M. It follows that
SV,η(M) is a local embedding of M in the manifold T˜ ∗kM.
The restriction of the fundamental tensor gij of the space GH(k)n to SV,η
will be called the Synge metric of the Hamiltonian Relativistic Optics. The
restriction of function n(x, y(1), ..., y(k−1), p) to SV,η(M) is the refractive index
of the dispersive optic medium:
(M,V (x), η(x), n(x, V (x), ...,
1
(k − 2)!
dk−2V
dtk−2
, η(x)).
Therefore, we say that the geometry of the generalized Hamilton space of
order k, GH(k)n = (M, gij), with the fundamental tensor gij in (11.3.2) is the
geometrical theory of the previous optic medium, endowed with Synge metric.
If the refractive index n depend on x ∈ M only, then the optic medium is
called nondispersive.
Let us consider the canonical nonlinear connection
◦
N with the dual coef-
ficients M ij
(1)
, ..., M ij
(k−1)
of the Finsler space F (k−1)n = (M,F ). For simplicity we
assume that M ij
(1)
= M ij
(1)
(x, y(1)), (see ch. 8, §8). In this case (M ij
(1)
, ..., M ij
(k−1)
, Nij),
with:
(11.3.6) Nij =
δ
δy(1)i
(Mhj
(1)
)ph
define a nonlinear connection N of the space GH(k)n = (M, gij) determined
only by the fundamental tensor gij .
Let (
δ
δxi
,
δ
δy(1)i
, ...,
δ
δy(k−1)i
,
δ
δpi
) and (dxi, δy(1)i, ..., δy(k−1)i, δpi) be the
adapted local basis and adapted local cobasis corresponding to the nonlinear
connection N .
We can determine the canonical metrical N -linear connection CΓ(N) of the
space GH(k)n starting from the expressions (11.3.2) and (11.3.3) for the fun-
damental tensor gij and its covariant tensor field gij and applying the usual
tehniques of calculus.
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The connections N and CΓ(N) allow to study the geometry of the space
GH(k)n. Taking the restriction of its main geometrical object field to the sec-
tion SV,η(M) we obtain the main notions and properties of the Hamiltonian
Relativistic Optics.
Evidently, there are some particular cases, as:
a) the nondispersive media
b) the Finsler space F (k−1)n is the prolongation of order k − 1 of a Finsler
space Fn = (M,F (x, y(1))).
Let us consider the absolute energy of the space GH(k)n, [115]:
(11.3.7) E = gijpipj
Taking into account the expression (11.3.2) of gij and the function a from
(11.3.2a), we get:
(11.3.7a) E = a ‖p‖2
Consequently, we can say that E(x, y(1), ..., y(k−1), p) is a differentiable Hamil-
tonian uniquely determined by the fundamental tensor gij of the space GH(k)n.
It allows to determine the Hamilton - Jacobi equations of the space. These
equations are given by (5.1.17), (5.1.17’). The energies of order k − 1, ..., 1 are
expressed in (5.3.1) with H = E and the low of conservation is mentioned
in Theorem 5.3.2. Also, Theorem 5.5.3 gives the No¨ther symmetries for the
Hamiltonian H = E from (11.3.7).
11.4 The Metrical Almost Contact Structure of
the Space GH(k)n
The generalized Hamilton space of order k, GH(k)n = (M, gij), endowed with
an apriori given nonlinear connection N determines a metrical almost contact
structure on the manifold T˜ ∗kM.
The N -lift of the fundamental tensor field gij is
(11.4.1)
∨
G= gijdx
i ⊗ dxj+
k−1∑
α=1
gijδy
(α)i ⊗ δy(α)j + gijδpi ⊗ δpj
Evidently:
1◦
∨
G is a pseudo-Riemannian structure on T ∗kM.
2◦ The distributions N
0
, N
1
, ..., N
k−1
, Vk−1 and Wk are mutual orthogonal with
respect to
∨
G .
3◦ GH = gijdx
i ⊗ dxj , GVα = gijδy(α)i ⊗ δy(α)j , (α = 1, ..., k − 1),
Generalized Hamilton and Cartan Spaces of Order k 227
GWk = gijδpi ⊗ δpj are d-tensor fields.
4◦ GH ,GVα , (α = 1, ..., k − 1) and GWk are covariant constant with respect
to the canonical metrical N -connection CΓ(N).
The geometrical object fieldsN and gij determine an almost contact (k−1)n-
structure
∨
F,(given in (6.8.2)):
(11.4.2)
∨
F
(
δ
δxi
)
= −gij δ
δpj
,
∨
F
(
δ
δy(α)i
)
= 0, (α = 1, k − 1), ∨F
(
δ
δpi
)
= gij
δ
δxj
Theorem 6.8.1, from ch. 6 is valid:
Theorem 11.4.1 1◦ The structure
∨
F is defined only by N and gij .
2◦
∨
F is the following tensor field of type (11.1.1) on T ∗kM :
(11.4.3)
∨
F= −gij δ
δpj
⊗ dxi + gij δ
δxi
⊗ δpj.
3◦ Ker
∨
F= N
1
⊕ ...⊕ N
k−1
, Im
∨
F= N
1
⊕Wk.
4◦ rank
∨
F= 2n.
5◦
∨
F3 +
∨
F= 0.
Consequently
∨
F is an almost (k − 1)n- contact structure on the manifold
T˜ ∗kM.
The condition of normality of the structure
∨
F is given by (see (6.6.5)):
(11.4.4)
N∨
F
(X,Y )+
n∑
i=1
[
k−1∑
α=1
d(δy(α)i)(X,Y ) + d(δpi)(X,Y )
]
= 0, ∀X,Y ∈ X (T ∗kM)
where N∨
F
is the Nijenjuis tensor of
∨
F .
Theorem 8.9.4 is valid for spaces GH(k)n.
Theorem 11.4.2 For any generalized Hamilton space of order k, GH(k)n =
(M, gij) endowed with a nonlinear connection N the following properties hold.
1◦ The pair (
∨
G, ,
∨
F) is a pseudo-Riemannian almost (k−1)n-contact structure
determined only by N and gij.
2◦ The associated 2-form is
θ = δpi ∧ dxi
3◦ If the coefficients Nij of N are symmetric, then
θ = dpi ∧ dxi
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is the canonical presymplectic structure on the manifold T˜ ∗kM.
4◦ The conditions of normality of the structure
∨
F is expressed by (11.4.4).
Finally, taking into account G from (11.4.1) and F from (11.4.3) it follows.
Theorem 11.4.3 With respect to the canonical metrical connection CΓ(N) of
the space GH(k)n we have
DX
∨
G= 0, DX
∨
F= 0
As such the geometry of the pseudo-Riemannian almost (k − 1)n-contact
space (T ∗kM,
∨
G, ,
∨
F) can be studied by means of the canonical metrical N -linear
connection CΓ(N) of the generalized Hamilton space of order k, GH(k)n.
11.5 Generalized Cartan Space of Order k
Definition 11.5.1 A generalized Cartan space of order k, is a Generalized
Hamilton space of order k, GH(k)n = (M, gij) in which the fundamental tensor
gij satisfies the axioms:
1◦ gij is positively defined on T˜ ∗kM.
2◦ gij is 0-homogeneous on the fibres of the dual bundle (T ∗kM,pi∗k,M).
We denote by GC(k)n = (M, gij) a generalized Cartan space of order k.
¿From the axiom 2◦ it follows
Proposition 11.5.1 The following identities hold:
1◦ gij being 0-homogeneous, we have
(11.5.1) Lk−1
Γ +kC∗
gij = 0
or, developed:
(11.5.1a) y(1)i
∂gjh
∂y(1)i
+ ...+ (k − 1)y(k−1)i ∂g
jh
∂y(k−1)i
+ kpi
·
∂i gjh = 0
2◦ The absolute energy
(11.5.2) E = gijpipj
is 2k-homogeneous on the fibres of T ∗kM .
3◦ Lk−1
Γ +kC∗
E = 2kE.
4◦ Lk−1
Γ +kC∗
Cijh = −kCijh.
Example 2. Let
◦
g
ij
be the fundamental tensor of the Cartan space C(k)n and
σ ∈ F(T˜ ∗kM) with the properties:
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a) σ is 0-homogeneous;
b)
·
∂i σ nonvanishes.
The pair GC(k)n = e−2σ ◦g
ij
is a generalized Cartan space of order k.
In particular we can consider
σ =
piy
(1)i√
◦
g
ij
pipj
√
◦
gij y(1)iy(1)j
.
The previous example shows the existence of the spaces GC(k)n are not
reducible to a Cartan space of order k.
Let N∗ be a nonlinear connection on T ∗kM, having the coefficients
(M∗ij
(1)
, ..., M∗ij
(k−1)
, Nij) homogeneous of degree k − 1, ..., 1, k respectively.
Theorem 11.5.1 There exists an unique canonical metrical N∗-connection of
the space GC(k)n. Its coefficients are given by (9.5.5).
Now, the geometry of GC(k)n can be studied like the geometry of GH(k)n
spaces.
The N∗-lift to T˜ ∗kM of the fundamental tensor gij of GC(k)n, given by
(11.3.2) is not homogeneous on the fibres of the bundle T ∗kM . Therefore,
taking into account the following Hamiltonians:
(11.5.3)
E1 = gij
(1)i
z
(1)j
z , E2 = gij
(2)i
z
(2)j
z , ..., Ek−1 = gij
(k−1)i
z
(k−1)j
z , E = gijpipj ,
we can define the following tensor field:
(11.5.4)
◦
G= gijdx
i ⊗ dxj+
k−1∑
α=1
1
Eα gijδy
(α)i ⊗ δy(α)j + 1E g
ijδpi ⊗ δpj .
Evidently, E > 0.
Theorem 11.5.2
◦
G is a Riemannian structure on T ∗kM , determined only by
the fundamental tensor gij of the space GC(k)n and the nonlinear connection
N∗.
Consider the F(T ∗kM)-linear mapping ◦F: X (T˜ ∗kM) → X (T˜ ∗kM) defined
by:
(11.5.5)
◦
F
(
δ
δxi
)
= −Egij δ
δpj
,
◦
F
(
δ
δy(α)i
)
= 0, (α = 1, ..., k − 1), ◦F
(
δ
δpi
)
=
gij
E
δ
δxj
We obtain:
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Theorem 11.5.3 We have:
1◦
◦
F is a tensor field on T ∗kM of type (1,1).
2◦
◦
F is expressed in the adapted basis by
(11.5.6)
◦
F= −Egij δ
δpj
⊗ dxi + g
ij
E
δ
δxi
⊗ δpj
3◦ rank
◦
F= 2n
4◦
◦
F3 +
◦
F= 0
5◦
◦
F is determined only by gij and N∗.
Theorem 11.5.4 For a generalized Cartan spaces of order k, GC(k)n = (M, gij)
endowed with a nonlinear connection N∗ the following properties hold:
1◦ The pair (
◦
G,
◦
F) is a Riemannian almost (k− 1)n-contact structure deter-
mined only by N∗ and gij.
2◦ The associated 2-form is
◦
θ= Egijδpi ∧ dxj
The proofs are made by usual methods.
Concluding, the space (T˜ ∗kM,
◦
G,
◦
F) is the geometrical model for the gener-
alized Cartan space of order k.
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