The Cheeger constant of a graph is the smallest possible ratio between the size of a subgraph and the size of its boundary. It is well known that this constant must be at least λ 1 2 , where λ 1 is the smallest positive eigenvalue of the Laplacian matrix. The subject of this paper is a conjecture of the authors that for distance-regular graphs the Cheeger constant is at most λ 1 . In particular, we prove the conjecture for the known infinite families of distance-regular graphs, distance-regular graphs of diameter 2 (the strongly regular graphs), several classes of imprimitive distance-regular graphs, and most distance-regular graphs with small valency.
Introduction
The Cheeger constant h G of a graph G is a prominent measure of the connectivity of G, and is defined as
where V (G) is the vertex set of G, vol(S) is the sum of the valencies of the vertices in S, S c is the complement of S in V (G), |S| is the number of vertices in S, and for any sets A, B we use E[A, B] to denote the number of edges in G which connect a point in A with a point in B. There is an interesting connection between this quantity and spectral graph theory, given by the following general result.
Theorem 1 Let λ 1 be the smallest positive eigenvalue of the Laplacian matrix of G. Then
See [Chu97] for a proof of this statement. In this paper, we are interested in studying the Cheeger constant for the family of distance-regular graphs (see Section 2 for definitions). In particular, we make and provide evidence for the following conjecture.
Conjecture. Suppose G is a distance-regular graph, and λ 1 is the smallest positive eigenvalue of the Laplacian matrix of G. Then
We prove the conjecture for strongly regular graphs (distance-regular graphs with diameter 2), and for a number of families of distance-regular graphs and special cases. We should concede that there are several graphs for which we have been unable to verify the conjecture (for instance the flag graph of GH(2, 2) and incidence graph of GH(3, 3), see the end of Section 6), and for which the conjecture may fail. However, in that case we still conjecture that there are only finitely many distance-regular graphs for which h G > λ 1 , and hope that they can be classified.
We should mention that bounding the Cheeger constant on distance-regular graphs has already been considered, in [KL13] . However, we were unable to follow the methods given there and found a counterexample to their initial claim, which the authors acknowledged in the subsequent corrigendum. In any event, the methods we use are entirely different from theirs and for most graphs the inequality we obtain is stronger than the one they claim. The topic has also been mentioned in [Siv05] , although different types of questions than ours were addressed there.
In the next section, we provide the required definitions and notation. Section 3 proves the conjecture for the principal known infinite families of distance-regular graphs, Section 4 proves it for strongly regular graphs, Section 5 proves it for several subclasses of distance-regular graphs of diameter 3, and Section 6 proves it for most distance-regular graphs of small valency.
Distance-regular graphs
All the graphs considered in this paper are finite, undirected and simple (for unexplained terminology and more details, see for example [BCN89] ). Let G be a connected graph and let V = V (G) be the vertex set of G. The distance d(x, y) between any two vertices x, y of G is the length of a shortest path between x and y in G. The diameter of G is the maximal distance occurring in G and we will denote this by D = D(G). For a vertex x ∈ V (G), define Γ i (x) to be the set of vertices which are at distance i from x (0 ≤ i ≤ D), and when the choice of x is unimportant we will simply write Γ i . In addition, define Γ −1 (x) = Γ D+1 (x) := ∅.
We write x ∼ G y or simply 
Moreover, if we fix a vertex x of G, then |Γ i (x)| does not depend on the choice of
For a distance-regular graph G of diameter D, we will write k = θ 0 > θ 1 > . . . > θ D to describe the eigenvalues of the adjacency matrix A of G, and refer to θ 0 , . . . , θ D as simply the eigenvalues of G. The Laplacian matrix (sometimes referred to as the normalized Laplacian) L = I − 1 k A will therefore have eigenvalues 0 = λ 0 < λ 1 < . . . < λ D , where the relationship λ i = k−θ i k holds. We will refer to λ 0 , . . . , λ D as the Laplacian eigenvalues of G.
Infinite families
In this section we prove the conjecture for the principal known infinite families of distance-regular graphs with unbounded diameter. These families include many of the most well-known distance-regular graphs. In every case we will find an induced subgraph G which satisfies the conditions of the following lemma, which is simply a restatement of our conjecture in a form that is somewhat easier to check. 
The infinite families are as follows.
1. G is a Johnson graph J(n, e) with n ≥ 2e ≥ 2 ([BCN89, p.255]). The vertices of G can be realized as e-subsets of the set N = {1, . . . , n}. Then θ 1 = (e − 1)(n − e − 1) − 1. If G is the induced subgraph on the set of all vertices that contain the element 1 ∈ N , then G is isomorphic to J(n − 1, e − 1) with valency k = (e − 1)(n − e) ≥ θ 1 . Also, v = |G| = 
, which is the Cartesian product of H(d 2 , 4) with d 1 copies of the Shrikhande graph, which has the same intersection numbers (and thus same spectrum) as
. We therefore have θ 1 = 4(2d 1 +d 2 −1)−(2d 1 +d 2 ) = 6d 1 +3d 2 −4. If d 2 > 0 then we take G to be the Cartesian product of the subgraph used for the Hamming graph before, which is isomorphic to H(d 2 − 1, 4), with d 1 copies of the Shrikhande graph. G has the same valency as H(2d 1 + d 2 − 1, 4), and this is 3(
so that G is the Cartesian product of d 1 copies of the Shrikhande graph. The Shrikhande graph has valency 6 and is locally a hexagon, and thus contains a 6-wheel (which is a hexagon with an additional point added, where the additional point is connected to every point in the hexagon). We can therefore take G to be the Cartesian product of a 6-wheel with d 1 − 1 copies of the Shrikhande graph. Then the vertices in G have valencies either 6(d 1 − 1) + 6 or 6(d 1 − 1) + 3, both of which are larger than θ 1 = 6d 1 − 4. Thus the average valency of G is greater than θ 1 , and furthermore |G | = 1 2 (n − 1)(n − 2). Then k ≥ θ 1 , and |G| = 2|G |, so Lemma 1 applies.
5. G is a folded n-cube, so G is the graph H(n − 1, 2) with a perfect matching introduced between antipodal vertices ([BCN89, p.264]). Here θ 1 = n − 4. We can again consider the vertices of G to be the set of all binary strings of length n − 1, and let the subgraph G be induced on the set of all such strings with first digit 0; G is then isomorphic to an (n − 2)-cube, so that |G| = 2|G | and the valency of G is n − 2. Thus, Lemma 1 applies.
6. G is a folded halved 2n-cube, which is the halved 2n-cube discussed earlier together with a perfect matching introduced between antipodal points ([BCN89, p.255]). Here θ 1 = 2(n − 2) 2 − n. As before, the vertices of G can be realized as the set of all binary strings of length 2n containing an even number of 1's, and if we let G be be the subgraph induced on the set of all such strings with first two digits 00, then G is isomorphic to a halved (2n − 2)-cube and the valency of G is k = (2n−2)(2n−3) 2 = 2n 2 − 5n + 3 ≥ 2n 2 − 9n + 8 = θ 1 for n ≥ 2. Furthermore |G| ≥ 2|G |, so Lemma 1 applies. n = 1 corresponds to the trivial case K 2 .
7. G is the odd graph O k , so the vertices of G can be realized as all binary strings of length 2k −1 containing exactly (k − 1) 1's, where two vertices are adjacent if the digit-wise product of their corresponding strings is 0 (that is, there are no digits where both strings are equal to 1). Here k is the valency of the graph, and
. Suppose k ≥ 3, as the other cases are trivial. Let A be the set of all strings in G that begin with 1100, and let B be the set of all strings in G that begin with 0011. Let G be the subgraph induced on A ∪ B. We see that a ∈ A is adjacent to b in G iff b ∈ B and the digit-wise product ofã andb is 0, whereã,b are the strings a, b with the first four digits removed. It follows that G is isomorphic to the bipartite double cover of the odd graph O k−2 (i.e. the doubled Odd graph), which we will denote (dO) k−2 . The valency of (dO) k−2 is the same as O k−2 , namely
, so
Thus Lemma 1 applies.
8. G is a doubled odd graph (dO) m+1 , so we can realize the vertices of G as pairs {X, v}, where X ∈ {A, B} and v is a binary string of length 2m + 1 containing exactly m 1's. Two vertices {X 1 , v 1 } and {X 2 , v 2 } are adjacent iff X 1 = X 2 and the digit-wise product of v 1 and v 2 is 0 ([BCN89, p.260]). Here k = m + 1, and since one of the halved graphs of G is J(2m + 1, m) ([BCN89, Prop. 9.1.8], we see that
=Ã, where A,Ã are the adjacency matrices of (dO) m+1 and J(2m + 1, m), respectively. It follows that (θ 2 1 − k)/c 2 = (m − 1)((2m + 1) − m − 1) − 1, where θ 1 ,θ 1 are the second largest eigenvalues of (dO) m+1 and J(2m + 1, m), respectively, and this implies θ 1 = m. Let A be the set of all vertices in A whose corresponding string starts with "01", and B be the set of all vertices in B whose corresponding string starts with "10". Let G be the subgraph induced on A ∪ B . If a ∈ A , then in G the vertex a is adjacent to all vertices b in B such that the digit-wise product ofã andb is 0, whereã andb are the strings corresponding to a and b with the first two elements removed. The reverse statement holds for neighbors of any b ∈ B . It follows that G is isomorphic to the bipartite double cover of O m , i.e. (dO) m . Thus, G is regular with valency m = θ 1 . Also
The remaining infinite families are defined in terms of finite fields, so in what follows F will always denote a finite field of order q, where q is a prime power.
9. G is a Grassmann graph J q (n, e), so G can be realized as the set of all e-dimensional subspaces of F n , an n-dimensional vector space over F . Two vertices are adjacent when the intersection of their corresponding vector spaces has dimension e − 1 ([BCN89 denotes the Gaussian binomial coefficient. As with the Johnson graph, we can assume n ≥ 2e. Let us realize F n as all n-tuples (a 1 , . . . , a n ), where a j ∈ F . We then form a subgraph G induced on the set of all vertices corresponding to subspaces contained in the subspace {(a 1 , . . . , a n ) ∈ F n : a 1 = 0}. It is easy to see that G is isomorphic to J q (n − 1, e), and the valency of G is k = q e 1 q (n−1)−e 1 q
. Since
≥ 2G , so Lemma 1 applies.
10. G is a twisted Grassmann graph T J q (2e + 1, e) ( [vDK05] ). In order to realize G, we consider F 2e+1 where F is a filed of order q, which is a prime power. Fix a (2e)-dimensional subspace H of F 2e+1 . Vertices of G are of two types, (e + 1)-dimensional subspaces of F 2e+1 which are not contained in H and (e − 1)-dimensional subspaces of H. This graph has the same parameters as the Grassman graph J q (2e + 1, e), so in particular θ 1 = q 2 e−1 1 q e 1 q − 1. Adjacency is defined in different ways for the two types of vertices, but two vertices of the second type are adjacent if their intersection is a (e − 2)-dimensional subspace of F 2e+1 , and it follows that if we let G be induced on the set of all vertices of this type then G is isomorphic to J q (2e, e−1), which has valency k = q
11. G is a doubled Grassman graph dJ q (2t + 1, t). The method of finding a subgraph of similar type with large enough valency, which works for the other families, does not seem to work in this case. We will therefore postpone this family of graphs until Section 5.1, where we discuss a general method which applies to bipartite graphs.
The remaining infinite families of graphs all correspond to various sets of classical parameters (D, b, α, β). This means that their intersection arrays and spectrum are entirely determined by these four values (see [BCN89, Sec. 6.1 and Cor. 8.4.2]). In particular, assuming b > 0, we have
The parameters for the various families can be found on [vDKT16, p. 24] .
12. G is a bilinear forms graph Bil(D × e, q) (D ≤ e), with classical parameters (D, b, α, β) = (D, q, q − 1, q e − 1) for q > 1. The vertices of G can be realized as the set of all bilinear maps from F D × F e to F . If f, g ∈ G, then f ∼ g if f − g is a bilinear map of rank 1, i.e. the codimension of the null space of f −g is 1 (see [BCN89, p. 280] ). Here
If we fix a 1-dimensional subspace H of F D and let G be induced on the set of all maps f such that f ((h, v)) = 0 for all h ∈ H, v ∈ F e . It may be checked that G is isomorphic to Bil((D − 1) × e, q), which has
Furthermore it may be verified that |G| = q e × |G | ≥ 2|G |, and so Lemma 1 applies.
13. G is an alternating forms graph Alt(n, q), with classical parameters (D, b, α, β) = ( n/2 , q 2 , q 2 − 1, q m − 1), where m = 2 n/2 − 1. The vertices of G can be realized as the set of all bilinear maps from
n , and let G be induced on the set of all vertices corresponding to forms f such that f (x, y) = f (y, x) = 0 for all x ∈ H, y ∈ F n . Then it may be checked that G is isomorphic to Alt(n − 1, q) (this follows for instance from the decomposition given in [Gro02, Thm. 2.10]). Then
Furthermore, |G| = q n(n−1)/2 and |G | = q (n−1)(n−2)/2 (see [BCN89, p. 280]), so |G| ≥ 2|G |, and Lemma 1 applies.
G is a Hermitian forms graph Her(D, r
2 ) with classical parameters (D, b, α, β) = (D, −r, −r − 1, −(−r) D − 1). Note that here the underlying field is F q where q = r 2 , with r a prime power (so we require that q is a prime to an even power). The vertices of G can be realized as the set of all bilinear maps from
where the bar denotes the image under the involutive Frobenius automorphism). If f, g ∈ G, then f ∼ g if f − g has rank 1 (see [BCN89, p. 285] ). Fix a 1−dimensional subspace H of F D , and let G be induced on the set of all vertices corresponding to forms f such that f (x, y) = f (y, x) = 0 for all x ∈ H, y ∈ F n . Then it may be checked that G is isomorphic to Her(D − 1, r 2 ) (see [Gro02, Prop 10 .9]). Then
, so |G| ≥ 2|G | and Lemma 1 applies.
15. G is a quadratic forms graph Qua(n, q) with classical parameters (D, b, α, β) = ( n+1 2 , q 2 , q 2 −1, q m − 1), where m = 2 n 2 + 1. The vertices of G can be realized as the set of all bilinear maps from F n × F n to F associated to quadratic forms on F n ; that is, f is such a bilinear form if f (x, y) = γ(x + y) − γ(x) − γ(y), where γ is a quadratic form on F n (that is, a map from
and let G be induced on the set of all vertices corresponding to forms f such that f (x, y) = f (y, x) = 0 for all x ∈ H, y ∈ F n . Then it may be checked that G is isomorphic to Qua(n − 1, q). Then
n(n+1)/2 and |G | = q (n−q)(n−q+1)/2 , so it is evident that |G| ≥ 2|G |, and Lemma 1 applies.
16. G is a dual polar graph, with classical parameters (D, b, α, β) = (D, q, 0, q e ) (for some e ∈ {0, , 2}). In order to describe G, let V be a vector spaces over F with an associated type of form as specified on [BCN89, p. 274]; note that the dimension of V is 2D, 2D + 1, or 2D + 2. The vertices are the maximal isotropic subspaces of V (isotropic means that a form of the given type vanishes there), which are necessarily of dimension D, and two vertices are adjacent if the intersection of the corresponding subspaces has dimension D − 1. Let H, R be two 1-dimensional subspaces of V which intersect trivially, and let G be induced on the set of all vertices corresponding to subspaces C such that C ∩ H = {0} and R ⊆ C; it may be checked then that G is isomorphic to the same type of dual polar graph with parameters (D − 1, q, 0, q e ). Then we have , q 2 , q 2 + q,
where m = 2 n 2 − 1. We may take as G the halved graph of the subgraph defined for the dual polar graph, and the relation |G| ≥ 2|G | is preserved by halving.
If n = 2t + 1 is odd, then
Thus, Lemma 1 applies.
The Ustimenko graphs are the halved graphs of the Hemmeter graphs, and if G is such a graph we may take as G the halved graph of the the subgraph defined above for the Hemmeter graphs; again the relationship |G| ≥ 2|G | persists, and the shared parameters with the dual polar graphs on D D (q) prove the conjecture in this case.
Remark: The subgraphs G found for the infinite families above are essentially the descendents discussed in the work [Tan11] , which in turn builds upon an idea from [BGKM03] .
Strongly-regular graphs
A strongly regular graph is simply a distance-regular graph of diameter 2. The parameters for such graphs are commonly given with the notation srg(v, k, λ, µ), which means that G is a strongly regular graph with v vertices, valency k, and λ, µ are the same quantities that we have been calling a 1 , c 2 , respectively. To avoid confusion with the Laplacian eigenvalues λ i , and to keep the notation consistent throughout the paper, we will use the a i , b i , c i notation for strongly regular graphs as well (this also makes sense because of the importance of b 1 = k − λ − 1 in our analysis below). Thus, we may present the parameters for a strongly regular graph G by stating that G is srg(n, k, a 1 , c 2 ); note that k, a 1 , c 2 uniquely determine all other values in the intersection array. In this and subsequent sections we will describe a graph as "OK" whenever we can exhibit a set which gives an upper bound for h G which is at most λ 1 .
Proposition 1 Every strongly regular graph is OK.
Proof: We will prove this through a short collection of lemmas. We note first that a logical disconnecting set of edges to consider in a strongly regular graph is the set of edges connecting Γ 1 (x) and Γ 2 (x) for a given vertex x. This set of kb 1 = |Γ 2 (x)|c 2 edges separates the graph into the disjoint sets {x} ∪ Γ 1 (x) and Γ 2 (x). If |{x}∪Γ 1 (x)| ≤ |Γ 2 (x)|, then we obtain
as an upper bound for h Γ , whereas if |{x}∪Γ 1 (x)| ≥ |Γ 2 (x)| then we obtain an upper bound of
. This shows easily that h Γ ≤ max
, and we obtain Lemma 2 If G is a strongly regular graph and max
This turns out to be sufficient in many cases, though not in all. Note that, as was discussed in the introduction, every strongly regular graph has precisely 3 distinct eigenvalues: k > θ 1 > θ 2 . These eigenvalues must be integers unless the graph in question is a conference graph. It therefore simplifies matters to dispose of the conference graphs first. ). Here it may be checked that max
. The eigenvalues of the graph are
, and
, which gives
, and this quantity is greater than 1 2 for v > 1 and v ≡ 1(mod 4).
Henceforth we assume that the eigenvalues of the graphs in question are integers. In order to deal with the remaining cases we need the following result.
Lemma 4 Let G be a strongly regular graph on v vertices. If v = 2t or v = 2t + 1, and tk − (2t + 1)θ 1 + (t + 1)θ 2 ≥ 0, then G is OK.
In order to prove this, we need another lemma.
Lemma 5 Let G be a regular graph with valency k, v vertices and smallest eigenvalue θ min . Then the following holds:
Proof: If v = 2t is even, then we take any partition π = {S,
to be the average number of vertices in S c that each point in S is adjacent to, then following for instance the methods found in [Hae95, p. 596] we have the following quotient matrix:
This matrix has eigenvalues k and k − 2α, and by the interlacing described in [Hae95, Cor. 2.3] we see that
The method for the case v = 2t + 1 is essentially identical. We again take any partition π = {S, S c } with |S| = t, and arguing as before gives the quotient matrix
where the relation t(k − α) = (t + 1)(k − β) holds. This matrix has eigenvalues k and k − α − β, and the interlacing argument again gives
Lemma 4 follows easily from Lemma 5: if n = 2t is even, then the conditions of the Lemma 4 can be rearranged to
, while if n = 2t + 1 is odd then the conditions can be rearranged to
In order to complete the proof of Proposition 1, we will show that either Lemma 2 or Lemma 4 can be applied in every case.
In order to accomplish this, let us assume that the conditions of Lemma 2 do not hold; that is, that max
. This is at least c 2 k whenever (−θ 2 − 1)k ≥ (−θ 2 − 1)c 2 , and this is always true since k ≥ c 2 . Thus, we may assume
, and this implies b 1 + θ 1 ≥ k + 1 since b 1 and θ 1 are integers.
. By Lemma 4 we are now required to prove tk ≥ (2t + 1)θ 1 − (t + 1)θ 2 , and as before we may assume that b 1 + θ 1 ≥ k + 1. Suppose again that θ 1 ≥ 3, θ 2 ≤ −3. Then |θ 1 |, |θ 2 | ≤ k−c 2 3
, and it will suffice now to prove that tk ≥ (2t + 1) k−c 2 3
. This will hold whenever 3 2 tc 2 ≥ k: if c 2 ≥ 2 then we are reduced to showing 3t ≥ k, which is clearly true since 3t ≥ v; while if c 2 = 1 then we must have k ≤ t, since then 2t + 1 ≥ v = 1 + |Γ 1 | + |Γ 2 | = 1 + |Γ 1 | + |Γ 1 |b 1 ≥ 2k + 1, so that 3 2 tc 2 ≥ k holds as well. Thus, at least one of θ 1 , θ 2 must have modulus at most 2.
•
, and we must show tk ≥ 4t + 2 + (t + 1)
, or equivalently (t − 1)k + (t + 1)c 2 ≥ 8t + 4. Here
, which implies k = 4 + 3c 2 . If c 2 ≥ 2, so that k ≥ 10, then it is easy to see that (t − 1)k + (t + 1)c 2 ≥ 8t + 4 holds since t ≥ 3. If c 2 = 1, then the graph in question, with k = 7, b 1 = 6, c 2 = 1, has 50 vertices. In this case, θ 1 = 2 and θ 2 = −3, and we can apply the bound
in Lemma 5 to obtain h G ≤ 5 7
= λ 1 .
• If θ 1 = 0 then the proposition holds trivially.
• θ 2 = −1 occurs only for the complete graph.
• Suppose θ 2 = −2. In this case θ 1 = k−c 2 2
. According to [BCN89, Thm. 3.12.4], the only strongly regular graphs with smallest eigenvalue −2 are the triangular graph T (m)(m ≥ 5), the lattice graph L 2 (m)(m ≥ 3), the complete multipartite graph K m×2 , the Petersen graph, the Clebsch graph, the Schläfli graph, the Shrikhande graph, and the Chang graphs. In this list we must only address the graphs with θ 1 ≥ 3, because the others have been dealt with above. This leaves us only L 2 (m)(m ≥ 5), T (m)(m ≥ 7), the Schläfli graph, and the Chang graphs. Note that in these cases
. The Schläfli graph is srg(27, 16, 10, 8), so max
2) with m ≥ 3, and max
< λ 1 . The triangular graph T (m) is srg(m(m − 1)/2, 2m − 4, m − 2, 4) with m ≥ 5, and max
for k ≥ 8, and
< λ 1 .; for k = 5, 6, 7 we have max
= λ 1 . Finally, the Chang graphs all have the same parameters as T (8) and are therefore covered by the same argument.
This completes the proof of Proposition 1.
Imprimitive distance-regular graphs
In this section we prove the conjecture for a number of families of imprimitive distance-regular graphs (see [BCN89, Ch. 4 ] for definitions and basic properties).
Bipartite graphs
Here we study a construction that allows us to prove that a number of bipartite distance-regular graphs are OK. First, two necessary lemmas.
Lemma 6 Let G be any graph. Suppose A and B are disjoint subsets of V (G) On the other hand, an edge (a, b) with a ∈ A, b ∈ B is counted precisely r−1 r −1 times in this sum, since this is the number of subsets of B of size r containing b. Changing this expression into a sum over b therefore yields
This leads to r−1 r −1 < r r r r , a contradiction.
Lemma 7 Let G be a bipartite regular graph with 2r vertices and valency k.
• If r = 2m is even, then h G ≤ 1 2 ;
• If r = 2m + 1 is odd, then h G ≤ 1 2
Proof: Let the two bipartite components be denoted A and B. Suppose first that r = |A| = |B| is even. If we take a subset A 1 ⊂ A with
, then by Lemma 6 there exists a subset B 1 ⊂ B with
. If we set S = A 1 ∪ B 1 , we see that the subgraph G induced on S has average valency k =
and satisfies |G | = |G|/2, and the result follows since
(see the proof of Lemma 1). Now suppose that r = |A| = |B| is odd. We may take a subset
, and then by Lemma 6 there exists a subset B 1 ⊂ B with
and satisfies |G | = |G|/2. Then
and the result follows.
Armed with Lemma 7, let us begin by discussing with the doubled Grassmann graphs (Family 11 in Section 3). If G = dJ q (2t + 1, t) is such a graph, then G has as halved graphs the Grassmann graphs J q (2t + 1, t) (see [BCN89, Th. 9.3.3]). It follows that the valency k and second largest eigenvalue θ 1 of dJ q (2t + 1, t)
and (θ 2 1 − k)/c 2 =θ 1 whereθ 1 is the second largest eigenvalue of J q (2t + 1, t). As c 2 = 1 (for dJ q (2t + 1, t) ) we obtain after a calculation θ , hence
. Thus,
For q ≥ 5 we obtain λ 1 ≥ .55, while even assuming r is odd and m ≥ 2 Lemma 7 gives an upper bound of .52 for h G , so that G is OK for q ≥ 5. If q = 4 and r is even, then again Lemma 7 applies, although in fact r will always be odd for q = 4. This is because the halved graph J q (2t + 1, t) has These graphs have intersection array {q + 1, q, q, q; 1, 1, 1, q + 1} and θ 1 = √ 2q, and they exist whenever q is a prime power. The cases q = 2, 3 will be shown to be OK in Section 6. For larger q, we have the following proposition.
Proposition 3 For q ≥ 7, if G is the incidence graph of a GQ(q, q), then G is OK.
Proof: G has v = 2(q 2 + 1)(q + 1) vertices, and if q is odd then v is a multiple of 4, so Lemma 7 implies
is increasing in q and equal to , so G is OK.
Remark: The cases q = 4, 5 remain open.
We may also address the incidence graphs of generalized hexagons (q, q). These have intersection array {q + 1, q, q, q, q, q; 1, 1, 1, 1, 1, q + 1} and θ 1 = √ 3q, and again exist whenever q is a prime power. The case q = 2 is Tutte's 12-cage, and we will show this to be OK in Section 6. As indicated also in that section, we have not been able to prove that the graph is OK for q = 3. For larger q we have the following.
Proposition 4 For q ≥ 11 the incidence graph of a GH(q, q) is OK.
Proof: G has v = 2(q 4 + q 2 + 1)(q + 1) vertices, and if q is odd then v is a multiple of 4, so Lemma 7
is increasing in q and equal to . Note that for diameter 3 we have |G| ≥ 2k + 2, since |Γ 0 | + |Γ 2 | = |Γ 1 | + |Γ 3 | ≥ k + 1. Thus, k ≥ 5 and |G| = 4m or 4m + 2 implies m ≥ 3, so that Lemma 7 implies h G ≤ 26 50 , and the result follows. Note that the cases k = 3, 4 are covered in Subsection 6.
Antipodal distance-regular graphs with diameter three
Proposition 6 Antipodal distance-regular graphs with diameter 3 are OK.
Remark: Note that this class of graphs include the Taylor graphs. . Fix x 0 ∈ V (G), and write Γ 3 (x 0 ) = {x 1 , . . . , x r }. Note that d(x i , x j ) = 3 for any i, j ∈ {0, . . . , r}. Let X j = Γ 1 (x j ) for j ∈ {0, . . . , r}.
. Choose an arbitrary set A 0 ⊂ X 0 with |A 0 | = t. Then, by Lemma 6, there exists a set
. Assume now that we have defined
c 2 for some j ≤ r − 1. Then there exists a subset A j+1 ⊂ X j+1 with A j+1 = t,
)(j + 1)tc 2 (using here |B j | = (j + 1)t). If we take Now let us suppose that θ 1 ≤ a 1 + 1. If we let G be induced on {x} ∪ Γ 1 (x) then clearly 2|G | ≤ |G| and G has average valency
(a 1 + 2) > a 1 + 1, using k + 1 > a 1 + 2. Thus, Lemma 1 applies, and G is OK.
We may therefore assume θ 1 > max( 
with either θ 1 and θ 3 both integers, or θ 1 = −θ 3 = √ k and a 1 = c 2 . If θ 1 and θ 3 are integers then since θ 1 > a 1 + 1 we have a 1 − c 2 = θ 1 + θ 3 > a 1 + 1 + θ 3 , which implies θ 3 < −c 2 − 1 ≤ −2. On the other hand, θ 1 > k 3 and θ 1 θ 3 = −k implies θ 3 ≥ −2, a contradiction.
In the case
This covers all cases, and the proof is complete.
Shilla distance-regular graphs
A distance-regular graph of diameter 3 is called Shilla if it satisfies θ 1 = a 3 (see [KP10] ). In this case, = λ 1 , and we obtain the following.
Proposition 7 If G is a Shilla distance-regular graph, then G is OK provided that |Γ 3 | ≤ |G| 2 .
We remark that clearly |Γ 3 | ≤ |G| 2 whenever c 3 ≥ b 2 , since in that case |Γ 3 | ≤ |Γ 2 |, and in fact if we calculate |G| precisely we find that b 1 b 2 ≤ c 3 (c 2 + b 1 ) is sufficient. Most (though not all) of known Shilla distanceregular graphs satisfy this (see [KP10] for a number of examples); an exception is the Odd graph O 4 , which we prove to be OK by other methods in Section 6. Proving that all Shilla distance-regular graphs are OK remains an open problem.
Graphs with small valency
In this section we dispose of most of the distance-regular graphs with valency 3 and 4, utilizing the fact that all such graphs are known. We begin with the simple observation that the girth of any distance-regular graph with valency more than 2 is never more than half of the number of vertices of the graph. We may therefore always choose a cycle as S in order to obtain an upper bound for h G : each vertex in S will have at most k − 2 neighbors outside S, so that E[S, S c ] ≤ (k − 2)|S|, and we obtain h G ≤ k−2 k . This is clearly not a particularly strong bound for large valency, but it suffices to prove the conjecture for many graphs of small valency. We therefore isolate it as a lemma.
Lemma 8 Let G be a distance-regular graph with valency k ≥ 3. Then h G ≤ k−2 k .
We begin with an analysis of the valency three graphs. According to [BCN89, Thm. 7.5.1], the only graphs with valency k = 3 and diameter D ≥ 3 are the following:
• The cube, with intersection array {3, 2, 1; 1, 2, 3}. θ 1 = 1 and thus λ 1 = 2 3
, and Lemma 8 applies (in fact, Theorem 1 implies h G =
3
).
• The Heawood graph, with intersection array {3, 2, 2; 1, 1, 3}. θ 1 = √ 2 and thus λ 1 = 3− √ 2 3 ≈ .53, and Lemma 8 applies.
• The Pappus graph, with intersection array {3, 2, 2, 1; 1, 1, 2, 3}. θ 1 = √ 3 and thus λ 1 = 3− √ 3 3 ≈ .42, and Lemma 8 applies.
• The Coxeter graph, with intersection array {3, 2, 2, 1; 1, 1, 1, 2}. θ 1 = 2 so that λ 1 = 1 3
, and Lemma 8 applies.
• Tutte's 8-cage, with intersection array {3, 2, 2, 2; 1, 1, 1, 3}. θ 1 = 2 so that λ 1 =
For fixed x ∈ G we may choose three points y i for i = 1, 2, 3 in Γ 4 (x) which are mutually of distance 4 from each other; this is possible, since |Γ 2 (y i ) ∩ Γ 4 (x)| = 8. We then let S = {x} ∪ Γ(x) ∪ Γ 2 (x) ∪ We see that |S| = 32 and E[S, S c ] = 48, so that h G ≤
4×32
= .375. We note that while this graph is known to exist, it is not yet known whether it is unique; however, our proof uses only properties of the intersection array, and therefore applies to all such graphs, as their intersection arrays coincide.
• The flag graph of GH(2, 2), with intersection array {4, 2, 2, 2, 2, 2; 1, 1, 1, 1, 1, 2}. θ 1 = 1 + √ 6 and thus λ 1 = 3− √ 6 4 . We have not been able to determine whether or not this graph is OK.
• The incidence graph of GH(3, 3), with intersection array {4, 3, 3, 3, 3, 3; 1, 1, 1, 1, 1, 4}. θ 1 = 3 and thus λ 1 = 1 4
. We have not been able to determine whether or not this graph is OK.
