Software developers must provide meaningful but short names to identifiers because they strongly affect the comprehensibility of source code. On the other hand, identifier naming can be a difficult and time-consuming task, even for experienced developers. To support identifier naming, several techniques to recommend candidate names have been proposed. These techniques have challenges on the goodness of suggested candidates and limitations of applicable situations. This paper proposes a new approach to recommend method names by applying graph embedding techniques to the call graph. An experiment confirms that the proposed technique can suggest more appropriate name candidates in difficult situations than the state-of-the-art approach.
I. INTRODUCTION
Program comprehension is an essential activity throughout the lifecycle of software development [1] . To accommodate each change request, a software developer must determine the necessary changes in the program and assess which parts of the program are affected by the change. This procedure is necessary even if a tiny change is requested. Because a software product is incrementally changed by day in an agile software development project, the source code must be easy to comprehend [2] . Additionally, program comprehension is a costly activity for a waterfall project as it is responsible for most of the maintenance phase [3] , and the maintenance cost sometimes occupies 70% of the software lifecycle cost [4] .
To assist with program comprehension, an identifier name should serve as a clue to determine the role and behavior of a corresponding program entity. Contrary to expectations, identifiers can have obscure or meaningless names. This not only increases the time required to comprehend a program but also impairs developers' understanding [5] . Consequently, identifiers should have good names. That is, names should be meaningful, distinct, specific, moderately short, and understandable for the average developer [6] , [7] . However, developers have trouble assigning names because good naming requires an exhaustive understanding of the target entity based on knowledge of the target domain and knowledge of † The first two authors contributed equally to this work identifier naming conventions, including the usage of terms. However, such knowledge is learned by experience of software development [6] .
To alleviate the difficulty of identifier naming, several techniques have been proposed to recommend method names in OOP programs. Allamanis et al. proposed an approach to recommend identifier names using word-embedding [8] . This approach extracts skip-gram embedding [9] of identifiers by treating source code in the same way as natural language text. Since this approach requires numerous surrounding contexts of appearances of a target identifier, a meaningful recommendation for a bad identifier name is unavailable prior to its widespread use. Allamanis et al. also proposed another approach to estimate a method name by summarizing the method body [10] . This summarization-based approach is highly precise when words in the true method name appear in the method body or a frequent programming idiom is strongly correlated with the words in the method name like a getter or a setter. However, when keywords of a method name are contained in the body or when a boilerplate method is used, method naming tends to be easy for developers.
In this paper, we propose Mercem (MEthod name Recommendation based on Call graph EMbedding), which is a novel approach to recommend a method name for developers struggling with naming. Mercem can output good recommendations for a method that is not a getter or a setter and whose body does not contain words in the true method name before the method is called. The key idea of the proposed approach is to recommend method names whose function is similar to the target (i.e., the method to be renamed) in terms of method embedding expressing the function obtained from the caller-callee relationships. In the proposed approach, the recommendation is available immediately after the method body is created and before the method is called since the approach only requires a set of methods, which the target method calls.
We also conduct an evaluation experiment, which compares the proposed approach to the state-of-the-art one [10] . The experiment is designed to determine which method performs better in difficult situations (i.e., when the target method is not a getter or a setter and a word used in the correct method name is unavailable in the method body). Additionally, factors influencing the evaluation are investigated exploratorily.
The remainder of this paper is structured as follows: Section 2 introduces the basic knowledge and related works. Section 3 explains the proposed approach. Section 4 shows an evaluation experiment. Section 5 discusses the results. Finally, section 6 describes the conclusion and future remarks.
II. RELATED WORK

A. Distributed Representation and Embedding
A distributed representation depicts an entity as a row of real numbers, (i.e., a vector). In research fields about natural language processing, distributed representations, which are usually referred to as embeddings, play a crucial role in alleviating the sparsity of words. Additionally, word2vec [9] , [11] , [12] successfully relates the relative position between embedding vectors and the semantic relationship of words, leading to numerous applications and derivative studies. Word2vec is based on the distribution hypothesis [13] , which speculates that there is a relationship between the meaning of a certain word and its surrounding words (i.e., context).
Based on the success in NLP, distributed representations for elements of graphs are actively studied and recognized as an effective yet efficient way to solve a graph analytics problem [14] . Distributed representations are calculated not only for nodes or edges, but also for subgraphs or entire graphs. This study focuses only on node embeddings. There are three representative types of proximity measures, which are the graph properties preserved in the embeddings. First-order proximity is the concept that two nodes directly connected correspond to close vectors. Second-order proximity is the concept that two nodes with similar sets of connected nodes correspond to close vectors. Higher-order proximity is the concept that two nodes whose neighborhoods include nodes at a distance of 2 or more are similar and correspond to close vectors. Variants of the higher-order proximity techniques include random walk-based node embedding techniques [15] , [16] , which apply a word embedding technique to sequences of nodes generated by random walking on the input graph. Such techniques have performed well in node classification and clustering tasks.
B. Recommending Identifier Names
To address issues with identifier naming, several approaches have been proposed to evaluate or recommend identifier names. Høst et al. found dozens of rules between the verb part of the method name and its body [17] . Leveraging these rules, they proposed a technique to automatically evaluate whether the verb in a method name is appropriate for its body [18] . However, this approach is difficult to scale to other verbs since the rules are acquired manually.
Kashiwabara et al. [19] proposed a technique to recommend the verb part of a method name leveraging association rules between a method name and related information such as local variable names, parameter names, return type, and class names. Compared to Høst's approach [18] , this technique can support a variety of verbs since the rules are automatically built from a code corpus.
Allamanis et al. [8] proposed a technique to recommend identifier names using word-embedding. This approach treats source code as a sequence of tokens and then calculates the skip-gram embedding [9] from the sequence. This approach requires numerous appearances of an identifier for a precise recommendation because a skip-gram technique is employed, which requires sufficient surrounding contexts of the appearance to obtain meaningful embedding of the identifier. Consequently, a meaningful recommendation for a method or class is unavailable until the method/class is used beyond a certain extent.
Allamanis et al. also proposed another approach to estimate the method name based on a neural summarization technique [10] . The body of a target method is separated into a sequence of words, (namely, all identifiers are split into discrete words). Then the sequence of words is inputted to the summarization system. This summarization-based approach achieves high precision when words in the true method name appear in the method body or a frequent programming idiom is strongly correlated with the words in a method name like a getter or setter. However, when keywords of the method name are contained in the body or when a method is only composed of a few frequent idioms, method naming tends to be easy for developers. Hence, method naming support should be more required when the method body does not contain any keywords of the method name and is not composed of a few frequent idioms. Our approach focuses on such situation. To achieve the goal, our approach does not split identifier names into discrete words, but uses identifiers as units for recommendation. Note that Allamanis' approach does not explicitly consider the function or role of a class or method appearing in a target since all identifiers are split into discrete words before inputting into the summarization system.
III. PROPOSED APPROACH
The key idea of Mercem is to recommend names of existing methods whose functions are similar to the target (i.e., a method to be renamed) in terms of method embeddings calculated from the caller-callee relationships. Figure 1 overviews Mercem. The proposed approach consists of two phases: the training phase and the recommendation phase. The former is run once in advance, while the latter is invoked by a developer on demand. The training phase calculates embeddings of method names appearing in the code corpus and stores them in a database. The recommendation phase provides a list of candidate names for a target method using the embeddings built by the training phase.
To associate an embedding with a method's function, we leverage the relationships in which a method uses other methods to implement a function. In other words, the embedding of a method should be placed near the embeddings of the callees since the caller method includes the function of the callee method. Applying this policy to all callees of a method, the method embedding can be approximated as the average embedding of the callees. This placement policy can be interpreted as a variant of the second-order proximity since two methods with similar sets of callees will have close embeddings.
To find the method names whose functions are similar to the query method provided by a user, the recommendation phase calculates the embedding of the query method and searches similar embeddings from the database. Note that the embedding of the query method must satisfy all of the following three constraints. 1) The contexts of invocations of the query method cannot be used since the recommendation must be available before the method is used. 2) The time to calculate an embedding of a query method is at most a few seconds because the recommendation results must be available immediately in actual usage scenarios. 3) Embeddings of query methods must be semantically consistent with the embeddings stored in the database.
To satisfy these constraints, the recommendation subsystem looks up the embedding of each callee of the query method from the database. Then it searches the nearest neighborhoods of the arithmetic mean of these embeddings in the database. Constraint 1 is satisfied because the input is obtained only from the body of the query. Constraint 2 is also satisfied because it only requires picking up the callee names from the target method and looking up the embeddings for the names from the database. With respect to consistency, the concept of averaging the callees is the same, and the embeddings in the database are used for the average. Hence, Constraint 3 is also satisfied.
A. Training phase
The training phase calculates embeddings of methods by optimization that the approximate embedding of each method and the average of the embeddings of the callees based on the aforementioned policy.
To cope with the incompleteness of the source code corpus and to reduce the computational cost, an Aggregated Call Graph (ACG) is used instead of a call graph. (Fig. 2 ) ACG is a directed graph similar to a call graph, but one node represents one set of methods with the same name, and a directed edge 
Example of Aggregated Call Graph means there are one or more calls between two sets. Dynamic analysis [20] or pointer analysis [21] , [22] must be applied to a complete set of source or binary code to build a precise call graph for a program written in an object-oriented language such as Java. However, a common code corpus is incomplete because it may lack necessary libraries for execution and/or contain uncompilable source files, which may be incorrect or require special preprocessing. Even if a complete code is obtained, pointer analysis or dynamic analysis is a costly process in terms of time and space. Consequently, scaling the corpus is difficult.
Furthermore, when analyzing multiple software products simultaneously, two or more methods may have the same fully qualified name because different versions of libraries are used. In this case, a complete call graph cannot exist. On the other hand, the time to calculate the node embeddings increases with the number of nodes and edges of the graph because the calculation is based on an iterative optimization of the graph. ACG is designed to overcome these problems. In ACG, obtaining caller-callee relationships is simplified by identifying nodes only by method names. Hence, reducing the number of nodes and edges decreases the computational cost to calculate embeddings in ACG. Even if nodes are aggregated in this way, embeddings of method names can be calculated because the relationships between method names Mercem has two steps in the training phase. The first is to build ACG. The second is to calculate embeddings. Each step is described in detail below.
1) Build an aggregated call graph: In this step, the ACG is built from source code. Although ACG is the same as a call graph whose nodes are grouped by method name, it is not built via the call graph, but directly from source code to avoid the difficulty of constructing a call graph. The algorithm which Fig. 3 shows is used to calculate ACG. From each of the method definitions extracted from the code corpus, the name of the method and the set of all method names contained in the body are obtained. These method names are added to the vertex set V A of ACG. Next, edges from the name of the definition to each method name in the body are added to the edge set V A of ACG. This has a low computational cost as the calculation does not require semantic analysis. Additionally, the process is easily parallelized as each source file is processed independently.
2) Calculate method embeddings from ACG: This step computes the embeddings of method names from ACG. An embedding of a method name should be close to the arithmetic mean of embeddings of the callee names. Conversely, method names that are not directly connected on ACG should be far apart.
To satisfy these requirements, a stochastic gradient descent with negative sampling is applied for the loss function to express the requirements. The loss function L is given as
where M is a set of method names, v(m) is the embedding of the method name m, |v(m)| is the L2 norm of v(m), C(m) is a set of the callees of m, and α is a weighting parameter. The first term increases as each embedding is further from the embedding average of its callees. The second term increases when norms of the embeddings diverge from unity in order to prevent the embeddings from becoming extremely large or small. Figure 4 explains the gradient descent focusing on method name m (shown as the double lined circle at the center) according to the partial derivative of the first term of L. Method name m not only moves to the average of the callees (rightmost box) but also moves in the direction that the averages of m and its siblings, which are called from the same method (two boxes at the center), approximate the corresponding caller. Consequently, the embeddings of method names without callees can have meaningful embedding based on how the methods are used.
In negative sampling, for each method m, a fixed set of methods that are not directly connected to m is randomly taken as negative samples. Then m moves slightly toward a vector, which is orthogonal to each negative sample.
B. Recommendation phase
The recommendation phase calculates the embedding of the method body given as a query from a user. Then it presents method names whose embeddings are similar to the query in order of similarity. In the calculation of the query, the embeddings for method names appearing in the body of the query are searched from the database. Then the identified embeddings are averaged. The cosine similarity is used as the similarity measure for embeddings.
IV. EVALUATION EXPERIMENT
An experiment was conducted to evaluate whether Mercem can more correctly recommend method names than the existing state-of-the-art approach (Allamanis16) in difficult situations. A difficult situation is one where the target method is not a getter or a setter and words used in the correct method name are unavailable in their bodies. For a quantitative comparison, this experiment measured how many identifiers in a proven code corpus that the recommendation systems correctly recommended. Then we exploratorily investigated the factors that influence correct recommendations.
In this experiment, the correctness of names recommended by Allamanis16 [10] and the proposed technique were compared. The procedure to calculate the correctness is shown in Fig. 5 . Allamanis16 was selected as the comparison target for two main reasons. 1) Both techniques are applicable before Knowledges for recommendation Fig. 5 . Overview of the evaluation experiment the target method is used. 2) Allamanis16 is the state-of-theart technique from the viewpoint of correctness. Both Mercum and Allamanis16 consist of training and recommendation subsystems. According to cross validation, a code corpus was split into a training corpus and a test corpus. The entire training corpus was inputted into the training system. For each method in the test corpus, recommendation results (i.e., candidate list of method names) for the method body were compared to the true method name. Then the comparison results were aggregated.
The code corpus used to evaluate Allamanis16 was employed in this experiment. The corpus consisted of snapshots of 20 famous Java repositories on GitHub. As these famous products have been continuously developed for a long time, the identifiers in these projects are carefully named in general.
The correctness criteria were the same as [19] : the top-10 candidates for a method containing at least one correct verb (or noun) or not. The results were aggregated for three method categories, which are described below.
Methods were classified into three categories according to the richness of naming hints contained in each body. Category 1 consists of methods that contain the richest hints in its body. Specifically, it consists of getters and setters, where the verb part of the method is "get" or "set". Most getters and setters have a boilerplate body. Because ordinary development environments have a function to generate getters and setters for fields, naming of getters and setters is not burdensome. On the other hand, neither Category 2 nor Category 3 consists of methods for getters and setters. These two categories are distinguished by the query based on whether they contain true verbs or nouns (Category 2) or not (Category 3). Category 3 is the most difficult to name.
The correctness was aggregated for each category. A higher correctness of recommendations for Category 3 indicates an ability to support naming. Note that the inputs were system dependent. The input into Mercem was a set of names of the callees, whereas that into Allamanis16 was all tokens that comprise the method body. For example, if a correct noun appeared only in local variables within the body of a method that is neither a getter nor a setter, it is in Category 3 for Mercem and Category 2 for Allamanis16.
The following should be noted when interpreting the experimental results:
• The number of extracted methods depended on the system because the method extraction routine of Allamanis16 was inseparable and differed from that in Mercem. (The proposed approach extracted more methods.) • Methods without callees were removed in the evaluation of Mercem because Mercem could not extract queries from such methods. • Due to the above factor, the whole corpus of Mercem was 6% larger than that of Allamanis16, but the number of getters and setters was almost 40% larger for Allama-nis16. • Methods that do not contain verbs (nouns) were excluded from the evaluation. • The criteria to distinguish between Category 2 and Category 3 depended on the system.
The following are the set up for the experiments. Prior to the experiment, the data was cleansed to remove Java source files undesirable for the experiment according to the following criteria:
• Source files composed only from serially numbered methods such as such as get0(), get1() ..., get100(). These methods are automatically generated and not be named by developers • The word "test" is contained in the package name since almost all classes in these files are unit test code.
Then the code corpus was split into five partitions file by file for a five-fold cross validation. The part of speech of the words in the methods was determined by POSSE [23] . The parameters for the proposed approach were as follows: 100 embedding dimensions, 5000 SGD loops, 200 methods per mini batch, and 10 negative samples. The learning rate was initially 0.75 but was decreased 4% after every iteration.
The parameters for Allamanis16 were the default values described in the official source code [24] because these values should be the same as those used in the evaluation experiment in [10] . Table I and Table II show the recommendation correctness of the two approaches for verbs and nouns, respectively. Each table is organized as follows: the left (right) side corresponds to the Mercem (Allamanis16). Each half is split into the three categories of the richness of the hints. The bottom lines show the results for the whole corpus, while the middle lines show the results for each partition of the cross validation. Text in bold in the bottom line (whole corpus) indicates the higher score.
A. Experimental results
In Category 3, which contains the category with the fewest hints, the proposed approach outperformed the state-of-the-art approach for both verbs and nouns, indicating that Mercem better supports naming. For verbs, Mercem showed a higher correctness even in Category 2, implying that the technique effectively recommends a wide range of verbs. On the other hand, Allamanis16 also achieved a higher correctness for nouns in Category 2 and the average of Category 2 and Category 3. It indicated that Allamanis16 can effectively recommend many nouns. However, the correctness of Mercem in Category 3 was more than double that of Allamanis16, and the number of methods in Category 3 for Mercem was about three times larger than that of Allamanis16. Hence, the proposed approach has a higher ability to support developers.
B. Exploratory Investigation
To identify the origin of the proposed approach for verb recommendations, the correctness of the two approaches was investigated according to the frequency of each verb in the method names. Figures 6 to 10 compare the correctness for each word grouped by the frequency of the verbs with an appearance of 1-5, 6-10, 11-20, 21-100, and 100+ times, respectively. The vertical (horizontal) axis represents the correctness of the proposed approach (Allamanis16). Each circle in the graphs indicates verb(s) which the proposed approach (Allamanis16) recorded the correctness corresponding to the value of the vertical(horizontal) axis. The size of the circle indicates the number of methods which share the same position in the graphs. That is, the smallest circles represented correctness for one verb and area of the circles were proportional to number of the corresponding methods. The numbers of verbs are also shown as numbers in the circles whose area is larger than 5. The "x" denotes the center of gravity in the circles. Circles or the center of gravity closer to the upper left corner indicates that the Mercem was more correct than Allamanis16. In Fig. 6 , many verbs share the same position because the correctness is limited to rational numbers with a denominator of 1 to 5.
In groups of highly frequent verbs (frequencies of 21-100 ( Fig. 9 ) or 100+ (Fig. 10) ), the correctness of the proposed approach was significantly higher for many verbs. Because verbs in these groups are used in many methods, this may influence the correctness of the entire corpus and may be origin of the advantage of the proposed technique.
The trend that the correctness of the proposed approach is higher for highly frequent verbs can be confirmed by tracking the center of gravity in multiple figures. From Fig. 6 to Fig.  10 , the center of gravity moves monotonously upward.
For the group with the most infrequent verbs (Fig. 6 ), Allamanis16 was more correct. However, the correctness of both approaches was low, and for about half of the verbs, the correctness was zero.
V. DISCUSSION
Since the output of the proposed technique is more correct than the existing technique in the most difficult situations, Mercem should help developers with method naming more effectively. Additionally, the proposed approach obtains embeddings from a call graph, which can express part of the function and/or the role of the methods.
For Category, where the target is not a getter or a setter and the input contains words in the correct method name, the results are divided. Therefore, selective use of Mercem and Allamanis16 may effectively support naming.
The exploratory investigation indicates that Mercem has a high correctness for highly frequent verbs. On the other hand, neither technique has a high correctness for less frequent verbs, and several verbs are never correctly suggested. This result is attributed to the omission of information related to infrequent words since both graph embedding and neural networks are based on statistical approximations.
The results suggest that ensembling Mercem and Allama-nis16 may improve the recommendation correctness as they perform well in different situations. On the other hand, a different approach is necessary for infrequent words where neither technique is robust. A combination with rule-based approaches such as Kashiwabara's association rule-based approach [19] may improve the correctness for infrequent words since rulebased techniques can capture infrequent relationships if there are strong correlations.
A. Threats to Validity
Internal Validity: With regard to the Category (getters and setters) and the category that merges the second and third, the two techniques are compared fairly well because the separation criteria are the same. On the other hand, one threat is comparing the techniques in Category 2 or 3 because the separation criteria depend on the techniques. However, we believe that the comparison satisfies one aspect of fairness since the separation is based on the data that both techniques require as inputs. In the future, it is necessary to consider comparative experiments that satisfy another perspective of fairness.
External Validity: One threat is the generality of the input code corpus. Since the source code in the corpus is widely used and many developers have contributed to it, employing method names in the corpus as the ground truth is not an issue. By contrast, the code in the corpus is biased towards high quality. Consequently, it is unclear whether this result can be generalized to low-quality code. The set of callee methods is stable regardless of the code quality because there are few alternatives to the API sets to implement a certain Fig. 6 . Comparison of correctness for verbs that appear 1-5 times Fig. 7 . Comparison of correctness for verbs that appear 6-10 times Fig. 8 . Comparison of correctness for verbs that appear 11-20 times function. Therefore, the correctness of the proposed technique should be robust against the code quality, whereas that of Allamanis16 depends on the abilities to pick up words from the method body or to estimate words from code idioms used in the method. For example, if the parameter names and local variable names are wrong or code idioms are not properly used when code quality is low, the accuracy of Allamanis16 tends to be low.
VI. CONCLUSION AND FUTURE WORK
This paper proposes an approach called Mercem to recommend method names to software developers using method embeddings obtained from the caller-callee relationships. The evaluation experiment confirms that the correctness of Mercem is higher than the state-of-the-art approach, especially when naming is difficult. Because the embedding of a callee method is approximated as the average of the embeddings of the callee methods, embeddings successfully express functions of the methods.
We have yet to confirm whether the proposed approach can support the developer's naming in real development situations, in the future, evaluation experiments in situations closer to real development situations are will be conducted. Additionally, the correctness of Mercem will be improved by refining the embeddings calculated from the caller-callee relationships or combining it with existing approaches [10] , [19] . Furthermore, Fig. 9 . Comparison of correctness for verbs that appear 21-100 times Fig. 10 . Comparison of correctness for verbs that appear 101+ times there are novel approaches to recommend method names [25] , [26] . We will compare our approach with them and examine whether a combination of the approaches can lead to higher correctness of method name recommendation.
