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Abstract
The image and video coding community has often been working on new advances that go
beyond traditional image and video architectures. This work is a set of contributions to various
topics that have received increasing attention from researchers in the community, namely, scalable
coding, low-complexity coding for portable devices, multiview video coding and run-time adaptive
coding.
The first contribution studies the performance of three fast block-based 3-D transforms in
a low complexity video codec. The codec has received the name Fast Embedded Video Codec
(FEVC). New implementation methods and scanning orders are proposed for the transforms.
The 3-D coefficients are encoded bit-plane by bit-plane by entropy coders, producing a fully
embedded output bitstream. All implementation is performed using 16-bit integer arithmetic.
Only additions and bit shifts are necessary, thus lowering computational complexity. Even with
these constraints, reasonable rate versus distortion performance can be achieved and the encoding
time is significantly smaller (around 160 times) when compared to the H.264/AVC standard.
The second contribution is the optimization of a recent approach proposed for multiview
video coding in videoconferencing applications or other similar unicast-like applications. The
target scenario in this approach is providing realistic 3-D video with free viewpoint video at good
compression rates. To achieve such an objective, weights are computed for each view and mapped
into quantization parameters. In this work, the previously proposed ad-hoc mapping between
weights and quantization parameters is shown to be quasi-optimum for a Gaussian source and an
optimum mapping is derived for a typical video source.
The third contribution exploits several strategies for adaptive scanning of transform coefficients
in the JPEG XR standard. The original global adaptive scanning order applied in JPEG XR is
compared with the localized and hybrid scanning methods proposed in this work. These new
v
orders do not require changes in either the other coding and decoding stages or in the bitstream
definition.
The fourth and last contribution proposes an hierarchical signal dependent block-based trans-
form. Hierarchical transforms usually exploit the residual cross-level information at the entropy
coding step, but not at the transform step. The transform proposed in this work is an energy
compaction technique that can also exploit these cross-resolution-level structural similarities. The
core idea of the technique is to include in the hierarchical transform a number of adaptive basis
functions derived from the lower resolution of the signal. A full image codec is developed in order
to measure the performance of the new transform and the obtained results are discussed in this
work.
Keywords: adaptive coefficient scanning, fast video codec, hierarchical 3-D block-based
transform, multiview video coding, signal dependent transform.
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Resumo
A comunidade de codificac¸a˜o de imagens e v´ıdeo vem tambe´m trabalhando em inovac¸o˜es
que va˜o ale´m das tradicionais te´cnicas de codificac¸a˜o de imagens e v´ıdeo. Este trabalho e´ um
conjunto de contribuic¸o˜es a va´rios to´picos que teˆm recebido crescente interesse de pesquisadores
na comunidade, nominalmente, codificac¸a˜o escala´vel, codificac¸a˜o de baixa complexidade para
dispositivos mo´veis, codificac¸a˜o de v´ıdeo de mu´ltiplas vistas e codificac¸a˜o adaptativa em tempo
real.
A primeira contribuic¸a˜o estuda o desempenho de treˆs transformadas 3-D ra´pidas por blocos em
um codificador de v´ıdeo de baixa complexidade. O codificador recebeu o nome de Fast Embedded
Video Codec (FEVC). Novos me´todos de implementac¸a˜o e ordens de varredura sa˜o propostos
para as transformadas. Os coeficiente 3-D sa˜o codificados por planos de bits pelos codificadores
de entropia, produzindo um fluxo de bits (bitstream) de sa´ıda totalmente embutida. Todas as
implementac¸o˜es sa˜o feitas usando arquitetura com aritme´tica inteira de 16 bits. Somente adic¸o˜es
e deslocamentos de bits sa˜o necessa´rios, o que reduz a complexidade computacional. Mesmo
com essas restric¸o˜es, um bom desempenho em termos de taxa de bits versus distorc¸a˜o poˆde ser
obtido e os tempos de codificac¸a˜o sa˜o significativamente menores (em torno de 160 vezes) quando
comparados ao padra˜o H.264/AVC.
A segunda contribuic¸a˜o e´ a otimizac¸a˜o de uma recente abordagem proposta para codificac¸a˜o de
v´ıdeo de mu´ltiplas vistas em aplicac¸o˜es de video-confereˆncia e outras aplicac¸o˜es do tipo “unicast”
similares. O cena´rio alvo nessa abordagem e´ fornecer v´ıdeo com percepc¸a˜o real em 3-D e ponto de
vista livre a boas taxas de compressa˜o. Para atingir tal objetivo, pesos sa˜o atribu´ıdos a cada vista
e mapeados em paraˆmetros de quantizac¸a˜o. Neste trabalho, o mapeamento ad-hoc anteriormente
proposto entre pesos e paraˆmetros de quantizac¸a˜o e´ mostrado ser quase-o´timo para uma fonte
Gaussiana e um mapeamento o´timo e´ derivado para fonte t´ıpicas de v´ıdeo.
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A terceira contribuic¸a˜o explora va´rias estrate´gias para varredura adaptativa dos coeficientes
da transformada no padra˜o JPEG XR. A ordem de varredura original, global e adaptativa do
JPEG XR e´ comparada com os me´todos de varredura localizados e h´ıbridos propostos neste
trabalho. Essas novas ordens na˜o requerem mudanc¸as nem nos outros esta´gios de codificac¸a˜o e
decodificac¸a˜o, nem na definic¸a˜o da bitstream.
A quarta e u´ltima contribuic¸a˜o propo˜e uma transformada por blocos dependente do sinal. As
transformadas hiera´rquicas usualmente exploram a informac¸a˜o residual entre os n´ıveis no esta´gio
da codificac¸a˜o de entropia, mas na˜o no esta´gio da transformada. A transformada proposta neste
trabalho e´ uma te´cnica de compactac¸a˜o de energia que tambe´m explora as similaridades estruturais
entre os n´ıveis de resoluc¸a˜o. A ideia central da te´cnica e´ incluir na transformada hiera´rquica um
nu´mero de func¸o˜es de base adaptativas derivadas da resoluc¸a˜o menor do sinal. Um codificador de
imagens completo foi desenvolvido para medir o desempenho da nova transformada e os resultados
obtidos sa˜o discutidos neste trabalho.
Palavras-chave: varredura adaptativa de coeficientes, codificador de v´ıdeo ra´pido, transfor-
mada 3-D hiera´rquica por blocos, codificac¸a˜o de v´ıdeo de mu´ltiplas vistas, transformada depen-
dente do sinal.
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“But life is short and information endless...
Abbreviation is a necessary evil and the abbreviator’s business is to make the best of a job which,
although intrinsically bad, is still better than nothing.”
Aldous Huxley - Brave New World Revisited, 1958
ix
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Chapter 1
Introduction
Digital image and video are everywhere and usually require a large amount of storage or
transmission capacity. Therefore, video and image coding is essential for any application in which
storage capacity or transmission bandwidth is constrained. Almost all consumer applications
developed by the digital image and video related industry fall into this category. This industry
is huge and is still in expansion. A few examples of such applications are: digital television
broadcasting, internet video streaming, tele-conferencing, multiview video, high dynamic range
imaging, mobile video and image streaming, video calling and image region-of-interest extraction
for security and medical applications.
Pushed by some increasingly innovative and demanding applications, image and video codecs
are always evolving and aggregating new features. At the time of this writing, the H.264/AVC
standard is still considered the state of the art video codec, while the JPEG XR standard is the
emerging state of the art image codec. According to [1], in 2010, almost 70% of the videos online
were already being coded with H.264. All YouTube videos are available in H.264 and YouTube
alone represents 40% of all videos online. The successor of H.264, named High Efficiency Video
Coding (HEVC), is expected to be published as an international standard in 2013 and its current
development is in line with the expected online usage models. On the other hand, the image
coding scenario is not so well defined. The JPEG 2000 standard, although efficient, did not
establish itself as the appropriate JPEG successor. Therefore, JPEG XR was standardized in
2009 with the purpose of addressing the limitation of previous formats, while achieving high image
quality and low bit-rates. The format supports High Dynamic Range (HDR) imaging for a new
generation of digital cameras and other imaging applications, such as interactive online imaging.
Other JPEG XR features also makes it suitable for efficient design of hardware implementation,
memory buffers and region-of-interest (ROI) coding applications.
1
1. Introduction
As the state of art codecs do not always evolve as fast as new application needs arise, the
image and video coding research community has often been working to fill in the gaps left by
the standards and to push codec evolution. This thesis is a set of contributions to various topics
that have received attention from researchers in the community. Each chapter handles a different
problem and the contributions, although all related to image and video coding, are heterogeneous.
Therefore, each chapter can be read independently. Just a brief overview of them is presented in
the sequel, as each chapter is already equipped with introduction.
The second chapter brings a contribution to the development of low-complexity video codecs
for portable devices. It studies the performance of a set of fast block-based 3-D transforms in a
low-complexity video codec application. New implementation methods and scanning orders are
proposed for the transforms.
The third chapter deals with the problem of achieving efficient multiview video coding to
provide free viewpoint video. It examines the optimized mapping between pixel weights and
quantization parameters to reduce transmission requirements in multiview coding.
The fourth chapter proposes a contribution to the JPEG XR standard by studying an adaptive
coefficient scanning order scheme that seeks to exploit and highlight the scalable (progressive
reconstruction) characteristics of the standard.
The fifth chapter investigates a new adaptive and scalable transform, that is intended to
exploit the residual redundancies across hierarchical decomposition levels.
As each chapter already contains its own conclusions, the sixth chapter completes the thesis
with possible extensions, improvements and future work proposals for these topics.
2
Chapter 2
FEVC - Fast 3-D Embedded Video Codec
2.1 Introduction
Research in video coding systems typically looks for techniques that can reach the highest
possible compression rate while not exceeding a given level of distortion. Increased compression
rate is generally achieved by means of higher coding complexity, which is supported by increased
availability of computational power. However, in some video coding and transmission applications,
i.e., portable digital applications like smartphones and digital video cameras, the use of higher
performance processors is not convenient or cost-effective and some of the critical issues may be
low complexity implementation, low power consumption and restricted computational resources.
Also, in some applications, the codecs need to be implemented by software only, as hardware
implementation may not be of convenience. Although there is significant research in reducing the
computation for H.264, one of the leading compression standards, the complexity is still high for
the requirements of some of these applications.
In order to reduce the video codecs computational complexity, three-dimensional (3-D) trans-
forms have been investigated by many researchers as an alternative approach to fully avoid the
very efficient but time-consuming motion estimation (ME) and motion compensation (MC) tech-
niques. This work studies the performance of some of the simpler and faster block-based 3-D
transforms. The compared transforms are Hadamard (4x4x4 and 8x8x8), H.264/AVC integer
DCT-like (4x4x4) and Piecewise-Linear Haar - PLHaar (4x4x4 and 8x8x8). Although being a
wavelet-like transform, the PLHaar is also applied here in a block-based fashion.
The environment where the performance of the block-based 3-D transforms is being compared
is the color video codec named FEVC (Fast Embedded Video Codec). The FEVC was firstly
described at the author’s MSc dissertation [2]. The codec is designed in C# language, especially
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to be executed in a video set-top box device. A large number of these set-top boxes are projected
to be used as the interface between a fiber optical network and its users. This device will process
digital signals to extract video, audio and data information and send that information to an
output device. Among functions such as Internet accessibility and voice over IP, the set-top box
is conceived to support video on demand and video conference applications. Due to cost and
scale restrictions, the video set-top box is to be designed with integer based processor and low
cache memory requirements. Because of this, the video codec implementation is designed to
avoid multiplication and division operations and to make efficient use of available memory. All
multiplication and division operations are carried out by binary shifts, equivalent to multiplication
or division by integer powers of two. Moreover, the system is implemented exclusively with
16-bit integer arithmetic, which also requires some approximations. The errors introduced by
these approximations can be compensated for some reduction in the compression rate. This is
acceptable, as the video codec is intended for high capacity optical links.
Due to its purpose, the FEVC is focused on reduced execution times and is less concerned
with high compression performance. Under such conditions, not only the 3-D transforms were
chosen to be fast and simple, but all other codec stages (i.e., entropy coding) were designed to
be computationally efficient. All codec stages that compound the FEVC structure are shown in
Fig. 2.1. Initially, only the Hadamard 3-D transform was considered and the codec was named Fast
Hadamard Video Codec (FHVC). The work presented here describes the following improvements
on this video codec: a new coefficient scanning method for the Hadamard 3-D transform, the
addition of the 3-D transforms H.264/AVC integer DCT-like and PLHaar with innovative 3-
D implementations and coefficient scanning methods, and the study of an alternative Golomb
entropy encoder. All these new contributions are partially published in [3–7].
Each codec stage shown in Fig. 2.1 is detailed in the subsequent sections of this chapter. The
color space conversion, which is the first codec stage, is described in Section 2.2. The second
and third codec stage are jointly presented in Section 2.3, once each 3-D transform has its own
optimized coefficient scanning method. And, finally, the fourth codec stage, which is dedicated to
the entropy coding, is explained in Section 2.4. The objective of each codec stage is to respectively
reduce the intrinsic visual, spatial, temporal and entropic redundancies of raw video sequences.
The explanation of each video redundancy and some alternative works in the area literature that
4
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Figure 2.1: FEVC block diagram.
aim to reduce them are included in [2]. Sections 2.5 and 2.6 present the overall implementation
results and conclude the chapter.
2.2 Video Codec Color Spaces
The FEVC is able to read color video sequences stored in tristimulus color space, such as RGB
and YUV 4:2:01. Each such a color plane is encoded separately and the allowed pixel bit-rate
is divided into the color planes according to its significance. So, for the RGB format, the pixel
bit-rate is equally divided, but in the YUV 4:2:0 format, the luminance plane receives more bits
than the chrominance planes (because the U and V chrominance planes are one-fourth the size
of the luminance Y plane). In the FEVC, only approximately 10% of the luminance rate is spent
on the chrominance signal. This simple weighted bit-rate allocation procedure allows achieving
higher compression rates.
In order to get the well-known advantages of the L-C (Luminance - Chrominance) formats, it
is possible to convert an original RGB video sequence to a different internal color space (such as
Y CoCg) before beginning the coding process. Other color spaces are also supported by the FEVC
and the conversions among them, described in [8], are also implemented.
1A detailed explanation about the whole human visual system (including the advantages of the L-C formats)
and the video patterns (such as YUV 4:2:0) is presented in [2].
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Figure 2.2: The composition of one 8x8x8 video cube.
2.3 Block-based Three-dimensional Fast Transforms
The FEVC applies 3-D transforms to reduce redundancies in both spatial and temporal di-
mensions. The video sequence being encoded is partitioned into cubes, as shown in Fig. 2.2, and
the transform is separately applied per cube dimension (first to columns, then to rows and finally
to frames).
The FEVC implements the following fast transforms in a block-based fashion: Hadamard,
H.264/AVC integer DCT-like and PLHaar. The dynamic range gain, the transform coding gain
(TCG), the energy concentration capacity and the coefficients scanning method of each one of
these transforms are described in the next sections. These transforms were chosen because they
can be computed exactly in integer arithmetic, thus avoiding inverse transform mismatch prob-
lems. Furthermore, only additions and bit shifts are necessary, thus minimizing computational
complexity.
To evaluate the cube’s size effect in coding performance, cubes of 4x4x4 or 8x8x8 sizes are used
for the Hadamard transform and for the PLHaar transform. Only cubes of 4x4x4 size are used
for the H.264/AVC integer DCT-like transform because of the higher complexity of the matrix of
its 8x8x8 transform.
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2.3.1 3-D Hadamard Transform
The Hadamard transform was implemented in the FEVC for practical reasons, because it has
the simplest basis functions (composed only of +1 and −1 elements) and it is identical to its
inverse. The transform computations do not require multiplications [9], as a result of the binary
transform kernel. The Hadamard transform matrix Hn of order N is a squared matrix, where
N = 2n for some integer n. Hn can be generated starting with the core matrix
H1 =
1√
2
 1 1
1 −1
 (2.1)
and applying the Kronecker product recursion
Hn = Hn−1 ⊕H1 = H1 ⊕Hn−1
=
1√
2n
 Hn−1 Hn−1
Hn−1 −Hn−1
 . (2.2)
As can be noticed in Eq. (2.2) it is easy to extend smaller transform sizes to larger ones, such
as 8x8x8 or greater. As an example, the Hadamard matrix H3 for N = 8 is given by
H3 =
1√
8

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

Sequency
0
7
3
4
1
6
2
5
. (2.3)
The basis vectors of the Hadamard transform can also be generated by sampling the class of
functions called Walsh functions shown in Fig. 2.3. These functions also take on the binary values
±1, exclusively, and form a complete orthonormal basis for square integrable functions.
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Figure 2.3: Walsh functions sampled to the Hadamard matrix generation.
The number of zero crossings of a Walsh function or the number of transitions in a basis
vector of the Hadamard transform denotes its “sequency”. This is a similar concept to the notion
of frequency of sinusoidal signals, also related to zero crossings.
In the Hadamard matrix generated by the recursion in Eq. (2.2), the row vectors are not
sequency ordered, as shown in Eq. (2.3) by the column labeled Sequency. The resulting sequency
order of these vectors is called the Hadamard order because it is the order in which the transform
coefficients are generated.
Several Hadamard transform fast calculation methods are available in the literature. The
method presented in [9] was chosen to be implemented in the FEVC because it is based on the
fact that the Hn matrix can be written as a product of log2N or n sparse matrices H˜. Each
multiplication by H˜ implies the execution of N additions or subtractions. As this multiplication
is repeated log2N times, the total number of operations is of the order of N × log2N , a significant
reduction with respect to the N2 operations involved in a straight matrix multiplication operation.
2.3.1.1 Dynamic Range Gain
As the Hadamard transform matrix Hn shown in Eq. (2.2) is composed only of +1 and −1
values, the one-dimensional transform has a dynamic range gain of N/
√
N =
√
N , where N = 2n.
If N = 8, for instance, the dynamic range gain is
√
8 and for the three-dimensional transform,
the total dynamic range gain is 83/
(√
8
)3
= 8
√
8.
The division by
√
N is done in each cube dimension to preserve the signal energy in the
transform domain. Similarly, the divisions must be performed in the decoder because the same
8
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transform is used in the inverse operation, as the Hadamard transform is real, symmetric and
orthogonal. In order to avoid the square root operation, the fractional coefficients generated
by these divisions and to reduce the coefficient magnitudes resulting from the three Hadamard
transform calculations, a new 3-D implementation method is proposed in [2].
In this new approach, the Hadamard transform is initially applied to the cube columns and,
subsequently, to the cube rows. These two Hadamard transform calculations require two divisions
of the coefficients by
√
N , but when performed jointly2, only one division by N is required. Since
the supported values for N are powers of 2, this division by N can be implemented through binary
shifts. Therefore, after the two Hadamard transform calculations, the coefficients are right binary
shifted by log2N positions.
After the application of the Hadamard transform in the cube columns and rows, the transform
must be applied finally to the cube frames. This application requires a new division of the
coefficients by
√
N . However, this is the last Hadamard transform calculation done during the
coding process. There is no other division term to be grouped with this division in order to
remove the square root operation. This problem is solved in [2] by transferring to the encoder
the first of the Hadamard transform calculations performed by the decoder. This can be done
because the same Hadamard transform is applied by the decoder and the first decoding operation
is the coefficient division by
√
N .
Two alternative ways to remove the square root normalization operations of Hadamard calcula-
tions are grouping all divisions by
√
N operations and performing them before all three transform
calculations, or grouping the divisions and performing them right after all three transform calcu-
lations. These options can not be applied because the intermediary results often exceed the limits
of the 16-bit integer coefficient representation, to the left or to the right.
Conversely, in the decoding process, the Hadamard transform is applied, respectively, to the
cube frames, rows and columns and, in the end, the recovered pixel values just must be shifted
by log2N positions to the right.
In order to illustrate the conventional and the order of operations proposed in [2], the con-
ventional coding and decoding 3-D Hadamard transforms are shown, respectively, by the left
2The division operations can be grouped because Hadamard is a linear transform.
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and right sides of Eq. (2.4), where PC means Pixels Cube, CC means Coefficients Cube and
H ′ =
√
N ×Hn.
1√
N
×

H′

1√
N
×
H′
 1√N × (H′(PC))︸ ︷︷ ︸
columns

︸ ︷︷ ︸
rows

︸ ︷︷ ︸
frames
≡ 1√
N
×

H′

1√
N
×
H′
 1√N × (H′(CC))︸ ︷︷ ︸
frames

︸ ︷︷ ︸
rows

︸ ︷︷ ︸
columns
. (2.4)
The same transforms implemented according to the method proposed in [2] are shown by
Eq. (2.5).
1√
N
× 1√
N

H′

1√
N
× 1√
N
H
′
H′(PC)︸ ︷︷ ︸
columns
︸ ︷︷ ︸
rows
︸ ︷︷ ︸
shifts
︸ ︷︷ ︸
frames
︸ ︷︷ ︸
shifts
≡ 1√
N
× 1√
N

H′

H′
H′(CC)︸ ︷︷ ︸
frames
︸ ︷︷ ︸
rows
︸ ︷︷ ︸
columns
︸ ︷︷ ︸
shifts
. (2.5)
As the first decoding division by
√
N was carried out at the encoder, the total dynamic range
gain becomes 83/
(√
8
)4
= 8. Since log28 = 3, only 3 additional bits are required to store the
transform coefficients. Therefore, the total dynamic range gain was reduced from 8×√8 to only 8.
This analysis for N = 8 is sufficient for the Hadamard transform because the maximum supported
cube size in the FEVC is 8x8x8.
2.3.1.2 Transform Coding Gain
The transform coding gain (TCG) is a measure of the transform energy compaction which is
defined as the ratio between the arithmetic mean and the geometric mean of the variances σ2i of
10
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all components in the transformed vector [10] as shown by
TCG =
1
N
N−1∑
i=0
σ2i(
N−1∏
i=0
σ2i
) 1
N
. (2.6)
From a compression standpoint, for a stationary Gauss-Markov input with correlation coeffi-
cient ρ = 0.9, the one-dimensional TCG of the 4x4 Hadamard matrix H2 is 5.03 dB.
A comparative analysis of the Hadamard coding gain with other transforms is provided in
Section 2.3.2.2.
2.3.1.3 Energy Concentration and Coefficients Scanning
The variances of the transform coefficients, and therefore the signal energy associated with
these coefficients should be arranged in a“decreasing in the average”order to increase the efficiency
of the entropy coding stage (which is the next stage in the coding process) and to support an
embedded progressive encoder. This requires an appropriate scanning order for the transform
coefficients, according to the expected energy distribution pattern. Deterministic and specific
scanning orders give generally better results than the traditional 3-D zig-zag scanning.
To determine a fast and fixed scanning order (independent of the cube information content),
an analysis was made of several video sequences and an approximately common spreading energy
pattern was identified. As expected, the energy tends to be concentrated in the DC coefficient
[corresponding to the 0 sequency in Eq. (2.3)] and in the AC coefficients of low sequency numbers
(from 1 to 4). The other AC coefficients are associated with higher sequency numbers and tend
to have smaller energy values. This energy distribution pattern can be seen in Fig. 2.4, where the
gray level is proportional to the coefficient energy concentration.
Therefore, to ensure that the coefficients with the higher energy values will be scanned first,
it is necessary to take into account the three sequency numbers of each coefficient (one sequency
number for each cube dimension).
The method proposed here for the appropriate consideration of the three sequency numbers
of each coefficient is to consider the coefficients in the increasing order of the product of their
11
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Figure 2.4: Translation of the sequency numbers to the cube coordinates.
three sequency numbers, each added by one. Since the sequency number can vary from 0 to 7,
the multiplication of the incremented sequency numbers varies from 1x1x1 = 1 to 8x8x8 = 512.
Additionally, to provide a deterministic rule for the ordering of coefficients with the same
product value, the order of the triples composed by the incremented sequency numbers of frame,
row, and column is considered. For instance, the product value of 8 is associated with the triples
(1, 2, 4), (1, 4, 2), (2, 2, 2), (2, 4, 1), (4, 1, 2), and (4, 2, 1), and they will be considered by the encoder
in this order. This is done because the coefficients energy is concentrated first in the low frame
sequency numbers, then in the low row sequency numbers, and finally in the low column sequency
numbers.
The last procedure to complete the scanning stage is to translate the sequency numbers to
the real cube coordinates. This translation is shown in Fig. 2.4 and it is necessary because the
Hadamard order differs from the sequency order, as explained at the beginning of Section 2.3.1.
In order to illustrate the cube coefficients scanning proposed for the Hadamard transform, the
“Hall Monitor” QCIF video sequence in YUV 4:2:0 format is coded with the 8x8x8 transform.
Fig. 2.5(a) shows the sequence corresponding to the AC coefficients of the cube in position 7x8
belonging to the #264-271 luminance frames block read by a simple column-row-frame scanning
order. This scanning order generates high energy periodic peaks at each 64 coefficients, approxi-
mately, and low energy periodic peaks spaced every 8 coefficients.
The first frame of the #264-271 frames block is shown in Fig. 2.6, with the cube in position 7x8
used in Fig. 2.5 highlighted. It can be observed that the highlighted cube has an approximately
12
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Figure 2.5: AC coefficients of the “Hall Monitor” cube in spatial position 7x8 belonging to the
range [264-271] of luminance frames read by: a) column-row-frame scan order and b) FEVC
sequency scan order.
uniform content. Thus, the AC coefficients values tend to be low, which agree with the low energy
values shown in Fig. 2.5.
Each higher energy peak in Fig. 2.5(a) corresponds exactly to the coefficient in the row of
sequency number 0 and in the column of sequency number 0 of each frame in the coefficient cube.
The eight coefficients in these positions are in the transversal axis in Fig. 2.4. The periodicity
13
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Figure 2.6: Highlighted cube 7x8 belonging to the #264 frame of the “Hall Monitor” sequence,
whose AC coefficients of the luminance plane are shown in Fig. 2.5.
observed in the scanning of these coefficients is 64, as all other 63 coefficients from the previous
frames are being read first.
For the lower energy peaks in Fig. 2.5(a), the periodicity is 8 because the reading order is row
by row. Moreover, the energy of the peaks in the column of sequency number 0 is higher than
the energy of the coefficients in other columns.
Based on the analysis of the graph in Fig. 2.5(a), it is possible to identify the pattern of energy
spreading for the Hadamard coefficients cube. This motivates the adoption of the sequency-
ordered scanning previously described. Fig. 2.5(b) shows the same coefficients as in Fig. 2.5(a),
but read according to the proposed scanning order. As can be seen, a better grouping of the AC
coefficients with similar values is in fact achieved.
Once the cube scanning order is established, it is necessary to determine a scanning order
to read all cubes of the block. To exploit the correlation between coefficients located in the
same position of adjacent cubes, the coefficients of all cubes are read according to a spiral curve,
beginning with the coefficient of the left upper cube and finishing with the coefficient of the central
cube. Initially, the DC coefficient of the left upper cube is read, and then the DC coefficients of
its right neighbor cube is read, and so on until the DC coefficient of the central cube. Following,
each AC coefficient (in the scanning order described before) is read similarly for all cubes.
14
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2.3.2 H.264/AVC Integer 3-D DCT-like Transform
The 3-D DCT has been widely studied as an alternative approach to reduce video codecs
complexity. The direct 3-D DCT for an image cube f with M x N pixels and L frames is defined
as
F (υ, ν, ω) = C ×
L−1∑
x=0
N−1∑
y=0
M−1∑
z=0
f(x, y, z)× cos(2x+ 1)υpi
2L
× cos(2y + 1)νpi
2N
× cos(2z + 1)ωpi
2M
(2.7)
where C = C(υ, L)× C(ν,N)× C(ω,M) and C(a, b) =

√
1/b if a = 0√
2/b otherwise
.
The main drawback of a 3-D DCT based codec is the use of a fixed-length transform regardless
of the level of motion activity. To solve this problem, variable length 3-D DCT schemes with
multiple thresholds have been proposed [11–14]. These techniques apply variable transforms
based on certain empirical thresholds. Several other proposed models describe hybrid algorithms
combining 3-D DCT-DWT as in [15], in which the Discrete Haar Transform (DHT) is used to
reduce the temporal redundancy. These improvements simplify the 3-D DCT, but the transform
results, being irrational numbers, are not suitable for integer arithmetic implementations.
In order to develop an integer DCT-like, the approach suggested in [16] is to round the scaled
values of the DCT matrix to the nearest integers
H = round {α×HDCT} (2.8)
where HDCT is the DCT matrix and α = 2.5, which leads to
H2 =

1 1 1 1
2 1 −1 −2
1 −1 −1 1
1 −2 2 −1
 . (2.9)
The H2 matrix in Eq. (2.9) is the H.264/AVC integer DCT-like transform. For the inverse
transform, in order to minimize the combined rounding errors from the reconstruction, the dy-
namic range gain must be reduced. The problem is in the odd-symmetric basis functions, whose
15
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peak value is 2. Thus, the scaling of the odd-symmetric basis functions by 1/2 is proposed in [16]
and the inverse H.264/AVC integer DCT-like transform matrix is defined by
H˜−12 =

1 1 1 1/2
1 1/2 1 −1
1 −1/2 1 1
1 −1 1 −1/2
 (2.10)
where H˜−12 is a scaled inverse of H2, i.e.,
H˜−12 ×

1/4 0 0 0
0 1/5 0 0
0 0 1/4 0
0 0 0 1/5
×H2 = I. (2.11)
The multiplications by 1/2 are implemented by 1-bit right shifts. The small errors caused by
the right shifts are compensated by the 2-bit gain in the dynamic range of the input to the inverse
transform.
It is not easy to extend the 4x4x4 H.264/AVC integer-DCT to larger transforms, such as 8x8x8.
The 8x8x8 transform cannot be directly obtained from the 4x4x4 transform as can be done for
the Hadamard matrix by Eq. (2.2). Besides, the matrix values range is substantially increased.
For instance, in the H.264/AVC integer-DCT 8x8x8 transform, the matrix values ranging from
−12 to 12.
2.3.2.1 Dynamic Range Gain
For the integer DCT, the maximum sum of absolute values in any row of H2 in Eq. (2.9) equals
6, so the increase of the maximum dynamic range gain for the 3-D transform is log2 (6
3) = 7.76,
requiring 8 additional bits to store the transform coefficients.
Because of these additional 8 bits in the coefficient values, the FEVC performance with the
integer DCT was not as satisfactory when compared to the performance with the Hadamard
transform. The reason was that as much as 16 bit planes could have to be entropy encoded3
3The entropy coding performed in the FEVC is explained at Section 2.4.
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with the integer DCT, while only a maximum of 11 bit planes have to be entropy encoded in the
Hadamard transform case.
In order to control the 3-D integer DCT dynamic range gain, a new calculation method is
proposed here, in which a scaling factor of 1/4 was extracted from the inverse transform shown in
Eq. (2.11). Then, since the inverse transform is applied three times, two of the scaling factors are
grouped and applied at the end of the coding process as 4-bit right shifts. When all three scaling
factors were applied together at the end or during the coding/decoding process, the coefficient
values became too small and lost precision. With this new computation method, enough coefficient
precision is preserved and the number of additional bits needed to store the coefficient values is
reduced by 4, resulting in a maximum of 12 bit planes being entropy encoded. With this reduction
from 16 to 12 bit planes to be coded, the overall performance of the H.264/AVC integer 3-D DCT-
like can finally be compared with the performance of the 3-D Hadamard.
2.3.2.2 Transform Coding Gain
From a compression standpoint, for a stationary Gauss-Markov input with correlation coef-
ficient ρ = 0.9, the one-dimensional TCG of the integer DCT-like H2 in Eq. (2.9), computed
according to Eq. (2.6), is 5.38 dB [16].
For a comparative analysis, the one-dimensional TCG of the 4x4 DCT is 5.39 dB and the
one-dimensional TCG of the 4x4 Karhunen-Loe´ve transform is 5.41 dB. As expected, the integer
DCT-like TCG approaches the DCT TCG which, by the way, approaches the maximal Karhunen-
Loe´ve compaction when ρ gets large.
The Hadamard transform achieves substantial less compaction than the integer-DCT like, as
shown by its TCG computed in Section 2.3.1.2. However, as the transforms are applied here in
three-dimensional fashion and, in practice, the empirical correlation coefficients tend to be in the
neighborhood of 0.9, the Hadamard and the integer DCT performance can be comparable as can
be observed by the final performance results presented in Section 2.5.
2.3.2.3 Energy Concentration and Coefficients Scanning
The more energy compacted in a fraction of total coefficients, the better energy compaction
the transform achieves. One measure of this energy compaction is the one-dimensional TCG pre-
viously described. Besides providing high energy compaction in few coefficients, it is also desirable
17
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Figure 2.7: Coefficients energy distribution in the DCT cube.
that the transform provides a stable energy distribution pattern. Therefore, the high energy co-
efficients will always be firstly read according to a fixed scanning order and the coefficients will
be arranged in a “decreasing in the average” order.
Conversely to the spreading energy pattern shown by the 3-D Hadamard Transform in Sec-
tion 2.3.1.3, the probability distribution of the dominant DCT coefficients is clearly concentrated
along the major axes of the cube [17, 18]. This DCT advantage is illustrated in Fig. 2.7, where
the gray level is proportional do the coefficient energy.
The scanning order developed for the 3-D H.264/AVC DCT-like transform is the same scanning
order based on the product of the three sequency numbers of each coefficient that was developed
for the 3-D Hadamard transform and explained in the Section 2.3.1.3. The correlation between
coefficients of adjacent cubes located in the same position is also exploited through a spiral curve
scanning of coefficients. The difference is that for the DCT transform the sequency numbers
correspond in fact to the cube coordinates. Therefore, the sequency-based scanning order reads
firstly and appropriately the coefficients along the main cube axes.
2.3.3 3-D Piecewise-Linear Haar (PLHaar) Transform
The PLHaar transform [19] is a reversible n-bit to n-bit transform, which results in no dynamic
range expansion, based on the Haar wavelet transform. It is an integer and continuous transform
suitable for lossy and lossless image compression. In fact, images transformed by PLHaar and
reconstructed lossily have increased contrast, which helps preserve lines and edges in the image.
By keeping the coefficients to n bits, the PLHaar transform is particularly suited for use in
hardware environment with limited bit arithmetic implementations. The transform guarantees
18
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Figure 2.8: PLHaar rotation in L∞ space.
no overflow or underflow of pixel values, i.e., for a 3-D point of a triple of pixel values in the
range of [0, 255]× [0, 255]× [0, 255], PLHaar transforms the point into a new point in the same
range of [0, 255]× [0, 255]× [0, 255]. The PLHaar transform maps integers to integers and is an
autohomeomorphism (meaning it maps the domain into itself).
While the Haar transform is defined as a 45-degree rotation in Euclidean L2 space, the PLHaar
is a similar rotation in L∞ space. In this space, points that are equidistant from the origin lie
on the perimeter of a square. A one-eighth rotation (analogous to the 45-degree rotation of the
Haar transform) about the origin in this space moves a point one-eighth of the distance along
the perimeter of its square. If the domain and range are divided into octants, as shown in
Fig. 2.8, an one-eighth rotation moves all points from their positions in a given octant into the
next lower octant (with wraparound). The transform as a whole is nonlinear, but when taken
on a piecewise (octant-by-octant) basis, the transform is linear. It is from this property that the
name “Piecewise-Linear Haar” was derived.
The PLHaar transform of a point at coordinates (A, B) is given by
 L
H
 = R
 A
B
 (2.12)
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where R depends on the octant where the point (A, B) is located and is defined as
R =

 1 0
−1 1
 if 0 ≤ +B ≤ +A Oct. 1 or 0 ≤ −B ≤ −A Oct. 5
 0 1
−1 1
 if 0 ≤ +A ≤ +B Oct. 2 or 0 ≤ −A ≤ −B Oct. 6
 1 1
0 1
 if 0 ≤ −A ≤ +B Oct. 3 or 0 ≤ +A ≤ −B Oct. 7
 1 1
−1 0
 if 0 ≤ +B ≤ −A Oct. 4 or 0 ≤ −B ≤ +A Oct. 8
. (2.13)
Eqs. 2.12 and 2.13 describe both the direct and the inverse transforms which are easily extended
to larger transforms once PLHaar is a wavelet-based transform. However, in this work, the
transform is evaluated in a block-based fashion, which means it will be applied only in 4x4x4
and 8x8x8 cubes. When the 4x4x4 PLHaar is applied as a 3-D transform (first to columns, then
to rows and finally to frames), the 4x4x4 resulting coefficients are arranged according to the
subbands shown in the Fig. 2.9(a). One can note in this figure that the first-stage 4x4x4 PLHaar
was applied in the whole cube and then the second-stage 2x2x2 PLHaar was applied only to the
first-stage subband cube LLL. This is the conventional result obtained with the application of
the two-stage 4x4x4 PLHaar transform, but in this work, better results were achieved when this
second-stage 2x2x2 PLHaar was also applied to the other low energy subbands: HLL, LHL and
HHL. The final 4x4x4 subbands cube obtained in this work for the PLHaar transform is shown
in Fig. 2.9(b).
2.3.3.1 Dynamic Range Gain
For the PLHaar transform, as previously described, there is no dynamic range expansion. So,
if the domain is [0, 255], the range of the transform is the set of all possible output coefficient
pairs in this same domain. The result is that as much as 8 bit planes must be entropy encoded
irrespective of the transform cube size.
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(a) (b)
Figure 2.9: Two-stage PLHaar subbands cubes: a) conventional and b) proposed.
2.3.3.2 Transform Coding Gain
For the PLHaar transform, Eq. (2.6) is the ratio of the arithmetic mean of the variances σ2i
in each subband with respect to the geometric mean. So, the approximate one-dimensional TCG
of the two-stage 4x4 PLHaar is 4.758 dB.
The PLHaar provides limited coding gain due to the property of not having dynamic range
expansion and to the small transform size (4x4). Better coding gains are expected for the PLHaar
with longer kernels or even enclosing the whole frame, but in this work, the PLHaar transform is
applied in a small-block-based way.
2.3.3.3 Energy Concentration and Coefficients Scanning
Fig. 2.10 shows the energy distribution after the three-scale PLHaar decomposition, where the
gray level is proportional to the coefficient energy. As previously explained in Sections 2.3.1.3 and
2.3.2.3, it is desirable that the cube coefficients be read in a “decreasing in the average” order.
Each coefficient in the subbands of the PLHaar cube represents a bandwidth and the energy
distribution pattern is clearly related to low-high frequencies in Fig. 2.10. The scanning order
developed in this work for the PLHaar cube takes into account the fact that the second-stage
and/or the third-stage transforms were applied to all low energy subbands as shown in Fig. 2.9(b),
not only to the lowest energy subband. Therefore, the scanning procedure begins with the lowest
energy coefficients of all 2 or 4 front frames (respectively for 4x4x4 or 8x8x8 transforms), continues
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Figure 2.10: Coefficient energy distribution in the PLHaar cube.
with the scanning of the remaining coefficients in these front subbands and finishes with the
scanning of the high energy back subbands.
2.4 Entropy Coding
Most video codecs perform quantization of the coefficient values before the entropy coding
stage. The FEVC does not perform this explicit quantization step and so, it can also be used in
a lossless manner. In fact, the FEVC performs an implicit coefficient quantization because the
encoding is applied to bit planes (beginning with the most significant bit plane), which generates
an embedded encoded bitstream. Thus, the decoding can be done aiming at a specific desired
rate. Another possibility is to control the bit-rate during the encoding process generating the
coded bitstream at the desired rate.
The entropy coding is performed in FEVC by adaptive versions of Golomb’s run length encod-
ing. It is important to mention that this coding is only applied to the most significant bit plane
of each coefficient. The other bits (after the first most significant bit 1 ) of a coefficient presents
an approximately uniform distribution and, thus, they may be transmitted uncoded.
As video presents a highly non-stationary statistics, it is necessary to provide an adaptive
method that adapts the encoder to the variant probability distribution of the bits in the bit
planes. Two adaptive Golomb entropy encoders, versions [20] and [21], were implemented and
tested.
A detailed explanation about Golomb’s run length encoding, coding by bit planes and pro-
gressive video coding was included in [2].
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The first Golomb entropy encoder [20] uses concepts extracted from well-known wavelet
transform methods, such as wavelet scalable video compression [22], embedded zerotree wavelet
(EZW) [23], and set partitioning in hierarchical trees (SPIHT) [24,25], and has a single operation
mode. Considering that M is the Golomb encoder length parameter, the incomplete zero runs
(runs of length equal to M ) are mapped to the one-bit codeword (0 ) and the complete zero runs
(runs of length 0 ≤ x ≤M − 1) are mapped to codewords of length blog2Mc, when
x < 2blog2Mc+1 −M (2.14)
and to codewords of length blog2Mc+ 1, otherwise.
The adaptation strategy presented in [20] adjusts the encoder length in two situations: in
the middle of a run of zeros and after the end of the run of zeros. The adaptation procedure is
described in both cases as:
• When a 0 that represents a run of M zeros is sent/received by the encoder/decoder, the
length parameter M is incremented by b(M + 1) /2c.
• When the codeword representing a complete zero run is sent/received by the encoder/decoder,
a new estimate of the average run of zeros X is calculated and the encoder/decoder length
is set to
⌊(
X + 1
)
/2
⌋
. The new estimate of the average run of zeros is calculated by a
first-order auto-regressive model described by
Xn+1 = αXn + (1− α)Xn (2.15)
where α ∈ [0, 1] is a memory factor.
The second Golomb entropy encoder [21] has four operation modes: a mode where no coding
is performed, a mode with Huffman code, and two modes with Golomb run length codes, each
with a different subset of parameters. The mode is selected by the current value of the estimated
average run of zeros. The four modes are described as:
• First mode: the output symbol is equal to the input symbol and no coding is carried out.
• Second mode: the output is a Huffman code for the vector formed by one symbol plus a run
of up to two zeros. It is not a pure run length code.
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• Third mode: it is a Golomb code, as described in [20], but with M = 2k. These codes are
called Golomb-Rice codes.
• Fourth mode: it is a Golomb code with M = 3 × 2k−1, named half-mode code, where the
complete zero runs of length 0 ≤ x ≤ 2k−1 are mapped to codewords of 10 plus the binary
representation of x. Otherwise, the runs are mapped to 11 plus the binary representation
of x− 2k−1.
The Golomb entropy encoder in [21] has a complexity approximately equal to that of popular
adaptive Golomb-Rice coder. However, whereas Golomb-Rice coder has an excess rate with
respect to the source entropy of up to 4.2% for binary sources with unknown statistics, the
encoder in [21] has an excess rate of less than 2%. The adaptation is done after the production of
each output codeword. The adaptation strategy is based on the last N previously encoded strings
(backward adaptation) and is done by the simple rule
N ×X ≡ N − n1
N
(N ×X + n0) (2.16)
where n0 and n1 are, respectively, the number of 0 symbols and the number of 1 symbols read
from the input sequence to produce the output codeword. Given the updated X (or the update
N ×X to keep an integer variable), a short table of transition points is created to determine the
parameter k and the operation mode to be used for the next input symbol. This adaptation rule
is nearly maximum likelihood and can be efficiently implemented in practice, using only additions
and binary shifts.
The two adaptive Golomb entropy coders presented here produced very similar results when
well adjusted and applied to the FEVC. The first entropy encoder has a fast adaptation strategy
that is generally well adjusted to non-stationary data, just as the bit plane values of the video
data. It can be somewhat tuned to the data by the adjustment of the memory factor α, which
was adjusted to 0.7 in the FEVC. The second entropy encoder was originally designed to adapt to
independent, identically Bernoulli distributed data with slowly varying statistics, but by making
the backward adaptation buffer size as small as N = 2, the same satisfactory performance of
the first entropy encoder was achieved. This performance for a small buffer size shows that the
precision in the statistical analysis of the data is less significant for the FEVC than the speed of
adaptation.
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Although the performance of both entropy coders is quite similar, the complexity is substan-
tially different. Due to the simpler adaptation procedure of the first entropy encoder, its execution
is much faster than the second one. Therefore, only the first adaptive entropy encoder described
here [20] was chosen to be implemented in the final FEVC version.
2.5 Results
In order to achieve a multi-platform code, the codec computational system is implemented
in C# language, in the Microsoft Visual C# .NET environment. The encoding and decoding
processes, as well as all other supported operations (e.g., parameters settings and optimized
coded video file bit-rate reduction), are controlled by the user through graphical interfaces.
With the FEVC, it is possible to perform the video sequence encoding and decoding operations
separately or in sequence. Fig. 2.11 presents the screen for the latter option, where the video
sequence decoding begins immediately after the end of the coding process. Through this interface,
the user can inform the original video file path, format, resolution and quantity of frames. The
desired coded file bit-rate can also be chosen. Bit rates lower than the ones available in the
interface are also obtained through an additional graphical interface of the FEVC. This interface
enables a fast reduction of the coded video file bit-rate to the bit-rate desired by the user. All
encoding and decoding operations can be followed by the user through the messages shown in the
“Coding and Decoding Status” area. The messages shown in Fig. 2.11 correspond to the end of a
successful video sequence coding and decoding processes.
In order to evaluate the FEVC computational efficiency, the encoding and decoding times of
given video sequences were measured. All execution times were obtained with a Pentium-4 3.20
GHz processor, running exclusively the codec application. Although the CPU clock cycles were
also used by the operating system during the codec execution, the measurement of the execution
times is considered because the codec should be executed in a real-time software environment.
These measurements are more significant for comparisons than the sheer number of operations
(shifts, additions, subtractions, comparisons, multiplications, logical operations) because they
include the influences of all relevant factors, including the available hardware, CPU clock wastes
during reading and writing operations, and other ancillary tasks.
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Figure 2.11: FEVC graphical interface showing the result of a video sequence coding and decoding
processes.
An analysis of FEVC was done for given video sequences in order to identify the most time-
consuming encoding steps. It was observed that the 3-D transform calculation occupies approxi-
mately 56% of the encoding time, followed by the Golomb entropy encoder which occupies 28%,
then by the scanning process with 7% of the time and, finally, by the video files reading and writ-
ing operations with 9% of the encoding time. The use of a fast transform implementation that is
optimized for the specific native machine should substantially speed up the encoding process.
For performance comparisons, the H.264/AVC official reference software was obtained in [26].
The techniques used in this standard codec are very different from the techniques used on the
FEVC. Nevertheless, the comparison with the H.264/AVC is considered interesting because it is
currently the industry standard and the video codec with the best overall performance.
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It is very important to emphasize that there are H.264/AVC optimized implementations that
run much faster than the official reference software. Even so, the FEVC performance is being
compared with the official reference software performance because this application has a publicly
available implementation and serves as a well established reference for the comparisons. Naturally,
coding and decoding times of any other codec can also be compared with the H.264/AVC official
reference software and then, be indirectly compared to the performance obtained with the FEVC.
An additional caveat is that the FEVC implementation is not optimized for the hardware
where it is being executed. Also, the programming language used in FEVC (C#) is an interpreted
language and a compiled code version was not generated. Therefore, the provided comparisons
must be regarded as a basis for qualitative conclusions with respect to the different encoders, not
as a definite measuring stick to provide peremptory assessments.
Most H.264/AVC configuration parameters were set as “default”, according to the software
official manual developed by the Joint Video Team (JVT). The parameters not set as “default”
in the configuration file are:
• Main profile: level 2.0, GOP of size 15 given by I-B-B-P-B-B-P-B-B-P-B-B-P-B-B, 5 ref-
erence frames and CABAC (Context-based Adaptive Binary Arithmetic Coding) entropy
coding.
• Baseline profile: level 2.0, GOP of size 15 given by I-P-P-P-P-I-P-P-P-P-I-P-P-P-P, 5 ref-
erence frames and CAVLC (Context-Adaptive Variable Length Coding) entropy coding.
Y-PSNR versus bit-rate curves and visual quality comparisons are presented here for three
QCIF sequences in the YUV 4:2:0 format, with different motion and background characteristics.
Approximately, 300 frames of each sequence were used.
Fig. 2.12 presents the results for the “Akyio” sequence. The visual quality comparison is
presented in Fig. 2.13. One can notice that the performances of the 8x8x8 Hadamard, 4x4x4
Hadamard and 4x4x4 Integer DCT are quite comparable. The 8x8x8 Hadamard is slightly better,
which is expected due to the high temporal correlation of this sequence. Other sequences with
higher motion contents and more detailed frames would typically be better coded with only 4
frames per cube. The 4x4x4 PLHaar and the 8x8x8 PLHaar transforms are also quite comparable
and the performances are significantly inferior. The PLHaar uses approximately 3 times the bit-
rate of the Hadamard/Integer DCT for the luminance signal. This inferior performance can be
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Figure 2.12: Y-PSNR versus bit-rate curves for the “Akyio” sequence.
Figure 2.13: “Akyio” frame #160 encoded by: a) H.264 at 0.16 bit/pixel, b) FEVC Hadamard
8x8x8 at 0.16 bit/pixel, c) FEVC Hadamard 8x8x8 at 0.30 bit/pixel, d) FEVC Integer DCT
4x4x4 at 0.30 bit/pixel, e) FEVC PLHaar 4x4x4 at 0.65 bit/pixel and f ) FEVC PLHaar 8x8x8
at 0.45 bit/pixel.
explained due to the property of not having dynamic range expansion and to the application in
a small-block-based way.
It is also shown in Fig. 2.12 that the H.264/AVC codec always achieves superior results in
terms of Y-PSNR versus bit-rate. According to Fig. 2.12, the FEVC uses approximately 3 times
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the bit-rate of H.264 Main profile and 1.5 times the bit-rate of H.264 Baseline profile. This rate-
distortion result is justified in applications where high capacity is available (e.g. optical links) but
computational resources (complexity) at the end nodes are limited. This is the case for FEVC, as
it was designed to be executed by uploadable software in low cost set-top boxes on a high speed
fiber optical network environment.
As expected by the Y-PSNR versus bit-rates curves, the H.264 Main profile presents good
results when coding at 0.16 bit/pixel as shown in Fig. 2.13a and the FEVC 8x8x8 Hadamard
produces more visible block effects as shown in Fig. 2.13b. In Fig. 2.13c, when the same frame
#160 is coded at 0.30 bit/pixel, the FEVC achieves a reasonable value of 40 dB for the luminance
component and the result can be considered comparable with Fig. 2.13a. When the Integer DCT
is applied at 0.30 bit/pixel, the result shown in Fig. 2.13d is similar with Fig. 2.13c, except by the
inferior coding of the chrominance signal. The visual results obtained with PLHaar are shown in
Fig. 2.13e (cube 4x4x4) and in Fig. 2.13f (cube 8x8x8). It can be seen that the luminance signal
achieves values around 35 dB, but the overall performance is better than Fig. 2.13b (with 36 dB
for the luminance signal). The reduction in the block effects is a feature of the PLHaar transform,
as well as the increased contrast, which helps preserve lines and edges in the image. However, the
coding of the chrominance signal in Figs. 2.13e and 2.13f is significantly inferior.
The encoding and decoding times obtained with the FEVC and the H.264/AVC codec (mea-
sured at the same bit-rates) for the “Akyio” sequence are shown, respectively, in Tables 2.1 and
2.2. As the FEVC is a symmetric codec, the encoding and decoding times are almost equal, unlike
H.264/AVC, where decoding is 23 times faster, in average, than encoding with the Main profile
and 17 times faster than encoding with the Baseline profile.
Table 2.1 shows that encoding with H.264 Baseline profile is about 1.5 times faster, in average,
than encoding with Main profile. One can see, from the bit-rate curves shown in Fig. 2.12, that
the performance difference between the profiles reaches 6 dB in the low bit-rate scenario (around
0.15 bpp) and is reduced to only 2 dB in the high bit-rate scenario (around 0.8 bpp, a compression
factor of about 15). These results were expected, since the H.264 Main profile has emphasis on
coding efficiency, and the H.264 Baseline profile is more focused on reducing complexity, not
supporting B slices and CABAC, among other features of the Main profile. So, the H.264 profile
choice should depend on the available bit-rate and computational resources.
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Bits
per
pixel
Time per frame (milliseconds)
FEVC
Hadamard
8x8x8
FEVC Int
DCT
4x4x4
FEVC
PLHaar
4x4x4
FEVC
PLHaar
8x8x8
H.264
Main
H.264
Baseline
0.81 17.17 13.82 19.33 18.21 3453.69 2331.54
0.65 16.28 12.91 18.89 18.34 3426.07 2325.21
0.45 15.41 12.22 17.98 17.86 3357.16 2286.11
0.31 16.67 11.31 17.26 17.02 3281.18 2237.71
0.16 13.94 10.71 17.84 16.98 3134.21 2211.93
Table 2.1: Encoding times for the “Akyio” sequence.
Bits
per
pixel
Time per frame (milliseconds)
FEVC
Hadamard
8x8x8
FEVC Int
DCT
4x4x4
FEVC
PLHaar
4x4x4
FEVC
PLHaar
8x8x8
H.264
Main
H.264
Baseline
0.81 15.67 15.62 16.78 16.51 130.62 131.35
0.65 14.78 14.48 16.35 16.09 130.31 130.52
0.45 13.91 13.95 15.28 15.11 128.99 129.35
0.31 13.17 13.21 14.59 14.58 128.79 127.72
0.16 12.44 12.45 13.95 13.33 126.97 126.51
Table 2.2: Decoding times for the “Akyio” sequence.
Based on Table 2.1, FEVC is, as expected, faster than the H.264/AVC official reference soft-
ware, being approximately 200 times faster in encoding (for Integer DCT and Hadamard trans-
forms) than the Main profile and 135 times faster than the Baseline profile. For the decoding,
according to Table 2.2, the FEVC is approximately 10 times faster than both H.264 profiles. As
the FEVC is faster than H.264/AVC, but consistently inferior in terms of Y-PSNR versus bit-
rate, the necessary bit-rates for the FEVC to achieve a sequence with comparable visual quality
to that achieved by H.264/AVC are searched. This study showed that for rates of 0.30 bit/pixel,
the FEVC produces the frames shown in Fig. 2.13c, which have visual quality somewhat com-
parable with the H.264/AVC Main profile frame encoded at 0.16 bit/pixel, shown in Fig. 2.13a.
The H.264 Main profile was chosen for this study because in the low bit-rate scenario, the H.264
Baseline profile is not so satisfactory.
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According to Table 2.1, the H.264/AVC Main profile codec requires 3,134.21 ms per frame
for encoding at 0.16 bit/pixel. The FEVC Hadamard requires 16.67 ms per frame for encoding
at 0.31 bit/pixel, which produces similar visual quality frames for the selected sequence. Thus,
at the cost of reducing the H.264/AVC Main profile compression rate by a factor of 1.875, an
encoding approximately 180 times faster can be achieved with the FEVC. Another important
observation is that the encoding time of 16.67 ms per frame makes it possible to have real-time
video sequences encoding at 30 frames per second.
In order to validate the results obtained with the FEVC for the“Akyio”sequence, the Y-PSNR
versus bit-rate curves of the “Hall Monitor” sequence are shown in Fig. 2.14. The Fig. 2.15 shows
the visual results.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
18
21
24
27
30
33
36
39
42
45
48
P
S
N
R
 ( d
B
)
Bit-rate(bpp)
 H.264 Main profile
 H.264 Baseline profile
 FEVC Hadamard 8x8x8
 FEVC Hadamard 4x4x4
 FEVC Integer DCT 4x4x4
 FEVC PLHaar 4x4x4
 FEVC PLHaar 8x8x8
Figure 2.14: Y-PSNR versus bit-rate curves for the “Hall Monitor” sequence.
Figure 2.15: “Hall Monitor” frame #264 encoded by: a) H.264 at 0.12 bit/pixel, b) FEVC
Hadamard 8x8x8 at 0.12 bit/pixel, c) FEVC Hadamard 8x8x8 at 0.33 bit/pixel and d) FEVC
PLHaar 8x8x8 at 0.33 bit/pixel.
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One can see in Fig. 2.14 that the FEVC reaches a satisfactory performance for the “Hall
Monitor” sequence at rates of 0.12 bit/pixel (at compression factors of 100), yielding a Y-PSNR
value of 32 dB for the luminance component. These results are as good as the ones obtained with
the “Akyio” sequence when considering Y-PSNR degradation in respect to H.264.
Fig. 2.15 shows a sample of “Hall Monitor” sequence frames for a visual quality comparison.
The frame produced by FEVC at 0.33 bit/pixel in Fig. 2.15c has visual quality that is comparable
with the frame produced by H.264 Main profile at 0.12 bit/pixel, presented in Fig. 2.15a. Thus,
at the cost of reducing the H.264/AVC Main profile compression rate by a factor of about 2.75,
a significantly faster encoding can be achieved with the FEVC for the “Hall Monitor” sequence.
Results for the “Foreman” sequence are also shown in Figs. 2.16 and 2.17. For this sequence,
which has accentuated motion content, the FEVC reaches satisfactory performance at medium
bit-rates (around 0.5 bpp) and at high bit-rates, as shown in Fig. 2.16. Some “Foreman” frames
are shown in Fig. 2.17. The frame produced by FEVC at 0.55 bit/pixel, shown in Fig. 2.17c,
has visual quality comparable with the frame produced by H.264 Main profile at 0.25 bit/pixel,
shown in Fig. 2.17a. The frames produced by PLHaar in Figs. 2.17e and 2.17f illustrate how the
transform increases image contrasts.
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Figure 2.16: Y-PSNR versus bit-rate curves for the “Foreman” sequence.
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Figure 2.17: “Foreman” frame #128 encoded by: a) H.264 at 0.25 bit/pixel, b) FEVC Hadamard
8x8x8 at 0.25 bit/pixel, c) FEVC Hadamard 8x8x8 at 0.55 bit/pixel, d) FEVC Integer DCT
4x4x4 at 0.55 bit/pixel, e) FEVC PLHaar 4x4x4 at 0.55 bit/pixel and f ) FEVC PLHaar 8x8x8
at 1.2 bit/pixel.
2.6 Conclusions
This chapter presented a comparison of three simple block-based 3-D transforms and two
entropy encoders applied to a fast embedded video codec (FEVC). New fast transform implemen-
tations and 3-D scanning orders for each transform were developed and implemented. Besides
being fast, the new implementations adjusted the dynamic range of the coefficients to the available
fixed point 16-bit representation.
The results obtained with the PLHaar transform were not impressive, possibly due to the small
block-based implementation and the constrained dynamic range of the transform coefficients.
The best results were obtained with the 8x8x8 Hadamard transform for slowly varying uniform
sequences and with the 4x4x4 H.264/AVC integer DCT-like transform for more active detail-
rich sequences. As the Integer DCT leads to the fastest implementation, due to the simplified
scanning process described in this work, and yields similar compression performance to that of the
Hadamard transform, the Integer DCT should be the chosen transform for the projected FEVC
system.
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The purposes of the FEVC are directed to video streaming and video conferencing applications,
using systems with complexity and storage limitations, and possibly fixed point processors, but
enjoying high bit-rate network connections (low cost codecs making use of high performance links).
For high bit-rate applications (around 0.9 bpp), the Y-PSNR degradation with respect to
H.264 is less pronounced (around 3 dB for sequences with high spatial and temporal correlations)
than for low bit-rate applications (around 0.1 bpp), where this degradation may be in excess of
6 dB. Performance results for three particular video sequences were shown. Results with other
video sequences also led to similar conclusions and indicated that, at the cost of a reduction in
H.264/AVC compression rate by a factor of 1.5 to 3, it is possible to get encoding times that are
significantly smaller, as much as 160 times. For comparison purposes, in [2], the FEVC encoding
process was also 160 times faster, but at the cost of a reduction in H.264/AVC compression rate
by a factor of 2 to 5.
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Chapter 3
Optimized Multiview Video Coding for
Free Viewpoint Video
3.1 Introduction
Three-dimensional (3-D) video is currently a very active area of research. Following a slower
initial phase, technology is now maturated, providing excellent quality [27]. In particular, in the
entertainment world, 3-D movies and 3-D games (and stereo monitors) are now widely available,
and TV manufacturers have introduced 3-D TV as the new consumer electronics revolution. Most
of this revolution is due to new technologies in stereo display, which have introduced reasonable
cost, high quality stereo display using shutter glasses and barrier-based autostereoscopic displays.
Improved technology and reduced costs in capture, transmission, and rendering of computer
graphics have all also contributed to the recent surge of 3-D.
In addition to the stereo parallax provided by most displays and applications, realistic 3-D
video also requires motion parallax. Providing motion parallax for computer generated images is
nearly trivial. Nevertheless, doing the same for natural images is a much more complex problem.
When dealing with natural images, each step of the process is harder: capture, rendering, and
transmission are all challenging. Significant research is still needed in many of these aspects
before commercial systems can be widely deployed. In particular, to provide motion parallax
to natural scenes, the most widely used technology is image-based rendering [28–31]. In this
technique, multiple cameras capture the scene, each from a different viewpoint, which are in turn
used to synthesize a new image from the desired viewpoint. The larger the number of views,
the less artifacts can be expected. Typical systems vary from as low as four cameras to as high
as 64 cameras. The high number of cameras implies a high requirement for bandwidth, during
acquisition, transmission, storage, and every step of the processing chain.
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Providing motion parallax means adapting the displayed image to the current position of the
viewer. Virtual intermediate views can be rendered for any position in between the cameras, thus
providing advanced free viewpoint video (FVV) functionality. This can be done, for example,
by head tracking, as proposed in [32]. However, for realistic perception, the time lag between
the head movement and the display of the new image has to be kept to a minimum. Otherwise,
the depth perception is severely impacted, causing discomfort and possibly nausea or other side
effects. To achieve such low delays, the rendering operation needs to be local. That is, the
receiver/renderer needs instant access to all pixels required to synthesize the new view. If the
images have to be transmitted over a network with a delay above just a few milliseconds, this
implies encoding several video streams, and sending them to the viewer site for decoding, and
generating the synthetic view locally. This leads to the need of Multiview Video Coding (MVC),
which is the subject of the optimization work proposed in this chapter.
Multiview video coding encodes several video signals as one stream. Besides the spatial and
temporal correlations in a single-view video sequence, MVC can also exploit the inter-view corre-
lations between the adjacent views. There was significant effort in standardizing the technology
a few years ago [33–36] and several works have been proposed since then to improve the stan-
dard [37–41]. The improvement being studied in this chapter was firstly proposed in [42]. This
approach exploits the (estimated) viewer position and the video stream is encoded based on the
likelihood that each view is going to actually be used to synthesize the final frame. With a simple
approach, based on varying the macroblock quantization parameter (QP) according to estimated
weights of each pixel in the synthesized image, the authors show gains on the order of 50% for
typical cases when compared with the H.264/AVC codec.
The authors in [42] give a heuristic mapping between the pixel weights and the macroblock
QP. More specifically, the mapping has two ad-hoc stages: a quadratic averaging between pixels
to obtain a “mean MB weight”, and a logarithmic mapping between this averaging and the QP for
the macroblock. The analysis of this choice of mapping is performed in this chapter. Firstly, the
optimal mapping between the pixels weights and QPs is derived mathematically and the proposed
mapping in [42] is actually proved to be quasi-optimum for a Gaussian random variable. However,
video signals are not Gaussian. Therefore, optimum results are derived for a typical signal based
on the rate-distortion curve for that signal. Secondly, the optimum way to average the weights
within a macroblock is studied.
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This chapter initially gives an overview of the MVC field in Section 3.2. Then, Section 3.3
describes the optimization proposed here. Sections 3.3.1 and 3.3.2 briefly details the set up. In
Section 3.3.3 the optimum mapping between weights and QPs is derived and in Section 3.3.4 the
averaging step within the macroblock is discussed. Finally, Sections 3.4 and 3.5 present some
experimental results and conclude the chapter. The experimental results have been partially
published in [43].
3.2 Multiview Video Coding
Multiview color video can be separately compressed using H.264/AVC in a coding scheme
referred as simulcast coding, or jointly compressed using the MVC extension of H.264/AVC [33],
by exploiting the redundancy between views. Fig. 3.1 illustrates how the successful concept of
hierarchical bidirectional (B) pictures [44] is used in simulcast coding for a sequence with five
views and a group of pictures (GOP) length of 8. Fig 3.2 shows how the advantages of B pictures
are combined with inter-view prediction in the MVC extension, without any changes regarding
the temporal prediction structure. The first view (I-view) is initially encoded without inter-view
prediction. Then, the third view (P-view) is encoded with unidirectional inter-view prediction
from the reconstructed I-view as a forward reference. Finally, the second view (B-view) is encoded
with bidirectional inter-view prediction from the first and third views as forward and backward
references, respectively. The same procedure is repeated for the fourth and fifth views in Fig. 3.2.
Additionally to the multiview texture images, the corresponding depth maps must also be
generated and coded in order to enable FVV. A depth image represents the distance between
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Figure 3.1: Si ulc st coding structure with hierarchical B pictures for temporal prediction.
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this head motion parallax viewing becomes possible in a very 
limited navigation range. The extension to multi-view video plus 
depth extends the navigation range significantly [7][8]. Virtual 
intermediate views can be rendered for any position in between the 
cameras, thus providing advanced FVV functionality. Fig. 2 
illustrates the functionality of synthesizing arbitrary intermediate 
views with this representation. Multi-view video plus depth data 
together with camera geometry provides the capacity of generating 
colored 3D point clouds [9]. This representation enables to render 
any intermediate view and free navigation in between the original 
cameras also enhancing 3DTV. 
 
3. MVC FOR MULTI-VIEW VIDEO PLUS DEPTH 
 
The results in [6] show that depth data can be very efficiently 
compressed using standard video coding algorithms. Therefore in 
this section compression of multi-view video plus depth data with 
compression algorithms for multi-view color video data is 
investigated. 
 
3.1 Multi-view Video Coding 
 
Encoding and decoding each view of a multi-view test data set 
separately, referred to as simulcast coding, can be done with any 
video codec including H.264/AVC [10]. This would be a simple, 
but inefficient way to compress multi-view video sequences, due 
to not exploiting the inter-view statistical dependencies. Regarding 
single view video coding, where prediction is limited to reference 
pictures in temporal dimension, the concept of hierarchical B 
pictures (see [11] for a detailed description) has proven to provide 
high compression efficiency. The coding schemes described below 
are well known from MVC and can identically be applied to multi-
view depth data. 
Fig. 3 illustrates how the concept of hierarchical B pictures is 
used with multi-view video plus depth data for a sequence with 
five cameras views and a GOP length of 8. Simulcast coding will 
be used as a reference to compare highly efficient temporal 
prediction structures with prediction structures that additionally 
use inter-view prediction. For multi-view video as well as for 
depth data the use of inter-view reference pictures offers the 
potential to improve coding efficiency. In order to exploit all 
statistical dependencies within a multi-view data set, inter-view 
prediction has to be combined with temporal prediction. Fig. 4 
illustrates how the advantages of hierarchical B pictures are 
combined with inter-view prediction, without any changes 
regarding the temporal prediction structure. For view Cam 1 the 
prediction structure is identical to simulcast coding and for the 
remaining views inter-view reference pictures are additionally 
used for prediction. 
 
3.2 Coding Results 
 
The MVC prediction structure presented in section 3.1 are realized 
using an H.264/AVC encoder with extended memory capabilities. 
For that the multi-view video sequences are combined into one 
single uncompressed video stream using a specific scan. This 
uncompressed video stream, containing either color or depth 
information, is used as the input of standard encoder software. The 
prediction structure itself is controlled by appropriate settings of 
the encoder’s parameters for reference picture selection and 
memory management. This kind of encoder configuration is well-
established for hierarchical B pictures with temporal prediction.  
 
Fig. 2. Synthesis of arbitrary intermediate views from video plus 
depth of adjacent camera views. 
 
Fig. 4. Multi-view coding structure with hierarchical B pictures for 
both temporal and inter-view prediction (red arrows). 
 
Fig. 3. Simulcast coding structure with hierarchical B pictures for 
temporal prediction (black arrows). 
 
 
Fig. 5. Results of coding experiments for multi-view data  
(left: Breakdancers, right: Ballet, top: video, bottom: depth). 
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Figure 3.2: Multiview coding structure with hierarchical B pictures for both temporal and inter-
view prediction.
an object and a camera as a gray scale image having pixel values between 0 and 255. It is
composed mostly of flat areas with sharp edges at boundaries between objects and the background.
Since it is similar to the luminance component of a color video sequence, a depth image can be
compressed either by simulcast or MVC extension coding. The MPEG standard format that
combines both texture and depth images is named multiview video plus depth (MVD) [34]. In
the MVD representation, each texture image sequence is accompanied by the corresponding per-
pixel epth map sequence.
Typically, the MVC extension has been used to compress the MVD representation (resulting
into the multiview texture video and the multiview depth video in two separate MVC bitstreams),
although the additional gains achieved with this coding scheme are usually in the order of only
0.5 dB [45] when compared with the simulcast coding (referred to as MVD coding with simulcast
H.264/AVC).
In order to improve the MVD representation coding efficiency, several schemes have been
proposed in the literature [38–41]. These schemes exploit the correlation between the texture
video and the corresponding depth map and also reduce the number of bits allocated for the
depth video by, for example, skipping some depth images. The depth images are only used for
rendering intermediate views and the perceived quality of these rendered images is affected more
by texture images than by depth images. Therefore, maintaining the fidelity of depth information
is important for the rendering process, but it is crucial to strike a good balance between the
fidelity of depth data and the associated compression requirement.
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3.3 Multiview Video Coding based on Predicted Viewer Position
The coding scheme proposed in this chapter to efficiently encode the multiview video is focused
on one particular scenario: parallax-based free viewpoint video coding for 3-D video conferencing
applications or other similar unicast-like applications.
Fig. 3.3 shows an overview of the target system. It is important to note that the video
transmission over the network has to be outside the synthesis loop. Otherwise, the full network
round trip delay would be added to the lag between the head motion and the corresponding
change in the synthetic view.
One of the main contributions of [42] is to point out that, since the user only sees the syn-
thesized (or rendered) video, the performance measurement has to be done in that video, instead
of directly in the decompressed videos. Fig. 3.4 illustrates the performance criteria, showing the
PSNR comparison to be made between the final, synthesized video, and synthesized video that
would be obtained using the uncompressed video frames. An indirect, and undesirable, conse-
quence is that the performance of the compression algorithm is now attached to the algorithm
used in synthesizing the video. However, these two problems are, indeed, tightly coupled, so it is
only natural that tuning one of them to the other will improve final results.
Multiview video
Compression
Site A
NetworkInteractive
renderingSite B
Figure 3.3: Immersive tele-conferencing scenario. The system could be symmetrical, i.e. site B
could also sent its multiview video to site A.
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Compression
Viewpoint 
synthesis
Original multiview images
Network
Decompression
Viewpoint 
synthesis
PSNR
Figure 3.4: A more appropriate error criteria: instead of measuring PSNR directly on the decom-
pressed frames, it is more appropriate to measure between the synthetic frames obtained using
the decompressed images and the original ones.
3.3.1 Video Rendering
The same view synthesis algorithm used in [42] is being applied here. It assumes that texture
views are available from a number of cameras, as well as a single depth map to facilitate the
virtual view rendering. Fig. 3.5 shows an example of a dataset for a particular frame of the
Breakdancers multiview video sequence. As shown in Fig. 3.6, given a virtual viewpoint, firstly
it is split into light rays. Then, each light ray is traced to the surface of the depth map. The
intersection is obtained and reprojected into nearby cameras (Cam 3 and 4 as shown in Fig. 3.6).
The intensity of the light ray is thus the weighted average of the projected light ray in Cam 3 and
Cam 4. The weight can be determined by many factors [30]. In the simplest form, the angular
difference between the light ray to be rendered and the light ray being projected can be used,
assuming the capturing cameras are at roughly the same distance to the scene objects [36].
Fig. 3.7 shows one of the images rendered from a virtual view point nearby Cam 2 (slightly
rotated view direction). The weight maps clearly demonstrate whether a pixel in a captured video
frame will be useful for rendering this particular virtual view. In Fig. 3.7, brighter pixels are the
ones with larger weights. One can note that even for Cam 7, which is the farthest from the virtual
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Cam 0 Cam 1 Cam 2
Cam 3 Cam 4 Cam 5
Cam 6 Cam 7 Depth (cam 4)
Figure 3.5: An example multiview data set.
Figure 3.6: The rendering process for multiview video.
viewpoint, there are still pixels being used due to occlusions. Naturally, during compression of
the multiview video, the pixels with high weights shall be encoded with high quality, while the
remaining pixels can be encoded with low quality.
3.3.2 Mapping Weights to QPs
The next step is to map the weights estimated for each pixel into the quantization parameters.
The aim is to encode with higher fidelity portions of the image that are more likely to be used
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Rendered image Cam 0 weight map Cam 1 weight map
Cam 2 weight map Cam 3 weight map Cam 4 weight map
Cam 5 weight map Cam 6 weight map Cam 7 weight map
Figure 3.7: The weight maps generated by the rendering process.
by the receiver to synthesize the final view. For that aim, a modified version of the H.264/AVC
codec, which allows to specify the QP for each macroblock, was used. In [42], the authors propose
the following ad-hoc mapping between the pixels and the QPs:
QPmb = QPbase − 6log2
√√√√ 1
|M|
|M|∑
i=1
ω2i (3.1)
where |M| is the cardinality of the 16x16 macroblock, ωi is the predicted weight for each pixel in
the macroblock and QPbase is the parameter that controls the overall compression ratio. The ad-
hoc relation between ωi and QPmb in Eq. (3.1) has two main components: the quadratic averaging
of the pixel weights within the macroblock and the logarithmic mapping between that average
and QPmb. It takes into account the logarithmic scale of QP in H.264/AVC, which doubles the
quantization step for each increment of 6 in QP [46].
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3.3.3 Optimum Mapping between Weights and QPs
The objective of this work is to optimize the ad-hoc relation between ωi and QPmb in Eq. (3.1).
In order to achieve this optimization, the relation is initially derived by considering that the
estimated value pˆs of a pixel in the synthesized image can be expressed as the following linear
combination of the pixels in the several video views:
pˆs =
|P|∑
i=1
ωipˆi (3.2)
where P is the set of views that contribute to the formation of the estimated pixel pˆs. The set
P and the weights ωi are obtained by using the view synthesis algorithm briefly described in
Section 3.3.1.
As the assumption is that each macroblock is actually quantized, the pixels pi from the several
views that will compose the final synthesized pixel are quantized with different QPs. Therefore,
the objective is to find the set of QPs that minimizes the distortion of the actual synthesized
pixel ps. Considering that all pixels within the macroblock are quantized with the same QPmb,
the rate distortion function can be reduced to the following optimization:
R(D) = min︷ ︸︸ ︷
|P|∑
i=1
Di(QPmb)
|P|∑
i=1
max {Ri(QPmb), 0} (3.3)
where Di(QPmb) is the mean square distortion of the macroblock under consideration.
Using Lagrange multipliers, the optimization can be performed by
J(D) =
|P|∑
i=1
Ri(QPmb) + λ
|P|∑
i=1
Di(QPmb). (3.4)
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Assuming that all pixels within the same macroblock have the same weight1 ωi = ωmb, Eq. (3.4)
can be combined with Eq. (3.2) and be rewritten as
J(D) =
|P|∑
i=1
Ri(QPmb) + λ
|P|∑
i=1
ω2i (pˆi − pi)2 (3.5)
J(D) =
|P|∑
i=1
Ri(QPmb) + λ
|P|∑
i=1
ω2iDi(QPmb) (3.6)
Differentiating Eq. (3.6) with respect to D(QPmb) and setting equal to 0, the obtained opti-
mality condition is
∂R(QPmb) = −λ ∂ω2mbD(QPmb), (3.7)
or alternatively,
ω2mb ∂D(QPmb)
∂R(QPmb)
= constant. (3.8)
Eq. (3.8) indicates that the derivative of the rate distortion curve scaled by ω2mb should be
constant across all macroblocks. It gives the intuition behind the optimization, but does not show
a straightforward way to choose the best QP for each macroblock. In order to obtain the optimum
set of QPs, the initial assumption that the variable being quantized is a Gaussian variable is made.
For Gaussian sources N(0, σ2) with squared error distortion, it is possible to express the distortion
in terms of the rate as [47]:
D(R) = σ22−2R (3.9)
As can be deduced from Eq. (3.9), for Gaussian sources, the distortion reduces by 6 dB for
each increment of 1 bit in the rate, or equivalently, each halving of quantization step. In the
logarithmic scale of QP in H.264/AVC, each halving of the quantization step corresponds to a
1The question of how properly average the weights within a macroblock is studied in Section 3.3.4.
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reduction of 6 in QP. Therefore,
D(QPmb − 6) = 1
2
D(QPmb), (3.10)
and the following relation can be derived:
Dmb1
Dmb0
= 2
(QPmb1−QPmb0)
6 (3.11)
Through the combination of Eq. (3.9) and Eq. (3.8), the optimality condition for a Gaussian
variable is derived:
ω2mb σ
2 ∂
(
2−2R(QPmb)
)
∂R(QPmb)
= constant (3.12)
ω2mb σ
2 σ2 2−2R(QPmb)︸ ︷︷ ︸
D(QPmb)
ln(2)(−2)︸ ︷︷ ︸
constant
= constant (3.13)
ω2mbD(QPmb) = constant (3.14)
which means that ω2mb0D(QPmb0) = ω
2
mb1D(QPmb1), for any macroblocks named 0 and 1 with
the same variance σ2.
Assuming that all pixels in macroblock 0 have the same weight ωmb0 = 1, the combination of
Eq. (3.11) with Eq. (3.14) results
QPmb1 = QPmb0 − 6 log2ω2mb1. (3.15)
One can note that Eq. (3.15) is very similar to Eq. (3.1) used in [42]. This similarity comes to
the conclusion that the mapping between ωi and QPmb in Eq. (3.1) is quasi-optimum for Gaussian
sources. However, since typical images do not fit well a Gaussian distribution, the exploration of
a more appropriate typical RxD curve is proposed.
The RxD curve for the Breakdancers sequence shown in Fig. 3.5 was computed with the original
H.264/AVC codec and plotted in Fig. 3.8. The distortion can also be plotted as a function of the
quantization parameter, as in Fig. 3.9. In both plots, 100 frames of the sequence were considered
and the average data among all 8 views was computed.
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Figure 3.8: Y-PSNR x rate curve for the Breakdancers sequence.
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Figure 3.9: Y-PSNR x QP curve for the Breakdancers sequence.
As indicated by Eq. (3.8), the derivative of the rate distortion curve scaled by ω2mb should be
constant. Therefore, the rate distortion curve is piecewise linearized in a way that all line pieces
have the same derivative, in other words, the same slope (or gradient).
To start the process of obtaining the optimum QPmb, the QPbase is mapped to the corre-
sponding PSNRbase in Fig. 3.9. It is important to emphasize that QPbase controls the overall
compression ratio. Following, the scaled PSNR is related to its line piece in Fig. 3.8 and the
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corresponding bit-rate is obtained. Finally, this bit-rate is related to the optimum QPmb. There-
fore, instead of applying Eq. (3.15), the piecewise linearized rate distortion curve of the particular
sequence is now being used to achieve the best mapping between ωi and QPmb.
A few points are worthy mentioning here. Firstly, although, for simplicity, the whole sequence
was used to obtain the RxD curve, it is expected that performance should be approximately as
good as if only past frames are used. Secondly, better fitting of the RxD curve, should further
improve results. For example, different curves could be used for I, P and B frames, or, in the
extreme case, the optimization could be done at the macroblock level by computing several
encoding possibilities, which is one of the options in many H.264/AVC encoders.
3.3.4 Averaging the Weights
The derivation in the previous section assumed all pixels within the macroblock were used in
the final image with the same weight ωmb. This is not usually the case. However the whole mac-
roblock must be quantized with the same QP. Therefore, the best way to obtain a representative
(i.e., average) weight for representing the whole block is studied here.
The final contribution of each pixel pˆi is given by ωipˆi, as defined in Eq. (3.2). Under the
assumption that each pixel is independent and has the same contribution to the number of bits
required to encode the macroblock, the rate distortion relation could be optimized by simply
writing the distortion equation for a single pixel, and deriving it in relation to the rate, exactly as
performed between MBs in the previous section. However, herein the pixels are highly correlated,
and the cross terms can not be set to zero.
In [42], the quadratic averaging of the weights is used as representative for the macroblock,
i.e.,
ωmb =
√√√√ 1
|M|
|M|∑
i=1
ω2i . (3.16)
Therefore, instead of deriving a complex mathematical model, the simple choice of the norm in the
average is verified. More specifically, the mean-square norm averaging in Eq. (3.16) is generalized
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Figure 3.10: Y-PSNR x rate curves for the Breakdancers sequence. The PSNR is computed
between the synthetic image using uncompressed frames and the synthetic images using each of
the compression methods. The lower curve is standard H.264/AVC. The upper curves refer to
the optimized QP, when using norms of 2, 4, and 8 to average the weights within a macroblock.
The best results were obtained using L=8.
to the L-norm
ωmb =
 1
|M|
|M|∑
i=1
ωLi
1/L (3.17)
and the choices of norm L = 2, 4 and 8 are experimentally compared. The results are discussed
in next section.
3.4 Results
The results of the optimum mapping for the QP proposed in Sections 3.3.3 and 3.3.4 is shown
for the Breakdancers sequence in Fig. 3.10. Using the same approach as in [42], the PSNR is
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computed between the image synthesized using the compressed frames and the image synthesized
using the uncompressed frames. One can note in Fig. 3.10 that the improvement over the standard
H.264/AVC is on the order of 2dB, or, equivalently, about 50% of the rate can be saved. Early
comparison with the non-optimized QP mapping do not show significant difference. One possible
explanation is that the larger contribution to the rate is introduced by the few macroblocks where
the weights are high, and thus, the influence of the blocks quantized with higher QPs is small.
Another possibility is the non-optimized averaging of weights within a macroblock, which may in
turn affect the optimality of the QP mapping.
One can also note in Fig. 3.10 that the choice of Lnorm affects the results. By moving from
L2 norm to an L8 norm, an improvement of around 0.3 dB can be observed.
3.5 Conclusions
A recent paper introduced the idea of optimizing the encoding of multiview video based on
the expected contribution of each macroblock on the final image [42]. In this work, the choice
of allocation of rate between macroblocks on that proposal was analyzed. It was found that the
proposed QP allocation in [42] is quasi-optimum for Gaussian sources and when the pixels within
a macroblock have the same weight in the final image. Results for the generic case of a given
RxD curve were derived and a few choices for averaging the weights within a macroblock were
analyzed.
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Chapter 4
Local Adaptive Scanning for JPEG XR
4.1 Introduction
In a block transform image coder, coefficient scanning is the process of sorting transform
coefficients in a“descending on the average”order before the entropy coding stage. The coefficient
scanning stage of the coding process was already exploited in Chapter 2, where optimized scanning
orders were developed for the several 3-D transforms implemented in FEVC. In this chapter, a new
adaptive 2-D scanning order will be proposed for the JPEG XR image codec [48–50], conversely
to the optimized, but fixed, 3-D scanning orders presented in Chapter 2. Another difference is
that JPEG XR applies various prediction methods to reduce the coefficient entropy before the
coefficient scanning stage. Therefore, the coefficients scanned are actually the post-prediction
residuals, once they are the differences between the transform coefficients and their predicted
values.
JPEG XR is the first standard image codec that implements an adaptive scanning order. The
preceding image codecs performed the coefficients scanning by a fixed order (such as zig-zag scan
or the optimized fixed orders proposed in Chapter 2) or by selecting one out of a collection of
precomputed scanning orders and then encoding the selection [51–53].
The purpose of this work is to exploit whether there is room for improvement in the JPEG XR
adaptive scanning order. This exploration was motivated by the computation of an optimistic
loose bound on the performance of JPEG XR. It was found that when all transform coefficients
are scanned in an exactly descending order and the reordering permutation is not encoded (thus
disregarding its corresponding entropy), the compression rate in JPEG XR can be improved from
24% for relatively smooth images to 10% for images rich in details, for encoding rates from 0.5
to 4 bpp, as shown in Fig. 4.1. Intuitively, for a given compression rate, the compression gain
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Figure 4.1: Improvement in compression ratio enforced over the original JPEG XR for the cases
when all or HP-only coefficients are sorted in exactly descending order. The highpass (HP)
coefficients are identified in Section 4.2.2.
from reordering reduces as the coefficient prediction efficiency increases. One can see that PSNR
is not affected, as coefficient scanning does not introduce any additional data loss beyond that
from quantization.
This chapter initially describes the JPEG XR image codec in Section 4.2. Specially, the
JPEG XR coefficient scanning process is detailed at Section 4.2.5. The new adaptive scanning
orders proposed here for the JPEG XR are obtained by localized and hybrid methods and are all
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described in Section 4.3. These orders do not require changes in either the other coding/decoding
stages or in the bitstream definition and have been partially published in [54]. The Sections 4.4
and 4.5 present the implementation results and conclude the chapter.
4.2 The JPEG XR Image Codec
JPEG XR (Joint Photographic Experts Group Extended Range) is a new international stan-
dard for image coding based on a Microsoft technology known as HD Photo [48–50]. HD Photo
is a still image file format that offers PSNR performance comparable to JPEG 2000 with compu-
tational and memory performance more closely comparable to JPEG standard [55,56].
4.2.1 General Characteristics
One advantage of JPEG XR over previous standards is that it provides High Dynamic Range
(HDR) image encoding while requiring only integer operations (without any division). Therefore,
it supports both lossy and lossless compression. Other important advantages are that it offers
a low-complexity solution for the scalable coding of high-resolution images and a tile structure
support that is feasible, in terms of compressed file size overhead, even for tiles of size 64x64 pixels.
This JPEG XR feature makes it suitable for the efficient design of hardware implementation,
memory buffers and also for region-of-interest (ROI) coding applications. Tiles are image regions
that can be decoded independently. The tile support feature is also present in other image codecs,
such as JPEG 2000. However, the file size overhead for JPEG 2000 is significantly higher than
for JPEG XR. In particular, the smaller the tile size, the more a JPEG 2000 encoder acts as a
block-based encoder.
Examples of ROI coding applications include video surveillance and mobile client-server net-
works. In the first application [57], to address privacy concerns, face regions are detected in the
image frames and subsequently scrambled in the transform domain. In the second application [58],
a user with a mobile device may, for instance, communicate with the server as follows. First, after
having selected a particular coding format, the user may request a low-resolution image that fits
the limited display resolution of the device used. This request can be implemented by extracting
a low resolution version of the selected image (i.e., by exploiting JPEG XR spatial scalability).
Next, the user may request a high-quality version of a semantically meaningful region (ROI)
that fits the resolution of the device at a high quality level. Determining a ROI can be done
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Figure 4.2: Image structure hierarchy and intra-block coefficient indexing.
either manually, with user intervention, or automatically, by making use of a content-aware image
resizing tool.
The compression efficiency is highly impacted by the tiles size. The smaller the tile size, the
finer the interactive ROI selection, but the lower the coding efficiency. Some guidelines regarding
how an image should be tiled to enable fast local access by aligning the ROI access with the tile
structure are proposed in [59].
4.2.2 Photo Overlap and Core Transforms
JPEG XR employs a two-stage integer lapped biorthogonal transform composed of the optional
pre-filter Photo Overlap Transform (POT) followed by the Photo Core Transform (PCT).
If the input image is being coded with only one tile, initially it is entirely adjusted into
macroblocks, which are matrices of 4x4 blocks, each of them a 4x4 pixel matrix, as shown in
Fig. 4.2. Then, the POT is optionally applied to 4x4 areas evenly straddling blocks. The pre-
filter is also applied to 2x4 or 4x2 boundary areas. Only the four 2x2 corners are not filtered.
Following, the PCT is applied to all 4x4 blocks and this completes the first transform stage. The
PCT is inspired by the 4x4 DCT, yet it is fundamentally different. Conversely to the DCT, the
PCT is a nonlinear, non-separable, integer and lossless transform [60].
The result of the first transform stage is illustrated in Fig. 4.3 by the green squares in the
macroblock structure. These squares represent the 15 highpass coefficients of each of the 16 blocks
and constitute the HP (highpass) band. The DC coefficients of each of these 16 blocks are then
grouped together into a 4x4 structure and the first operation of the second transform stage is the
optional application of the POT transform to this structure. The PCT is then applied again and
the second transform stage is completed. The result of the second transform stage is illustrated
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Figure 4.3: PCT coefficient bands.
in Fig. 4.3 by the 15 pink squares that constitute the LP (lowpass) band. Finally, the main DC
coefficient constitutes the DC band.
The employment mode of the optional POT must be tuned with the application. If the
application requires fast encoding/decoding and low compression ratio, the POT is not necessary.
In this case, the JPEG XR transform is not lapped, once only the PCT is applied twice. However,
if the POT is not applied, blocking artifacts can potentially occur, even at high bit-rates for some
images. The POT can then be applied in the first transform stage and this mode achieves the
best R-D performance for most of the applications. Only if the application requires low bit-
rates, the POT can be applied both in the first and in the second stage, at the cost of increased
encoding/decoding complexity and possible ringing artifacts in the vicinity of the blocks.
All macroblocks resulting coefficients can be organized in the final JPEG XR bitstream
grouped by macroblocks or by bands. In the spatial mode, the bits pertinent to each macroblock
are located together and the macroblocks are scanned in raster order (left to right and top to
bottom). In the frequency mode, the DC band carries information of the DC value of each mac-
roblock scanned in raster order. The same principle is applied to the HP and LP bands. There
is an additional band named Flexbits that carries information regarding the low order bits of the
HP band particularly for lossless and low loss cases. For medium and high bit-rates scenarios,
the Flexbits band is often empty.
Only the frequency mode enables the JPEG XR quality and spatial scalability features. A
trivial form of quality scalability can be performed by removing entirely or part of the Flexbits
band from the bitstream. Spatial scalability is supported by additionally removing the LP and
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HP bands, each time resulting in a reduction of the spatial resolution by a factor of four along
the horizontal and vertical directions.
4.2.3 Quantization
JPEG XR employs a scalar quantization in which the quantization step size is selected by a
quantization parameter (QP). QPs indices range from 1 to 255 and each value is mapped to a
particular QP in which the QP is chosen to be an integer from a harmonic scale. Therefore, only
shifts operations are necessary to perform the division operations.
One set of QPs is supported for the DC band, up to 16 distinct sets of QPs for the LP band
and up to 16 distinct sets of QPs for the HP band. The QPs are the same for the DC band and
for all LP and HP coefficients within a macroblock, but can change at every macroblock.
4.2.4 Prediction
The JPEG XR prediction method is applied in all bands. Four modes are allowed for the
prediction of the DC band of a macroblock: from left macroblock, from top, from both left
and top and no prediction. All these modes are illustrated in Fig. 4.4 which also illustrates
the prediction of the LP band. The LP band prediction mode is determined by the DC band
prediction mode together with the QPs of the current macroblock and of the macroblock from
which DC is predicted. This rule ensures that the prediction of the LP band does not take place
across macroblocks with different QPs.
Figure 4.4: DC coefficients in dark grey predicted by: top left coefficient) no prediction, top
center and right coefficients) left mode, bottom left and right coefficients) top mode, bottom
center coefficient) both top and left mode. LP band in light grey predicted by: top center block)
left mode, bottom right block) top mode, other blocks) no prediction.
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HD Photo Bitstream Specification  25 
Version 1.0 Release 7-Nov-06 
Microsoft Confidential. © 2005-2006 Microsoft Corporation. All rights reserved. By accessing, using or providing 
feedback on these materials, you agree to the attached license agreement. 
A special case is for 422, position 5 is predicted from position 1 in Figure 11 if DC_mode = Predict from top 
regardless what lowpass_DCAC_mode is. 
4.7.3 DCAC prediction of highpass band 
Information in the lowpass transform coefficients is used to determine the orientation of prediction, based on a 
simple metric associated with each macroblock.  Three modes are allowed for the prediction of the DCAC 
coefficients of the outer transform.  The same mode is used for all blocks within a macroblock for which in-
macroblock prediction is possible.  For blocks that have no valid reference within the macroblock, null prediction is 
used.  The three modes are: 
1. Predict from left   (predictor = DCAC [left_block within macroblock]) 
2. Predict from top  (predictor = DCAC [top_block within macroblock]) 
3. Null predict  (predictor = 0) 
Prediction from left is shown in Figure 12. Prediction from top is similar, with the pattern of arrows transposed to 
point downwards.  DCAC terms of the first column of blocks is not predicted. 
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Figure 12: Highpass DCAC prediction from left shown.  Prediction from top is similar. 
Figure 4.5: Left prediction mode of one macroblock HP band.
The prediction for the HP band is only performed within the macroblock and the same mode
is used for all blocks of the macroblock. The allowed prediction modes are: from the left block,
from the top block and no prediction. The mode is chosen according to the dominant direction
indicated by the LP band. Fig. 4.5 shows the macroblock HP band predicted in the left mode.
Prediction in the top mode is similar with the pattern of arrows transposed to point downwards.
4.2.5 Coefficient Scanning
Initially, the DC band is scanned in raster order across all color planes in sequence. The LP
coefficients are then scanned per color plane using an adaptive order. Before scanning each color
plane of the HP band, each macroblock is divided into four 8x8 sub-macroblocks. Within each
sub-macroblock, the encompassed 4 blocks are scanned in raster order and their HP coefficients
are also scanned using an adaptive order.
The scanning orders for the LP and HP bands are adaptive, which means that are allowed
changing over the course of the image/tile. The causal adaptation rule is based on the latest
global probability of nonzero scanned coefficients. Two arrays are employed:
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• order [i], i = 1 . . . 15, contains the current scanning order, i.e., order [3] = 5 means that
the coefficient indexed 5 should be scanned third, and
• totals[i], i = 1 . . . 15, contains the number of nonzero coefficients scanned prior to the
current block, i.e., totals[3] = 24 means that prior to scanning this block 24 nonzero
coefficients have been found at the coefficient indexed 5 (note: order [3] = 5).
When scanning the order [i]-th coefficient, if and only if it is nonzero, the associated totals[i]
is incremented by one. After scanning a full block of coefficients, totals is sorted in decreasing
order using a single-pass bubble-sort, and the elements of order are correspondingly reordered
to reflect this sorting. Since, there exist two sets of coefficients adaptively scanned, HP and LP,
there exist two pairs of corresponding {orderx,totalsx} arrays, where x ∈ {HP,LP}.
The arrays are initialized at the start (top left macroblock) of the image/tile. The totals
arrays, both for the HP and LP band, are always initialized with a constant array of descending
values t0 ≡ {28, 26, 24, . . . , 0}. Three predefined scanning patterns are used for initializing the
order arrays. The orderHP is set depending on current macroblock dominant orientation com-
puted as vertical, horizontal, or neutral at the DC prediction step. The HP scanning pattern for
a vertically dominant macroblock is oV ≡ {10, 2, 12, 5, 9, 4, 8, 1, 13, 6, 15, 14, 3, 11, 7}, where the
indexing is performed according to the schedule shown in Fig. 4.2, and the HP scanning pat-
tern for the other two macroblocks (horizontally dominant and with no dominant orientation) is
oH ≡ {5, 10, 12, 1, 2, 8, 4, 6, 9, 3, 14, 13, 7, 11, 15}. The orderLP array is also always initiated with
oH.
As expected, neither of the scanning patterns include the DC coefficient. The scanning pat-
terns are invariant across macroblock color planes. The totals arrays are reset at every eight
macroblocks and at the start of every tile, while the order arrays are reset only at the start of
tiles. If the image is untiled, the order arrays are never reset. It is important to note that the
periodic resets of totals are the only action taken in JPEG XR coefficient scanning process to
address the content locality for the encoded image.
A global scheme for adaptive scanning of coefficients should consider the average energy of
coefficients at each index. Fig. 4.6 shows the average energy of HP band coefficients depending
upon their index. One can see that coefficients with indices 10, 5, 12, 1, 2, and 8 are dominant,
and thus they should be scanned first. The energy distribution is relatively insensitive to the
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Figure 4.6: The average HP band coefficient energy for the two groups of images classified in
Figure 4.1, with QP varying from 10 to 70.
level of detail present in the image. The results obtained with this experiment are in-line with
the predefined scanning patterns used by JPEG XR for initializing the order arrays.
4.2.6 Entropy Coding
Before the entropy coding, an adaptive coefficient normalization is applied by JPEG XR. The
normalization is performed by tracking a statistical measure of variance of transform coefficients.
Based on this measure, the current transform coefficient is regrouped into dyadic bins. Instead of
encoding the transform coefficient, its bin id is sent using an efficient entropy code. Subsequently,
an in-bin address locating the transform coefficient within its corresponding bin is sent with a
fixed length code. The sign information is also sent when necessary.
Adaptive coefficient normalization is used for all frequency bands and the fixed length in-bin
addresses of the HP band are referred to as FlexBits.
4.3 Proposed Localized Scanning Orders
Recent work has addressed improvements to JPEG XR, especially to the lapped transforms [60–
65], but the efficiency of the coefficient scanning stage has not been exploited in the open liter-
ature yet. Therefore, as previously mentioned, the purpose of this work is to exploit if there is
room for improvement in the JPEG XR adaptive scanning order.
The JPEG XR coefficient scanning process defined in Section 4.2.5 uses a simple adaptive
scanning order for all blocks in the image/tile and an adaptation rule that classifies coefficients
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simply as zero/nonzero. This heuristic is global in its construction, and thus it might not handle
efficiently abrupt changes in the image content. Therefore, the primary objective is to analyze
scanning order heuristics that are locally adaptable to the image content. Towards that goal,
several per-block scanning order heuristics were created. These heuristics exploit the inter-block
correlation, for block sizes as small as 4x4. The main guideline for all considered heuristics
was the premise that the coefficient magnitudes in one block are likely similar to the coefficient
magnitudes at the same position in neighboring blocks. In other words, the energy spreading
patterns of neighboring blocks should be similar.
Several kinds of averaging filters were tried to affect the scanning order based upon localized
heuristics. Each filter is used to reorder blocks as follows. In general, a filter F is defined for each
coefficient ci(b) of the current block b as
F ≡
fi(b) = 1|N(b)| ∑
x∈ N(b)
w(x)ci(x), i = 1, . . . , 15
 , (4.1)
where N(b) is a set of blocks neighboring to b considered for averaging and w(x), x ∈ N(b), is
an arbitrary real scalar applied as weight to each coefficient individually. Coefficients coming
from each block x from b neighborhood can be weighted distinctly. In order to be able to recover
the ordering at the decoder, only blocks that were already parsed by JPEG XR raster order
block scanning are considered for N(b). After a specific filter is applied, the resulting vector
F(b) ≡ {f1(b), . . . , f15(b)} is sorted in decreasing order with a resulting permutation pib. This
permutation is applied to sorting the coefficients of b and the result pib(b) is passed to JPEG XR
run-length encoder. Clearly, in order to recover pib, the decoder must compute F(b) from already
decoded blocks, and then to establish the correct order of coefficients as b = pi−1b (pib(b)).
The six averaging filters that performed well in experiments are shown in Fig. 4.7. Each
filter was developed to address blocks with specific correlation patterns. The filters differ in the
encompassed “block neighborhood” and in the coefficients weighting. The gray levels in Fig. 4.7
indicate the coefficient weights. The darker the color, the higher the weight. Each increase in
gray level indicates a doubling in weight. The “block neighborhood” encloses up to four blocks for
the average filters and up to 12 blocks for the expanded average filters F3 and F6. That depends
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Figure 4.7: A collection of six localized averaging filters used for scanning coefficients in JPEG XR
HP band.
on the block position, as the macroblocks and blocks are encoded in raster order. The averaging
filters were applied only to the HP band for two reasons:
1) Fig. 4.1 shows that approximately 90% of the potential gains in the compression ratio are
due only to the HP band.
2) The coefficients of the HP band span over smaller localities, which raises the conjecture that
localized scan-order heuristics may be more applicable to this band.
It is worthy to note that the proposed coefficient ordering techniques would marginally increase
the computational complexity of the overall codec, both at encoding and decoding.
4.3.1 Hybrid Techniques
Generally, blocks located in highly correlated neighborhoods (relative to the imposed QP) are
usually well predicted and result in coefficient residuals of low energy. As a consequence, these
coefficients can usually be considered too randomized, and thus JPEG XR original scanning order
with its global adaptation rule performs relatively well for such blocks. On the other hand, blocks
that still contain high energy coefficients even after the prediction step, are usually located in areas
of the image with high frequency content. For such blocks, localized scanning order heuristics
often outperform global ones. This trade-off is considered in more details in the following.
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First, an order-difference metric will be defined as follows. For two orders, x and y, of the
same set of elements Z, x= pix(Z) and y= piy(Z), the distance metric is
∆(x,y) =
|Z|∑
i=1
ωi|yi − xi| (4.2)
where xi and yi denote the i-th element of x and y, respectively, and ωi denotes a scaling factor
designed to emphasize the importance of ordering high-energy coefficients appropriately. The
scaling factors are set as:
{ωi, i = 1, . . . , 15} = {16, 16, 8, 8, 4, 4, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1} (4.3)
to reflect upon the exponential rate of coefficient attenuation in most sorted sources. The number
of relevant high energy coefficients changes depending upon the enforced bit-rate. One can observe
from Fig. 4.6 that the signal energy is concentrated in fewer coefficients for increasing values of QP.
For QPs smaller than 40 (i.e., bit-rates higher than 1 bpp), the energy is basically all concentrated
in the top eight highest-energy coefficients and for QPs higher than 60 (bit-rates smaller than
0.5 bpp), the energy is almost all concentrated only in the top 2 highest-energy coefficients. In
fact, in this scenario, optimal scanning of these two coefficients in the top two order positions is
usually enough to reach the performance obtained when all coefficients are scanned in an exact
descending order (see Fig. 4.1). Therefore, the configuration of the scaling factor ωi reflects these
considerations and improves compression especially at low bit-rates.
Consider the following experiment: for each block b in a test image, the perfect descending
order of its coefficients piS(b) is initially computed. Then, the scanning orders resulting from the
application of all six filters introduced in Fig. 4.7, pi1(b), . . . , pi6(b), are also computed. When all
these orders are compared among each other and to the original JPEG XR scanning order pi7(b)
the filter indexed as
j(b) = arg min
i=1...7
∆(pii(b), piS(b)) (4.4)
is considered the “best performing filter.”
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QP 30
QP 70
a) b) c)
Figure 4.8: a) Energy amount per 4x4 block areas for the “Lighthouse” image, b) Best performing
per-block filters denoted in figures’ colorbars and indexed using the following color schedule: 1 -
Global (original JPEG XR), 2 - Average, 3 - Weighted Average, 4 - Horizontal, 5 - Vertical, 6
- Expanded Average, 7 - Weighted Expanded Average, and c) Best performing per-block filters,
where blue is the Global filter and red is the Expanded Average filter.
Fig. 4.8 illustrates for two different QP values of 30 and 70, applied to the “Lighthouse” image:
a) the block energy profile of the resulting coefficients;
b) the indexes of “winning” filters for each specific block.
In support of the data presented in Fig. 4.8(b), Table 4.1 presents the ratio of blocks where
a specific filter performed the “best” (see Eqs. 4.2–4.4) among the proposed set of filters over all
tested images presented in Fig. 4.1. Localized filters in the table are marked 1–6 according to
Fig. 4.7.
One can see in Fig. 4.8 that for blocks with low energy, the global filter typically performs
well, while the localized filters usually outperforms the global filter in all other cases. Based
upon the results presented in Table 4.1, the expanded average filter F3 is selected as the “best”
among the localized filters as it captures the majority of high-energy blocks. When compressing
images from Fig. 4.1 at high bit-rates (QPs around 30), localized averaging filters outperform the
global heuristic roughly half the time. As expected, this ratio is reduced in low bit-rate scenarios,
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QP Original F1 F2 F3 F4 F5 F6
30 52.9% 11.4% 5.7% 13.5% 6.3% 5.8% 4.4%
40 66.4% 8.3% 3.8% 9.8% 4.2% 4.4% 3.1%
50 71.7% 6.9% 3.0% 9.7% 3.3% 3.1% 2.3%
60 77.0% 5.4% 2.5% 9.4% 2.4% 2.1% 1.2%
70 84.5% 3.5% 1.3% 8.3% 1.2% 0.9% 0.3%
Table 4.1: Ratio of blocks where a specific filter performed as the “best” among the proposed
set of filters over all images presented in Fig. 4.1. Localized filters are marked 1–6 according to
Fig. 4.7.
but even at QPs around 70, approximately 15% of all blocks are scanned more efficiently with
localized filters.
4.3.2 A Candidate Hybrid Coefficient Scanning Technique
Motivated by the result illustrated in Fig. 4.8, the global and local scan orders were unified
using a simple thresholding technique. Essentially, in the proposed construction, if the energy of
a specific block is lower than ET , then the original (global) JPEG XR scanning order is selected
as the “winner” for the block. In the alternate case, the expanded average filter, identified as the
“best” localized filter according to the data in Table 4.1, is selected as the block “winner”. This is
an example of a hybrid strategy that can be reproduced at the decoder.
It is important to note that this hybrid technique is necessary because the decision metric
defined by Eq. (4.4) requires information that is not available at the decoder while decoding a
block. The energy threshold ET could be taken as a constant for all images and established as part
of the codec design. Alternatively, it could be adaptively adjusted per image and per quantization
parameter at encoding time. The encoder can randomly select a few block samples, empirically
compute an adequate value for ET , and encode it as part of the header of the resulting image file.
Experiments were conducted to evaluate the effectiveness of the hybrid scanning technique.
Fig. 4.8(c) shows the “winning heuristics” when the filter choice was restricted to the original
(global) filter or the expanded average filter F3 and the decision between them was based upon a
precomputed and optimized energy threshold. One can observe that the expanded average filter
is selected for many of the blocks coded with localized filters in Fig. 4.8(b) which suggests that the
employed energy thresholds are appropriate. Even though the expanded average filter produces
better performance than the original filter for these blocks, it does not cover satisfactorily all
localized correlations.
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Figure 4.9: top left) Y-PSNR for different JPEG XR compression bit-rates, top center and right)
resulting images compressed with JPEG XR at QP=70, bottom row) percentage of file size re-
duction due to the bound computed using best-of-7 filter and the proposed constructive hybrid
technique at each block; results reported for smooth and high-frequency images.
4.4 Results
The hybrid coefficient scanning technique described in Sections 4.3.1 and 4.3.2 was evaluated
using the Microsoft HD Photo Device Porting Kit [48] as a basis for implementation and several
images selected from a large database of perceptually diverse content [66]. For the experiments,
JPEG XR was parameterized as follows: no tiling, spatial mode, one-level of overlap in the
transformation stage, no skipped subbands and no chroma sub-sampling. Because at relatively low
bit-rates, most coefficients have low magnitudes, a better adaptive scanning order of chrominance
planes is not worthy. Thus, the hybrid scanning technique was applied only to luminance planes
and the chrominance planes were read using the original (global) JPEG XR scanning order.
Fig. 4.9 summarizes the results. The visual effects of the compression suite are visible in the
top row of plots in the figure, which presents the Y-PSNR performance for all images in the
benchmark, and two sample images from the database compressed at QP=70. The percentage
improvement in compression rate is shown in the bottom row of four plots for both smooth (first
and third) and high-frequency (second and fourth) images in the benchmark. The left two sets of
curves refer to an optimistic bound in which for each block the “best-of-7” filter choice technique
was applied to scan the coefficients (without imposing the overhead to encode the filter selection
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in JPEG XR bitstream). The right two sets of curves refer to the constructive hybrid scheme
described in Sections 4.3.1 and 4.3.2. In the “best-of-7” case, the obtained optimistic bound shows
that images could be compressed up to 10% better. However, the operational (constructive) hybrid
scheme resulted in about 1% improvement in the effective compression rate. Therefore, the Y-
PSNR performance of the hybrid scheme is highly similar to the JPEG XR performance, shown
at the top row of plots in Fig. 4.9.
The level of detail (high frequency content) in images impacts the compression gains signifi-
cantly. With smooth images the gains tend to rise as the bit-rate increases. The opposite behavior
is verified in images with relatively abundant detail. A possible explanation for this is that with
smooth images and higher bit-rates, the filter that is based on localized statistics tends to perform
better than the original JPEG XR filter. Thus, improved coefficient scanning schemes can pro-
duce higher gains in the resulting compression rates. Nevertheless, the relative gains obtained by
scanning coefficients using the proposed hybrid heuristic are not significant. Therefore, the global
heuristic present in JPEG XR proves to be highly efficient, considering its low computational
complexity and the performance obtained using the investigated localized methods.
4.5 Conclusions
Coefficient scanning is typically the last stage of processing a compressed signal in a transform
coder, before it is fed to the final entropy encoding stage. In modern high-efficiency coders,
coefficients are transformed by sophisticated prediction techniques, which decorrelate (whiten)
and reduce the variance of prediction residuals, thus reducing the opportunity for specialized
scanning to improve compression performance.
The investigation presented in this chapter showed that although optimistic bounds may
indicate a potential for performance gains, in a constructive scanning method that balanced
localized averaging filters with global statistics, only about 1% improvement in compression rates
was achieved, across a wide range of effective bit-rates. This helps in validating the high efficiency
of the approach to coefficient scanning used in JPEG XR.
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Chapter 5
HSDT - Hierarchical Signal Dependent Transform
5.1 Introduction
Hierarchical transforms, such as wavelets, have found applications since the multiresolution
theory was firstly unified in 1987 [67]. Multiresolution theory successfully incorporates several
techniques, such as subband coding, quadrature mirror filtering and pyramidal image processing.
Since one of the applications is to represent images at more than one resolution, the usage of
hierarchical transforms for progressive image coding has been straightforward.
One of the characteristics of hierarchical transforms is that after its application, although the
dependency among the subbands in the same level is highly reduced, there is still dependency
among the subbands across different levels, as illustrated by the white squares and arrows in
Fig. 5.1. This dependency has been successfully exploited at the entropy coding codec stage since
the zerotrees concept was introduced by the Embedded Zerotrees Wavelet (EZW) algorithm [23]
in 1993. However, this dependency has not yet been effectively exploited at the transform codec
stage. Therefore, the main contribution presented in this chapter is a new energy compaction
technique, i.e., a transform, that can also exploit these cross-level structural similarities.
The new transform presented here is hierarchical, even though it is applied in a block-based
fashion on the coefficients of each level. It is also adaptive and signal dependent, since the results
of a number of functions applied to the lower resolution of the signal in each level is included
into the transform basis. Based on these features, the transform was named Hierarchical Signal
Dependent Transform (HSDT).
The characteristics of the HSDT provide several advantages to this transform. As it is hi-
erarchical, both spatial and quality scalability are naturally provided. Although, unlike other
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Figure 5.1: Three-level wavelet decomposition of the Lenna image.
hierarchical transforms, there is no lack of localized correlated data access or increased com-
plexity, because the HSDT is applied in a block-based fashion. The common blocking artifacts
resulting from the applications of block transforms, specially at low bit-rates, are less perceptible
as they are spread among the several levels. As the bit-rate decreases, the distortion takes the
form of a gradually increasing blurriness or loss of detail. Additionally, the adaptation scheme
exploits the signal dependency between levels by taking advantage of both directionality and
neighborhood correlation properties of most images.
As expected by the adaptation process, each block in each level will be coded with a different
and optimized basis. The results of a set of adaptive functions applied to the lower resolution
signal will compose this optimized basis. The same set of adaptive functions is applied to all
lower resolution blocks, however the results, i.e., the basis components, are inherently different
for each block. Therefore, HSDT can not be categorized as a matching pursuit [68] coding scheme,
although a parallel with this technique can be made.
In basis pursuit [69], there is a very large number of basis functions and the goal is to find a
good fit of the given signal as a linear combination of a small number of the basis functions. In
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this context, the function family is linearly dependent and can be referred to as an overcomplete
basis or dictionary. Sparse coding seeks the best representation of the input signal through a
much smaller basis selected from this overcomplete basis formed through a dictionary learning
process. One common approach to basis pursuit is the matching pursuit technique which applies a
greedy iterative process. At each iteration, the residual (initially, the whole signal) is projected on
all basis vectors and the basis vector that gives the maximum projection is chosen. The residual
is then updated and the process is repeated by projecting the new residual and picking the new
best basis vector in each iteration until a pre-defined stopping criteria is reached.
In the HSDT, there is a number of adaptive functions that are all applied to the lower resolution
blocks. The goal is to order the results of these functions as basis vectors in a way that the results
of the best functions, i.e., the functions that give the maximum projections, are placed in the initial
basis positions. To order the functions appropriately, several statistical measures, such as standard
deviation and local correlation, are initially computed for the block itself and its neighborhood.
These measures define block classes, e.g., uniform blocks in directional neighborhoods. The classes
are then associated with the best functions to represent blocks with the specific characteristics
described by the classes. The association between classes and best functions is defined by a
previous extensive machine learning process employing several blocks from several images.
Like the basis pursuit coding scheme, the set of adaptive functions in the HSDT can be seen
as a dictionary formed and ordered by a learning process. However, the results of the adaptive
functions are the basis vectors, not the functions. Therefore, the basis is inherently different
for each block. Unlike the basis pursuit scheme, all basis vectors are orthonormalized, resulting
in a complete basis, not an overcomplete basis. Additionally, all coefficients resulting from the
application of the basis to the block are scanned and entropy coded. So, there is no sparse coding.
This chapter will initially detail the HSDT characteristics in Section 5.2. Then, the adaptive
functions will be described in Section 5.3 and the basis vectors ordering is presented in Section 5.4.
A full image codec was built to evaluate the performance of the HSDT, which is compared
with JPEG, JPEG 2000 and with the current state of the art scalable image codec using block
transforms, JPEG XR. These comparisons are shown in Section 5.6.3. The performance of the
HSDT in terms of energy concentration and transform coding gain is also computed and shown
in Sections 5.6.2 and 5.6.1.
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5.2 Hierarchical Block-based Signal Dependent Transform
In the multiresolution theory, a scaling function is used to create a series of approximations of a
function, each differing by a factor of 2 in resolution from its nearest neighboring approximations.
Additional functions, called wavelets, are then used to encode the difference in information be-
tween adjacent approximations. For two-dimensional functions, like images, one two-dimensional
scaling function ϕ(x, y) and three two-dimensional wavelets ψH(x, y), ψV (x, y), and ψD(x, y) are
required. These wavelet measure intensity variations along different directions: ψH measure vari-
ations along columns (e.g., horizontal edges), ψV measure variations along rows (e.g., vertical
edges) and ψD corresponds to variations along diagonals. The scaling function and the three
wavelets are usually arranged as the subbands in Fig. 5.2. As a practical example, the different
intensity variations detected by each wavelet are clearly perceptible in Fig. 5.1.
Instead of being applied to the whole image, as wavelet transforms are traditionally designed,
the hierarchical transform will be applied in this work in a block-based fashion with blocks of fixed
size 8x8. In other words, a block transform will be considered as if it were an one-level wavelet
decomposition, in the same way as the arrangement shown in Fig. 5.2. After the transform
application, all 4x4 blocks resulting from the two-dimensional scaling function ϕ(x, y) will be
joined together to form the lower resolution image to be transformed in the next decomposition
level. This procedure is graphically illustrated in the form of a pyramid in Fig. 5.3.
As can be seen in Fig. 5.3, the base of the pyramid contains the image with its full resolution
and the apex contains the image with its lowest resolution (8x8). At each level increase, both size
and resolution decrease by a factor of 2 in height and width. Although the resolution decreases at
each level increase, the transform size is always 8x8 and the 4x4 blocks resulting from the scaling
function are always grouped together to be decomposed at the next level. The application of the
transform is shown in the right side of Fig. 5.3 for the first level and in the left side of Fig. 5.3 for
Figure 5.2: Subbands arrangement after one-level decomposition by a wavelet transform.
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Figure 5.3: 8x8 transform application process arranged in the form of a level pyramid.
the second level. The same process is applied to all blocks in each level and to all higher levels
until the maximum decomposition level is reached, where
Level max = log2(S)− 2 (5.1)
and S is the original square image side size.
The wavelet coefficients will, on average, be greater in the higher levels than in the lower ones,
once each coefficient represents a larger spatial area of the image at each level increase. Therefore,
the energy concentration increases with the level.
Once the transform size is fixed as 8x8, the full image represented with all its coefficients at
any decomposition level is said to have dimensionality 64. The image represented with the same
size of the full image, but only with the coefficients resulting from the two-dimensional 4x4 scaling
function, from now on referred to as approximation coefficients, is said to have dimensionality
16. And the image represented only with the coefficients resulting from the wavelet functions,
from now on referred to as residual coefficients, is said to have dimensionality 48. As an exam-
ple, Fig. 5.4 shows all these images computed for the luminance plane of the Palm leaf picture
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Figure 5.4: Full, approximation and residual images for the luminance plane of the Palm leaf
picture after three decomposition levels.
after three decomposition levels. For display purposes, the image coefficients are shifted by 128
hereafter. One can see that, while the approximation image is the lower resolution version of the
full image, the residual image carries all the missing details.
As mentioned in Section 5.1, the main purpose of the HSDT is to exploit the images cross-
level structural similarities through an adaptive and signal dependent transform. The way this is
performed by HSDT is detailed now with the help of the previously introduced concepts and the
images in Fig. 5.5.
Initially, all decomposition levels are computed with a default hierarchical transform1 applied
in a block-based fashion with blocks of size 8x8. Then, the adaptation process of the HSDT starts
at the highest decomposition level in a tentative to code the residual blocks down the pyramid
structure with a more appropriate basis derived from the corresponding lower resolution block
of the previous level. Fig. 5.5 illustrates this adaptation process when the residual blocks of the
luminance plane of the Palm leaf picture are being coded with HSDT in level 3. The full image
1The default hierarchical transform employed by the HSDT is described at Section 5.2.1.
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Figure 5.5: Adaptive function applied to a 4x4 full block of the lower resolution version of the
luminance plane of the Palm leaf picture. The result should be as similar as possible to the 8x8
full block of the current level.
of the previous level, which is level 4 in this case, is available both at the encoding and decoding
processes. A set of adaptive functions2 is applied to each 4x4 full block of the lower resolution
image. These functions should produce 8x8 full blocks as similar as possible to each 8x8 full block
of the current level, which is level 3. If this similarity is successfully achieved, the representation
of these produced 8x8 full blocks with dimensionality 48 will match with the residual block being
coded. Therefore, an optimized basis for this residual block can be obtained by including these
8x8 produced blocks with dimensionality 48 as basis vectors in the transform. Consequently, most
of the energy of the residual block will be concentrated in very few coefficients. This generation
process of the HSDT for each residual block will be detailed in the following section through a
linear algebra view. At this point, a few comments are worth to be mentioned:
1) The new adaptive basis is generated only for the residual blocks. Therefore, in the wavelet
terminology, the wavelet functions are adaptive, while the scaling functions are never mod-
ified.
2) The results of the adaptive functions applied to the lower resolution blocks are used to code
the residual blocks of the next resolution level. Therefore, the transform is signal dependent
and exploits the cross-level dependencies.
3) The transform is not separable, i.e., it can not be applied independently to the columns
and rows of the residual blocks. All basis vectors will be applied to the whole residual
2The adaptive functions employed by the HSDT are described at Section 5.3.
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block. Therefore, the correlation and directionality properties of the blocks can be properly
exploited.
5.2.1 A Linear Algebra View of Hierarchical Transform
When a wavelet transform is applied, the resulting coefficients are usually arranged in the
scheme shown in Fig. 5.2. Each coefficient in the approximation subband, for instance, is the result
of the correlation of the whole image and a given two-dimensional scaling function. Therefore,
there are 16 two-dimensional scaling functions to produce the 4x4 approximation subband in
Fig. 5.2. The coefficients in the other subbands are also produced by the same procedure, but
the correlation is calculated between the whole image and one two-dimensional wavelet function.
Therefore, there are 48 two-dimensional wavelet functions to produce the three residual subbands,
16 functions for each subband. If each function is read by columns in order to form a function
vector of size 1x64, all functions can be arranged as a transform matrix as shown in Fig. 5.6. This
figure illustrates the 64x64 matrix form of a wavelet transform of size 8x8.
As previously described, before the adaptation process of the HSDT, all decomposition levels
are computed with a default hierarchical transform applied in a block-based fashion with blocks
of size 8x8. In this work, the default hierarchical transform is chosen as the multilevel DCT. Both
the basis patterns and the matrix form of the two-dimensional 8x8 DCT are shown in Fig. 5.7.
As described for the wavelet transform, each function of the DCT is also read by columns in order
to form a function vector of size 1x64. This function vector is then positioned at the transform
matrix according to the following rules:
1) The two-dimensional DCT is divided into subbands in a wavelet-fashion. The blue lines in
Fig. 5.7 represent this division. The top-left 4x4 basis patterns are considered the scaling
functions and the coefficients resulting from the application of these functions are the ap-
proximation coefficients. The function vectors of the scaling functions are positioned at the
first 16 rows of the transform matrix.
Figure 5.6: Matrix form of a wavelet transform of size 8x8.
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Figure 5.7: 8x8 DCT basis patterns and matrix form.
2) All other basis patterns are considered as the wavelet functions and the resulting coefficients
are the residual coefficients. The position of the function vectors of the wavelet functions
in the transform matrix follows the scheme shown in Fig. 5.6.
3) Inside each subband, the basis patterns are read according to the raster order illustrated by
the red arrows in Fig. 5.7.
It is important to note here that the transform matrix of the two-dimensional DCT is not
frequency-ordered. As highlighted by the blue arrows in Fig. 5.7, basis with low frequency patterns
are positioned far from each other, for example, in the 17th and 33rd matrix positions. This point
will be important for some considerations in Section 5.3.
As the HSDT is not separable and all basis vectors are applied to the whole residual block, the
HSDT also must be arranged in its matrix form. As previously emphasized, the adaptive basis
in the HSDT is generated only to code the residual blocks, which means that, the first 16 rows
75
5. HSDT - Hierarchical Signal Dependent Transform
…
…
Matrix form of the 2D-DCT
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Full image – dimensionality 64
Figure 5.8: Result of an adaptive function applied to a 4x4 full block included as a basis vector
in the transform matrix.
of the transform matrix are never modified, while the other 48 rows are adapted. As the default
hierarchical transform chosen for the HSDT is the multilevel DCT, the first 16 rows of the HSDT
transform matrix are exactly the scaling functions of the multilevel DCT. The adaptation process
of the other 48 rows is illustrated by Fig. 5.8. In this figure, a basis vector, resulting from the
application of one adaptive function to a 4x4 full block of the lower resolution image, is included
at the 17th matrix position. One can see that the matrix is shifted down by one row. Therefore
the new basis vector is indeed included in the matrix and does not replace the original rows from
the multilevel DCT. Not only one, but a set of adaptive functions is applied to the 4x4 full block.
The basis vectors resulting from the application of all these adaptive functions are then included
sequentially in the 18th, 19th, 20th, etc, matrix positions.
As previously described and shown in Fig. 5.5, the set of adaptive functions applied to the
4x4 full blocks of the lower resolution image produce 8x8 full blocks. Therefore, the basis vector
included in the transform matrix is the 8x8 full block (with dimensionality 64) read by columns.
However, as this basis vector will code the residual block, it must be represented with dimension-
ality 48. This representation will be achieved through a Gram-Schmidt orthonormalization with
respect to the first 16 rows of the matrix.
The first 16 rows of the matrix are already linear independent, since they are always the
original rows from the multilevel DCT. However, the basis vectors resulting from the adaptive
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functions are linear dependent. Therefore, each new basis vector included in the matrix must
be orthonormalized with respect to the first 16 rows and to the other basis vectors previously
included into the matrix.
After the orthonormalization of all included basis vectors, the residual subbands rows from the
original multilevel DCT that were shifted and kept in the matrix are also orthonormalized with
respect to the included basis vectors. This orthonormalization process is performed row-by-row
until the basis is complete. Consequently, at the end of the HSDT matrix generation process, a
complete orthonormal optimized basis is obtained.
It is important to note that the same basis can be generated both at the encoding and decoding
processes, once the adaptation depends only on the lower resolution image computed at the
previous decomposition level.
In the linear algebra view of the HSDT application, the residual block is initially read by
columns in order to form a block vector. Then, the inner product of this block vector and the
basis vectors is calculated to obtain the resulting coefficients. The approximation coefficients (first
16) will be null, once the residual block has dimensionality 48, and the first residual coefficient
(17th coefficient) will concentrate most of the residual block energy, if the adaptive functions are
successfully designed.
5.3 Adaptive Functions
The performance of the HSDT is highly dependent on the performance of the adaptive func-
tions. If the adaptive functions can produce basis vectors that, after the orthonormalization
process, are similar to the residual block, the transform will achieve its goal of high energy con-
centration. In order to pursue this similarity, two natural image properties will be exploited by
the adaptive functions as described in the following sections: directionality and correlation.
5.3.1 Directional Adaptive Functions
Separable two-dimensional transforms applied horizontally and vertically capture the infor-
mation in these directions very well. However, in natural images, most of the information is not
along these two directions. Besides, the Karhunen-Loe`ve Transform (KLT) is optimal given the
assumptions on the signal correlation matrix that is characterized by isotropically and strongly
correlated pixels [70]. But, for most images, the correlation changes locally and is more likely
stronger along a certain direction, not necessarily being horizontal or vertical. Based on these
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considerations, several directional transforms have been proposed [71–76]. These transforms can
be classified into two categories. In the first category, new transforms are introduced to incor-
porate directional bases, like curvelets [71] and dual tree complex wavelets [72]. The transforms
of the second category are modified from existing transforms, such as the directional wavelet
transform [73], the directional DCT transform [74,75] and the directional lapped transform [76].
The scheme proposed to design directional adaptive functions in this work is from the first
category and consists of two steps. All adaptive functions are applied to the 4x4 full blocks of
the lower resolution image and must produce 8x8 full blocks. Therefore, in the first step, the
dominant direction of the 4x4 block is identified, provided that the block has a strong correlation
along a certain direction. This step is referred to as direction detection. In the second step, the
block is interpolated in the dominant direction to generate the 8x8 block. This step is, then,
referred to as directional interpolation.
The combination of direction detection and directional interpolation techniques is suitable to
produce directional adaptive functions for the HSDT based on the assumption that lower reso-
lution blocks with strong directional patterns show the same strong directional patterns in the
corresponding residual block. As all blocks of the full lower resolution image of the previous
decomposition level are available both at coding and decoding processes of the current decompo-
sition level, the 4x4 block is expanded to a 8x8 block in order to reduce the blocking artifacts.
Both the direction detection and directional interpolation procedures are then applied to the ex-
panded 8x8 blocks and 16x16 interpolated blocks are produced. The inner central 8x8 area of
this interpolated block is finally read by columns to form the basis vector. In other words, the
8x8 central area is the result of the directional adaptive function that will be included in the
transform matrix as a basis vector. An example of the results obtained with these techniques is
shown in Fig. 5.9 for a 4x4 full block of the luminance plane of the Palm leaf picture.
Several direction detection and directional interpolation techniques are employed by HSDT
and will be detailed in the sequel. Each combination of the techniques forms a directional adaptive
function, resulting in a set of 30 different functions.
Direction Detection
The techniques employed by HSDT for direction detection can be separated into three cat-
egories: Hough transform, texture descriptors and orthogonal regression using principal compo-
nents analysis.
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Figure 5.9: Application of a directional adaptive function to an expanded 8x8 lower resolution
block in order to produce a basis vector.
The Hough transform using the principle of template matching [77] is applied to detect lines
in the lower resolution 8x8 blocks. The result of the transform is the projection of the block
intensity along a radial line oriented at a specific angle. If the transform is computed for angles
varying from 0◦ to 179◦, the result is a matrix which components are the projected values. The
maximum value gives the block dominant direction. Previously to the transform, an edge detector
algorithm can also be applied to the block, such as the Prewitt operator. The image resulting
from the edge detection process is then the Hough transform input.
Texture descriptors characterize image textures or regions. The descriptors aim to describe
a texture through the computation of several statistical measures, many of them related with
directional features. Therefore, two texture descriptors that compute spatial activity in specific
directions are employed by HSDT: LAS and SASI.
The Local Activity Spectrum (LAS) descriptor [78] computes four simple measures for each
pixel of a 3x3 block and detects the block spatial activity in only four directions: 0◦, 45◦, 90◦ and
135◦. In order to be applied to the expanded 8x8 blocks, the following variations of the original
LAS are developed in this work:
1) The 3x3 mask block is shifted pixel-by-pixel inside the 8x8 block and the 4 original LAS
measures are computed per shift. The measure with the smallest value per shift gives the
dominant direction for each 3x3 area. After all 8x8 block is covered, the most frequent
dominant direction is considered the final dominant direction of the 8x8 block. This version
of the LAS descriptor will be referred to in this work as LAS - 4 Directions.
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2) The 3x3 mask block is expanded to a 5x5 mask block and each measure is adapted to enclose
more pixels from the block. Therefore, 12 directions can now be detected: from 0◦ to 165◦,
with intervals of 15◦. Additionally, less shifts are required to cover the whole 8x8 block.
The decision procedure of choosing the most frequent local dominant direction as the final
dominant direction is kept. This version will be referred to as LAS - 12 Directions.
3) The 5x5 mask block is finally expanded to a 7x7 mask block, the measures enclosure is also
expanded and 24 different directions can then be detected: from 0◦ to 172.5◦, with intervals
of 7.5◦. This version will be referred to as LAS - 24 Directions.
The Statistical Analysis of Structural Information (SASI) [79, 80] descriptor is based on sec-
ond order statistics of clique autocorrelation coefficients, which are the coefficients over a set of
directional moving windows. The moving windows are designed with various sizes and shapes to
describe the characteristics of textures in different granularity. However, the directions are limited
to only four possibilities: 0◦, 45◦, 90◦ and 135◦. In this work, windows of size 3x3 are used and
positioned in the expanded 8x8 blocks in the following ways:
1) The window is centralized in the 8x8 block and the autocorrelation coefficients are computed
for each of the four directions. The largest autocorrelation coefficient gives the dominant
direction of the 8x8 block. This version of the SASI descriptor will be referred in this work
as SASI - 1 value.
2) The window is shifted over four central positions in the 8x8 block and the autocorrelation
coefficients are computed for each direction and shift. The means of the autocorrelation
coefficients of the same direction are then computed and the largest mean gives the dominant
direction of the 8x8 block. This version of the SASI descriptor will be referred to as SASI
- 4 values.
3) The same procedure in item 2) is performed, but the window is shifted over eight positions
in the 8x8 block. This version will be referred to as SASI - 8 values.
Finally, the last technique employed by the HSDT for direction detection is the orthogonal
regression using Principal Components Analysis (PCA). The PCA designates a class of methods
for signal analysis and is particularly used here to fit a linear regression that minimizes the
perpendicular distances from the values in the expanded 8x8 block to the fitted plane. This linear
regression process is known as orthogonal regression or total least squares and the fitted plane
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Figure 5.10: Best-fit regression planes computed to find the dominant direction of: a) an artifi-
cially generated 8x8 block and b) a real 8x8 block.
is the best 2-D linear approximation to the 8x8 block. The normal vector of the fitted plane is
projected onto the x-y plane and shifted to the origin. The angle that the projection makes with
x-axis gives the dominant direction of the 8x8 block. This direction detection technique will be
referred to in this work as Fit Plane. A variant of the technique is to consider the perpendicular
direction of the dominant direction as the new dominant direction. This variant will be referred
to as as Fit Plane - Perpendicular.
Fig. 5.10 illustrates the results obtained with the Fit Plane technique. A 8x8 block generated
with a well-defined directionality of 135◦ is shown in Fig. 5.10(a) with its corresponding best-fit
regression plane. The blue line is the normal vector of the plane. The dotted arrow indicates the
projection of the normal vector onto the x-y plane and the shift to the origin. As expected, the
projection makes exactly 135◦ with x-axis. A real example, with similar visual directionality of
135◦, is shown in Fig. 5.10(b). The green points around the fitted plane are above it and the red
points are below. For this real 8x8 block, the technique returns a good approximation of 111◦ as
the dominant block direction.
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Directional Interpolation
The main task of all adaptive functions is to produce 8x8 blocks from the 4x4 blocks. Therefore,
the missing block values must be generated from the available information. This process is
often referred to as magnification. The task of magnification is an essential part of software
zooming, for instance, and the main challenge is to preserve sharpness of image after resolution
enhancement. The traditional magnification approaches are based on bilinear, bicubic or spline
interpolation. These methods are fast, but usually generate blurred images. To avoid this problem,
interpolation methods that try to preserve the image characteristics, such as the directionality,
can be applied [81–83].
Three simple directional interpolation methods were specially designed for the HSDT: in-
terpolation with directional weights enclosing a 12-point neighborhood, interpolation with direc-
tional weights enclosing a 16-point neighborhood and interpolation with directional and Euclidean
weights enclosing a 16-point neighborhood. The direction of the dominant block is determined
by one of the direction detection techniques previously described.
An illustrative example of the directional weight computation enclosing a small 4-point neigh-
borhood is given by Fig. 5.11. In this example, the four black points are the original available
points and the central red point is the point being interpolated. The directional interpolation
should be performed at θ = 30◦. The dashed line passing through the red point, i.e., the origin,
sets this direction. The perpendicular distances di of all original points Pi to the dashed line are
computed and the inverse distances are used as weights ωi. Therefore, the weight assigned to each
neighbor point diminishes as the distance from the dashed line increases. The procedure can be
defined as an inverse directional distance weighted interpolation.
ᶿ = 30o
d1
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P2P3
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y
Figure 5.11: Directional distance computation enclosing 4-original points represented in black.
The central red point is the point to be directionally interpolated at θ = 30◦.
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Considering that the perpendicular distance between a point P (x, y) and a line ax+by+c = 0
is given by
d =
|ax+ by + c|√
a2 + b2
, (5.2)
the perpendicular distances di between the points Pi(xi, yi) in Fig. 5.11 and the dashed line
oriented θ◦ from the x-axis can be expressed as
di =
|tgθ · xi − yi|√
tg2θ + 1
. (5.3)
The weights are the inverse distances, i.e. ωi = 1/di, and must be normalized. Each weight is
then divided by the sum of all weights.
After the directional weight computation is completed, each directionally interpolated point
P can be computed as
P =
|P|∑
i=1
ωi · Pi (5.4)
where P is the set of original points included in the interpolated point neighborhood.
In this work, neighborhoods of both 12 and 16 original points are considered and the arrange-
ments are represented, respectively, in Figs. 5.12(a) and 5.12(b). The same directional weight
computation procedure for the 4-point neighborhood is extended for enclosing a 12-point neigh-
borhood and a 16-point neighborhood. All directional weights are pre-computed and stored to be
used on-the-fly in the computation of the interpolated points.
In both arrangements of Fig. 5.12, the black points are the original available points and the red
points are the points to be directionally interpolated. The arrangement in Fig. 5.12(a) has stag-
gered original rows and columns. Therefore, every point to be interpolated has equidistant original
neighbors, i.e., it is adjacent to four original points. The directional interpolation technique pre-
viously referred to as interpolation with directional weights enclosing a 12-point neighborhood
employs this type of arrangement. The central point in Fig. 5.12(a), for instance, is directionally
interpolated through Eq. (5.4), where P comprises all 12 original points in the arrangement.
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(a)
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4x3 neighborhood for 
interpolated point in position 3
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for interpolated 
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Figure 5.12: Arrangements for interpolation with directional weights enclosing a: a) 12-point
neighborhood and b) 16-point neighborhood.
Unlike the arrangement in Fig. 5.12(a), the arrangement in Fig. 5.12(b) has a regular pattern
where points at rows and columns positions multiple to pel (0,2,4,..., for pel=2) must be original
points and the points half-way between the original points must be directionally interpolated.
These points are usually known as “half-pel points”. Each half-pel point that is adjacent to two
original points, such as the points in positions 1 and 3 in Fig. 5.12(b), is interpolated through
Eq. (5.4), where P comprises all 12 original points in the highlighted neighborhoods: 3x4 neigh-
borhood for interpolated points in position 1 and 4x3 neighborhood for interpolated points in
position 3. For the half-pel points in position 2, P comprises all 16 original points in the arrange-
ment. This is the directional interpolation technique previously referred to as interpolation with
directional weights enclosing a 16-point neighborhood.
In some cases, the computation of the directional weights can not assure that the value of
the directionally interpolated point will be properly influenced by each of its neighbors. Fig. 5.13
shows the case of a point being interpolated in position 1 of the arrangement shown in Fig. 5.12(b).
The directional interpolation should be performed at θ = 90◦. As can be noted, all perpendicular
distances from the original points 1 to 6 to the dashed line oriented 90◦ from the x-axis are equal,
which means that all these points are weighted equally in Eq. (5.4). However, the closest points, 1
and 2, should have more influence on the final value of the point being interpolated than all other
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Figure 5.13: Red central point being directionally interpolated at θ = 90◦ in the position 1 of the
arrangement shown in Fig. 5.12(b).
points. In order to solve this problem, Euclidean distances between all original points and the
point being interpolated are also pre-computed, stored and turned into normalized weights. These
Euclidean weights are then combined with the directional weights in the directional interpolation
technique previously referred to as interpolation with directional and Euclidean weights enclosing
a 16-point neighborhood.
5.3.2 Block Matching Adaptive Functions
While the directional adaptive functions exploit the natural blocks directionality, the block
matching adaptive functions exploit the natural local and non-local blocks correlations. It is well
recognized that pixels in images usually have a strong correlation to their neighboring pixels,
known as local correlation. In addition, across an image, there are potentially similar structures
and repeated patterns, exhibiting strong non-local correlations.
The scheme proposed to design block matching adaptive functions in this work takes advantage
of the correlation among the 4x4 full blocks of the lower resolution image to obtain the basis vector
to be included in the transform matrix. This scheme is illustrated by Fig. 5.14. The block marked
with X in the 128x128 image is the current block being encoded/decoded. The approximation
block, i.e., the representation of the block with dimensionality 16, is available from the 64x64
final image of the previous decomposition level. Therefore, encoding/decoding of the current
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Figure 5.14: Application of a block matching adaptive function to a 4x4 lower resolution block in
order to produce a basis vector.
block actually means encoding/decoding of the residual block in order to complete the full block
representation and the transform will be adaptively optimized to code this residual block. Once
the blocks encoding/decoding processes are performed in raster order, all blocks in previous rows
and previous columns of the current row are available with dimensionality 64.
As indicated by Fig. 5.14, the block matching algorithm is applied only to the full blocks
of the lower resolution image. Initially, the corresponding lower resolution block of the current
block being encoded/decoded is localized. Then, the most similar block to the lower resolution
block is identified. Finally, the corresponding full 8x8 block of this most similar block is localized
and read by columns to form the basis vector. It is important to note that, unlike performed
by the directional adaptive functions, the blocks read as columns to form the basis vectors are
not produced by directional interpolation. These blocks are directly extracted from the already
encoded/decoded blocks of the current full image.
The block matching algorithm applied to the full blocks of the lower resolution image always
employs a small window search of 3x5 blocks, i.e., 12x20 values. As the matching computations
take considerable computation time, the window search size is kept small. In another effort to
reduce the computation time, the matching computations can be performed in two stages as
shown in Fig. 5.15. In the first stage, referred to as 5-point comparison, only the central 4x4
areas of connected blocks, surrounded by the red boxes, are compared with the current block,
marked with X. The best match between the current block and the 5 areas is obtained and the
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Figure 5.15: 2-stage block matching process.
second stage is performed according to this result. Only the best match area is expanded to a
8x8 area and new comparisons are performed pixel-by-pixel inside this 8x8 area in a full search
procedure. The second stage is then referred to as 25-point comparison. In the example shown in
Fig. 5.15, the top-left 4x4 area is the “winner” in the first stage and the green box in the second
stage represents the expanded 8x8 area.
The simplest distance metric employed to evaluate the similarity among the blocks, in order to
identify the best match block, is the Sum of Absolute Differences (SAD). The computation of the
block matching with the 2-stage process and SAD as the distance metric will be referred in this
work as Two-step. If the block matching is computed with a pixel-by-pixel full search procedure
in the whole 3x5 window search and SAD is employed as the distance metric, the procedure will
be referred to as One-step.
It is assumed that the distance metric labels the best match block. However, this assumption
does not always hold and blocks with higher similarity than the chosen as the best match block
are ignored. Therefore, another version of the One-step procedure considers not only one best
match block, but the 5 best match blocks. The 5 corresponding 8x8 blocks are localized at the
current full image, the mean of these 5 blocks is computed and read by columns to form the basis
vector. This version of the One-step procedure is referred to as One-step mean.
Like designed for the directional adaptive functions, the block matching adaptive functions
also employ texture descriptors. The difference is that, unlike the directional functions, here all
the values computed for each descriptor, not only the largest autocorrelation coefficient, are taken
into account. The descriptors are composed of a set of values and several distance metrics are
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employed in order to measure the similarity among the descriptors computed for each block. The
set of values in the descriptors can be normalized or non-normalized. Another difference is that
not only descriptors that detect directional features in the blocks are computed, such as LAS
and SASI described in Section 5.3.1. Texture descriptors that describe the neighborhood of each
value inside the block are also employed, such as the LBP. The Local Binary Pattern (LBP) [84]
descriptor is defined as a gray-scale invariant texture measure which labels the pixels of an image
by thresholding the neighborhood of each pixel and considering the result as a binary number.
Several combinations of techniques can be made for the block matching adaptive functions
employing texture descriptors. For the functions employing SASI, for instance, the versions in
Section 5.3.1 referred to as SASI - 1 value, SASI - 4 values and SASI - 8 values are all employed
here with normalized or non-normalized descriptors and with Euclidean distances or the similarity
measure defined in [79] as distance metrics. Considering all possible combinations for the functions
employing SASI and all other functions described in this Section, a total of 18 different blocking
matching adaptive functions arises.
5.3.3 Performance Evaluation
As 30 different directional adaptive functions resulted from the combination of the techniques
detailed in Section 5.3.1 and more 18 different block matching adaptive functions resulted from
the methods described in Section 5.3.2, a diverse set of 48 adaptive functions is achieved.
In an effort to evaluate the average performance of these adaptive functions, the following
procedure is adopted:
1) Several images are selected from a large database of perceptually diverse content [66].
2) All adaptive functions are computed to all residual blocks from the several selected images.
3) The result of each adaptive function is included in the 17th transform matrix position, as
illustrated by Fig. 5.8. The transform is orthonormalized and used to encode the residual
block.
4) After the residual block is encoded with the transform produced by each adaptive func-
tion, the energy percentage represented only by the first residual coefficient, i.e., the 17th
coefficient, is computed with respect to the total residual block energy.
5) The average energy percentage per adaptive function is computed over all encoded blocks
from all selected images.
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Considering the size of the window search (12x20 values) employed by the block matching
adaptive functions and also the fact that after a certain decomposition level, the coefficient values
are too randomized for being exploited with correlation and directionality techniques, the HSDT
is only computed for decomposition levels where images have sizes greater or equal than 64x64.
It means, for instance, that for all images with size 512x512 shown in the results of Section 5.6,
the HSDT will be computed for only 4 decomposition levels: levels 4, 3, 2, and 1. It is worthy to
refer here to Fig. 5.3 for an illustration of the levels arrangement.
As the HSDT is not computed for all decomposition levels, the blocks in the levels where the
transform is not computed are encoded/decoded with the default multilevel DCT. However, as
mentioned in Section 5.2.1 and shown in Fig. 5.7, the transform matrix of the 2D-DCT is not
frequency-ordered. In an effort to achieve a better order for the 2D-DCT, the performance of
each “residual” 2D-DCT is evaluated. This evaluation is performed in this work in the same way
as the adaptive functions were evaluated by the 1-5 steps procedure previously described.
Fig. 5.16 shows some performance evaluations for the 48 adaptive functions and the 48 residual
DCT functions. The evaluations were performed with several QPs (quantization parameters)3
and the results obtained with QP 20 and QP 60 are illustrated, respectively, by the left and right
graphs. Several conclusions can be taken from these graphs, such as:
1) The adaptive functions achieve more energy concentration in higher levels (3 and 4), while
the DCT functions achieve their best energy concentration result in lower levels (1 and
2). This result was expected once the overall energy exploited by the adaptive functions is
higher at the higher levels.
2) The performance of the block matching adaptive functions is better, in general, than the
performance of the directional adaptive functions. However, several directional adaptive
functions achieve almost the same energy concentration in all levels, specially at the low
bit-rate scenario with QP 60. The same regular behavior is not observed for the block
matching adaptive functions.
3) The overall performance of the adaptive functions is better at the high bit-rate scenario
with QP 20 than at the low bit-rate scenario. The performance at low bit-rate scenario is
specially affected in lower levels (1 and 2).
4) The overall performance of the DCT functions is insensitive to the bit-rate variation.
3The quantization method employed by the HSDT is described at Section 5.5.1.
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Figure 5.16: Performance evaluation for adaptive and DCT functions in terms of average energy
percentage per function with a) QP 20 and b) QP 60.
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5) Six directional adaptive functions have very similar performance. That happens because
the direction detection techniques are combined with the directional interpolation tech-
niques and the resulting functions are organized in the graphs following a repeated pattern.
Therefore, all the best six directional adaptive functions use interpolation with directional
and Euclidean weights enclosing a 16-point neighborhood (the last directional interpolation
method described in Section 5.3.1). It means that the performance of directional adaptive
functions is more affected by the directional interpolation method than by the direction
detection chosen method.
A special result can be taken from the graphs in Fig. 5.16 and the other graphs obtained
with different QPs: the best-in-the-average order for the 2D-DCT functions. The numbers in the
basis patterns of Fig. 5.17 indicate the basis order in the matrix transform shown in Fig. 5.7.
These functions could be ordered with the standard zig-zag pattern drawn in Fig. 5.17, but a
best-in-the-average order can be extracted from the performance evaluation conducted for the
DCT functions. Both orders are shown in Fig. 5.17.
Therefore, an additional result obtained with the HSDT is a best-in-the-average scanning order
for the 2D-DCT. An interesting aspect of this result is that the first 10 functions read according to
the best-in-the-average order are exactly the lower-frequency functions of the residual subbands
named H and V in Fig. 5.2. These 10 functions are surrounded with red boxes in Fig. 5.17.
Figure 5.17: Zig-zag order and best-in-the-average order for the 2D-DCT.
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Besides the 10 best functions identified for the DCT, the following 15 best adaptive functions
were also selected (the first 8 are block matching adaptive functions and the remaining are di-
rectional adaptive functions - all directional functions employ interpolation with directional and
Euclidean weights enclosing a 16-point neighborhood):
1) One-step
2) One-step mean
3) Two-step
4) LBP
5) SASI - 1 Value - non-normalized - similarity distance metric
6) SASI - 4 Values - non-normalized - similarity distance metric
7) SASI - 8 Values - non-normalized - similarity distance metric
8) SASI - 8 Values - normalized - Euclidean distance metric
9) Hough transform
10) LAS - 4 Directions
11) LAS - 12 Directions
12) LAS - 24 Directions
13) SASI - 4 Value
14) SASI - 8 Values
15) Fit plane
It is important to note that the performance shown in Fig. 5.16 is the average performance.
Individual performance per block can achieve much better results, such as illustrated by Figs. 5.18
and 5.19. Both figures show the results of adaptive functions applied to code the same residual
block, which was extracted from the image shown in Fig. 5.5. In Fig. 5.18, the residual block is
coded with the result of the block matching adaptive function One-step mean and in Fig. 5.19 the
residual block is coded with the result of the directional adaptive function LAS - 24 Directions.
It can be seen in Fig. 5.18 that the full 8x8 corresponding block is indeed very similar to the
full 8x8 block being encoded/decoded. Therefore, the basis vector, i.e., the corresponding block
read by columns and orthonormalized, is also very similar to the residual block and is able to
represent 78% of the total residual block energy. In Fig. 5.19, the directionally interpolated block
is not so similar to the full 8x8 block being encoded/decoded. Consequently, the resulting basis
vector is able to represent only 22% of the total residual block energy. Although the performance
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Figure 5.18: Encoding/decoding process employing a block matching adaptive function.
of the directional adaptive function is almost 4 times worse than the performance of the block
matching adaptive function for this residual block, it is still almost 3 times better than the average
performance of the directional adaptive functions shown in Fig. 5.16.
5.4 Basis Vectors Ordering
The different performance results presented in the previous section raised the need to identify
the“goodness”of each adaptive function with respect to the specific characteristics of each residual
block. For instance, an uniform residual block localized in a correlated image area could be
successfully coded with a block matching adaptive function. On the other hand, a directional
residual block localized in a non-correlated area probably would be better coded with a directional
adaptive function. And finally, a non-directional residual block in a non-uniform area would not
benefit much from adaptive functions and should be coded with the standard 2D-DCT.
Therefore, it is clear that the characteristics of each residual block must be measured and
the best adaptive or DCT functions to code each type of residual block must be identified. This
process was performed in two steps in this work. In the first step, statistical measures considering
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Figure 5.19: Encoding/decoding process employing a directional adaptive function.
not only the residual block itself but also its neighborhood were computed. In the second step,
a training process was performed following the same procedure described at the beginning of
Section 5.3.3, except that the procedure was also adopted for the pre-identified best 10 DCT
functions, it was only adopted for the pre-identified best 15 adaptive functions and the average
energy percentage per adaptive function was not computed in the end of the training process.
Instead of that, the individual energy concentration performance of each considered adaptive and
DCT function per block was stored. Multiple linear regression was then applied to determine
hyperplanes of dimension m for each adaptive and DCT function, where m is the number of
statistical measures computed per block. These two steps are detailed in the sequel.
Five statistical measures were computed, all for the expanded lower resolution 8x8 full block,
which is available both at encoding and decoding processes. Two measures exploit the block
correlation, two other measures exploit the neighborhood correlation and the last measure is the
block standard deviation.
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The two measures exploiting block correlation employ the LAS descriptor with 24 directions
described in Section 5.3.1. This descriptor provides spatial activities measures computed in dif-
ferent 24 directions inside the block. If the spatial activity is small in some direction, probably
the block has strong correlation in that direction. Then, the smallest measure is kept as the
first statistical block correlation measure. There is then an inverse relation, small spatial activity
indicates strong correlation. But this measure alone does not define if the block is correlated in
only one direction, i.e., directional, or if it is correlated in all directions, i.e., uniform. Therefore,
the other kept statistical correlation measure is the standard deviation of the 10 smallest spatial
activities measures. If the deviation is small, probably the block is uniform. Conversely, the block
is directional.
The two measures exploiting neighborhood correlation employ the same One-step method
described in Section 5.3.2, except that the distance metric (SAD, in this case) result is divided by
the block standard deviation here. Like performed for the block correlation statistical measures,
the smallest SAD measure is kept as the first statistical neighborhood correlation measure and
the standard deviation of the 10 smallest SAD is kept as the second statistical neighborhood
correlation measure. These are also inverse measures, a small SAD measure means that there is,
at least, one neighbor block highly correlated to the current block. If the deviation is also small,
the neighborhood is probably uniform and several blocks are correlated to the current block.
Summarizing, the five statistical measures computed and stored per block are:
1) Standard deviation
2) Smallest spatial activity (highest block correlation)
3) Standard deviation of the 10 smallest spatial activities
4) Smallest SAD (highest neighborhood correlation)
5) Standard deviation of the 10 smallest SADs
The relation between the energy concentration performance of each adaptive/DCT function
and the statistical measures per block will be defined through multiple linear regression. For all
blocks of the several selected images, the five statistical measures were stored and the performance
of the 10 DCT functions and of the 15 adaptive functions were also stored. At the end of the
training process, the multiple linear regression determines the hyperplanes that minimize the
sum of the squares of the distances (where the distances are parallel to the y-axis) between the
hyperplanes and the statistical measures. One hyperplane is determined for each of the 10 selected
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DCT functions and each of the 15 selected adaptive functions. The equation of the hyperplane
is:
y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 (5.5)
where y is the dependent variable, x1−5 are the independent variables or predictors and β1−5 are
the coefficient regressors. The coefficient regressors are the main result of the training process.
Therefore, they are stored to be used on-the-fly in the encoding/decoding processes of each block.
In this work, x1−5 are the 5 statistical measures and y is the energy concentration percentage.
As Eq. (5.5) is computed for all selected adaptive and DCT functions, y gives the approximate
energy concentration achieved by each function for a block with characteristics defined by the
statistical measures x1−5. Clearly, the chosen function to encode/decode the block is the function
which returns the highest y value.
The visual representation of the hyperplanes can not be done, but for illustration purposes,
the regression planes were computed considering only 2 statistical measures: the Smallest spatial
activity and the Standard deviation of the 10 smallest spatial activities. The planes are shown
for four functions in Fig. 5.20: block matching adaptive function One-step, directional adaptive
function SASI-8 values, DCT function number 1 in Fig. 5.17 and DCT function number 17 also
in Fig. 5.17. It can be seen, for instance, that blocks with high deviation and small spatial
activity, which are probably directional blocks as previously observed, would be better coded
with adaptive functions. On the other hand, blocks with small deviation and high spatial activity
are not correlated and would be better coded with the DCT functions. The graphs in Fig. 5.20
do not consider neighborhood correlation statistical measures, only block correlation statistical
measures. Therefore, only a partial evaluation of the function performance can be done based on
them.
A very important aspect which was not handled yet in this work is that, not only the best
function for the first transform matrix position must be identified, but also the best functions for
all other matrix positions. If the first basis vector represents 50% of the total residual energy, but
the other 50% of the energy is spread across the remaining 47 basis vectors or even concentrated
in the last basis vectors, the overall performance of the transform will not be satisfactory. The
average energy percentage obtained through the regression hyperplanes can not be used to order
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Figure 5.20: Regression planes of two adaptive and two DCT functions. The DCT function
numbers refer to the numbers in Fig. 5.17.
the adaptive and DCT functions in the remaining basis positions because similar functions exploit
similar characteristics of the blocks and produce similar basis vectors. Therefore, if the first and
the second basis vectors are very similar, after the orthonormalization, the second basis vectors
will become too randomized and most of the energy it could represent would have already been
represented by the first basis vector.
The necessary ordering of the basis vectors is performed in this work by two developed meth-
ods: regression hyperplanes and KLT. In first method, regression hyperplanes were also computed
for the second transform matrix position in the same way the hyperplanes were computed for the
first transform matrix position, but considering which specific function was chosen as the best
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first one. Therefore, the whole training process was performed for each case, i.e., for each func-
tion in the first position, all other remaining functions were tried at the second position and all
performance results were stored. In the end, the hyperplanes for all combinations were computed,
resulting in 24 coefficient regressors sets for each of the 25 possible functions selected for the first
position (15 adaptive functions plus 10 DCT functions).
As this training process is computationally expensive, the coefficient regressors sets were not
computed for the third position, the fourth position and so on. The performance of the functions in
the third position was also measured following the same previous procedure, but now considering
which specific functions were chosen as the best ones for the first and second matrix positions.
All performance results for each pair of functions in the initial positions were stored and at the
end of the training process, the average energy percentages were just used to order the remaining
functions, without the computation of new coefficient regressor sets for each case. Summarizing,
coefficient regressor sets were computed and stored for the first and second matrix positions and
fixed orders were computed and stored for the remaining positions.
The other possible method applied in this work to order the basis vectors is the KLT. The
possible set of best adaptive functions to code the current residual block is identified and the
KLT is applied to these functions. The KLT decomposes these functions as a linear combination
of the principal components of the functions. Therefore, the functions are uncorrelated and the
common good characteristics of the best functions are reinforced, while the uncommon undesirable
characteristics are weakened.
Before the KLT is applied, the set of best adaptive functions must be determined. The coeffi-
cient regressor sets computed to identify the best function in the first matrix position, as explained
in Section 5.3.3, are applied for this task. Eq. (5.5) is computed only for the adaptive functions,
not for the DCTs. After the computation, only the adaptive functions that achieve, at least, 10%
of energy concentration are selected. Following, the selected functions are orthogonalized, but not
normalized. The energy concentration results are also used as weights to differentiate the selected
functions. If a selected function achieves 80% of energy concentration, for instance, its content
should be more represented by the principal components than another function that achieves 13%.
After this process is completed, a set of weighted orthogonal best adaptive functions is determined
and the KLT can be applied to this set.
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Initially, the covariance matrix is computed and the eigendecomposition is performed on it.
Following, the eigenvalues are sorted in descending order and the corresponding eigenvectors are
arranged to form the KLT matrix. Finally, only the initial eigenvectors of the KLT matrix are
kept in order to form the final basis vectors of the HSDT transform matrix. The number of
kept eigenvectors is equal to the number of selected adaptive functions in the set. This number
is variable, since it depends on the performance of the functions for the specific block being
coded. The remaining positions of the HSDT transform matrix are filled with the default 2D-
DCT ordered according to the best-in-the-average order shown in Fig. 5.17. The only difference
is that the initial 10 best DCT functions are also ordered according to the energy concentration
results obtained with Eq. (5.5) for these functions. The same 2D-DCT ordering procedure is
applied to code the residual block only with the 2D-DCT when any adaptive function meets the
requirement of achieving, at least, 10% of energy concentration.
5.5 Full Image Codec
As a proof of concept, a full image codec was implemented to evaluate the potential gain from
the HSDT. For simplicity, only the image luminance component is considered. In order to create
zero-mean images, the value of 128 is subtracted from the original luminance components. The
quantization and entropy coding stages of the image codec will be detailed in this section.
5.5.1 Quantization
The design of the quantization process, in particular regarding the optimal quantization step
size and dead zoning/quantization rounding control mechanisms, has been widely studied and one
of the most important observations was that coefficients distribution followed, in most cases, a
Laplacian distribution. This assumption is followed within the design of many codecs, including
H.264/AVC, in an attempt to improve the rate distortion performance.
The quantization process applied by the H.264/AVC [26,85] is illustrated in Fig. 5.21 and can
be seen as a deadzone with variable width uniform scalar quantizer. This is the process adopted
also in this work to quantize the residual coefficients resulting from the transform application.
The quantization of a coefficient equal to W is performed as
WQ =
⌊ |W |+ f
∆
⌋
· sgn(W ) (5.6)
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Figure 5.21: Deadzone with variable width uniform scalar quantizer.
where WQ is the quantized coefficient, ∆ is the quantization step size and f is the rounding
parameter. In this work, f = ∆/6 in an attempt to approximate the most probable coefficients
Laplacian distribution [10]. The addition of a positive rounding parameter results in a smaller
deadzone. The reconstructed coefficient W
′
is computed as
W
′
= ∆ ·WQ. (5.7)
The following methods were developed in this work to define the quantization step size ∆,
from now on referred to as Quantization Parameter (QP):
1) Store the maximum absolute coefficient value |W| per decomposition level l and compute
QP as
⌈
|W |
2l+1
⌉
. This is an implicit quantization method, where the formula computes the
quantization parameters according to the coefficients values. By this method, the step size
decreases at each decomposition level, while the number of quantization levels increases by
an approximate factor of 2. The computed QPs (one per decomposition level) are stored at
the header of the coded image to be used by the decoder.
2) Each QP computed per level can be used to quantize all residual coefficients of each block
in the level or secondary QPs can be derived from this base QP to code each specific
residual coefficient with a more appropriate QP. As the initial residual coefficients tend to
concentrate more energy than the final ones, the possibility of coding each coefficient with
a different QP may positively influence the final performance of the HSDT.
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3) Define the quantization parameter as a fixed codec parameter. This an explicit quantization
method, where the QP is pre-defined and used to code all residual coefficients from blocks
in all decomposition levels.
The QP definition methods presented in items 1-3) are all implemented at the full image codec.
However, as the main purpose of it is to evaluate the HSDT, not the whole encoding process, the
simplest method specified in item 3) is chosen to show the transform results in Section 5.6.
5.5.2 Entropy coding
The entropy coding stage of the full image codec developed in this work employs an arithmetic
coder. Arithmetic coding provides a practical alternative to variable-length codes that can more
closely approach theoretical maximum compression ratios [86]. An arithmetic coder converts a
sequence of data symbols into a single fractional number and can approach the optimal fractional
number of bits required to represent each symbol.
Before the arithmetic coder is applied, the residual coefficients of all blocks must be read per
level and turned into symbols. Two methods were implemented here to read the coefficients:
sequential and progressive. In the sequential method, all 48 residual coefficients of the same block
are read in sequence and encoded together. On the other hand, in the progressive method, similar-
positioned coefficients of all blocks are read and encoded together, followed by the next similar-
positioned coefficients of all blocks, and so on. Therefore, initially the first residual coefficient (the
17th coefficient) of all blocks in the same level is read, then the second residual coefficient is read,
etc. It is important to note that the residual coefficients of blocks with total energy zero after the
quantization stage are not read and coded. An extra bit is used to identify these blocks. As after
the transform application, the residual coefficients should be arranged in decreasing in-the-average
order, generally the progressive scanning provides better results than the sequential scanning.
Therefore, the progressive scanning is chosen to show the transform results in Section 5.6.
The next step is to define a statistical model for the residual coefficients. The model adopted is
not optimized and starts with a uniform distribution for each decomposition level. The maximum
bounds of the model can be identified through the theoretical or signal dependent modes described
in the sequel.
The theoretical mode considers that, once all functions at HSDT are normalized and the
original luminance image is zero-mean, the range for the coefficients at the first decomposition
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level is 8× (−127) . . . 8× (128). Therefore, the maximum absolute coefficient value, from now on
referred to as Vmax, would be 8× 128. At each decomposition level there is an additional gain of
2 for the lower resolution image. So, at same level l, Vmax(l) is 8× 2l−1 × 128.
The signal dependent mode considers that, once all functions at HSDT are, not only nor-
malized, but also orthogonal, the total energy is conserved according to the Parseval relation.
Therefore, in this mode, the total energy of the residual coefficients of all blocks is computed per
level before the HSDT, when all decomposition levels are coded with the 2D-DCT, and only the
maximum total energy value per level is kept. After the application of the HSDT, relying on the
energy-preserving property, Vmax(l) will be the root square of the maximum total energy value
per level.
Both the theoretical and the signal dependent modes identify Vmax(l). Therefore, the maxi-
mum bound of the model is 2 × Vmax(l). As the theoretical bounds can be unnecessarily higher
than the signal dependent bounds, these are the chosen for the results in Section 5.6. After de-
fined, the maximum bound is quantized and used to compute the intervals between the values
in the statistical model. A cumulative distribution function is then computed and the uniform
resulting model, varying from 0 to 1, is finally scaled to 214 − 1.
Once the statistical model is defined, the next step is to turn the residual coefficients into
symbols. In order to keep the approximate Laplacian distribution, the coefficients are interleaved
according to the following rule:
symbol =

0, if coefficient ≡ 0
|coefficient| × 2 + 1, if coefficient < 0
|coefficient| × 2, if coefficient > 0
(5.8)
Finally, the arithmetic coder converts each symbol into bits and updates the model. It is
important to note that the initial uniform statistical model is updated only on-the-fly after each
symbol encoding/decoding. As the main purpose of the full image codec is to evaluate the HSDT,
the entropy coding stage, like the quantization stage, is kept as simple as possible.
After all levels are entropy coded, the final bitstream is produced, written in the coded file
and the coding process is completed.
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5.6 Results
The full image codec was implemented in Matlab language without fixed variables and in an
object oriented fashion. Therefore, it is possible to modify several parts of the codec, such as to
add a new adaptive function, to change the choice or the order of the best adaptive functions, to
include new quantizers and entropy coders or even to change the size of the 8x8 HSDT.
This section shows the results obtained with the HSDT employing the coding options chosen
and detailed in the previous sections of this chapter. The transform performance was evaluated
in terms of transform coding gain, energy concentration, distortion versus bit-rate curves and
visual performance. The results are shown for three images of size 512x512 selected from a large
database of perceptually diverse content [66]. The first image is the Palm leaf picture, initially
introduced in this work in Fig. 5.4. This image has a strong directional content and many details.
The second image also contains many details combined with a smooth sky area. It is shown in
Fig. 5.22(a) and portrays the New York City skyline. Conversely to the first two images, the
third image, presented in Fig. 5.22(b), has a predominantly smooth and correlated content. An
internal area of the Guggenheim Museum is covered in this image.
(a) (b)
Figure 5.22: Luminance planes of the images: a) New York City skyline and b) Guggenheim
Museum interior.
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As the HSDT was not optimized in terms of computational efficiency and most parts of the
codec include tests to verify if the codec is running in training or coding mode, the encoding
and decoding times were not measured. But an analysis was done through the Matlab Profile
Tool to identify the most time-consuming coding and decoding stages. The analysis is shown in
Table 5.1 and it can be seen that, as expected, the computation of the adaptive functions is the
most expensive coding/decoding stage. The computation of the SASI descriptor with 8 values
appears as particularly expensive, being responsible for almost 70% of the coding/decoding times.
A new choice of adaptive functions or the replacement of SASI by another texture descriptor with
similar efficiency should speed up the coding/decoding processes. Once the HSDT is a symmetric
codec, i.e., the same operations performed at the coder to compute the transform are performed
at the decoder, the coding and decoding times are equal.
5.6.1 Transform Coding Gain
The main objective of transforms employed in compression schemes is to compact energy
efficiently in few coefficients. The transform coding gain (TCG) is an appropriate measure for
Coding/decoding stages Times
Transform
Adaptive
functions
Block matching
SASI
8 values 69.8%
4 values 20.2%
1 value 3.8%
LBP 4.0%
One-step 0.1%
Directional
Direction
detection
SASI
8 values 0.3%
4 values 0.2%
LAS 24 directions 0.1%
Direction
interpola-
tion
Directional and Euclidean
weights - 16 points
0.3%
Basis orthonormalization 0.3%
Statistical measures computation 0.1%
Quantization 0.5%
Arithmetic coder 0.3%
Table 5.1: Average time percentage spent in each coding/decoding stage.
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comparing energy concentration performance of various transforms. Figs. 5.23, 5.24 and 5.25
present the TCG versus QP curves, respectively, for the images Palm leaf, New York City skyline
and Guggenheim Museum. The curves compare the performance of the HSDT, employing the two
basis vectors ordering methods described in Section 5.4, with the performance of the 2D-DCT
employing the best-in-the-average order shown in Fig. 5.17 and the DCT regression hyperplanes
order. The first DCT order is referred to as fixed order in the figures, while the second is referred
to as adaptive order.
For orthogonal transforms, the TCG can be computed by Eq. (2.6). For computing the TCG
of an orthogonal hierarchical transform like HSDT, Eq. (2.6) can be rewritten as:
TCG =
1
N
L∑
i=1
σ2iCi(
L∏
i=1
(
σ2i
)Ci) 1N (5.9)
where L is the total number of decomposition levels, Ci is the total number of coefficients in the
ith level and N =
∑L
i=1Ci.
The TCG was computed after the quantization stage. Therefore, only the non-zero blocks
were included in the computation. The number of non-zero blocks varies according to the image
Figure 5.23: TCG versus QP for the Palm leaf image.
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Figure 5.24: TCG versus QP for the New York City skyline image.
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Figure 5.25: TCG versus QP for the Guggenheim Museum image.
content and, certainly, the quantization parameter. The uniform Guggenheim Museum image, for
instance, has only 21.37% non-zero blocks after being quantized with QP 20. On the other hand,
when the same low QP is set to quantize the rich in details Palm leaf and New York City skyline
images, 62.61% and 65.20% of the blocks are non-zero, respectively.
As expected, the best HSDT performance in terms of TCG is obtained for the Palm leaf and
Guggenheim Museum images. It can be seen in Figs. 5.23 and 5.25 that the HSDT outperforms the
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DCT in 4 dB in the average. It can also be seen in these figures that, for the DCT, the fixed order
outperforms the adaptive order by approximately 0.5 dB, and for the HSDT, the KLT order
outperforms the regression hyperplanes order with different gains. The difference between the
TCGs obtained for the HSDT with the two basis vector ordering methods is specially perceptible
for the New York City skyline image in Fig. 5.24. As it is an image with very diverse content,
probably several blocks are better coded only with the DCT and the usage of the KLT order
enables this option.
An interesting parallel can be made between the computation of the TCG for the DCT in
Section 2.3.2 and in this chapter. In Section 2.3.2, the one-dimensional TCG of the 4x4 DCT was
computed for a stationary Gauss-Markov input with correlation coefficient ρ = 0.9 and the result
was 5.38 dB. In this chapter, the results vary approximately from 3.5 dB to 9.5 dB, according to
the image and QP. This difference in the TCGs arises because in Section 2.3.2, the ideal model
of a high-correlated image was adopted and the coefficients variances were obtained from the
autocorrelation coefficient matrix. In this chapter, the variances of the real residual coefficients c
were computed as
σ2c (n) = E[c
2(n)] for n = 1 . . . 48. (5.10)
The equality in Eq. (5.10) is valid if E[c(n)] = 0, which holds true once the images are zero-
mean and the transform is orthonormal. Another reason for the different TCGs is the transform
size. In Section 2.3.2, the transform size was 4x4 and in this chapter, the transform size is 8x8.
The higher the transform size, the higher the transform coding gain, specially for correlated
images.
5.6.2 Energy Concentration
After providing high energy concentration in few coefficients, it is desirable that the transform
coefficients be ordered in a “decreasing in the average” order. The average percentage energy per
coefficient is shown in Figs. 5.26, 5.27, and 5.28, respectively, for the images Palm leaf, New York
City skyline and Guggenheim Museum. The curves presented in these figures were computed
for enabling comparisons among the same HSDT and DCT methods described in Section 5.6.1.
One difference is that, in these figures, the curves are not varying per QP. Instead of that, only
the average result for QPs ranging from 20 to 60 is presented. The average result can represent
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appropriately the transforms performance in terms of energy concentration because, although the
absolute percentage energy per coefficient varies slightly according to the QP (specially for the
first residual coefficients), the overall decay curve profile is almost insensitive to the QP variation.
For all three images presented here, the HSDT outperforms the DCT providing both smoother
decay curves and higher energy concentrations in the first residual coefficients. For the Palm leaf
image, approximately 55% of the energy is concentrated, in the average, only in the first residual
coefficient. The HSDT performance is even better for the Guggenheim Museum image, where
more than 70% of the energy is concentrated in the first residual coefficient. Although the HSDT
performance for the New York City skyline is not so impressive, it still can also be considered
satisfactory, once more than 25% of the energy is concentrated in the first residual coefficient.
An interesting observation here can be made for the fixed and adaptive orders of the DCT. As
mentioned in Section 5.6.1, the fixed order outperforms the adaptive order in terms of TCG for
all three images by approximately 0.5 dB. The reason of this can be found specially in Fig. 5.27.
The fixed order for the DCT achieves higher disperse energy peaks than the adaptive order.
As the TCG only evaluates energy compaction, not coefficients ordering, the TCG results for
the DCT with fixed order will be consequently higher. However, as shown for all three images in
Figs. 5.26, 5.27, and 5.28, the DCT with adaptive order compacts more energy in the first residual
coefficients and provides smoother decay curves.
Figure 5.26: Residual coefficients energy concentration for the Palm leaf image.
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Figure 5.27: Residual coefficients energy concentration for the New York City skyline image.
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Figure 5.28: Residual coefficients energy concentration for the Guggenheim Museum image.
5.6.3 Distortion versus Bit-rate Curves
The distortion versus bit-rate performance comparisons will be performed among JPEG,
JPEG XR, JPEG 2000 and the full image codec built for the HSDT using the two basis vec-
tor ordering methods described in Section 5.4: KLT and regression hyperplanes. The software
implementations for the JPEG and JPEG 2000 image codecs are the default implementations
provided by the Matlab environment. For the JPEG XR, the software implementation obtained
109
5. HSDT - Hierarchical Signal Dependent Transform
in [48] is used. Compared with the three image codecs, the HSDT codec has more compara-
ble characteristics with JPEG XR than with JPEG and JPEG 2000. Among other comparable
features, JPEG XR also employs a block transform and its frequency mode enables quality and
spatial scalability functions. Certainly, JPEG XR has several features not present at the HSDT
codec, such as an optional second transform lapped stage to reduce blocking artifacts, a flexible
quantization stage, a prediction stage after the quantization and an optimized entropy coding
stage. However, as previously mentioned in Section 5.5, the main purpose of the full image codec
implementation is to evaluate the HSDT performance and, therefore, the other codec stages should
be kept as simple as possible. The results for the JPEG XR were obtained in frequency mode
without the overlapped transform. The other configuration parameters were all set as “default”,
following the definitions in [48]. More details about the JPEG XR image codec were given in
Section 4.2.
Y-PSNR versus bit-rate curves are shown in Figs. 5.29, 5.30, and 5.31, respectively, for the
images Palm leaf, New York City skyline and Guggenheim Museum. The results for the Palm leaf
image, in Fig. 5.29, show that even with the HSDT codec constraints, it outperforms JPEG-XR by
approximately 1dB in the average. One can see that the performances of the HSDT with KLT and
regression hyperplanes orders are quite comparable, while, as expected, JPEG 2000 outperforms
all other image codecs. At low bit-rates, however, the performance difference between the HSDT
and JPEG 2000 reaches less than 1 dB. These good results for the HSDT were expected for
the Palm leaf image, once its strong high correlation and directionality characteristics are well
exploited by the HSDT.
Like Fig. 5.29, the performances of the HSDT with KLT and regression hyperplane orders are
quite comparable for the New York City skyline image in Fig. 5.30. Unlike Fig. 5.29, however,
HSDT does not outperform JPEG-XR. The best results obtained with HSDT for the New York
City skyline image are at low bit-rates and in this scenario, the HSDT performance achieves
satisfactorily the JPEG XR performance. This result is satisfactory because the image is very
rich in details, not correlated, and the previous sections showed reasonable TCG and energy con-
centration measures for it. Even though, in the low bit-rate scenario, the performance difference
between the HSDT and JPEG 2000 reaches only approximately 0.5 dB.
For the Guggenheim Museum image, the results presented in Fig. 5.31 indicate that the HSDT
performance is comparable to the JPEG XR performance. Based on the promising TCG and
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Figure 5.29: Y-PSNR versus bit-rate curves for the Palm leaf image.
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Figure 5.30: Y-PSNR versus bit-rate curves for the New York City skyline image.
energy concentration measures computed by the HSDT in the previous sections and also on the
performance achieved for the Palm leaf image in Fig. 5.29, better results were expected for the
Guggenheim Museum image. One possible explanation is that most blocks are zero after the
quantization stage and, therefore, the number of remaining non-zero blocks that could benefit
from an adaptive transform is small. Another possible explanation is that, once the entropy
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Figure 5.31: Y-PSNR versus bit-rate curves for the Guggenheim Museum image.
coder stage is not optimized, the codec could not capitalize on the high energy concentration
achieved by HSDT for this image.
Visual comparisons are shown for reconstructed images at low bit-rates in Figs. 5.32, 5.33,
and 5.34. In all images it is possible to note that, while JPEG XR introduces more visible
blocking artifacts, HSDT produces more blurred images for comparable bit-rate scenarios. This
is an interesting result obtained for the HSDT because, although it also employs a block transform
as the JPEG XR, the blocking artifacts are weakened through the various decomposition levels.
The visual different characteristics produced by each transform are specially perceptible for the
bulb area of the Palm leaf image in Fig. 5.32, the sky of the New York City skyline image in
Fig. 5.33 and the white large strip of a zoomed area of the Guggenheim Museum image in Fig. 5.34.
It is important to note here that JPEG XR has as an optional second transform lapped stage to
reduce blocking artifacts at low bit-rates.
5.7 Conclusions
This chapter presented a new transform, named HSDT, that is able to exploit the cross-level
structural similarities commonly found in hierarchical coding schemes. The transform is adaptive,
signal dependent, applied in a block-based fashion and relies on natural properties of most images,
such as directionality and neighborhood correlation. A full symmetric image codec was developed
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(a)
(b)
Figure 5.32: Reconstructed Palm leaf image previously encoded with: a) HSDT at 0.25 bpp
(achieving Y-PSNR of 32.5 dB) and b) JPEG XR at 0.22 bpp (achieving Y-PSNR of 31 dB).
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(a)
(b)
Figure 5.33: Reconstructed New York City skyline image previously encoded with: a) HSDT at
0.3 bpp (achieving Y-PSNR of 32.3 dB) and b) JPEG XR at 0.4 bpp (achieving Y-PSNR of 32.6
dB).
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(a)
(b)
Figure 5.34: Reconstructed Guggenheim Museum image previously encoded with: a) HSDT at
0.1 bpp (achieving Y-PSNR of 36.5 dB) and b) JPEG XR at 0.09 bpp (achieving Y-PSNR of 36.3
dB).
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to evaluate the HSDT performance. Besides being symmetric, there is no additional overhead in
the coding stages since adaptation is based on previously coded blocks.
The results obtained with the HSDT codec are comparable with JPEG XR, when coding and
decoding processes are performed under similar circumstances. Good results are also provided
by the HSDT in terms of transform coding gain and energy concentration. The HSDT codec
shows potential to provide much better results with the tuning of the quantization and entropy
coding stages. Therefore, this work shows that there is still room for further improvement in
image coding exploiting cross-level structural similarities.
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Chapter 6
Future Works
As this thesis is a set of contributions on various topics related to image and video coding, each
chapter can be read independently and is completed with its specific conclusions. Therefore, this
final chapter aims to propose future works motivated by the several contributions of each chapter.
Chapter 2: It is interesting to further exploit the reduction of blocking artifacts with the use
of lapped transforms. Additionally, other fast transforms, more efficiently matched to the
signal covariances in the spatial and temporal dimensions could provide competitive results.
The possibility of including some partial level of motion estimation and motion compensa-
tion could improve performance with limited impact on complexity.
Chapter 3: A better model that takes into account the dependence among pixels is necessary
for the next stage of the rate allocation algorithm described in this chapter. The proposed
optimization procedure can also be applied to the encoding of depth maps, resulting in
increased coding efficiency. An additional benefit can be derived form a better fitting of the
RxD curve, for instance, by computing different curves for I, P, and B frames.
Chapter 4: An attractive enhancement of the proposed method is its evolution towards the
characterization of classes of block neighborhoods and the associated sets of average block
filters. This modification would require a training stage and would have some impact on
the system complexity.
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Chapter 5: The computational load of the proposed adaptive transform scheme could be re-
duced by a preliminary computation of the standard deviation of the various blocks, so that
trivial blocks would not be adaptively encoded. Improved performance could also be derived
from various punctual modifications in the proposed system, such as, overlapped transforms,
improved statistical modeling and training, and optimized quantization and entropy coding
stages. Also promising is the application of the HSDT to video coding.
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