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We discuss theoretically a frustrated Heisenberg antiferromagnet in magnetic field close to the
saturation one. It is demonstrated that a small biaxial anisotropy and/or the magnetic dipolar
interaction produce a delicate balance between phases with a commensurate canted, incommensurate
helical (conical), and fan spin orderings. As a result, different sequences of phase transitions are
realized depending on values of these small anisotropic interactions. We derive analytical expressions
for critical fields and ground-state energies of the phases which are in a quantitative agreement with
our and previous Monte-Carlo simulations.
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I. INTRODUCTION
Since experimental observation of the giant magneto-
electric effect the multiferroicity of spin origin has being
one of the hottest topic of the contemporary condensed
matter physics.1–3 The possibility arising in these mate-
rials to control electric polarization with magnetic field
and magnetic ordering with electric field opens up new
ways for promising technological applications (see, e.g.,
Refs.4–6).
Importantly, two of three main mechanisms of ferro-
electricity of spin origin3, inverse Dzyaloshinskii-Moriya
mechanism7 and spin-dependent p-d hybridization mech-
anism8, require a non-collinear magnetic ordering. Chiral
magnetic structure appears due to frustration in many
multiferroics9. The competition between different frus-
trating spin interactions often produces very complicated
phase diagrams in the temperature-magnetic field plane
which are interesting in themselves (as, e.g., in multifer-
roics MnWO4
10–13 and MnI2
6,14,15).
In the present paper, we study properties of frustrated
anisotropic antiferromagnets (AFs) at small temperature
in strong magnetic field close to the saturation one. The
present research extends our previous discussion16 to the
domain of large magnetic fields. We study a simple model
of frustrated AF with a biaxial anisotropy and/or mag-
netic dipolar forces in the external field directed along
one of the principal axes of the system. We demonstrate
that small anisotropic interactions enrich the phase di-
agram as compared to the previous consideration17, in
which only isotropic frustrated interactions were taken
into account. Possible sequences of phase transitions
which we observe are summarized in Fig. 1. We show,
in particular, that an Ising-type phase transition always
arises between the helical and the fan phases if there is
a small axial anisotropy in the plane perpendicular to
the field. We derive analytical expressions for critical
fields and ground-state energies of all phases. Monte-
Carlo simulations confirm our analytical findings.
The rest of the paper is organized as follows. In Sec. II,
we introduce the model. Sec. III is devoted to the conical
FIG. 1: Possible sequences of phase transitions in strong
magnetic field in frustrated anisotropic antiferromagnet de-
scribed by the Hamiltonian (1). (a) The simplest scenario
which is realized at zero anisotropy: canted two-sublattice
AF phase (CAF) gradually transforms into the fully satu-
rated state (SAT) upon the field increasing. Scenario (b) is
for a weak anisotropy in the spiral plane which is perpendic-
ular to the field direction: conical incommensurate XY phase
transforms into the fan phase via an Ising phase transition;
the fan state is followed by the SAT phase. Strong enough
in-plane anisotropy stabilizes CAF phase at moderate fields
which is followed by the XY, the fan and the SAT states (c)
or by the fan and the SAT phases (d).
phase. In Sec. IV, properties of the fan phase are ad-
dressed. We discuss in Sec. V quite nontrivial sequences
of phase transitions shown in Figs. 1(c) and 1(d). Sec. VI
is devoted to comparison of our analytical results with the
numerical ones of Ref.13 for a particular model. Dipolar
forces are discussed in Sec. VII. Sec. VIII contains our
summary. In Appendix A, we discuss magnon spectrum
in the conical phase. Appendix B contains some math-
ematical details related to the fan phase instability. In
Appendix C, we provide some details about our Monte-
Carlo simulations.
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2II. MODEL
We consider first a simple model of a frus-
trated anisotropic antiferromagnet with a small biax-
ial anisotropy. Dipolar interaction between spins will
be taken into account in Sec VII. The model Hamilto-
nian includes frustrated exchange interaction Hex, the
anisotropy Han, and the Zeeman term Hz
H = Hex +Han +Hz,
Hex = −1
2
∑
i,j
Jij (Si · Sj) , (1)
Han = −
∑
i
[
D(Szi )
2 + E(Syi )
2
]
,
Hz = −
∑
i
(h · Si) .
Here for definiteness D > E > 0 (x and z are the hard
and the easy axes, respectively) and h = gµBH. We
assume also that there is one spin per unit cell and that
the lattice is arbitrary. Performing the Fourier transform
Sj =
1√
N
∑
q
Sqe
iqRj , (2)
where N is the number of spins in the lattice, terms in
Hamiltonian (1) can be rewritten as follows:
Hex = −1
2
∑
q
Jq (Sq · S−q) , (3)
Han = −
∑
q
[
DSzqS
z
−q + ES
y
qS
y
−q
]
, (4)
Hz = −
√
N (h · S0) . (5)
We assume below that the Fourier transform of ex-
change interaction Jq has two equivalent maxima at in-
commensurate momenta q = ±k so that a plane spiral
arises as the classical ground state at h = D = E = 0.
The spiral plane in which spins rotate can be fixed by
the small anisotropy and/or by magnetic field which can
also distort the spiral order. As it was shown in Ref.18,
at large enough magnetic fields, the conical phase is the
ground state of the system with the spiral plane being
perpendicular to the field direction. However a compe-
tition between the helical and the commensurate phases
can appear at moderate anisotropy.16 Let us consider first
incommensurate states.
III. CONICAL PHASE
In this section, we describe properties of the conical
phase in the external magnetic field which is directed
for definiteness along z axis (other field directions are
discussed at the end of Sec. IV). A deformed conical helix
appears in the ground state of the system at moderate
magnetic fields.
For theoretical description of the cone state, we use
Kaplan’s helical basis (see Refs.19,20)
ζˆj = (aˆ coskRj + bˆ sinkRj) cosα+ cˆ sinα,
ηˆj = −aˆ sinkRj + bˆ coskRj , (6)
ξˆj = −(aˆ coskRj + bˆ sinkRj) sinα+ cˆ cosα,
where aˆ, bˆ, and cˆ are some mutually orthogonal unit vec-
tors, and α is the cone angle (α = 0 for the plane spiral).
Because ab plane is the spiral plane in Eqs. (6), aˆ, bˆ, and
cˆ are directed along x, y, and z axes in our system (see
Fig. 1), respectively. Spin at the j-th site is written as
Sj = S
ζ
j ζˆj + S
η
j ηˆj + S
ξ
j ξˆj . (7)
Here
Sζj = S − a†jaj ,
Sηj '
√
S
2
(
aj + a
†
j
)
, (8)
Sξj ' i
√
S
2
(
a†j − aj
)
is the Holstein-Primakoff spin representation21 in which
square roots a replaced by unity. It is convenient to
rewrite local basis vectors (6) as
ζˆj = (Ae
ikRj +A∗e−ikRj ) cosα+ cˆ sinα,
ηˆj = iAe
ikRj − iA∗e−ikRj , (9)
ξˆj = −(AeikRj +A∗e−ikRj ) sinα+ cˆ cosα
with the use of auxiliary vectors A = (aˆ − ibˆ)/2 and
A∗ = (aˆ + ibˆ)/2. Then, we have from Eqs. (7) and (9)
after Fourier transform (2)
Sq = S
A
qA+ S
A∗
q A
∗ + Scqcˆ, (10)
where
SAq = S
ζ
q−k cosα+ iS
η
q−k − Sξq−k sinα,
SA
∗
q = S
ζ
q+k cosα− iSηq+k − Sξq+k sinα, (11)
Scq = S
ζ
q sinα+ S
ξ
q cosα.
Substituting Eqs. (10) and (11) into Eqs. (3)–(5), one
obtains
Hex = −1
2
∑
q
[(
sin2 αJq + cos
2 αJq,k
)
SζqS
ζ
−q
+ Jq,kS
η
qS
η
−q +
(
cos2 αJq + sin
2 αJq,k
)
SξqS
ξ
−q
+ sinα cosα (Jq − Jq,k)
(
SζqS
ξ
−q + S
ξ
qS
ζ
−q
)
+ i cosαNq,k
(
SηqS
ζ
−q − SζqSη−q
)
+ i sinαNq,k
(
SξqS
η
−q − SηqSξ−q
)]
, (12)
3where Jq,k = (Jq+k + Jq−k)/2 and Nq,k = (Jq+k −
Jq−k)/2,
Han = −D
∑
q
(
ScqS
c
−q
)
+
E
4
∑
q
[(
SAq − SA
∗
q
)(
SA−q − SA
∗
−q
)]
, (13)
Hz = −
√
NhSc0. (14)
Using Eqs. (8), we derive now a part of the bosonic
Hamiltonian which contains terms with no more than
two Bose operators. Notice that the biaxial anisotropy
produces umklapp terms in the Hamiltonian of the type
a†q±2kaq. We neglect these terms because they are small
being of the order of E and giving a contribution of
higher order in E/J to effects considered below (e.g.,
their contribution to the energy is of the third order in
E/J). These statements are valid only if the system is
not very close to the transition to the fan phase (see be-
low). Neglecting the umklapps as well as higher order
in 1/S terms, we obtain the following expression for the
Hamiltonian (1):
H = NεXY0 +H1 +H2. (15)
Here
εXY0 = −
S2
2
[
sin2 α(J0 + 2D) + cos
2 α(Jk + E)
]−Sh sinα,
(16)
H1 = iS
√
N
√
S
2
(a0 − a+0 )
[
sinα cosα(J0 − Jk
+2D − E) + h cosα/S)
]
(17)
+iE
√
N
(
S
2
)3/2
cosα
[
(1 + sinα)(a−2k − a+−2k)
−(1− sinα)(a2k − a+2k)
]
,
and
H2 =
∑
q
(
Cqa
†
qaq +Bq
a†qa
†
−q + aqa−q
2
)
, (18)
where
Cq =
S
2
[
2Jk − (1 + sin2 α)Jq,k − cos2 α(Jq
+2D − E)− 2 sinαNq,k
]
, (19)
Bq =
S
2
cos2 α(Jq − Jq,k + 2D − E). (20)
Minimization of εXY0 yields
sinα =
h
S(Jk − J0 + E − 2D) , (21)
in which case the coefficient before a0 − a+0 in Eq. (17)
becomes zero. According to Eq. (21), the saturation field
is given by
hXYs = S(Jk − J0 + E − 2D). (22)
However we show below that the direct transition to the
saturated phase from the conical one is possible only at
zero anisotropy in the spiral plane, i.e., at E = 0. At
finite E, the requirement to dispose of terms linear in
a±2k and a+±2k in Eq. (17) leads to the stabilization of
the fan phase before the transition to the fully saturated
state.
We report also the absence of the symmetry q ↔ −q
at finite field in both linear terms (17), where −2k and
2k momenta are not equivalent, and in the bilinear part
of the Hamiltonian (18), where coefficient Cq is not sym-
metric due to the term ∝ Nq,k (see also Ref.22). As it
is shown below, this asymmetry plays an important role
at strong fields. It is also pronounced in the magnon
spectrum (see Appendix A).
The bare conical helix ordering described by the single
momentum k is a subject of corrections (similar to those
discussed in Ref.18) due to the anisotropy in the spiral
plane. Terms with a±2k and a
†
±2k proportional to E in
the linear part of the Hamiltonian (17) are responsible
for this effect. As in Ref.18, to calculate corrections we
perform a shift in operators
a†2k 7→ z+ + a†2k, a−2k 7→ z− + a−2k,
a2k 7→ z∗+ + a2k, a†−2k 7→ z∗− + a†−2k, (23)
where z+ and z− are complex numbers. In order to elim-
inate linear terms (17) in the Hamiltonian, z+ and z−
should satisfy the following set of equations:
C2kz+ +B2kz− = i cosα(1− sinα)E
√
N
(
S
2
)3/2
, (24)
C−2kz− +B2kz+ = i cosα(1 + sinα)E
√
N
(
S
2
)3/2
whose solution reads in the first order in E/J
z+ = iE
√
NS
2
(25)
×cos
2 α(Jk − J2k)− sinα(1− sinα)(Jk − J3k)
cosα(Jk − J3k)(Jk − J2k) ,
z− = iE
√
NS
2
(26)
×cos
2 α(Jk − J2k) + sinα(1 + sinα)(Jk − J3k)
cosα(Jk − J3k)(Jk − J2k) .
The difference between z+ and z− is due to the term
arising from N±2k,k.
We derive now corrections to the spin ordering and to
the ground-state energy. Bearing in mind that 〈a†2k〉 =
4z+, 〈a2k〉 = −z+, 〈a†−2k〉 = −z−, and 〈a−2k〉 = z−, we
obtain from Eqs. (11) for the spin odering
Szq =
√
NSδq,0 sinα
+i
√
S
2
cosα(δq,2k + δq,−2k)(z+ − z−), (27)
Sxq =
δq,k + δq,−k
2
{√
NS cosα (28)
+i
√
S
2
[(1− sinα)z1 + (1 + sinα)z2]
}
−δq,3k + δq,−3k
2
i
√
S
2
[(1 + sinα)z1 + (1− sinα)z2],
Syq =
δq,k − δq,−k
2i
{√
NS cosα (29)
−i
√
S
2
[(1− sinα)z1 + (1 + sinα)z2]
}
−δq,3k − δq,−3k
2i
i
√
S
2
[(1 + sinα)z1 + (1− sinα)z2].
Similar to Ref.18, there is an elliptical distortion of the
first harmonic and a small third harmonic 3k in the spiral
plane. In addition, a small variation of the cone angle
appears with momentum 2k.
The correction to εXY0 reads as
∆εXY =
〈H1〉
2N
(30)
=
iE
(
S
2
)3/2
cosα√
N
[(1− sinα)z+ + (1 + sinα)z−]
which is of the second order in E/J .
As we obtain below, a subtle competition between
phases arising near the saturation field when the param-
eter α˜ = pi/2 − α is small being of the order of √E/J .
Then, one can expand all the quantities up to the second
order in α˜. Importantly, z+ ∼ (E/J)α˜ ∼ (E/J)3/2 
z− ∼ (E/J)/α˜ ∼ (E/J)1/2 in this case. Eqs. (28) and
(29) can be rewritten as follows at α˜ 1:
Sxj = S coskRj
[
α˜− 2E
α˜(Jk − J2k)
]
, (31)
Syj = S sinkRj
[
α˜+
2E
α˜(Jk − J2k)
]
. (32)
One can see from these equations that the elliptical dis-
tortion is reduced to a line at α˜ = α˜c, where
α˜c =
√
2E
Jk − J2k . (33)
This manifests a continuous transition to the fan phase.
The corresponding critical field is estimated as (cf.
Ref.23)
hcr = h
XY
s − SE
Jk − J0
Jk − J2k . (34)
Notice that z− is quite large at α˜  1 that requires
to take into account the neglected umklapp terms in the
Hamiltonian and terms containing products of more than
two Bose operators. This would complicate the consider-
ation considerably. However, we find numerically using
Monte-Carlo simulations (see Appendix C for some de-
tails) that Eqs. (27)–(29) work qualitatively good in this
regime. Surprisingly, Eq. (30) reproduces even quantita-
tively numerical findings. Then, we obtain below some
qualitative results for the conical phase using expressions
above even at fields close to the critical one. Besides, we
derive in the next section an accurate expression for hcr
(see Eq. (53)) which differs from Eq. (34) by a factor of
2 before the last term.
In Appendix A, we discuss the magnon spectrum and
speculate on the softening of the magnon mode with mo-
mentum −2k which restores in the fan phase the broken
Z2 symmetry.
We have from Eq. (30) for the energy correction at
α˜ ∼ α˜c
∆εXY = − S
2E2
Jk − J2k . (35)
According to our numerics (see Appendix C for details),
Eq. (35) works quantitatively well near hcr and it is
used below for the analysis of the phase transition to the
canted antiferromagnetic state (see Sec. V). It should be
noted that when considering the total energy of the XY
phase including correction (35), its minimum corresponds
to the momentum slightly shifted from ±k. However, it
can be shown that the momentum shift δk ∼ (E/J)2
and the related energy variation ∼ (E/J)4 can be safely
neglected.
IV. FAN PHASE
In this section, we consider the fan phase in strong
magnetic field directed along z axis. The spin arrange-
ment in the ground state is described as
Syj = βS coskRj ,
Szj = S
√
1− β2 cos2 kRj = (36)
= S
[
γ − κ cos 2kRj − β
4
64
cos 4kRj +O(β
6)
]
,
where the small parameter β  1 which vanishes in the
saturated phase is introduced and
γ = 1− β
2
4
− 3β
4
64
, (37)
κ =
β2
4
(
1 +
β2
4
)
. (38)
5Unit vectors of the local basis in the fan state (36) have
the form
ζˆj = yˆβ coskRj + zˆ
[
γ − κ cos 2kRj − β
4
64
cos 4kRj
]
,
ηˆj = −yˆ
[
γ − κ cos 2kRj − β
4
64
cos 4kRj
]
+ zˆβ coskRj ,
ξˆj = xˆ, (39)
where we neglect O(β6) terms.
Then, spin components are expressed via spin compo-
nents in the local basis as follows:
Sxq = S
ξ
q,
Syq =
β
2
(Sζq−k + S
ζ
q+k)− γSηq +
κ
2
(Sηq−2k
+Sηq+2k) +
β4
128
(Sηq−4k + S
η
q+4k), (40)
Szq =
β
2
(Sηq−k + S
η
q+k) + γS
ζ
q
−κ
2
(Sζq−2k + S
ζ
q+2k)−
β4
128
(Sζq−4k + S
ζ
q+4k).
Substituting Eqs. (40) into Hamiltonian (1) and using
Eqs. (8), we obtain
H = NεFAN0 +H1 +H2, (41)
where
εFAN0 = −hS −
S2
2
(J0 + 2D)
+S
β2
4
[h− S(Jk − J0 + 2E − 2D)]
+S
β4
64
[3h+ S(J0 − J2k)]. (42)
Minimization of Eq. (42) with respect to β gives for the
saturation field
hFANs = S(Jk − J0 + 2E − 2D) (43)
which is larger than its counterpart (22) for the conical
phase by the quantity SE reflecting the stabilization of
the fan phase between the cone and the saturated states.
Terms containing Sη±k, S
y
qS
y
−q, and S
z
qS
z
−q contribute
to the linear part of the Hamiltonian H1 which contains
only terms a±(2n+1)k with factors of the order of β2n+1,
where n is integer. In particular, we obtain for the factor
before ak + a−k + a
†
k + a
†
−k (which is the greatest term
in H1)
−
√
NS
2
β
2
[
h−
(
γ − κ
2
)
S(Jk + 2E) (44)
+γS(J0 + 2D)− κ
2
S(J2k + 2D) +O(β
4)
]
.
Parameter β should be chosen to make zero Eq. (44). At
h < hFANs , one has
β2 =
8(hFANs − h)
S [3Jk − 2J0 − J2k + 6(E −D)] . (45)
Eq. (45) minimizes also energy (42) that acquires the
form (cf. Ref.23 for isotropic Heisenberg model)
εFAN (h) = −hS− S
2
2
(J0+2D)− S(h
FAN
s − h)2
3hFANs + S(J0 − J2k)
.
(46)
Simple but tedious calculation shows that taking into
account other terms in H1 provides corrections of the
order of β6 to Eq. (46).
We proceed with analysis of the competition between
the conical and the fan states. Results of Sec. III demon-
strate that the transition between them can happen at
hFANs − h ∼ SE in which case β2 ∼ SE (see Eq. (45)).
The fan phase is stable if its spectrum near minimum
(i.e., at q ≈ ±k) is positive that requires a positively
defined bilinear part of the Hamiltonian H2 at q ≈ ±k
that reads as27
H′2 = Ck(a†kak + a†−ka−k) +Bk(a†ka†−k + aka−k)
+Uk(a
†
ka−k + a
†
−kak) (47)
+Vk(a
†
ka
†
k + a
†
−ka
†
−k + akak + a−ka−k).
Here
Ck =
S
2
[
2E +
β2
4
(Jk − J0)
]
,
Bk =
S
2
[
β2
4
(2Jk − J0 − J2k)− 2E
]
, (48)
Uk =
S
2
β2
4
(2Jk − J0 − J2k) ,
Vk =
S
2
β2
8
(Jk − J0) .
Eq. (47) can be equivalently written as
H′2 =
1
2
ψ†Mˆψ, (49)
where we introduce vector ψ† = (ak, a−k, a
†
k, a
†
−k), and
the matrix
Mˆ =
 Ck Uk 2Vk BkUk Ck Bk 2Vk2Vk Bk Ck Uk
Bk 2Vk Uk Ck
 . (50)
The fan phase is stable if this matrix is positively de-
fined. Equivalently, all its eigenvalues should be positive
or at least zero. Details on eigenvalues calculation are
presented in Appendix B, where we show that one of
eigenvalues having the form
Ck −Bk − Uk + 2Vk = S
2
[
4E − β
2
2
(Jk − J2k)
]
(51)
becomes negative upon β growth (i.e., upon the field de-
creasing) at
β2 > β2cr =
8E
Jk − J2k . (52)
6It follows from Eqs. (45) and (52) that the fan phase is
stable at h > hcr, where
hcr = h
FAN
s − SE
3Jk − 2J0 − J2k
Jk − J2k (53)
= hXYs − 2SE
Jk − J0
Jk − J2k
in the leading order in E/J . Our numerics justify this
result (see Appendix C). Notice that this accurate deriva-
tion of hcr provides only the additional factor of 2 in the
second term in comparison with the simple estimation
(34).
It should be noted that we assume D & E in the
present section and in Sec. III. However an accurate con-
sideration shows that one can treat constant D not as a
small quantity. The only restriction onD is that it should
not be large enough to destroy the conical and the fan
phases. The modification of the results obtained above
is very simple for arbitrary D: each J0 and J2k should
come along with term 2D. For example, the counterpart
of Eq. (53) reads as
hcr = h
FAN
s − SE
3Jk − 2J0 − J2k − 6D
Jk − J2k − 2D . (54)
Finally, let us discuss other orientations of magnetic
field: along the medium and the hard axes. The results
obtained above are modified simply in these cases. If the
field is applied along the medium y axis, one can simply
interchange E with D provided that D  J . For the field
directed along the hard x axis, the effective anisotropy
in the spiral plane is D−E. Then, one has to substitute
E with D−E and D with −E. In both cases, the spiral
plane remains anisotropic and the transition to the fan
phase occurs.
V. POSSIBLE SEQUENCES OF PHASE
TRANSITIONS NEAR THE SATURATION FIELD
In this section, we discuss possible sequences of phase
transitions when the anisotropy is moderate so that some
kind of commensurate antiferromagnetic ordering char-
acterized by momentum k0 can compete with the heli-
cal structure. The analysis below is similar to that of
Ref.16 performed at small field. Importantly, phase tran-
sitions involving two-up-two-down ↑↑↓↓ structure can be
discussed in the same way (see also Sec. VI).
At moderate anisotropy, one should take into account
also the canted antiferromagnetic phase (CAF) whose
classical energy per spin reads as
εCAF = −S
2 sin2 α
2
(J0 − Jk0 + 2D − 2E)
−S
2
2
(Jk0 + 2E)− hS sinα, (55)
where we assume that h is directed along z axis and α is
the canting angle. Minimization of Eq. (55) gives
sinα =
h
hCAFs
, (56)
where
hCAFs = S(Jk0 − J0 − 2D + 2E). (57)
Substitution of Eq. (56) into Eq. (55) gives
εCAF (h) = −S
2
2
(Jk0 + 2E)−
Sh2
2hCAFs
. (58)
The corresponding formula for the conical phase without
anisotropy-induced corrections reads as
εXY0 (h) = −
S2
2
(Jk + E)− Sh
2
2hXYs
. (59)
It is easy to show that
εCAF (h)− εXY0 (h) =
S2(F − E)
2
(
1− h
2
hCAFs h
XY
s
)
,
(60)
where F = Jk − Jk0 . The expression in the last brackets
of Eq. (60) is positive and the overall sign of the energy
difference is determined by F − E. If the latter is pos-
itive, XY phase has lower energy and the consideration
performed in previous sections remains valid. In the op-
posite case of E−F > 0 the CAF phase comes into play
at moderate h . hcr and, as we show below, the first
order transition to either conical or the fan phase occurs.
Let us discuss first the possibility of CAF↔XY transi-
tion. It appears due to the correction (30) to the classical
energy of XY state (we use below simplified expression
(35) for this correction). Then, the transition field h1
satisfies the equation
E − F
2
(
1− h
2
1
hCAFs h
XY
s
)
=
E2
Jk − J2k (61)
which gives after some algebra
h1 = h
XY
s − S
[
E2
E − F
Jk − J0
Jk − J2k −
E − F
2
]
. (62)
This field should be lower than hcr given by Eq. (53) in
order the transition CAF↔XY can occur. We find after
tedious calculations that this condition is equivalent to
E < F
1 +√ 2(Jk − J0)
3Jk − 2J0 − J2k
 . (63)
Thus, one has CAF↔XY↔FAN sequence of phase tran-
sitions if Eq. (63) holds.
Let us discuss the possibility of CAF↔FAN transition.
One obtains from Eqs. (46) and (58)
εCAF (δh)− εFAN (δh) = (SF + δh)
2
3Jk − 2J0 − J2k −
Sδh2
2hCAFs
,
(64)
7where δh = hCAFs − h ≥ 0 and we use that hFANs =
hCAFs + SF . It is clear from Eq. (64) that the fan phase
is always energetically preferable in the considered here
case of F > 0 at δh F . At the transition point h2, the
right-hand side of Eq. (64) is zero and we obtain after
some algebra
h2 = h
FAN
s −
SF
1−
√
2(Jk − J0)
3Jk − 2J0 − J2k
. (65)
Notice that the denominator in the second term in
Eq. (65) is always positive because
2(Jk − J0)
3Jk − 2J0 − J2k =
2(Jk−J0)
Jk−J2k
1 + 2(Jk−J0)Jk−J2k
< 1. (66)
Another restriction on h2 is that it should be larger than
hcr. As a result, we obtain that CAF↔FAN transition
takes place when
E > F
1 +√ 2(Jk − J0)
3Jk − 2J0 − J2k
 (67)
which is complementary to the condition (63) of
CAF↔XY↔FAN transition.
The final remark in the previous section on the D value
is applicable also for the results of the present section:
one can introduce D to Eqs. (62) and (65), and consider
the field direction along the medium or the hard axes.
VI. COMPARISON WITH PREVIOUS WORKS
We compare predictions of our analytical approach
with results of Ref.13 in which an anisotropic next-nearest
neighbor Heisenberg (ANNNH) model was considered by
means of a real-space mean-field approach. The com-
plicated phase diagram on the temperature-field plane
of multiferroic MnWO4 was successfully reproduced in
Ref.13 (see, also Refs.11,12,24,25). In ANNNH model dis-
cussed in Ref.13, spins interact ferromagnetically within
ab plane and there is a frustrating antiferromagnetic in-
teraction along c axis with antiferromagnetic couplings
J1 = −1 and J2 = −2 between nearest and next-nearest
neighbors, respectively, so that
Jq = 2(J1 cos qc + J2 cos 2qc). (68)
On the mean-field level, this model is equivalent to a
classical spin chain along c axis because each ferromag-
netic ab plane plays the role of a classical spin. Then,
k = (0, 0, 0.54pi) and the competing spin structure is two-
up-two-down ↑↑↓↓ one with k0 = (0, 0, pi/2) that yields
F = Jk − Jk0 ≈ 0.125. Other parameters used in Ref.13
were
D = 0.4, E = 0.2, S = 5/2. (69)
According to our consideration above, when magnetic
field is directed along the easy or the medium axes, CAF
phase is the ground state at moderate fields that was
indeed observed in Ref.13.
For the field directed along z axis, our analytical ap-
proach gives h1 ≈ 21, hcr ≈ 21.9, and hFANs ≈ 24.3
for the critical fields in the sequence CAF↔XY↔FAN of
phase transitions. These values are in quite good agree-
ment with the numerical results of Ref.13 h1 ≈ 20.25,
hcr ≈ 22.4 and hFANs ≈ 24.4 despite rather large values
of anisotropy constants. Together with our findings of
Ref.16, the present theory provides an analytical descrip-
tion of the sequence of five magnetic field-induced phase
transitions at small temperatures in this model observed
also experimentally in MnWO4.
If the field is oriented along the medium y axis, D = 0.4
in Eq. (69) brings the model out of the formal domain
of validity of our theory. In particular, one obtains
from Eq. (52) βcr ≈ 0.78 so that there is no required
small parameter for the fan phase consideration. Nev-
ertheless, our results work good even in this case. Be-
cause h1 > hcr, there is CAF↔FAN transition. We get
h2 ≈ 23.55 from Eq. (65) that is in good agreement
with the value h2 ≈ 23 observed in Ref.13 because the
difference is much smaller than hFANs − h2. One has
hFANs ≈ 26.3 from Eq. (43) which is in a good agreement
with the numerically obtained value hFANs ≈ 26.1.
VII. DIPOLAR FORCES
One of the possible sources of the biaxial anisotropy
is the dipolar interaction14. It is of prime importance
when magnetic ions are in L = 0 state with half-filled
electronic shell as in Mn2+ or Eu2+ because the spin-
orbit interaction is particularly small in this case. We
consider in this section Hamiltonian (1) in which Han is
replaced by
Hd = 1
2
∑
i,j
Dαβij S
α
i S
β
j , (70)
where
Dαβij = ω0
v0
4pi
(
1
R3ij
− 3R
α
ijR
β
ij
R5ij
)
, (71)
v0 is a unit cell volume, and
ω0 = 4pi
(gµB)
2
v0
 J (72)
is the characteristic energy of the dipole interaction.
After Fourier transform (2) one obtains
Hd = 1
2
∑
q
Dαβq SαqSβ−q. (73)
8At q = 0, tensor Dαβ0 should be substituted by ω0Nαβ ,
where Nαβ is the demagnetization tensor26 and we as-
sume the shape of the sample to be an ellipsoid. For
each momentum q, tensor Dαβq /2 has a set of eigenvalues
λ1(q) ≥ λ2(q) ≥ λ3(q) and corresponding orthogonal
eigenvectors v1(q), v2(q), and v3(q). The latter deter-
mine the hard, the medium and the easy axes for each
particular momentum. As before, we can neglect a small
influence of the anisotropy on the magnetic structure vec-
tor k in the conical and in the fan phases.
Results found above become valid in this case after
some substitutions. Let us direct z, y, and x axes along
v3(q), v2(q), and v1(q), respectively. When the field is
parallel to z, the role of E is played by λ1(k) − λ2(k).
D = λ1(k) − ω0Nzz/2, where the last term defines a
positive contribution to the system energy from the de-
magnetization field on which value (4piNzzM , where M
is the magnetization in the saturated phase) the satura-
tion field (43) increases. In a simple case of the sample in
the form of a cylinder with the axis parallel to v3(k), one
has Nzz = 0, E = λ1(k)− λ2(k), and D = λ1(k). Then,
dipolar forces can be responsible for XY↔FAN transition
at λ1(k) 6= λ2(k).
Other field directions can be analyzed similarly. For
the field directed along y axis, E = λ1(k) − λ3(k) and
D = λ1(k) − ω0Nyy/2. If h is parallel to x axis, E =
λ2(k)− λ3(k) and D = λ2(k)− ω0Nxx/2.
Notice also that if λi(k0) ≈ λi(k), one can use results
of Sec. V for phase transitions involving CAF phase.
VIII. SUMMARY AND CONCLUSION
To summarize, we demonstrate that small biaxial
anisotropy and/or dipolar interaction can lead to a sub-
tle competition between canted antiferromagnetic, cone
helical, and fan states in frustrated antiferromagnet at
strong magnetic field near its saturation value. As a re-
sult, different sequences of phase transitions can appear
depending on values of anisotropic interactions which are
summarized in Fig. 1. We perform an analytical mean-
field consideration and derive ground-state energies of all
spin states and critical fields of all transitions which are
in a very good quantitative agreement with our and pre-
vious Monte-Carlo simulations. The present strong-field
consideration together with our previous discussion17 of
the weak-field regime provides, in particular, an analyti-
cal mean-field description of all field-induced phase tran-
sitions observed experimentally in multiferroic MnWO4.
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Appendix A: Magnon spectrum in the conical phase
Here we discuss the classical magnon spectrum in the
conical phase which can be obtained using Eqs. (18)–(20)
bearing in mind that Cq 6= C−q, the result being
q =
Cq − C−q
2
+
√(
Cq + C−q
2
)2
−B2q. (A1)
Notice that 0 = 0 at any field.
We draw spectrum (A1) in Fig. 2 for h = 0.4, 0.7, and
0.97 directed along z axis for ANNNH model described
in Sec. VI with J1 = 1, J2 = −0.7, D = 0.1, E = 0.05,
and S = 1. For these parameters, k ≈ 0.38pi, the spiral
plane flop field18 is hsp ≈ 0.394, hFANs ≈ 1.057, and
hcr ≈ 0.977. One can see in Fig. 2 spectra asymmetry
according to the momentum inversion. At small fields,
there are some features at q = ±k (the spectrum is zero
at these momenta at E = D = h = 0). Then, at large
field close to hcr, the spectrum has a roton-like minimum
at q = −2k which arises by the following reason. Notice
that
Cq = S (Jk − Jk+q) +O(α˜2), (A2)
where α˜ = pi/2 − α (see Sec. III) and the first term is
exactly zero at q = 0,−2k so Cq, Bq ∼ α˜2. Then, it is
easy to show that
−2k ≈ S
2
α˜2(Jk − J2k) (A3)
which is a small quantity near the transition to the
fan phase. We speculate that this roton-like minimum
touches zero at the critical field hcr and the condensa-
tion of magnons with q = −2k at larger magnetic fields
restores the broken Z2 symmetry.
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FIG. 2: Magnon spectra for ANNNH model in the conical
phase at different magnetic fields (see the text). Importantly,
spectrum is essentially asymmetric with respect to the mo-
mentum inversion. Notice a deep roton-like minimum at
q = −2k at fields close to the critical one hcr ≈ 0.977.
9Appendix B: Eigenvalues of Mˆ
Here we derive eigenvalues of matrix (50). Using Pauli
matrices σ0,x, we can write the characteristic equation in
the form∣∣∣∣ (Ck − λ)σ0 + Ukσx 2Vkσ0 +Bkσx2Vkσ0 +Bkσx (Ck − λ)σ0 + Ukσx
∣∣∣∣ = 0 (B1)
which is equivalent to∣∣[(Ck − λ)2 + U2k − 4V 2k −B2k]σ0 − (B2)
2 [(Ck − λ)Uk − 2VkBk]σx
∣∣ = 0
and to [
(Ck − λ)2 + U2k − 4V 2k −B2k
]2
(B3)
−4 [(Ck − λ)Uk − 2VkBk]2 = 0.
Solutions of Eq. (B3) have the form
λ = Ck + Uk ± (Bk + 2Vk),
λ = Ck − Uk ± (Bk − 2Vk). (B4)
Appendix C: Numerics
Here we present some details of our numerical model-
ing. We utilize the Monte-Carlo method in order to find
classical energy of different phases in ANNNH model (see
Sec. VI) at zero temperature. We perform 106−107 steps
considering chains with 1000 and 2000 sites. Our numer-
ical findings strongly support analytical results for the
conical phase energy including anisotropy-induced cor-
rection (35), the fan phase energy (46), and the critical
fields (53), (62), and (65).
As a particular example, we present here results for
parameters J1 = 1, J2 = −0.7, D = 0.1, E = 0.05,
and S = 1 (as in Appendix A). The scenario shown in
Fig. 1(b) takes place in this case. We quantify the field
of the phase transition XY↔FAN as a point at which the
average (Sxj )
2 becomes smaller than 10−6. The numerical
result hcr ≈ 0.976 is very close to the analytical finding
hcr ≈ 0.977 obtained from Eq. (53). At h = 0.97, the
energy per spin in the conical phase ≈ 1.3714 coincides
with the analytical prediction with correction (35) up to
the fourth decimal digit. For the fan phase at h = 0.98,
numerically obtained energy per spin is ≈ 1.3811 whereas
Eq. (46) gives ≈ 1.3812. We observe numerically and
analytically for β 0.335 and 0.329, respectively.
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