Abstract. In this paper, we will give the weighted bounds for multilinear fractional maximal type operators M Ω,α with rough homogeneous kernels. We obtain a mixed A ( P ,q) − A ∞ bound and a A P type estimate for M Ω,α . As an application, we give an almost sharp estimate for the multilinear fractional integral operator with rough kernels I Ω,α .
Introduction
Multilinear Calderón-Zygmund operators were introduced and first studied by Coifman and Meyer [3] , [4] , [5] , and later on by Grafakos and Torres [8] , [9] . The multilinear operators are natural generalizations of linear case. In recent years, the theory on multilinear Calderón-Zygmund operators and related operators, such as multilinear singular integral, maximal and fractional maximal type operators, fractional integrals, have attracted much attentions. We begin by introducing the definition of the multilinear fractional maximal type operator as follows. Definition 1.1. ( [14] or [19] ) Given f = (f 1 , · · · , f m ), suppose each f i (i = 1, · · · , m) is locally integrable on R n . Then for any x ∈ R n , we define the multilinear fractional type maximal operator M α and the multilinear fractional integral operator I α by where the supremum in (1.1) is taken over all cubes Q containing x in R n with the sides parallel to the axes and d y = dy 1 · · · dy m .
If m = 1 in Definition 1.1, we simply denote M α by M α , I α by I α . It is well known that M α and I α play important roles in Harmonic Analysis and other fields, such as PDE, see e.g. [1] , [2] , [7] , [11] . A class of A p,q weights was first defined and weighted estimates of M α and I α were considered by Muckenhoupt and Wheeden [11] in 1974. They proved that the fractional maximal operator M α and the fractional integral operator I α were of weak type (L 1 (ω), L n n−α ,∞ (ω n n−α )) and of strong type (L p (ω p ), L q (ω q )) if p > 1, with
and α > 0. In 2010, if w ∈ A p,q , Lacey et al [13] gave the sharp constant for M α in the full range of exponents:
f or 0 ≤ α < n, 1 < p < n/α.
They pointed out that the exponent
) is sharp and can not be improved. We noted that, for α = 0, the above result was first obtained by Buckley [20] for any 1 < p < ∞ and ω ∈ A p . Lacey et al [13] also obtained the following inequality for I α ,
, f or 0 < α < n, 1 < p < n/α.
Furthermore this estimate is sharp.
If α = 0 in (1.1), then the operator M 0 coincides with the new maximal operator M( f ) defined by Lerner, Ombrosi, Pérez, Torres and Trujillo-González in [14] . The authors in [14] introduced the following definition of multiple A P weights. 
i . We say ω satisfies the A P condition if
As is well known, the classical A p and A p,q weights are quite different, so the definition of A ( P ,q) weights can not follow the way to define A P weights as in Definition 1.2. The following multiple weights class A ( P ,q) was first defined by Chen, Xue in [19] , and also simultaneously by Moen in [17] . Definition 1.3. (Class of A ( P ,q) ) (See [17] or [19] 
, and q > 0. Suppose that ω = (ω 1 , · · · , ω m ), and each ω i (i = 1, · · · , m) is a nonnegative function on R n . We say ω ∈ A ( P ,q) , if it satisfies
It's easy to see that in the linear case (m = 1), A ( P ,q) will be degenerated to the classical weight class A p,q with [ ω] A ( P ,q) = [ω] Ap,q . Thus A ( P ,q) is a natural m-linear generalization of the classical A p,q weights which was defined and studied in [11] .
On one hand, in [14] , the following multilinear extension of Muckenhoupt A p theorem for the maximal function was obtained: the inequality
holds for every f if and only if ω ∈ A P , where
i . Therefore, an interesting problem arises naturally, that is: Can we extend Lacy et al's results, inequalities (1.3) and (1.4) to the multilinear case? For α = 0, efforts have been made by Damián, Lerner and Pérez [16] , where they extended Buckley's result [20] (inequality (1.3) for α = 0) to the multilinear case. More precisely, they proved the following mixed A p − A ∞ estimates, which is sharp in the sense that the exponents can not be replaced by smaller ones.
Theorem A ( [16] ). Let 1 < p i < ∞, i = 1, · · · , m and
Recently, Li, Moen and Sun [18] obtained the following A p type estimate which improved the result in [16] .
′ /p}. On the other hand, the multilinear fractional maximal type operator has been studied by Chen, Xue [19] , and also simultaneously by Moen [17] . We summarize some weighted norm inequalities for M α as follows.
Theorem C ( [17] or [19] 
Theorem D ( [17] or [19] 
, and ν ω = m i=1 ω i . Then for ω ∈ A ( P ,q) , there is a constant C > 0 independent of f such that
The first main purpose of this paper is to extend Lacy's result inequality (1.3) to the multilinear case for α > 0. Indeed, we can prove even much more better results with pretty much rough kernels. Before stating our results, we need to introduce the definition of the multilinear fractional maximal type operator with rough homogeneous kernels.
is a homogeneous function with degree zero on R n , i.e. for any λ > 0 and
. Then for any x ∈ R n and 0 ≤ α < mn, define the multilinear fractional maximal type operator with rough homogeneous kernels by
where the supremum in (1.5) is taken over all cubes Q containing x in R n with the sides parallel to the axes. We simply denote M Ω,0 by M Ω . 
, we obtain the operator considered in [19] .
We obtain a mixed A ( P ,q) − A ∞ bound and a A ( P ,q) estimate for M Ω,α in weighted L p spaces with different weights as follows:
, then there exists a constant C = C(m, n, P , q, s), such that
Take s ′ = 1 and Ω(y 1 , · · · , y m ) = 1 in the above theorem, we obtain the following corollaries for M α . As was shown in ( [16] ), the first corollary is sharp when α = 0.
. Then the inequality
, and
where ν ω is the same as in Theorem 1.9. Then for all
). Furthermore, the power is sharp. We also obtain a weak type estimate as follows,
(1.10) Remark 1.7. when m = 1, α = 0 this can be found in Garca-Cuerva and Rubio de Francia's book. If m = 1, α > 0 it was given in [13] by Lacy et al. Corollary 1.4 can be formulated in a more general setting, before stating our results, we begin with one more definition. Definition 1.8. Let X be a Banach function space, X ′ is the associate space to X. Given a cube Q, define the X-average of f over Q and the maximal operator M X by
where l(Q) denotes the side length of Q and
. Let u and v 1 , · · · , v m be the weights satisfying
As applications of the above results, we consider the multilinear fractional integral operators with rough kernels defined by
we have some almost sharp estimates for the fractional integral operators as follows:
, where 0 < ǫ < α,
. Then there is a constant C > 0 independent of f such that (1.12)
. Moreover, if s ′ = 1 and Ω ≡ 1, then we have
where mp qǫ(mp−1)
Remark 1.9. The almost sharp estimates come from the fact that, if ǫ = 0, m = 1 and
). In this case, the estimate in Corollary 1.7 is sharp. In the linear case, it is well known that [6, pp. 152 
by the monotonicity of class A p . However, unlike A p,q , A ( P ,q) doesn't have such good property because of A P is not monotone. Therefore, we have to assume that ω
.
One may ask if the above results still hold for M Ω or not, we summarize some results as follows:
. Then for ω ∈ A P /s ′ , we have
(1.14)
Remark 1.10. Theorem 1.8 and Theorem 1.9 are the generalization of Theorem A and Theorem B. In fact, we only need to choose s ′ = 1 and Ω(y 1 , · · · , y m ) = 1 in (1.14) and (1.15) .
In this paper, we will prove Theorem 1.1 and Corollary 1.3 in Section 2. In Section 3, we give the proof of Theorem 1.2, Corollary 1.4 and Theorem 1.5. We will prove a two weights version of (1.8) for a general Banach Space Theorem 1.6 in Section 4. In the last part, we show the proof of the Corollary 1.7, Theorem 1.8 and Theorem 1.9.
2. The proof of Theorem 1.1 and Corollary 1.3
To begin with, we prepare two definitions. Recall that the standard dyadic grid in R n consists of the cubes
Definition 2.1. We define a general dyadic grid D, if it is a collection of cubes with the following properties: (i)for any Q ∈ D, its sidelength l(Q) is of the form 2 k , k ∈ Z; (ii)Q ∩ R ∈ {Q, R, ∅} for any Q, R ∈ D; (iii)the cubes of a fixed sidelength 2 k form a partition of R n .
We define
Definition 2.2. We say that {Q k j } is a sparse family of cubes, if (i)the cubes Q k j are disjoint in j, with k fixed; 
We will use the following proposition in [12] , and the proof can be found in [15] .
Proposition 2.1. There are 2 n dyadic grids D β such that for any cube Q ⊂ R n , there exists a cube Q β ∈ D β such that Q ⊆ Q β and l(Q β ) ≤ 6l(Q).
We need the following reverse Hölder property of A ∞ weights which was proved in ( [12] ):
Lemma 2.2. ([12]
). Let ω ∈ A ∞ , then the following inequality holds
where r(ω) = 1 +
11+n and it is easy to see r(ω)
The proof of Corollary 1.3. First, by Proposition 2.1, for any Q ⊂ R n ,
So we obtain
By (2.1), it suffices to prove Corollary 1.3 for the dyadic multilinear fractional maximal type operator M D β α . Since the proof is independent of the particular dyadic grid, without loss of generality, we consider M d α taken with respect to the standard dyadic grid. We will use exactly the argument as in the Calderón-Zygmund decomposition. For a real number a, which will be specified below and for k ∈ Z, consider the sets
, where the cubes Q k j are pairwise disjoint with k fixed, and
From this and according to Hölder's inequality,
Hence, taking a = 2 m(n+1) , we obtain that the family {Q k j } is sparse. Then we can see
Now, we are in position to estimate U(f ).
, where θ i = (r i p 
The proof of Corollary 1.3 is finished.
Proof of Theorem 1.1. We claim the following inequality.
In fact, suppose B with radius r is the circumscribed ball of the cube Q,
Then from Corollary 1.3, we have
We thus complete the proof of Theorem 1.1. First, we will show the low bound of γ.
So, by (1.9), we have
That is, γ ≥ mp q(mp−1)
Now, we will show the upper bound for γ. By the proof of the Corollary 1.3, we can replaced standard dyadic grid in (1.9) . In fact, we only need to show
where
Without loss of the generality, we assume
We obverse that
. Notice p < q and use Hölder's inequality,
It's easy to see
, so we have p
) dy i and we use Hölder's inequality, and the boundedness of the weighted fractional maximal type operator.
Hence,
Therefore, we obtain the upper bound of γ. Furthermore, the power is sharp. We complete the proof.
Proof of Theorem 1.2.
Applying (2.2), we have
According to Corollary 1.4, one obtains
where γ is the same as the power in (1.7), and satisfies
). Then, we complete the proof of Theorem 1.2.
Proof of Theorem 1.5.
For any λ > 0 and k > 0, denote that
where B(0, k) = x ∈ R n : |x| k . By the definition of M α , for any x ∈ E λ,k there is a cube Q x containing x such that
Note that E λ,k ⊂ x∈E λ,k Q x . Then using the Besicovitch covering lemma, we know that there exists an at most countable subcollection of cubes Q x j and a constant C n depending only on the dimension such that
We summarize the proof into three subcases: Case (i). If each p i = 1, by the Definition 1.3, Hölder's inequality and bounded overlap of Q x j , one obtain
Case (ii). If each p i > 1, by the fact that p q < 1, (3.1) and Hölder's inequality and bounded overlap of Q x j , we then have which we will use in the proof of Theorem 1.6, where X ′ consists of measurable functions f for which satisfies
Proof of Theorem 1.6. According to the proof of Corollary 1.3, we only need to show
. Then Note that p < q, and by the Hölder's inequality, we have
So we obtain that
The proof is ended.
Remark 4.1. The result of Theorem 1.6 can be seen as a two weights version of (1.8).
5. The proof of Corollary 1.7 and Theorem 1.8-1.9
Lemma 5.1 (Pointwise estimate of I Ω,α ). Suppose that ǫ > 0 satisfying 0 < α − ǫ. Then for any x ∈ R n , there is a constant C > 0 independent of f such that Apply Theorem A, and notice ω ∈ A P /s ′ , we can see
So we complete the proof of Theorem 1.8. The proof of Theorem 1.9 is more easy, now we will give it. By (5.2) and applying Theorem B, we know
where γ satisfied
That is,
We complete the proof of the theorem.
