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Abstract
There are two notoriously hard problems in cluster analysis, estimating
the number of clusters, and checking whether the population to be clus-
tered is not actually homogeneous. Given a dataset, a clustering method
and a cluster validation index, this paper proposes to set up null models
that capture structural features of the data that cannot be interpreted as
indicating clustering. Artificial datasets are sampled from the null model
with parameters estimated from the original dataset. This can be used for
testing the null hypothesis of a homogeneous population against a clus-
tering alternative. It can also be used to calibrate the validation index for
estimating the number of clusters, by taking into account the expected
distribution of the index under the null model for any given number of
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clusters. The approach is illustrated by three examples, involving various
different clustering techniques (partitioning around medoids, hierarchical
methods, a Gaussian mixture model), validation indexes (average silhou-
ette width, prediction strength and BIC), and issues such as mixed type
data, temporal and spatial autocorrelation.
Keywords: cluster validation, mixture model, distance-based clustering,
Markov chain, mixed type data, spatial autocorrelation, presence-absence
data
MSC: 62H30, 62F03, 62F40
1 Introduction
Cluster analysis is about finding groups of objects in data. Cluster analysis is
a key area of data analysis with applications virtually everywhere where data
arise. For example, the present paper features applications in social science,
biogeography and medicine. Cluster analysis methods have been developed since
the 1950s in various subject areas including statistics, mathematics, computer
science and machine learning, biology, psychology, and geoscience. The field of
cluster analysis is therefore characterised by a lack of unification. Some cluster
analysis approaches are based on probability models for each cluster, others are
based on density estimation, even others are based on distance measures and
discrete mathematics and do not involve probability at all. As a result, the
probabilistic behaviour of cluster analysis methods is often not well understood.
In the present paper we treat two key issues in cluster analysis, namely the
question whether a dataset is clustered at all, and the selection of an appropriate
number of clusters. We present a general principle to address these issues, which
can be applied to various approaches to cluster analysis.
A common approach to the selection of an appropriate number of clusters
k is via cluster validation indexes. Cluster validation indexes are statistics that
can be computed for a given clustering of a dataset and measure the quality or
“validity” of the clustering. Various validation indexes have been proposed in
the literature, for example the Calinski-Harabasz index, the Average Silhouette
Width (ASW), Sugar and James’s distortion, see, e.g., Milligan and Cooper
(1985); Sugar and James (2003); Arbelaitz et al. (2012); Xiong and Li (2014).
The indexes are computed for clusterings for a range of candidate values for
k. It is usually recommended to select the k that optimises either the index or
a change of the index between k − 1 and k clusters, depending on the index.
These recommendations are often either purely heuristic, or based (often rather
loosely) on theory using simple probability models for each cluster such as the
Gaussian distribution. Some criteria for finding the number of clusters such as
the Bayesian Information Criterion (BIC) for mixture model-based clustering
(Fraley and Raftery (1998)) are based on probability theory in a more consistent
way, but for the purpose of the present paper they can be interpreted as cluster
validity criteria as well.
We assume here that the researcher has decided which cluster analysis method
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and which cluster validity index to use. Our attitude regarding these decisions is
that different cluster analysis methods and different validity indexes correspond
to different “cluster concepts”, which may be of interest in different applica-
tions. There is no uniquely optimal choice of a combination of these, but the
researcher rather needs to decide what cluster concept is required in a specific
application. For example, it may be required that all objects are, on aver-
age, represented as precisely as possible by the centroid object of the cluster
to which they are assigned, which can lead, depending on the distance concept
involved, to the k-means or the “Partitioning Around Medoids” (PAM) cluster-
ing method, and the Calinski and Harabasz index, see Kaufman and Rousseeuw
(1990); Calinski and Harabasz (1974), or the researcher may be interested in
finding latent subpopulations distributed approximately according to Gaussian
distributions, leading to model-based clustering with Gaussian mixtures and
the BIC, Fraley and Raftery (1998). However, the approach taken here does
not assume that clusters are in general identified with “clustering” probabil-
ity models for data subsets such as Gaussian components of a mixture model
(which do not always have characteristics that are expected of clusters such
as small within-cluster distances and separation, see Hennig and Liao (2013)).
The question whether the data can be explained by a homogeneous probability
model for “non-clustering”, or on the other hand whether there is evidence for
“real” clustering, is treated as separate from what constitutes a cluster. The
philosophy of clustering involved here has been outlined in Hennig and Liao
(2013).
The main idea of the present paper is that parametric bootstrap can be used
to investigate the distribution of the given validation index, simulating from a
model for homogeneous data, i.e., for the absence of “real” clustering. The vali-
dation index can then be used as a test statistic for testing homogeneity against
a clustering alternative (this yields a test for each candidate k for which the
index is computed, which need to be aggregated to a single homogeneity test),
and the simulated null distribution can also be used to calibrate the validity
index by comparing its value on the dataset against what is expected under the
null model. We argue that this is a better foundation for a decision about the
number of clusters than the heuristics behind the standard recommendations in
most of the literature.
Although it is rarely seen in practice, the idea of setting up a hypothesis
test of a null hypothesis modelling “no clustering” for cluster validation in-
dexes is not new. For example it is mentioned in Chapter 4 of Jain and Dubes
(1988). Jain and Dubes (1988) mention the “random graph”, “random cluster
label” and “random position” (uniform/Poisson process distribution) hypothe-
sis. Tests for some standard null hypotheses including the normal distribution
are cited in Bock (1996) with a focus on a proper theoretical derivation of the
distribution of the test statistics.
Often, however, rejecting such simple null hypotheses is not evidence for
clustering, because there may be more structure in the data than what these
null models assume, for example temporal or spatial dependence. “Parametric
bootstrap” refers to sampling from a parametric model with parameters esti-
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mated from the data (Efron and Tibshirani (1994)). In this paper we propose
using the parametric bootstrap to sample from null models that capture the
non-clustering structure in the data for testing homogeneity against clustering,
and for calibrating validity indexes. The parametric bootstrap allows us to use
models that are more complex and less “theory-friendly” than the simple models
mentioned above. Efron and Tibshirani (1994) treat the parametric bootstrap
somewhat briefly, because they argue that a main advantage of the bootstrap
is that inference can be constructed without parametric assumptions, for which
the nonparametric bootstrap, i.e., exploring the distribution of a test statistic
by sampling from the observed empirical distribution, was constructed. But
for the aim of testing homogeneity against clustering, the empirical distribution
is not suitable, because sampling from the empirical distribution will generate
datasets with the same clustering characteristic as the original dataset to be
analysed. Potential homogeneity can only be explored based on a model for
non-clustering. Therefore the non-parametric bootstrap is not an option here.
Using parametric bootstrap for testing homogeneity against a clustering al-
ternative and calibration of cluster validity indexes is a very general princi-
ple. It can basically be used in every clustering problem together with any
clustering method and any validation index (as long as there is enough com-
putational power to run clustering and validation index lots of times). But
every situation requires a new tailor-made null model, which means that there
is no straightforward out-of-the-box way to run this approach. Readers who
want to apply it need to design, implement and estimate the parameters of
their own null model, capturing the structural features of their datasets that
do not indicate clustering. The best way of demonstrating how to do this is to
show examples. After Section 2, in which the general idea is stated, it is ap-
plied to three different datasets. Section 3 is about mixed type data for socio-
economic stratification containing continuous, ordinal and nominal variables,
the latter with categories carrying somewhat stronger than purely nominal in-
formation. The clustering method is PAM and the validation index used is the
ASW (Kaufman and Rousseeuw (1990)). Section 4 is about a dataset giving the
methadone dosages taken by patients over 180 days, involving temporal auto-
correlation. PAM was applied once more, but also compared with Complete and
Average Linkage clustering, and cluster validity was assessed by the Prediction
Strength (PS) (Tibshirani and Walther (2005)), which explores cluster stability
based on resampling. In Section 5 we analyse a presence-absence dataset of snail
species on Aegean islands where the problem is to cluster the species distribution
ranges. The null model takes into account spatial autocorrelation. Following
Hennig and Hausdorf (2004), the dataset was clustered using Gaussian mixture
model-based clustering with the BIC (Fraley and Raftery (1998)) after defining
a distance measure between distribution ranges and running a Multidimensional
Scaling (MDS; Cox and Cox (2001)). The example explores the use of the para-
metric bootstrap approach together with model-based clustering methods and
demonstrates that the parametric bootstrap adds important information to the
standard usage of model-based clustering and the BIC. Section 6 gives a con-
clusing discussion.
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Sections 3 and 5 give a nod to two predecessors of the current paper. Hennig and Hausdorf
(2004) already introduced parametric bootstrap tests for homogeneity against
clustering using the specific null model that will be applied in Section 5, although
it did not consider the estimation of the number of clusters. The general princi-
ple proposed here was already applied in an ad hoc-fashion in Hennig and Liao
(2013), where the dataset of Section 3 was analysed. Section 3 improves on the
null model used in Hennig and Liao (2013).
2 The general setup
The general principle of the present paper is outlined theoretically in this section,
and will then be illustrated by examples.
Given is a set of observations X = {x1, . . . ,xn} from some set of possible
objects X . The observations can be characterised in various ways, normally
either by p variables or by an n × n-dissimilarity matrix. Then there is a
clustering method C so that C(X, k) = {C1, . . . , Ck} with k ∈ K ⊆ N, and, for
i = 1, . . . , k: Ci ⊆ X. In many cases, C will be a partitioning method assuming
that Ci ∩ Cj = ∅ for any i 6= j and
⋃k
i=1 Ci = X, and K = {2, . . . , n}, but
this is not required in general. Furthermore given is a validity index V , so that
V (X, C(X, k)) ∈ R measures the quality of C(X, k) in some sense. We assume
w.l.o.g. that a larger value of V implies a better cluster quality, at least as long
as clusterings with the same k are compared.
The null model P0 = {Pθ : θ ∈ Θ} is a set of probability distributions Pθ
on Xn (equipped with a suitable σ-algebra) with the interpretation that the
distributions Pθ model a situation that is interpreted as homogeneous in the
sense of “absence of clustering”. The set Θ can also be rather general; in Sec-
tion 5, for example, Θ involves the full empirical distributions of both the sizes
of species and the number of species present in the regions. Basically Θ should
capture all structural information as far as it cannot be interpreted as “cluster-
ing”, which may involve features that are usually referred to as nonparametric,
such as full marginal distributions of some variables. Often the n observations
will be modelled as i.i.d., but this again is not required.
Let Tn : Xn 7→ Θ be an estimator of θ. For a fixed number of clusters
k ∈ K and a fixed set of observations X, a parametric bootstrap test is defined
by estimating the distribution Qk, which is the distribution of V (X, C(X, k))
under PTn(X), by drawing m bootstrap datasets X1, . . . ,Xm from PTn(X). The
bootstrapped p-value for testing P0 is then
pˆk =
|Ak|+ 1
m+ 1
, where (1)
Ak = {Xi : V (Xi, C(Xi, k)) ≥ V (X, C(X, k))},
so that a low pˆk implies that it is very unlikely, under Qk, that V (X
∗, C(X∗, k))
is as large or larger as the observed validity V (X, C(X, k)), which therefore is
evidence for a stronger clustering than what is expected under Qk.
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This defines a homogeneity test for each k ∈ K. These need to be aggre-
gated into a single homogeneity test. This can be done by defining an overall
aggregated p-value
pˆ =
|A∗|+ 1
m+ 1
, where (2)
A∗ =
{
bfXi :
∑
k∈K
p˜k(Xi) ≤
∑
k∈K
pˆk
}
,
where p˜k(Xi) is the analogue of pˆk based on
V (Xi, C(Xi, k)), i.e., with Xm+1 = X:
p˜k(Xi) =
|A˜i|+1
m+1 , where
A˜i = {Xj : j 6= i, V (Xj , C(Xj , k)) ≥ V (Xi, C(Xi, k))}.
This means that aggregating the tests for all k ∈ K is effectively based on av-
eraging the p-values or, equivalently, ranks of V (X, C(X, k)) among the boot-
strapped samples over k.
An optimal value of k can be found by maximising a calibrated V :
kˆ = argmax
k∈K
V (X, C(X, k)) − EVk
SVk
, (3)
EVk =
1
m
m∑
i=1
V (Xi, C(Xi, k)),
SVk =
√√√√ 1
m− 1
m∑
i=1
(V (Xi, C(Xi, k))− EVk)
2
.
The interpretation is that this is the k for which
V (X, C(X, k)) gives the best validity compared to what is expected under Qk.
All the information from the parametric bootstrap can be visualised by plot-
ting V (X, C(X, k)) together with all V (Xj , C(Xj , k)) against k (“bootstrap va-
lidity plot”), which will be done in the following sections. Actually, often this
plot will be so expressive that computing the formal outcomes (1), (2) and (3)
does not add much information.
There are alternative ways to define the tests and the estimation of k based
on the parametric bootstrap. Instead of (1), V (X, C(X, k)) could be stan-
dardised as in (3), and the p-value could then be computed from a Gaussian
distribution, although the Gaussian approximation cannot be proved to work
in the generality required here. Instead of averaging p-values in (2), one could
also average raw values of V (implicitly assuming that these are meaningfully
comparable over k ∈ K), or one could use a Bonferroni-adjustment of the lowest
pˆk, k ∈ K, which can be very conservative but may work well if V (X, C(X, k))
for the best k is expected to stand out clearly. A comparison of these options
is left to future work.
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The parametric bootstrap tests proposed here require the specification of
a null model, but they do not require the explicit specification of alternative
models. The “clustering alternative”, against which the homogeneity null model
is tested, is implicitly defined by the choice of V . The “effective alternative” are
distributions P on Xn under which the distribution of V is stochastically larger
than under P0. The choice of V therefore defines the meaning of “clustering”
against which the homogeneity null hypothesis is tested.
A general limitation of parametric bootstrap is that the distribution PTn(X)
is usually interpreted to represent the whole of P0. pˆ will be anti-conservative
as a p-value for testing P0 to the extent that other distributions in P0 exist that
are both compatible with the observed data and tend to deliver larger values of
V . Theoretical analysis of this problem is impossible in general and probably
very tedious if possible at all in most specific situations and will therefore not be
done here. The validity of significant test results therefore relies on the quality
of the estimator Tn and the assumption that different values of θ (at least as
long as they are still compatible with the data) do not tend to yield vastly
different values of V .
3 Socio-economic stratification (mixed type data)
3.1 Data
Hennig and Liao (2013) analysed a dataset from the 2007 US Survey of Con-
sumer Finances. There were n = 17, 430 individuals and 8 variables (no missing
values were in the dataset):
• log(x + 50) of total amount of savings as of the average of last month
(treated as continuous),
• log(x+ 50) of total income of 2006 (treated as continuous),
• years of education between 0 and 17; this is treated as ordinal (level 17
means “graduate school and above”),
• number of checking accounts that one has; this is ordinal with 6 levels
(corresponding to no/1/2/3/(4 or 5)/(6 or more) accounts,
• number of savings accounts, coded as above,
• whether or not one has life insurance (binary, i.e., ordinal),
• housing, nominal with 9 levels: “neither owns nor rents”, “inapplicable”,
“owns or is buying/land contract”, “pays rent”, “condo”, “co-op”, “town-
house association”, “retirement lifetime tenancy” and “own only part”,
• occupation class, nominal with 7 levels (from 0 to 6): “not working for
pay”, “managerials and professionals”, “white collar workers and techni-
cians”, “lower-level managerials and various professions”, “service workers
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and operators”, “manual workers and operators”, “farm and animal work-
ers”.
The aim was to use clustering methods for socio-economic stratification (see
Hennig and Liao (2013) for background). An interesting issue, which is ad-
dressed by the approach of the present paper, is whether such a stratification is
rather an artificial (although potentially useful) partition of a rather homoge-
neous population, in which there are no clear boundaries between social classes
or strata (note that the term “homogeneous” here does not refer to social equal-
ity).
3.2 Clustering method and validation index
Hennig and Liao (2013) settled for the PAM clustering method (namely for its
large sample version CLARA) and the ASW validation index (Kaufman and Rousseeuw
(1990)), arguing that social strata should be defined by low within-cluster dis-
tances rather than components of a mixture model.
PAM tries to find k centroid objects in X and assigns all objects in X to
the closest centroid so that the sum of distances of every object to its cluster’s
centroid is minimised. The ASW averages standardised differences between the
average distance of every object to the closest cluster to which it is not classified
and the average distance to all objects of the cluster to which it is classified.
The ASW can be between -1 and 1. Values larger than 0 indicate that objects
have on average lower distances within their own cluster than to their neigh-
bouring cluster, which can be seen as minimum requirement for a distance-based
clustering. Larger values of the ASW are better and Kaufman and Rousseeuw
(1990) recommend to maximise the ASW for finding the best value of k, but
this is not based on an analysis of what changes of the ASW can be expected
when increasing k. This can be explored by the parametric bootstrap approach.
The distance measure was in principle a Euclidean distance for which the
ordinal variables were used with standard Likert coding (1, 2, 3, . . . ) and the
nominal variables were coded by binary dummies for the categories. However,
variables were standardised with specific standardisation schemes in order to
balance the contribution of the different types of variables to the clustering in
an appropriate way. The account number variables were weighted down because
they were comparably less important than the others, and the dummy variables
for housing were weighted is such a way that the effective distance treated
“owns” and “pays rent” as the extremes of the scale with the other categories
in between, see Hennig and Liao (2013) for details.
3.3 Non-clustering structure
For running the parametric bootstrap, a null model needs to be defined that
captures the non-clustering structure in the data. This requires some judgement
by the researchers, because it depends on what constitutes a “significant clus-
tering” in the given application. Before defining the null model, here is some
discussion of what the non-clustering structure is.
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A first thing to realise is that dependence between variables may lead certain
clustering methods into building clusters with approximate local independence
(i.e., independent within clusters). For standard latent class clustering of nomi-
nal variables, local independence is a standard assumption (e.g.,Hennig and Liao
(2013)), as well as for k-means clustering if this is written down as a Maximum
Likelihood (ML)-method for spherical Gaussian clusters. PAM and the ASW
do not formally assume local independence. But if a number of variables are
strongly correlated with a continuous transition without clear cluster boundaries
between low values on all variables and high values on all variables on at least a
subset of the observations, this subset does not make a suitable cluster accord-
ing to most distance-based clustering methods including PAM/ASW, because
there would be very large distances within the cluster between objects that are
low or high, respectively, on all variables. Researchers may well be interested in
splitting up such subsets for practical purposes such as information reduction,
but the resulting clustering may not be interpreted as “real” in the sense that
there is no separation and therefore no “natural” cluster boundaries. Therefore,
dependence between variables is seen as non-clustering structure here.
Furthermore, the information about the categories of the variables housing
and occupation is somewhat stronger than nominal, which may cause some
structure in the data which does not contribute to clustering that is interpretable
as “real”.
The modelling of the marginal distributions of the variables is a subtle issue.
We regard the marginal distribution of nominal variables as not carrying cluster-
ing information, because a low relative frequency of certain categories cannot be
interpreted as a cluster-defining “gap” between other categories. Therefore, the
null model should reproduce the marginal distribution of the nominal variables
as “non-clustering structure”. But the situation is different for continuous dis-
tributions. The marginal distribution of a continuous variable can have various
modes and gaps between them, which can be taken as indicating “real” cluster-
ing boundaries indeed. This means that a model is needed for a marginal distri-
bution of the continuous variables which can be interpreted as non-clustering.
Ordinality means that there is no metric distance between the categories, which
indicates that low frequency-categories should not be interpreted as “gap be-
tween clusters”, similar to the situation for nominal variables. Therefore we will
treat the marginal distribution of ordinal variables as non-clustering structure
and therefore as a parameter.
In Hennig and Liao (2013), the Gaussian distribution was used as marginal
null distribution for the continuous variables. A Gaussian distribution can prop-
erly be interpreted as “non-clustering”, but it may be too restricted. The null
model may be rejected not because there is a real clustering, but because the
real marginal distribution is non-normal, for example skew. A more flexible way
of modelling non-clustering structure is to use a general unimodal distribution.
Furthermore, a special feature of the continuous variables is that there are a
number of individuals with zero savings (7434) and/or zero income (5). Partic-
ularly the large group of zero savings individuals causes strong non-normality
of the marginal distribution. It is a matter of judgement whether such a group
9
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Figure 1: ASW values for socio-economic stratification data (red) and 500 boot-
strap samples (black) for k = 2, . . . , 10.
of individuals sharing the same value on a variable alone is seen as indicating a
real clustering or not. For the present paper, we decided that we do not want to
interpret this as indicating clustering, and therefore it needs to be incorporated
in the null model. Note that using a Gaussian distribution as the null marginal
as in Hennig and Liao (2013) implicitly amounts to interpreting this deviation
from a Gaussian as evidence for real clustering. Obviously the existence of a
large number of Americans with zero savings is something real; whether this
is interpreted as “clustering”, though, depends on whether one imagines the
existence of such a group in a “classless” society. Here we take the point of view
that even in such an idealised homogeneous classless society, people are still free
to spend all their savings and a considerable number of them will do that.
3.4 Null model
The null model has to be defined in such a way that its parameters can be
estimated by the data. Some aspects of the estimation will be ad hoc so that
it is not needed to set up a full new estimation theory. It is therefore useful to
think about the definition of the null model and the estimation of the parameters
in one go.
We choose P0 to be based on a latent Gaussian model, the outcomes of
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which are transformed to match the marginal distributions mentioned above.
The correlations of such a model can be estimated from ordinal data by using
the technique of polychoric correlations (Drasgow (1986)).
Assume x1, . . . ,xn to be i.i.d. distributed, with x1 = (x11, . . . , x1p)
t gener-
ated from a latent p-variate (p = 8) Gaussian random variable z = (z1, . . . , zp)
t ∼
N (0p,Σ), Σ being a correlation matrix, i.e., with diagonals equal to one. For
the continuous variables (j = 1, 2) assume P{x1j = log(50)} = pj > 0 (remem-
ber that the continuous variables are log(50 + x)-transformed, so log(50) refers
to zero savings or income) and the conditional distribution L(x1j |x1j > log(50))
to be unimodal with continuous density. Let Gj be the cdf of the full distri-
bution of x1j , and assume that x1j = G
−1
j (Φ(zj)), where Φ is the cdf of the
standard Gaussian distribution.
For an ordinal variable (j > 2; see below for nominal variables) x1j with h
categories c1, . . . , ch let −∞ = uj0 < uj1 < . . . < ujh = ∞ be a sequence of
Gaussian quantiles so that xij = cg ⇔ zj ∈ (uj(g−1), ujg], g = 1, . . . , h.
Furthermore, assume that the categories of the nominal variables (j = 8, 9)
x1j are ordered with an unknown ordering, and the true ordering is defined ac-
cording to the average true correlations between the dummy variables indicating
the categories of x1j and the variables that were originally ordinal or continuous.
Given this true ordering, zj is related to xij as for the ordinal variables above.
3.5 Null model parameter estimation
In order to estimate the polychoric correlations, i.e., the matrix Σ, the con-
tinuous variables are treated as ordinal by splitting them up into 10 ordered
categories each, of approximately the same size. The true orders of the nominal
variables (j = 8, 9) can be estimated by computing the average sample corre-
lations between the dummy variables indicating the categories of x1j and the
variables that were originally ordinal or continuous. With that, all the variables
are ordinal and Σ can be estimated as in Drasgow (1986). −∞ = uj0 < uj1 <
. . . < ujh =∞ can be estimated so that they reproduce the observed marginal
distributions of the ordinal and nominal variables.
The distributions Gj can be estimated by using the empirical probability
for x1j = log(50), and by fitting a kernel density estimator to the observations
with xij > log(50) making sure that the estimated density is unimodal. In
practice this has been done by using the “density” function in R with default
settings, and if this was not unimodal, by increasing the bandwith by steps of
the originally selected bandwidth divided by 20 until the resulting density is
unimodal.
3.6 Parametric bootstrap
In order to explore the distributions
Qk = PTn(X)(V (•, C(•, k))), repeat m times:
1. Generate n i.i.d. observations z∗1, . . . , z
∗
n from
N (0p, Σˆ).
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2. Transform them into X∗ = {x∗1, . . . ,x
∗
n} according to Section 3.4, using
the estimated distributions Gˆj and Gaussian quantiles uˆjg.
3. Compute a distance matrix for the objects in X∗ as in Hennig and Liao
(2013).
4. For k ∈ K, cluster X∗ by PAM and compute and store the ASW, Vqk =
V (X∗, C(X∗, k)),
q = 1, . . . ,m.
3.7 Results
The results with m = 500 and K = {2, . . . , 10} are shown in Figure 1. The
real dataset produces clearly outstanding ASW values overall except for k = 2
and k = 5. The average pˆk-value is smaller than for all datasets generated from
the null model, so pˆ = 1501 , the smallest possible value, a strong rejection of the
homogeneity model.
For k = 2 the raw ASW reaches its maximum, so according to the standard
recommendation k = 2 should yield the best clustering. But for k = 2 the real
dataset does not yield a significantly better clustering than the null model, as
opposed to most other values of k. This means that for this dataset the standard
recommendation is misleading. A higher k gives a better ASW in comparison
to what can be expected under the null model. The best calibrated ASW values
as in (3) are 4.476 for k = 3 and 4.481 for k = 8, which leads to kˆ = 8 as
recommended value. k = 3 is about as good.
In Hennig and Liao (2013), where the Gaussian distribution was used as the
null marginal for the continuous variables, the conclusions were mainly the same,
but the null model here improved the achieved ASW-values to some extent, with
the effect that now the real dataset no longer produces the largest ASW-value
for every single k > 2. This shows that assessment in Hennig and Liao (2013)
was somewhat over-optimistic regarding the strength of the clustering, but the
main conclusion is confirmed.
4 Methadone patients (Markov time series)
4.1 Data
Lin (2014) analysed dosage pattern data from 314 Taiwanese heroine addicts
receiving methadone. For every methadone patient, the dataset contains records
of the methadone dosage taken on each of the first 180 days from the beginning
of the methadone therapy. There are six ordered dosage categories 1-6. Also
there are missing values, meaning that the patient did not show up for obtaining
methadone on a certain day. The data are shown in Figure 2. Cluster analysis
was done partly exploratory and partly for making the communication about
the dosage patterns simpler. A clustering therefore can be useful regardless of
12
Figure 2: Heatplot of methadone data. Dosage categories are 1 (black), 2 (red),
3 (green), 4 (blue), 5 (light blue), 6 (violet), missing (white). Patients are
ordered according to average dosage.
whether there is some real clustering pattern in the data or not, but a really
meaningful clustering, if it exists, is of medical interest.
Again, clusters should be characterised by small distances within clusters.
Lin (2014); Lin et al. (2015) defined a distance measure in which missing values
were treated as an additional category not having ordinal information, and
the other categories were treated, following expert advice, in such a way that a
change from one category to any other category was treated as fairly substantial,
even between neighbouring categories, which means that categories were treated
as carrying some compromise between ordinal and nominal information.
4.2 Clustering method and validation index
Several clustering methods were compared, namely PAM, Average Linkage and
Complete Linkage hierarchical clustering (Kaufman and Rousseeuw (1990)). Clus-
ter validation was done by two methods, namely the ASW and the PS (Tibshirani and Walther
(2005)). We focus on the latter one here. The PS measures the stability of
the clustering. The idea of the PS is as follows: The dataset is split into two
equally sized parts b times. Every time, both halves are clustered into k clusters
by the method that is also applied to the original dataset. For each of the two
clusterings computed on the two halves, a prediction rule is created for the ob-
servations of the other half of the data. For any pair of observations in the same
cluster in the same half it is then checked whether or not they are predicted into
the same clustering by the clustering on the other half. If this is the case, their
co-membership was correctly predicted. The PS is defined by averaging the pro-
portions of correctly predicted co-memberships for the weakest clusters in each
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of the 2b halves. The prediction rule recommended in Tibshirani and Walther
(2005) is to predict observations into the cluster with the closest cluster mean,
which is appropriate for k-means. For PAM, we chose the closest centroid, for
Average Linkage the minimum average distance and for Complete Linkage the
minimax distance.
The PS is not calibrated for properly comparing values for different k; it
can be expected that larger values of k make it more difficult to achieve a
high PS, particularly because the PS is determined by the least stable cluster.
Because of this, Tibshirani and Walther (2005) suggest to choose the largest k
for which the PS is larger than 0.8. Instead, because PS-values for fixed k are
comparable, the parametric bootstrap idea can be applied. This amounts to b
sample splits for each k and each of the m bootstrap samples, which makes this
very computer-intensive.
4.3 Non-clustering structure
Here is some background knowledge about the methadone dosages. Obviously,
for a given patient, the different days cannot be treated as independent. Once
a week, every seven days, the methadone patients get a new prescription. On
all other days, the patients are free to use a smaller dosage than indicated on
their prescription, so that there are occasional changes on these days, but most
changes happen on day 1, 8, 15 etc. (“prescription days”). Some patients go to
two different doctors and obtain two different prescriptions, which makes their
dosages more flexible. The dataset does not include prescription data; we only
know what dosage the patient took, but not what the prescription was; so it is
not possible to use the prescription for setting up the null model. In any case,
even on prescription days, old prescriptions are often renewed, and if there is
change, it is mostly by only one category. There is much more change on the
earliest prescription days when doctors do not yet have much experience with
the patients than later. Furthermore, most patients start on the lowest dosage.
There is no obvious connection between previous dosages and missing values;
previous missing value behaviour is much more informative about missing values
in the future than are observed dosages.
4.4 Null model
Modelling the time series of dosages of a single patient as a Markov chain ignores
long range dependence. We choose this approach anyway, because other features
of the data are more striking, and a Markov chain with different transition
probabilities for prescription days and “normal days” already requires a large
number of parameters. Some transition probabilities, particularly between non-
neighbouring dosages, are very small and difficult to estimate with the limited
amount of data.
The dosages of the n patients (ignoring missing values for the moment) are
modelled in P0 as i.i.d. Markov chains with different transition probability
matrices between the six dosages for a) prescription day 2 (prescription day 1
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defines the initial distribution of dosages), b) prescription day 3, c) all further
prescription days combined, and d) all normal days combined. Furthermore
we assume an unrestricted distribution of missingness patterns (i.e., a series of
indicators of whether a patient is missing or not over all 180 days), from which
one is drawn i.i.d. for each patient, independently of the patient’s dosages. This
effectively rules out missingness patterns as sources for “real” clustering; what-
ever is observed can be reproduced by the null model. This seems appropriate
because real clusterings are only of medical use if they correspond to patterns of
dosages. Missingness does not allow an interpretation in terms of the methadone
needs of a patient.
4.5 Null model parameter estimation
The four transition probability matrices can be estimated in a straightforward
manner by empirical transition probabilities in the given situations. The initial
dosage of a patient can be drawn randomly from the empirical distribution of
initial dosages. The distribution of missingness patterns can also be estimated
directly as its empirical distribution.
4.6 Parametric bootstrap
Repeat m times:
1. For n i.i.d. observations in the bootstrap sample X∗:
(a) Draw an initial dosage from their empirical distribution.
(b) Generate a sequence of 180 dosages using on each day the appropriate
estimated transition probabilities.
(c) Independently of the sequence of dosages, draw a missingness pattern
(i.e. a set of days with missing values) from the empirical distribution
of missingness patterns, and make the corresponding days missing.
2. Compute a distance matrix for X∗ as explained in Lin (2014).
3. Repeat b times:
(a) Split X∗ into two equally large subsets.
(b) Cluster both subsets by PAM for k ∈ K, and by Average Linkage and
Complete Linkage; for the latter two methods, clusterings for k ∈ K
can be obtained by cutting the trees at the appropriate height.
(c) For all pairs of observations within clusters, check whether the co-
memberships are correctly predicted as explained in Section 4.2.
4. For the 2b clusterings, the three clustering methods, and k ∈ K, compute
and store the PS, i.e., the minimum (over the k clusters) proportion of
correctly predicted co-memberships in the cluster. Average these to get
Vqk = V (X
∗, C(X∗, k)), q = 1, . . . ,m.
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Figure 3: PS values for methadone data (red) and 500 bootstrap samples (black)
for k = 2, . . . , 20, Average Linkage clustering (above), Complete Linkage clus-
tering (below)
Figure 4: PS values for methadone data (red) and 500 bootstrap samples (black)
for k = 2, . . . , 20, PAM clustering (above); bootstrapped p-values pˆk for all three
clustering methods (below)
4.7 Results
The results based on m = 500, b = 50 are shown in Figures 3 and 4. For
Average Linkage and Complete Linkage, the original methadone dataset yields
stability (PS) values that are on average even below the values from the null
model. Obviously, based on these clustering methods, there is no evidence for
real clustering. For PAM, looking at some values of k, namely k ∈ {5, . . . , 10}
the PS values look significantly higher than those from the null model (with
k = 10 looking best; see the right side of Figure 4), although they do not clearly
stick out. However, avoiding cherry-picking the best values of k, averaging pˆk
values over k according to (2) gives pˆ = 0.475 due to some very low PS-values
for higher k, and therefore here again there is no evidence for real clustering
(strictly speaking, having tried out three clustering methods, even a further
adjustment for multiple testing would be required).
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Once more, the default recommendation, which for the PS is “take the largest
k for which PS> 0.8”, turns out to be misleading. The real dataset achieves this
for PAM and k = 2 only, but this does not seem to be the best value compared
to the null model, and PS> 0.8 can be achieved by the null model for k = 2 for
all clustering methods, and for PAM occasionally even for k = 3.
5 Distribution ranges of snail species (spatial
dependence)
5.1 Data
The third example dataset is a binary dataset giving presence-absence informa-
tion on 80 species of snails for 34 Aegean islands (Cyclades; Hausdorf and Hennig
(2005)). The dataset is available under the name “kykladspecreg” in the R-
package “prabclus”. Clustering of such species distribution ranges aims at find-
ing “biotic elements”, groups of species sharing specific areas, which are con-
nected to certain hypotheses about speciation (Hausdorf and Hennig (2003)).
We here interpret the observations xi, i = 1, . . . , n as sets of islands for which
the species is present.
5.2 Clustering method and validation index
Following Hausdorf and Hennig (2003) and Hennig and Hausdorf (2004), Kulczynski-
dissimilarities were computed between different species:
d(x1,x2) = 1−
1
2
(
|x1 ∩ x2|
|x1|
+
|x1 ∩ x2|
|x2|
)
.
Classical MDS (Cox and Cox (2001)) was used to map the species onto 4-
dimensional Euclidean space, and the resulting points were clustered by fit-
ting a Gaussian mixture model with a uniform noise component using the R-
package “mclust” (Fraley and Raftery (1998, 2002); Fraley et al. (2012)). The
reason for this was that experience with such datasets suggested that biotic
elements may differ quite a bit regarding within-cluster variation, which could
be captured better with the potentially different covariance matrices of Gaus-
sian distributions than with standard distance-based clustering methods, see
Hennig and Hausdorf (2004) for details.
A standard way to estimate the number of clusters (and also potential
constraints of the covariance matrices) is the BIC, which here is defined as
2ln(k)− r(k) log(n) so that large values of the BIC are good, where ln(k) is the
log maximized likelihood for k Gaussian components and r(k) is the correspond-
ing number of free parameters. The BIC is the default method in “mclust”. It
can be computed for k = 1 and it can therefore also deliver a decision about
whether k = 1 (interpreted as homogeneity of the distribution or absence of bi-
otic elements) or not. The BIC is here used as cluster validation index, although
this is not how it would normally be interpreted, because it is defined based on
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Figure 5: BIC values for Aegean islands snails data (red) and 500 bootstrap
samples (black) drawn from plain Gaussian null model for k = 1, . . . , 10.
probability theory within a certain model. In Section 5.7 a modification is used,
which compares the BIC value for k > 1 with the one for k = 1.
5.3 Results with plain Gaussian null model
Given that the BIC is proved to be consistent under certain (somewhat re-
strictive) conditions (Keribin (2000)), and that it makes a decision involving
a homogeneous “null model”, one may wonder whether parametric bootstrap
adds anything to using the Gaussian mixture model combined with the BIC.
Figure 5 was produced by parametric bootstrap with bootstrap data generated
from a simple Gaussian null model, parameters of which were estimated in the
standard way from the MDS output (m = 200). These data were clustered by
“mclust” in the same way as the original snails data, and the BIC was com-
puted for k = 1, . . . , 10. The BIC points to 8 clusters. Given that the expected
BIC seems to go down linearly under the null model (it should indeed yielld a
maximum for k = 1, which is true under the null model), the clustering indeed
seems to be highly significant, and the maximum of the BIC at k = 8 seems
to be confirmed as optimal number of clusters. The only new thing that the
parametric bootstrap shows is that the null model produces occasional outliers
(caused by spurious clusters that generate a high log-likelihood) for the larger
values of k; thus, the parametric bootstrap sheds some light on how the asymp-
totics of the BIC become unreliable if the number of parameters is too large.
This, however, would probably not distract the researcher from declaring k = 8
to be the optimal number of clusters here.
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5.4 Non-clustering structure
The reasoning in the previous subsection does not take into account the way
the snails data were pre-processed, though. Instead, it takes the MDS output
at face value. But there is some structure in the original data, which could
explain an apparent clustering in the MDS output. The presences of the species
are spatially autocorrelated. If it is known that a species is present on a cer-
tain island I, it is more likely to find the species also on neighbouring islands
than if the species is known not to be present on I. Furthermore, some islands
host more species than others (“island attractivity”) because of factors such as
their size and vegetation, and there is a certain distribution of species sizes |x|.
We interpret all this structure as not indicating clustering; a clustering should
be interpreted as groups of species being attracted significantly to certain spe-
cific islands, and other groups of species being attracted to other islands, which
contradicts the idea that the species can be modelled as i.i.d., taking autocorre-
lation and island attractivity into account in the same way for all species. This
involves some judgement; it is conceivable, for example, to interpret variations
in island attractiveness as a consequence of real clustering rather than as a non-
clustering feature of the data, which, however, does not agree with the “biotic
element”-concept in Hausdorf and Hennig (2003).
5.5 Null model for spatial autocorrelation
The null model used here has already been used in Hennig and Hausdorf (2004),
although in a different way, not connected with the number of clusters. Accord-
ing to P0, the species xi, i = 1, . . . , n are modelled as i.i.d., having arisen from
the following process. The parameters are an autocorrelation (“disjunction”)
parameter pd, the distribution of species sizes PS and the island attractivity
distribution PI . Assume that there is a neighbourhood list indicating for each
pair of island whether they are neighbours or not.
1. Draw ni = |xi| from PS .
2. Draw an initial island I1 ∈ xi from PI .
3. If ni > 1, for j ∈ 2, . . . , ni:
(a) Let N0 be the set of non-neighbours N0 of all of I1, . . . , Ij−1 (not
including I1, . . . , Ij−1). Let N1 be the set of neighbours N1 of any
of I1, . . . , Ij−1 (not including I1, . . . , Ij−1). If neither N0 nor N1 is
empty:
(b) With probability pd, draw an island Ij from the set of non-neighbours
N0 of all of I1, . . . , Ij−1 (not including I1, . . . , Ij−1) according to PI
conditionally on N0.
(c) Otherwise, draw Ij from the set of neighboursN1 of any of I1, . . . , Ij−1
(not including I1, . . . , Ij−1) according to PI conditionally on N1.
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(d) If either N0 = ∅ or N1 = ∅, draw Ij from the remaining non-empty
set N∗ according to PI conditionally on N
∗.
(e) Put Ij ∈ xi.
5.6 Null model parameter estimation
PS can be estimated by the empirical distribution of species sizes. PI has
a straightforward empirical counterpart as well, namely choosing the proba-
bility for each island proportional to the number of species on that island.
The estimation of pd is a bit more subtle. A naive estimator for pd would
be qd =
∑
n
i=1
(ai−1)∑
n
i=1
(ni−1)
, where ai is the number of connectivity components of the
species distribution range xi. However, qd may not work very well because of
situations with N0 = ∅ or N1 = ∅ in Section 5.5, and because initially sepa-
rated connectivity components may grow together in the process of generating
a species. We use the recommendation of Hennig and Hausdorf (2004) to simu-
late the observable qd as a function of pd by sampling from the null model with
various values of pd, to fit a linear regression explaining qd from pd, and then
by estimating the real pd by plugging the real observed qd into the regression
equation, as implemented in the “prabclus”-package of R.
5.7 Parametric bootstrap
Repeat m times:
1. Estimate the null model parameters according to Section 5.6.
2. Generate n i.i.d. species in the bootstrap sample X∗ according to the
algorithmic null model in Section 5.5.
3. Compute the Kulczynski dissimilarity matrix between the species.
4. Map them onto R4 by classical MDS.
5. Cluster them fitting a Gaussian mixture model with a uniform noise com-
ponent for k ∈ K.
6. Let Vqk = V (X
∗, C(X∗, k)), q = 1, . . . ,m, be the resulting value of
BICq(k)−BICq(1)
BICq(1)
, where BICq(k) is the BIC-value for k mixture compo-
nents.
The last step contains a subtle adjustment. Instead of the plain BIC, Vqk adjusts
the BIC by the BIC-value for k = 1. The reason for this is that the parametric
bootstrap test compares a clustering alternative, i.e., k > 1, with a null model
for a homogeneous population, i.e., k = 1. A dataset with large BIC(1) can be
expected to have smaller variation (as expressed by covariance matrix eigenval-
ues) than a dataset with smaller BIC(1), and therefore also the former dataset’s
BIC-values for larger k will likely be larger. The adjustment corrects for this.
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Figure 6: (k = 1)-adjusted BIC values for Aegean islands snails data (red) and
500 bootstrap samples (black) drawn from null model with spatial autocorrela-
tion for k = 1, . . . , 10.
5.8 Results
The results are shown in Figure 6. The real dataset does not really stick out,
but its (k = 1)-adjusted BIC-values (V ) are certainly among the higher ones
generated by the null model. (2) yields pˆ = 0.0697, so that the BIC-values of
the snails data fail rather tightly to be significant evidence for real clustering
at the 5%-level. Taking into account the ad hoc nature of the model and the
estimation, and the resulting anti-conservativity of the p-values (see Section 2),
the stronger statement that there is no evidence for clustering seems justified
(by the way, using the raw BIC as V produces an even higher pˆ). Further-
more, different from what the raw BIC-values indicated, (3) indicates k = 2 as
clearly better, with calibrated V of 3.149, than k = 8 (second best with cali-
brated V of 1.971). Overall, taking into account the spatial autocorrelation of
the unprocessed presence-absence data in this way changes the results quite a
bit, compared to Section 5.3, and can particularly explain the extent to which
clustering is observed through the BIC.
6 Concluding discussion
The present paper provides a general scheme by which cluster validation indexes
can be used for testing homogeneity against a clustering alternative, and for
calibrating the indexes so that their expected distribution can be taken into
account for estimating the number of clusters. In the examples, it was shown
that this approach can expose weaknesses of standard recommendations for how
to use the validation indexes to estimate the number of clusters, and that it can
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detect that in some situations, in which researchers obtain a clustering, there is
no evidence for any real clustering at all.
The scheme cannot be applied “straight out of the box”, but requires the
researcher to make judgements on which structural features of the data cannot
be taken as indicating a “real clustering”, and to use these for defining an
appropriate null model. The examples shown here should illustrate how to go
on about this task in a real situation.
The null models and parameter estimators used here have been set up in some
kind of ad hoc-fashion, partly taking into account information from looking at
the data. Also, parametric bootstrap will generally result in anti-conservative
p-values, because the p-values are simulated from specific parameter values,
and it cannot be ruled out that other parameter values can be found that are
compatible with the data and yield still better values of the cluster validation
index.
Both of these issues do not affect the interpretation of non-significant out-
comes, because in any case a model with certain parameter values has been
found that can explain the observed clustering. This means that despite the
shortcomings the interpretation is valid that there is no evidence for real clus-
tering.
On the other hand, significant outcomes have to be interpreted with more
care. They are certainly more convincing if the V -values for the real dataset look
clearly different from those from all datasets generated by the null model in the
bootstrap validity plot, rather than only just achieving pˆ < 0.05 or 0.01. Some
sensitivity analysis, i.e., running the parametric bootstrap with slightly different
parameters for the null model, may give the researcher a clearer impression of
how stable the significance is.
The ad hoc-character of the null models and estimators presented here may
not satisfy the theoretically oriented statistician, but it is meant to encourage
the data analyst to set up such models where they could be helpful even if no
worked out theory is available. Apart from the direct benefit of having a test of
homogeneity and a calibration of indexes for estimating the number of clusters,
it is also potentially instructive to think about clustering and non-clustering
structural features of the data having the task of setting up such a null model
in view. Carrying out this task may give researchers a clearer idea of what kind
of clusters they are looking for, and what it means, in their field, to distinguish
“clustered” from “homogeneous” data.
Further research is required regarding comparing different schemes for com-
puting p-values and estimating k as mentioned in Section 2. Another interesting
issue is whether for estimating k the index values for k clusters should rather
be compared with what is expected if there are k − 1 true clusters than with
a homogeneous model with only one cluster. This, however, would require the
construction of probability models for all numbers of clusters. In principle one
could think of fitting a mixture of null models with different parameters per
cluster. In many cases, this will require considerable effort, and it can also not
necessarily be taken for granted that a homogeneous null model for fitting the
whole dataset is also suitable for fitting (and implicitly defining) a cluster. For
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example, one may want low within-cluster distances, but the null models used
here are not constructed with having such an objective in mind.
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