We consider a distributionally robust optimization problem where the ambiguity set of probability distributions is characterized by a tractable conic representable support set and expectation constraints. Specifically, we propose and motivate a new class of infinitely constrained ambiguity sets in which the number of expectation constraints could potentially be infinite. We show how the infinitely constrained ambiguity set can be used to incorporate covariance and entropic dominance in its description. In particular, we demonstrate that our proposed entropic dominance approach can improve the characterization of stochastic independence over existing approach based on covariance information. Although the corresponding distributionally robust optimization problem may not necessarily lead to tractable reformulations, we approach the problem by solving a sequence of tractable distributionally robust optimization problems, each over a relaxed and finitely constrained ambiguity set. When incorporating covariance information in the ambiguity set, we show that the subproblems are in the form of a second order conic program, which is a more computationally attractive format than a positive semidefinite program. We show favorable results in our computational study that this approach converges reasonably well.
Introduction
In recent years, distributionally robust optimization has become an attractive approach for addressing optimization problems contaminated by uncertainty. The attractive features of distributionally robust optimization include, among other things, its ability to obtain computationally tractable models and flexibility in the specification of uncertainty beyond a fixed probability distribution.
Its idea can be traced back to minimax stochastic programming, where optimal solutions are evaluated under the worst-case distribution within a family of probability distributions of uncertain parameters (see, for instance, Scarf 1958 , Dupačová 1987 , Gilboa and Schmeidler 1989 , Breton and El Hachem 1995 , Shapiro and Kleywegt 2002 . In distributionally robust optimization, we study the following problem 
where x ∈ X ⊆ R M is a vector of here-and-now decisions taken before a vector of uncertainties z ∈ R N realizes, r(·, ·): R M × R N → R is a given cost function.
Given the decision x ∈ X , the distributionally robust optimization model (1) evaluates the worst-case expected cost,
over the ambiguity set, P. Distributionally robust optimization is a generalization of classical robust optimization and stochastic programming. Indeed, if the ambiguity set only contains the support information, i.e., P = {P ∈ P 0 (R N ) | P(z ∈ W) = 1 }, then the evaluation criterion (2) reduces to the worst-case cost ρ(x) = sup z∈W r(x, z)
as in the classical robust optimization (see, e.g., Soyster 1973 , Ben-Tal and Nemirovski 1998 ,1999 , Bertsimas and Sim 2004 , El Ghaoui and Lebret 1997 , and El Ghaoui et al. 1998 ).
In contrast, if the ambiguity set is a singleton, i.e., P = {P 0 }, then the evaluation criterion (2) reduces to the expected cost ρ(x) = E P 0 [r(x,z)] considered in stochastic programming (see Birge and Louveaux 1997, Ruszczyński and Shapiro 2003) .
The introduction of ambiguity set leads to greater modeling power and allows us to incorporate information of the uncertainty such as support and descriptive statistics such as moments (see, for instance, El Ghaoui et al. 2003 , Chen et al. 2007 , Chen and Sim 2009 , Delage and Ye 2010 , Wiesemann et al. 2014 , Hanasusanto et al. 2015 . Recent studies have led to significant progress on computationally tractable reformulations for distributionally robust optimization, which closely relates to the interplay between the ambiguity set and the cost function. In particular, Delage and Ye (2010) propose tractable reformulations for distributionally robust counterparts, where the ambiguity set is specified by the first and second order moments, which themselves could be uncertain. Wiesemann et al. (2014) generalize the result by proposing a conic based ambiguity set and identifying conditions under which the distributionally robust counterpart has an explicit tractable reformulation. Specifically, the ambiguity set of Wiesemann et al. (2014) is characterized by a finite number of expectation constraints and a conic representable support set.
In this paper, we study a distributionally robust optimization problem by extending the ambiguity set of Wiesemann et al. (2014) , to encompass potentially an infinite number of expectation constraints, which we call the infinitely constrained ambiguity set. We also propose an algorithm to solve the corresponding distributionally robust optimization problem. We show favorable results in our computational study that this approach converges reasonably well.
We summarize the main contributions of this paper as follows.
1. We propose a new class of infinitely constrained ambiguity sets that would allow ambiguous distributions to be characterized by potentially an infinite number of expectation constraints.
We also elucidate the generality of this class of ambiguity sets for characterizing distributional ambiguity when addressing distributionally robust optimization problems.
2. To solve the corresponding distributionally robust optimization problem, we propose an algorithm to obtain its solution by solving a sequence of subproblems. Each of these subproblems is a tractable distributionally robust optimization problem, in which the ambiguity set is finitely constrained and is a relaxation of the infinitely constrained ambiguity set. At each iteration, we also solve a separation problem that would enable us to obtain a tighter relaxation of the infinitely constrained ambiguity set.
3. When incorporating covariance information in the ambiguity set, we show that subproblems are in the form of a second order conic program, which is a more computationally attractive format than a positive semidefinite program. Moreover, the corresponding separation problem is a minimum eigenvalue problem, which can be solved efficiently. An important advantage of having a second order conic optimization formulation is the availability of state-of-the-art commercial solvers that also support discrete decision variables.
4. We introduce the entropic dominance ambiguity set, which is an infinitely constrained ambiguity set that incorporates an upper bound of the moment generating function associated with the uncertain parameters. We show that the entropic dominance can provide a tighter characterization of stochastic independence than existing approach that is based on covariance information. Though the corresponding separation problem is non-convex, we show computationally that the trust region method works well, and we are able to obtain less conservative solutions if the uncertainties are independently distributed.
The remainder of this paper is organized as follows. We first introduce and motivate the infinitely constrained ambiguity set in Section 2. In Section 3, we study the corresponding distributionally robust optimization problem with focus on relaxing the ambiguity set to obtain tractable reformulation for the worst-case expected cost. We also propose an algorithm to tighten the relaxation. We discuss the cases of covariance dominance and entropic dominance and demonstrate the potential applications in Section 4 and Section 5, respectively.
Notation:
We denote a random variable,x, with a tilde sign. We use boldface uppercase and lowercase characters to represent matrices and vectors, respectively, and [x] i or x i to denote the i-th element of the vector x. Specially, we denote by e n the n-th standard unit basis vector. We denote by [N ] the set of positive running indices up to N , that is, [N ] = {1, 2, . . . , N }. We denote the set of all distributions on R N by P 0 (R N ). For a probability measure P, we use E P [·] to denote the corresponding expectation. For a proper cone K ⊆ R N , the set constraint x − y ∈ K is equivalent to the general inequality x K y. Meanwhile, we use K * to denote the dual cone of K such that
We also denote by L 2 the Lorentz cone in the real space, i.e., (a, b) ∈ L 2 refers to a second order conic constraint ||b|| 2 ≤ a.
2. Infinitely constrained ambiguity set Wiesemann et al. (2014) propose a class of conic representable ambiguity sets that results in tractable reformulations of distributionally robust counterparts for convex piecewise linear functions in the from of conic optimization problems. Notwithstanding its generality, it may result in optimization formats, such as semidefinite optimization problems that are harder to solve in practice. Hence, for greater computational tractability, we restrict ourselves to the following tractable conic ambiguity set
The support set W is a tractable conic representable set (such as second order, power, and exponential cones), and the functions g i are also tractable conic representable functions. We refer to Ben-Tal and Nemirovski (2001) for an excellent introduction on conic representable sets and functions.
In the ambiguity set above, the equality expectation constraints specify the mean values of Az, while the inequality expectation constraints provide characterizations of distributional ambiguity such as bounds on means, variances, expected utility and others. The ambiguity set is, however, incapable of incorporating, among other things, covariance information such as
Hence, by extending the tractable conic ambiguity set to incorporate potentially an infinite number of expectation constraints, we propose the infinitely constrained ambiguity set as follows:
, and functions h i :
. The bounded and non-empty support set W is a tractable conic representable set and for any given y ∈ Y i , the function g i (y, z) is a tractable conic representable functions with respect to z.
The following result elucidates the generality of this infinitely constrained ambiguity set.
Theorem 1. Suppose for any given x ∈ X , the function r(x, z) : X × R N → R is tractable conic representable in the variable z, then for any ambiguity set Q ⊆ P 0 (R N ), there exists an infinitely constrained ambiguity set
Proof. We consider the following infinitely constrained ambiguity set
where we define the set Y X , and the function
and g(y, z) r(y, z).
Observe that the function, g(y, z) is also tractable conic representable in z for any given y ∈ Y.
For any P ∈ P I , we have
which further implies
Conversely, for any P ∈ Q, observe that
thus P ∈ P I , and consequently, Q ⊆ P I . Therefore, we have
Henceforth, we can conclude that
Indeed, the infinitely constrained ambiguity set has greater modeling flexibility in characterizing uncertain probability distributions. We provide some interesting infinitely constrained ambiguity sets as follows.
Covariance dominance
It is well known that a symmetric matrix Σ is positive semidefinite if and only if that for all y ∈ R N , y Σy ≥ 0. Henceforth, the covariance dominance ambiguity set (3) can also be defined in a form of the infinitely constrained ambiguity set as follows:
Observe that convex quadratic functions are second order conic representable. As we will show later, modeling covariance dominance from such an infinitely constrained perspective, we can attain the scalable second order conic optimization format for the distributionally robust optimization problem of interest.
Entropic dominance
We now introduce a new so called entropic dominance ambiguity set that we define as
for some convex twice continuously differentiable function, φ : R N → R such that φ(0) = 0 and the gradient vector at 0 takes value, ∇φ(0) = 0. Note that the exponential function is exponential conic representable and can be efficiently solved by interior-point methods (see, for instance, Chares 2009, Skajaa and Ye 2015) . An exponential conic constraint can also be approximated fairly accurately via a small number of second order conic constraints (Chen and Sim 2009, Appendix B) . This kind of successive approximation methods is supported in toolboxes, such as ROME (Goh and Sim 2011) and CVX ).
The entropic dominance ambiguity set essentially bounds from above the log moment generating function of the random variablez adjusted by its mean µ. In this way, the entropic dominance ambiguity set can encompass common random variables used in statistics, such as sub-Guassian (see, Wainwright 2015) , which is a class of random variables with exponentially decaying tails defined as follows.
Definition 1. A random variablez with mean µ is sub-Gaussian with deviation parameter
Note that in the case of normal distribution, we have equality in the above relation and σ would correspond to the standard deviation. Hence, ifz n , n ∈ [N ] are independently distributed subGaussian random variables with corresponding means, µ n and deviation parameters σ n , then we can characterize the entropic dominance ambiguity set in the from of (5) with
Notably, every entropic dominance ambiguity set is a subset of some covariance dominance ambiguity set as shown below.
Theorem 2. Consider any probability distribution P ∈ P E , we have
where ∇ 2 φ(·) is the Hessian matrix of φ(·). In addition, the support set is given by
Moreover, if φ(y) has an additive form given by
, then we have the simplified results:
Proof. Consider any probability distribution, P ∈ P E . Observe that
Thus, for every n ∈ [N ], we have
Consequently,
For any α ∈ R, we have
Taking Taylor expansion up to second order at 0, the first term in the numerator of (6) becomes
while the second term becomes
Therefore, inequality (6) becomes
It is well known that (see, for instance, Kass et al 2008)
The support then follows from
Observe that when φ(y) has the additive form,
We then have
naturally follows. In addition, the class of constraints in the support set is satisfied if and only if
Since the maximization in the above operates additively in y, the above is equivalent to:
Observe that
therefore the inequality (7) holds if and only if
Distributionally robust optimization model and solution procedure
In this paper, we examine how we can obtain the optimal solution or approximate ones to the distributionally robust optimization problem
where the feasible set of decision, X is convex and compact, and
is the worst-case expected cost over the convex and compact infinitely constrained ambiguity set, P I . Observe that Problem (8) may not necessarily be tractable since standard reformulation approaches based on duality results (see, Isii 1962 , Shapiro 2001 , and Bertsimas and Popescu 2005 could lead to potentially infinitely many dual variables associated with the expectation constraints. Therefore, as a relaxation of P I , we consider the following tractable relaxed ambiguity
where for every i
To obtain explicit formulation in a tractable conic optimization format, we define the epigraphs of g i together with the support set W as
, with J = i∈[I] J i and impose the Slater's condition that the set (z, u) ∈ W : Az = µ has nonempty relative interior.
Consequently, we consider the following relaxed distributionally robust optimization problem
with the objective function being the worst-case expected cost over P R as follows:
Observe that ρ I (x) ≤ ρ R (x) and our aim is to sequentially tighten the relaxed ambiguity set to obtain better solutions. To obtain an explicit formulation of Problem (10), we will focus on convex piecewise affine objective functions as follows:
To obtain explicit formulations for other types of cost functions, we will refer interested readers to Wiesemann et al. (2014) . As in Wiesemann et al. (2014) , for simplicity of the exposition, we will assume that the worst-case expected cost ρ R (x) is solvable. We first provide an equivalent reformulation of the relaxed worst-case expected cost ρ R (x) in the following result.
Theorem 3. Given the relaxed ambiguity set P R , the relaxed worst-case expected cost, ρ R (x)
can be expressed as:
where K * is the dual cone of
Proof. The proof follows standard arguments (see, for instance, Wiesemann et al. 2014 , Bertsimas et al. 2016 ) by taking the dual of Problem (11) to obtain the following semi-infinite optimization
where α, β and γ are dual variables corresponding to the probability and expectation constraints in P R . The first constraint can be written more explicitly as the following set of constraints
each of which is not violated if and only if the the following typical robust counterpart
is not less than s k x + t k − α. Equivalently, the above robust counterpart can be formulated as
whose dual is given by sup − n k
Therefore, substituting the above dual formulation in Problem (13), we then have the reformulation (12). Note that strong duality holds due to the imposed Slater's condition. For detailed arguments, we refer to Bertsimas et al. (2016) .
The above equivalent conic reformulation enables us to solve the relaxed distributionally robust optimization (10) as a single conic optimization problem with modest number of decision variables and constraints. We next discuss an approach to tighten the relaxation, which is based on finding a violating distribution from the infinitely constrained ambiguity set. For a given solution, x ∈ X , we first show how to determine the worst-case distribution as follows.
Theorem 4. Given x and the relaxed ambiguity set P R , the worst-case distribution for the worst-case expected cost (11) is given by
with
being the optimal solution to the following tractable conic optimization problem.
Proof. Problem (15) is the dual of Problem (12) for the given x and the given relaxed ambiguity set P R . We consider the discrete distribution as constructed in (14). If c *
which contradicts the fact that the support set W is bounded. We can further verify that
Henceforth, P v ∈ P R .
To show P v is in fact a worst-case distribution for x regarding with ρ R (x), we follows the argument procedure as in Hanasusanto et al. (2016b) . We first show that the expected cost of x under P v is bounded below by the optimal value of Problem (15). Afterwards, we show the optimal value of Problem (15) is identical to ρ R (x), the worst-case expected cost of x.
In view of the first step, we observe that
Recall that Problem (15) is the dual of Problem (12) and we have proved the strong duality holds in Theorem 3. Henceforth, the optimal value of Problem (15) is identical to ρ R (x), i.e.,
This asserts P v is the worst-case distribution for (11).
Theorem 4 identifies the worst-case distribution P v ∈ P R for which Problem (11) is maximized.
However, P v may not belong to the infinitely constrained ambiguity set, P I as it may violate expectation constraints for some
. In such a case, the worst-case distribution P v is essentially a violating distribution in the infinitely constrained ambiguity set. Hence, P v belongs to the infinitely constrained ambiguity set if and only if it satisfies all expectation constraints. In particular, to check whether each of the i-th, i ∈ [I] set of infinite expectation constraints is feasible, we solve the following separation problem
for some increasing function ψ i : R → R. In principle, ψ i could simply be a linear function. However, in some cases, having a nonlinear mapping function may improve the precision when evaluating the objective of the separation problem. For instance, for the case of sub-Gaussian, h i (y) would be an exponential function, in which case, based on 64 bit floating point precision, we would not be able to evaluate the value of exp(x) for x ≥ 710. Hence, in this case, we choose ψ i to be a logarithmic function to improve the precision when solving the separation problem.
We propose an algorithm that utilizes the separation problems (16) for tightening the relaxation.
Algorithm 1
Initializations:
1. Solve Problem (10) and obtain an optimal solution x.
2. Solve Problem (15) and obtain the worst-case distribution P v .
For each i ∈ [I]
, solve Problem (16). For all Z i (P v ) < 0, obtain the optimal solution y i and
, then STOP and output solution x. Otherwise Go to Step 1.
Theorem 5. The sequence of solutions in Algorithm 1 converges to the optimal solution of the distributionally robust optimization problem (8).
Proof. Let P t R denote the ambiguity set at the t-th iteration of Algorithm 1. Correspondingly, we also denote P t v and x t as the optimal solutions for Problems (15) and (10), respectively. By Theorem 4, the worst-case distribution P t v ∈ P t R is a discrete distribution. Observe that {P t R } t≥1 is in a nonincreasing sequence of sets that all contain P I . Hence, there exists P * R such that lim t→∞ P t R = P * R and P I ⊆ P * R . Steps in Algorithm 1 indicate that (x t , P t v ) is a saddle point of the minimax typed problem (Sion 1958) :
That is,
Since X and P are compact, thus the sequence of {x t , P t v } t≥0 has a subsequence that converges to a limit point (x * , P * v ). Inequality (17) becomes
which implies that (x * , P * v ) is a saddle point for:
As P I ⊆ P * R implies sup
we then have
Moreover, we can see that P * v ∈ P I . Otherwise, there must be some i such that the corresponding separation problem yields Z i (P * v ) < 0 for some optimal solution y * . Let y t be the optimal solution for the separation problem at t-th iteration, i.e.,
The procedure of Algorithm 1 ensures that
By definition of y t , the following inequality holds for every t:
Let t → ∞, we arrive at
for some accumulation point,ȳ of the sequence y t . However, by inequality (18), we also have
is a saddle point for:
Hence, x * is an optimal solution of the distributionally robust optimization (8).
Unfortunately, since the separation problem (16) is generally not a convex optimization problem, it could be computationally challenging to obtain its optimal solution. Nevertheless, for the case of covariance dominance ambiguity set, we can solve the separation problem to optimality in polynomial time because the corresponding separation problem is a minimum eigenvalue problem.
For the case of entropic dominance ambiguity set, we can reasonably efficiently obtain solutions that attain negative objective values using the trust region method (see, e.g., Conn et al. 2000) .
We also note that some solvers can provide the optimal dual variables after solving Problem (10).
In such cases, we can then construct the worst-case distribution using these associate dual variables without solving Problem (15).
Case of covariance dominance ambiguity set
In this section, we consider the following distributionally robust optimization model,
with P C being the covariance dominance ambiguity set as follows:
where the support set is a polytope given by
Since the covariance dominance ambiguity set can be equivalently represented as:
we can express Problem (19) as the following positive semidefinite conic program.
Proposition 1. Problem (19) is equivalent to
where ·, · denotes the trace inner product of two matrices.
Proof. The proof follows from standard approach in conic duality and we provide detailed derivation in Appendix A.1.
Next, we consider the relaxation of the infinitely constrained ambiguity set, P C as follows:
. The corresponding relaxed distributionally robust optimization is then given by
In contrast with Problem (19), Problem (22) is equivalent to a second order conic program.
Proposition 2. Problem (22) is equivalent to
Proof. The proof follows from standard approach in conic duality and we provide detailed derivation in Appendix A.2.
One of the key advantages of having a second order conic optimization formulation is the availability of commercial solvers such as CPLEX, Gurobi and Mosek, which are state-of-the-art and support discrete decision variables. We also derive the explicit optimization problem to determine the worst-case probability distribution required for solving the separation problem.
Proposition 3. Given x and the relaxed covariance dominance ambiguity set Q C , the worstcase distribution is given by
is the optimal solution to the following problem
Proof. By Theorem 4, we can obtain the worst-case distribution by solving the dual of Problem (23). We omit the proof for brevity.
Given the worst-case distribution, P v , the corresponding separation problem would be
which is the classical minimum eigenvalue problem that can be solved efficiently using numerical techniques. Whenever the smallest eigenvalue is negative, we can add eigenvectors corresponding to those negative eigenvalues into the setȲ, which would tighten the relaxation of the ambiguity set.
Consequently, the sequence of solutions will converge to the optimal solution of (19). Moreover, it is also interesting to note that there exists an ambiguity set, Q C with J = N such that Problems (19) and (22) have the same objective value, as elucidated by the following result.
Theorem 6. Consider a function ν : R N → R for which the problem
is solvable. Then there exists an ambiguity set, Q C such that J = N and
Proof. Let Z A = sup
. Applying duality on probability distributions, we have
Correspondingly, we can denote (α * , β * , Γ * ) as its dual optimal solution, since we assume it is solvable. Note that Γ * 0. By the eigendecomposition of a positive semidefinite matrix, we can express Γ * as
with Y * being the orthonormal matrix whose columns are eigenvectors y * n of Γ * , and Λ being the diagonal matrix whose diagonal entries are eigenvalues λ * n of Γ * . Since Γ * 0, we know that
Consider a particular relaxed ambiguity set Q C withȲ = {y * 1 , . . . , y * N }. Let Z B = sup
Observe that this problem is equivalent to the following dual problem.
Based on the optimal solution of Problem (24), we can construct a feasible solution to Problem (25) as below:
Moreover, we can verify that in the above construction, objectives of both problems are identical since
which further implies Z B ≤ Z A . On the other hand, we already know that Z A ≤ Z B for any relaxed ambiguity set. Henceforth, for any fixed x, there exists a relaxed ambiguity set Q C with N number of expectation constraints such that Z A = Z B .
An application in appointment scheduling
Distributionally robust appointment scheduling problems under various forms of ambiguity sets have been proposed and studied in the literature (see, for instance, Kong et al. 2013 , Mak et al. 2014 , Bertsimas et al. 2016 , Qi 2016 ). In our computational study, we adopt the covariance dominance ambiguity set and investigate the efficiency of our proposed optimization procedure via Algorithm 1. We consider a service system with one server and K participants (with indices k ∈ [K])
that arrive according to a pre-determined service sequence. Service time for the k-th participant is uncertain and denoted byz k . Henceforth, we only need to determine the time allowance x k (or equivalently the appointment time) for each participant. We require the desired server's completion time to be upper bounded by T so that the feasible scheduling plan
To obtain a tractable optimization model, we adopt the approach of Qi (2016) and consider the following formulation that splits the total waiting time in the system into short delays among every participant.
where
Note that sup P∈P E P [r k (x,z)] denotes the worst-case expected waiting cost experienced by the participant for k ∈ [K], or overtime cost of the server for k = K + 1. The parameter ρ > 0 represents the relative tradeoff between a participant's delay and the server's over time. We consider numerical settings similar to Mak et al. (2014) , where uncertain service times are independent. The number of jobs is eight and the unit overtime cost ρ is 2. For each instance, we generate µ k from the uniform distribution over [30, 60] and σ k = · µ k , where is randomly generated from uniform distribution over [0, 0.3] . We set the desired server's completion time as
Inspired by Kong et al. (2013) , we consider the following covariance dominance ambiguity set
We also consider the marginal moment ambiguity set inspired by Mak et al. (2014) as follows:
which is a superset of P C . We initialize Algorithm 1 with the above marginal moment ambiguity set and iteratively improve the approximate second order conic solution with 15 iterations. We compare the second order conic approach against the positive semidefinite conic approach and report the iteratively improved relaxation of the former approach.
In Table 1 , we report the objective values attained for five randomly generated instances using the positive semidefinite conic approach (denoted by Z C ) and the second order conic approach at different iterations (denoted by Z M and Z i C , where i represents the number of iterations). The difference between Z M and Z C reveals the significance of cross-moment information (or more specifically, uncorrelated service times) in this distributionally robust appointment scheduling problem.
The third to seventh rows show the iterative improvement of second order conic solution. In Figure   1 , we can see that the performance ratio, defined as the relative gap between the second order conic solution and positive semidefinite conic solution, diminishes to zero quickly. In fact, the second order conic solutions will finally converge to the positive semidefinite conic solution, as proved in Table 1 Objectives values of second order conic approach and positive semidefinite conic approach.
Case of entropic dominance ambiguity set
In this section, we present the modeling power and potential applications of the entropic dominance ambiguity set. Particularly, we consider the relaxed distributionally robust optimization problem
with the relaxed entropic dominance ambiguity set as follows:
where W is the support set defined in (20) andȲ = y j : j ∈ [J] for some y j ∈ R N , j ∈ [J]. We next show that Problem (26) can be formulated as the following exponential conic optimization problem. Figure 1 Relative gap between second order conic approach and positive semidefinite conic approach.
Proposition 4. Problem (26) is equivalent to
+ , x ∈ X with K * exp being the dual cone of the exponential cone, where the exponential cone is generally defined as follows (see, e.g., Chares 2009 and Skajaa and Ye 2015) :
and K * exp is expressed as
Proof. Observe that the set of expectation constraints can be equivalently represented as
Routinely, the worst-case expected cost can be obtained by solving a conic optimization problem as below:
The first constraint is equivalent to the following set of constraints:
each of which is satisfied if and only if the optimal value of the problem
is not less than
We then have an equivalent formulation to Problem (28),
The above exponential constraints can be represented as a class of set constraints
The dual of Problem (29) then can be obtained as below
Substituting the dual reformulation above in (27) and merging the outer and inner minimizations, we then have the conic reformulation of the relaxed distributionally robust optimization problem.
In addition, we can obtain the worst-case distribution by solving an exponential conic optimization problem.
Proposition 5. Given x and the relaxed entropic dominance ambiguity set Q E , the worst-case distribution is given by
Proof. The proof follows from Theorem 4 and is thus omitted.
In the case of entropic dominance ambiguity set, the corresponding separation problem is unconstrained and takes the form as follows:
where the worst-case distribution P v takes value z k with probability p k . Unfortunately, since the problem is non-convex and the objective function is non-quadratic, it is generally difficult to obtain the optimal solution for the separation problem. Nevertheless, as we will present in the coming numerical example, trust region method is practically useful for finding local minimum that is obtained by successively approximating the objective function with quadratic ones. To use the trust region method, we compute the gradient and Hessian of the objective function as follows:
with B n , C ln and ∆ being given by
A new bound for the expected surplus
Let {z n } n∈[N ] be a set of independently distributed random variables with means µ n . We denote the distribution ofz n by P n and their joint distribution by P 0 . For all n ∈ [N ], the log moment generating function ofz n adjusted by its mean µ n then can be well defined as
Based on the entropic dominance ambiguity set, we present a new approach for bounding the expected surplus of an affine function ofz given by,
Note that computing the value of ρ 0 (x 0 , x) exactly involves high dimensional integration and it is recently known to be #P -hard even for the case ofz n being uniformly distributed for all n ∈ [N ] (see, Hanasusanto et al. 2016a) . Nevertheless, its upper bound has been useful for providing tractable approximations to stochastic programming and chance constrained optimization problems (see, Nemirovski and Shapiro 2006 , Chen et al. 2008 , Goh and Sim 2010 , Chen et al. 2010 .
A well known approach that provides an upper bound of Problem (30) is based on the observation that ω + ≤ η exp (ω/η − 1) for all η > 0 (see, for instance, Shapiro 2006, Chen et al. 2010) . Hence, under stochastic independence, we can then obtain an upper bound of Problem (30) by optimizing the following problem
We next show that the bound of Problem (30) can be further improved under the entropic dominance ambiguity set.
Proposition 6. Consider the entropic dominance ambiguity set,
Then for all x ∈ R N ,
Proof. Observe that sincez n , n ∈ [N ] are independently distributed, we have P 0 ∈ P E . Hence,
Since ω + ≤ η exp (ω/η − 1) , ∀η > 0, we have
By definition of the entropic dominance ambiguity set, we have
which implies that for any P ∈ P E ,
Combining these inequalities together, we have
Note that the value of ρ E (x 0 , x) is generally not the same as ρ B (x 0 , x), as illustrated as follows.
Proposition 7. Let N = 1 and P 0 be the standard normal distribution, then
Proof. We determine ρ 0 (0, 1) and ρ B (0, 1) as follows:
With P 0 being the standard normal distribution, the entropic dominance ambiguity set is given as below:
which by Theorem 2, implies E P [z] = 0 and E P [z 2 ] ≤ 1. Hence, for all P ∈ P E , we have
The above inequality is binding with a two-point distribution that takes values in {1, −1} with equal probability. Thus ρ E (0, 1) ≤ 1/2. To show ρ E (0, 1) = 1/2, we only need to show that this two-point distribution is also in P E . Or equivalently, we show ln
In fact, considering Taylor series, we can observe that
We can easily extend this to incorporate distributional ambiguity, while assuming the underlying random variables are independently distributed. In particular, ifz n has the ambiguous marginal distribution P n ∈ P n , we would define the function φ n as the tightest upper bound of the log moment generating function of the random variable adjusted by its mean, given by
For instance, in the case of sub-Gaussian with mean µ n and deviation parameter σ n , we have
An application in portfolio selection
In our numerical example, we study the distributionally robust portfolio optimization problem under the worst-case CVaR measure of Rockafellar and Uryasev (2002) . We consider N assets, each with independently distributed random return premium µ n + σ nzn , influenced by the uncertaintỹ z n with mean 0 and support [−1, 1]. The parameters used in our study are N = 50,
Hence, the asset with higher return premium is at same time more risky. The feasible set of investment is a simplex given by
The optimization model that seeks for an investment plan with minimized worst-case CVaR is then well formulated as follows:
where the second equality follows from the stochastic min-max theorem by Shapiro and Kleywegt (2002) , and that the objective is convex and piecewise affine in decision variables (x, θ) and uncertaintiesz n . We consider the following covariance dominance ambiguity set that encompasses the family of distributions of these independently distributed uncertaintiesz n
Observe thatz n is sub-Gaussian with zero mean and unit deviation parameter for all n ∈ [N ]. We then also consider the following entropic ambiguity set that captures the sub-Gaussianity of these uncertainties
As shown in the following result, the entropic dominance ambiguity set improves upon the covariance dominance ambiguity set in capturing independently distributed random variables with known mean and support.
Proposition 8. Letz 1 , . . . ,z N be independently distributed random variables, with zero means and support W = {z | z ∞ ≤ 1 }. The minimal covariance dominance ambiguity set that encompasses this family of distributions is P C . On the other hand, the entropic dominance ambiguity set P G provides a better characterization of this family of distributions, that is, P G ⊆ P C .
Proof. Observe that for any y ∈ R N , E P (y z) 2 = E P i∈N j∈N
where the second equality follows from mutual independence and zero means of random variables.
To show P C is the required minimal covariance dominance ambiguity set, we only need to show Consider any probability distribution, P in P G . The means of random variables are given by E P [z] = ∇φ(0) = 0. Likewise, their covariance is bounded by
where I denotes the identity matrix. This is equivalent to E P (y z) 2 ≤ y y, ∀y ∈ R N .
Therefore, P ∈ P C , and more importantly, P G ⊆ P C .
We investigate the numerical performance of the following relaxed entropic dominance ambiguity set, Q G
against the covariance dominance ambiguity set P C .
We initialize Algorithm 1 withȲ = {e n : n ∈ [N ]}. In each iteration, we solve the separation problem using the trust region method with a randomly generated initial solution. If such a local minimum attains a negative objective value for the separation problem, we find a violating expectation constraint and proceed to the next iteration of Algorithm 1. Otherwise, we continue with trust region method using another randomly generated initial solution. The algorithm terminates if no violating expectation constraint is found after 100 trials.
In Table 2 , we report the objective values for various confidence levels, ∈ {0.01, 0.02, 0.05, 0.08, 0.1} . In particular, Z C denotes the objective value obtained by the covariance dominance ambiguity set, and Z i G is the objective value obtained at the i-th iteration using the entropic dominance ambiguity set. The relaxed entropic dominance solutions would yield significant lower objective values than those obtained from the covariance dominance ambiguity set. We also observe that, the entropic dominance approach converges reasonably well and terminates in at most ten iterations. Applying duality on probability distributions, the inner supremum in Problem (19) can be given by the following semi-infinite optimization problem.
inf α + β µ + Γ, Σ s.t. α + β z + Γ, (z − µ)(z − µ) ≥ r k (x, z), ∀z ∈ W, k ∈ [K] α ∈ R, β ∈ R N , Γ 0.
If we introduce an auxiliary variable U ∈ R N ×N , we can replace each k-th constraint by α + β z + Γ, U ≥ r k (x, z), ∀z ∈ W, U (z − µ)(z − µ).
Each k-th constraint is not violated if and only if the optimal value of the classical robust coun-
is not less than s k x + t k − α. The dual of the robust counterpart is
Substituting the above dual formulation and merging the outer and inner minimizations, we then have formulation (21).
A.2. Proof of Proposition 2.
The inner supremum in Problem (22) is equivalent to the following optimization problem.
inf α + β µ + j∈ [J] γ j y j Σy j s.t. α + β z + j∈ [J] γ j (y j (z − µ)) 2 ≥ r k (x, z), ∀z ∈ W, k ∈ [K]
