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On the Homology of Configuration Spaces
Associated to Centers of Mass
Dai Tamaki ∗
Abstract
The aim of this paper is to make sample computations with the Salvetti complex of the
“center of mass” arrangement introduced in [CK07] by Cohen and Kamiyama. We compute
the homology of the Salvetti complex of these arrangements with coefficients in the sign
representation of symmetric groups on Fp in the case of four particles. We show, when p
is an odd prime, the homology is isomorphic to the homology of the configuration space
F (C, 4) of distinct four points in C with the same coefficients. When p = 2, we show the
homology is different from that of F (C, 4), hence obtain an alternative and more direct proof
of a theorem of Cohen and Kamiyama in [CK07].
1 Introduction
The configuration spaces of distinct points in C
F (C, n) = {(z1, · · · , zn) ∈ C
n | zi 6= zj if i 6= j}
have been playing important roles in homotopy theory. For example, F. Cohen [Coh83] used the
weak equivalence
Ω2Σ2X ≃
w
(∐
n
F (C, n)×Σn X
n
)/
∼
to construct an unstable splitting map
Σ2nΩ2Σ2X −→ Σ2nF (C, n)+ ∧Σn X
∧n. (1)
This is a desuspension of the well-known stable splitting
Σ∞Ω2Σ2X ≃
w
Σ∞
(∨
n
F (C, n)+ ∧Σn X
∧n
)
due to Snaith [Sna74].
These stable and unstable splitting maps can be used to construct important maps in unstable
homotopy theory. See [Mah77, Coh83], for example. It is also known that the map (1) cannot be
desuspended further [CM82]. There is a chance of desuspending this map, however, if we localize
at an appropriate prime. B. Gray observed in [Gra93a, Gra93b] that if we could construct a map
Σ2Ω2S3 −→ Σ2F (C, p)+ ∧Σp S
p (2)
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after localizing at an odd prime p, we would be able to refine results of Cohen, Moore, and
Neisendorfer [CMN79b, CMN79a] and construct higher order EHP sequences.
The difficulty is to construct a localized model of Ω2S3 in terms of configuration spaces. We
do not know very much about localizations of configuration spaces. As an attempt to construct
such a localized model, F. Cohen and Kamiyama introduced a subspace Mℓ(C, n) of F (C, n) in
[CK07], for natural numbers n and ℓ with ℓ < n. It can be defined as the complement in Cn of
the complexification of the real central hyperplane arrangement defined by
Cℓn−1 = {LI,J | I, J ⊂ {1, · · · , n}, |I| = |J | = ℓ, I 6= J},
where
LI,J =

(x1, · · · , xn) ∈ Rn
∣∣∣∣∣∣ |J |
∑
i∈I
xi = |I|
∑
j∈J
xj


for I, J ⊂ {1, · · · , n}.
Notice that
Cℓn−1 =
{
{LI,J | I, J ⊂ {1, · · · , n}, |I| = |J | ≤ ℓ, I ∩ J = ∅} ℓ ≤
n
2 ,
{LI,J | I, J ⊂ {1, · · · , n}, |I| = |J | ≤ n− ℓ, I ∩ J = ∅} ℓ >
n
2
and we have the duality
Cℓn−1 = C
n−ℓ
n−1.
Thus we have the following inclusions of arrangements:
An−1 = C
1
n−1 ⊂ C
2
n−1 ⊂ · · · ⊂ C
[n
2
]
n−1 ⊃ · · · ⊃ C
n−2
n−1 ⊃ C
n−1
n−1 = An−1.
By taking the complements, we obtain
Mℓ(C, n) ⊂Mℓ−1(C, n) ⊂ · · · ⊂M2(C, n) ⊂M1(C, n) = F (C, n) (3)
if ℓ ≤ [n2 ]. When ℓ > [
n
2 ], we have
Mℓ(C, n) =Mn−ℓ(C, n) ⊂Mn−ℓ−1(C, n) ⊂ · · · ⊂M2(C, n) ⊂M1(C, n) = F (C, n). (4)
We denote these inclusions by iℓ,n :Mℓ(C, n) →֒ F (C, n).
Conjecture 1.1 (Cohen-Kamiyama). For an odd prime p, the natural inclusion
ip,n :Mp(C, n) →֒ F (C, n)
induces an isomorphism
(ip,n)∗ : H∗(S∗(Mp(C, n))⊗Σn Fp(±1)) −→ H∗(S∗(F (C, n))⊗Σn Fp(±1))
for all n, where S∗(−) is the singular chain complex functor, Σn is the symmetric group on n
letters, and Fp(±1) is Fp regarded as a Σn-module via sign representation.
They proved that the above conjecture implies the existence of the desired map (2). They also
initiated the analysis of the homology of Mp(C, n) and proved the statement of the conjecture
does not hold when p = 2.
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Theorem 1.2. The class in H3(S∗(F (C, 4))⊗Σ4 F2) corresponding to Q
2
1(x) in H∗(Ω
2Sn+2;F2)
is not in the image of the map
H3(S∗(M2(C, 4))⊗Σ4 F2) −→ H3(S∗(F (C, 4))⊗Σ4 F2)
induced by the natural inclusion. Hence this map is not surjective.
Their method is indirect in the sense that they proved it by contraction by calculating homol-
ogy and cohomology operations. In order to find a way to attack the conjecture, a more direct
method is desirable.
For a real central hyperplane arrangement A in general, Salvetti [Sal87] constructed a finite
cell complex Sal(A) embedded in the complement of the complexification of A as a deformation
retract. The aim of this paper is to determine the maps induced on homology groups in the last
step of the inclusions (3) and (4) by using the Salvetti complex.
We reprove Theorem 1.2 by analyzing the cellular structure of the Salvetti complex. In fact,
we show that H3(S∗(M2(C, 4))⊗Σ4 F2) ∼= F2 and the map takes the generator to 0.
For odd primes, we obtain the following result.
Theorem 1.3. For an odd prime p, the inclusion M2(C, 4) →֒ F (C, 4) induces an isomorphism
H∗(S∗(M2(C, 4))⊗Σ4 Fp(±1)) ∼= H∗(S∗(F (C, 4))⊗Σ4 Fp(±1)).
The paper is organized as follows:
• Basic properties of the Salvetti complex used in this paper are recalled in §2.
• We describe the cell decomposition of the Salvetti complex for the braid arrangement in
§3 by using the notations in [Tam].
• The Salvetti complex for the center of mass arrangement is studied in §4, including the
computation of the homology of C23 .
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sity of Aberdeen and the National University of Singapore. He really appreciates the hospitality
of the members of these institutes, especially, Jelena Grbic, Stephen Theriault, Ran Levi, Jon
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formula proved in [Tam].
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2 Salvetti Complex and Oriented Matroid
Let us recall the definition and basic properties of the Salvetti complex used this paper.
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2.1 Salvetti Complex for Real Central Arrangements
A hyperplane arrangement A in a real vector space V defines a stratification of V by
S0 = V −
⋃
L∈A
L
S1 =
⋃
L∈A
L−
⋃
L,L′∈A
L ∩ L′
...
S|L| =
⋂
L∈A
L.
Each stratum is a disjoint union of convex regions. These connected components are called faces
and the faces in the top stratum are called chambers or topes. The set of faces is denoted by
L(A) and the subset of chambers is denoted by L(0)(A). L(A) has a structure of poset by
F ≤ G⇐⇒ F ⊂ G
and called the face lattice.
When A is central, i.e. hyperplanes in A are vector subspaces, Salvetti [Sal87] constructed a
finite regular cell complex Sal(A) embedded in V ⊗ C −
⋃
L∈AL ⊗ C as a deformation retract.
Its cellular structure is determined by the face lattice L(A) of the real arrangement A.
A rough idea of the original construction of the Salvetti complex Sal(A) is as follows: For
each face F in A, choose a point w(F ) in F . For each pair of a face F and a chamber C with
F ≤ C, define a point in V ⊗ C by
v(F,C) = w(F )⊗ 1 + (w(C) − w(F )) ⊗ i.
The set of all such points is denoted by
sk0 Sal(A) = {v(F,C) | F ∈ L(A), C ∈ L
(0)(A), F ≤ C}.
The Salvetti complex Sal(A) is constructed as a Euclidean simplicial complex embedded in
V ⊗ C −
⋃
L∈A L ⊗ C by forming simplices by choosing vertices from these points in a certain
manner. Salvetti defines a structure of a finite cell complex on Sal(A) by combining several
simplices together. Since all we need is this cell decomposition, we recall this cellular structure,
in stead of describing the rule for simplices. The cell decomposition can be described in terms
of the face-chamber pairing, or the matroid product. The definition of the matroid product can
be found in [Sal87, Arv91]. An alternative description will be given later in Lemma 2.4.
Definition 2.1. For F ∈ L(A) and C ∈ L(0)(A) with F ≤ C, define a subset of sk0(Sal(A)) by
D(F,C) = {v(G,G ◦ C) | G ≥ F},
where ◦ is the matroid product. This set is regarded as a poset by
v(G,G ◦ C) ≤ v(H,H ◦ C)⇐⇒ G ≤ H.
The (geometric realization of the) order complex of D(F,C) is denoted by D(F,C).
Lemma 2.2. The complex D(F,C) has the following properties:
4
1. The inclusion of vertices induces a simplicial embedding
D(F,C) →֒ Sal(A).
2. D(F,C) is homeomorphic to a disk of dimension codimF .
3. The boundary of D(F,C) is given by
∂D(F,C) =
⋃
G>F
D(G,G ◦ C).
4. The decomposition
Sal(A) =
⋃
v(F,C)∈sk0(Sal(A⊗C))
(D(F,C) − ∂D(F,C))
defines a structure of a finite regular cell complex on Sal(A).
In order to compute the boundary, therefore, we need to understand the matroid product.
The following elementary fact is very useful.
Lemma 2.3. Given a real central hyperplane arrangement A = {L1, · · · , Ln} in a real inner
product space (V, 〈−,−〉), choose a normal vector ai for each hyperplane Li
Li = {x ∈ V | 〈ai, x〉 = 0}
and define V(A) = {a1, · · · , an}.
Let S1 = {0,+1,−1} be the poset with 0 < +1,−1. For F ∈ L(A), define
τF : V(A) −→ S1
by
τF (a) = sign〈a, F 〉,
where
sign : R −→ S1
is the sign function.
Then we obtain an embedding
τ : L(A) →֒ Map(V(A), S1).
It is possible to give an explicit description of the subset τ(L(A)) by using the language
of oriented matroid. See the paper [GR89] by Gel′fand and Rybnikov or the book on oriented
matroids [BLVS+99] by five authors for more details.
With this identification, the face-chamber pairing in the face lattice L(A) can be translated
into the following product of functions.
Lemma 2.4. Let E be a set. For ϕ, ψ ∈ Map(E, S1) define ϕ ◦ ψ ∈Map(E, S1) by
(ϕ ◦ ψ)(x) =
{
ϕ(x), ϕ(x) 6= 0
ψ(x), ϕ(x) = 0.
Then for a real central arrangement A, we have
τF ◦ τG = τF◦G
for F,G ∈ L(A).
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We may formally complexify the poset L(A) by using the poset S2 = {0,+1,−1,+i,−i} with
ordering 0 < ±1 < ±i.
Definition 2.5. Define Σ2-equivariant inclusions
i1, i2 : S1 →֒ S2
by
i1(0) = i2(0) = 0
i1(±1) = ±1
i2(±1) = ±i.
Definition 2.6. Let E be a set and L be a subset of Map(E, S1). Define a subposet L ⊗ C of
Map(E, S2) by
L⊗ C = {(i1)∗(X) ◦ (i2)∗(Y ) | X,Y ∈ L} ,
where
(i1)∗, (i2)∗ : Map(E, S1) −→ Map(E, S2)
are the maps induced by i1 and i2 and the matorid product ◦ in Map(E, S2) is defined by
(ϕ ◦ ψ)(x) =
{
ϕ(x), ϕ(x) 6≤ ψ(x)
ψ(x), ϕ(x) ≤ ψ(x).
Another useful way of describing the Salvetti complex is as follows. See [BZ92], for example.
Proposition 2.7. Let A be a real central arrangement in an inner product space V and V(A)
be a set of unit normal vectors of hyperplanes in A. Define a subposet L(1)(A) of L(A) ⊗ C by
L(1)(A) = {X ∈ L(A) ⊗ C | X(v) 6= 0 for all v ∈ V(A)} .
Then L(1)(A) is isomorphic to the face poset F (Sal(A)) of the Salvetti complex of A as posets.
Thus we have an isomorphism of simplicial complexes
BL(1)(A) ∼= Sd(Sal(A)),
where B(−) is the classifying space (order complex) functor and Sd(−) is the barycentric subdi-
vision.
2.2 Salvetti Complex for Reflection Arrangements
When A is a reflection arrangement, Salvetti analyzed the cellular structure of Sal(A)/G(A) in
[Sal94], where G(A) is the reflection group associated with A. In particular, he described the
boundary in the cellular cochain complex. Salvetti’s work includes the case of affine reflection
groups. Here we only consider central arrangements.
Let A be a real central reflection arrangement in V and L(A) be the face poset. We have a
cellular decomposition (stratification) of V
V =
∐
F∈L(A)
F.
6
The cell complex dual to this cellular decomposition is denoted by C(A), whose face poset is
denoted by F (C(A)). One of the ways to construct C(A) is to choose a chamber C0 ∈ L
(0)(A)
and a point v0 inside of C0 and to take the convex hull of the G-orbit of v0
C(A) = Conv(gv0 | g ∈ G(A)).
The cellular structure of C(A) is given by that of this convex polytope.
When e ∈ F (C(A)) is the face dual to F ∈ L(A) we denote e = F ∗ and F = e∗.
Definition 2.8. For each face e ∈ F (C(A)), let γ(e) ∈ G(A) be the unique element of minimal
length such that
γ(e)−1(e∗) ⊂ C0.
Salvetti found the following description of Sal(A)/G(A).
Theorem 2.9. The cell complex Sal(A)/G(A) can be identified with the cell complex given by
identifying those two cells e, e′ in C(A) which are in the same G(A)-orbit by using the homeo-
morphism induced by the element γ(e′)γ(e)−1.
In order to describe the boundary homomorphism in the cellular chain complex, Salvetti
defined an orientation on each cell in C(A).
Definition 2.10. Fix an ordering of hyperplanes H1, · · · , Hn bounding the chosen chamber C0.
Let vi be the projection of v0 onto Hi. Define
F (C0) = {F ∈ L(A) | F ⊂ C0
}
,
F ∗(C0) = {F
∗ ∈ F (C(A)) | F ∈ F (C0)} .
For a cell e ∈ F ∗(C0), define an orientation on e as follows. Let Hi1 , · · · , Hik be hyperplanes
with
e∗ ⊂ Hi1 ∩ · · · ∩Hik
and i1 < · · · < ik. The orientation of e is induced from the ordering v0, vi1 , · · · , vik under the
inclusion
Conv(v0, vi1 , · · · , vik) ⊂ e.
In general, define an orientation on e ∈ C(A) in such a way that γ(e)−1 is orientation preserving.
Under the above orientations, the incidence numbers among cells in C(A) are described as
follows.
Proposition 2.11. Let F ∈ F (C0) and G ∈ L(A) with
gG ⊃ F
for an element g ∈ G(A) of the shortest length and dimG = dimF + 1. Then
[F ∗ : G∗] = (−1)ℓ(g)[F ∗, (gG)∗].
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2.3 Maps between Salvetti complexes
The “center of mass” arrangement Cℓn−1 is obtained by adding hyperplanes to the braid arrange-
ment An−1. And we have a contravariant inclusion
Mℓ(C, n) →֒ F (C, n)
of the complements. We also have corresponding maps on the Salvetti complexes.
Lemma 2.12. Let A be a real central arrangement in a vector space V and B ⊂ A be a subar-
rangement. Then the inclusion
i : B →֒ A
induces a cellular map
i∗ : Sal(A) −→ Sal(B)
which makes the following diagram commutative up to homotopy
Sal(A) Sal(B)
V ⊗ C−
⋃
H∈A
H ⊗ C V ⊗ C−
⋃
H∈B
H ⊗ C
✲i
∗
❄ ❄
✲
Proof. The inclusion i : B →֒ A induces a map of face lattices
i∗ : L(A) −→ L(B)
(i.e. it induces a strong map between oriented matroids) which induces a map of posets
i∗ : L(A)⊗ C −→ L(B)⊗ C.
Since i∗ is given by restriction, we obtain
i∗ : L(1)(A) −→ L(1)(B)
and hence a map
i∗ : Sal(A) −→ Sal(B)
by Proposition 2.7.
The embeddings of the Salvetti complexes depend on choices of simplicial vertices correspond-
ing to faces in the face lattices. We obtain embeddings by choosing w(F ) for F ∈ L(A) first
and then by choosing vertices for B among {w(F )} which make the required diagram commuta-
tive.
We would like to know the behavior of the chain map
i∗ : C∗(Sal(A)) −→ C∗(Sal(B)).
Lemma 2.13. Let A be a real central arrangement in V and B ⊂ A be a subarrangement. Then
the inclusion
i : B →֒ A
induces a surjective chain map
i∗ : C∗(Sal(A)) −→ C∗(Sal(B)).
Proof. Generators of C∗(Sal(B)) are in one-to-one correspondence with pairs (F,C) of a face F
and a chamber C in L(B). Since
i∗ : L(A) −→ L(B)
is surjective, it induces a surjective map on the cellular chain complexes of Salvetti complexes.
3 The Salvetti Complex for the Braid Arrangement
We need to understand the cellular structure of the Salvetti complex of the braid arrangement
in order to compare it with that of the center of mass arrangement.
3.1 The Structure of Cell Complex
The braid arrangement is a typical example of reflection arrangements and the results of §2.2
apply. In particular, the cell structure of the Salvetti complex for the braid arrangement can be
described in terms of partitions. The following symbols are introduced in [Tam].
Definition 3.1. A partition of {1, · · · , n} is a surjective map
λ : {1, · · · , n} −→ {1, · · · , n− r}
for some 0 ≤ r < n. The number r is called the rank of this partition.
The set of partitions of {1, · · · , n} is denoted by Πn. The subset of rank r partitions is
denoted by Πn,r. Πn becomes a poset under refinement. Note that rank 0 partitions are nothing
but elements of Σn.
Definition 3.2. For a partition λ ∈ Πn of rank r and σ ∈ Σn with σ ≥ λ, define a symbol
S(λ, σ) as follows:
1. For each 1 ≤ i ≤ n− r, draw vertically stacked squares Si of length |λ−1(i)|.
2. Order λ−1(i) according to σ and label each square in Si from bottom to top by elements
in λ−1(i). For example, when λ−1(i) = {i1, i2, i3, i4, i5} and if these numbers appear in
(σ(1), · · · , σ(n)) in the order
i1, i2, i3, i4, i5
then Si is labeled as
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i1
i2
i3
i4
i5
3. Place S1, · · · , Sn−r side by side from left to right. S(λ, σ) is the resulting picture.
S1
i1,1
i1,2
...
i1,s1
S2
i2,1
...
i2,s2
· · ·
Sn−r
The following observation played an essential role in [Tam].
Lemma 3.3. There is a bijection between the set of vertices (of the simplicial structure) sk0 Sal(An−1)
and the set of symbols
{S(λ, σ) | λ ∈ Πn, σ ∈ Σn, λ ≤ σ}.
Thus we obtain a bijection between the cells of Sal(An−1) and the symbols S(λ, σ).
In order to compute the boundary maps of the cellular chain complex of Sal(An−1), we need
to fix orientations of cells. We follow the orientations defined in §2.2.
We choose the chamber
C0 = {(x1, · · · , xn) ∈ R
n | x1 < x2 < · · · < xn}
and define v0 = (1, 2, · · · , n) ∈ C0. Then
C(An−1) = Conv(v0σ | σ ∈ Σn).
We have the following refinement of Theorem 2.9.
Proposition 3.4. We have the following isomorphism of Fp-modules
C∗(Sal(An−1))⊗Σn Fp(±1) ∼= Fp 〈[e] | [e] ∈ F (C(An−1))/Σn)〉
∼= Fp 〈e | e ∈ F
∗(C0)〉 .
Proof. Let S be a set with an action of Σn. Then we have an isomorphism of Fp-modules
Z〈S〉 ⊗Σn Fp(±1) ∼= Z〈S/Σn〉 ⊗ Fp.
And the result follows by the idenfitications of cells in the proof of Theorem 2.9 in [Sal94].
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The bounding hyperplanes of C0 are
L1,2, L2,3, · · · , Ln,n−1.
This ordering of hyperplanes determines orientations of cells in C(An−1). Under the correspon-
dence in Lemma 3.3, cells in C(An−1) correspond to S(λ, 1) with λ ∈ Πn and λ ≤ 1. Those cells
in F ∗(C0) corresponds to ordered partitions.
Definition 3.5. An order preserving surjective map
λ : {1, · · · , k} −→ {1, · · · , k − r}
is called an ordered partition of rank r. The set of ordered partitions of {1, · · · , k} of rank r is
denoted by Ok,r .
Corollary 3.6. Under the identification in Lemma 3.3, we have the following isomorphism of
Fp-modules
Cs(Sal(An−1))⊗Σn Fp(±1) ∼= Fp〈D(λ, (1| · · · |n)) | λ ∈ On,n−s〉.
The following formula for the boundary map follows from Proposition 2.11.
Lemma 3.7. For λ ∈ On,n−s, we have
∂(D(λ, (1| · · · |n))) =
∑
τ∈On,n−s−1,λ<τ
∑
σ∈Σ(λ)
sgn(σ)[D(λ, (1| · · · |n)) : D(τ, (1| · · · |n))]D(τσ, σ)
in C∗(Sal(An−1)), where
Σ(λ) = {σ ∈ Σn | λσ = λ}
is the set of permutations preserving the partition λ.
Proof. The set of faces in Sal(An−1) contained in D(λ, (1| · · · |n)) as a face is given by D(τσ, σ)
for λ < τ and σ ∈ Σ(λ). Thus
∂D(λ, (1| · · · |n)) =
∑
τ∈On,n−s−1λ<τ
∑
σ∈Σ(τ)
[D(λ, (1| · · · |n)) : D(τσ, σ)]D(τσ, σ)
=
∑
τ∈On,n−s−1λ<τ
∑
σ∈Σ(τ)
sgn(σ)[D(λ, (1| · · · |n)) : D(τ, (1| · · · |n))]D(τσ, σ)
by Proposition 2.11.
Note that the incidence number [D(λ, (1| · · · |n)) : D(τ, (1| · · · |n))] can be determined by
comparing the “positions of =” in λ and τ .
3.2 The Homology of F (C, 4)
The homology H∗(S∗(F (C, 4)) ⊗Σ4 Fp(±1)) is well-known. We need, however, an explicit de-
scription in order to compare it with H∗(C∗(Sal(C23))⊗Σ4 Fp(±1)) in the next section.
Let us compute H∗(C∗(Sal(A3))⊗Σ4 Fp(±1)) by using the symbols introduced in the previous
section. Sal(A3) has the following cells:
• 0-cells are in one-to-one correspondence with the symbols
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σ(1)σ(2)σ(3)σ(4)
• 1-cells are in one-to-one correspondence with the symbols
σ(1)
σ(2)
σ(3)σ(4)
,
σ(1)σ(2)
σ(3)
σ(4)
,
σ(1)σ(2)σ(3)
σ(4)
• 2-cells are in one-to-one correspondence with the symbols
σ(1)σ(2)
σ(3)
σ(4)
,
σ(1)
σ(2)
σ(3)
σ(4)
,
σ(1)
σ(2)
σ(3)
σ(4)
.
• 3-cells are in one-to-one correspondence with the symbols
σ(1)
σ(2)
σ(3)
σ(4)
Thus the chain complex C∗(Sal(A3))⊗Σ4 Fp(±1) has the following basis.
C0(Sal(A3))⊗Σ4 Fp(±1) =
〈
1 2 3 4
〉
C1(Sal(A3))⊗Σ4 Fp(±1) =
〈
1
2
3 4 , 1 2
3
4 , 1 2 3
4
〉
C2(Sal(A3))⊗Σ4 Fp(±1) =
〈
1 2
3
4
, 1
2
3
4
, 1
2
3
4
〉
C3(Sal(A3))⊗Σ4 Fp(±1) =
〈
1
2
3
4 〉
.
The boundaries can be computed by using Lemma 3.7 as follows. For 0-cells, we obviously
have
∂0
(
1 2 3 4
)
= 0.
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For 1-cells, we have
∂1
(
1
2
3 4
)
= 1 2 3 4 − 2 1 3 4
= 2 1 2 3 4 .
Similarly, we have
∂1
(
1 2
3
4
)
= 2 1 2 3 4
∂1
(
1 2 3
4
)
= 2 1 2 3 4 .
For 2-cells, we have
∂2


1 2
3
4

 = 3
1 2 3
4
− 3
1 2
3
4
∂2
(
1
2
3
4
)
= 2
1 2 3
4
− 2
1
2
3 4
∂2


1
2
3
4

 = 3
1 2
3
4
− 3
1
2
3 4
.
Finally, for 3-cells, we have
∂3


1
2
3
4

 = 4
1 2
3
4
− 6
1
2
3
4
+ 4
1
2
3
4
.
Thus we have the following well-known result.
Proposition 3.8. When p > 3, we have
Hi(C∗(Sal(A3))⊗Σ4 Fp(±1)) = 0
for all i.
Proof. Since p 6= 2,
Im ∂1 =
〈
2 1 2 3 4
〉
=
〈
1 2 3 4
〉
Ker∂1 =
〈
1 2
3
4
−
1 2 3
4
,
1 2
3
4
−
1
2
3 4
〉
.
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Thus we have
H0(C∗(Sal(C
2
3))⊗Σ4 Fp(±1)) = 0.
Since p 6= 3, we have
Im ∂2 =
〈
1 2
3
4
−
1 2 3
4
,
1 2
3
4
−
1
2
3 4
〉
= Ker ∂1
and
H1(C∗(Sal(C
2
3))⊗Σ4 Fp(±1)) = 0.
We also have
Ker ∂2 =
〈
1
3
1 2
3
4
−
1
2 1
2
3
4
+
1
3
1
2
3
4
〉
= Im ∂3
and
H2(C∗(Sal(C
2
3))⊗Σ4 Fp(±1)) = 0.
Since Ker ∂3 = 0,
H3(C∗(Sal(C
2
3))⊗Σ4 Fp(±1)) = 0.
Proposition 3.9. When p = 3, we have
H0(C∗(Sal(C
2
3))⊗Σ4 F3(±1)) = 0
H1(C∗(Sal(C
2
3))⊗Σ4 F3(±1)) =
〈[
1 2
3
4
−
1 2 3
4
]〉
∼= F3
H2(C∗(Sal(C
2
3))⊗Σ4 F3(±1)) =
〈
1 2
3
4
−
1
2
3
4


〉
∼= F3
H3(C∗(Sal(C
2
3))⊗Σ4 F3(±1)) = 0.
Proof. The differences are the computation of H2 and H3. The result follows from
Ker ∂2 =
〈
1 2
3
4
,
1
2
3
4
〉
.
The details are omitted.
Remark 3.10. It is well-known that
H∗(Ω
2S2n+1;F3) ∼= Λ(Q
a
1(x2n−1) | a ≥ 0)⊗ F3[βQ
a+1
1 (x) | a ≥ 0].
Under the Snaith splitting (and dimension shifts), the generators in H1(C∗(Sal(C23))⊗Σ4 F3(±1))
and H2(C∗(Sal(C23))⊗Σ4 F3(±1)) correspond to x2n−1βQ1(x2n−1) and x2n−1Q1(x2n−1), respec-
tively. Since
deg x2n−1βQ1(x2n−1) = (2n− 1) + 3(2n− 1) + (p− 2)
= 4(2n− 1) + 1
deg x2n−1Q1(x2n−1) = (2n− 1) + 3(2n− 1) + (p− 1)
= 4(2n− 1) + 2.
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The 2-primary case is simpler, since we don’t have to worry about the signs. We have
H∗(C∗(Sal(A3))⊗Σ4 F2(±1)) = H∗(C∗(Sal(A3))⊗Σ4 F2)
= H∗(C∗(Sal(A3)/Σ4)⊗ F2)
= H∗(F (C, 4)/Σ4;F2).
We obtain the following well-known result by elementary calculations. Details are omitted.
Proposition 3.11. The homology H∗(F (C, 4)/Σ4;F2) has the following description:
H0(F (C, 4)/Σ4;F2) =
〈
1 2 3 4
〉
∼= F2
H1(F (C, 4)/Σ4;F2) =
〈
1
2
3 4
=
1 2
3
4
=
1 2 3
4
〉
∼= F2
H2(F (C, 4)/Σ4;F2) =
〈
1
2
3
4
〉
∼= F2
H3(F (C, 4)/Σ4;F2) =
〈
1
2
3
4 〉
∼= F2
Remark 3.12. Under the stable splitting
Ω2Sn+2≃
S
∨
j
F (C, j)+ ∧Σj (S
n)∧j ,
the elements in the mod 2 homology of F (C, 4)/Σ4, up to a shift of degree, correspond to elements
in H∗(Ω
2Sn+2) as follows:
Q20(x) ←→ 1 2 3 4
Q0(x)Q1(x) ←→
1
2
3 4
=
1 2
3
4
=
1 2 3
4
Q0Q1(x) ←→
1
2
3
4
Q21(x) ←→
1
2
3
4
15
4 The Center of Mass Configuration
Let us recall the definition of the center of mass configuration space introduced by F. Cohen and
Kamiyama in [CK07].
Definition 4.1. For I, J ⊂ {1, · · · , n}, define
LI,J =

(x1, · · · , xn) ∈ Rn
∣∣∣∣∣∣ |J |
∑
i∈I
xi = |I|
∑
j∈J
xj


For ℓ < n, define a real central hyperplane arrangement Cℓn−1 by
Cℓn−1 = {LI,J | I, J ⊂ {1, · · · , n}, |I| = |J | = p, I 6= J} .
The configuration space of n points with distinct center of mass of ℓ points is defined as the
complement of the complexification of Cℓn−1
Mℓ(C, n) = C
n −
⋃
LI,J∈Cℓn−1
LI,J ⊗ C
As we have seen in §1, we have the following inclusions of arrangements
An−1 = C
1
n−1 ⊂ C
2
n−1 ⊂ · · · ⊂ C
[n
2
]
n−1 ⊃ · · · ⊃ C
n−1
n−1 = An−1.
By Proposition 2.7, we obtain a sequence of maps between the Salvetti complexes
Sal(Cpn−1)→ · · · → Sal(C
2
n−1)→ Sal(C
1
n−1) = Sal(An−1)
when p ≤ [n2 ]. We also have
Sal(Cpn−1) = Sal(C
n−p
n−1 )→ · · · → Sal(C
2
n−1)→ Sal(C
1
n−1) = Sal(An−1)
when p > [n2 ].
We would like to know if these inclusions induce isomorphisms of homology groups with
coefficients in Fp(±1). Our strategy is to compute the homology of the kernel of the map
ikn : C∗(Sal(C
k
n−1))⊗Σn Fp(±1) −→ C∗(Sal(C
k−1
n−1))⊗Σn Fp(±1),
for k ≤ [n2 ]. By Lemma 2.13, these chain maps are surjective.
Corollary 4.2. For k ≤ [n2 ], the map
ikn : C∗(Sal(C
k
n−1))⊗Σn Fp(±1) −→ C∗(Sal(C
k−1
n−1))⊗Σn Fp(±1),
is surjective.
In the rest of this article, we consider the first stage, i.e.
i2n : C∗(Sal(C
2
n−1))⊗Σn Fp(±1) −→ C∗(Sal(C
1
n−1))⊗Σn Fp(±1) = C∗(Sal(An−1))⊗Σn Fp(±1).
When n = 3,
C22 = C
3−2
2 = C
1
2 = A2
and there is nothing to compute. The first nontrivial case is
i24 : C∗(Sal(C
2
3))⊗Σ4 Fp(±1) −→ C∗(Sal(C
1
3))⊗Σ4 Fp(±1) = C∗(Sal(A3))⊗Σ4 Fp(±1).
By Corollary 4.2, it suffices to calculate the kernel of i24 in order to compareH∗(C∗(Sal(C
2
3))⊗Σ4
Fp(±1)) and H∗(C∗(Sal(A3))⊗Σ4 Fp(±1)).
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Definition 4.3. We denote
Kn,k∗ = Ker(i
k
n : C∗(Sal(C
k
n−1))⊗Σn Fp(±1)→ C∗(Sal(C
k−1
n−1))⊗Σn Fp(±1)).
For simplicity, we also abbreviate
Cn,k∗ = C∗(Sal(C
k
n−1))⊗Σn Fp(±1).
Thus we have a short exact sequence of chain complexes
0 −→ Kn,k∗ −→ C
n,k
∗
ikn−→ Cn,k−1∗ −→ 0.
4.1 The Face Lattice of C23
In order to compute H∗(Sal(C23)⊗Σ4 Fp(±1)), the first step is to determine the face lattice of C
2
3 .
Since C23 = A3 ∪ {L{1,2},{3,4}, L{1,3},{2,4}, L{1,4},{2,3}}, the faces of C
2
3 are given by splitting
the faces of A3 by the hyperplanes
L{1,2},{3,4}, L{1,3},{2,4}, L{1,4},{2,3}.
In order to understand these cuttings, let us see how the chamber
{(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4}
is cut. Notice that under the action of Σ4, the cells in M2(C, 4) can be represented by cells
related to this chamber of A3.
The only hyperplane among L{1,2},{3,4}, L{1,3},{2,4}, L{1,4},{2,3} that intersects with this cham-
ber is L{1,4},{2,3} and the chamber is cut into two pieces:
{(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4}
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 ≤ x2 + x3}
∪ {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 ≥ x2 + x3}.
We denote these chambers by the following symbols:
1 2 3 4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 < x2 + x3}
1 2 3 4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 > x2 + x3}.
The faces of these chambers of C23 are also denoted by analogous symbols. The chamber
1 2 3 4 has five 3-dimensional faces, but under the action of Σ4, we only need the
following three faces:
1 2 3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 = x4},
1 2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 = x3 < x4, x1 + x4 < x2 + x3},
1 2 3 4 = {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 = x2 + x3}.
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Similarly, we need the following three faces for the chamber 1 2 3 4 .
1
2
3 4
= {(x1, x2, x3, x4) ∈ R
4 | x1 = x2 < x3 < x4},
1 2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 = x3 < x4, x1 + x4 > x2 + x3},
1 2 3 4 = {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 < x3 < x4, x1 + x4 = x2 + x3}.
The 2-dimensional faces we need are the following:
1 2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 = x3 = x4},
1
2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 = x2 < x3 = x4, x1 + x4 = x2 + x3},
1 2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 < x2 = x3 < x4, x1 + x4 = x2 + x3},
1
2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 = x2 = x3 < x4}.
All these faces have the following 1-dimensional face in common.
1
2
3
4
= {(x1, x2, x3, x4) ∈ R
4 | x1 = x2 = x3 = x4}.
Notice that Σ4 acts on L(C23 ) and the action is compatible with the ordering. We have the
following description of the poset L(C23)/Σ4.
Lemma 4.4. The poset L(C23 )/Σ4 has the following structure:
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1 2 3 41 2 3 4
1 2
3
4
❅
❅
❅
❅■
1 2 3
4
✻
1 2 3 4
❍❍
❍❍
❍❍❨
✟✟
✟✟
✟✟✯
1 2
3
4
✻
1
2
3 4
 
 
 
 ✒
1 2
3
4
✻
✟✟
✟✟
✟✟✯
1 2
3
4
❍❍
❍❍
❍❍
❍❍❨ ✻
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘✿
1
2
3
4
❍❍
❍❍
❍❍
❍❍❨
 
 
 
 ✒
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘✿
1
2
3
4
✻
 
 
 
 ✒
1
2
3
4
❳❳❳
❳❳❳
❳❳❳
❳❳❳②
❅
❅
❅
❅■
 
 
 
 ✒
✘✘✘
✘✘✘
✘✘✘
✘✘✘✿
4.2 The Cellular Structure on Sal(C23)/Σ4
Let us determine the cellular structure of Sal(C23)/Σ4. The cell decomposition of the Salvetti
complex for C23 is compatible with the action of Σ4 and the quotient Sal(C
2
3)/Σ4 has the induced
cell decomposition.
The cells of the Salvetti complex are labeled by pairs of a face F and a chamber C with
C ≥ F . The cell for the pair (F,C) is denoted by D(F,C) in §2.1. Thus the cells of Sal(C23 )/Σ4
are in one-to-one correspondence with elements in
{([F ], [C]) | [F ] ∈ L(C23)/Σ4, [C] ∈ L
(0)(C23)/Σ4, F ≤ C}.
In the case of C23 , there are only two chambers in L
(0)(C23)/Σ4, and we denote the cells
corresponding to the pair
(
[F ],
[
1 2 3 4
])
and
(
[F ],
[
1 2 3 4
])
by F+
and F−, respectively. To be more efficient, we simply denote them by F when F is contained in
only one chamber.
More explicitly,
Lemma 4.5. Sal(C23)/Σ4 has
• two 0-cells
1 2 3 4 , 1 2 3 4 .
• six 1-cells
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1 2
3
4
,
1 2 3
4
, 1 2 3 4
+
, 1 2 3 4
−
,
1 2
3
4
,
1
2
3 4
.
• six 2-cells
1 2
3
4
,
1 2
3
4
+
,
1 2
3
4
−
,
1
2
3
4
+
,
1
2
3
4
−
,
1
2
3
4
.
• two 3-cells
1
2
3
4
+
,
1
2
3
4
−
.
We use above symbols as representatives of cells in Sal(C23). We define orientations on these
cells and then transfer orientations to other cells in Sal(C23) via the action of Σ4. Those cell which
are mapped to cells of the same dimensions in Sal(A3) by the map i24 are oriented in such a way
i24 is orientation preserving. Then remaining four types of cells
1 2 3 4
+
, 1 2 3 4
−
,
1 2
3
4
+
,
1 2
3
4
−
are oriented as follows. As we will see below, the first two 1-cells have 1 2 3 4 and
1 2 3 4 as vertices. We orient these 1-cells from 1 2 3 4 to 1 2 3 4 .
The 2-cells
1 2
3
4
+
and
1 2
3
4
−
contains
1 2
3
4
in the bound-
ary, as we will see later. We orient these 2-cells in such a way the incidence number to this 1-cell
is positive.
Now we are ready to consider the boundaries. This can be done by using the formula for the
boundary in Lemma 2.2 and a formula analogous to the case of the braid arrangement (Lemma
3.7).
The first nontrivial case is the boundaries of 1-cells.
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Lemma 4.6. We have the following formula in C4,2∗ .
∂1
(
1 2
3
4
)
= 2 1 2 3 4
∂1
(
1 2 3
4
)
= 2 1 2 3 4
∂1
(
1 2 3 4
+
)
= 1 2 3 4 − 1 2 3 4
∂1
(
1 2 3 4
−
)
= 1 2 3 4 − 1 2 3 4
∂1
(
1 2
3
4
)
= 2 1 2 3 4
∂1
(
1
2
3 4
)
= 2 1 2 3 4 .
Proof. By Lemma 2.2
∂1
(
1 2
3
4
)
=
∑
F
[
1 2
3
4
: D
(
F, F ◦ 1 2 3 4
)]
D
(
F, F ◦ 1 2 3 4
)
where F runs over all faces containing
1 2
3
4
in L(C23). In this case, we have
∂1
(
1 2
3
4
)
= ε1D
(
1 2 3 4 , 1 2 3 4 ◦ 1 2 3 4
)
+ ε2D
(
1 3 2 4 , 1 3 2 4 ◦ 1 2 3 4
)
,
where ε1, ε2 are appropriate incidence numbers.
In order to compute the boundaries, therefore, we need to understand the matroid product
in the face lattice L(C23).
As we have recalled in §2, the cellular structure of the Salvetti complex was originally
described by face-chamber pairings. For computations, however, it is much more convenient
to regard faces as functions from the set of normal vectors to the poset of three elements
S1 = {0,+1,−1} and use the matroid product of these functions, as we have seen in Lemma 2.3
and 2.4.
We choose the following set of normal vectors for the arrangement C23 :
a1 = (1,−1, 0, 0)
a2 = (0, 1,−1, 0)
a3 = (0, 0, 1,−1)
a4 = (1, 0,−1, 0)
a5 = (1, 0, 0,−1)
a6 = (0, 1, 0,−1)
a7 = (1, 1,−1,−1)
a8 = (1,−1, 1,−1)
a9 = (1,−1,−1, 1).
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Then a face F ∈ L(C23) can be regarded as a function
τF : {a1,a2, · · · ,a9} −→ S1.
For simplicity, we denote elements +1,−1 in S1 by +,−, respectively, and denote the above
function by the symbol
(τF (a1), τF (a2), · · · , τF (a6) | τF (a7), τF (a8), τF (a9)).
For example, the face 1 2 3 4 corresponds to the symbol
(−,−,−,−,−,− | −,−,−).
With these notations, the matroid product of a face and a chamber is given by replacing 0’s in
the face by the values at the same position in the chamber. For example,
1 3 2 4 ◦ 1 2 3 4 = (−,+,−,−,−,− | −,−,−) ◦ (−,−,−,−,−,− | −,−,−)
= (−,+,−,−,−,− | −,−,−)
= 1 3 2 4 .
Thus, by taking the orientations into an account, we have
∂1
(
1 2
3
4
)
= 1 2 3 4 − 1 3 2 4
= 2 1 2 3 4 .
By analogous calculations, we obtain
∂1
(
1 2 3
4
)
= 2 1 2 3 4
∂1
(
1 2
3
4
)
= 2 1 2 3 4
∂1
(
1
2
3 4
)
= 2 1 2 3 4 .
On the other hand, 1 2 3 4
+
hasD( 1 2 3 4 , 1 2 3 4 ◦ 1 2 3 4 )
and D( 1 2 3 4 , 1 2 3 4 ◦ 1 2 3 4 ) as its boundary. By comput-
ing the matroid products, we see these 0-cells are 1 2 3 4 and 1 2 3 4 ,
respectively. By the definition of the orientation, we obtain
∂1
(
1 2 3 4
+
)
= 1 2 3 4 − 1 2 3 4
∂1
(
1 2 3 4
−
)
= 1 2 3 4 − 1 2 3 4 .
22
Remark 4.7. Note that in the above proof, the computation of ∂1
(
1 2
3
4
)
is exactly
the same as that of ∂1
(
1 2
3
4
)
in C∗(Sal(A3))⊗Σ4 Fp(±1).
In general, boundaries of those cells which do not hav + or − sign on the shoulder can be
computed by the same formulas for the corresponding cells in the braid arrangement.
Let us consider 2-cells next.
Lemma 4.8. We have the following formula in C4,2∗ .
∂2


1 2
3
4

 = 3 1 2 43 − 3 1 23 4
∂2


1 2
3
4
+

 = −
1 2
3
4
+
1 2
3
4
− 2 1 2 3 4
+
∂2


1 2
3
4
−

 = −
1 2
3
4
+
1 2
3
4
− 2 1 2 3 4
−
∂2


1
2
3
4
+

 = 2
1 2 3
4
− 2
1
2
3 4
+3 1 2 3 4
+
+ 1 2 3 4
−
∂2


1
2
3
4
−

 = 2
1 2 3
4
− 2
1
2
3 4
+ 1 2 3 4
+
+ 3 1 2 3 4
−
∂2


1
2
3
4

 = 3 1 2
3
4
− 3
1
2
3 4
.
Proof. The computations of ∂2


1 2
3
4

 and ∂2


1
2
3
4

 are essentially the same as
those of ∂2


1 2
3
4

 and ∂2


1
2
3
4

 in §3.2 as is noted in Remark 4.7 and are omitted.
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There are four faces in L(C23 ) that contain
1 2
3
4
as faces Thus
∂2


1 2
3
4
+

 = ε1D
(
1 2
3
4
,
1 2
3
4
◦ 1 2 3 4
)
+ε2D
(
1 2
3
4
,
1 2
3
4
◦ 1 2 3 4
)
+ε3D
(
1 2 3 4 , 1 2 3 4 ◦ 1 2 3 4
)
+ε4D
(
1 3 2 4 , 1 3 2 4 ◦ 1 2 3 4
)
= ε1D
(
1 2
3
4
, 1 2 3 4
)
+ε2D
(
1 2
3
4
, 1 2 3 4
)
+(ε3 + ε4)D
(
1 2 3 4 , 1 2 3 4
)
= ε1
1 2
3
4
+ ε2
1 2
3
4
+ (ε3 + ε4) 1 2 3 4
+
,
where εi ∈ {±1} (i = 1, 2, 3, 4) are certain signs. By the definition of the orientation of
1 2
3
4
+
, we have ε2 = 1. Since ∂1 ◦ ∂2 = 0, we see that ε1 = −1 and ε3 + ε4 = 2.
By the same calculation, we also have
∂2


1 2
3
4
−

 = −
1 2
3
4
+
1 2
3
4
+ 2 1 2 3 4
−
.
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Finally, we have
∂2


1
2
3
4
+

 = −2D
(
1
2
3 4
,
1
2
3 4
◦ 1 2 3 4
)
+D
(
1 2 3 4 , 1 2 3 4 ◦ 1 2 3 4
)
−D
(
2 1 3 4 , 2 1 3 4 ◦ 1 2 3 4
)
−D
(
1 2 4 3 , 1 2 4 3 ◦ 1 2 3 4
)
+D
(
2 1 4 3 , 2 1 4 3 ◦ 1 2 3 4
)
+2D
(
1 2 3
4
,
1 2 3
4
◦ 1 2 3 4
)
= −2
1
2
3 4
+ 1 2 3 4
+
− 2 1 3 4
+
− 1 2 4 3
−
+ 2 1 4 3
+
+ 2
1 2 3
4
= −2
1
2
3 4
−+2
1 2 3
4
+3 1 2 3 4
+
+ 1 2 3 4
−
,
where coefficients (signs) of the first two terms are determined by comparing with the braid
arrangement. The coefficients of the last two terms are determined in the same way as in the
previous calculation.
The calculation of ∂2


1
2
3
4
−

 can be done in the same manner.
It remains to compute boundaries on 3-cells.
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Lemma 4.9. We have
∂3


1
2
3
4
+
 = 4 1 23
4
+ 4
1
2
3
4
− 5
1
2
3
4
+
−
1
2
3
4
−
+8
1 2
3
4
+
+ 4
1 2
3
4
−
,
∂3


1
2
3
4
−
 = 4 1 2
3
4
+ 4
1
2
3
4
−
1
2
3
4
+
− 5
1
2
3
4
−
+4
1 2
3
4
+
+ 8
1 2
3
4
−
Proof. Let us consider ∂3


1
2
3
4
+
. There are many faces containing
1
2
3
4
. For example, there
are
(
4
2
)
= 6 faces of the shape
1
2
3
4
. Matroid products can be computed, for example,
2
3
1
4
◦ 1 2 3 4 = (+, 0,−,+, 0,− | 0, 0,+) ◦ (−,−,−,−,−,− | −,−,+)
= (+,−,−,+,−,− | −,−,+)
=


(x1, x2, x3, x4) ∈ R
4
∣∣∣∣∣∣∣∣∣
x1 > x2, x2 < x3, x3 < x4,
x1 > x3, x1 < x4, x2 < x4,
x1 + x2 < x3 + x4,
x1 + x3 < x2 + x4,
x1 + x4 > x2 + x3


=
{
(x1, x2, x3, x4) ∈ R
4
∣∣∣ x2 < x3 < x1 < x4,x1 + x3 < x2 + x4
}
= 2 3 1 4 .
26
Similarly, we have
1
2
3
4
◦ 1 2 3 4 = 1 2 3 4
1
3
2
4
◦ 1 2 3 4 = 1 3 2 4
1
4
2
3
◦ 1 2 3 4 = 1 4 2 3
2
4
1
3
◦ 1 2 3 4 = 2 4 1 3
3
4
1
2
◦ 1 2 3 4 = 3 4 1 2
This implies that, in C3(Sal(C23))⊗Σ4 Fp, if we write
∂3


1
2
3
4
+ = A1 1 2
3
4
+A2
1 2
3
4
+
+A3
1 2
3
4
−
+A4
1
2
3
4
+
+A5
1
2
3
4
−
+A6
1
2
3
4
,
we have
A4 = −5, A5 = −1.
By similar calculations of matroid products and by that fact ∂2∂3 = 0, we can determine other
coefficients and we have
∂3


1
2
3
4
+ = 4 1 2
3
4
+ 4
1
2
3
4
− 5
1
2
3
4
+
−
1
2
3
4
−
+8
1 2
3
4
+
+ 4
1 2
3
4
−
.
Analogously we have
∂3


1
2
3
4
−
 = 4 1 23
4
+ 4
1
2
3
4
−
1
2
3
4
+
− 5
1
2
3
4
−
+4
1 2
3
4
+
+ 8
1 2
3
4
−
.
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4.3 The homology of C23
In this section, we compare H∗(Sal(C23)⊗Σ4 Fp(±1)) and H∗(Sal(A3)⊗Σ4 Fp(±1)) for p a prime,
following the strategy described in the beginning of §4.
We have analyzed the cell structure of Sal(C23) in the previous section based on the structure
of L(C23)/Σ4 investigated in §4.2.
In this section, we compute the homology of
K4,2∗ = Ker(i
2
4 : C∗(Sal(C
2
3))⊗Σ4 Fp(±1)→ C∗(Sal(A3))⊗Σ4 Fp(±1))
for an odd prime p. We first need to know generators for K4,2∗ .
The generators of the cellular chain complex C∗(Sal(C23)) ⊗Σ4 Fp(±1) are in one-to-one cor-
respondence with cells in Sal(C23)/Σ4 even when p is odd. Of course, we have to take the sign
representation into account, when we compute the boundary homomorphisms.
Lemma 4.10. Define
x0 = 1 2 3 4 − 1 2 3 4
x11 =
1 2
3
4
−
1 2
3
4
x+12 = 1 2 3 4
+
x−12 = 1 2 3 4
−
x21 =
1
2
3
4
+
−
1
2
3
4
−
x+22 =
1 2
3
4
+
x−22 =
1 2
3
4
−
x3 =
1
2
3
4
+
−
1
2
3
4
−
.
Then these are generators for K4,2∗
K4,20 = 〈x0〉 ,
K4,21 =
〈
x11, x
+
12, x
−
12
〉
,
K4,22 =
〈
x21, x
+
22, x
−
22
〉
,
K4,23 = 〈x3〉 .
Thanks to the calculations in the previous section, we can easily compute the boundaries on
these generators.
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Lemma 4.11. Boundaries are given by
∂1(x11) = 2x0
∂1(x
+
12) = x0
∂1(x
−
12) = x0
∂2(x21) = 2(x
+
12 − x
−
12)
∂2(x
+
22) = x11 − 2x
+
12
∂2(x
−
22) = x11 − 2x
−
12
∂3(x3) = −4x21 + 4(x
+
22 − x
−
22).
By an elementary calculation, we obtain the homology of K4,2∗ .
Proposition 4.12. When p is odd,
Hi(K
4,2
∗ )
∼= 0
for all i.
As a corollary, we obtain Theorem 1.3.
Corollary 4.13 (Theorem 1.3). For an odd prime p, the inclusion M2(C, 4) →֒ F (C, 4) induces
an isomorphism
H∗(S∗(M2(C, 4))⊗Σ4 Fp(±1)) ∼= H∗(S∗(F (C, 4))⊗Σ4 Fp(±1)).
When p = 2, Lemma 4.11 implies that the boundaries in K4,2∗ are given by.
∂1(x11) = 0
∂1(x
+
12) = x0
∂1(x
−
12) = x0
∂2(x21) = 0
∂2(x
+
22) = x11
∂2(x
−
22) = x11
∂3(x3) = 0.
In particular, x3 represents a nontrivial cycle in C
4,2
3 that is mapped to 0 under the map i
2
4.
Thus we obtain a proof of Theorem 1.2.
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