Abstract -The classic Bays filters applied to model-based visual tracking suffers from high computation complexity and performance degradation when the inaccurate priori knowledge is involved. In order to improve tracking real-time and accuracy, two kinds of adaptive unscented Kalman filters (AUKFs), named the MIT-based AUKF and the master-slave-structure AUKF, respectively, are proposed to estimate the 3-D rigid-body motion from sequential images. The filters use certain feature points' image coordinates as input data to estimate the position and orientation of the object at each instant when an image is captured, and to recover the velocity and angular velocity of the object between consecutive frames. Experimental results show that both the AUKFs can improve estimation real-time and accuracy in visual tracking.
I. INTRODUCTION
Object tracking is a critical task in many computer vision applications such as surveillance [1] , motion capture [2] , robot navigation [3, 4] , and 3-D model reconstruction [5] .
A major difficulty in visual tracking is the uncertainty associated with the visual data as well as the uncertainty associated with the dynamics of the tracked target. One way to deal with these uncertainties is to apply a recursive Bayes filter to continuously estimate a posterior probability density function over the state space of the target's model. Earlier studies of the Bayes filter mainly focus on the Kalman filter (KF) [6] , in which state equations and measurement equations are both constructed as linear ones. In order to deal with nonlinear systems which are more common in the real world, an extended Kalman filter (EKF), was developed, and widely applied to visual tracking [2, 5, 7] . However, EKF has some deficiencies including the requirement of the sufficient differentiability of the state dynamics and estimation divergence for highly nonlinear systems.
Based on the intuition that it is easier to approximate a Gaussian distribution than arbitrary nonlinear functions, Julier et al. [9] proposed a new extension of KF, as well known as unscented Kalman filter (UKF). UKF uses a deterministic sampling technique to pick a minimal set of sample points around the mean. These points are then propagated through the non-linear functions, from which the mean and covariance of the estimate are then recovered. This technique does not need to calculate the Jacobins and can achieve the secondorder accuracy. Since being proposed, UKF has been used in many practical visual tracking tasks [3, 10, 11] . Extensive investigations indicate that UKF can achieve good performance under the assumption knowing the noise distribution and the initial conditions. However, it is difficult to obtain the priori knowledge in practice. The inaccurate priori knowledge and the sudden variation of system behaviours can all cause poor estimation performance. To address the problem, Jiang et al. [12] propose an MIT-based adaptive UKF (AUKF), in which the noise covariance is updated adaptively to reduce a cost function and the updated covariance is further fed back into the normal UKF to compensate the inaccurate priori information. Different from the MIT-based AUKF which achieves adaptive estimation by introducing an adaptive law, another adaptive UKF based on the filter's structure improvement is proposed by Song et al. [13] . The new AUKF is composed of two parallel masterslave UKFs, while the master one estimates the states and the slave one estimates the diagonal elements of the noise covariance for the master UKF. Both the AUKFs can compensate the errors caused by the change of the noise statistics and achieve accurate estimation.
In this paper, models of the 3-D rigid-body motion and the measurements on the image plane are built. The MIT-based AUKF and the master-slave-structure AUKF are applied to capture the 3-D motion from sequential images. A visual tracking experiment is designed to verify estimation accuracy and tracking real-time.
II. ADAPTIVE UNSCENTED KALMAN FILTERS
Two different AUKFs will be introduced in this section. Before giving the detail of AUKFs, we will discuss the standard UKF first. Consider the general discrete nonlinear system:
where n k x ∈ ℜ is the state vector, p k u ∈ ℜ is the input vector, and q k y ∈ ℜ is the output vector. k ω and k υ are, respectively, the process and measurement noise vector, which are assumed Gaussian noise. k is time step. 
where 
W are sets of scalar weights. α determines the spread of the sigma points around x and is usually set to 1 4 1 e α − ≤ ≤ . β is used to incorporate part of the prior knowledge of the distribution of x .
Compared with other priori knowledge like the initial state vector 0
x and state covariance 0 P , Q and R are more important to the performance and stability of the UKF. Therefore, in many adaptive filtering algorithms, Q and R are the main parameters that need to be tuned online. The noise covariance is usually a diagonal matrix. Thus, two different AUKFs will be described to update the diagonal elements of Q below. Besides, R can also be updated in the same way.
B. MIT-based AUKF
In MIT-based AUKF, a recursive algorithm is formulated to minimize the difference between the filter-computed covariance and the actual innovation covariance. The timeaveraged innovation covariance is used as an approximation to the actual one, i.e., ( )( )
where N is the size of the estimation window. From Eq. 5, we obtain the covariance computed:
The adaptive mechanism is to minimize the cost function:
With the MIT rule, the parameters can be adjusted in the negative gradient direction of the criterion function. Write the expression in the discrete form: 
Eq. 10 needs to be integrated into the normal UKF to complete the adaptive UKF. From Eq. 7, 8, and 9, we have:
To implement Eq. 13 and 14,
The recursive algorithm to calculate the gradient of the innovation vector can be formulated from the process of the standard UKF, and the detail of the algorithm can be found in [12] .
C. Master-Slave-structure AUKF Being different from the MIT-based AUKF which achieves adaptive filtering through an adaptive law, the Master-Slavestructure AUKF (M-S-s AUKF) completes adaptive filtering through improving the filter's structure. The M-S-s AUKF consists of two parallel UKFs (Fig. 1) . At every time-step, the master UKF estimates the system states using the active noise covariance calculated by the slave UKF. Fig. 1 The structure of the M-S-s AUKF The setting of the master UKF is the same as that of a standard one which have been expressed above. Thus, we only discuss the slave UKF. Suppose that the diagonal elements of the noise covariance Q is denoted by q . If the dynamics of q is unknown, the state equation of the slave UKF is modelled as a non-correlated random drift vector:
where q k ω is the Gaussian noise. The innovation covariance generated by the master UKF is taken as the observation signal for the slave UKF. According to Eq. 5 the observation model can be described as:
The real measurement of k S received by the slave UKF is:
As discussed above, a recursive algorithm of the slave UKF can be formulated as that of the standard UKF and the detail of the process is described in [13] .
III. KINEMATIC MODEL FOR VISUAL TRACKING

A. 3-D Rigid-body Motion
The motion of a rigid body, in a camera-coordinate frame, can be separated into a series of consecutive rotation and translation. Denote 
of the object-coordinate basis respective to the cameracoordinate frame in the same time interval. As shown in Fig.  2 , the 3-D rigid-body motion can be described as: In order to explicitly express Eq. 18, we use the roll-pitchyaw expression [14] to describe the rotation transformation. Let ( ) , rot axis angle denote the rotation with the specified angle around the specified axis. Then, ( ) 
where ( ) ( ) ( ) ( ) , ,
Similarly,
,
Eq.18, 20 and 21, we summarize:
Meanwhile, using Eq. 20, we can express ( )
of the elements of ( ) 
Therefore, combining Eq. 22 and 23, yield:
Then, assuming that the rotation and translation are of constant velocities, and involving the modelling error and process noise ( ) i ω k , simultaneously, we can get the complete state equation of the 3-D rigid-body motion in the cameracoordinate frame:
1 ,
B. Simplified Camera Model
The camera model describes the relationship between the image feature's location in an image plane and the object feature's location in a camera-coordinate frame. The model is simply described by the pinhole lens approximation (Fig. 3) . Using the above expression and the pinhole lens approximation, we obtain:
Combining Eq. 26 and 27, and involving the measurement noise ( ) i υ k , the measurement equation is expressed as:
where ( ) ( ) ( ) ( ) 1 2 ,
x f and y f are called the horizontal and vertical focal length, respectively, and assumed to be constants. Thus, combining Eq. 25 and 28, we can get the complete state space model for visual tracking estimation.
IV. EXPERIMENTS
In this section, AUKFs' application in a visual tracking experiment will be discussed. The estimation results by UKF and AUKFs, when the process noise varies due to the sudden change of the system working behavior, will be analyzed. Fig. 4 . An overall view of the moving device is given in Fig. 5 .
Because x f and y f are assumed to be known in Eq. 27, A camera-calibration procedure [15] is used to compute them. We list the extrinsic of the fixed camera. Δp immediately. The length of the translation track is l . The whole motion process is captured by the TV camera, and the time interval between two image frames is ΔT . Tab. I lists the values of these parameters. In order to apply filtering algorithms to estimate the motion of the device, we select ten feature points from the checkerboard and extract their image coordinates ( ) t , the estimated results are converted to the world-coordinate frame [14] . The estimated values and the planned values are summarized in Fig. 7 ~ Fig. 9 (legend: pplanned values; e -estimation values).
As can be seen from Fig. 7 ~ Fig. 9 , the estimation motion by three filtering algorithms can all converge to the true motion states. When the velocity of the device changes suddenly at 50th frame, the estimated states all deviate from the true states, and then converge. However, compared with the states estimated by the UKF, the states estimated by MITbased AUKF and M-S-s AUKF converge faster. The improvement is especially remarkable in the figures of velocity estimation (Fig. 7(d) ~ Fig. 9(d) ). In addition, the estimated angular velocity oscillates around the planned one, probably because the angular velocity is relatively smaller compared to the noise introduced in measuring the point coordinates in the image. Fig. 10(a) ~ Fig. 10(d) , we conclude that the predicted results of UKF can track the true measurements, but the sudden variation of the device's velocity causes large deviation from the true measurements. From Fig. 10(e) and Fig. 10(f) , we can see that the tracking results of AUKFs are more accurate than that of UKF in Fig.  10(c) . To quantitatively describe the tracking accuracy, we define a prediction error ξ as:
( ) ( ) 
Now we calculate the prediction errors of the three filters, and list them in Tab. II. Compared with the normal UKF, both the AUKFs can provide rapider convergence and more accurate estimation, especially in the case that the prior knowledge is inaccurate or the system working behaviours varies suddenly. Based on a general statespace equation of the 3-D rigid-body motion, the filters can accurately estimate the position, orientation, velocity, and angular velocity of a rigid-body using just certain feature points' image coordinates as input data. This approach can supply some references to the application in the robot visual system and the UAV visual navigation. Combining the AUKFs and some control strategies to build a complete visual tracking system will be studied in future.
