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The application of image analysis techniques to characterize the air-void 
system in hardened concrete is demonstrated. Both lineal and areal feature analyses 
are investigated. Feature size distributions and total air contents are obtained using 
s 
both types of analysis. The areal analyses also include the measurement of individual 
feature perimeters for use in comparing void shapes. A two phase standard specimen 
ip developed to insure the consistency of measurements and repeatability of results. 
Correction methods, based on geometric probability, are developed to remove 
the distortions in the image analysis data resulting from frame edge effects. Separate 
r:nethods are presented for lineal and areal analyses. Using discrete class sizes, both 
correction procedures are expressed in a matrix format. The corrected areal feature 
distributions are used to obtain volume distributions of spherical air voids using 
standard stereological procedures. 
The procedures are applied to ten concrete specimens, at magnifications of 
12x and 30x. The specimens represent concretes made using three different air-
entraining admixtures, as well as non-air entrained concrete. Air-void parameters 
calculated from corrected image analysis results for the ten specimens are compared 
to results obtained using the modified point count method and to freeze-thaw results 
obtained from surface scaling tests of companion specimens. The differences in the 
air-void systems created by the various air-entraining agents are studied by 
comparing different characteristics including: the Powers spacing factor, the Philleo 
factor, profile shape, average feature size, numerical density of features, and the 
cumulative percent of total air versus feature size. 
i i 
The study demonstrates that image analysis provides a viable alternative to 
traditional lineal traverse and modified point count methods for characterization of 
air-void systems in hardened concrete and, in the process, provides significant 
detail not available with the traditional methods. The study indicates that air-
entraining agents produce characteristic air void distributions. Comparisons made 
in the study show that lineal and areal image analysis techniques provide similar 
determinations of total air content that are, on average, 1. i 5 volume percent lower 
than those obtained from a modified point count analysis. Application of the frame 
edge effect correction procedures to the lineal data results in an average decrease in 
the total chord density of 2.3% and 5.0% for magnifications of i 2x and 30x, 
respectively. Application of the frame edge effect correction proced.ures tq the areal 
data results in an average decrease in the total profile density of 3.3% and 5.9% for 
magnifications of i 2x and 30x, respectively. The accuracy of the analysis decreases 
if size classes are much greater than 30 Jlm. Accurate lineal analyses require the 
class size to be an exact increment of pixel length. A similar requirement does not 
apply to areal analyses. 
iii 
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When moist concrete is exposed to alternating cycles of freezing and thawing, 
internal deterioration can result. This accumulated damage is referred to as freeze-
thaw or frost damage. Common examples of concrete routinely exposed to these 
freezing hazards include: highway pavements, airport runways, dam spillways, 
sidewalks, foundation walls, and bridge decks. 
Perhaps the most profound discovery concerning the resistance of concrete to 
freeze-thaw damage was that the entrainment of microscopic air voids can vastly 
improve resistance to such damage. As early as the 1930's, deliberate efforts were 
made to take advantage of this beneficial use of entrained air (Lawton 1939). Today 
it is common practice (ACI Committee 201 1977) to intentionally entrain air in 
concrete that is expected to be subjected to freezing temperatures in the presence of 
moisture. 
In his pioneering efforts to understand the freeze-thaw damage phenomenon, 
Powers ( 1945, 1949) proposed a method to quantify the effectiveness of entrained 
air. He found that the spacing between air-voids, rather than the total volume of 
entrained air, was the better measure of resistance to freeze-thaw damage. Powers 
proposed the use of a measure of the average spacing between air voids to determine 
the extent of frost protection. He developed an expression, now known as the Powers 
spacing factor, to measure expected freeze-thaw performance. While the Powers 
spacing factor is not considered to be a truly definitive measure of frost performan-
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ce, it is still used as the standard method for quantifying the distribution of entrained 
air in concrete. Other measures for characterizing entrained air have been 
proposed, but none have been adopted for general use. 
Current techniques for measuring air-void parameters (ASTM C 457-82a) 
include the examination of polished sections of hardened concrete. The most common 
technique is the linear traverse method which measures the chord intercepts of air 
voids. Typical information obtained from a linear traverse analysis includes an 
average chord intercept length and the number of voids intercepted per unit length of 
traverse. From this information, the volume percent of air and the Powers spacing 
factor can be determined. Proposed improvements to this method have included the 
tabulation of the individual chord lengths to obtain a measure of the size distribution 
of air-voids. Numerous efforts have also been directed towards automating the 
linear traverse method. 
Since 1977, computer-based image analysis methods have been used to 
measure air-void chord lengths (Chatterji and Gundmundsson 1977, Houde and 
Meilleur 1983, Roberts and Scali 1984, Macinnis and Racic 1986). Reasonably 
good correlation with linear traverse results has been reported. However, typical 
image analysis techniques underestimate the average chord length and overestimate 
the number of chords per unit length compared to results obtained using a continuous 
traverse. This is because some of the chords are truncated by the edges of the finite 
fields of view, yielding measured lengths that are smaller than the true lengths and 
an apparent increase in the number of chords per unit length. As a result of this 
frame edge effect, the calculated value of the spacing factor is reduced and chord 
length size distributions are skewed toward the smaller sizes. The magnitude of the 
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frame edge effect is dependent on the size of the discrete frames used, and hence the 
magnification. 
The purpose of the present study is to demonstrate the use of image analysis 
techniques to measure air-void profiles on polished sections of hardened concrete. 
Both area equivalent diameters and chord lengths are measured to determine feature 
size distributions. The results are corrected for frame edge effects using geometric 
probability. Stereological methods are used to obtain volume size distributions of 
air voids from the corrected profile size distributions. The results obtained from 
the proposed techniques are compared with results from traditional analyses. 
1.2 Background 
To fully understand the role of entrained air voids in providing resistance to 
freeze-thaw damage, it is important to understand the mechanisms of such damage. 
The susceptibility of aggregates to frost damage is a separate issue and is not dealt 
with here. 
Frost damage in concrete is considered to result from excess internal pressures 
resulting from the freezing action of water (Powers 1975). The magnitude of these 
internal pressures is dependent on the concrete pore structure, moisture content, 
and rate of freezing. The temperature at which water will freeze is a function of the 
size of the pore in which it is contained. The smaller the pore size, the lower the 
temperature required to cause freezing. Cement paste can be protected from damage 
due to freezing by keeping the internal pore sizes small enough such that freezing 
will not occur at expected winter temperatures. This is theoretically possible by 
eliminating the capillary pores. Frost protection can also be achieved by providing 
an adequate volume and dispersion of entrained air voids. 
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Pore Structures.- It is generally agreed (Verbeck 1978, Neville 1981, 
Philleo 1987) that the pore structures in the cement-paste phase of concrete can be 
classified into three distinct groups: cement gel pores, capillary pores, and air 
voids. The first two, gel and capillary pores, are initially filled with water. As 
hydration proceeds, the quantity of hydrated gel increases, expanding into the 
capillary pore space. At any time during the hydration process, that part of the 
initial water-filled space not occupied by hydration products is referred to as the 
capillary pore space. For water/cement ratios (w/c) below about 0.35 by weight, 
the initial water-filled spaces are small enough so that the hydration products could 
eventually completely fill them, essentially eliminating the capillary pores. At a 
w/c above about 0.7, even after complete hydration, an interconnected system of 
capillary pores will remain. For w/c between 0.35 and 0.7, the resulting network 
of randomly distributed capillary pore spaces will remain interconnected only 
through the cement gel pores. 
Cement gel is about 28 percent void space by volume (Neville 1981 ). The size 
of the interstitial gel pores is believed to be on the order of 2.0 x 10-3 J.Lm (Powers 
and Brownyard 1947). Their small size is such that water will not freeze in them 
above -78°C, well below normally expected winter temperatures. The size of the 
capillary pores is believed (Verbeck 1978) to range from 1.0 J.Lm down to 0.1 J.Lm, 
depending on the w/c and the degree of hydration. The capillary pores are large 
enough so that water can freeze in them at or just below 0°C. Thus, the capillary 
pores represent an important element in determining a concrete's vulnerability to 
freeze-thaw damage. If the capillary pores could be eliminated, the vulnerability of 
concrete to frost damage would be greatly reduced. Research efforts with high 
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strength concretes have been directed toward this objective (Philleo 1987). 
By far the largest elements of the pore structure are the air voids. They are 
generally classified into two groups, intentionally entrained and unintentionally 
entrapped. The entrained air-voids result from the addition of admixtures that are 
specifically designed to produce large quantities of microscopic air bubbles when 
mixed into fresh concrete. Numbers of entrained air-voids range up to tens of 
billions of bubbles per cubic yard of concrete, depending on the particular air-
entraining agent used. The size of entrained air voids ranges from about 1 0 11m to 
over 1 mm. Entrapped air-voids are present, to some extent, in all concrete and are 
due to incomplete consolidation. Entrapped air-voids can range in size from 
microscopic spaces to honeycombing, often seen in poorly consolidated concrete. 
While it is virtually impossible to make a clear distinction between entrained and 
entrapped air-voids, quite often (ASTM C 125-88) voids larger than 1.0 mm in 
diameter, and irregular in shape, are labeled as entrapped. These larger air-voids 
contribute significantly to the total air content of concrete, but their contribution to 
frost resistance is negligible. 
Frost Mechanism.- Internal pressures in concrete arising from freezing 
are considered to be the result of two separate phenomena. In his early efforts to 
understand freeze-thaw action in concrete, Powers (1945) attributed freeze-thaw 
damage to excessive hydraulic pressures resulting from the expansion of ice. More 
recent theories (Powers 1975) consider osmotic potential to be the primary cause 
of excess pressure. 
The temperature at which water will freeze in concrete is a function of the 
alkali concentration as well as pore size. Freezing will only occur when the 
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temperature becomes low enough to allow ice formation at the existing alkali 
concentration. 
Because of their relatively large size, air voids become the initial freezing 
sites. As the solution freezes, only pure water forms the ice. Thus, the remaining 
unfrozen liquid at the freezing sites becomes a more concentrated alkaline solution. 
The less concentrated alkaline solution in the surrounding paste is then drawn to the 
freezing sites in an effort to maintain thermodynamic equilibrium. The driving 
force for the movement of this solution is a function of the alkali concentration 
gradient. As the unfrozen solution at the freezing sites is diluted, by the infusion of 
surrounding water, additional ice growth occurs. This progressive ice formation can 
occur at any solute concentration including zero (Powers 1956, 1975) and is 
referred to as ice-accretion. This process continues until either one of two possible 
conditions prevail. If there exists adequate air-void space, sufficiently distributed 
throughout the paste, all of the freezable water will eventually diffuse to the freezing 
sites inside the air voids and reach a state of equilibrium. This is desirable since the 
resulting absence of freezable water in the surrounding capillary pore spaces will 
mean that the paste phase is protected from frost damage. The other possible 
situation is that the air void space is inadequate to accommodate all of the surroun-
ding unfrozen water. If this occurs, osmotic pressures will result due to the 
remaining differences in alkali concentrations. Pressures that exceed the tensile 
strength of the hardened cement paste will naturally cause damage. Also, freezable 
water will remain in the capillary pores if the air-void space is insufficient to 
accommodate it or if the rate of temperature drop is too fast to allow all of the water 
to diffuse to the air voids. This freezable water in the capillary pores is susceptible 
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to ice crystal growth at low enough temperatures. Excessive hydraulic pressures 
may then result as unfrozen water is forced through the pore structure due to ice 
expansion. 
1.3 Measures of Frost Resistance 
Frost protection is often specified in terms of the total volume of entrained air. 
However, by itself, the total air content is an unreliable measure of freeze-thaw 
protection. This is because no information is given about the size and spacing of the 
individual air voids. 
The Powers spacing factor is by far the most widely used measure of air-void 
dispersion in concrete. Powers (1945) proposed that the distance that freezable 
water must travel before reaching an air-void will determine the possible level of 
internal pressure resulting from freezing. He developed two expressions for a 
spacing factor (Powers 1949) to describe this distance. Both expressions require a 
determination of the total air-void specific surface (the total bubble surface area 
per unit volume of air). Willis (1949) demonstrated that the total volume of air 
voids and their total specific surface can be estimated from the mean air-void 
intercept or chord length obtained from a linear traverse. Assuming all voids to be 
spherical and using geometric probability concepts, the total specific surface, a, 
- -
expressed in terms of the average chord length, I , was shown to be a. = 4/ /. Using 
similar reasoning, Willis (1951) also developed an expression for the total specific 
surface from an areal analysis as a. = ( 1 6/rc) (L, n;Y;/ 2: n;Y; 2). 
Powers first spacing factor expression was obtained by simply calculating the 
volume of cement paste per unit area of air-void surface. This is given as 
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( 1. 1} 
in which L = spacing factor, in units of length 
a= total specific surface of the air voids, in consistent units of length-1 
P = paste content, in volume percent of concrete 
A = total volume of air voids. in volume percent of concrete 
His second expression is based on a hypothetical system of uniformly spaced 
spherical voids of equal size dispersed throughout the paste phase of concrete. The 
size of each of these hypothetical voids is determined by setting their specific surface 
(3/R} equal to the total measured specific surface of the true void system and then 
solving for the resulting sphere radius, R. By making the total air content of the 
hypothetical system of voids equal to the measured value of air content, the number 
of hypothetical voids is then determined. 
The cubic packing of this hypothetical void system can be visualized as a system 
of equal size adjoining cubes of cement paste with an internal air-void located at the 
center of each. The maximum distance from anywhere in such a system to the 
nearest surface of an air-void is the distance along the cross diagonal from a cube 
corner to the enclosed void surface. This distance is equal to one-half of the length of 
the diagonal minus one-half of the sphere diameter. The Powers spacing factor thus 
obtained is 
( 1 . 2} 
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Powers recognized that neither expression for spacing factor provides a true 
measure of void spacing. Assuming that both expressions overestimate the true 
average void spacing, he recommended using the smaller spacing value obtained from 
the two equations. Eq. 1.1 yields a smaller spacing factor for P/A less than 4.33, and 
Eq. 1.2 gives the smaller value when P/A is greater than 4.33. A spacing factor of 
less than 0.008 in. (0.20 mm) has come to be accepted (Mielenz et al. 1958) as 
desirable for a frost resistant concrete. 
There have been numerous freeze-thaw studies (Powers 1954, Backstrom et 
al. 1954, Klieger 1978) that have shown reasonably good correlation between the 
Powers spacing factor and freeze-thaw durability. There have also been test results 
(Larson et al. 1967) that have shown less than desirable or inconsistent cor-
relations. 
Lord and Willis (1951) suggested that a spacing factor based on average 
measures of the true void system may serve better than one based on total specific 
surface. The actual average void diameter, the diameter of a sphere with the average 
volume, or the diameter of a sphere with an average specific surface were offered as 
possible examples. To determine these average void measures, it is necessary to 
know the volume size distribution of the air voids. They developed a graphical 
method to determine the volume size distribution based on the measured distribution 
of void chord lengths obtained from a random traverse. Their method is general in 
nature and applicable to any random dispersal of spheres. The procedure also 
provides the number of voids per unit volume. 
Larger entrapped air voids often comprise a significant portion of the total 
volume of internal air, but provide relatively little contribution to frost protection. 
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This is because the influence of these larger voids is concentrated at discrete 
locations rather than dispersed throughout the paste. Some researchers have chosen 
to exclude the larger voids from the calculations of the Powers spacing factor. 
Ignoring the larger voids, however, can often lead to apparently illogical results. In 
situations when Eq. 1.2 is used, the Powers spacing factor calculated considering 
only the smaller entrained voids will usually be smaller than that obtained when the 
larger voids are included. It does not seem reasonable that the average distance 
between voids should decrease with the removal of a number of large voids from the 
system. This anomaly occurs because the increase in the calculated total specific 
surface (a = 4/ T) resulting from ignoring the larger chord lengths exerts a greater 
influence in Eq. 1.2 than does the resulting decrease in air content. 
A spacing factor based on the use of only the smaller entrained air voids was 
proposed by Walker (1980). Noting that frost protection is primarily provided by 
the small air voids, he developed an expression for a small void spacing factor. 
Ls = L + 3/4 [(Ar/Nr) - (As/Ns)] 
in which Ls = small void spacing factor, in units of length 
L = Powers spacing factor, in units of length 
Ar = Total length of traverse across voids, in units of length 
Nr =Total number of voids encountered 
As = Length of traverse across small voids, in units of length 
Ns = Number of voids defined as small voids 
( 1 . 3) 
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The chord length used to distinguish small voids is arbitrarily defined. Using 1 000 
~m to define the break between large and small voids, Walker (1984) subsequently 
analyzed the freeze·thaw test results of 151 concrete mixes. He found that the small 
void spacing factor did not provide a better correlation with freeze·thaw perfor· 
mance than did the Powers spacing factor. 
A spacing factor that is based only on the total void specific surface and volume, 
without regard to the true number of voids, cannot be a truly definitive parameter. 
This is because any number of different air-void size distributions can yield the 
same calculated spacing factor. The same is also true for any average size measure. 
Recognizing this, Philleo (1983) developed an expression for the maximum distance 
to the surface of the nearest air void for a given percentage of the paste. This 
approach has become known as the protected paste volume concept. To calculate this 
maximum distance, known as the Philleo factor, it is necessary to know the total 
volume of air and the number of voids per unit volume. An expression for the 
Philleo factor is given (Philleo 1983) as 
S = ( 0. 621Nt)[(l n( 1 I ( 1 -A))+ In( 1 I ( 1 - F )))t- (In( 1 I ( 1 -A) ))t] ( 1 . 4) 
in which S = Maximum distance, from within the protected paste volume, to the 
edge of an air-void, in units of length 
N = Number of air voids per unit volume of paste, in consistent units of 
length-3 
F = Fraction of the paste within the protected volume, in percent volume 
A = Air content of the paste, in percent volume 
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For F = 90 percent, Eq. 1.4 reduces to 
S = (o. 6 21 N}) [(1 n( 1 I ( 1-A))+ 2. 3 03)}- (In( 1 I ( 1 -A)}}}] ( 1 . 5) 
Research by Larson et al. (1967) found that the Philleo spacing factor 
provides a better correlation to freeze-thaw durability than does the Powers spacing 
factor. 
It is clearly necessary to consider the size distribution of air voids in order to 
completely characterize the dispersion of air in concrete. Typically, a single 
distribution summary parameter has been used for this purpose. Powers used the 
total specific surface to develop his spacing factor and Philleo used the total number 
of voids per unit volume to calculate his void spacing index. Other researchers have 
attempted to use the chord distribution curve to represent the air void dispersion. 
Larson et al. (1967) used an exponential function to fit the measured chord 
length distributions. Tests of freeze-thaw durability failed to provide a correlation 
between their calculated distribution parameters and frost performance. 
Roberts and Scheiner (1981) used a logarithmic distribution to describe the 
measured chord distribution. No efforts were reported on correlating the distribu-
tion parameters with frost durability. An interesting finding of their research was 
that the distribution shape parameters were relatively insensitive to the total air 
content for the particular entraining agent used in their study. In other research 
concerning the effects of superplasticizers on the air-void system, Macinnis and 
Racic (1986) also found similarity between chord distribution shapes in concretes 
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made with the same air entraining agents but containing significantly different air 
contents. 
Gutmann (1988a, 1988b) studied the characteristics of bubbles produced by 
different air entraining agents in both water and concrete. He noted differences in 
the resulting air-void shapes and uniformity of dispersion. He speculated that void 
shape characteristics, along with the degree of void coalescence, were a function of 
the air-entraining agents and may affect concrete compressive strength. 
1.4 Air Measurement 
The air content in plastic concrete is typically measured by either the 
volumetric method (ASTM C 173-78) or the pressure method (ASTM C 231-89a). 
A high pressure meter (Amsler et al. 1973) has also been successfully used to 
determine the total air content in hardened concrete. While these methods do provide 
a measure of the total volume of internal air, they provide no information about the 
air void sizes or their dispersion. The volume fraction of air voids in hardened 
concrete can be estimated from information obtained by microscopic examination of a 
plane surface. This data can be used to determine air-void sizes and their dispersion. 
Stereology.-The general mathematical methods used to extrapolate 
measurements obtained from two-dimensional surfaces to three-dimensional space 
is known as stereology (Underwood 1970, Weibel 1979, Russ 1986). Volume 
fraction estimation is one of the most widely used stereological processes. The 
fundamental relationships of volume fraction estimation depend upon an equivalence 
between the volume density and the quantities measured on a plane section. These 
measured quantities may include area, line, or point fractions. The mathematical 
derivation of volume fraction relationships is presented by Hillard (1968), and an 
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interesting presentation of their historical development is given by Chayes (1950). 
The French geologist, Delesse, is credited with first proposing (Delesse 1848) 
that the volume per unit volume, Vv, of a component could be directly estimated by 
measuring the area per unit area, AA, of that component on a plane surface. He did 
this by cutting out and weighing the various components from image tracings. 
Instead of directly measuring the area percent on a plane surface, the area percent 
can also be estimated using either a linear intercept or a point counting method. The 
estimation of the area fraction from a linear intercept fraction was first presented 
by Rosiwal (1898). A linear traverse analysis is still often referred to as a Rosiwal 
traverse. The linear intercept fraction of a constituent of interest, LL, provides a 
direct estimate of that constituent's area fraction, AA. The area fraction can also be 
estimated by use of a point counting technique. A systematic grid system is superim-
posed on the plane surface, and the constituent falling beneath each grid point is 
identified. The percentage of points falling on each constituent, Pp, provides an 
estimate of their area fractions, AA, or lineal fractions, LL, depending, respectively, 
on whether a two-dimensional or one-dimensional point grid is used. Thomson 
(1930) was the first to introduce this point counting technique with a two-
dimensional point grid. Glagolev (1933) applied the technique with a one-
dimensional point grid system. The method was greatly facilitated by the develop-
ment of a practical stage by Chayes (1955) for advancing a specimen beneath a 
microscope in discrete steps. 
The general stereological relationships thus obtained are: 
( 1 . 5) 
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All three methods of volume fraction estimation have been applied to the 
measurement of air voids in hardened concrete. The linear traverse and point 
counting methods have been developed as standard procedures and are detailed in 
ASTM C 457-82a. 
Areal Traverse.- The areal traverse method of measuring air-void charac-
teristics in hardened concrete was first presented by Verbeck (1947). He used the 
Camera Lucida Method, whereby a planimeter is used to measure the areas of 
individual air voids on a projected image of the concrete surface. He presented 
limited data on the total air content, average air-void area, and intercepted area size 
distribution. Warren (1953) introduced another plane-intercept method of 
analysis. He measured the air-void profile diameters directly from enlarged 
photographic images. Assuming the air voids to be spherical, equations were 
presented relating the measured profile diameters to the average air-void diameter, 
total specific surface, and the numerical density of air voids. Because of the 
tediousness of the areal traverse technique, only limited areas of a specimen could be 
surveyed. The manual nature of data collection prevented these areal traverse techni-
ques from being adopted for general use. 
Linear Traverse.- Rexford (1947) described an apparatus he used for 
performing a Rosiwal type linear traverse analysis on thin sections of concrete 
mortar. He used a multiple spindle integrating stage to traverse the specimen 
beneath the cross hairs of a microscope. Different spindles were allocated to the 
different constituents of the mortar, i.e., voids, paste, and aggregate. While viewing 
the specimen through the microscope, the separate spindles were used to advance the 
specimen across their respective constituent. At the end of a traverse, the calibrated 
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spindles provide the accumulated total linear intercepts of each constituent. The 
percentage traversed across each constituent provides a direct measure of their 
respective volume percentage. 
A more versatile linear traverse instrument was developed by Brown and 
Pierson (1950) which was capable of examining larger concrete specimens. They 
recorded only the cumulative length traversed across air-void profiles and the total 
length traversed across aggregate and paste combined. They also used a separate 
counter to record the total number of void profiles intercepted. From this infor-
mation, they were able to calculate the Powers spacing factor and the volume percent 
of air. 
The general linear traverse procedure detailed by Brown and Pierson has 
subsequently served as the basis for standardizing the linear traverse procedure as a 
means of characterizing entrained air in hardened concrete. Suggested improvements 
have included tabulating the individual chord lengths for use in obtaining size 
distributions. The development of automatic recording devices makes the collection 
of individual chord lengths less tedious and more practical for regular use. 
Larson et al. (1967) developed a mechanized linear traverse device in which 
the individual chord lengths as well as the cumulative percent of each constituent was 
recorded. They were thus able to estimate the volume percent of aggregate, paste, 
and air in addition to obtaining a distribution of chord lengths. A computer-based 
recording system was presented by Roberts and Scheiner (1981 ). The operator 
depressed a button while an air-void was being traversed and a magnetic transducer 
then sensed the distance traversed. The individual chord lengths along with the total 
traverse length were recorded for future processing. 
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Point Count.- The point-counting method of measuring air in hardened 
concrete was introduced by Mather (1950). She described modifications to the 
Chayes point-counting stage to accommodate larger specimens. In using this 
procedure, tabulating counters are incremented depending upon which constituent 
falls beneath the microscope cross hairs at predetermined regular intervals along 
the traverse. The total air content is the only air-void parameter directly obtained 
by this method. If the average chord length and Powers spacing factor are to be 
determined, it is necessary to also record the total length of traverse and the total 
number of void profiles intercepted by the traverse. 
Automated Techniques.- All of the aforementioned linear traverse and point-
counting techniques require the equipment operator to actively observe the specimen 
through a microscope while it is being traversed. Subjective decisions must be made 
continually with regard to defining the void edges. Also, when the traverse line is 
tangent to a void profile, a decision must be made as to whether to include it in the 
count. Automatic void recognition would relieve the operator of these subjective 
decisions and would presumably increase the accuracy and consistency of 
measurements. 
Browne and Cady (1970) attempted to develop an automated void recognition 
linear traverse device. The central component of their system was a photomultiplier 
tube which was used to sense when a void was being traversed. Contrast between air 
voids and paste was provided by staining the polished concrete surface red with a felt-
tip marker and then filling in the voids with hydrated lime. An opaque projector was 
used to cast a magnified image of the prepared surface onto the photomultiplier tube. 
Because the voids were lighter in color, they reflected more light onto the photomul-
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tiplier tube resulting in higher voltage output. Based on voltage output, the system 
automatically recorded which constituent (void or other) was being sensed every 
0.00001 inch (0.254 J.Lm) of traverse. Comparing results from their automated 
system with those obtained manually indicated that their system was unreliable when 
measuring chord lengths of less than 0.0039 in. (100 J.Lm). Because most air-void 
chord lengths are shorter than this, the device proved of little practical use. 
Image Analysis.- Computer-based image analysis systems are capable of 
analyzing images !rom widely diverse image sources - from satellites to electron 
microscopes. A very common imaging source is a television camera used to view a 
sample through a microscope. The magnified image is digitized into a two-
dimensional array of individual picture elements or pixels. The actual dimensions 
represented by each pixel is a function of both the pixel density of the particular 
system and the magnification of the image. Each pixel location and signal intensity 
(gray level) is stored in a host computer. Gray level ranges are then identified, or 
"thresheld", to represent features of interest for analysis. Numerous types of 
analysis can then be performed on the thresheld image by the computer. The 
simplest such analysis consists of scanning individual lines of pixels and identifying 
connected groups of thresheld pixels. These connected pixels represent chord 
lengths. More sophisticated analyses may include area, perimeter, maximum and/or 
minimum diameter measurements. The type of analysis performed depends on the 
particular image analysis system used and the software available. 
There are numerous common problems associated with the use of all image 
analysis systems. First of all, it is necessary to obtain sufficient contrast between 
the features of interest and other constituents in the specimen. This is vital so that 
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the features of interest can be accurately identified by a distinct gray level range. It 
is also important to develop a standard (Joyce Loeb! 1981, Darwin et al. 1990) to 
use in adjusting the contrast and brightness levels of the incoming image signal. This 
is necessary for consistent representation of gray levels, which ensures 
repeatability of measurements and intersample consistency. Another common 
concern is feature edge detection. Because each pixel represents a discrete area on 
the sample, those pixels representing feature edges will also generally represent 
some area outside the feature boundary. The gray level of these edge pixels will be an 
average of the sample area each represents. This value will therefore vary 
depending upon what percentage of each pixel falls within the feature of interest. The 
particular gray level limits used to define the features of interest will then 
determine whether or not these edge pixels are assigned to the thresheld feature. The 
measured size of the features will, thus, vary depending on the actual threshold 
limits used. Because the pixel density is usually fixed, the total number of pixels 
representing a particular feature will vary depending on the image magnification. As 
the magnification is decreased, the number of pixels required to represent each 
feature will also decrease, but the percentage of each feature represented by edge 
pixels increases. The measured size of features therefore becomes more sensitive to 
the threshold limits used as the magnification decreases. 
A potentially significant source of systematic error, when using image analysis 
techniques, is the frame edge effect. Because each frame represents a finite field of 
view, some features will inevitably be truncated by the frame edges. The measured 
size of these truncated features will be smaller than their true size. The effect of 
measuring only the visible portion of these truncated features is twofold. First, 
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feature size distributions developed from this data will be skewed to the smaller 
sizes. Second, numerical density determinations {number of features per unit area) 
will overestimate the true density value. The magnitude of the frame edge effect is 
dependent on the frame size relative to the measured features. For a given feature 
size, more features will be truncated at higher magnifications. The three general 
categories of methods that have been developed for handling frame edge effects are the 
edge inclusion method, associated point method, and statistical corrections. 
The edge inclusion method (Gundersen 1 977) by itself is used only for counting 
feature densities. Features that are included in the count are only those that are 
entirely within the field of view or which intersect one or both of a particular pair 
of predetermined adjacent edges. Features that intersect one of the other edges are 
excluded from analysis. A variation of this method extends the exclusion edges 
beyond the frame corners. 
The associated point method {Jensen and Sundberg 1 986) assigns a unique 
reference point, such as the center of gravity, to represent each feature. A feature is 
counted and/or measured only if its associated point falls within the field of view. 
Because some analyzed features will extend beyond the field of view, information 
must be available from outside the viewing field if these features are to be measured. 
To accommodate this, an internal subframe, or guard ring, within the field of view 
can be defined as the area in which the associated point must fall for a feature to be 
analyzed {Russ 1 986). To insure accurate measurement, the guard area must be 
sized so that the largest expected feature will still remain completely inside the field 
of view when its associated point is within the guard area. 
Statistical correction methods use geometric probability arguments to correct 
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the feature measurements for the distortions due to edge effects. Bockstiegel (i 972} 
and Exner (i 972} presented iterative methods to correct measured numerical 
densities (features per unit length} of linear intercepts. Attiogbe and Darwin 
(i 986} developed a statistical procedure to correct size distributions of randomly 
oriented linear features, with which they successfully applied to the measurement of 
submicroscopic cracks in cement paste using a scanning electron microscope. 
Hougardy and Stienen (i 978} developed a correction procedure that combines 
the statistical approach with a type of associated point method. They used geometric 
probability relationships to develop a procedure to estimate the true size distribu-
tion from the measurement of only those features which lie entirely within the field 
of view. They present separate methods for linear and areal measurements. 
Measuring only those features which do not intersect the frame edges is, in effect, 
like using a variable size guard ring. The size of the effective guard ring is different 
for each feature size. A significant limitation of this method is that the image 
analysis equipment must be able to determine if a feature touches an edge. 
Chatterji and Gudmundsson (i 977} first adapted digital image analysis technol-
ogy to measuring air voids. To obtain adequate feature contrast, they blackened the 
polished concrete surface with a stamping pad and then filled the voids with a 
mixture of Vaseline paste and zinc oxide. Gypsum powder was subsequently spread 
over the surface, adhering to the ZnO paste in the voids. They worked at a mag-
nification of 48x yielding a i mm2 field of view for each image. They reported 
similar, but lower, values for total air content and Powers spacing factor to those 
obtained from a traditional linear traverse. 
Houde and Meilleur (i 983} explored the use of image analysis to measured air-
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void chord lengths. Some of their results are contrary to those of other users of 
image analysis techniques to measure entrained-air. Their reported values of 
specific surface, based on the mean chord length, were usually smaller than obtained 
from traditional linear traverse analyses. This resulted in typically larger 
calculated values of the Powers spacing factor. 
Roberts and Scali (1984) explored some of the issues affecting the results of 
image analysis of air voids. They noted the sensitivity of results to sample prepara-
tion procedures. The impact of frame edge effects was also acknowledged but no effort 
was made to adjust the results accordingly. They chose to work at a lower magnifica-
tion (31 x) to reduce the extent of frame edge effects. 
In studying the effect of superplasticizers on the air-void system, Macinnis and 
Racic (1986) used an image analysis system to characterize the air-void system. 
No effort was reported to account for the frame edge effects or to compare their 
results with other methods. 
1.5 Object and Scope 
The use of computer-based image analysis techniques to automatically identify 
and measure air voids in hardened concrete specimens has been previously 
demonstrated. All of the previous users of image analysis have used only chord 
length measurements to characterize the air-void system. Also, the resulting data 
was not corrected for distortions due to frame edge effects. 
The objective of this study is to demonstrate the use of image analysis 
techniques to measure void profile areas as a means of characterizing the air-void 
system in hardened concrete. In addition, procedures are developed for correcting 
image analysis results for biases resulting from frame edge effects. The goal is to 
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provide a more consistent and accurate description of the true air volume fraction 
and void size distribution than is obtained with current methods. This is a necessary 
step in the development of a truly definitive measure of the effectiveness of entrained 
air in minimizing damage due to freeze-thaw action. 
Concrete specimens containing three different air-entraining agents are 
analyzed. In addition, non-air-entrained samples are examined. An image analysis 
system is used to measure both linear intercepts and profile areas, from which size 
distributions are developed based on chord lengths and area equivalent diameters, 
respectively. Using the concepts of geometric probability, procedures are developed 
to correct these size distributions for frame edge effects. By use of standard 
stereological procedures, the corrected planar size distributions obtained from areal 
traverses are used to estimate the corresponding three-dimensional void 
distributions. 
Void profile perimeters are also measured for use in calculating a shape factor. 
The shape factor is used to compare the void shapes obtained with the different admix-
tures. 
The results obtained from chord lengths are compared to those obtained from 
profile areas. Traditional measures of frost protection: total air content, average 
specific surface, and Powers spacing factor are calculated for each. These values are 
compared to the corresponding values obtained from a modified point count analysis 
and to the freeze-thaw performance of companion samples. 
CHAPTER 2 
EXPERIMENTAL STUDY 
The experimental study was designed to demonstrate the use of image analysis to 
measure air voids in hardened concrete. The image analysis results are compared to 
the results of a traditional microscopic examination {ASTM C 457-82a). Ad· 
ditionally, the air-void size distributions produced by different air-entraining 
admixtures are studied. 
Air-entrained concrete samples were prepared by Solvay Construction 
Materials, Inc. for use in this study. Specimens for microscopic examination were 
cut from the test samples, and petrographically examined by Professional Services 
Industries, Inc. prior to delivery to the University of Kansas. The specimens were 
then further prepared and analyzed using image analysis equipment at magnifications 
of both 12x and 30x. The image analysis of the air-void profiles included the 
measurement of both linear intercepts and areas. 
2.1 Test Specimens 
Materials.-The cement was Medusa brand Type with the following com-
position: 53.9 percent tricalcium silicate, 18.9 percent dicalcium silicate, 10.1 
percent tetracalcium aluminoferrite, and 9.3 percent tricalcium aluminate. 
The fine aggregate was obtained from Jefferson Sand, Streetsboro, Ohio. It had 
a fineness modulus of 2.72 and a specific gravity of 2.68. All of the sand passed 
through a No. 4 sieve. 
Crushed limestone from Cedarville, Ohio was used as the coarse aggregate. The 
aggregate was screened and then re-combined by taking equal proportions of material 
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passing the 1 in., 3f4 in., 1f2 in., and 3f8 in. sieves and retained on the next smaller 
sieve. No material passed the No. 4 sieve. The specific gravity was 2.78, and the 
unit weight was 1 06 lb/ff3. 
Concrete Samples.-The concrete samples for this study were prepared by 
Solvay Construction Materials. In addition to two non-air-entrained samples, two 
replications each were prepared using three different air-entraining admixtures. 
The admixtures used were Catexol A.E. 260 (cocamide diethanolamine, or cocamide 
DEA) manufactured by Solvay Construction Materials, Vinsol Resin manufactured by 
Hercules Chemical, and Micro Air (multicomponent) manufactured by Master 
Builders, Inc. The initial cocamide DEA samples were cast, one each, using the 
highest and lowest water-cement ratios (wfc) of the other air-entrained samples, 
0.55 and 0.53, respectively. Since cocamide DEA has water-reducing properties, 
the slumps of these samples were significantly higher than those obtained with the 
other air-entraining agents. A second pair of cocamide DEA samples were then cast 
with the water content adjusted to yield the same slump as the mixtures containing 
the other air-entraining agents. Samples of each mixture were cast to measure com-
pressive strength and freeze-thaw resistance, as well as air-void characteristics. 
Concrete batching information and compressive strength data for all samples is given 
in Appendix A. A summary of the individual mix data including: air-entraining 
agent, wfc, properties of plastic concrete (air content, slump, and unit weight), as 
well as the 28 day compressive strength, is listed in Table 2.1. As expected, the non-
air-entrained samples had a higher average compressive strength, 6270 psi, than 
the air-entrained samples. The average compressive strength for the air-entrained 
sample pairs was 5320 psi for Vinsol Resin, 5050 psi for multi-component, 5570 
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psi for cocamide DEA batched by w/c, and 6050 psi for cocamide DEA batched by 
slump. The lower strength cocamide DEA samples had the highest slumps, 6 3/4 in. 
and 5 3/4 in., of all the samples. 
Longitudinal and transverse sections, 3/4 in. thick, were cut from 3 x 6 in. 
cylinders for microscopic examination. The transverse sections were located at the 
top and middle of the cylinders. The sections were polished and microscopically 
examined using the modified point count method (ASTM C 457-82a) by Professional 
Service Industries, Inc. A report of their observations and results is provided in 
Appendix B. Because the results of the transverse sections do not show a trend in air 
content as a function of position, and are not large enough to satisfy ASTM C 457-82a 
minimum survey area requirements, they will not be considered further. A 
summary of the results from the point count analysis for the longitudinal sections is 
given in Table 2.2. The average Powers spacing factor for the various air-
entraining agents are: 0.0045 in. for both the vinsol resin and the multicomponent 
air-entraining agent, and 0.008 in. for the cocamide DEA. The non-air-entrained 
samples had an average spacing factor of 0.015 in. 
Scaling tests (ASTM C 672-84) were performed on one sample for each of the 
ten mixes to assess freeze-thaw performance. The scaling test results are sum-
marized in Table 2.3. These results include both the standard ASTM C 672 criteria 
and the percentage of the surface area that was scaled. The vinsol resin and multicom-
ponent samples performed similarly, with one sample each experiencing moderate 
scaling and one experiencing moderate to severe scaling after 25 cycles. The 
cocamide DEA samples, in general, performed better, with three samples experien-
cing only slight scaling and one sample with moderate to severe scaling after 25 
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cycles. The cocamide DEA sample with the moderate to severe scaling also had the 
highest slump, 6 3/4 in., of any of the samples (Table 2.1). The scaling may have 
been due to a higher surface w/c produced by increased bleed water accompanying the 
higher slump. As expected, the non-air-entrained samples performed poorly, 
showing severe scaling after only 15 cycles. For the air-entrained samples, the 
scaling test results do not correlate directly with the Powers spacing factor. 
2.2 Surface Preparation 
In the microscopic examination of materials, sample preparation is an impor-
tant step in achieving accurate and consistent results. Because of the lack of 
continuous subjective decision making on the part of an operator during image 
analysis, this initial preparation phase becomes even more important. It has been 
observed in this and other studies (Roberts and Scali 1984) that image analysis 
results for air content can vary considerably with the quality of the sample surface 
preparation. 
In traditional microscopic examinations of air-entrained concrete, shading 
from oblique lighting is used to help the operator distinguish between air voids and 
cement paste. With image analysis, features are identified by computer, based on 
gray-scale contrast. The naturally occurring contrast between air voids and the 
surrounding cement paste and aggregate is not adequate for consistent and accurate 
delineation of the voids by image analysis equipment. Thus, it is necessary to 
provide contrast enhancement as part of the surface preparation procedure. The 
method of final surface preparation and contrast enhancement used in this study is 
described next. With the exception of the polishing procedure, the method is similar 
to that described by Roberts and Scali (1984). 
28 
The specimens provided by Solvay Construction Materials were previously 
prepared for microscopic examination by Professional Service Industries, Inc. It 
was found that the degree of surface flatness and polishing, which was satisfactory 
for a visual microscopic examination, was inadequate for image analysis. Additional 
polishing was performed using an automatic oscillating lap table using 600 grit (15 
micron) silicon carbide and water slurry. Ten ounces of lead were attached to the 
specimen backs with modeling clay to provide a uniform pressure on the lap surface. 
The specimens were left on the oscillating lap until the surface was flat and ade-
quately polished, as evidenced by a uniform texture across the entire surface, 
typically taking about four hours. At this point, a 5 to 1 mixture (by volume) of 
acetone and fingernail hardener was brushed onto the specimen surface to stabilize 
the cement paste to obtain sharply defined void edges during the final lapping 
process. The specimens were then returned to the oscillating table for 1 hour of addi-
tional polishing. The final polishing was by hand using 1000 grit (8 micron) 
silicon carbide and water slurry on a glass plate. Specimens were placed in an 
ultrasonic water bath for one minute, between the different polishing stages and upon 
completion of polishing, to remove any polishing residue and silicon carbide grit 
from the surface and from within the voids. After examination of the specimen under 
a light microscope, to ensure a satisfactory degree of surface polish and void edge 
definition, the fingernail hardener was removed by soaking the specimen surface in 
acetone for one minute. 
After complete air drying, the specimens were ready for contrast enhancement. 
Sharp contrast was achieved by painting the polished surface black and then filling in 
the voids with white gypsum powder. A water soluble black indian ink (Winsor and 
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Newton No. 11 0185) was applied to the specimen using a hard rubber roller (Hunt 
Speedball No. 49P). It is important to use a very low viscosity ink to avoid ink build-
up, which could reduce the measured size of voids or completely fill in smaller voids. 
The specimens were placed in an oven at sooc for 10 minutes to speed the drying of 
the ink. To obtain a uniform coating, a second application of ink was required on 
some specimens. 
After the ink was dry and the samples cooled to room temperature, gypsum pow-
der was spread over the polished surface to fill in the air voids. The gypsum powder 
used was U.S. Gypsum 4880 with a 4 J.l.m mean particle size and a 80 J.l.m maximum 
size. The face of a thin plastic ruler was used to work the powder into the voids. 
After all of the voids were filled, the edge of the ruler was then used to scrape the 
excess powder from the surface. Final surface cleaning was performed by drawing a 
single-edged razor blade across the entire surface at an acute angle. The last step in 
the sample preparation process was inking over any surface voids in the aggregate, 
which would otherwise be measured as air voids. This was done with a black fine 
point felt-tipped pen. Performing this step while viewing the specimen under a 
light microscope at a magnification of 20x permitted accurate and complete inking of 
the aggregate voids. 
2.3 Image Analysis 
Image analysis can be broadly described as a computer-based process of extrac-
ting quantitative information by analyzing images. Automatic image analysis 
involves three general steps: image formation, feature recognition, and feature 
measurement. 
Image formation.-There is .an almost limitless range of image sources, from 
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satellites to electron microscopes. The present study used a video camera, mounted 
on an adjustable column camera stand, to create an optical image which was 
subsequently digitized into a grid of picture elements or pixels. The camera was a 
Dage MTI 68-series using a Newvicon imaging tube with a rated resolution of greater 
than 850 TV lines. The camera sweeps a standard 525-line RS-330 format at 30 
frames per second. Image magnification was achieved by using a conventional 28 mm 
f/2.8 macro camera lens in a reversed position so that the rear lens element faces 
the specimen. Because of the short focal length resulting from magnifications 
greater than life-size, using a conventional lens in a reversed position improves the 
image quality and provides added magnification (Lefkowitz 1979). The focusing 
mechanism was rendered inoperable with the lens mounted in a reversed position. 
Image focusing was thus achieved by moving the entire camera along the stand 
column. A reduction gear box provided fine control of the camera motion. Additional 
magnification was achieved by using an extension tube between the camera and lens. 
Separate extension tubes were constructed of polyvinyl chloride pipe with lengths 
calibrated for actual magnifications of 30.06x and 11.96x. These magnifications are 
hereafter referred to as 30x and 12x, respectively. 
A common problem with video microscopy is the occurrence of a bright zone or 
hot spot in the center of the image. This can be caused by multiple reflections at the 
lens or from reflections off the interior surface of the lens barrel and/or extension 
tube. Hot spots were controlled by using a lens that was treated with a special an-
tireflection coating and by painting the interior surface of the extension tube flat 
black. The strategic placement of apertures within the lens arrangement, as shown 
in Fig. 2.1, also helped eliminate hot spots (Inoue 1986). 
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A frame grabber was used to convert the analog video signal into a digital for-
mat. The pixel density was 512 horizontally by 480 vertically. The pixels had a 
tonal range of 256 gray levels, from 0 (black) to 255 (white). In addition to being 
stored in the computer, the image was also displayed on a high resolution television 
monitor for viewing. 
Feature recognition.-The process of feature identification is typically 
based on gray level. It is thus important for the features of interest to be 
represented by a range of gray levels that is distinct from the background. This 
initial problem of obtaining adequate gray-scale contrast is common to almost all 
image analysis endeavors. The previously described contrast enhancement of the air-
entrained concrete specimens provided this separation of gray levels. 
To identify features, a range of gray levels is selected which represents only 
the features of interest. The image is then partitioned or segmented into regions 
according to the preselected gray levels. This process of segmentation is often 
referred to as image thresholding. Each pixel in the image can now be easily 
identified as being part of either feature or background. The thresheld features can 
be pseudo-colored for display on a television monitor to permit easy visual iden-
tification. 
Determining which threshold settings to use in identifying the features of in-
terest is an important process. Even when the samples to be analyzed have adequate 
contrast between the features and background, the distinction between them is not 
always clear cut. On a digital image, those pixels located at the feature boundaries 
will usually represent some of both feature and background. Therefore, the gray 
level of these boundary pixels will be of intermediate brightness, between that of the 
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background and that of the features, depending on how much of each is represented. 
The boundary between features and background will, therefore, have an apparent 
finite thickness. These boundary pixels may or may not be considered as part of the 
associated feature, depending on the threshold values selected to define features of in-
terest. A common threshold setting technique (Joyce Loeb! 1981) is to examine a 
histogram of the image gray levels and then select the gray level value of the low 
point between the peaks which represent the background and features of interest. A 
typical histogram from an air-entrained concrete image is shown in Fig. 2.2. A gray 
level value of 80 was found to consistently represent the low point between 
background and air voids. The threshold range thus selected for air voids in this 
study was all gray levels from 80 to 255. 
To insure measurement consistency and repeatability, it is necessary to use a 
standard procedure for adjusting the video equipment. A standard specimen was 
developed for this purpose. Because the video camera had both adjustable contrast 
and brightness levels, a two phase standard was necessary. The standard was 
constructed by heat casting two different phenolic resin powders, on opposite sides of 
a 1/2 inch by 1 inch circular specimen. The specimen was cast in a Buehler 
Simplimet II metallographic mounting press at 4200 psi and 280° F. The resins 
used were PSI Testing Systems, Inc. No. PSI-201-5 Green and Buehler No. 20-
3200 AB Red. The standard specimen surface was polished with 1000 grit silicon 
carbide paper and then successively with 6 j.Lm, 3 j.Lm, and 1 !lm diamond paste. 
To establish the correct threshold levels for the standard specimen, the 
specimen lighting and video controls were first adjusted to yield a satisfactory image 
of a typical air-entrained concrete specimen. The appropriate air-void threshold 
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level was established from a gray level histogram as previously described. This 
image was alternately observed with and without the pseudo-colored threshold file, 
to ensure that the air voids were accurately defined. The two phase interface of the 
standard specimen was next imaged under the same lighting and video settings. The 
range of gray levels for each phase of the specimen was measured, and standard 
calibration ranges were established and stored in the computer as a threshold file. 
The ranges used were 11 to 15 and 32 to 36 for the red and green regions, respec-
tively. Immediately prior to the analysis of each of the air-entrained concrete 
specimens, the standard specimen was imaged and the contrast and brightness 
controls adjusted so that both phases of the standard were correctly represented by 
the calibration threshold levels. 
Feature measurement.- Once all of the features of interest have been cor-
rectly identified by thresholding, it is a relatively straightforward process to 
measure them. Two common methods of feature measurement are lineal analysis and 
areal analysis. 
Lineal analysis is probably the simplest form of analysis possible, consisting 
of traversing a line of pixels and determining the lengths of the adjacent thresheld 
pixel groups. These contiguous groups of pixels represent linear intercepts or chord 
lengths. The decision as to how many pixel lines per frame to scan is an important 
consideration. In order for each void profile to only be intercepted in proportion to 
its diameter, and for the resulting chord lengths to be independent of each other, the 
spacing between the lines scanned should be greater than the largest expected feature. 
As an alternative, the spacing of scanned lines should be very close, which will 
result in each profile yielding a number of chords in proportion to its diameter. A 
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line spacing between these two extremes in unacceptable (Weibel 1979). In this 
study, both extremes were used by performing two separate analyses, scanning 1 
line and 480 lines per frame, respectively. 
An areal analysis consists of sequentially examining all of the lines of pixels in 
a frame. Groups of thresheld pixels or chords are identified on each line as in the 
lineal analysis. Chords which overlap chords of the same threshold range on the 
previous line are considered to belong to the same feature. After all lines in the 
frame have been scanned, each group of adjacent thresheld pixels is then identified 
and counted as a feature. 
Feature measurement was accomplished using a leMont OASYS image analysis 
system. In this study, physical measurements for the areal analysis features 
included area, perimeter, length, and width. Calculated properties included 
perimeter squared to area ratio and area equivalent diameter. 
2.4 Image Analysis Data 
One 3 x 6 in. longitudinal specimen from each of the ten concrete mixes was 
analyzed. Separate lineal and areal analyses were performed on each specimen. The 
lineal analysis included sampling at both 1 line and 480 Jines per frame. All 
measurements were performed at magnifications of both 12x and 30x. 
The polished concrete specimens were individually mounted on an x-y stage 
positioned beneath the video camera. Modeling clay was used to attach and level the 
specimens on the stage. 
lighting was provided by a pair of adjustable desk lamps, each with a 100 watt 
incandescent bulb. The lamps were positioned 9 in. horizontally on opposite sides of 
the stage (in line with the video camera) and 8 in. above the face of the specimen. 
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The analysis was performed with non-overlapping frames, systematically ar-
ranged in passes across the short direction of the specimen. An individual frame had 
a dimension of 7528.0 ~m by 5662.1 ~m at a magnification of 12x (i 1.96x 
actual), and 2995.2 ~m by 2252.8 ~m at 30x (30.06x actual). At a magnification 
of i 2x, the individual frames within a pass were located at a 6350 ~m center to 
center spacing and the passes were spaced at 7620 ~m. This spacing typically 
allowed for 1 o frames per pass and 17 passes per specimen. At a magnification of 
30x, the individual frames were spaced at 2540 ~m and the passes spaced at 3040 
~m. This spacing typically permitted 25 frames per pass and 43 passes per 
specimen. 
The lineal and areal image analysis results of this study are presented in Appen-
dix C and Appendix D, respectively. The lineal data is classified by chord length and 
includes the number of chords as well as the number per unit length. Class widths 
used are 29.41 J.lm and 29.25 ~m for magnifications of 12x and 30x, respectively. 
The areal data is classified by area equivalent diameter and includes the number of 
features as well as the number per unit area in classes of 25 ~m width. A summary 
of the image analysis air content results for the ten specimens studied is given in 
Table 2.4. Also included are the air content determinations from the pressure meter 
(plastic) and modified point count (manual) methods. It should be noted that, in all 
cases, the image analyses resulted in lower values of air content than obtained by the 
modified point count method. On the average, image analysis values were lower by 
1. i 5 percent air. One possible explanation for the consistently higher manual 
results may be that they were obtained at a higher magnification. The modified point 
count analyses were performed at a magnification of 50x, while the image analyses 
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were performed at magnifications of 12x and 30x. For the manual methods, it has 
been shown (Sommer 1981) that higher magnifications will often result in higher 
measured air contents. However, based on the two magnifications used in this study, 
image analysis results for air content do not appear to be a function of magnification. 
Gutmann (1988a, 1988b) felt that the shape of the entrained air voids may 
influence the resulting compressive strength of the concrete mix. In particular, he 
observed that cocamide DEA produced air voids which were more spherical in shape 
than those produced by either vinsol resin or multicomponent admixtures. The 
"form factor" (Russ 1986) can be used to describe the shape of the air void profiles 
measured in the areal analysis. It is a dimensionless parameter defined as 
Form Factor = 4Jt(A!P2) ( 2.1 ) 
in which A and P are the feature area and perimeter, respectively. 
The form factor will be equal to 1 .0 for a perfect circle and will decrease in 
value as the perimeter of the measured feature becomes more irregular. 
The average form factor for each of the 80 size classes is calculated using the 
area and perimeter measurements obtained from each feature in the areal analysis. 
The average form factor in each class for each sample is given in Tables 2.5 and 2.6 
for image magnifications of 12x and 30x, respectively. The mean form factor for 
each sample is given in Table 2.7 for both magnifications. Also given for each sample 
is the diameter weighted mean form factor calculated from the features in classes 1 
through 18. This includes at least 97% of the total measured features in each 
sample. The diameter weighted means are calculated by weighting the mean form 
37 
factor for each of the 18 classes by the midpoint diameter of that class. The sample 
mean form factors are influenced more by the features in the smaller size classes, 
where the largest number of the features are concentrated. The diameter weighted 
mean form factors are influenced more by the features in the larger size classes, ir-
respective of their actual number. 
The mean form factor for the cocamide DEA samples, at a magnification of 12x, 
are in all cases larger than the mean values for the other samples. The average of the 
sample mean form factors for the different air-entraining agents are 0.742 for 
cocamide DEA, 0.730 for vinsol resin, and 0.726 for the multi-component air-
entraining agent. At a magnification of 30x the individual results are mixed, with 
the average of the sample means being 0.694 for cocamide DEA, 0. 718 for vinsol 
resin, and 0.722 for the multi-component. 
The diameter weighted mean form factors for the cocamide DEA samples are 
higher, at both magnifications, than those of the other air-entraining agents. The 
average of the diameter weighted mean form factors obtained at a magnification of 
12x are 0.726 for cocamide DEA, 0.608 for vinsol resin, and 0.622 for the multi-
component. The average of the diameter weighted mean form factors obtained at a 
magnification of 30x are 0.687 for cocamide DEA, 0.633 for vinsol resin, and 
0.611 for the multi-component. 
The diameter weighted mean form factors for all air-entrained samples are 
lower than the corresponding mean form factors. The reason for this decrease can be 
seen in Fig. 2.3 where the mean form factors for the different air-entraining agents, 
obtained at a magnification of 12x, are plotted by class, up to class 18. The mean 
form factor plots for the air-entrained sample groups show three distinct phases. 
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The first phase is an initial decrease in the mean form factor from class 1 to class 2. 
The second phase is an increasing mean form factor with increasing class size. This 
increasing phase is then followed by a decrease in the mean form factor with 
increasing class size. The cocamide DEA samples exhibit a longer increasing phase 
followed by a less pronounced decreasing phase than the other air-entrained samples. 
This results in the cocamide DEA sample group having a larger mean form factor in 
all size classes greater than class 5. The decreasing phase in mean form factor with 
increasing feature diameter could be attributed to the coalescing of air voids into 
groups and adjacent to large aggregate particles. Another contributing factor could 
be due to edge effects, the intersection of features by the imaging frames, with the 
larger features having a higher probability of being intersected. The non-air-
entrained samples display an initial decreasing phase in mean form factor followed 
by a general increasing trend with increasing class size. The absence of a subsequent 
decreasing phase could be a result of a lack of air-void coalescing. 
From Table 2.7 it can be seen that, in most cases, the average form factors ob-
tained at a magnification of 30x are lower than those obtained at a magnification of 
12x. This reduction of form factor with increasing magnification can also be seen in 
Fig. 2.4 where the average form factors are plotted by class for mix 8 at magnifica-
tions of 12x and 30x up to size class 18. This reduction in form factor results from 
two different phenomenon, the frame edge effect and the digital nature of the feature 
measurements. The intersection of features by the edges of the viewing frames will 
decrease the calculated form factor for those features. This will have a greater effect 
on the average form factor at the higher magnification where the probability of 
features being intersected is greater. In addition, because the measurements are 
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made from a digital image, the measured perimeters used in the calculation of the 
form factors are obtained by measuring the center to center distances of the boun-
dary pixels. The measured perimeter of a given feature will be larger at a higher 
magnification, because of the finer representation of the feature boundary by 
smaller pixels. A larger measured perimeter will result in a smaller form factor. 
Overall, these observations support Gutmann's (1988a, 1988b) observation 
that cocamide DEA produces more spherical air voids than do vinsol resin or 
multicomponent admixtures. It is likely, however, that the higher strength obtained 
by concrete containing cocamide DEA is due to the water reducing capabilities of the 
admixture, rather than the air-void shape. 
Statistical Analysis.-As in all experimental studies, the question of how 
much data to obtain is an issue that must be addressed. A primary concern in the 
image analysis of air voids is how many frames need to be analyzed to estimate the 
true air content of a particular mixture. In a random sampling of n frames, the 
mean value of the individual frame air contents would be referred to as the sample 
mean. If the sampling process were repeated a large number of times, the distribu-
tion of the resulting sample means would approximate a normal distribution, as 
predicted by the central limit theorem. The average value of these sample means 
would be expected to equal the true air content of the specimen. The standard 
deviation of the sample means is called the standard error of the mean, and is a 
measure of the average difference between the individual sample means and the true 
specimen air-content. 
The standard error of the mean, crx, for a particular sample size can be 
estimated (Zuwaylif 1974) by 
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(2 .2) 
in which n is the number of sampling units (frames, lines, etc.) in the sample, and cr 
is the population standard deviation of individual sampling units. Because it is not 
possible to know beforehand what the population standard deviation will be, cr is 
replaced with the sample standard deviation, S, obtained from a preliminary 
sampling. 
Because the distribution of sample means is normal, 68 percent of the sample 
mean values would be expected to fall within ± 1.0 crx of the true specimen air 
content. Likewise, 95 percent of the sample means will fall within ± 1.96 cr;c of the 
true value. Stated another way, it can be expected with a 68 % confidence level that 
a particular air content estimate is within ± 1.0 cr;c of the true air content and with a 
95 % confidence level that the estimate is within ± 1.96 cr;c of the true air content. 
Thus, it can be seen that there are two aspects to stating the desired accuracy of 
a particular estimate. First, it is necessary to specify an acceptable error 
(Zuwaylif 1974) between the estimated and the true air content. Second, it is 
necessary to select the desired degree of confidence that the difference between the 
estimated and true air content is less than the acceptable error. The relationship bet-
ween the acceptable error and the degree of confidence can be expressed in terms of 
the standard error of the mean as 
e = Zcrx ( 2. 3) 
4 1 
in which £ is the acceptable error, and Z represents the degree of confidence desired 
(1.0 for 68 percent confidence and 1.96 for 95 percent confidence). 
Combining Eqs. 2.2 and 2.3 and rearranging the terms provides an expression 
for the number of frames required to obtain an estimate of the air content that is 
within the acceptable error of the true air content with a specified degree of con-
fidence. 
(2.4) 
The amount of data required for a manual linear traverse is currently specified 
(ASTM C 457 -82a) in terms of an acceptable error in the air content equal to 0.5 
percent of the concrete volume, at a confidence level of 68 percent. Thus, 68 
percent the time, the estimate so obtained can be expected to be within 0.5 percen1 
air of the true air content. Conversely, 32 percent of the time, the estimated values 
will be more than 0.5 percent air away from the true air content. 
In this study, the acceptable error in the air content is also 0.5 percent of the 
concrete volume, and the required number of frames to achieve this, with confidence 
levels of both 68 % and 95 %, is determined. 
The required number of frames calculated using Eq. 2.4 for the areal analyses 
and the 480 lines/frame lineal analyses is given in Tables 2.8 and 2.9, respectively. 
Also given is the corresponding specimen survey area. It can be seen that, while the 
number of frames required to achieve a given level of confidence is smaller at the 
lower magnification, the corresponding survey area is always larger. For example, 
in the areal analysis of mix 10, to estimate the specimen air content within 0.5 of 
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the true value with a confidence level of 68 %, 7 4 frames should be analyzed at a 
magnification of 12x. This corresponds to surveying 4.83 in.2 of the sample surface. 
At a magnification of 30x, 235 frames or a survey area of 2.47 in.2 need to be 
analyzed to achieve the same accuracy. It should also be noted that at a magnification 
of 12x, the required survey area for a 95 percent confidence level cannot always be 
obtained with a 3 x 6 in. specimen. 
It can be seen from Eq. 2.4, that for a given acceptable error and confidence 
level, the number of required frames is a function of the square of the standard devia-
tion of the individual frame air content, S. Test results show that S increases with 
increasing sample air content. Thus the number of required frames will be higher 
for those specimens with higher air content. The required survey areas, represen-
ting the average of the areal and 480 UF lineal analyses, for a 68 percent confidence 
level, are plotted against air content in Fig. 2.5. It can be seen that, in general, as 
the air content of the sample increases so does the required survey area. The best fit 
for the data indicates a required survey area of 2.2 in.2 (13.9 cm2) for 2 percent 
air and 8.3 in.2 (53.6 cm2) for 8 percent air when working at a magnification of 
12x, and 1.1 in.2 (6.8 cm2) for 2 percent air and 4.1 in.2 (26.3 cm2) for 8 percent 
air at a magnification of 30x. This trend is similar to that noted by Houde and 
Meilleur (1983) based on image analysis results obtained at a magnification of 24x. 
They recommended survey areas of 3.1 in.2 (20 cm2) and 4.2 in.2 (27 cm2) for air 
contents below and above 4 percent, respectively. 
The number of required frames, and the corresponding length of specimen 
traverse, for the 1 line/frame lineal analyses is given in Table 2.1 0. In all cases, 
the traverse length corresponding to the required number of frames for a 68 percent 
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confidence level is less than the 95 in. (241 em) specified in ASTM C 457 -82a for 
these specimens. Because significantly less information is obtained when sampling 
at only 1 line/frame, as compared to 480 lines/frame, the scatter of the measured 
frame air contents is greater at 1 line/frame. This is evidenced by higher standard 
deviations. For example, the standard deviation in the frame air content for mix 10 
at a magnification of 30x is 1 0.92 percent when sampling at 1 line/frame compared 
to 7.62 percent when sampling at 480 lines/frame. As a result, the required num-
ber of frames to estimate the specimen air content with the same level of confidence, 
is greater when sampling at 1 line/frame than at 480 lines/frame. For example, 
for mix 10 at a magnification of 30x, the number of frames required to estimate the 
air content within a range of ± 0.5 percent of the true air content with a 68 percent 
confidence level is 477 frames when sampling at 1 line/frame but only 232 frames 
when sampling at 480 lines/frame. The traverse length corresponding to the 
required number of frames for 68 percent confidence is plotted against measured air 
content in Fig. 2.6. The same general trend seen in Fig. 2.5, of increasing standard 
deviation and required traverse length with increasing air content, is noted. 
It is apparent that the required survey area for an image analysis is influenced 
by both the magnification used and the specimen air content. Based on the limited 
range of magnifications and number of specimens analyzed in this study, it does not 
seem reasonable to recommend particular survey areas. Instead, the process of 
determining when enough data has been obtained can be a dynamic one. The standard 
deviation of the individual frame air contents can be continuously calculated as 
frames are analyzed and the required number of frames, and hence the survey area, 
can be determined using Eq. 2.4. The data gathering process should continue until the 
actual number of frames analyzed exceeds the required number. 
CHAPTER 3 
EDGE EFFECT CORRECTIONS AND AREA TO VOLUME TRANSFORMATION 
3.1 Introduction 
A traditional lineal analysis of air-entrained concrete consists of a series of 
traverses across the length of the specimen. In a manual analysis, the operator can 
choose where to start and stop a traverse; thus, the end points of a traverse will 
generally not fall on a feature. In an automatic image analysis, on the other hand, the 
specimen is analyzed using a large number of relatively small, equal-sized 
measuring fields, the boundaries of which are positioned on the specimen without 
regard to the features being measured. As such, a significant number of features can 
be truncated by the frame boundaries. The measured or apparent size of features 
that are truncated by the frame edges will be smaller than their true size. As a 
result, the measured feature size distributions will be skewed toward the smaller 
sized features, and the average feature size will be underestimated. In addition, 
because features with their centers outside the field of view will often be partially 
imaged, the number of features per unit area will be overestimated. These resulting 
measurement distortions due to the truncation of features by the frame edges are 
referred to as the frame edge effect. As the magnification increases, the size of the 
individual frames decreases relative to the features being measured, and hence, the 
magnitude of the frame edge effect increases. Area percent measurements are not 
affected by the frame edge effect because individual feature size is not a factor in this 
determination. 
In this chapter, methods based on geometric probability are developed to 
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correct for the distortions caused by the frame edge effect in data acquired using 
image analysis. Separate methods are presented for both lineal and areal analyses. 
The methods developed are applicable for a rectangular field of view, or frame, of 
length L and height H. 
In an attempt to measure features of interest in a solid, it is common practice 
to intersect that solid with a plane surface and then measure the profiles of the 
features on the plane surface. Information obtained from the measurement of 
profiles on a plane surface do not by themselves provide a direct correlation with the 
volume distribution. This is because larger features are more likely to be inter-
sected by a random plane than are smaller features. Larger features will, therefore, 
contribute to a higher percentage of the profiles on a plane section. Also, it is not 
possible to know a priori what size profile will result from a random intersection 
with a particular size feature. Any attempt to determine the volume distribution of 
features based on information obtained from a plane section must consider these 
points. 
When spherical features are intercepted by a plane, the resulting profiles on 
the plane surface will be circular in shape. Because of this predictable behavior, 
numerous efforts have been directed toward developing relationships between 
measured circular profiles on a plane surface and the corresponding volume 
distribution of spheres. In this study, use is made of one such established mathe· 
matical relationship (Cruz-Orive 1983) to predict the volume distribution of air 
voids from the measured distribution of profiles obtained from an areal image 
analysis. 
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3.2 Correction of Edge Effects for Lineal Features 
In a lineal analysis, each field of view is scanned one or more times resulting in 
a corresponding number of individual test lines of length L. Features of interest that 
are intercepted by a test line will yield a linear intercept. or chord, of length I. The 
center of the chord is used as a reference point, and intercepts of length I ± dl/2 are 
grouped together in a single size class. Chords resulting from features which lie 
only partially within the field of view are truncated by the frame edge, as shown in 
Fig. 3.1. 
The edge correction method developed for linear intercepts follows the concepts 
developed by Attiogbe and Darwin (1986) for randomly oriented distributions of 
lineal features. The method is simplified to account for the fact that in a lineal image 
analysis all of the intercepts are aligned in the direction of the scan. The resulting 
method is applicable for all chords with lengths less than or equal to the frame 
length, L. 
The general method of this procedure is to first develop a relationship to 
express the expected distribution of apparent chord lengths per unit length in terms 
of a true distribution which would be obtained if a single test line of infinite length 
were used. The inverse of this relationship is then used to express the true 
distribution in terms of a measured distribution obtained using test lines of finite 
length L. 
If f(l) is the true probability density or relative frequency distribution of the 
chord lengths, then f(l;)dl is the probability that a chord has a length of I; ± dl/2, in 
which dl is an infinitesimally small length interval. The range of values of I is 0 < I 




0 f(l;}dl = 1 ( 3. 1) 
If NL is the true number of all chords per unit length, then 
NL(i) (3.2) 
is the true number of chords per unit length with length I; ± dl/2. 
Measured chords with apparent lengths of I; ± dl/2 can be grouped together in a 
class. The number of chords in the class is the sum of two components, n 1 and n2• n 1 
is the number of chords with length, I; ± dl/2, in the field of view that have not been 
truncated by a frame edge, and n2 is the number of chords that have been truncated 
and have a resulting visible length of I; ± dl/2. 
A chord of length I; will be visible, in whole or part, if its center is located 
within the field of view or not more than I ;/2 outside the field of view as shown in 
Fig. 3.2. The total number of measured chords resulting from chords with a true 
length of I; is the product of the true number of I; chords per unit length and the 
distance along which an I; chord center can be located and be at least partially visible 
in the field of view. This is given as 
n(i) = NL( i }( L+ I;} (3.3a) 
n(i) = NLf(l;)dl( L+ I;) (3.3b) 
48 
A chord of length I;, visible in the field of view, will not be intersected by an 
edge if its center is not located closer than l;/2 to an edge. This condition is shown in 
Fig. 3.3. The probability that a visible chord of length I; will not be intersected by 
an edge is given by the ratio of the length within the field of view along which the 
center of an I; chord can be located and not be truncated to the total length which an I; 
chord can be located and be at least partially visible within the field of view. 
P (l;a[l;) = ( L-l;) 
( L+ I;) 
(3.4) 
The estimated or expected number of visible chords of length I; not intersected by a 
frame edge is then the product of the total number of visible I; chords and the 
probability that a visible I; chord will not be truncated. 
n1 = n( i )P (ha[li) (3 .Sa) 
(3.5b) 
in which P(l;a[l;) is the probability that a chord of length I; produces an apparent 
length, 1;3 , of I;. 
To determine the number of chords that have been truncated by a frame edge 
which then result in a measured or visible length of I; ± dl/2, it is necessary to look 
at chords of length li, which are larger than or equal to length I;. A chord of length li 
will be visible, in whole or part, if its center is located within the viewing field or 
not more than ljl2 outside of the viewing field. The total number of visible chords of 
length lj is 
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n(j) = NL( j )( L+l;) 
n(j) = NLf(l;)di(L+I;) 
(3.6a) 
(3.6b) 
A visible chord of length 11 will be intersected by an edge if its center is located 
within a distance of ljl2 on either side of a frame edge. This range is shown in Fig. 
3.4. The probability that a visible 11 chord is truncated by a frame edge, P(t!IJ), is 
given by the ratio of the total length along which the center of an IJ chord can be 
located causing the chord to be truncated by a frame edge to the total length along 
which the center of an 11 chord can be located causing the chord to be at least partially 
visible in the field of view. 
( 3. 7i 
A truncated chord of length 11 can contribute to any one of IJ/dl classes. 
Contributions to each of the classes are equally likely to occur. Therefore, the 
probability of a truncated chord of length 11, yielding a chord of apparent length I; ± 
dl/2 is dl/11• 
Thus, the expected number of visible chords of length lj that are truncated by 
a frame edge and which then result in an apparent chord length of I; ± dl/2 is 
n21 = n ( j) P(tllj) dl/lj 




The expected total number of chords of apparent length I; resulting from 
truncated chords is obtained by integrating Eq. 3.8b over all possible lengths, lj ~I;. 
(3.9) 
The total number of chords of apparent length !; ± dl/2 in the field of view, 
n(i)*, can be obtained by summing n1 and n2. 
(3 .1 0) 
The number of chords of apparent length I; ± dl/2 per unit length is obtained 
by dividing both sides of Eq. 3.1 o by the frame length, L. 
(3.11) 
If finite width class sizes are used and f(l) is approximated as a uniform 
distribution within each class, Eq. 3.11 can be integrated over class i to obtain the 
number of chords per unit length with apparent length within class i. 
· · 2 fi+D.i/2 [ I ] I+At/ max 
NL(i)* = (L~I; li . NLf(l)dl + t f NLf(l)dl dl 




NL( i )* (3.12c) 
in which til; is the width of class i and s is the maximum size class. It becomes 
obvious upon study of Eq. 3.12c that an alternative derivation is possible. In that 
determination, the contribution of each class j, j = i to s, to the apparent number of 
features in class i, n(i)* in Eq. 3.10, is equal to the product of the density NL(j) and 
the length of the line segment in which the center of the chord can lie and produce an 
apparent length I; ± t. 1;/2. 
This relationship between apparent and actual numbers of chords per unit 
length can be expressed in the matrix form as 
(3.13) 
in which the dimensionless coefficients, K;1, form an upper triangular matrix and 
are given as 
Kii = 





( i=1, ... , s; j=i) 
( i=1, ... , s-1; j=i+1, ... , s) 
( i=2, ... , s; i=1, ... , i-1) 
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It should be noted that for a constant class size and test line, the off diagonal 
terms of [K;j] are constant. From this relationship, an estimate of the actual number 
of chords per unit length is thus 
(NL( i )) = [<X;J (NL( j) *) (3.14) 
in which [<X;j] is obtained by inverting [K;jl· 
3.3 Correction of Edge Effects for Areal Features 
In an areal analysis, the field of view consists of discrete frames of length L 
and height H. The individual areas of the features of interest within each field of 
view are measured. For those features which are intersected by a frame edge, only 
that portion that is visible within the field of view is measured, as shown in Fig. 3.5. 
The measured or apparent areas can be represented by an equivalent circular feature 
that is described in terms of an area equivalent diameter (AED), Yia· 
Y;a = AED = Y 4Aht (3.15) 
in which A is the measured feature area. Measured features with an AED of y; ± dy/2 
are grouped together in a class. 
In this section, a method for correcting the measured size distributions to 
account for the frame edge effect is developed in a manner similar to that for lineal 
features. The development of the correction method assumes that the true data 
consists entirely of circular features. The center of each circular feature is used as 
53 
a reference point. 
The general method is to first develop a relationship expressing the expected 
distribution of measured features per unit area in terms of the true distribution, 
which would be obtained if the viewing frame were of infinite area. The inverse of 
this relationship is then used to express the true distribution in terms of the 
measured distribution. 
If f(y) is the true probability density or relative frequency distribution of 
diameters of circular features, then f{y;)dy is the probability that a feature has a 
diameter of Yi ± dy/2. The range of values of y is from 0 to Ymax. where Ymax is 
some value less than the shortest frame dimension, such that 
(Ymax 
Jo f(Y;)dy = 1 (3.16) 
If NA is the true number of all features per unit area, then 
{3. 1 7) 
is the true number of features per unit area with diameter y; ± dy/2 . 
The number of measured features with an AED of y; ± dy/2 is the sum of two 
components, n1 and n2 . n1 is the number of features with an AED of y; in the field of 
view that have not been truncated by a frame edge and n2 is the number of features 
that have been truncated by one or more frame edges and have a resulting visible AED 
of y; ± dy/2. 
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A circular feature of diameter y; will be visible, in whole or part, if its 
center is located within the field of view or not more than y;/2 outside of the field of 
view, as shown in Fig. 3.6. The total number of visible features of diameter y; is 
equal to the product of the number of features per unit area with diameter y; and the 
total area in which such features could be located and be at least partially visible 
within the field of view. 
(3.18a) 
(3.18b) 
A visible feature of diameter y; will not be intersected by a frame edge if its 
center is located within the frame at a distance of more than y; /2 from any edge, as 
shown in Fig. 3.7. The probability that a visible feature of diameter y; will not be 
intersected by an edge is given by the ratio of the area in which a feature of diameter 
y; can be located and not be truncated to the total area in which such a feature could be 
located and be at least partially visible in the viewing field. 
P(Y;al Y;) ~ ( L-y;) ( H-y;) 
( L+y;)(H+Y;l-Y?( 1-1t/4) 
(3.19) 
The number of visible circular features with diameter y; not intersected by a 
frame edge, is equal to the product of the number of visible features with diameter Yi 
and the probability that such a feature will not be intersected by a frame edge. 
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n 1 = n(i) P(Y;al y ;) (3.20a) 
(3.20b) 
To determine the number of features that have been truncated by the edge of 
the viewing field and which then result in a measured AED of y; ± dy /2, it is 
necessary to look at features with diameters Yi larger than or equal to y;. A feature 
of diameter Yi will be visible, in whole or part, if its center is located within the 
field of view or at a distance of not more than yjl2 outside of the field of view. The 
total number of visible features with diameter Yi is equal to the product of total 
number of features per unit area with diameter Yi and the area in which such a 
feature can be located and be at least partially visible in the field of view. 
(3.2ia) 
(3.21 b) 
There is a region around the image frame in which the center of a feature of 
diameter Yi can be located and result in an AED in the frame of size y; ± dy/2. Such a 
region is shown in Fig. 3.8. The area of this region is designated A;i· A procedure for 
calculating the areas A;i is presented in Appendix E. 
The probability that a visible feature of diameter Yi is truncated by a frame 
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edge and results in a measured AED of Yi ± dy/2 is equal to ratio of the area A;j to the 
total area in which the center of a Yi feature can be located and be at least partially 
visible in the field of view. 
(3.22) 
The number of features of apparent size Yi ± dy/2 resulting from truncated 
features of size Yi is equal to the product of the number of visible features of size YJ 
and the probability that such a feature will be truncated and result in a measured 
AED of y; ± dy/2. 
n 21 = n(j) P(AED; I Yi) (3.23a) 
(3.23b) 
The expected total number of features with an apparent AED of y; ± dy/2, 
resulting from truncated features, is obtained by integrating Eq. 3.23b over all 
possible feature diameters YJ ;;:. y;. 
(3.24) 
The total number of features with an apparent AED of y; ± dy/2, n(i)*, can be 
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obtained by summing n1 and n2 . 
The number of features with an apparent AED of y; ± dy/2 per unit area is obtained 
by dividing both sides of Eq. 3.25 by the frame area, LH. 
= n i * = NAf(y-)dy[( L-y;)(H-y;)] + _j_fYm<>ArNAf(yj)dy (3.26) 
LH I LH LH J 
Y; 
If discrete class sizes are used and it is assumed that the features are 
uniformly distributed within each class, then (using Eq. 3.1 7) Eq. 3.26 reduces to 
(3.27) 
As observed following Eq. 3.12, an alternative derivation exists for Eq. 3.27. In this 
case, the contribution of each class j, j = i to s, to the apparent number of features 
in class i, n(i)* in Eq. 3.25, is equal to the product of the density NA(j) and the area 
in which the center of the feature can lie and produce an AED of y; ± !J.y;/2. 










(i=1, ... , s; j =i) 
(i=2, ... ,s;j=i+1, ... ,s) 
(i=2, ... , s; j =1, ... , i-1) 
in which Aii and A;j are the areas of the regions around the image frame in which the 
center of a feature of diameter y; and Yi· respectively, can be located and result in a 
measured AED of size y; ± dy/2 (see appendix E). 
From this relationship, an estimate of the number of circular features per 
unit area is thus 
(3.29) 
in which [N;j] is obtained by inverting [M;j]· 
3.4 Area to Volume Conversion 
It is common in microscopic investigations to use information obtained from 
the examination of a plane surface to estimate the corresponding structure in the 
volume. The general mathematical approach used to extrapolate information obtained 
from a plane surface to three-dimensional space is known as stereology. It can be 
59 
shown (Hilliard 1968) that the volume percent of a particular constituent can be 
estimated directly from measurements made on a plane surface. The estimation of 
three-dimensional size distributions, on the other hand, is not as direct. 
In this study, it is assumed that the features of interest are randomly 
distributed spheres of varying sizes. The resulting profiles, obtained on a random 
section, are therefore circular. It is not possible, a priori, to determine the size of 
an intersected sphere that is responsible for a particular circular profile. This is 
because a sphere of a given size, when randomly intersected, will contribute profiles 
to all size classes smaller than or equal to the sphere diameter. Therefore, a 
particular size circular profile could be generated by the intersection of any size 
sphere of diameter greater than or equal to the profile diameter. 
The measurement of linear intercepts on a plane surface is a convenient and 
fast method of characterizing the features of interest, and provides a reasonable way 
to estimate area percentages. There have been methods developed to use measured 
size distributions of linear intercepts to estimate the corresponding volume 
distribution of spheres (Lord and Willis 1951, Spector 1950). While it is possible 
to use linear intercepts to estimate volume size distributions, it is believed that 
methods based on profile diameters or areas provide better results (Cruz-Orive 
1983). 
There have been numerous methods developed for estimating sphere size 
distributions from measured distributions of profile diameters. A review of these 
methods is given by Cruz-Orive (1983). The methods can be classified into two 
general groups, parametric and distribution-free. Parametric methods require an 
initial assumption to be made as to the form of the sphere size distribution. The 
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problem then becomes one of determining the parameters which characterize the 
chosen distribution. Distribution-free methods require no assumptions about the 
distribution. The goal of the distribution-free approach is to develop a relationship 
expressing the expected profile distribution function f(y) in terms of a known 
sphere size distribution function g(x). This can be accomplished by means of 
geometric probability arguments. In the case of a plane surface, the result is an Abel 
integral equation (Cruz-Orive 1983) which can be inverted to express the sphere 
distribution in terms of a measured profile distribution. Closed-form solutions of 
the resulting Abel equation can easily become unwieldy. Numerical methods have 
been developed (Wicksell 1925, Saltykov 1949, Cruz-Orive 1977) to replace the 
integrals with summations over discrete classes, resulting in an upper triangular 
matrix of coefficients relating an expected profile distribution to a known sphere 
distribution. This matrix of coefficients can be inverted to provide a more useful 
relationship expressing the unknown sphere size distribution in terms of an 
empirical profile distribution. The development and comparison of these methods is 
given by Weibel (1980). 
The numerical method adopted in this study is a simplification of one 
presented by Cruz-Orive (1983). The method, as originally presented, included 
provisions for handling overprojection and missing profiles. The method is 
significantly simplified by not considering these two phenomena. Overprojection 
occurs when the sampling section is a thin section of finite thickness, causing the 
projection of some features to appear larger than their true dimension on the plane 
surface. This is not a consideration when the sampling section used constitutes a true 
plane. Missing profiles refers to the undercounting of the smaller sized features due 
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to finite resolution limits of the imaging equipment and imperfect sample 
preparation. Ignoring the effect of the missing smaller profiles will only affect the 
estimated number of spheres of sizes equal to or smaller than the diameter of the 
resolution limits. 
The method of obtaining the initial expressions which relate the expected 
distribution of profiles with a known distribution of spheres per unit area is to look 
first at the probability of a particular sphere size, x, being intersected by a random 
plane. This probability is then expanded to include a range of sphere sizes contained 
in a given size class, i. Next, given that a sphere of size x is intersected, the 
probability of that intersection resulting in a profile of particular size y is obtained. 
This probability is expanded to include the range of expected sizes, y, included in a 
given profile size class j. The probability of obtaining a size class j profile from a 
particular size, x, sphere is then extended to consider a range of sphere sizes 
contained in the given sphere size class, i. Using both the probability of a sphere in 
class i being intersected by a random plane and the probability that if a size class i 
sphere is intersected that a size class j profile will result, an expression is obtained 
for the number of size class j profiles expected from the intersections of size class i 
spheres. Summing over all possible sphere size classes, a relationship is then 
obtained expressing the profile distribution in terms of a known sphere distribution. 
If g(x) is the relative frequency or probability density of spheres, then 
g(x)dx is the probability that a sphere has a diameter of x ± dx/2, in which dx is an 
infinitesimally small diameter increment. Spheres can range in diameter from 0 to 
some maximum diameter, Xm, such that 
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rm g(x)dx = 1 (3.30) 
The probability that a sphere of size x ± dx/2 located within the sample volume, V, 
will be intercepted by a random plane with an area A inside the sample volume is 
equal to the ratio of the volume of an x by A prism to the total sample volume. 
P(tlx) = xA 
v 
(3.31) 
The probability of a sphere in the finite size class i being intercepted by the 
random plane of area A is obtained by integrating, over the range of class i, the 
product of the probability of a sphere of size x being intersected and the probability 
density of spheres in class i. 
P(tli) = f P(tjx)g(xji) dx (3.32) 
in which g(xli) is the probability density of spheres in class i. g(xli) is equal to the 
probability that a sphere within class i is of diameter x, divided by the sum of all 
such probabilities over the class i. 
g(xli) = g(x) i g (x)dx (3.33) 
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If g(x) is assumed to be uniform over each class i, then Eq. 3.33 reduces to 
g(xli) = _1_ = j_ 
i jy,· dx 1 i 
(3.34) 
in which 1Y.1 is the width of class i. 
Substituting Eqs. 3.31 and 3.34 into Eq. 3.32 yields 
(3.35) 
The total number of spheres in size class i is equal to the product of the 
number of spheres of size i per unit volume, Nv(i), and the total sample volume. 
n(i) Ny(i)V (3.36) 
The expected number of spheres in class i that are intercepted by the random 
section and therefore result in profiles on the plane surface is equal to the product of 
the number of spheres of size class i and the probability that a class i sphere will be 
intercepted. 
n(iji) = Nv(i)VP(ili) (3.37a) 
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(3.37b} 
To determine the expected distribution of profiles on a plane surface 
resulting from intersected spheres, it is helpful to look first at the profile distribu-
lion obtained from the random intersection of a single sphere size, x. 
The intersection of a sphere with a random plane will result in a circular 
profile of size y that is dependent on the position of intersecting plane with respect to 
the center of the sphere. This position is designated as z in Fig. 3.9. Expressing the 
resulting profile diameter in terms of the sphere diameter and intersection position 
gives 
(3.38} 
The probability that a profile of diameter y ± dy/2 will result from a random 
intersection of sphere of diameter x, f ( y 1 x }dy, is equal to the ratio of the range of 
intersection positions 2dz, that will result in a profile diameter of y ± dy/2, to the 




Eq. 3.38 can be rearranged to express the intersection position z as, z = 
Differentiating z with respect to the profile diameter y yields 
65 
dz = -y dy 
2-./xLy2 
(3.40) 
Changing the sign of Eq. 3.40 to give only positive probabilities, an expres-
sian for the probability density of circular profiles resulting from a random 
intersection of a sphere of size x, f (y I x) , can be obtained by substituting Eq. 3.40 




The probability of obtaining a profile in finite size class j from the intersec-
tion of a sphere of size x can be obtained by integrating Eq. 3.41 over the range of 
class j 
P(jjx) =f dy 
. x-./ xLy2 
J 
(3.42) 
It is next desirable to obtain the probability of obtaining a profile in size 
class j resulting from the intersection of a sphere in size class i. This is achieved by 
integrating, over the range of sphere sizes in class i, the product of the probability 
of obtaining a profile in size class j due to a sphere of diameter x and the probability 
density of truncated spheres in class i, g(xl i i). 
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P(j li) = i P(j lx) g(xlii)dx (3.43) 
g (xI i i) is obtained by dividing the probability that a sphere of size x will be 
intercepted by the sum of all such probabilities over class i. Using Eq. 3.31, this 
becomes 
g(xlii) = P(ilx) g(x) i P (ilx) g(x)dx 
(~)xg(x) 
{~) i xg(x)dx (3.44) 
As before, if it is assumed that g(x) is uniform over each class, Eq. 3.44 
reduces to 
g(xlii) = x i x dx (3.45) 
Substituting Eqs. 3.42 and 3.45 into Eq. 3.43 gives 
(3.46) 
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The expected number of profiles of size class j resulting from spheres of size 
class i is equal to the product of the number of intersected size class i spheres, Eq. 
3.37b, and the probability that an intersected class i sphere will generate a size 
class j profile, Eq. 3.46. 
n(j li) = n(ili) P(j li) (3.47a) 
n(jli)=Nv(i)Aj[f dy]dx 




The number of class j profiles per unit area resulting from class i spheres is 
obtained by dividing both sides of Eq. 3.47b by the area of the intersecting plane, A. 
(3.48) 
The number of profiles of size class j per unit area resulting from all 
spheres is obtained by summing over all sphere sizes greater than or equal to j. 
s 




Nv( i) (3.49b) 
in which s is the largest size class. 
Equation 3.49b can be expressed in matrix form as 
(3.50) 
in which the C;j coefficients form an upper triangular matrix. The coefficients are 
in units of length squared and are given as 




Integrating Eq. 3.51 yields 
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[u(irv'U(i)2 -L(i)2 - L(i}21n((U(i)+-vU(i)2- L(i)2 )/ L(i))] 
[uurv'u(j)2-L(i)2 - L(i)21n((u(j)+-vum2-L(i)2 )I L(i))] 
C;i = ~ - [uudum2-U(i)2 - U(iJ21n((uuJ+-vu(j)2-U(i)2 )I U(iJ)] 
+ kurv'L(j) 2-U(i) 2 - U(i)2 1n(k(j)+-vl(j)2-U(i)2 )/ U(i))] 
- kurv'L(j)2 -L(i)2 - L(i)2 1n(k(j)+ -vL(j) 2 -L(i) 2 )/ L(i))] 
0 
in which U and L are the upper and lower class limits, respectively. 
(i=1 , .... ,s;j=i) 
(i=1 , ... ,s ;j=i+ 1 , ... ,s) 
(otherwise) 
The more useful relationship, expressing the unknown sphere distribution in 
terms of the measured profile distribution is !:Jiven as 
(3.52) 
in which [D;j] is obtained by inverting [C;il· 
If a constant class size, Ll.; = Ll., is used the relationship given in Eq. 3.50 can 
be expressed (Biodner 1984) as 
(3.53) 
in which the dimensionless coefficients B;i are given as 
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1 (i = 1; j = 1) 
i ("N-(i-1f-~) 
-u-1 l (.Y(j-1f-(i-1f- -Yu-1f-i2 ) 
(i = 1, ... , s; i=i +1, ... , s) 
0 (i = 2, ... , s; i=1, ... , i-1) 
The relationship of the sphere distributions in terms of the profile distribu-
tion is then given as 
(3.54) 
in which [J;j] is obtained by inverting [B;j]. 
3.5 Examples 
The methods described in Sections 3.2 and 3.3 for the correction of frame 
edge effects are demonstrated in this section for both lineal and areal image analysis 
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data. The methods described in Section 3.4 for the conversion of an areal distribu-
tion to a volume distribution are also demonstrated. 
The examples include the use of experimental results as well as synthetic 
data. The experimental data was obtained at an actual magnification of 30.06x. For 
the image analysis equipment used in this study, the corresponding frame dimensions 
were L = 2995.2 ~m and H = 2252.8 ~m. These same frame dimensions were used 
in the edge effect correction of the synthetic data. Features are separated into 
individual classes based on chord length for lineal data and area equivalent diameter 
(AED) for areal data. For analysis purposes, all features within a class are assumed 
to have a size equal to the class midpoint. In an image analysis, each feature is 
measured in terms of the number of thresheld pixels (Section 2.3). In a lineal 
analysis, this is equivalent to discrete units of pixel length. It is therefore 
important, for accurate data classification, that the individual class widths be in 
increments of pixel length. In an areal analysis, features measured in terms of 
numbers of pixels is equivalent to discrete units of pixel area. Because areal 
features are classified in terms of AED (Eq. 3.15), the individual class limits are 
related to the square root of the number of pixels. As such, the class limits, in an 
areal analysis, will not be in exact units of pixel area. 
Features measured in an image analysis of air-entrained concrete can range 
in size from a single pixel to an entire image frame. An actual distribution of 
measured features is typically a continuous function over this range. Representing 
this continuous function as a histogram of discrete size classes results in some distor-
tions. Using a small class width can help minimize these distortions but requires the 
use of a large number of classes. Examples are presented in which the size of the 
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individual classes and the number of classes used to represent a given distribution 
are varied. 
While the potential range of feature sizes is large, most of the measured 
features from a typical air-entrained concrete specimen, at a magnification of 30x, 
are of the smaller sizes. If a small class size is used, the larger size classes will 
often contain only a small number of features or no features at all. The small 
number of features in the larger classes can be ignored by truncating the distribu-
tion at an arbitrary chord length. This allows for a small class size to be used while, 
at the same time, minimizing the number of classes. Examples are presented in 
which the distribution of chord lengths is truncated at progressively smaller chord 
lengths. This is accomplished by holding the class size constant while the number of 
classes used to represent a given distribution is reduced. 
Lineal Edge Correction.- The edge correction procedure for lineal data is 
developed in Section 3.2 by first obtaining the relationship between a distribution of 
known chord lengths, {NL(i)}, and the expected distribution of measured chord 
lengths, {NL(j)*}, in the image analysis of a plane surface. The measured chord 
length distribution will be affected by edge effects. The coefficients relating N L ( j) * 
to NL(i) are expressed in matrix form as [Kij] in Eq. 3.13. An example [K;j] coef-
ficient matrix is given in Table 3.1 for data which is split into 20 classes. For this 
particular example, a constant class width of 29.25 ~m (five pixels) is used. As 
noted in Section 3.2, the off diagonal K;j coefficient terms are constant for a given 
class width and magnification. Table 3.2 shows the calculated distribution of 
measured chords for a true chord distribution consisting entirely of one chord per 
em in size class 20. It can be seen that the chords in class 20 contribute measured 
73 
chords to all size classes of 20 or less. The calculated number of measured chords in 
class 20 represents those chords in class 20 which either are not intersected by a 
frame edge or, if intersected, have a measured length within the size limits of class 
20. The calculated number of measured chords assigned to classes smaller than 20 
represent those chords in class 20 which have been intersected by a frame edge and 
have a resulting measured length within the size limits of the class to which they are 
assigned. The summation of the expected number of measured chords per unit length 
in all classes is equal to 1.76, which means that, unless the edge effects are 
accounted for, the actual chord density will be overestimated by 76%. 
The coefficients relating a true distribution of chord lengths, {NL(i)}, 
corresponding to a measured chord length distribution, {NL(j)*}. are expressed in 
matrix form as [ a;1] in Eq. 3.14. The a;1 coefficients are obtained by inverting the 
K;j coefficients. An example [<X;j] coefficient matrix for data split into 20 classes, of 
29.25 J.l.m width, obtained by inverting [K;j] in Table 3.1 is given in Table 3.3. A 
hypothetical measured distribution consisting of 10 chords per em in each of 20 
classes is used to demonstrate the use of Eq. 3.14 to determine the corresponding 
true chord distribution. The hypothetical distribution, along with the calculated true 
distribution, is shown in Table 3.4. It can be seen that, compared to the measured 
distribution, the calculated true distribution has a reduced number of chords per 
unit length in the smaller size classes and an increased number of chords in the 
larger size classes. Also, the calculated total number of chords per unit length is 
reduced to 180 from the measured value of 200, while the average chord length is 
increased to 324 J.l.m from 293 J.l.m. This is consistent with the observation made 
during the development of the edge correction procedure, i.e. that larger chords are 
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more likely than smaller chords to be intersected by the frame edges and thus more 
likely to produce measured chord lengths which are smaller than the true lengths. 
This results in a measured distribution that underrepresents the larger chords and 
overrepresents the smaller chords. 
The lineal image analysis data for mix 8 (Chapter 2) is used to demonstrate 
the edge effect correction method for an air entrained concrete sample. The data has 
been classified into 80 classes, each with a size range of 29.25 J.lm. Chord lengths up 
to 2340 J.lm are considered in this classification, which includes 99.9% of the 
chords measured on this particular specimen. The 0.1% of measured chords which 
are larger than 2340 J.lm are ignored. The measured data and the results after 
correction for edge effects are presented in Table 3.5 in terms of both the number of 
chords and the number of chords per unit length. The general trend observed in the 
previous example, decreased numbers of features in the smaller classes and 
increased numbers in the larger classes after correction for edge effects, is seen. 
The total density of chords decreases from 3.25 chords per em in the measured 
distribution to 3.07 chords per em in the true distribution, while the average chord 
length increases from 159.5 J.lm to 168.4 JJ.m 
The effect of changing the class size can be investigated by varying the 
number of classes used to represent a distribution while keeping the total range of 
chord lengths constant. The results of analyzing the mix 8 data using class sizes of 
58.5 JJ.m, 117.0 JJ.m, and 234.0 JJ.m, representing 40, 20, and 1 o classes, respec-
tively, are presented in Tables 3.6, 3.7, and 3.8. The coefficient matrix [K;j] and its 
inverse, [<X;jJ, for the example using 20 classes of size 117.0 JJ.m are given in 
Tables 3.9 and 3.1 0. A summary of the results obtained for the different class size 
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analyses is given in Table 3.11. 
The air content and average chord length steadily increase with increasing 
class size. As the class size is increased from 29.25 lim to 2340.0 lim, the air 
content from the measured distribution increases from 5.18% to 6.19% and the 
average chord length increases from 159.5 lim to 190.8 lim. These increases result 
from the assumption that the distribution is uniform within each class. Since the 
number of features in an air-void distribution decreases with size, increasing the 
class width in this case results in a systematic overestimation of feature size. The 
reverse would be true if the distribution were skewed toward the larger sizes. These 
distortions in the measured distribution are similarly reflected in the calculated 
true distributions. It is interesting to note that the Powers spacing factor, calculated 
from the true distributions, is little affected by the increase in class width, only 
increasing from 159 lim to 160 lim as the class size is increased from 29.25 lim to 
234.0 lim. This lack of change occurs because, for this sample, the paste to air 
content ratio (PiA) is less than 4.33 in all cases, which results in the use of Eq. 1.1 
to calculate the spacing factor. Substituting a = 4/ I into Eq. 1.1 gives L = 
(PI 4) (//A). The term (P/4) is constant for a particular specimen, so the spacing 
factor is a function of the ratio (l/A), which remains almost constant as the class 
size is increased. If PiA exceeded 4.33, Eq. 1.2 would be used to calculate the 
spacing factor, and the resulting value would show a greater increase with increasing 
class size. 
The consequences of ignoring the relatively small number of features in the 
larger size classes is investigated by keeping the class size constant while decreasing 
the number of classes. The results of the edge effect correction method using the 
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smallest 40, 20, and 10 classes of the 80 class {class size = 29.25 IJ.m} data are 
presented in Tables 3.12, 3.13, and 3.14, respectively. The percentage of the 
measured chords included in the different analyses is 99.3% for 40 classes, 97.0% 
for 20 classes, and 85.0% for 10 classes. A summary of the results for analyses of 
the truncated distributions is presented in Table 3.15. 
Reducing the number of classes from 80 to 40 has a relatively modest impact 
on the results. The air content decreases from 5.18% to 4.84%, a 7% reduction, 
and the average chord length decreases from 168.4 IJ.m to 158.0 IJ.m, a 6% reduction. 
At the same time, the Powers spacing factor remains unchanged at 159 IJ.m. Further 
reducing the number of classes to 20 causes the air content and average chord length 
to drop to 4.26% and 141.7 11m, respectively, but the Powers spacing factor changes 
only from 159 IJ.m to 158 IJ.m, less than a 1% reduction. Considering only the 10 
smallest classes has a significant impact on the results. The air content drops to 
2.72%, while the average chord length and spacing factor decrease to 102.0 IJ.m and 
139 IJ.m, respectively. 
It is common practice, in a manual linear traverse of air-entrained concrete, 
for chords longer than 1000 11m to be ignored {equivalent to retaining the smallest 
35 classes in the current example}. The rationale most often given for doing so is 
that air voids with diameters greater than 1000 IJ.m are considered to be entrapped 
air rather than entrained air voids. While the contribution of entrapped air to the 
total air content is significant, the contribution to frost durability is considered 
negligible. Truncating the distribution at this arbitrarily defined break point, 
between entrapped and entrained air, does not entirely remove the contribution of 
entrapped air voids to the analysis. This is because these larger voids contribute 
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measured features to all size classes smaller than or equal to the diameter of the 
void. Because the measured numbers of these larger voids is typically very small in 
an air-entrained sample, the inclusion of these chords in the smaller classes is not 
significant. The practice of truncating the distribution at 1000 ~m can have a 
significant effect on the measured air content but only a minor impact on the value of 
the Powers spacing factor, the most commonly used measure of frost durability. 
Areal Edge Correction.- The edge correction procedure for areal data is 
developed in Section 3.3. A relationship is obtained between a known distribution of 
circular profiles, {NA(i)}, and an expected measured distribution of area equivalent 
diameters, {NA (j)*}. The coefficients relating an expected measured distribution to 
a known true distribution are expressed in matrix form as [M;j] in Eq. 3.28. An 
example [M;j] coefficient matrix is given in Table 3.16 for data which is split into 
20 classes, each 25 ~min width. Table 3.17 shows the calculated AED size distribu-
tion for an areal analysis of a true distribution consisting entirely of one circular 
profile per em 2 in size class 20. Circular profiles in size class 20 contribute to 
measured features in all size classes of 20 or less. The calculated number of 
features in size class 20 represents those circular profiles in class 20 that either 
are not intersected by a frame edge or, if intersected, have a measured AED within 
the limits of class 20. The calculated number of measured features assigned to 
classes smaller than 20 represent those features in class 20 which have been 
intersected and have a resulting AED within the size limits of the class to which they 
are assigned. The summation of the expected number of measured features per unit 
area in all classes is 1.41, which is 41% greater than the true value of 1.0. Also, 
the mean feature diameter of the measured features is 387.3 ~m compared to 487.5 
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11m (midpoint of class 20). 
The coefficient matrix [M;j] can be inverted to obtain the coefficients N;j for 
use in Eq. 3.29 to estimate a true size distribution of circular features correspon-
ding to a measured distribution. The N;j coefficients obtained from inverting [M;j] in 
Table 3.16 are given in Table 3.18. 
A hypothetical distribution of measured AEDs consisting of 1 o features per 
cm2 in each of 20 classes is used to demonstrate the use of Eq. 3.29 to calculate the 
corresponding true feature distribution. This hypothetical distribution along with 
the calculated true distribution of circular features is shown in Table 3.19. As 
expected, after correction for edge effects, the feature density decreases in the 
smaller size classes while increasing in the larger size classes. Also, the total 
numerical density of features decreases from 200.0 per cm2 in the measured 
distribution to 162.3 per cm2 in the calculated true distribution. These changes 
result in the average diameter increasing from 250.0 11m to 283.4 11m. a 13.4% 
increase. 
The areal image analysis data for mix 8 is used to demonstrate the areal edge 
effect correction method for an air-entrained concrete sample. The data has been 
classified into 80 classes, each 25 11m in width. Measured features with an AED up to 
2000 11m are considered in such a classification, which includes all but one feature 
measured on this particular specimen (that feature would be in class 104, if the 
classes went that far). The measured data, along with the results after correction 
for edge effects, are presented in Table 3.20, both in terms of the number of features 
and the number of features per unit area. 
In the smaller size classes, the feature density is reduced after edge 
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correction, while in the middle and larger classes, the effect of edge correction is not 
as clear. Some classes increase while others decrease, and some classes even have 
negative values. The reason for this apparently erratic behavior is due to the fact 
that the number of features in the middle to larger size classes is quite small 
compared to the number in the smaller size classes. Some of the larger size classes 
contain no measured features. The surface area surveyed on this particular sample 
is thus not large enough to provide a statistically valid sampling of features in 
individual classes with an AED greater than about 600 Jlm. For the sample surface 
area surveyed, the number of features in many classes would be more correctly 
represented by non-integer values. It is obvious that a negative number of features 
cannot truly exist. The mathematical correctness of the procedure is evident, 
however, since the air content obtained from the calculated true size distribution, 
including negative values, is equal to that obtained from the measured distribution, 
to three significant figures. The minor difference in the air contents for the two 
distributions is due to assumption that the distributions are uniform within each 
class. As demonstrated next, as the number of classes is reduced and the class size 
increased, the differences in air contents for the measured and true distributions 
also increases. 
The effect of changing the class width is investigated by varying the number 
of classes used to represent a distribution, while keeping the total range of feature 
sizes constant (0 to 2000 Jlm). The results of analyzing the mix 8 data using class 
sizes of 50 Jlm, 100 Jlm, and 200 Jlm, representing 40, 20, and 10 classes, are 
given in Tables 3.21, 3.22, and 3.23, respectively. A summary of the results for 
the different class size analyses is given in Table 3.24. 
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Because it is assumed that the distribution is uniform within each class, 
increasing the class width increases the difference between the idealized distribution 
and the actual distribution. These differences can be seen by the changes in the value 
of the air content obtained from the measured data. The air content increases from 
5.30% for 80 classes 25 f.Lm in width to 6.95% for 10 classes 200 f.Lm in width. 
Increasing the class width also causes a difference in the value of air content 
calculated before and after correction for edge effects. With 80 classes, the air 
content obtained from the measured data and the edge effect corrected data are 
essentially the same. 5.30% and 5.29%, respectively. whereas with 10 classes 200 
J.l.m wide, the air content changes from 6.95% to 6.64% with correction for edge 
effects. The average profile diameter obtained from the measured data also becomes 
larger with increasing class width, changing from 84.7 J.Lm to 129.6 J.l.m as the class 
size increases from 25 J.l.m to 200 J.l.m. This dramatic increase occurs because the 
smallest classes contain the largest numbers of features. With all of the features in 
a class treated as if they have a diameter equal to the class midpoint, increasing the 
class width increases the assumed size of these features in the smallest classes. The 
Powers spacing factor, calculated from the corrected distributions, decreases with 
increasing class size, from 182 J.l.m, using a class width of 25 J.l.m, to 121 J.l.m, using 
a class width of 200 J.l.m. The magnitude of the increases in the various parameters 
with increasing class width is similar to that observed in the lineal analysis of the 
same specimen. Because of these distortions in the distribution caused by increasing 
class width, it is desireable to use a small class size. 
As with the lineal analysis, the number of features in the larger size classes 
is typically small in an areal analysis of air-entrained concrete at a magnification of 
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30x. The consequences of ignoring this small number of larger features is inves-
tigated by truncating the measured distribution at progressively smaller feature 
sizes. This is accomplished by keeping the class size constant while disregarding an 
increasing number of the larger size classes. The results of the edge effect correc-
tion using the smallest 40, 20, and 10 classes, of the original 80 classes of 25 J.l.m 
are presented in Tables 3.25, 3.26 and 3.27, respectively. The percentage of the 
total number of measured features considered in the different analyses is 99.9% for 
40 classes, 98.9% for 20 classes, and 92.6% for 1 o classes. A summary of the 
results from analyses of the truncated distributions is presented in Table 3.28. 
Because the class size (25 J.Lm) is small for these analyses, the air content 
obtained from the calculated true distributions is essentially equal to that obtained 
from the measured distributions, in all cases. The air content significantly 
decreases as more features are ignored, decreasing from 5.30% for 80 classes to 
1.75% for 10 classes. This drop in air content results because the larger features, 
while few in number, represent a major portion of the total air content. The 
calculated number of circular features per unit area and the average feature 
diameter, after correction of edge effects, are plotted against the number of classes 
in Figs. 3.10 and 3.11, respectively, and are seen to be affected less than the total 
air content by the truncation of the distribution. The total feature density using 40 
classes, 317.85 per cm2 is almost identical to that obtained using 80 classes, 
317.89 per cm2, while the average feature diameter decreases only 1% using 40 
instead of 80 classes, from 84.5 J.Lm to 85.3 J.Lm. The Powers spacing factor is the 
same, 182 J.Lm, using either 80 or 40 classes, but decreases as more classes are 
ignored, down to 176 J.Lm and 158 J.Lm, using 20 and 10 classes, respectively. As 
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such, with the exception of the air content, these parameters are reasonably 
calculated considering only the first 40 classes of data (0 - 1000 J,Lm range). 
Area to Volume Conversion.-The conversion of a distribution of circular 
profiles to a volume distribution of spheres is presented in Section 3.4 by first 
obtaining a relationship between a known size distribution of spheres within a 
volume, {Nv(i)), and the distribution of circular profiles, {NA(j)}, expected on a 
random plane intersecting that volume. The inverse of this relationship is then used 
to predict the volume distribution of spheres corresponding to a measured distribu-
tion of circular profiles. To use this procedure, measured circular profile data from 
the image analysis of a plane surface must first be corrected for edge effects, as 
described in Section 3.3. 
The coefficients relating a known distribution of spheres to an expected 
distribution of circular profiles is expressed in matrix form as [B;j] in Eq. 3.53. An 
example [8;1] coefficient matrix is given in Table 3.29 for 10 classes of data. These 
coefficients are dimensionless and are not dependent on the class size or the mag-
nification used to obtain the measured data. The only requirement is that the class 
width be the same lor all classes. 
The procedure for predicting the expected distribution of circular profiles, 
{NA(j)}, resulting from a plane intersecting a given volume distribution of spheres, 
{Nv(i)}, is demonstrated by using a dispersion of spheres of a single size. A 
classification system consisting of 10 classes, each 0.2 J,Lm in width is used. The 
hypothetical sphere distribution contains 1000 spheres per mma in class 10. 
Using the 8;1 coefficients of Table 3.29 in Eq. 3.53, the size distribution of circular 
profiles expected on an intersecting random plane surface is given in Table 3.30 and 
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plotted in Figure 3.12. Spheres of class 10 size are seen to contribute circular 
profiles in decreasing amounts to all size classes of 1 o or less. 
The coefficient matrix [B;j] can be inverted to obtain the coefficients J;1 for 
use in Eq. 3.54 to predict a distribution of spheres, {Nv(j)), corresponding to a 
distribution of circular profiles, {NA(i)} obtained from a plane surface. The J;i coef-
ficients obtained from inverting [Bij] in Table 3.29 are given in Table 3.31. A 
synthetic example developed by Cruz-Orive (Weibel 1980, pg. 203) is used to 
demonstrate the use of the area-to-volume conversion method. Table 3.32 shows 
the generated synthetic distribution of circular profiles, along with the true 
distribution of spheres, each divided into 10 classes of 0.2 llm width. The volume 
distribution of spheres corresponding to this distribution of profiles, calculated 
using the J;1 coefficients of Table 3.31 in Eq. 3.54, is also shown. The calculated 
distribution of spheres is very close to the true sphere distribution. The calculated 
total sphere density of 99.23 x 1 os per mm3 is nearly identical to the true value of 
99.05 x 1 os, and the calculated average sphere diameter is the same as the true 
value, 1.05 )lm. The calculation tends to underestimate the true value of sphere 
density in the lower and upper classes, while slightly overestimating the true value 
in the middle classes. The calculated volume percentage of spheres, 7.58%, is only 
slightly less than the true value of 7.67%. 
Profile data obtained from the areal image analysis of mix 8 is used to 
demonstrate the calculation of the corresponding volume distribution of air voids. 
The distribution of measured profiles, corrected for edge effects, and the calculated 
distribution of spherical air voids are both shown in Table 3.33 for 80 classes of 25 
Jlm. 
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In this example, the total calculated number of spheres per unit volume, 
102348, is 3 orders of magnitude greater than the total number of profiles per unit 
area, 318. The air content obtained from the sphere distribution, 5.26%, is 
slightly less than that obtained from the profile distribution, 5.29%. The calculated 
numerical density of spheres, Nv, in the middle to upper size classes is seen to 
appear erratic and in some cases even negative. Blodner et. al (1986) noted similar 
behavior in a comparative study of non-parametric stereological methods using 
simulated distributions. They noted that negative Nv values are generally balanced 
by adjacent classes which tend to overestimate the true value. These 'waves' are the 
result of the deterministic nature of the relationship between spheres and profiles. 
An actual volume distribution of spherical voids intersected by a random plane would 
yield non-integer theoretical densities for circular profiles. Thus, measured 
circular profile data with small numbers or no features in some classes cannot 
accurately represent the true values. The distortions in the NA distribution created 
by similar effects in the edge effect correction procedure are amplified by the subse-
quent estimation of the volume distribution. In a typical air-void analysis, the 
majority of features are in the smaller size classes and the calculation of the total 
number of features per unit volume and the average size parameters are not 
sensitive to the presence of these 'waves' in the distribution. 
The effect of varying the class size is investigated for mix 8 by changing the 
number of classes while keeping the range of feature sizes constant (0 - 2000 J.Lm). 
The results of the area-to-volume conversion for mix 8 using class sizes of 25 J.Lm, 
50 J.Lm, 100 J.Lm, and 200 J.Lm, representing 80, 40, 20, and 10 classes, are given in 
Tables 3.33, 3.34, 3.35, and 3.36, respectively. A summary of the results of the 
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different class size analyses is given in Table 3.37. 
The calculated total number of voids per unit volume decreases and the 
average void diameter increases as the class size increases. This shift in the void 
size distribution in the direction of the larger sizes, combined with a decrease in 
numerical density, causes the air content calculated from the volume distribution to 
remain almost constant up to a class width of 100 ~m. The Powers spacing factor 
(Eqs. 1.1 and 1.2) calculated using a paste content of 19.5% decreases only slightly, 
from 181 ~m to 180 J,Lm, as the class size changes from 25 J,Lm to 50 ~m. A more 
significant decrease in Powers spacing factor occurs as the class size increases above 
50 J.Lm, dropping to 168 J.im and 152 ~m for class widths of 100 J,Lm and 200 J.Lm, 
respectively. 
It is useful to compare the results in Table 3.37 with those for the areal 
analysis edge correction in Table 3.24. The comparison shows that conversion to a 
volume distribution gives final values of air content and spacing factor that are less 
sensitive to class size than obtained with the areal analysis. For example, the area-
to-volume conversion yields a nearly constant air content up to a class size of 100 
~m. changing only from 5.26% to 5.25%, and an increase to only 5.69% for a class 
size of 200 J.Lm. In comparison, the areal analysis yields an increase from 5.29% at 
25 ~m to 5.55% at 100 ~m and 6.65% at 200 ~m. Changes in the Powers spacing 
factor obtained from the volume distribution are relatively small compared to those 
from the areal analysis, which produces values of 182 J.Lm, 175 J.im, 156 ~m. and 
121 ~m for the four class sizes. Since both sets of results are based on the same 
data, these results strongly suggest that a volume analysis is always preferable to an 
areal analysis for accuracy, since it produces results that are much less sensitive to 
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class size. 
In this example, the Philleo factor (Eq. 1 .3), which is inversely propor-
tional to the cube root of the numerical density of spheres, increases in value as the 
class size increases. The Philleo factor increases from 99 llm for a class width of 25 
llm to 108 11m for a class width 50 11m. The Philleo factor further increases to 127 
llm and 153 11m with class widths of 100 11m and 200 11m, respectively. For this 
particular example the air content and Powers spacing factor are accurately 
calculated with a class size up to 50 llm. 
The consequences of ignoring the small number of features in the larger size 
classes is investigated by truncating the distribution at progressively smaller 
feature sizes. This is accomplished by keeping the class size constant at 25 11m while 
disregarding an increasing number of the larger size classes. The results of the area 
to volume conversion for the smallest 40, 20, and 10 classes, of 25 11m width, are 
presented in Tables 3.38, 3.39, and 3.40, respectively. A summary of the results 
from the truncated analyses is provided in Table 3.41. 
Because most of the features are located in the smaller size classes, progres-
sively truncating the larger classes has little effect on the calculated volume density 
of features, which is calculated at 102348 per cm3 using 80 classes and 102395 
per cm3 using 10 classes. The average sphere diameter decreases from 31.1 11m to 
30.9 11m as the number of classes decreases from 80 to 20, and to 29.3 11m for 10 
classes. The Powers spacing factor decreases only slightly, from 181 11m for 80 
classes to 178 11m for 20 classes, but decreases to 160 11m for 10 classes. The 
Philleo factor increases from 99 11m for 80 classes to only 105 llm for 20 classes, 
but increases to 120 11m for 10 classes. The results obtained here closely match 
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those obtained using the areal analysis (Table 3.28), indicating that the two methods 
of analysis have a similar sensitivity to truncating the larger size classes. 
For air-entrained concrete samples, where most of the features are in the 
smaller size classes, ignoring the small numbers of features in the larger size 
classes has a significant impact on the volume percent calculations, but only a minor 
impact on the Powers spacing factor and the Philleo factor. The practice of ignoring 
measured features greater than 1000 l!m (class 40) seems reasonable if the 
objective of the analysis is to calculate these traditional void spacing factors. This 
point is further illustrated in Table 3.42 for the ten samples analyzed in this study. 
The table gives the Powers and Philleo factors for the samples imaged at 12x and 30x 
and analyzed using the smallest 85 and 40 25 l!m classes. The non-air-entrained 
mixes, 1 and 2, are greatly affected by truncating the larger size classes, producing 
decreases in the Powers factor of 8.6 to 16.8 percent (note, the fact that the Powers 
spacing factor decreases, rather than increases, is an anomaly and is discussed in 
Chapter 1). The other mixes show changes ranging from -5.5% to +2.1 %, with 
changes of less than 2% in most cases. The Philleo factor increases by 4.2% and 
4.5% at 12x and by 2.6% and 5.5% at 30x for samples 1 and 2, respectively. The 
other mixes show increases ranging from 0.9 to 3.3 percent, with most of the 




In this chapter, the results of the lineal and areal image analyses of the 
specimens described in Chapter 2 are summarized. Both the lineal and areal ex-
perimental data are corrected for edge effects using the procedures developed in 
Sections 3.2 and 3.3, respectively. The corrected areal data is then used to obtain a 
size distribution of spherical air-voids using the procedures developed in Section 
3.4. 
The Powers spacing factor is calculated, for each sample, from the chord, 
profile, and sphere distributions. The Philleo factor is also calculated from the 
sphere distributions. These void spacing parameters, along with the Powers spacing 
factor obtained from the manual modified point count, are compared to each other and 
with the results of the surface scaling tests. 
The differences between the air-void size distributions for the various air-
entraining admixtures are studied by comparing the cumulative percent of total air 
content as a function of feature size. 
4.2 Data Analysis 
Lineal Analysis.-The measured chord data for each sample obtained from 
the 480 line/frame lineal analysis is classified into 85 classes of constant size. 
Because of the digital nature of the data collection, each chord length is measured in 
terms of discrete increments of pixel length. It is therefore important for accurate 
size classification that the individual class widths be in increments of the actual 
89 
pixel length. The class sizes used in this study are 29.41 llm for the 12x magnifica· 
lion (11.96x actual) and 29.25 llm for the 30x magnification (30.06x actual). The 
number of chords in each class is divided by the total length of the test line (number 
of frames x 480 x frame width) in order to obtain the numerical chord density in 
number of chords per unit length of test line (chords/em). The measured lineal data 
is corrected for edge effects using the procedures described in Section 3.2. The 
measured lineal data along with the edge effect corrected data is given in Appendix C 
for all ten specimens at both magnifications. 
A summary of the lineal analysis results is given in Table 4.1. For each 
sample, the total number of chords per em of test line in all classes is given as 
measured and after correction for edge effects. Also given is the percentage change. 
At a magnification of 12x, the overestimation of total chord density due to edge effects 
varies from a low of 1.4% for mix 6 to a high of 3.3% for mix 2, with the average 
for all samples being 2.3%. At a magnification of 30x, the overestimation varies 
from a low of 3.2% for mix 5 to a high of 6.7% for mix 2, with the average for all 
samples being 5.0%. The total chord densities for each specimen, before and after 
correction for edge effects, are plotted in Figs. 4.1 and 4.2 for magnifications of 12x 
and 30x, respectively. General agreement in the numerical values between the two 
magnifications is seen, along with larger changes at the higher magnification between 
values after correction for edge effects. For the most part, the densities are 
somewhat higher for the higher magnification, presumably because of the larger 
number of small features that can be observed at 30x compared to 12x. The 
cumulative effect of the frame edge effect can be seen in a typical plot of the 
cumulative chord density, as measured and after correction for edge effects, versus 
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chord length in Fig. 4.3. 
Areal Analysis.-The areal data is measured in terms of discrete units of 
pixel area, but is classified by area equivalent diameter (Eq. 3.15). Because the 
class size is related to the square root of the number of pixels, the class limits will 
not be in exact units of pixel area. A class width of 25 llm was found (Sec. 3.5) to 
yield satisfactory results and is used to classify the measured areal data in this 
study. The number of features in each size class is divided by the total survey area of 
the sample (frame area x number of frames) to obtain the numerical density of 
features expressed as the number of features per unit area (features/cm2). The 
measured areal analysis data is corrected for edge effects using the procedures 
developed in Section 3.3. The measured areal data along with the corrected results 
are given in Appendix D for each sample at both magnifications. 
A summary of the areal analysis results is given in Table 4.2. For each 
sample, the total number of profiles per cm2 in all classes is given as measured and 
after correction for edge effects, along with the percentage change. At a magnifica-
tion of 12x, the overestimation due to edge effects of the total feature density varies 
from a low of 2.4% for mix 6 to a high of 4.4% for mix 10, with an average of 
3.3%. At a magnification of 30x, the overestimation varies from a low of 3.3% for 
mix 10 to a high of 7.9% for mix 7, with an average of 5.9%. Total specimen 
feature densities before and after correction are plotted in Figs. 4.4 and 4.5 for 
magnifications of 12x and 30x, respectively. While there is general agreement 
between the two magnifications in terms of the relative differences between samples, 
the values at a magnification of 30x are, for all samples, significantly greater than 
those obtained at a magnification of 12x. This is due mainly to the differences in the 
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number of profiles measured in the smallest size class. At a magnification of 12x, 
many of the smallest size features are not measured due to low end resolution limits 
of the imaging equipment. The cumulative effect of the frame edge effect can be seen 
in a typical plot of the cumulative profile density, as measured and after correction 
for edge effects, versus feature diameter in Fig. 4.6. The smaller size classes can be 
seen to contain a large percentage of the total features. 
Two-Dimensional to Three-Dimensional Conversion.-The results of 
the conversion of the corrected areal image analysis data to a distribution of 
spherical air voids is given, along with the areal data, in Appendix D for each sample 
at both magnifications. While the range of sizes of the air voids is large, most of the 
air voids are in the smaller size classes. For the samples used in this study, over 
99% of all air voids are in the first 15 size classes, representing air voids up to 
375 IJ.m in diameter. The calculated numerical density of spherical air voids 
(voids/cm3) for the first 15 classes of all samples is given in Tables 4.3 and 4.4 for 
magnifications of 12x and 30x, respectively. Also given for each sample is the total 
density in voids/cm3 for air voids in all 85 classes. At a magnification of 30x, the 
average total void density for the different air-entraining admixtures is 110,144 
voids/cm3 for the vinsol resin, 113.444 voids/cm3 for the multicomponent, and 
76,451 voids/cm3 for the cocamide DEA samples. These values compare to values of 
61,788, 74,484, and 28,095, respectively, obtained at a magnification of 12x, and 
values of 18,182 and 44,744 for the non-air-entrained samples at 12x and 30x 
respectively. The highest total void density measured at 30x (mix 4) is equivalent 
to 97 billion air voids per cubic yard of concrete. 
The differences between the calculated void densities at the two magnifications 
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are primarily the result of significantly fewer voids at 1 2x in the first class, which 
represents voids from 0 to 25 Jlm in diameter. This difference can be seen in Fig. 
4.7, where the volume density of voids for the first 15 classes at both magnifications 
is plotted against class for mix 6. 
4.3 Air-void Parameters 
Average Feature Measures.-The average feature size is a convenient 
method to characterize the measured air-void system. The average feature sizes for 
the ten samples used in this study are presented in Table 4.5 for magnifications of 
both 1 2x and 30x. The average chord length is obtained from the corrected results of 
the 480 line/frame lineal image analysis. The average circular profile diameter is 
obtained from the corrected results of areal image analysis. The average air-void 
diameter is obtained from the results of the stereological conversion of the corrected 
profile data to a volume distribution of spherical air-voids. 
It is interesting to note that for every sample, the average chord length is 
larger than the average profile diameter, which in turn is larger than the average 
air void diameter. This relationship may at first appear to be contradictory. When 
sampling a system of circular profiles on a plane surface with a random test line, it 
would seem reasonable to anticipate the average linear intercept to be smaller in size 
than the average profile diameter. This would be the case if the profiles being 
sampled all had the same diameter. However, with a dispersion of different profile 
sizes, the larger profiles have a higher probability of being intercepted by the 
random test line. It is therefore reasonable, for such a dispersion, that the average 
linear intercept length will be larger than the average diameter of the entire system 
of profiles. In a lineal analysis where a large number of closely spaced test lines is 
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used, as in the 480 lines/frame lineal analysis, the same result is possible. In such 
a systematic sampling scheme, all features are expected to be sampled but, the 
number of times each feature will be intercepted will be in proportion to its 
diameter. Thus again, the larger diameter profiles have a greater influence on the 
calculation of the average intercept length than the smaller diameter profiles. 
Similar reasoning can be used to understand the relationship between the 
average profile diameter and the corresponding average sphere diameter. A random 
test plane intercepting a volume containing a system of spherical voids (or solids) 
will result in a deterministic system of circular profiles. If the spheres are all of 
the same diameter, the average diameter of the resulting profiles will be smaller 
than that of the spheres. However, if the system of spheres represents a range of 
different sizes, then the larger spheres have a greater probability of being inter-
cepted by a random test plane. The larger spheres therefore contribute to the 
number of profiles on the test plane in greater proportion than their numbers. 
The average chord length, profile diameter, and sphere diameter are always 
significantly larger at a magnification of 12x than at 30x. This is because of the 
lower resolution limit at the lower magnification, which causes many features in the 
smallest class to go undetected. For each sample, the proportion of the total features 
(from the chord, profile, and sphere distributions) verses feature size is plotted for 
each sample in Figs. 4.8 to 4.17 for magnification 12x, and in Figs. 4.18 to 4.27 for 
magnification 30x. The lack of features in the smallest class is clearly evident in the 
12x plots. Also evident is a progressive shift to the smaller feature sizes in the 
distributions going from the lineal to areal to volume data. This is consistent with 
the observation that the average chord length is larger than the average profile 
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diameter, which in turn, is larger than the average air-void diameter. 
Frost durability Measures.-The Powers spacing factor is currently the 
most widely used parameter for measuring the frost durability of air-entrained 
concrete. The Powers spacing factors for the ten mixes used in this study are 
calculated using the results of the different microscopic examinations. From Eqs. 
1.1 and 1.2 it can be seen that the total air-void specific surface is used to charac-
terize the air-void system in calculating the Powers spacing factor. The modified 
point count (ASTM C 457-82a) and the lineal image analysis methods use the mean 
chord length in estimating the total specific surface, while the areal image analysis 
uses both the first and second moments of the profile AED distribution. The specific 
surface from the calculated volume distributions is obtained directly by dividing the 
total area of the spherical voids by their total volume. The Powers spacing factors 
from the four different analyses and the Philleo factors, for a 90% protected paste, 
calculated from the volume distributions, are given in Table 4.6. 
The Powers spacing factors for each sample obtained from the manual 
analysis and the magnification 30x lineal and areal image analyses are plotted in Fig. 
4.28. While general agreement between the various methods is apparent, the lineal 
image analysis consistently yields lower values for spacing factor than does the areal 
image analysis. Because the Powers spacing factor is inversely proportional to the 
total specific surface, the lineal analysis yields a higher estimate of the air-void 
specific surface than the areal analysis. The reason for the consistently higher 
estimate of specific surface by the lineal analysis is not completely clear, but may be 
due to the assumption that the features being measured result from a random 
intersection of a volume distribution of spherical voids. If such a volume distribu-
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tion were intersected by a plane, the resulting profiles on the plane surface would be 
perfectly circular. It is generally agreed (Cruz-Orive 1983) that profile diameters 
provide a better measure of circular features than do random lines intersecting the 
features. Also, while spheres and circles make for convenient mathematical models, 
the actual air voids and their resulting profiles on a plane surface clearly do not fit 
these idealizations. This topic is worthy of additional study. 
The Powers spacing factor and Philleo factor for each sample obtained from 
the areal image analysis are compared in Figs. 4.29 and 4.30 for magnifications of 
12x and 30x, respectively. There appears to be a close relationship between the two 
factors. Therefore, it is not clear that one of the factors would have any advantage 
over the other as a relative indicator of frost durability, at least for these test 
mixes. 
Scaling Results.-The results of the surface scaling tests (Table 2.3) are 
plotted against the Powers spacing factors obtained from the manual analysis and the 
magnification 30x lineal and areal image analyses in Figs. 4.31, 4.32, and 4.33, 
respectively. In all cases, a general trend of increased surface scaling with 
increasing spacing factor is apparent, except for the cocamide-DEA samples from 
mixes 8, 9, and 10. These three samples, while having a relatively large spacing 
factor. exhibited very little surface scaling. 
The surface scaling results are plotted against the Philleo factor obtained 
from the magnification 30x areal analyses in Fig. 4.34. The same trend observed 
with the spacing factor is apparent here. This is consistent with the close relation-
ship between the Powers spacing factor and the Philleo factor noted above. 
The total air content from the magnification 30x areal analysis is plotted 
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against the surface scaling results in Fig. 4.35. There is little correlation between 
air content and scaling performance, except for the two non-air-entrained mixes. 
The total air-void density in voids/cm3 for each sample, obtained from the 
30x areal analyses, is plotted against the percent surface scaled in Fig. 4.36. The 
results exhibit a strong trend of increased scaling with decreased total air void 
density, except for the three cocamide-DEA samples which provided the lowest 
scaling in spite of the fact that they did not have the highest air-void densities. The 
higher durabilities of the cocamide DEA mixes is likely due to the greater water 
reducing properties of this admixture compared to the other air entraining agents, as 
described in Section 2.1. 
The surface scaling results of mix 7 did not follow the same patterns 
displayed by the other cocamide DEA samples. As pointed out in Section 2.1, this is 
probably due to the higher bleed water accompanying the high slump, 6 3/4 in., of 
this sample. 
4.5 Comparison of Admixtures 
Roberts and Scheiner (1981) and Macinnis (1986) noted a similarity in the 
size distributions of measured chords in different concrete mixtures for particular 
air-entraining admixtures. Such a similarity implies that an admixture produces a 
consistent distribution of air void sizes, regardless of the total quantity of entrained 
air. Such a consistency could provide a basis for comparing the air void systems 
produced by different air entraining admixtures. 
The magnification 30x data is used to study the differences between the air-
void systems produced by the different air entraining admixtures used in this study. 
For the purposes of this comparison, the feature distributions are truncated at a size 
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of 1000 J.Lm. In all cases, the features up to a size of 1000 J.Lm represent at least 
97% of the total number of features. The small numbers in the classes representing 
features larger than 1 000 J.Lm typically do not represent a statistically valid sample. 
Because of the highly random nature of the occurrence of these larger features, their 
inclusion tends to mask the similarities in the distributions that are readily 
apparent when the distributions are truncated. The cumulative percent of total air 
(where 1 00% of total air represents the air content calculated considering only 
features up to 1000 J.Lm in size) versus feature size is plotted in Figs. 4.37 to 4.40, 
Figs. 4.41 to 4.44, and Figs. 4.45 to 4.48, for chord, profiles, and air-void 
distributions, respectively. The calculated void distributions show the 'waves' at the 
upper end of the curves discussed in Section 3.5. 
Fig. 4.45 shows the cumulative percent of total air content plotted against 
void diameter for mixes 1 and 2. Because these samples were non-air-entrained, 
the air voids represent only entrapped air. The samples produce almost identical 
void size distributions. The contribution to total air content is seen to be almost 
linear with respect to void diameter. This would indicate that the larger voids, while 
obviously fewer in number, make a similar contribution to the total air content as do 
the smaller voids. 
A plot of the cumulative percent air versus void size for the vinsol resin 
samples, mixes 3 and 4, is given in Fig. 4.46. While there are differences between 
the curves for these two samples, their shapes are very similar. A significantly 
larger percentage of the total air content is provided by the smaller voids than 
observed for the non-air-entrained samples. 
A plot of the cumulative percent air verses void size for the multi-component 
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air-entrained samples, mixes 5 and 6, is given in Fig. 4.47. The two samples are 
seen to have very similar void size distributions, which are, also, similar in shape 
to the vinsol resin curves. 
The cumulative percent air versus void size curves for the cocamide-DEA 
samples, mixes 7 through 10, are given in Fig. 4.48. These four samples represent 
w/c's of 0.35, 0.36, and 0.38, air contents ranging from 4.9% to 7.7%, and 
concrete slumps ranging from 3 1/4 in. to 6 3/4 in. Even with these significant 
differences, the void size distributions for these samples are nearly identical. 
The average values of the cumulative percent of total air for features up to 
1000 IJ.m, for the samples representing the different air-entraining agents and non-
air-entrained concrete, are plotted versus feature size in Figs. 4.49, 4.50, and 4.51 
for chord, profile, and air-void distributions, respectively. As might be expected, 
the chord, profile and void distribution curves for each air entraining agent are 
similar in shape. 
As seen in Fig. 4.51, of the four sample groups, the multicomponent admix-
ture produces, on the average, a void distribution that contains the largest percen-
tage of the total air content in the smallest feature sizes. On the average, about 50% 
of the total air in the multi-component samples is represented by voids with 
diameters smaller than 190 IJ.m. The vinsol resin void distributions are similar to 
those produced by the multicomponent agent, but with a slightly smaller percentage 
of the total air content in the smaller void sizes. On the average, the vinsol resin 
samples contain about 50% of total air content in voids with diameters smaller than 
210 Jlm. The air void distribution produced by cocamide DEA has a noticeably 
smaller percentage of its total air contained in the smaller size voids. The cocamide 
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DEA samples typically have the higher proportion of total features in the smallest 
size class, but also typically have a higher proportion of total features in the size 
classes greater than 125 ~m. when compared to concrete made with the other air-
entraining agents. Because the air content of a spherical void is a function of the 
cube of the diameter, the cocamide DEA distributions typically contain a smaller 
percentage of their total air in the smaller size voids, than do the other admixtures. 
For the cocamide DEA samples, 50% of the total air is represented by voids with 
diameters smaller than 360 ~m. The non-air-entrained distributions show a nearly 
linear relationship between cumulative percent of total air and void diameter. For 
the non-air-entrained samples, about 50% of the sample air content, for voids 
below 1 000 ~m in size, is represented by profiles with diameters less than 500 ~m. 
5.1 Summary 
CHAPTER 5 
SUMMARY AND CONCLUSIONS 
The major purpose of this study is to demonstrate the use of image analysis 
techniques to characterize the air-void system in hardened concrete. The ex-
perimental part of the study used a computer based image analysis system to measure 
individual air-void profiles on polished concrete sections. Two different measuring 
techniques were explored, the measurement of linear intercepts and the 
measurement of profile areas. Because of the finite size of the individual measuring 
frames many of the measured features were truncated by the edges of the viewing 
frames. The measured size of these truncated features is smaller than their true 
size, resulting in distortions in the feature size distributions. The analytical part of 
this study includes the development of correction techniques to eliminate the 
distortions in the measured data due to frame edge effects. Correction methods, based 
on geometric probability, are developed for both the lineal and areal distributions. 
The corrected areal data is also used to obtain size distributions of spherical air-
voids using established stereological techniques. 
Ten concrete samples were analyzed in the experimental part of the study. 
The samples represent air-entrained concrete made with three different air-
entraining admixtures as well as non-air-entrained concrete. Surface preparation 
of the 3 x 6 in. test specimens, prior to microscopic examination, included polishing 
and contrast enhancement. A two phase standard specimen was developed for use in 
adjusting the video equipment to insure intersample consistency and repeatability of 
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measurements. 
Both lineal and areal image analysis of the air-voids were made at magnifica-
tions of 12x and 30x. In addition to the total air content, feature size distributions 
were obtained from both types of analysis. The areal analysis also included the 
measurement of individual void profile perimeters for use in comparing void shapes. 
Correction methods, based on geometric probability, are developed to remove 
the distortions in the measured data due to frame edge effects. Separate methods are 
developed for lineal and areal measurements. The areal analysis correction 
procedure is based on the assumption that the shape of the features is circular. The 
measured feature areas are, thus, converted to an area equivalent circular diameter. 
Using discrete class sizes, both correction methods are expressed in a matrix format. 
A matrix of coefficients is first developed, expressing an expected distribution of 
measured features in terms of a known distribution of features unaffected by frame 
edge effects. The inverse of this relationship is then used to express the true feature 
distribution in terms of the measured feature distribution obtained from an image 
analysis. The corrected areal feature distributions are used to obtain volume 
distributions of spherical air voids using standard stereological procedures. 
Air-void parameters from the edge effect corrected image analysis results 
are compared to results from a modified point count, and to freeze-thaw results 
obtained from surface scaling tests of companion samples. The differences in the air-
void systems created by the various air-entraining admixtures are studied by 
comparing various characteristics including; profile shape, average feature size, 




The findings of this report support the following conclusions. 
1 . Image analysis techniques offer a viable alternative to the traditional lineal 
traverse and modified point count methods (ASTM C 457-82a) for the characteriza-
tion of the air-void system in hardened concrete. 
2. Lineal and areal image analysis techniques provide similar determinations of 
total air content. The air contents obtained using image analysis were on the average 
lower by 1.15% air than the values obtained from a modified point count of the same 
samples. 
3. Lineal image analysis, consistently provides a higher estimate of the total 
specific surface, and thus, a lower Powers spacing factor than does the areal 
analysis. 
4. Image analysis results are sensitive to the quality of the sample surface 
preparation. The specimen surface needs to be polished to a higher degree of flatness 
than required in a traditional microscopic examination. Also, because of the lack of 
operator subjectivity in determining the location of void edges, the paste edges at the 
interface of voids, must be sharply defined. 
5. Contrast enhancement of the polished concrete specimen surface is necessary 
to provide an adequate grey level separation between cement paste and the air voids. 
6. A conventional flat field of view, macro lens, mounted in a reversed position, 
in conjunction with extension tubes and internal apertures, can be successfully used 
to provide distortion free video images in the magnification range of 1 Ox to SOx. 
7. A two phase standard specimen, for use in adjusting the video equipment and 
lighting, prior to an image analysis, is an absolute necessity for consistent and 
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repeatable measurements. 
8. Frame edge effects skew the image analysis feature size measurements toward 
the smaller features, and also result in an overestimation of the total feature density. 
The frame edge effect correction methods, developed in this study, remove these 
distortions from the measured distributions. For the ten samples analyzed in this 
study, application of the correction method for lineal features resulted in a decrease 
in total chord density by an average of 2.3% and 5.0% for magnifications of 12x and 
30x, respectively. Application of the correction procedure for areal features 
resulted in a decrease in profile density by an average of 3.3% and 5.9% for 
magnifications 12x and 30x, respectively. 
9. For air-void distributions, the average measured chord length will be larger 
than the average circular profile diameter, which in turn will be larger than the 
average spherical void diameter. This is a result of the higher probability of larger 
size voids being intercepted by a random linear and planar intercept, respectively. 
1 0. With the instrumentation used in this study, at a magnification 12x, resolu-
tion limits prevent the accurate measurement of features in the smallest size class. 
11 . When classifying features by size, a small class width should be used. For 
lineal features, the class width should be an exact increment of pixel length. A 
similar requirement does not seem necessary in an areal analysis. For lineal 
features, a class width of 29.41 J.lm for 12x data and 29.25 J.lm for 30x data was 
found to be satisfactory. For areal features, a class width of 25 J.lm was found to be 
satisfactory. 
1 2. Chords with lengths greater than 1 000 J.Lm, or profile areas with an AED 
greater than 1 000 J.Lm are not measured often enough to provide a statistically valid 
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sample. The truncation of the measured feature distributions at 1 000 J.Lm can have a 
significant impact on the total air content calculation, but typically has a minimal 
impact on the calculated values of the Powers spacing factor and the Philleo factor. 
1 3. The required number of frames which must be analyzed to obtain an estimate 
of the sample air content, within an acceptable range of the true value and with a 
specified degree of confidence, is a function of both the image magnification and the 
air content. The required number of image frames for a individual sample can be 
obtained during an analysis by continuously calculating the standard deviation of the 
individual frame air contents using Eq. 2.4. Frames should be analyzed until the 
actual number of frames exceeds the calculated required number. 
1 4. At a magnification of 12x, a 3 x 6 in. test specimen may not be large enough 
to obtain an estimate of the sample air content within 0.5% air of the true value, 
with a confidence level of 0.95. 
1 5. In a lineal analysis, a larger number of image frames must be analyzed when 
sampling at 1 line per frame than at 480 lines per frame, to obtain a sample air 
content estimate within a given acceptable error of the true value, with the same 
level of confidence. 
1 6. The Powers spacing factor and the Philleo factor, while based on different 
void parameters, provide a similar relative frost durability measure. 
1 7. Cocamide DEA has significant water reducing properties, which is believed to 
be the major reason that the cocamide DEA samples achieve higher 28 day compres-
sive strengths than the vinsol resin and multicomponent admixture samples. 
1 8. Cocamide DEA produces an air-void system in which the individual voids are 
typically more spherical, but fewer in number and of smaller average size, than 
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those produced by either vinsol resin or multicomponent admixtures. The cocamide 
DEA samples, in spite of having a larger Powers spacing factor, performed better in 
surface scaling tests than the other air-entrained samples. 
19. The three air-entraining admixtures analyzed in this study, as well as the 
non-air-entrained samples, produced characteristic air-void systems. For features 
up to 1000 ~m. in size, the non-air entrained samples obtain, on the average, 50% 
of their total air from voids smaller than 500 ~m. The air entrained samples obtain, 
on the average, 50% of their total air from voids smaller than 210 ~m. 190 ~m. and 
360 ~m. for the vinsol resin, multicomponent, and cocamide DEA admixtures, respec-
tively. 
5.3 Future Work 
1. Image analysis techniques have been shown to be an viable alternative to the 
currently used manual methods, but to become accepted several items still need to be 
addressed. 
Sample preparation procedures include both surface polishing and contrast 
enhancement. Use of a vibrating lap for polishing will ensure a flat surface, which 
is difficult to obtain with a hand held specimen on a rotary lap. One significant 
shortcoming of the currently used contrast enhancement techniques is that the paste 
phase is indistinguishable from the aggregate, which prevents the measurement of 
paste content. Alternative contrast enhancement techniques, which provide for a 
grey level distinction between aggregate and paste, should be explored. 
Consistency of measurements, both between different laboratories and 
between different equipment operators, needs to be demonstrated. An essential 
element in establishing this consistency is the use of a universal standard for 
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equipment setup. In addition to providing two distinct grey levels for adjusting video 
gain and contrast, a standard specimen could also provide for sizing of calibrated 
features to assist in the establishment of a correct threshold level. 
As part of establishing which image analysis technique (lineal or areal 
analysis) is more appropriate, further investigation should be made of the observa-
tion made in this study, that a lineal analysis consistently provides a higher estimate 
of the total specific surface than does an areal analysis. This occurs in spite of the 
fact that both methods provide a similar estimate of total air content. 
2. Development of an analytical procedure to convert lineal measurements into a 
volume distribution of spherical air voids is justified. The same logical sequence 
followed in section 3.4 could be used as a basis. In addition to being used with lineal 
image analysis results, such a procedure could also be used with current lineal 
traverse techniques when individual chord lengths are recorded. 
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Table 2.1 Individual mix properties and compressive strength results 
Specimen Air-Entraining Agent w/c Air1 Slump2 Unit Weighil Compressive Strength4 
(%) (in.) (lb/ft3) (lb/in2) 
1 Non-Air 0.61 1.9 3 1/2 151.3 6120 
2 Non-Air 0.58 2.0 3 151.5 6420 
3 Vinsol Resins 0.55 6.5 4 144.5 5350 
4 Vinsol Resins 0.53 6.5 3 3/4 144.5 5290 
5 Micro Air6 0.53 6.0 3 3/4 146.1 5120 
6 Micro Air6 0.53 6.3 3 3/4 145.5 4980 
~ 
7 Catexol AE 2607 0.55 7.0 6 3/4 145.1 5380 ~ 
"' 8 Catexol AE 2607 0.53 6.8 5 3/4 145.1 5760 
9 Catexol AE 2607 0.51 6.5 3 1/2 145.3 5950 
10 Catexol AE 2607 0.51 6.5 3 1/4 145.1 6150 
1.ASTM C231 
2. ASTM C 143 
3. ASTM C 138 
4. Tested at 28 Days 
5. Manufactored by Master Builders, Inc. 
6. Manufactored by Hercules Chemical 
7. Manufactored by Solvay Construction Materials 
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Table 2.2 Modified point count test results 1 
Air Paste Powers 
Specimen Content Content Specific Surface Spacing Factor 
(%) (%) (cm2/cm3) (in2iin3) (f.Lm) (in) 
1 3.3 26.8 146.0 370.9 396 0.016 
2 2.8 26.0 175.7 446.4 349 0.014 
3 7.6 23.5 273.5 694.8 113 0.004 
4 6.9 21.6 263.8 670.0 119 0.005 
5 6.0 20.0 283.8 720.9 117 0.005 
6 7.2 19.9 275.9 700.9 100 0.004 
7 7.2 21.6 131.7 334.4 228 0.009 
8 6.2 19.5 161.7 410.6 195 0.008 
9 6.1 20.1 154.4 392.1 213 0.008 
10 8.1 24.7 145.6 369.7 209 0.008 
1. ASTM C 457 -82a 












• From ASTM C 672-84 
Rating 
Visual Surface Rating 
. 
Freeze-Thaw Cycles 
5 10 15 20 
2 3 5 
2 4 5 
1 1-2 2-3 3 
0 1 2 3 
0 0 1-2 3 
0 0-1 1-2 3 
0 1 2 3 
0 0 0 0-1 
0 0 0 0-1 
0 0 1 1-2 




























Very Slight Scaling (1/8 in. depth max., no coarse aggregate visible) 
Slight to Moderate Scaling 
Moderate Scaling (some coarse aggregate visible) 
Moderate to Severe Scaling 
Severe Scaling (coarse aggregate visible over entire surface) 




Table 2.4 Air content results 1 
Specimen Plasti<? ManuaP Image Analysis 
Lineal 1 Line/Frame Lineal 480 Lines/Frame Areal Mean4 Range5 
12 X 30X 12 X 30X 12 X 30X 
1 1.9 3.3 2.51 2.56 2.16 2.27 2.16 2.14 2.30 0.42 
2 1.9 2.8 1.81 2.15 2.25 2.33 2.21 2.23 2.16 0.52 
3 6.5 7.6 5.55 5.65 5.42 5.31 5.37 5.29 5.43 0.36 
4 6.5 6.9 5.60 5.86 6.15 5.87 6.35 5.96 5.97 0.75 
5 6.0 6.0 4.26 4.90 4.69 4.35 4.78 4.79 4.63 0.64 ~ 
~ 
6 6.3 7.2 5.43 4.82 5.10 5.23 5.65 4.90 5.19 0.83 0) 
7 7.0 7.2 6.02 5.77 6.45 6.23 6.43 6.22 6.19 0.68 
8 6.8 6.2 5.54 5.27 5.49 5.28 5.30 5.38 5.38 0.27 
9 6.5 6.1 5.46 4.55 4.82 4.89 4.89 4.89 4.92 0.91 
10 6.5 8.1 8.12 7.78 7.63 7.67 7.51 7.57 7.71 0.61 
1. Percent of concrete volume 
2. ASTM C 231 
3. ASTM C 457·82a, modified point count 
4. Mean of all image analysis results 
5. Range of all image analysis results 
11 7 

























































































0.757 0.752 0.749 0.720 0.750 
0.690 0.714 0.721 0.721 0.719 
0.684 0.741 0.772 0.746 0.742 
0,699 0.763 0.753 0.754 0.756 
0.715 0.753 0.726 0.739 0.730 
0.737 0.738 0.692 0.717 0.703 
0.721 0.717 0.658 0.683 0.672 
0.737 0.707 0.636 0.662 0.640 
0.719 0.687 0.616 0.651 0.625 
0.762 0.685 0.612 0.626 0.620 
0.770 0.670 0.600 0.609 0.597 
0.735 0.653 0.577 0.628 0.578 
0.780 0.685 0.575 0.600 0.597 
0.785 0.652 0.595 0.604 0.608 
0.732 0.648 0.544 0.586 0.603 
0.726 0.626 0.600 0.598 0.542 
0.749 0.603 0.570 0.646 0.618 
0.746 0.646 0.511 0.567 0.590 
0.790 0.663 0,596 0.582 0.602 
0.768 0.626 0.636 0.649 0.564 
0.726 0.608 0.553 0.654 0.566 
0.779 0.618 0.538 0.579 0.548 
0.764 0.617 0.649 0.505 0.570 
0.825 0.605 0.541 0.641 0.551 
0.831 0.549 0.650 0.741 0.591 
0.744 0.486 0.488 0.639 0.551 
0.747 0.597 0.589 0.635 0.616 
0.780 0.649 0,633 0.551 0.593 
0.673 0.610 0.688 0.668 0.573 
0.769 0.644 0.624 0.400 0.688 
0.758 0.618 0.509 0.521 0.512 
0.630 0.668 0.357 0.682 0.613 
0.779 0.654 0.621 0.475 0.699 
0.723 0.531 0.458 0.677 0.700 
0.766 0.426 0.749 0.663 0.585 
0.357 0.269 0.462 0.593 0.603 
0.877 0.680 0.606 0.750 0.533 
0.714 0.400 0.837 0.650 0.290 
0.734 0.538 0.508 0.627 
0.582 0.558 0.836 0.368 
0.754 0.754 0.724 0.751 
0.696 0.691 0.701 0.700 
0.719 0.701 0.726 0.721 
0.754 0.736 0.762 0.755 
0.764 0.764 0.783 0.773 
0.781 0.777 0.794 0.779 
0.780 0.781 0.796 0.778 
0.775 0.785 0.790 0.767 
0.763 0.778 0.797 0.763 
0.765 0.775 0.773 0.748 
0.746 0.745 0.771 0.733 
0.731 0.734 0.748 0.727 
0.710 0.743 0.736 0.704 
0.720 0.746 0.717 0.686 
0.715 0.729 0.715 0.678 
0.698 0.717 0.734 0.666 
0.705 0.667 0.681 0.640 
0.675 0.708 0.708 0.628 
0.672 0.672 0.662 0.637 
0.671 0.680 0.679 0.619 
0.630 0.642 0.680 0.599 
0.667 0.627 0.666 0.588 
0.660 0.662 0.633 0.625 
0.597 0.625 0.555 0.606 
0.626 0.633 0.658 0.544 
0.570 0.557 0.632 0.541 
0.642 0.634 0.679 0.524 
0.566 0.652 0.655 0.488 
0.630 0.669 0.733 0.496 
0.629 0.561 0.709 0.442 
0.596 0.668 0.565 0.623 
0.527 0.595 0.500 0.446 
0.528 0.476 0.608 0.613 
0.596 0.578 0.661 0.437 
0.519 0.675 0.655 0.531 
0.582 0.584 0.516 0.456 
0.815 0.585 0.467 
0.482 0.600 0.642 0.520 
0.672 0.491 0.702 0.455 
0.602 0.470 0.691 0.496 
0.690 0.746 0.374 0.849 0.556 0.612 0.844 0.333 
0.608 0.699 0.641 0.608 0.509 
0.722 0.820 0.543 0.495 
0.626 0.475 0.714 0.476 
0.269 0.657 0.705 0.713 0.645 0.500 
0.758 0.500 0.325 0.758 
0.816 0.525 0.346 0.536 
0.572 0.397 0.653 0.650 
0.461 0.451 0.689 
0.551 0.505 0.631 
0.555 0.655 0.648 





0.393 0.558 0.823 0.585 
0.740 0.623 
0.218 0.506 0.552 
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Table 2.5 Continued 
Class1 Specimen 
2 3 4 5 6 7 8 9 10 
49 0.711 0.690 0.174 0.781 0.706 0.445 
50 0.716 0.781 0.669 0.449 
51 0.651 0.637 0.477 0.502 0.451 0.646 
52 0.712 0.696 0.654 0.693 0.660 0.281 
53 0.370 0.431 0.589 0.479 0.458 0.329 
54 0.407 0.593 0.580 0.635 0.483 0.357 0.720 
55 0.695 0.826 0.501 0.454 0.220 0.512 
56 0.691 0.581 0.363 
57 0.509 0.850 0.643 0.276 0.814 0.471 0.388 
58 0.542 0.855 0.243 
59 0.293 0.475 0.483 0.673 0.426 
60 0.503 0.354 0.564 0.465 0.704 
61 0.503 0.506 0.413 
62 0.731 0.395 
63 0.706 0.228 
64 0.760 0.532 0.521 
65 0.352 0.694 
66 0.680 0.519 0.500 
67 0.525 0.522 0.179 
68 0.539 0.644 
69 0.697 0.673 0.548 
70 0.559 0.480 0.635 0.777 
71 0.457 0.462 
72 0.662 0.332 0.548 0.480 
73 0.379 
74 0.466 
75 0.507 0.440 
76 0.788 
77 0.574 0.443 
78 0.654 0.351 0.618 0.247 
79 0.484 0.378 0.419 
80 0.558 
1. Form factor= 4rt (P/A2) 
2. 25 11m class width 
11 9 
Table 2.6 Average form factor1 - 30x magnification 
Class2 Specimen 


























































































0.674 0.685 0.693 0.684 0.693 0.672 0.676 
0.628 0.681 0.742 0.713 0.723 0.664 0.636 
0.633 0.723 0.773 0.747 0.759 0.699 0.659 
0.638 0.740 0.771 0.745 0.763 0.738 0.695 
0.667 0.726 0.737 0.720 0.746 0.749 0.718 
0.680 0.710 0.711 0.691 0.718 0.756 0.738 
0.671 0.686 0.685 0,664 0.689 0.743 0.742 
0.675 0.672 0.673 0.659 0.667 0.747 0.737 
0,690 0.651 0.648 0.630 0.664 0.738 0.725 
0.680 0.661 0.671 0.607 0.635 0.719 0.725 
0.682 0.634 0.613 0.618 0.643 0.710 0.700 
0,663 0.623 0.638 0.606 0.643 0.691 0,690 
0.701 0.625 0.647 0.594 0.619 0.693 0.694 
0.731 0.605 0.639 0.588 0.624 0.693 0.697 
0.676 0.611 0,597 0.609 0.649 0.695 0.676 
0.627 0.581 0.631 0.631 0.632 0.652 0.664 
0.686 0.602 0.602 0.551 0.624 0.672 0.633 
0.718 0.630 0.625 0.572 0.620 0.620 0.629 
0.666 0.581 0.611 0.625 0,651 0.658 0.628 
0.681 0.577 0.624 0.585 0.582 0.599 0.636 
0.643 0.563 0.587 0.590 0.601 0.630 0.630 
0.634 0.614 0.617 0.541 0.641 0.557 0.594 
0.707 0.579 0,609 0.611 0.578 0.603 0.612 
0.705 0.601 0.678 0.614 0.583 0.568 0.582 
0.699 0.537 0.624 0.471 0.623 0.567 0.592 
0.580 0.489 0.650 0.681 0.629 0.577 0.547 
0.456 0.554 0.612 0.685 0.445 0.651 0.567 
0.670 0.520 0.698 0.537 0.508 0.622 0.554 
0.444 0.531 0.611 0.648 0.520 0.614 0.833 
0,667 0.693 0.615 0.551 0.700 0.570 0.484 
0.562 0.623 0.632 0.644 0.506 0.591 0.552 
0.635 0.526 0.562 0.437 0.710 0.606 0.569 
0.590 0.532 0.737 0.510 0.779 0.560 0.694 
0.486 0.634 0.564 0.591 0.513 0.566 
0.680 0.615 0.456 0.633 0.566 0.626 0.606 
0.773 0.386 0.580 0.552 0.318 
0.739 0.551 0.731 0.473 0.332 0.492 0.460 
0.645 0.395 0.507 0.760 0.779 0.650 
0.609 0.608 0.570 0.811 0.736 0.423 0.539 
0.504 0.558 0.390 0.686 0.547 0.468 0.595 
0.493 0.663 0.543 0.553 0.433 0.504 
0.674 0.594 0.426 0.530 0.276 0.430 0.327 
0.602 0.572 0.622 0.472 























































































































54 0.580 0.563 
55 0.500 

























1 . Form factor = 47t (AIP2) 
2. 25 11m class width 
120 
Specimen 
3 4 5 
0.411 











0.455 0.380 0.469 
0.336 










0.588 0.300 0.432 
0.569 0.563 
6 7 8 9 10 
0.453 
0.456 0.383 0.731 0.288 
0.594 0.393 0.451 
0.581 0.552 0.238 
0.488 0.437 
0.787 0.438 0.739 0.312 
0.554 0.214 
0.548 0.356 0.208 
0.507 0.807 0.382 
0.697 0.549 
0.254 0.399 0.522 
0.709 0.576 
0.414 0.511 0.772 0.406 
0.396 
0.409 










1 2 1 
Table 2. 7 Form factors 
Specimen Mean Form Factor Diameter Weighted Mean Form Factor1 
12X 30X 12 X 30X 
0.713 0.714 0.740 0.690 
2 0.714 0.656 0.744 0.682 
3 0.732 0.699 0.667 0.635 
4 0.728 0.737 0.598 0.645 
5 0.726 0.716 0.628 0.616 
6 0.725 0.728 0.616 0.649 
7 0.740 0.701 0.726 0.693 
8 0.735 0.678 0.735 0.685 
9 0.752 0.709 0.740 0.717 
10 0.739 0.686 0.703 0.654 
1. Calculated from size classes 1 through 18 
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Table 2.8 Statistical summary of image analysis areal data 
12 x Magnification 
Specimen Actual Sample Size Required Sample Size1 
68% Conftdence 95% Confidence 
Frames2 %Air s• Frames2 Area (in2) Frames2 Area (in2) 
170 2.16 2.38 23 1.49 87 5.71 
2 170 2.21 3.08 38 2.49 146 9.56 
3 150 5.37 4.03 65 4.26 250 16.36 
4 170 6.35 4.79 92 6.02 353 23.12 
5 170 4.78 4.31 74 4.87 285 18.72 
6 170 5.65 5.52 122 7.99 468 30.70 
7 170 6.43 4.13 68 4.47 262 17.18 
8 170 5.30 3.84 59 3.87 227 14.86 
9 174 4.89 3.26 43 2.79 163 10.71 
10 170 7.51 4.29 74 4.83 283 18.54 
30 x Magnification 
Specimen Actual Sample Size Required Sample Size 1 
68% Confidence 95% Confidence 
Frames3 %Air s• Frames3 Area {in2) Frames3 Area (in2) 
1075 2.14 4.72 89 0.93 342 3.59 
2 1074 2.23 5.61 126 1.32 484 5.07 
3 924 5.29 7.01 197 2.06 755 7.92 
4 1073 5.96 7.17 206 2.16 790 8.29 
5 1072 4.79 6.47 167 1.76 643 6.75 
6 1035 4.90 7.45 222 2.33 853 8.95 
7 1074 6.22 7.53 227 2.38 871 9.14 
8 1075 5.38 6.15 151 1.59 581 6.10 
9 1075 4.89 5.83 127 1.33 487 5.11 
10 1075 7.57 7.67 235 2.47 904 9.48 
1. Sample size to produce a measured air content within 0.5 percent air by volume of the true air content 
within the specified confidence 
2. Frame dimensions for 12 X magnification are 7528.0 J.!m x 2662.1 J.lffi 
3. Frame dimensions for 30 X magnification are 2995.2 J.tm x 2252.8 !J.ffi 
4. Standard deviation of measured frame air contents 
123 
Table 2.9 Statistical summary of image analysis 480 lines/frame lineal data 
12 x Magnification 
Specimen Actual Sample Size Required Sample Size 1 
68% Confidence 95% Confidence 
Frames2 %Air s• Frames2 Area (in2) Frames2 Area (in2} 
1 170 2.16 2.40 23 1.51 89 5.80 
2 170 2.25 3.19 41 2.67 156 10.24 
3 150 5.42 4.03 65 4.26 250 16.38 
4 170 6.15 4.58 84 5.50 322 21.14 
5 170 4.69 3.63 53 3.45 202 13.25 
6 170 5.10 5.09 104 6.79 398 26.07 
7 170 6.45 4.07 66 4.35 255 16.71 
8 170 5.49 3.87 60 3.93 230 15.10 
9 169 4.82 3.34 45 2.93 172 11.27 
10 170 7.63 4.62 85 5.59 328 21.48 
30 x Magnification 
Specimen Actual Sample Size Required Sample Size1 
68% Confidence 96"/., Confidence 
Frames3 %Air s• Frames3 Area (in2} Frames3 Area (in2) 
1 1073 2.27 5.08 103 1.08 397 4.16 
2 1050 2.33 5.63 136 1.43 522 5.43 
3 925 5.31 7.12 203 2.12 778 8.16 
4 650 5.87 7.80 243 2.55 935 9.80 
5 925 4.35 5.78 134 1.40 513 5.38 
6 1073 5.23 7.55 228 2.39 875 9.18 
7 1075 6.23 7.39 219 2.29 840 8.81 
8 1075 5.28 6.14 151 1.58 580 6.08 
9 1075 4.89 5.56 124 1.30 475 4.99 
10 1060 7.67 7.62 232 2.44 893 9.36 
1. Sample size to produce a measured air content within 0.5 percent air by volume of the true air content 
within the specified confidence 
2. Frame dimensions for 12 X magnification are 7528.0 1-1m x 2662.1 Jlm 
3. Frame dimensions for 30 X magnification are 2995.2J.Lm x 2252.8 J.Lm 
4. Standard deviation ot measured frame air contents 
124 
Table 2.1 o Statistical summary of image analysis 1 line/frame lineal data 
12 X Magnification 
Specimen Actual Sample Size Required Sample Slze1 
68% Confidence 95% Confidence 
Frames2 %Air s• Frames2 Length (in) Frames2 Length (in) 
170 2.51 4.70 88 26 340 100 
2 170 1.81 4.79 92 27 353 104 
3 150 5.55 6.49 168 50 646 191 
4 170 5.60 6.77 183 54 704 208 
5 170 4.26 6.09 148 44 569 168 
6 170 5.43 7.10 202 60 775 229 
7 170 6.02 6.13 150 44 578 171 
8 170 5.54 6.33 160 47 616 182 
9 170 5.46 5.93 141 42 541 160 
10 170 8.12 8.66 300 89 1152 340 
30 X Magnification 
Specimen Actual Sample Size Required Sample Size1 
68% Confidence 95% Confidence 
Frames3 %Air s• Frames3 Length (in) Frames3 Length (in) 
1075 2.56 7.10 202 24 775 92 
2 1075 2.15 7.38 218 26 837 99 
3 925 5.65 10.47 438 52 1684 199 
4 1075 5.86 9.07 329 39 1265 149 
5 1075 4.90 8.74 306 36 1174 139 
6 1075 4.82 9.56 366 43 1405 166 
7 1050 5.77 10.21 417 49 1602 189 
8 1075 5.27 8.98 322 38 1238 146 
9 1075 4.55 7.93 251 30 966 114 
10 1075 7.78 10.92 477 56 1832 216 
1. Sample size to produce a measured air content within 0.5 percent air by volume of the true air content 
within the specified confidence 
2. Frame length for 12 X magnification is 7528.0 1-1m 
3. Frame length for 30 X magnification is 2995.2 ).lm 
4. Standard deviation of measured frame air contents 
Table 3.1 Matrix of coefficients Kij used in the calculation of a measured distribution, NL(i)*, by Eq. 3.13. 
20 classes, L = 2995.2 11m, class width = 29.25 11m 
1.0049 0.0195 0.0195 0.0195 0.0196 0.0196 O.o196 0.0196 0.0196 0.0196 0.0195 0.0195 0.0195 0.0195 0.0195 0.0195 0.0195 0.0195 0.0195 0.0195 

















































































































































































































1 2 6 
Table 3.2 Example showing the calculation of a measured distribution, 
NL(i}*, using a hypothetical true distribution, NLOJ 
NL (#/em) 
CLASS LIMITS (~m) TRUE MEASURED1 
1 0.00 29.25 0 0.0781 
2 29.25 58.50 0 0.0781 
3 58.50 87.75 0 0.0781 
4 87.75 117.00 0 0.0781 
5 117.00 146.25 0 0.0781 
6 146.25 175.50 0 0.0781 
7 175.50 204.75 0 0.0781 
8 204.75 234.00 0 0.0781 
9 234.00 263.25 0 0.0781 
10 263.25 292.50 0 0.0781 
11 292.50 321.75 0 0.0781 
12 321.75 351.00 0 0.0781 
13 351.00 380.25 0 0.0781 
14 380.25 409.50 0 0.0781 
15 409.50 438.75 0 0.0781 
16 438.75 468.00 0 0.0781 
17 468.00 497.25 0 0.0781 
18 497.25 526.50 0 0.0781 
19 526.50 555.75 0 0.0781 
20 555.75 585.00 1.00 0.2773 
NL(total) 1.00 1.76 
1. Calculated using Eq. 3.13 and the K;i coefficients in Table 3.1 
Table 3.3 Matrix of coefficients <X;j used in the calculation of a true distribution, NL(i), by Eq. 3.14. 
20 Classes, L ~ 2995.2 jll11, Class Width ~ 29.25 jJ1T1 
-~~-~-~~~OO~M4MM~M~a~OO~N~H~~~n~M~M~-~M~-~­










































































































































































































1.1921 -0.0281 -0.0277 
0 1.2061 -0.0288 




Table 3.4 Example showing the calculation of a true distribution, NL(i), 
using a hypothetical measured distribution, NLGl* 
NL (#/em) 
CLASS LIMITS (f.lm) MEASURED TRUE1 %CHANGE 
1 0 29.25 10 6.57 -34.3 
2 29.25 58.50 10 6.n -32.3 
3 58.50 87.75 10 6.97 -30.3 
4 87.75 117.00 10 7.19 -28.1 
5 117.00 146.25 10 7.41 -25.9 
6 146.25 175.50 10 7.64 -23.6 
7 175.50 204.75 10 7.88 -21.2 
8 204.75 234.00 10 8.14 -18.6 
9 234.00 263.25 10 8.40 -16.0 
10 263.25 292.50 10 8.67 -13.3 
11 292.50 321.75 10 8.96 -10.4 
12 321.75 351.00 10 9.26 -7.4 
13 351.00 380.25 10 9.57 -4.3 
14 380.25 409.50 10 9.90 -1.0 
15 409.50 438.75 10 10.24 2.4 
16 438.75 468.00 10 10.60 6.0 
17 468.00 497.25 10 10.97 9.7 
18 497.25 526.50 10 11.36 13.6 
19 526.50 555.75 10 11.77 17.7 
20 555.75 585.00 10 12.21 22.1 
NL (total) 200 180 
Average Chord 
Length (f.lm) 292.5 324.0 
1. Calculated using Eq. 3.14 and the a:;1 coefficients of Table 3.3 
129 
Table 3.5 Edge effect correction of mix 8 lineal data using 80 classes of 29.25 1-1m width 































































































































































































































































































i 3 0 
Table 3.5 continued 
MEASURED TRUE1 
CLASS LIMITS (f!m) CHORDS NL (#/em) NL (#/em) CHORDS 
48 1374.75 1404.00 156 0.0010 0.0012 181 
49 1404.00 1433.25 125 0.0008 0.0009 131 
50 1433.25 1462.50 214 0.0014 0.0020 314 
51 1462.50 1491.75 165 0.0011 0.0015 234 
52 1491.75 1521.00 157 0.0010 0.0015 232 
53 1521.00 1550.25 119 0.0008 0.0011 166 
54 1550.25 1579.50 60 0.0004 0.0003 51 
55 1579.50 1608.75 90 0.0006 0.0008 119 
56 1608.75 1638.00 72 0.0005 0.0006 87 
57 1638.00 1667.25 81 0.0005 0.0007 113 
58 1667.25 1696.50 66 0.0004 0.0006 86 
59 1696.50 1725.75 86 0.0006 0.0009 140 
60 1725.75 1755.00 25 0.0002 0.0000 1 
61 1755.00 1784.25 31 0.0002 0.0001 16 
62 1784.25 1813.50 24 0.0002 0.0000 ·1 
63 1813.50 1842.75 27 0.0002 0.0000 7 
64 1842.75 1872.00 32 0.0002 0.0001 21 
65 1872.00 1901.25 33 0.0002 0.0002 26 
66 1901.25 1930.50 39 0.0003 0.0003 45 
67 1930.50 1959.75 33 0.0002 0.0002 31 
68 1959.75 1989.00 41 0.0003 0.0004 58 
69 1989.00 2018.25 29 0.0002 0.0002 26 
70 2018.25 2047.50 48 0.0003 0.0006 89 
71 2047.50 2076.75 54 0.0004 0.0008 118 
72 2076.75 2106.00 47 0.0003 0.0007 106 
73 2106.00 2135.25 62 0.0004 0.0011 170 
74 2135.25 2164.50 34 0.0002 0.0006 85 
75 2164.50 2193.75 62 0.0004 0.0013 201 
76 2193.75 2223.00 29 0.0002 0.0006 94 
77 2223.00 2252.25 9 0.0001 0.0002 23 
78 2252.25 2281.50 9 0.0001 0.0002 26 
79 2281.50 2310.75 13 0.0001 0.0003 48 
80 2310.75 2340.00 17 0.0001 0.0005 73 
Totals 499929 3.246 3.070 473317 
Average Chord Length (f!m) 159.5 168.4 
Air Content (%) 5.18 5.18 
Powers Spacing Factor (f!m) 150.1 158.5 
1. Calculated using Eq. 3.14 
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Table 3.6 Edge effect correction of mix 8 lineal data using 40 classes of 58.50 ~m width 
MEASURED TRUE' 
CLASS LIMITS (fim) CHORDS Nl (#/em) Nl (#/em) CHORDS 
0.00 58.50 174950 1.1360 1.0467 161199 
2 58.50 117.00 93933 0.6100 0.5581 85953 
3 117.00 175.50 71513 0.4644 0.4370 67294 
4 175.50 234.00 50958 0.3309 0.3187 49081 
5 234.00 292.50 33627 0.2184 0.2135 32886 
6 292.50 351.00 22143 0.1438 0.1425 21940 
7 351.00 409.50 14921 0.0969 0.0973 14984 
8 409.50 468.00 10700 0.0695 0.0713 10976 
9 468.00 526.50 7168 0.0465 0.0482 7429 
10 526.50 585.00 4873 0.0316 0.0330 5089 
11 585.00 643.50 3210 0.0208 0.0216 3329 
12 643.50 702.00 2042 0.0133 0.0133 2042 
13 702.00 760.50 1688 0.0110 0.0112 1724 
14 760.50 819.00 1198 0.0078 0.0077 1181 
15 819.00 877.50 907 0.0059 0.0056 863 
16 877.50 936.00 1079 0.0070 0.0077 1191 
17 936.00 994.50 586 0.0038 0.0036 548 
18 994.50 1053.00 402 0.0026 0.0020 310 
19 1053.00 1111.50 357 0.0023 0.0017 267 
20 1111.50 1170.00 305 0.0020 0.0013 207 
21 1170.00 1228.50 256 0.0017 0.0009 143 
22 1228.50 1287.00 392 0.0025 0.0026 401 
23 1287.00 1345.50 481 0.0031 0.0040 608 
24 1345.50 1404.00 307 0.0020 0.0022 343 
25 1404.00 1462.50 339 0.0022 0.0029 447 
26 1462.50 1521.00 322 0.0021 0.0030 466 
27 1521.00 1579.50 179 0.0012 0.0014 216 
28 1579.50 1638.00 162 0.0011 0.0013 206 
29 1638.00 1696.50 147 0.0010 0.0013 199 
30 1696.50 1755.00 111 0.0007 0.0009 139 
31 1755.00 1813.50 55 0.0004 0.0001 15 
32 1813.50 1872.00 59 0.0004 0.0002 28 
33 1872.00 1930.50 72 0.0005 0.0005 71 
34 1930.50 1989.00 74 0.0005 0.0006 89 
35 1989.00 2047.50 77 0.0005 0.0008 116 
36 2047.50 2106.00 101 0.0007 0.0015 224 
37 2106.00 2164,50 96 0.0006 0.0016 254 
38 2164.50 2223.00 91 0.0006 0.0019 294 
39 2223.00 2281.50 18 0.0001 0,0003 50 
40 2281.50 2340.00 30 0.0002 0.0008 121 
Totals 499929 3.246 3.071 472924 
Average Chord Length (fim) 162.1 171.0 
Air Content ('%.) 5.26 5.25 
Powers Spacing Factor (v.m) 150.2 158.8 
1. Calculated using Eq. 3.14 
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Table 3.7 Edge effect correction of mix 81ineal data using 20 classes of 117.0 jim width 
MEASURED TRUE1 
CLASS LIMITS (j.tm) CHORDS NL(#/cm) NL (#/em) CHORDS 
0 117 268883 1.7460 1.6004 246459 
2 117 234 122471 0.7953 0.7546 116209 
3 234 351 55770 0.3621 0.3553 54719 
4 351 468 25621 0.1664 0.1683 25921 
5 468 585 12041 0.0782 0.0811 12493 
6 585 702 5252 0.0341 0.0348 5356 
7 702 819 2886 0.0187 0.0188 2898 
8 819 936 1986 0.0129 0.0134 2059 
9 936 1053 988 0.0064 0.0056 855 
10 1053 1170 662 0.0043 0.0031 473 
11 1170 1287 648 0.0042 0.0036 548 
12 1287 1404 788 0.0051 0.0061 947 
13 1404 1521 661 0.0043 0.0059 913 
14 1521 1638 341 0.0022 0.0027 422 
15 1638 1755 258 0.0017 0.0022 337 
16 1755 1872 114 0.0007 0.0003 43 
17 1872 1989 146 0.0009 0.0010 159 
18 1989 2106 178 0.0012 0.0022 342 
19 2106 2223 187 0.0012 0.0036 548 
20 2223 2340 48 0.0003 0.0011 173 
Totals 499929 3.246 3.064 471874 
Average Chord Length (flm) 169.2 178.1 
Air Con1ent (%) 5.49 5.46 
Powers Spacing Factor (ftm) 150.2 159.0 
1. Calculated using Eq. 3.14 
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Table 3.8 Edge effect correction of mix 8 lineal data using 1 0 classes of 234 J.lm width 
MEASURED TRUE1 
CLASS LIMITS {flm) CHORDS NL (#/em) NL (#/em) CHORDS 
0 234 391354 2.5413 2.3398 360331 
2 234 468 81391 0.5285 0.5200 80085 
3 468 702 17293 0.1123 0.1149 17698 
4 702 936 4872 0.0316 0.0321 4939 
5 936 1170 1650 0.0107 0.0086 1320 
6 1170 1404 1436 0.0093 0.0098 1514 
7 1404 1638 1002 0.0065 0.0086 1322 
8 1638 1872 372 0.0024 0.0024 369 
9 1872 2106 324 0.0021 0.0034 519 
10 2106 2340 235 0.0015 0.0045 700 
Total Chords 499929 3.246 3.044 468796 
Average Chord length (flm) 190.8 198.9 
Air Content(%) 6.19 6.06 
Powers Spacing Factor{flm) 150.3 160.0 
1. Calculated using Eq. 3.14 
Table 3.9 Matrix of coefficients K;i used in the calculation of of a measured distribution, NL(i)", by Eq. 3.13 
20 classes, L = 2995.2 jlffi, class width =117.0 1.1m 
1.0195 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 0.0781 

















































































































































































































Table 3.10 Matrix of coefficients a;j used in the calculation of a true distribution, NL(i), by equation 3.14. 
20 classes, L = 2995.2 flm, class width =117.0 lim 
0.9808 -0.0782 -0.0749 -0.0717 -0.0684 -0.0652 -0.0619 -(1.0587 -0.0555 -0.0522 -0.0490 -0.0457 -0.0425 -0.0392 -0.0360 -0.0328 -0.0295 -0.0263 -0.0230 -0.0198 


















































































































































































































Table 3.11 Summary of edge effect correction of mix 8 lineal data using different class sizes 
MEASURED TRUE1 
Classes Class Size Air Content Average Chord Total NL Air Content Average Chord Total NL Powers Spacing 
(#) (J.Lm) (%) Length (J.Lm) (#/em) {%) Length (!lm) (#/em) Factor (J.Lm) 
80 29.25 5.18 159.5 3.246 5.18 168.4 3.070 159 
40 58.50 5.26 162.1 3.246 5.25 171.0 3.071 159 
20 117.0 5.49 169.2 3.246 5.46 178.1 3.064 159 
10 234.0 6.19 190.8 3.246 6.06 198.9 3.044 160 ~ 
"' "' 
1. Calculated using Eq. 3. 14 
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Table 3.12 Edge effect correction of mix 8 lineal data truncated at 40 classes of 29.25 J.Lm width 
MEASURED TRUE 1 
CLASS LIMITS (J.tm) CHORDS NL (#/em) NL (#/em) CHORDS 
1 0.00 29.25 117906 0.7656 0.7163 110310 
2 29.25 58.50 57044 0.3704 0,3327 51237 
3 58.50 87.75 48957 0.3179 0.2884 44418 
4 87.75 117.00 44976 0.2921 0.2702 41615 
5 117.00 146.25 38786 0.2519 0.2361 36362 
6 146.25 175.50 32727 0.2125 0.2015 31030 
7 175.50 204.75 27828 0.1807 0.1735 26725 
8 204.75 234.00 23130 0.1502 0.1458 22455 
9 234.00 263.25 18919 0.1229 0.1204 18539 
10 263.25 292.50 14708 0.0955 0.0938 14452 
11 292.50 321.75 12163 0.0790 0.0783 12062 
12 321.75 351.00 9980 0.0648 0.0648 9978 
13 351.00 380.25 8532 0.0554 0.0561 8647 
14 380.25 409.50 6389 0.0415 0.0419 6445 
15 409.50 438.75 5769 0.0375 0.0386 5937 
16 438.75 468.00 4931 0.0320 0.0334 5146 
17 468.00 497.25 4001 0.0260 0.0273 4206 
18 497.25 526.50 3167 0.0206 0.0217 3338 
19 526.50 555.75 2767 0.0180 0.0193 2965 
20 555.75 585.00 2106 0.0137 0.0146 2247 
21 585.00 614.25 1734 0.0113 0.0121 1860 
22 614.25 643.50 1476 0.0096 0.0104 1599 
23 643.50 672.75 1093 0.0071 0.0075 1163 
24 672.75 702.00 949 0.0062 0.0066 1018 
25 702.00 731.25 906 0.0059 0.0065 1001 
26 731.25 760.50 782 0.0051 0.0057 873 
27 760.50 789.75 649 0.0042 0.0047 726 
28 789.75 819.00 549 0.0036 0.0040 617 
29 819.00 848.25 477 0.0031 0.0035 541 
30 848.25 877.50 430 0.0028 0.0032 497 
31 877.50 906.75 548 0.0036 0.0045 688 
32 906.75 936.00 531 0.0034 0.0045 693 
33 936.00 965.25 357 0,0023 0.0030 464 
34 965.25 994.50 229 0.0015 0.0019 292 
35 994.50 1023.75 184 0.0012 0.0015 236 
36 1023.75 1053.00 218 0.0014 0,0019 300 
37 1053.00 1082.25 150 0.0010 0.0013 206 
38 1082.25 1111.50 207 0.0013 0.0020 307 
39 1111.50 1140.75 139 0.0009 0.0014 211 
40 1140.75 1170.00 166 0.0011 0.0017 266 
Totals 496560 3.224 3.063 471671 
Average Chord Length (Jlm) 150.2 158.0 
Air Content (%) 4.84 4.84 
Powers Spacing Factor (J.lm} 151.3 159.1 
1. Calculated using Eq. 3.14 
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Table 3.13 Edge effect correction of mix 8 lineal data truncated at 20 classes of 29.25 J.!m width 
MEASURED TRUE1 
CLASS LIMITS (ftm) CHORDS NL (#/em) NL (#/em) CHORDS 
0.00 29.25 117906 0.7656 0.7174 110484 
2 29.25 58.50 57044 0.3704 0.3339 51416 
3 58.50 87.75 48957 0.3179 0.2896 44603 
4 87.75 117.00 44976 0.2921 0.2715 41806 
5 117.00 146.25 38786 0.2519 0.2374 36558 
6 146.25 175.50 32727 0.2125 0.2028 31232 
7 175.50 204.75 27828 0.1807 0.1749 26934 
8 204.75 234.00 23130 0.1502 0.1472 22671 
9 234.00 263.25 18919 0.1229 0.1218 18761 
10 263.25 292.50 14708 0.0955 0.0953 14682 
11 292.50 321.75 12163 0.0790 0.0799 12299 
12 321.75 351.00 9980 0.0648 0.0664 10223 
13 351.00 380.25 8532 0.0554 0.0578 8900 
14 380.25 409.50 6389 0.0415 0.0436 6707 
15 409.50 438.75 5769 0.0375 0.0403 6208 
16 438.75 468.00 4931 0.0320 0.0352 5426 
17 468.00 497.25 4001 0.0260 0.0292 4496 
18 497.25 526.50 3167 0.0206 0.0236 3639 
19 526.50 555.75 2767 0.0180 0.0213 3277 
20 555.75 585.00 2106 0.0137 0.0167 2570 
Totals 484786 3.148 3.006 462894 
Average Chord Length (J.lm) 135.3 141.7 
Air Content (%) 4.26 4.26 
Powers Spacing Factor (J.lm) 150.5 157.6 
1. Calculated using Eq. 3.14 
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Table 3.14 Edge effect correction of mix 8 lineal data truncated a11 0 classes of 29.25 J.lm width 
MEASURED TRUE1 
CLASS LIMITS (j.tm) CHORDS NL (#/em) NL(#/cm) CHORDS 
0.00 29.25 117906 0.7656 0.7241 111512 
2 29.25 58.50 57044 0.3704 0.3408 52476 
3 58.50 87.75 48957 0.3179 0.2967 45695 
4 87.75 117.00 44976 0.2921 0.2788 42931 
5 117.00 146.25 38786 0.2519 0.2449 37719 
6 146.25 175.50 32727 0.2125 0.2106 32429 
7 175.50 204.75 27828 0.1807 0.1829 28168 
8 204.75 234.00 23130 0.1502 0.1555 23945 
9 234.00 263.25 18919 0.1229 0.1304 20076 
10 263.25 292.50 14708 0.0955 0.1042 16039 
Totals 424981 2.760 2.669 410989 
Average Chord Length (j.tm) 98.7 102.0 
Air Content (%) 2.72 2.72 
Powers Spacing Factor (j.tm) 134.7 139.2 
1. Claculated using Eq. 3.14 
Table 3.15 Summary of edge effect correction of mix 8 lineal data truncated at different classes of 29.25 11m 
MEASURED TRUE1 
Classes Class Size Air Content Average Chord Total NL Air Content Average Chord Total NL Powers Spacing 
(#) (~tm) (%) Length (~tm) (#/em) (%) Length (11m) (#/em) Factor (~tm) 
80 29.25 5.18 159.5 3.246 5.18 168.4 3.070 159 
40 29.25 4.84 150.2 3.224 4.84 158.0 3.063 159 
20 29.25 4.26 135.3 3.148 4.26 141.7 3.006 158 
10 29.25 2.72 98.7 2.760 2.72 102.0 2.669 139 ~ -I> 
0 
1 . Calculated using Eq. 3. 14 
Table 3.16 Matrix of coefficients M;j used in the calculation of a measured distribution, NA(i)', by Eq. 3.28. 
20 classes, L = 2995.2 J.lm, H = 2252.8 J.lm, class width = 25 1-1m 
1.0097 0.0268 0.0216 0.0193 0.0179 0.0169 0.0163 0.0158 0.0154 0.0151 0.0148 0.0147 0.0145 0.0144 0.0144 0.0143 0.0143 0.0143 0.0143 0.0143 






































































































































































































0.7646 0.0683 0.0553 0.0496 
0 0.7488 0.0688 0.0557 
0 0 0.7331 0.0693 
0 0 0 0.7176 
"" ~ 
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Table 3.17 Example showing the calculation of a measured distribution, NA(i)", 
using a hypothetical true distribution, NAOl 
NA (#/cm2) 
CLASS LIMITS (Jlm) TRUE MEASURED1 
1 0 25 0 0.0143 
2 25 50 0 0.0200 
3 50 75 0 0.0231 
4 75 100 0 0.0255 
5 100 125 0 0.0275 
6 125 150 0 0.0292 
7 150 175 0 0.0307 
8 175 200 0 0.0322 
9 200 225 0 0.0336 
10 225 250 0 0.0349 
11 250 275 0 0.0363 
12 275 300 0 0.0378 
13 300 325 0 0.0393 
14 325 350 0 0.0411 
15 350 375 0 0.0432 
16 375 400 0 0.0459 
17 400 425 0 0.0496 
18 425 450 0 0.0557 
19 450 475 0 0.0693 
20 475 500 1.00 0.7176 
NA (total) 1.00 1.41 
Average Profile 
Diameter (Jlm) 487.5 387.3 
1. Calculated using Eq. 3.28 and the M;j coefficients of Table 3.16 
Table 3.18 Matrix of coefficients N;j used in the calculation of of a true distriubution, NA(i), by Eq. 3.29. 
20 classes, L: 2995.2f.!m, H : 2252.8 flm, class width :25 llm 
0.9904 -0.0265 -{).0206 -o.0178 -0.0160 -0.0147 -0.0137 -0.0129 -0.0123 -0.0117 -0.0112 -0.0108 ..0.0104 -0.0100 -0.0097 -0.0095 -0.0092 -0.0090 -0.0088 -0.0086 


















































































































































































































Table 3.19 Example showing the calculation of a true distribution, NA(i), 
using a hypothetical measured distribution, NAUl* 
NA (#/cm2) 
CLASS LIMITS (~m) MEASURED TRUE1 
0 25 10 7.470 
2 25 50 10 6.611 
3 50 75 10 6.307 
4 75 100 10 6.178 
5 100 125 10 6.149 
6 125 150 10 6.192 
7 150 175 10 6.291 
8 175 200 10 6.440 
9 200 225 10 6.636 
10 225 250 10 6.879 
11 250 275 10 7.169 
12 275 300 10 7.511 
13 300 325 10 7.910 
14 325 350 10 8.373 
15 350 375 10 8.911 
16 375 400 10 9.540 
17 400 425 10 10.285 
18 425 450 10 11.185 
19 450 475 10 12.323 
20 475 500 10 13.936 
NA (total) 200 162.30 
Average Profile 
Diameter (J.tm) 250.0 283.4 
1. Calculated using Eq. 3.29 and the N;i coefficients of Table 3.18 
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Table 3.20 Continued 
MEASURED TRUE1 
CLASS LIMITS (11m) FEATURES NA (#/cm2) NA (#/cm2) FEATURES 
48 1175 1200 0 0.00 ·0.02 ·1 
49 1200 1225 0 0.00 -0.03 -2 
50 1225 1250 0.01 0.02 
51 1250 1275 0 0.00 -0.03 -2 
52 1275 1300 1 0.01 0.02 
53 1300 1325 0.01 0.02 
54 1325 1350 0.01 0.03 2 
55 1350 1375 0 0.00 -0.03 -2 
56 1375 1400 0.01 0.03 2 
57 1400 1425 0.01 0.04 3 
58 1425 1450 0 0.00 -0.03 -2 
59 1450 1475 1 0.01 0.04 3 
60 1475 1500 0.01 0.06 4 
61 1500 1525 0 0.00 -0.01 -1 
62 1525 1550 0 0.00 -0.01 -1 
63 1550 1575 0 0.00 -0.01 -1 
64 1575 1600 0 0.00 -0.02 -1 
65 1600 1625 0 0.00 -0.03 -2 
66 1625 1650 0 0.00 -0.04 -3 
67 1650 1675 0 0.00 -0.06 -4 
68 1675 1700 1 0.01 0.05 3 
69 1700 1725 0 0.00 -0.09 -6 
70 1725 1750 2 0.03 0.18 13 
71 1750 1775 0 0.00 -0.04 -3 
72 1775 1800 0 0.00 -0.09 -7 
73 1800 1825 2 0.03 0.25 17 
74 1825 1850 0 0.00 0.00 0 
75 1850 1875 0 0.00 0.00 0 
76 1875 1900 0 0.00 0.00 0 
77 1900 1925 0 0.00 0.00 0 
78 1925 1950 0 0.00 0.00 0 
79 1950 1975 0 0.00 0.00 0 
80 1975 2000 0 0.00 0.00 0 
Totals 24073 339.77 317.89 22523 
Average Feature Diameter (!J.m) 84.7 85.3 
Air Content (%) 5.30 5.29 
Powers Spacing Factor (l-1-m) 169 182 
1. Calculated using Eq. 3.29 
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Table 3.21 Edge effect correction of mix 8 areal data using 40 classes of 50 J.Lm width 
MEASURED TRUE1 
CLASS LIMITS (!lm) FEATURES NA (#/cm2) NA (#/cm2) FEATURES 
1 0 50 13484 190.32 180.61 12796 
2 50 100 4067 57.40 51.74 3666 
3 100 150 2345 33.10 29.75 2108 
4 150 200 1423 20.08 18.09 1282 
5 200 250 967 13.65 12.66 897 
6 250 300 599 8.45 7.95 563 
7 300 350 353 4.98 4.59 325 
8 350 400 267 3.77 3.66 259 
9 400 450 192 2.71 2.79 198 
10 450 500 105 1.48 1.46 103 
11 500 550 77 1.09 1.12 79 
12 550 600 44 0.62 0.56 40 
13 600 650 48 0.68 0.79 56 
14 650 700 31 0.44 0.54 38 
15 700 750 11 0.16 0.11 8 
16 750 800 16 0.23 0.29 21 
17 800 850 6 0.08 0.07 5 
18 850 900 4 0.06 0.02 
19 900 950 6 0.08 0.09 6 
20 950 1000 5 0.07 0.08 6 
21 1000 1050 4 0.06 0.07 5 
22 1050 1100 4 0.06 0.09 7 
23 1100 1150 2 0.03 0.04 3 
24 1150 1200 0 0.00 -0.04 -3 
25 1200 1250 O.D1 -0,01 0 
26 1250 1300 0.01 -O.D1 -1 
27 1300 1350 2 0.03 0.05 3 
28 1350 1400 1 0.01 0.00 0 
29 1400 1450 1 0.01 0.00 0 
30 1450 1500 2 0.03 0.09 7 
31 1500 1550 0 0.00 -0.02 -2 
32 1550 1600 0 0.00 -0.04 -3 
33 1600 1650 0 0,00 -0.07 -5 
34 1650 1700 1 0.01 -0.02 -1 
35 1700 1750 2 0.03 0.13 10 
36 1750 1800 0 0.00 -0.11 -8 
37 1800 1850 2 0.03 0.21 15 
38 1850 1900 0 0.00 0.00 0 
39 1900 1950 0 0.00 0.00 0 
40 1950 2000 0 0.00 0.00 0 
TOTALS 24073 339.77 317.31 22481 
Average Feature Diameter (J.lm) 87.2 87.9 
Air Content (%) 5.34 5.32 
Powers Spacing Factor (J.tm) 165 175 
1. Calculated using Eq.3.29 
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Table 3.22 Edge effect correction of mix 8 areal data using 20 classes of 1 00 ~ width 
MEASURED TRUE1 
CLASS LIMITS (fun) FEATURES NA (#1om2) NA (#1om2) FEATURES 
0 100 17551 247.72 230.1 B 16308 
2 100 200 3768 53.18 47.56 3370 
3 200 300 1566 22.1 20.44 144B 
4 300 400 620 8.75 8.23 583 
5 400 500 297 4.19 4.19 297 
6 500 600 121 1.71 1.66 118 
7 600 700 79 1.12 1.3 92 
B 700 800 27 0.38 0.42 30 
9 BOO 900 10 0.14 0.08 6 
10 900 1000 11 0.16 0.17 12 
11 1000 1100 8 0.11 0.16 12 
12 1100 1200 2 0.03 ·0.01 0 
13 1200 1300 2 0.03 ·0.02 ·1 
14 1300 1400 3 0.04 0.04 3 
15 1400 1500 3 0.04 0.11 7 
16 1500 1600 0 0 ·0.07 ·5 
17 1600 1700 1 0.01 ·0.05 ·3 
18 1700 1800 2 0.03 0.02 2 
19 1800 1900 2 0.03 0.17 12 
20 1900 2000 0 0 0 0 
TOTALS 24073 339.77 314.58 22291 
Average Feature Diameter (J.lm) 98.6 99.6 
Air Content(%) 5.62 5.55 
Powers Spacing Factor (J.lm} 146 156 
1. Calculated using Eq. 3.29 
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Table 3.23 Edge effect correction of mix 8 areal data using 10 classes of 200 J!ffi width 
MEASURED TRUE1 
CLASS LIMITS (f.Lm) FEATURES NA (#/cm2) NA (#/cm2) FEATURES 
0 200 21319 300.9 271.5 19236 
2 200 400 2186 30.85 28.03 1986 
3 400 600 418 5.9 5.69 403 
4 600 800 106 1.5 1.63 115 
5 800 1000 21 0.3 0.27 19 
6 1000 1200 10 0.14 0.13 9 
7 1200 1400 5 0.07 0.05 4 
8 1400 1600 3 0.04 0 0 
9 1600 1800 3 0.04 0.03 2 
10 1800 2000 2 0.03 0.13 9 
TOTALS 24073 339.77 307.46 21783 
Average Feature Diameter (J.!m) 129.6 131.0 
Air Content (%) 6.95 6.65 
Powers Spacing Factor (J.!m) 111 121 
1. Calculated using Eq.3.29 
Table 3.24 Summary of edge effect correction of mix 8 areal data using different class sizes 
MEASURED TRUE1 
Classes Class Size Air Content Average Profile Total NA Air Content Average Profile Total NA Powers Spacing 
(#) (!lm) (%) Diameter (!lm) (#/cm2) (%) Diameter (!lm) (#/cm2) Factor (rtm) 
80 25 5.30 84.7 339.77 5.29 85.3 317.89 182 
40 50 5.34 87.2 339.77 5.32 87.9 317.31 175 
20 100 5.62 98.6 339.77 5.55 99.6 314.58 156 




1. Calculated using Eq. 2.29 
i 5 i 
Table3.25 Edge effect correction of mix 8 areal data truncated at 40 classes of 25 11m width 
MEASURED TRUE1 
CLASS LIMITS (f.U11) FEATURES NA (#/cm2) NA (#/cm2) FEATURES 
0 25 8379 118.26 112.91 7999 
2 25 50 5105 72.05 68.01 4818 
3 50 75 2386 33.68 30.57 2166 
4 75 100 1681 23.73 21.28 1507 
5 100 125 1294 18.26 16.36 1159 
6 125 150 1051 14.83 13.43 951 
7 150 175 797 11.25 10.15 719 
8 175 200 626 8.84 7.96 564 
9 200 225 578 8.16 7.7 546 
10 225 250 389 5.49 5.02 355 
11 250 275 363 5.12 4.94 350 
12 275 300 236 3.33 3.06 217 
13 300 325 194 2.74 2.53 179 
14 325 350 159 2.24 2.07 147 
15 350 375 148 2.09 2.03 144 
16 375 400 119 1.68 1.65 117 
17 400 425 95 1.34 1.31 93 
18 425 450 97 1.37 1.48 105 
19 450 475 60 0.85 0.86 61 
20 475 500 45 0.64 0.62 44 
21 500 525 36 0.51 0.48 34 
22 525 550 41 0.58 0.64 46 
23 550 575 22 0.31 0.27 19 
24 575 600 22 0.31 0.29 21 
25 600 625 30 0.42 0.52 37 
26 625 650 18 0.25 0.29 20 
27 650 675 16 0.23 0.27 19 
28 675 700 15 0.21 0.28 20 
29 700 725 7 0.1 0.1 7 
30 725 750 4 0.06 0.03 2 
31 750 775 11 0.16 0.23 17 
32 775 800 5 0.07 0.09 7 
33 800 825 2 0.03 0,01 1 
34 825 850 4 0.06 0.08 6 
35 850 875 1 0.01 -0.01 -1 
36 875 900 3 0.04 0.05 4 
37 900 925 4 0.06 0.1 7 
38 925 950 2 0.03 0.04 3 
39 950 975 3 0.04 0.08 6 
40 975 1000 2 0.03 0.06 5 
Totals 24050 339.45 317.85 22521 
Average Feature Diameter (J.Lm) 83.5 84.5 
Air Content (%.) 4.83 4.83 
Powers Spacing Factor (J.lm) 172 182 
1. Calculated using Eq. 3.29 
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Table 3.26 Edge effect correction of mix 8 areal data truncated at 20 classes of 25 11m width 
MEASURED TRUE1 
CLASS LIMITS ()tm) FEATURES NA (#/em") NA (#/cm2) FEATURES 
1 0 25 8379 118.26 112.93 8001 
2 25 50 5105 72.05 68.04 4821 
3 50 75 2386 33.68 30.61 2169 
4 75 100 1681 23.73 21.32 1511 
5 100 125 1294 18.26 16.41 1162 
6 125 150 1051 14.83 13.48 955 
7 150 175 797 11.25 10.21 723 
8 175 200 626 8.84 8.03 569 
9 200 225 578 8.16 7.77 551 
10 225 250 389 5.49 5.1 361 
11 250 275 363 5.12 5.03 356 
12 275 300 236 3.33 3.16 224 
13 300 325 194 2.74 2.63 187 
14 325 350 159 2.24 2.19 155 
15 350 375 148 2.09 2.16 153 
16 375 400 119 1.68 1.79 127 
17 400 425 95 1.34 1.47 104 
18 425 450 97 1.37 1.66 118 
19 450 475 60 0.85 1.07 76 
20 475 500 45 0.64 0.89 63 
TOTALS 23802 335.95 315.96 22386 
Average Feature Diameter (JJ.m) 77.9 79.1 
Air Content ("/o) 3.72 3.71 
Powers Spacing Factor (!lm) 168 176 
1. Calculated using Eq. 3.29 
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Table 3.27 Edge effect correction of mix 8 areal data truncated at 10 classes of 25 J.Lm width 
MEASURED TRUE1 
CLASS LIMITS (fll11) FEATURES NA (#/cm2) NA (#/cm2) FEATURES 
0 25 8379 118.26 113.15 8017 
2 25 50 5105 72.05 68.36 4843 
3 50 75 2386 33.68 31 2197 
4 75 100 1661 23.73 21.78 1543 
5 100 125 1294 18.26 16.93 1199 
6 125 150 1051 14.83 14.08 998 
7 150 175 797 11.25 10.89 772 
8 175 200 626 8.84 8.82 625 
9 200 225 578 8.16 8.7 617 
10 225 250 389 5.49 6.26 443 
TOTALS 22286 314.55 299.97 21254 
Average Feature Diameter (J..Lm} 60.3 61.4 
Air Content (0/o) 1.75 1.75 
Powers Spacing Factor (J..Lm) 154 158 
1. Calculated using Eq. 3.29 
Table 3.28 Summary of edge effect correction of mix 8 areal data truncated at different classes of 25 J.Lm 
MEASURED TRUE1 
Classes Class Size Air Content Average Profile Total NA Air Content Average Profile Total NA Powers Spacing 
(#) (J.Lm) (%) Diameter (J.Lm) (#/cm2) (%) Diameter (J.Lm) (#/cm2) Factor (J.Lm) 
80 25 5.30 84.7 339.77 5.29 85.3 317.89 182 
40 25 4.83 83.5 339.45 4.83 84.5 317.85 182 
20 25 3.72 77.9 335.95 3.71 79.1 315.96 176 
10 25 1.75 60.3 314.55 1.75 61.4 299.97 158 ~ 
01 
""' 
1. Calculated using Eq. 3.29 
Table 3.29 Matrix of coefficients B;i used in the calculation of an areal distribution, NA(i), from a volume distribution, 
NvOl. using Eq. 3.53 
0.50000 0.42643 0.21230 0.14702 0.11302 0.09194 o.on54 0.06707 0.05910 0.05283 
0 1.07357 0.85844 0.48795 0.35843 0.28584 0.23851 0.20496 0.17984 0.16029 
0 0 1.42926 1.15267 0.68467 0.51632 0.41964 0.35527 0.30882 0.27351 
0 0 0 1.71236 1.38906 0.84371 0.64585 0.53104 0.45382 0.39757 
0 0 0 0 1.95482 1.59185 0.98007 0.75752 o.627n 0.54004 
0 0 0 0 0 2.17035 1.77210 1.10102 0.85678 0.71408 
0 0 0 0 0 0 2.36631 1.93590 1.21069 0.94684 
0 0 0 0 0 0 0 2.54723 2.08704 1.31168 
0 0 0 0 0 0 0 0 2.71612 2.22805 





Table 3.30 Example showing the calculation of an areal distribution, NA(i), 
using a hypothetical volume distlibution, NvOJ 
Hypothetical Calculated1 
CLASS LIMITS (f.lm) Nv (#/cm3) NA (#/cm2) 
0.0 0.2 0.0 0.132 
2 0.2 0.4 0.0 0.401 
3 0.4 0.6 0.0 0.684 
4 0.6 0.8 0.0 0.994 
5 0.8 1.0 0.0 1.350 
6 1.0 1.2 0.0 1.785 
7 1.2 1.4 0.0 2.367 
8 1.4 1.6 0.0 3.279 
9 1.6 1.8 0.0 5.570 
10 1.8 2.0 1000.0 7.188 
Totals 1000.0 23.75 
Average Feature 
Diameter (f.lm) 1.90 1.49 
1. Calculated using Eq. 3.53 and the Bij coefficients of Table 3.29 
Table 3.31 Matrix of coefficients J;j used in the calculation of a volume distribution, Nv(i), from an areal distribution, 
NAOJ, using Eq. 3.54 
2.00000 -0.79441 0.18005 -0.06655 0.01426 -0.00752 0.00049 -0.00134 -0.00038 -0.00045 
0 0.93147 -0.55946 0.11117 -0.05384 0.00669 -0.00773 -0.00110 -0.00202 -0.00102 
0 0 0.69967 -0.47098 0.08962 -0.04909 0.00411 -0.00796 -0.00181 -0.00240 
0 0 0 0.58399 -0.41497 0.07734 -0.04544 0.00276 -0.00793 -0.00217 
0 0 0 0 0.51156 -0.37520 0.06911 -0.04248 0.00195 -0.00779 
0 0 0 0 0 0.46076 -0.34505 0.06308 -0.04001 0.00142 
0 0 0 0 0 0 0.42260 -0.32118 0.05842 -0.03792 
0 0 0 0 0 0 0 0.39258 -0.30166 0.05466 
0 0 0 0 0 0 0 0 0.36817 -0.28531 





Table 3.32 Example showing the calculation of a volume distribution, Nv{i), 
from a synthetic distribution, NAG) 
Nv(#/cm3) 
CLASS LIMITS (fUll) NA (#/cm2)1 Ca!culated2 True1 
0.0 0.2 2200 278900 341000 
2 0.2 0.4 7000 1413535 1703000 
3 0.4 0.6 12800 5536889 5827000 
4 0.6 0.8 18800 13830369 13647000 
5 0.6 1.0 22067 22481156 21893000 
6 1.0 1.2 19800 24831722 24063000 
7 1.2 1.4 12933 18073304 18122000 
6 1.4 1.6 6067 9102831 9349000 
9 1.6 1.8 1933 2987755 3303000 
10 1.8 2.0 400 695625 799000 
Totals 104000 99232060 99047000 
Average Feature Diameter (flm) 0.90 1.05 1.05 
1. From a synthetic example by Cruz-Orive (Weibel1980, pg 203) 
2. Calculated using Eq. 3.54 and the J 11 coefficients in Table 3.31 
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Table 3.33 Area-to-volume conversion of mix 8 areal data using 80 classes of 25 ~m width 
CLASS LIMITS (ftm) NA (#/cm2) Nv(#/cm3) 1 
1 0 25 112.90 70396.81 
2 25 50 68.01 19079.19 
3 50 75 30.57 4844.77 
4 75 100 21.27 2454.61 
5 100 125 16.35 1453.19 
6 125 150 13.43 1129.04 
7 150 175 10.14 779.30 
8 175 200 7.96 345.09 
9 200 225 7.70 609.01 
10 225 250 5.01 176.78 
11 250 275 4.94 347.50 
12 275 300 3.06 139.33 
13 300 325 2.53 116.25 
14 325 350 2.07 60.90 
15 350 375 2.03 81.86 
16 375 400 1.64 75.68 
17 400 425 1.31 16.47 
18 425 450 1.48 82.97 
19 450 475 0.85 33.94 
20 475 500 0.62 26.75 
21 500 525 0.47 -4.34 
22 525 550 0.64 36.68 
23 550 575 0.27 6.29 
24 575 600 0.29 -10.78 
25 600 625 0.52 25.34 
26 625 650 0.28 7.55 
27 650 675 0.26 4.03 
28 675 700 0.27 14.13 
29 700 725 0.09 7.98 
30 725 750 0.02 -11.95 
31 750 775 0.22 11.31 
32 775 800 0.08 6.71 
33 800 825 0.00 -4.53 
34 825 850 0.06 5.75 
35 850 875 -0.02 -3.32 
36 875 900 0.03 -2.32 
37 900 925 0.07 4.64 
38 925 950 0.02 -2.37 
39 950 975 0.05 2.90 
40 975 1000 0.02 -2.50 
41 1000 1025 0.07 4.66 
42 1025 1050 0.00 -2.11 
43 1050 1075 0.04 0.75 
44 1075 1100 0.05 -0.15 
45 1100 1125 0.06 4.67 
46 1125 1150 -0.01 -0.04 
47 1150 1175 -0.02 -0.46 
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Table 3.33 Continued 
CLASS LIMITS (ftm) NA (#/cm2) Nv(#/cm3)1 
48 1175 1200 -0.02 0.42 
49 1200 1225 -0.03 -3.16 
50 1225 1250 0.02 2.83 
51 1250 1275 -0.03 -2.80 
52 1275 1300 0.02 0.35 
53 1300 1325 0.02 -0.59 
54 1325 1350 0.03 3.10 
55 1350 1375 -0.03 -2.65 
56 1375 1400 0.03 -0.67 
57 1400 1425 0.04 3.50 
58 1425 1450 -0.03 -2.91 
59 1450 1475 0.04 -0.40 
GO 1475 1500 0.06 3.55 
61 1500 1525 -0.01 -0.01 
62 1525 1550 -0.01 0,01 
63 1550 1575 -0.01 -0.09 
64 1575 1600 -0.02 0.14 
65 1600 1625 -0.03 -0.77 
66 1625 1650 -0.04 1.47 
67 1650 1675 -0.06 -6.81 
68 1675 1700 0.05 7.43 
69 1700 1725 -0.09 -11.95 
70 1725 1750 0.18 8.98 
71 1750 1775 -0.04 3.55 
72 1775 1800 -0.09 -14.81 
73 1800 1825 0.25 12.27 
74 1825 1850 0.00 0.00 
75 1850 1875 0.00 0.00 
76 1875 1900 0.00 0.00 
71 1900 1925 0.00 0.00 
78 1925 1950 0.00 0.00 
79 1950 1975 0.00 0.00 
80 1975 2000 0.00 0.00 
Totals 317.89 102347.87 
Average Feature Diameter ().tm) 85.32 31.06 
Air Content (%) 5.29 5.26 
Total Specific Surface 205.9 203.5 
Powers Spacing Factor (p.m) 180 182 
Philleo Factor (ftm) 99 
1. Calculated using Eq. 3.54 
i 6 i 
Table 3.34 Area-to-volume conversion of mix 8 areal data using 40 classes of 50 1-lm width 
CLASS LIMITS (!lm) NA (#/cm 2) Ny(#/cm3)1 
0 50 180.61 64875.49 
2 50 100 51.74 6576.73 
3 100 150 29.75 2603.33 
4 150 200 18.09 1138.72 
5 200 250 12.66 729.19 
6 250 300 7.95 437.27 
7 300 350 4.59 172.74 
8 350 400 3.66 125.14 
9 400 450 2.79 128.86 
10 450 500 1.46 40.48 
11 500 550 1.12 48.17 
12 550 600 0.56 0.32 
13 600 650 0.79 20.89 
14 650 700 0.54 27.86 
15 700 750 0.11 ·6.5 
16 750 800 0.29 12.53 
17 800 850 0.07 2.98 
18 850 900 0.02 ·2.61 
19 900 950 0.09 1.27 
20 950 1000 0.08 1.71 
21 1000 1050 0.07 0.02 
22 1050 1100 0.09 2.38 
23 1100 1150 0.04 3.33 
24 1150 1200 -0.04 ·1.91 
25 1200 1250 ·0.01 0.36 
26 1250 1300 -0.01 -2.08 
27 1300 1350 0.05 1.47 
28 1350 1400 0 0.77 
29 1400 1450 0 -3.1 
30 1450 1500 0.09 4.36 
31 1500 1550 -0.02 -0.06 
32 1550 1600 -0.04 0.05 
33 1600 1650 -0.07 -1.02 
34 1650 1700 -0.02 ·6.15 
35 1700 1750 0.13 9.23 
36 1750 1800 -0.11 -9.99 
37 1800 1850 0.21 7.34 
38 1850 1900 0 0 
39 1900 1950 0 0 
40 1950 2000 0 0 
Totals 317.3 76939.6 
Average Feature Diameter (~m) 87.9 41.2 
Air Content (%) 5.32 5.23 
Total Specific Surface {cm2/cm3) 210.1 205.1 
Powers Spacing Factor {~-tm) 175 182 
Philleo Factor (J-tm) 109 
1. Calculated using Eq. 3.54 
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Table 3.35 Area-to-volume conversion of mix 8 areal data using 20 classes of 1 oo J.tm width 
CLASS LIMITS (Jlm) NA (#/cm2) Nv(#/cm3)1 
0 100 230.18 42575.45 
2 100 200 47.56 3355.63 
3 200 300 20.44 072.10 
4 300 400 8.23 313.67 
5 400 500 4.19 159.01 
6 500 600 1.66 33.82 
7 600 700 1.30 41.20 
8 700 800 0.42 14.35 
9 800 900 0.08 -0.95 
10 900 1000 0.17 1.32 
11 1000 1100 0.16 5.42 
12 1100 1200 -0.01 0.00 
13 1200 1300 -0.02 -0.77 
14 1300 1400 0.04 -1.60 
15 1400 1500 0.11 4.19 
16 1500 1600 -0.07 -1 .1 0 
17 1600 1700 -0.05 -1.13 
18 1700 1800 0.02 -2.84 
19 1800 1900 0.17 4.14 
20 1900 2000 0.00 0.00 
Totals 339.8 47571.9 
Average Feature Diameter (Jlm) 99.6 66.1 
Air Content (%) 5.55 5.25 
Total Specific Surface (cm2/cm3) 225.9 219.1 
Powers Spacing Factor (Jlffi) 156 170 
Philleo Factor (Jlffi) 127 
1. Calculated using Eq. 3.54 
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Table 3.36 Area-to-volume conversion of mix 8 areal data using 10 classes of 200 11m width 
CLASS LIMITS ().lm) NA (#/cm 2) Nv(#/cm3)1 
0 200 271.50 26082.56 
2 200 400 28.03 1154.48 
3 400 600 5.69 161.62 
4 600 800 1.63 42.31 
5 800 1000 0.27 4.64 
6 1000 1200 0.13 2.06 
7 1200 1400 0.05 1.02 
8 1400 1600 0.00 -0.19 
9 1600 1800 0.03 -1.25 
10 1800 2000 0.13 2.20 
Totals 307.5 27449.5 
Average Feature Diameter ().lm) 131.0 112.0 
Air Content (%) 6.64 5.69 
Total Specific Surface (cm2/cm3) 283.4 241.8 
Powers Spacing Factor ().lm) 121 142 
Philleo Factor ().lm) 151 
1. Calculated using Eq. 3.54 
Table 3.37 Summary of area-to-volume conversion of mix 8 areal data using different size classes 
Area Distribution Volume Distribution1 
Classes Class Size Air Content Average Profile Total NA Air Content Average Sphere Total Nv Powers Spacing Philleo 
(#) (I'm) (%) Diameter (I'm) (#lcm2) (%) Diameter {J.tm) (#I em') Factor (I'm) Factor (I'm) 
80 25 5.29 85.3 317.9 5.26 31.1 102948 181 99 
40 50 5.32 87.9 317.3 5.23 41.2 76940 180 108 
20 100 5.55 99.6 314.6 5.25 66.1 47572 168 127 




1 . Calculated using Eq. 3.54 
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Table 3.38 Area-to-volume conversion of mix 8 areal data truncated 
at 40 classes of 25 11m width 
CLASS LIMITS (ll"') NA (#/cm2) Nv (#/cm3)1 
0 25 112.91 70397.81 
2 25 50 68.01 19079.48 
3 50 75 30.57 4844.93 
4 75 100 21.28 2454.72 
5 100 125 16.36 1453.28 
6 125 150 13.43 1129.11 
7 150 175 10.15 779.36 
8 175 200 7.96 345.14 
9 200 225 7.70 609.05 
10 225 250 5.02 176.81 
11 250 275 4.94 347.53 
12 275 300 3.06 139.35 
13 300 325 2.53 116.27 
14 325 350 2.07 60.92 
15 350 375 2.03 81.88 
16 375 400 1.65 75.70 
17 400 425 1.31 16.48 
18 425 450 1.48 82.99 
19 450 475 0.86 33.96 
20 475 500 0.62 26.76 
21 500 525 0.48 -4.33 
22 525 550 0.64 36.70 
23 550 575 0.27 6.31 
24 575 600 0.29 -10.76 
25 600 625 0.52 25.37 
26 625 650 0.29 7.58 
27 650 675 0.27 4.06 
28 675 700 0.28 14.16 
29 700 725 0.10 8.03 
30 725 750 0.03 -11.89 
31 750 775 0.23 11.38 
32 775 800 0.09 6.80 
33 800 825 0.01 -4.42 
34 825 850 0.08 5.89 
35 850 875 -0.01 -3.16 
36 875 900 0.05 -2.01 
37 900 925 0.10 4.81 
38 925 950 0.04 -1.31 
39 950 975 0.08 2.17 
40 975 1000 0.06 4.38 
Totals 317.9 102351.3 
Average Feature Diameter (J.tm) 84.5 31.1 
Air Content (%) 4.83 4.80 
Total Specific Surface (cm2/cm3) 222.5 220.8 
Powers Spacing Factor (!J.m) 182 184 
Philleo Factor (flm) 100 
1. Calculated using Eq. 3.54 
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Table 3.39 Area-to-volume conversion of mix 8 areal data truncated 
at 20 classes of 25 f.tm width 
CLASS LIMITS (J.tm) NA (#/cm2) Nv (#/cm3)1 
0 25 112.93 70410.04 
2 25 50 68.o4 19084.17 
3 50 75 30.61 4848.08 
4 75 100 21.32 2457.20 
5 100 125 16.41 1455.40 
6 125 150 13.48 1131.05 
7 150 175 10.21 781.21 
8 175 200 8.03 346.97 
9 200 225 7.n 610.93 
10 225 250 5.10 178.79 
11 250 275 5.03 349.67 
12 275 300 3.16 141.73 
13 300 325 2.63 118.95 
14 325 350 2.19 64.10 
15 350 375 2.16 85.50 
16 375 400 1.79 80.78 
17 400 425 1.47 21.32 
18 425 450 1.66 95.09 
19 450 475 1.07 35.79 
20 475 500 0.89 85.48 
Totals 316.0 102382.2 
Average Feature Diameter (J.tm) 79.1 30.9 
Air Content (%) 3.71 3.68 
Total Specific Surtace (cm2/cm3) 269.6 267.6 
Powers Spacing Factor (J.tm) 176 178 
Philleo Factor (J.tm) 105 
1 . Calculated using Eq.3.54 
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Table 3.40 Area-to-volume conversion of mix 8 areal data truncated 
at 1 0 classes of 25 11m width 
CLASS LIMITS (J.Lm) NA (#/cm2) Nv (#/cm3)1 
1 0 25 113.15 70500.91 
2 25 50 68.36 19127.11 
3 50 75 31.00 4882.22 
4 75 100 21.78 2491.11 
5 100 125 16.93 1489.17 
6 125 150 14.08 1178.85 
7 150 175 10.89 816.24 
8 175 200 8.82 471.45 
9 200 225 8.70 567.87 
10 225 250 6.26 870.31 
Totals 300.0 102395.3 
Average Feature Diameter (J.Lm) 61.4 29.3 
Air Content (%) 1.75 1.72 
Total Specific Surface (cm2/cm3) 421.6 419.4 
Powers Spacing Factor (ftm) 158 160 
Philleo Factor (J.Lm) 119 
1. Calculated using Eq. 3.54 
Table 3.41 Summary of area-to-volume analyses of mix 8 areal data using distributions truncated at different classes of 25 11m width 
Area Distribution Volume Dlstribution1 
Classes Class Size Air Content Average Profile Total NA Air Content Average Sphere Total Nv Powers Spadng Philleo 
(#) (11m) (%} Diameter (J.tm) (#/cm2) (%) Diameter (j.l.m) (l#cm3) Factor (11m) Factor (11m) 
80 25 5.29 85.3 317.9 5.26 31.1 102348 181 99 
40 25 4.83 84.5 317.9 4.80 31.1 102351 184 100 
20 25 3.71 79.1 316.0 3.68 30.9 102382 178 105 




1. Calculated using Eq. 3.54 
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Table 3.42 Comparison of spacing factors from volume distributions 1 calculated using the 
largest 85 and 40 classes2 of measured areal data 
MAGNIFICATION 12x 
Sample Powers spacing factor 
85 classes 40 classes Change(%) 85 classes 
451 393 -12.9 212 
2 474 405 -14.6 224 
3 182 171 -6.0 133 
4 119 120 0.8 110 
5 140 135 -3.6 114 
6 125 127 1.6 110 
7 192 196 2.1 142 
8 207 211 1.9 146 
9 224 220 -1.8 167 
10 195 198 1.5 157 
MAGNIFICATION 30x 
Sample Powers spacing factor 
85 classes 40 classes Change(%) 85 classes 
1 383 350 -8.6 156 
2 465 387 -16.8 164 
3 177 164 -7.3 106 
4 113 113 0.0 92 
5 127 120 -5.5 98 
6 130 124 -4.6 100 
7 186 189 1.6 115 
8 182 164 1.1 99 
9 217 213 -1.8 121 
10 177 179 1.1 105 
1 . Calculated using Eq. 3.54 
2. Class size = 25 J.tm 
Philleo factor 
























Table 4.1 Lineal analysis total chord density 
Total Chord Density (#/em) 
Specimen Magnification 12x Magnification 30x 
NL*1 NL2 % Change3 NL*1 NL2 %Change3 
0.922 0.893 -3.1 1.547 1.473 -4.8 
2 0.870 0.841 -3.3 1.147 1.070 -6.7 
3 3.487 3.412 -2.2 3.933 3.760 -4.4 
4 5.242 5.158 -1.6 5.243 5.033 -4.0 
5 3.940 3.877 -1.6 4.291 4.153 -3.2 
6 4.109 4.050 -1.4 4.132 3.965 -4.0 
7 3.268 3.189 -2.4 3.380 3.181 -5.9 
8 2.821 2.752 -2.4 3.247 3.074 -5.3 
9 2.452 2.391 -2.5 2.873 2.711 -5.6 
10 3.753 3.657 -2.6 4.341 4.084 -5.9 
Averages -2.3 -5.0 
1. Total number of chords per unit length as measured 
2. Total number of chords per unit length after correction for edge effects 
3. Percentage change due to correction for edge effects 
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Table 4.2 Areal analysis total profile density 
Total Profile Density (#/cm2) 
Specimen Magnification 12x Magnification 30x 
NA*1 NA2 % Change3 NA*1 NA2 %Change3 
98 95 -2.7 151 144 -5.0 
2 87 85 -2.5 125 119 -5.2 
3 338 328 -3.0 430 404 -6.0 
4 552 537 -2.7 708 670 -5.4 
5 443 432 -2.5 603 571 -5.2 
6 497 485 -2.4 565 536 -5.1 
7 236 227 -3.8 305 281 -7.9 
8 201 194 -3.5 340 318 -6.5 
9 171 164 -4.1 241 222 -7.8 
10 229 219 -4.4 336 325 -3.3 
Averages -3.3 -5.9 
1. Total number of profiles per unit length as measured 
2. Total number of profiles per unit length after correction for edge effects 
3. Percentage change due to correction for edge effects 
Table 4.3 Total number of air voids per unit volume- magnification 12x 
TOTAL AIR-VOID DENSITY (#/cm3 ) 
CLASS LIMITS (~m) Specimen 
1 2 3 4 5 6 7 8 9 10 
0 25 3593 3048 5674 1447 16669 8455 7951 10154 7249 3062 
2 25 50 10487 9028 18466 30906 25313 28989 11781 11122 6117 8079 
3 50 75 2745 2519 9117 17467 13168 14676 3841 3357 2513 3493 
4 75 100 1251 1351 6519 12392 8630 10288 3211 2279 1813 2803 
5 100 125 432 375 3211 5218 4368 5593 1510 1165 1239 1736 
6 125 150 261 271 1826 3548 2669 3083 1500 1091 921 1250 
~ 
7 150 175 167 144 1155 1515 1370 1437 709 652 741 963 
-..j 
1\l 
8 175 200 116 69 713 1107 721 693 662 454 487 706 
9 200 225 30 16 364 606 509 530 545 415 418 522 
10 225 250 61 57 393 355 239 290 262 167 269 408 
11 250 275 20 12 202 244 150 215 344 349 306 314 
12 275 300 19 61 119 132 131 141 135 139 140 244 
13 300 325 26 -11 123 102 61 56 190 118 143 187 
14 325 350 20 30 74 90 73 76 88 94 102 118 
15 350 375 9 6 37 19 35 43 56 52 82 141 
1 - 85 0 2125 19327 17036 48211 75365 74242 74725 33138 31942 22838 24462 
Table 4.4 Total number of air voids per unit volume- magnification 30x 
TOTAL AIR-VOID DENSITY (#/cm3) 
CLASS LIMITS (!lm) Specimen 
1 2 3 4 5 6 7 8 9 10 
0 25 32181 26011 46097 34386 35145 40058 34617 70397 39543 50390 
2 25 50 9258 8338 20691 39432 39158 29976 14656 19079 8657 13848 
3 50 75 4416 3586 10961 25681 19779 19304 4868 4845 3504 4690 
4 75 100 1644 1332 7069 14044 10843 10940 3234 2455 1951 3699 
5 100 125 673 551 3413 6309 5137 5425 1935 1453 1427 2105 
6 125 150 292 220 2027 3056 2785 2117 1347 1129 1076 1381 
~ 
7 150 175 182 114 1013 1555 1241 1295 786 779 773 987 -.J w 
8 175 200 69 68 677 846 713 677 694 345 320 861 
9 200 225 60 16 487 596 432 336 528 609 525 444 
10 225 250 56 62 314 194 211 276 256 177 260 433 
11 250 275 46 20 165 267 158 138 356 348 283 361 
12 275 300 12 23 184 118 93 102 165 139 82 312 
13 300 325 14 29 68 105 110 38 154 116 143 180 
14 325 350 27 27 61 23 11 72 115 61 149 114 
15 350 375 25 -3 54 43 39 27 41 82 27 137 
1 - 85 0 2125 49030 40457 93473 126815 115973 110914 64080 102348 59014 80363 
Table 4.5 Average chord, profile, and air-void sizes for magnifications of 12x and 30x 
AVERAGE FEATURE SIZE (J.Lm) 
SPECIMEN Magnification 12x Magnification 30x 
Chord Length Profile Diameter Sphere Diameter Chord Length Profile Diameter Sphere Diameter 
1 242 85 49 150 66 29 
2 255 84 50 217 67 29 
3 147 95 68 138 81 43 
4 122 85 71 124 72 53 
5 122 81 58 100 70 49 ~ 
--J 
6 109 83 65 126 71 48 ..,.. 
7 188 124 69 188 104 44 
8 188 122 61 169 85 31 
9 192 137 72 179 105 38 
10 197 145 90 189 108 41 
Table 4.6 Air-void spacing parameters 
SPECIMEN POWERS SPACING FACTOR (flm) PHILLEO FACTOR (flffi) 
Manual1 Lineal Distribution2 Areal Distribution3 Volume Distribution4 Areal Analysis 
12x 30x 12x 30x 12x 30x 12x 30x 
396 422 259 448 378 450 382 212 156 
2 349 441 362 471 458 473 464 223 164 
3 113 165 153 182 176 182 176 132 106 
4 119 105 107 119 111 118 111 109 92 
5 117 144 114 140 126 140 125 114 97 -..j 
01 
6 100 120 126 124 129 124 129 110 99 
7 228 169 170 191 185 191 185 142 115 
8 195 177 158 206 180 206 181 146 99 
9 213 209 185 224 215 223 216 167 121 
10 209 169 151 194 175 194 176 157 105 
1 . Modified point count analysis 
2. Lineal image analysis 
3. Areal image analysis 
4. Volume distribution from areaJ analysis 
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Figure 2.2 Typical grey level histogram of an air-entrained concrete 
image showing the threshold value distinguishing air 
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Figure 2.3 Average form factor versus class for the different admixture and 
non-air-entrained sample groups 
1 
... 
0 -0 0.8-cu 
\1 \1 \1 \1 \1 \1 u. \1 T T T \1 \1 \1 \1 T T T \1 \1 








I I I I I I I I 
1 3 5 7 9 11 13 15 17 
Class { width = 25 11m ) 







r = 0.83 
0+-----~--------~-----r----~--~ 
2 4 6 8 
Air Content (% volume) 













Plotted required survey areas are an average of the values in Tables 2.8 and 2.9. 
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Figure 2.6 Required traverse length (68% confidence) versus air content. 
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Figure 3.1 Field of view showing a feature intersected by a frame edge 
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Figure 3.2 Range in which the center of lineal features, of length li, can be located 
and be at least partially visable in the field of view 
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Figure 3.3 Range in which the center of lineal features, of length 1;, can be located 
and not be intersected by a frame edge 
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Figure 3.4 Range in which the center of lineal features, of length li, can be located 








Figure 3.5 Field of view showing the intersection of areal features by the frame edges 
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Figure 3.6 Range in which the center of circular features, of diameter y1, can be located 
and be at least partially visable in the field of view 
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Figure 3.7 Range in which the center of diameter Yi circular features can be located 
and not be intersected by a frame edge 
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Figure 3.8 Area A;i around the field of view in which the center of diameter Yi circular 
features can be located and have a measured area with an AED 







Figure 3.9 Diameter x sphere being intersected by a plane surface at a distance z from its center, 
resulting in a diameter y profile 
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Figure 3.10 Total number of features versus the number of classes 
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Figure 3.11 Powers spacing factor versus number of classes 














Figure 3.12 Number of features per unit area versus class resulting from 
intersecting a volume containing 1000 spheres per unit volume 
in class 10 
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Figure 4.1 Lineal analysis total chord density- magnification 12x 
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Figure 4.2 Lineal analysis total chord density - magnification 30x 
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Figure 4.3 Cumulative chord density versus chord length 
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Figure 4.4 Areal analysis total profile density - magnHication 12x 
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Figure 4.5 Areal analysis total profile density- magnification 30x 
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Figure 4.7 Mix 6 air-void distribution at magnifications of 12x and 30x 
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Figure 4.8 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 1 at magnification 12x. 
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Figure 4.9 Proportion of total features versus feature size for chord, profile, and sphere 



































Figure 4.1 0 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 3 at magnification 12x. 
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Figure 4.11 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 4 at magnification 12x. 
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Figure 4.12 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 5 at magnification 12x. 
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Figure 4.13 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 6 at magnification 12x. 
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Figure 4.14 Proportion of total features versus feature size lor chord, profile, and sphere 
distributions for mix 7 at magnification 12x. 
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Figure 4.15 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 8 at magnification 12x. 
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Figure 4.16 Proportion of total features versus feature size for chord, profile, and sphere 
distributions tor mix 9 at magnification 12x. 
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Figure 4.17 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 10 at magnification 12x. 
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Figure 4.18 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 1 at magnification 30x. 
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Figure 4.19 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 2 at magnification 30x. 
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Figure 4.20 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 3 at magnification 30x. 
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Figure 4.21 Proportion of total features versus feature size for chord, profile, and sphere 







































Figure 4.22 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 5 at magnification 30x. 
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Figure 4.23 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 6 at magnification 30x. 
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Figure 4.24 Proportion of total features versus feature size for chord, profile, and sphere 
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Figure 4.25 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 8 at magnification 30x. 
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Figure 4.26 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 9 at magnification 30x. 
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Figure 4.27 Proportion of total features versus feature size for chord, profile, and sphere 
distributions for mix 1 0 at magnification 30x. 
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Figure 4.33 Areal analysis Powers spacing factor versus surface scaling 
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Figure 4.38 Cumulative percent of total air content versus chord length for the 
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Figure 4.40 Cumulative percent of total air content versus chord length for the 
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Figure 4.42 Cumulative percent of total air content versus profile diameter for the 
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Figure 4.43 Cumulative percent of total air content versus profile diameter for the 
multicomponent samples 
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Figure 4.44 Cumulative percent of total air content versus profile diameter for the 
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Figure 4.46 Cumulative percent of total air content versus air-void diameter for the 
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Figure 4.48 Cumulative percent of total air content versus air-void diameter for the 
cocamide DEA samples 
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Figure 4.51 Cumulative percent of total air content versus air-void diameter, averages for the different air-entraining agents 
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APPENDIX A 
Batching and Strength Test Results 
The batching information and strength test results were provided by Professional 
Service Industries, Inc. All samples were mixed on 3/22188 in a laboratory provided by Solvay 
Construction Materials. The samples were mixed in a nine cubic foot motorized mixer 
following the procedures in ASTM C 192. The 3 x 6 in. cylinder molds were manufactured by 
M. A. Industries. Inc. of Peachtree City, Ga. The compression tests were pertonmed with an 
E.l.E. 400,000 lb. test machine. 
222 














1. ASTM C 231 
2. ASTM C 143 








































Table A.2 Batching and compression test results for mix 3 and mix 4 
Vinsol Resin 1 
Mix 3 Mix 4 
Cement 510 511 (lbs.) 
Coarse Aggregate 1776 1780 (lbs.) 
Fine Aggregate 1404 1407 (lbs.) 
Water 278 270 (lbs.) 
Al.-2 6.5 6.5 (%) 
Slump3 4 3 3/4 (in.) 
Unit Wt.4 144.5 144.5 (#/ft3) 
Water/Cement 0.55 0.53 
Compressive Strength 
1 Day 1113 1120 (psi) 
3 Days 2576 2542 (psi) 
?Days 3713 3652 (psi) 
28 Days 5347 5293 (psi) 
1. Manulacured by Hercules Chemical 
2. ASTM C 231 
3. ASTM C 143 
4. ASTM C 138 
224 
Table A.3 Batching and compression test results for mix 5 and mix 6 
Micro-Air (Multi-Component) 1 
Mix 5 Mix 6 
Cement 517 515 (lbs.} 
Coarse Aggregate 1799 1792 (lbs.} 
Fine Aggregate 1422 1417 (lbs.} 
Water 273 272 (lbs.} 
Al.-2 6.0 6.25 (%} 
Slump3 3 3/4 3 3/4 (in.} 
UnltWt.4 146.1 145.5 (#/ft3} 
Water/Cement 0.53 0.53 
Compressive Strength 
1 Day 1130 1015 (psi) 
3 Days 2636 2547 (psi) 
7 Days 3708 3689 (psi} 
28 Days 5117 4982 (psi) 
1. Manufacured by Master Builders, Inc. 
2. ASTM C231 
3. ASTM C 143 
4. ASTM C 138 
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Table A.4 Batching and compression test results for mix 7 and mix 8 
Catexol A.E. 260 (Cocamide DEAl 1 
Mix7 MixS 
Cement 512 513 (lbs.) 
Coarse Aggregate 1783 1787 (lbs.) 
Fine Aggregate 1409 1413 (lbs.) 
Water 279 271 (lbs.) 
Alr-2 7.0 6.8 (%) 
Slump3 6 3/4 5 3/4 (in.) 
Unit Wt.4 145.1 145.1 (#/ft3) 
Water/Cement 0.55 0.53 
Compressive Strength 
1 Day 1196 1295 (psi) 
3Days 2735 2957 (psi) 
7Days 3945 4100 (psi) 
28 Days 5382 5756 (psi) 
i. Manufacured by Solvay Construction Materials 
2. ASTM C 231 
3. ASTM C 143 
4. ASTM C 138 
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Table A.5 Batching and compression test results for mix 9 and mix 1 0 



























1 . Manufacured by Solvay Construction Materials 
2. ASTM C231 
3. ASTM C 143 


























Modified Point Count Test Results 
The ten mixes used in this study were sectioned. polished, and petrographically 
analyzed by Professional Service Industries, Inc. during April 1988. The results of the 
modified point count analyses provided in this appendix are as reported in their report dated 
5/13/88. 
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Table B. 1 Modified point count 1 results for mix 1 and mix 2 
Mix 1 
Section 
Longitudinal2 Top3 Middle4 
Air Content 3.3 1.3 1.9 (volume%) 
Paste Content 26.8 36.5 23.5 (volume%) 
Specific Surface 370.9 559.5 339.4 (in2/in3) 
Powers Spacing Factor 0.016 0.017 0.021 (in.) 
Paste-Air Ratio 8.1 26.8 12.3 
Traverse Length 104.3 100.4 100.0 (in.) 
Area Traversed 13.8 7.1 7.1 (in.2) 
Mix2 
Section 
Longitudinal2 Top3 Middle4 
Air Content 2.8 3.9 1.7 (volume%) 
Paste Content 26.0 37.9 23.5 (volume%) 
Specific Surface 446.4 333.3 335.8 (in2/in3 ) 
Powers Spacing Factor 0.014 0.019 0.022 (in.) 
Paste-Air Ratio 9.2 9.8 13.9 
Traverse Length 100.1 98.4 101.5 (in.) 
Area Traversed 15.0 7.1 7.1 (in.2) 
1. ASTM C 457-82a 
2. Section through the center of the 3 x 6 in. cylinder 
3. Transverse section at top of cylinder (top surface polished) 
4. Transverse section at cylinder mid-height 
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Table 8.2 Modified point count 1 results for mix 3 and mix 4 
Mix3 
Section 
Longitudinaf2 Top3 Middle4 
Air Content 7.6 10.0 6.4 (volume%) 
Paste Content 23.5 39.0 23.9 (volume%) 
Specific Surface 694.8 895.3 782.9 (in2iin3) 
Powers Spacing Factor 0.005 0.004 0.005 (in.) 
Paste·Air Ratio 3.1 3.9 3.7 
Traverse Length 100.5 100.2 99.6 (in.) 
Area Traversed 15.0 7.1 7.1 (in. 2) 
Mix 4 
Section 
Longitudinaf2 Top3 Mlddle4 
Air Content 6.9 8.8 6.4 (volume%) 
Paste Content 21.6 37.3 22.5 (volume%) 
Specific Surface 670.0 925.3 828.8 (in2/in3) 
Powers Spacing Factor 0.005 0.005 0.004 (in.) 
Paste·Air Ratio 3.1 4.2 3.5 
Traverse Length 102.4 99.8 99.9 (in.) 
Area Traversed 16.0 7.1 7.1 (in.2) 
1. ASTM C 457·82a 
2. Section through center of the 3 x 6 in. cylinder 
3. Transverse section at cylinder top (top surface polished) 
4. Transverse section at cylinder mid-height 
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Table 8.3 Modified point count1 results fo mix 5 and mix 6 
Mix 5 
Section 
LongitudinaF Top3 Middle4 
Air Content 6.0 7.5 9.2 (volume%) 
Paste Content 20.0 33.1 24.2 (volume%) 
Specific Surface 720.9 806.3 654.3 (in2rin3) 
Powers Spacing Factor 0.005 0.005 0.004 (in.) 
Paste-Air Ratio 3.3 4.5 2.6 
Traverse Length 99.2 98.8 100.4 (in.) 
Area Traversed 15.0 7.1 7.1 (in.2) 
Mix 6 
Section 
LongitudinaF Top3 Middle4 
Air Content 7.2 7.7 9.0 (volume%) 
Paste Content 19.9 31.9 27.1 (volume%) 
Specific Surface 700.9 1048.2 694.4 (in2iin3) 
Powers Spacing Factor 0.004 0.004 0.004 (ln.) 
Paste-Air Ratio 2.8 4.1 3.0 
Traverse Length 104.7 99.1 98.7 (in.) 
Area Traversed 16.8 7.1 7.1 (in.2) 
1. ASTM C 457 -82a 
2. Section through center of the 3 x 6 in. cylinder 
3. Transverse section at cylinder top (top surtace polished) 
4. Transverse section at cylinder mid-height 
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Table 8.4 Modified point count 1 results for mix 7 and mix 8 
Mix7 
Section 
LongitudinaF Top3 Middle4 
Air Content 7.2 6.7 6.9 (volume%) 
Paste Content 21.6 31.3 21.9 (volume%) 
Specific Surtace 334.4 545.4 404.5 (in2/in3) 
Powers Spacing Factor 0.008 0.008 0.008 (in.) 
Paste-Air Ratio 3.0 4.7 3.2 
Traverse Length 103.1 99.5 99.8 (in.) 
Area Traversed 16.2 7.1 7.1 (in.2) 
Mix 8 
Section 
Longitudinal2 Top3 Middle4 
Air Content 6.2 5.1 6.8 (volume%) 
Paste Content 19.5 36.1 22.7 (volume%) 
Specific Surtace 410.6 710.0 429.2 (in2/in3) 
Powers Spacing Factor 0.008 0.008 0.008 (in.) 
Paste-Air Ratio 3.1 7.0 3.3 
Traverse Length 99.5 99.2 99.2 (in.) 
Area Traversed 15.1 7.1 7.1 (in.2) 
L ASTM C 457-82a 
2. Section through center of the 3 x 6 in. cylinder 
3. Transverse section at cylinder top (top surface polished) 
4. Transverse section at cylinder mid-height 
232 
Table 8.5 Modified point count1 results for mix 9 and mix 10 
Section 
Longitudinal2 Top3 Middle4 
Air Content 6.1 5.0 6.5 (volume%) 
Paste Content 20.1 37.0 21.1 (volume%) 
Specific Surface 392.1 650.1 453.0 (in2/in3) 
Powers Spacing Factor 0.008 0.008 0.007 (in.) 
Paste-Air Ratio 3.3 7.4 3.3 
Traverse Length 99.9 99.9 98.7 (in.) 
Area Traversed 15.6 7.1 7.1 (in. 2) 
Mix 10 
Section 
LongitudinaF Top3 Middle4 
Air Content 8.1 7.1 6.6 (volume%) 
Paste Content 24.7 31.7 20.4 (volume%) 
Specific Surface 369.7 551.0 405.3 (in2iin3) 
Powers Spacing Factor 0.008 0.008 0.008 (in.) 
Paste-Air Ratio 3.1 4.4 3.1 
Traverse Length 105.4 99.6 99.2 (in.) 
Area Traversed 15.0 7.1 7.1 (in.2) 
1 . ASTM C 457 -82a 
2. Section through center of the 3 x 6 in. cylinder 
3. Transverse section at cylinder top (top surface polished) 
4. Transverse section at cylinder mid-height 
APPENDIX C 
Edge effect correction of 480 lines/frame lineal image analysis data 
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Table C.1 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1470.50 1499.91 35 0.0006 0.0005 31 
52 1499.91 1529.32 30 0.0005 0.0004 26 
53 1529.32 1558.73 40 0.0007 0.0006 39 
54 1558.73 1588.14 45 0.0007 0.0007 45 
55 1588.14 1617.55 55 0.0009 0.0010 59 
56 1617.55 1646.96 37 0.0006 0.0006 37 
57 1646.96 1676.37 37 0.0006 0.0006 37 
58 1676.37 1705.78 52 0.0008 0.0009 57 
59 1705.78 1735.19 32 0.0005 0.0005 32 
60 1735.19 1764.60 28 0.0005 0.0004 27 
61 1764.60 1794.01 37 0.0006 0.0006 40 
62 1794.01 1823.42 33 0.0005 0.0006 35 
63 1823.42 1852.83 45 0.0007 0.0008 51 
64 1852.83 1882.24 48 0.0008 0.0009 56 
65 1882.24 1911.65 44 0.0007 0.0008 52 
66 1911.65 1941.06 27 0.0004 0.0005 30 
67 1941.06 1970.47 45 0.0007 0.0009 55 
68 1970.47 1999.88 43 0.0007 0.0009 53 
69 1999.88 2029.29 36 0.0006 0.0007 44 
70 2029.29 2058.70 26 0.0004 0.0005 31 
71 2058.70 2088.11 22 0.0004 0.0004 26 
72 2088.11 2117.52 28 0.0005 0.0006 35 
73 2117.52 2146.93 26 0.0004 0.0005 32 
74 2146.93 2176.34 27 0.0004 0.0006 34 
75 2176.34 2205.75 25 0.0004 0.0005 32 
76 2205.75 2235.16 27 0.0004 0.0006 35 
77 2235.16 2264.57 23 0.0004 0.0005 30 
78 2264.57 2293.98 24 0.0004 0.0005 32 
79 2293.98 2323.39 25 0.0004 0.0006 34 
80 2323.39 2352.80 23 0.0004 0.0005 32 
81 2352.80 2382.21 16 0.0003 0.0004 22 
82 2382.21 2411.62 23 0.0004 0.0005 33 
83 2411.62 2441.03 15 0.0002 0.0004 22 
84 2441.03 2470.44 15 0.0002 0.0004 22 
85 2470.44 2499.85 12 0.0002 0.0003 18 
Totals 56629 0.921 0.893 54873 
Average Chord Length (flm} 233.2 240.7 
Air Content (%) 2.15 2.15 
Powers Spacing Factor !J.t,m) 407 420 
1. Calculated using Eq. 3.14 
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Table C.2 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS NL {#/em) N, (#/em) CHORDS 
51 1470.50 1499.91 35 0.0006 0.0005 29 
52 1499.91 1529.32 30 0.0005 0.0004 23 
53 1529.32 1558.73 40 0.0007 0.0006 36 
54 1558.73 1588.14 45 0.0007 0.0007 43 
55 1588.14 1617.55 55 0.0009 0.0009 57 
56 1617.55 1646.96 37 0.0006 0.0006 34 
57 1646.96 1676.37 37 0.0006 0.0006 35 
58 1676.37 1705.78 52 0.0008 0.0009 55 
59 1705.78 1735.19 32 0.0005 0.0005 30 
60 1735.19 1764.60 28 0.0005 0.0004 25 
61 1764.60 1794.01 37 0.0006 0.0006 37 
62 1794.01 1823.42 33 0.0005 0.0005 32 
63 1823.42 1852.83 45 0.0007 0.0008 49 
64 1852.83 1882.24 58 0.0009 0.0011 67 
65 1882.24 1911.65 54 0.0009 0.0010 63 
66 1911.65 1941.06 27 0.0004 0.0004 27 
67 1941.06 1970.47 45 0.0007 0.0008 52 
68 1970.47 1999.88 63 0.0010 0.0013 78 
69 1999.88 2029.29 36 0.0006 0.0007 42 
70 2029.29 2058.70 38 0.0006 0.0007 45 
71 2058.70 2088.11 22 0.0004 0.0004 24 
72 2088.11 2117.52 28 0.0005 0.0005 32 
73 2117.52 2146.93 26 0.0004 0.0005 30 
74 2146.93 2176.34 49 0.0008 0.0010 63 
75 2176.34 2205.75 25 0.0004 0.0005 30 
76 2205.75 2235.16 27 0.0004 0.0005 34 
77 2235.16 2264.57 37 0.0006 0.0008 48 
78 2264.57 2293.98 24 0.0004 0.0005 30 
79 2293.98 2:323.39 36 0.0006 0.0008 48 
80 2:323.39 2352.80 38 0.0006 0.0008 52 
81 2352.80 2382.21 36 0.0006 0.0008 50 
82 2382.21 2411.62 43 0.0007 0.0010 61 
83 2411.62 2441.03 25 0.0004 0.0006 36 
84 2441.03 2470.44 36 0.0006 0.0009 63 
85 2470.44 2499.85 24 0.0004 0.0006 36 
Totals 53445 0.870 8.841 51891 
Average Chord Length (~m) 247.1 255.4 
Air Content {%) 2.15 2.15 
Powers Spacing Factor (J.tm) 426 441 
1. Calculated using Eq. 3.14 
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Table C.3 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS N, (l#cm) N, (l#cm) CHORDS 
51 1470.50 1499.91 55 0.0010 0.0011 58 
52 1499.91 1529.32 47 0.0009 0.0009 49 
53 1529.32 1558.73 65 0.0012 0.0013 72 
54 1558.73 1588.14 44 0.0008 0.0009 47 
55 1588.14 1617.55 43 0.0008 0.0009 46 
56 1617.55 1646.96 37 0.0007 0.0007 39 
57 1646.96 1676.37 41 0.0008 0.0008 45 
58 ; 676.37 1705.78 42 0.0008 0.0009 47 
59 1705.78 1735.19 93 0.0017 0.0021 114 
60 1735.19 1764.60 47 0.0009 0.0010 56 
61 1764.60 1794.01 20 0.0004 0.0004 21 
62 1794.01 1823.42 16 0.0003 0.0003 16 
63 1823.42 1852.83 9 0.0002 0.0001 7 
64 1852.83 1882.24 8 0.0001 0.0001 6 
65 1882.24 1911.65 13 0.0002 0.0002 13 
66 1911.65 1941.06 13 0.0002 0.0002 13 
67 1941.06 1970.47 14 0.0003 0.0003 14 
68 1970.47 1999.88 23 0.0004 0.0005 27 
69 1999.88 2029.29 16 0.0003 0.0003 18 
70 2029.29 2058.70 17 0.0003 0.0004 19 
71 2058.70 2088.11 11 0.0002 0.0002 11 
72 2088.11 2117.52 17 0.0003 0.0004 20 
73 2117.52 2146.93 14 0.0003 0.0003 16 
74 2146.93 2176.34 12 0,0002 0.0002 13 
75 2176.34 2205.75 34 0.0006 0.0008 45 
76 2205.75 2235.16 25 0.0005 0.0006 33 
77 2235.16 2264.57 14 0.0003 0.0003 18 
78 2264.57 2293.98 16 0.0003 0.0004 21 
79 2293.98 2323.39 19 0.0004 0,0005 25 
80 2323.39 2352.80 21 0.0004 0.0005 29 
81 2352.80 2382.21 27 0.0005 0.0007 38 
82 2382.21 2411.62 22 0.0004 0.0006 31 
83 2411.62 2441.03 18 0.0003 0.0005 26 
84 2441.03 2470.44 8 0.0001 0.0002 12 
85 2470.44 2499.85 17 0.0003 0.0005 25 
Totals 188531 3.478 3.412 184929 
Average Chord Length (~m) 143.8 146.6 
Air Content (%) 5.00 5.00 
Powers Spacing Factor (Jlm) 162 165 
1. Calculatgd using Eq. 3.14 
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Table C.4 continued 
MEASURED TRUE1 
CLASS LIMITS (fLm) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1470.50 1499.91 28 0.0005 0.0003 19 
52 1499.91 1529.32 22 0.0004 0.0002 12 
53 1529.32 1558.73 36 0.0006 0.0005 29 
54 1558.73 1588.14 44 0.0007 0.0007 40 
55 1588.14 1617.55 29 0.0005 0.0003 22 
56 1617.55 1646.96 32 0.0005 0.0004 26 
57 1646.96 1676.37 29 0.0005 0.0004 22 
58 1676.37 1705.78 38 0.0006 0.0006 34 
59 1705.78 1735.19 42 0.0007 0.0006 40 
60 1735.19 1764.60 54 0.0009 0.0009 56 
61 1764.60 1794.01 44 0.0007 0.0007 44 
62 1794,01 1823.42 68 0.0011 0.0012 76 
63 1823.<12 1852.83 45 0.0007 0.0008 47 
64 1852.83 1882.24 43 0.0007 0.0007 45 
65 1882.24 1911.65 64 0.0010 0.0012 74 
66 1911.65 1941.06 48 0.0008 0.0009 54 
67 1941.06 1970.47 33 0.0005 0.0006 34 
68 1970.47 1999.88 43 0.0007 0.0008 48 
69 1999.88 2029.29 49 0.0008 0.0009 57 
70 2029.29 2058.70 68 0.0011 0.0014 84 
71 2058.70 2088.11 60 0.0010 0.0012 75 
72 2088.11 2117.52 45 0.0007 0.0009 55 
73 2117.52 2146.93 25 0.0004 0.0005 28 
74 2146.93 2176.34 43 0.0007 0.0009 54 
75 2176.34 2205.75 29 0.0005 0.0006 35 
76 2205.75 2235.16 44 0.0007 0.0009 57 
77 2235.16 2264.57 35 0.0006 0.0007 45 
78 2264.57 2293.98 16 0.0003 0.0003 18 
79 2293.98 2323.39 22 0.0004 0.0004 27 
80 2323.39 2352.80 48 0.0008 0.0011 65 
81 2352.80 2382.21 43 0.0007 0.0010 59 
82 2382.21 2411.62 47 0.0008 0.0011 66 
83 2411.62 2441.03 34 0.0006 0.0008 48 
84 2441.03 2470.44 54 0.0009 0.0013 79 
85 2470.44 2499.85 55 0.0009 0.0013 82 
Totals 322152 5.242 5.158 317021 
Average Chord Length (fLm) 119.9 121.8 
Air Content (%) 6.28 6.28 
Powers Spacing Factor (p.m) 103 105 
1. Calculated using Eq. 3.14 
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Table C.5 continued 
MEASURED TRUE1 
CLASS LIMITS lflm) CHORDS NL (l#cm) NL (l#cm) CHORDS 
51 1470.50 1499.91 51 0.0008 0.0009 57 
52 1499.91 1529.32 22 0.0004 0.0003 21 
53 1529.32 1558.73 23 0.0004 0.0004 23 
54 1558.73 1588.14 35 0.0006 0.0006 38 
55 1588.14 1517.55 47 0.0008 0.0009 54 
56 1617.55 1646.96 23 0.0004 0.0004 24 
57 1646.96 1676.37 31 0.0005 0.0006 35 
58 1676.37 1705.78 33 0.0005 0.0006 38 
59 1705.78 1735.19 32 0.0005 0.0006 37 
60 1735.19 1764.60 24 0.0004 0.0004 28 
61 1764.60 1794.01 2 0.0000 0.0000 -1 
62 1794.01 "1 823.42 3 0.0000 0.0000 0 
63 1823.42 1852.83 3 0.0000 0.0000 0 
64 1852.83 1882.24 10 0.0002 0.0002 10 
65 1882.24 1911.65 14 0.0002 0.0002 15 
66 1911.65 1941.06 23 0.0004 0.0004 28 
67 1941.06 1970.47 16 0.0003 0.0003 19 
68 1970.47 1999.88 11 0.0002 0.0002 12 
69 1999.88 2029.29 22 0.0004 0.0004 27 
70 2029.29 2058.70 20 0.0003 0.0004 25 
71 2058.70 2088.11 17 0.0003 0.0003 21 
72 2088.11 2117.52 7 0.0001 0.0001 8 
73 2117.52 2146.93 6 0.0001 0.0001 6 
74 2146.93 2176.34 6 0.0001 0.0001 6 
75 2176.34 2205.75 13 0.0002 0.0003 17 
76 2205.75 2235.16 11 0.0002 0.0002 14 
77 2235.16 2264.57 8 0.0001 0.0002 10 
78 2264.57 2293.98 5 0.0001 0.0001 6 
79 2293.98 2323.39 15 0.0002 0.0003 20 
80 2323.39 2352.80 16 0.0003 0.0004 22 
81 2352.80 2382.21 16 0.0003 0.0004 22 
82 2382.21 2411.62 8 0.0001 0.0002 11 
83 2411.62 2441.03 9 0.0001 0.0002 13 
84 2441.03 2470.44 18 0.0003 0.0004 26 
85 2470.44 2499.85 9 0.0001 0.0002 13 
Totals 242167 3.940 3.877 238310 
Average Chord Length (flm) 119.9 121.8 
Air Content (%) 4.72 4.72 
Powers Spacing Factor {!lm} 142 144 
1. Calculated using Eq. 3.14 
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Table C.6 Analysis of mix 6, magnification 12x, lineal data using 85 classes of 29.41)lm 



































































































































































































































































































































































Table C.6 continued 
MEASURED TRUE' 
CLASS LIMITS (J.lm) CHORDS Nc (#;fern) Nc (l#cm) CHORDS 
51 1470.50 1499.91 25 0.0004 0.0004 25 
52 1499.91 1529.32 32 0.0005 0.0006 35 
53 1529.32 1558.73 73 0,0012 0.0014 87 
54 1558.73 1588.14 74 0.0012 0.0015 89 
55 1588.14 1617.55 72 0,0012 0.0014 88 
56 1617.55 1646.96 28 0.0005 0.0005 33 
57 1646.96 1676.37 24 0.0004 0.0005 28 
58 1676.37 "1705.78 17 0.0003 0,0003 20 
59 1705.78 1735.19 15 0.0002 0.0003 17 
60 1735.19 1764.60 9 0.0001 0.0002 10 
61 1764.60 1794.01 11 0.0002 0.0002 13 
62 1794.01 1823.42 4 0.0001 0.0001 4 
63 1823.42 1852.83 1 0.0000 0.0000 0 
64 1852.83 1882.24 4 0.0001 0.0001 4 
65 1882.24 1911.65 8 0.0001 0.0001 9 
66 1911.65 1941.06 3 0.0000 0.0000 2 
67 1941.06 1970.47 4 0,0001 0.0001 4 
68 1970.47 1999.88 5 0.0001 0.0001 5 
69 1999.88 2029.29 0.0000 0.0000 0 
70 2029.29 2058.70 0.0000 0.0000 0 
71 2058.70 2088,11 4 0.0001 0.0001 4 
72 2088.11 2117.52 14 0.0002 0.0003 18 
73 2117.52 2146.93 19 0.0003 0.0004 25 
74 2146.93 2176.34 8 0.0001 0.0002 10 
75 2176.34 2205.75 3 0.0000 0.0001 3 
76 2205.75 2235.16 9 0.0001 0.0002 12 
77 2235.16 2264.57 13 0.0002 0.0003 18 
78 2264.57 2293.98 6 0.0001 0.0001 8 
79 2293.98 2323.39 5 0.0001 0.0001 7 
80 2323.39 2352.80 4 0.0001 0.0001 5 
81 2352,80 2382.21 6 0.0001 0.0001 9 
82 2382.21 2411.62 0.0000 0.0000 1 
83 2411.52 2441.03 0.0000 0.0000 
84 2441.03 2470.44 6 0.0001 0.0001 9 
85 2470.44 2499.85 4 0.0001 0.0001 6 
Totals 252420 4.109 4.050 248810 
Average Chord Length (J.lm) 107.7 109.2 
Air Content (%) 4.42 4.42 
Powers Spacing Factor (J-lm) 119 120 
1. Calculated using Eq. 3.14 
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Table C. 7 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS Nc (It/em) Nc (It/em) CHORDS 
51 1470.50 1499.91 63 0.0010 0.0010 60 
52 1499.91 1529.32 102 0.0017 0.0016 101 
53 1529.32 1558.73 46 0.0007 0.0013 82 
54 1558.73 1588.14 64 0.0010 0.0009 56 
55 1588.14 1617.55 56 0.0009 0.0011 66 
56 16'17.55 1646.96 39 0.0006 0.0008 52 
57 1646.96 1676,37 47 0.0006 0.0006 50 
58 1676.37 1705.78 54 0.0009 0.0010 60 
59 1705.78 1735.19 56 0.0009 0.0010 63 
60 1735.19 1764.60 59 0.0010 0.0007 45 
61 1764.60 1794.01 42 0.0007 0.0014 68 
62 1794.01 1823.42 33 0.0005 0.0006 39 
63 1823.42 1852.83 26 0.0005 0.0006 37 
64 1852.83 1882.24 28 0.0005 0.0005 33 
65 1882.24 1911.65 36 0.0006 0.0007 40 
66 1911.65 1941.06 29 0.0005 0.0008 49 
67 1941.06 1970.47 26 0.0005 0.0004 24 
68 i 970.47 1999.86 23 0.0004 0.0004 26 
69 1999.88 2029.29 15 0.0002 0.0005 32 
70 2029.29 2058.70 13 0.0002 0.0003 17 
71 2058.70 2088.11 15 0.0002 0.0003 16 
72 2088.11 2117.52 16 0.0003 0.0004 26 
73 2117.52 2146.93 7 0.0001 0.0002 12 
74 2146.93 2176.34 5 0.0001 0.0001 4 
75 2176.34 2205.75 8 0.0001 0.0001 6 
76 2205.75 2235.16 12 0.0002 0.0003 16 
77 2235.16 2264.57 7 0.0001 0.0001 9 
78 2264.57 2293.98 2 0.0000 0.0001 9 
79 2293.98 2323.39 8 0.0001 0.0000 0 
80 2323.39 2352.80 9 0.0001 0.0002 15 
81 2352.80 2382.21 20 0.0003 0.0004 24 
82 2382.21 2411.62 10 0.0002 0.0004 22 
83 2411.62 2441.03 6 0.0001 0.0001 9 
84 2441.03 2470.44 5 0.0001 0.0001 7 
85 2470.44 2499.85 18 0.0003 0.0002 12 
Totals 200783 3.268 3.189 195895 
Average Chord Length (flm) 163.2 187.8 
Air Content ('"'o) 5.99 5.99 
Powers Spacing Factor (J.Lm) 165 169 
1. Calculated using Eq. 3.14 
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Table C.S continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1470.50 1499.91 55 0.0009 0.0010 59 
52 1499.91 1529.32 63 0.0010 0.0011 70 
53 1529.32 1558.73 39 0.0006 0.0007 41 
54 1558.73 1588.14 32 0.0005 0.0005 33 
55 1588.14 1617.55 34 0.0006 0.0006 36 
56 1617.55 1646.96 44 0.0007 0.0008 49 
57 1646.96 1676.37 34 0.0006 0.0006 37 
58 1676.37 1705.78 49 0.0008 0.0009 57 
59 1705.78 1735.19 61 0.0010 0.0012 73 
60 1735.19 1764.60 86 0.0014 0.0017 107 
61 1764.60 1794.01 21 0.0003 0.0004 23 
62 1794.01 1823.42 14 0.0002 0.0002 15 
63 i 923.42 1852.83 13 0.0002 0.0002 13 
64 1852.83 1882.24 17 0.0003 0.0003 19 
65 1882.24 1911.65 21 0.0003 0.0004 25 
66 1911.65 1941.06 45 0.0007 0.0009 58 
67 1941.06 1970.47 15 0.0002 0.0003 18 
68 1970.47 1999.88 7 0.0001 0.0001 7 
69 1999.88 2029.29 4 0.0001 0,0000 3 
70 2029.29 2058.70 5 0.0001 0.0001 4 
71 2058.70 2088.11 6 0,0001 0.0001 6 
72 2088.11 2117.52 a 0.0001 0.0001 9 
73 2117.52 2146.93 10 0.0002 0.0002 12 
74 2146.93 2176.34 14 0,0002 0.0003 18 
75 2176.34 2205.75 a 0.0001 0.0002 9 
76 2205.75 2235.16 11 0.0002 0.0002 14 
77 2235.16 2264.57 13 0.0002 0.0003 17 
78 2264.57 2293.98 15 0.0002 0.0003 20 
79 2293.98 2323.39 9 0.0001 0.0002 12 
80 2323.39 2352.80 26 0.0004 0.0006 37 
81 2352.80 2382.21 17 0.0003 0.0004 24 
82 2382.21 2411.62 19 0.0003 0.0004 28 
83 2411.62 2441.03 10 0.0002 0.0002 15 
84 2441.03 2470.44 0 0.0000 0.0000 0 
85 2470.44 2499.85 2 0.0000 0.0000 3 
Totals 173293 2.821 2.752 169061 
Average Chord Length (~m) 183.8 188.4 
Air Content (%) 5.19 5.18 
Powers Spacing Factor (J.lm) 173 177 
1. Calculated using Eq. 3.1A. 
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Table C.9 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1470.50 1499,91 16 0.0003 0.0002 13 
52 1499.91 1529.32 19 0.0003 0.0003 17 
53 1529.32 1558,73 12 0.0002 0.0001 9 
54 1558.73 1588.14 22 0.0004 0,0004 22 
55 1588.1 a 1617,55 17 0.0003 0.0003 16 
56 1617.55 1646.96 60 0.0010 0.0012 71 
57 1646.96 1676.37 37 0.0006 0.0007 42 
58 1676.37 1705.78 44 0.0007 0.0009 52 
59 i 705.i8 1735.19 32 0.0005 0.0006 37 
60 1735.19 1764.60 20 0.0003 0.0004 22 
61 1764.60 1794.01 9 0,0001 0.0001 8 
62 1794.01 1823.42 7 0.0001 0.0001 6 
63 1823.42 1852.83 2 0.0000 0.0000 -1 
64 1852.83 1882.24 10 0.0002 0.0002 10 
65 1882.24 1911.65 12 0.0002 0.0002 12 
66 1911.65 1941.06 10 0.0002 0.0002 10 
67 1941.06 1970.47 7 0.0001 0.0001 6 
68 1970.47 1999.88 11 0.0002 0.0002 12 
69 1999.88 2029.29 18 0.0003 0.0004 21 
70 2029.29 2058.70 10 0.0002 0.0002 11 
71 2058.70 2088.11 9 0.0001 0.0002 10 
72 2089.11 2117.52 7 0.0001 0.0001 7 
73 2117.52 2146.93 9 0.0001 0.0002 10 
74 2146.93 2176.34 16 0.0003 0.0003 20 
75 2176.34 2205.75 12 0.0002 0.0002 14 
76 2205.75 2235.16 19 0.0003 0.0004 25 
77 2235.16 2264.57 15 0.0002 0.0003 19 
78 2264.57 2293.98 28 0.0005 0.0006 38 
79 2293.98 2323.39 19 0.0003 0.0004 26 
80 2323.39 2352.80 21 0.0003 0.0005 29 
81 2352.80 2382.21 10 0.0002 0.0002 14 
82 2382.21 2411.62 9 0.0001 0.0002 13 
83 2411.62 2441.03 16 0.0003 0.0004 23 
84 2441.03 2470.44 16 0.0003 0.0004 24 
85 2470.44 2499.85 2 0.0000 0.0000 3 
Totals 149720 2.452 2.391 145993 
Average Chord Length (p.m) 187.4 192.1 
Air Content (%) 4.59 4.59 
Powers Spacing Factor (!-lm) 204 209 
1. Calculated using Eq. 3.1d 
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Table C.1 0 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS Nc (#/em) Nc (#/em) CHORDS 
51 1470.50 1499.91 108 0.0018 0.0019 119 
52 1499.91 1529.32 117 0.0019 0.0022 132 
53 1529.32 1558.73 95 0.0015 0.0017 106 
54 1558.73 1588.14 91 0.0015 0.0017 103 
55 1588.14 1617.55 72 0.0012 0.0013 80 
56 1617.55 1646.96 98 0.0016 0.0019 115 
57 1646.96 1676.37 70 0.0011 0.0013 80 
58 1676.37 1705.78 76 0.0012 0.0015 89 
59 1705.78 1735.19 63 0.0010 0.0012 74 
60 1735.19 1764.60 70 0.0011 0.0014 84 
61 1764.60 1794.01 54 0.0009 0.0010 64 
62 1794.01 1823.42 57 0.0009 0.0011 69 
63 1823.42 1852.83 57 0.0009 0.0011 70 
64 1852,83 1882.24 39 0.0006 0.0008 47 
65 1882.24 1911.65 34 0.0006 0.0007 41 
66 1911.65 1941.06 31 0.0005 0.0006 38 
67 1941.06 1970.47 41 0.0007 0.0009 52 
68 1970.47 1999.88 24 0.0004 0.0005 30 
69 1999.88 2029.29 17 0.0003 0.0003 21 
70 2029.29 2058.70 16 0.0003 0.0003 20 
71 2058.70 2088.11 11 0.0002 0.0002 13 
72 2088.11 2117.52 18 0.0003 0.0004 23 
73 2117.52 2146.93 16 0.0003 0.0003 21 
74 2146.93 2176.34 16 0.0003 0.0003 21 
75 2176.34 2205.75 16 0.0003 0.0003 21 
76 2205.75 2235.16 23 0.0004 0.0005 32 
77 2235.16 2264.57 14 0.0002 0.0003 19 
78 2264.57 2293.98 13 0.0002 0.0003 18 
79 2293.98 2323.39 12 0.0002 0.0003 17 
80 2323.39 2352.80 2 0.0000 0.0000 3 
81 2352.80 2382.21 1 0.0000 0.0000 
82 2382.21 2411.62 2 0.0000 0.0000 3 
83 2411.62 2441.03 3 0.0000 0.0001 4 
84 2441.03 2470.44 2 0.0000 0.0000 3 
85 2470.44 2499.85 0 0.0000 0.0000 0 
Totals 230549 3.753 3.657 224659 
Average Chord Length (~m) 192.3 197.3 
Air Content (!%.) 7.22 7.21 
Powers Spacing Factor (J.lm) 164 169 
1. Calculated using Eq. 3.14 
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Table C.11 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1462.50 1491.75 212 0.0014 0.0021 330 
52 1491.75 1521.00 147 0.0010 0.0014 217 
53 1521.00 1550.25 111 0.0007 0.0010 154 
54 1550.25 1579.50 89 0.0006 0.0008 117 
55 1579.50 1608.75 25 0.0002 ·0.0001 -15 
56 16U8.75 1638.00 42 0.0003 0.0001 22 
57 1638.00 1667.25 101 0.0007 0.0010 158 
58 1667.25 1696.50 126 0.0008 0.0015 227 
59 1696.50 1725.75 74 0.0005 0.0008 119 
60 1725.75 1755.00 22 0.0001 0.0000 0 
61 1755.00 1784.25 18 0.0001 -0.0001 -10 
62 1784.25 1813.50 16 0.0001 -0.0001 -16 
63 1813.50 1842.75 34 0.0002 0.0002 30 
64 1842.75 1872.00 9 0.0001 -0.0002 -35 
65 1872.00 1901.25 26 0.0002 0.0001 9 
66 1901.25 1930.50 71 0.0005 0.0009 139 
67 1930.50 1959.75 61 0.0004 0.0008 121 
68 1959.75 1989.00 53 0.0003 0.0007 108 
69 1989.00 2018.25 80 0.0005 0.0013 202 
70 2018.25 2047.50 40 0.0003 0.0006 92 
71 2047,50 2076.75 25 0.0002 0.0003 51 
72 2076.75 2106.00 28 0.0002 0.0004 67 
73 2106.00 2135.25 2 0.0000 -0.0001 -18 
74 2135.25 2164.50 3 0.0000 -0.0001 -17 
75 2164.50 2193.75 1 0.0000 -0.0002 -26 
76 2193.75 2223.00 0 0.0000 -0.0002 -33 
77 2223.00 2252.25 0 0.0000 -0.0002 -37 
78 2252.25 2281.50 0 0.0000 -0.0003 -42 
79 2281.50 2310.75 9 0.0001 0.0000 -7 
80 2310.75 2340.00 23 0.0001 0.0004 57 
81 2340.00 2369.25 17 0.0001 0.0002 36 
82 2369.25 2398.50 5 0.0000 -0.0001 -20 
83 2398.50 2427.75 13 0.0001 0.0001 20 
84 2427.75 2457.00 30 0.0002 0.0008 121 
85 2457.00 2486.25 62 0.0004 0.0022 336 
Totals 238673 1.547 1.473 227296 
Average Chord Length (~m) 143.1 150.2 
Air Content (%) 2.21 2.21 
Powers Spacing Factor (JJ.m) 247 259 
1. Calculated using Eq. 3.14 
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CLASS LIMITS l~m) CHORDS NL (#/em) Nc (#/em) CHORDS 
51 1462.50 1491.75 281 0.0021 0.0030 397 
52 1491.75 1521.00 211 0.0016 0.0021 277 
53 1521.00 1550.25 155 0.0012 0.0013 177 
54 1550.25 1579.50 166 0.0012 0.0016 212 
55 1579.50 1608.75 74 0.0006 0.0002 24 
56 1608.75 1638.00 85 0.0006 0.0004 50 
57 1638.00 1667.25 64 0.0005 0.0000 6 
58 1667.25 1696.50 87 0.0007 0.0005 60 
59 1696.50 1725.75 112 0.0008 0.0009 124 
60 1725.75 1755.00 137 0.0010 0.0015 194 
61 1755,00 1784.25 240 0.0018 0.0035 466 
62 1784.25 1813.50 188 0.0014 0.0028 367 
63 1813.50 1842.75 81 0.0006 0.0009 114 
64 1842.75 1872.00 81 0.0006 0.0009 123 
65 1872.00 1901.25 44 0.0003 0,0002 30 
66 1901.25 1930.50 98 0.0007 0.0014 187 
67 1930.50 1959.75 110 0.0008 0.0018 238 
68 1959.75 1989.00 37 0.0003 0.0003 39 
69 1989.00 2018.25 61 0.0005 0.0009 117 
70 2018.25 2047.50 54 0.0004 0.0008 106 
71 2047.50 2076.75 52 0.0004 0.0008 109 
72 2076.75 2106.00 40 0.0003 0.0006 79 
73 2106.00 2135.25 27 0.0002 0.0003 41 
74 2135.25 2184.50 43 0.0003 0.0008 104 
75 2164.50 2193.75 48 0,0004 0.0010 135 
76 2193.75 2223.00 20 0.0002 0,0003 40 
77 2223.00 2252.25 21 0.0002 0.0004 49 
78 2252.25 2281.50 30 0.0002 0.0007 94 
79 2281.50 2310.75 12 0.0001 0.0002 25 
80 2310.75 2340.00 16 0.0001 0.0004 48 
81 2340.00 2369.25 15 0.0001 0.0004 50 
82 2369.25 2398.50 15 0.0001 0.0004 57 
83 2398.50 2427.75 22 0.0002 0.0008 104 
84 2427.75 2457.00 2 0.0000 0.0001 7 
85 2457.00 2486.25 6 0.0000 0.0002 33 
Totals 523082 3.933 3.760 500129 
Average Chord Length (~m) 131.7 137.7 
Air Content (%) 5.18 5.18 
Powers Spacing Factor (J..l.m) 149 156 
1. Calculated using Eq. 3.14 
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Table C.13 continued 
MEASURED TRUE' 
CLASS LIMITS (J.tm) CHORDS Nc (i!lcm) Nc (11/cm) CHORDS 
51 1462.50 1491.75 281 0.0021 0.0030 397 
52 1491.75 1521.00 211 0.0016 0.0021 277 
53 1521.00 1550.25 155 0.0012 0.0013 177 
54 1550.25 1579.50 166 0.0012 0.0016 212 
55 1579.50 1608.75 74 0.0006 0.0002 24 
56 16U8.75 1638.00 85 0.0006 0.0004 50 
57 1638.00 1667.25 64 0.0005 0.0000 6 
58 1667.25 1696.50 87 0.0007 0.0005 60 
59 1696.50 1725.75 112 0.0008 0.0009 124 
60 1725.75 1755.00 137 0.0010 0.0015 194 
61 1755.00 1784.25 240 0.0018 0.0035 466 
62 1784.25 1813.50 188 0.0014 0.0028 367 
63 1813.50 1842.75 81 0.0006 0.0009 114 
64 1842.75 1872.00 81 0.0006 0.0009 123 
65 1872.00 1901.25 44 0.0003 0.0002 30 
66 1901.25 1930.50 98 0.0007 0.0014 187 
67 1930.50 1959.75 110 0.0008 0.0018 238 
68 1959.75 1989.00 37 0.0003 0.0003 39 
69 1989.00 2018.25 61 0.0005 0.0009 117 
70 2018.25 2047.50 54 0.0004 0.0008 106 
71 2047.50 2076.75 52 0.0004 0.0008 109 
72 2076.75 2106.00 40 0.0003 0.0006 79 
73 2106.00 2135.25 27 0.0002 0.0003 41 
74 2135.25 2164.50 43 0.0003 0.0008 104 
75 2164.50 2193.75 48 0.0004 0.0010 135 
76 2193.75 2223.00 20 0.0002 0.0003 40 
77 2223.00 2252.25 21 0.0002 0.0004 49 
78 2252.25 2281.50 30 0.0002 0.0007 94 
79 2281.50 2310.75 12 0.0001 0.0002 25 
80 2310.75 2340.00 16 0.0001 0.0004 48 
81 2340.00 2369.25 15 0.0001 0.0004 50 
82 2369.25 2398.50 15 0.0001 0.0004 57 
83 2398.50 2427.75 22 0.0002 0.0008 104 
84 2427.75 2457.00 2 0.0000 0.0001 7 
85 2457.00 2486.25 6 0.0000 0.0002 33 
Totals 523082 3.933 3.760 500129 
Average Chord Length (~m) 131.7 137.7 
Air Content (%) 5.18 5.18 
Powers Spacing Factor (~m) 149 156 
1. Calculated using Eq. 3.14 
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Table C.14 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS Nc (#/em) Nc (#/em) CHORDS 
51 1462.50 1491.75 28 0.0005 -0.0003 -17 
52 1491.75 1521.00 22 0.0004 -0.0005 -31 
53 1521.00 1550.25 36 0.0006 -0.0001 -3 
54 1550.25 1579.50 44 0.0007 0.0002 14 
55 1579.50 1608.75 29 0.0005 -0.0003 -18 
56 1608.75 1638.00 32 0.0005 -0.0002 -13 
57 1638.00 1667.25 29 0.0005 -0.0003 -21 
58 1667.25 1696.50 38 0.0006 0,0000 -1 
59 1696.50 1725.75 42 0.0007 0.0001 9 
60 1725.75 1755.00 54 0.0009 0.0006 38 
61 1755.00 1784.25 44 0.0007 0.0003 16 
62 1784.25 1813.50 68 0.0011 0.0013 79 
63 1813.50 1842.75 45 0.0007 0.0004 25 
64 1842.75 1872.00 43 0.0007 0.0003 21 
65 1872.00 1901.25 64 0.0010 0.0013 81 
66 1901.25 1930.50 48 0.0008 0.0007 42 
67 1930.50 1959.75 33 0.0005 0.0000 2 
68 1959.75 1989.00 43 0.0007 0.0005 32 
69 1989.00 2018.25 49 0.0008 0.0009 54 
70 2018.25 2047.50 68 0.0011 0.0020 120 
71 2047.50 2076.75 60 0,0010 0.0017 105 
72 2076.75 2106.00 45 0.0007 0.0010 64 
73 2106.00 2135.25 25 0.0004 0.0000 0 
74 2135.25 2164.50 43 0.0007 0.0011 66 
75 2164.50 2193.75 29 0.0005 0.0003 20 
76 2193.75 2223.00 44 0.0007 0.0013 82 
77 2223.00 2252.25 35 0.0006 0.0009 55 
78 2252.25 2281.50 16 0.0003 -0.0003 -20 
79 2281.50 2310.75 22 0.0004 0.0001 5 
80 2310.75 2340.00 48 0.0008 0.0021 127 
81 2340.00 2369.25 43 0.0007 0.0020 121 
82 2369.25 2398.50 47 0.0008 0.0026 159 
83 2398.50 2427.75 34 0.0006 0.0019 114 
84 2427.75 2457.00 54 0.0009 0.0040 248 
85 2457.00 2486.25 55 0.0009 0.0049 298 
Totals 322152 5.242 5.033 309333 
Average Chord Length (f>.m) 119.4 124.3 
Air Content (%) 6.26 6.26 
Powers Spacing Factor (f.1m} 103 107 
1. Calculated using E.q. 3.14 
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Table C.15 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS Nl (11/cm) Nl (11/cm) CHORDS 
51 1462.50 1491.75 23 0.0002 0.0001 13 
52 1491.75 1521.00 21 0.0002 0.0001 9 
53 1521.00 1550.25 33 0.0002 0.0003 35 
54 1550.25 1579.50 36 0.0003 0.0003 44 
55 1579.50 1608.75 46 0.0003 0.0005 68 
56 16U8.75 1638.00 52 0.0004 0.0006 86 
57 1638.00 1667.25 22 0.0002 0.0002 23 
58 1667.25 1696.50 34 0.0003 0.0004 53 
59 1696.50 1725.75 47 0.0004 0.0007 88 
60 1725.75 1755.00 15 0.0001 0.0001 16 
61 1755.00 1784.25 34 0.0003 0.0005 64 
62 1784.25 1813.50 11 0.0001 0.0001 10 
63 1813.50 1842.75 19 0.0001 0.0002 32 
64 1842.75 1872.00 18 0.0001 0.0002 32 
65 1872.00 1901.25 19 0.0001 0.0003 37 
66 1901.25 1930.50 3 0.0000 0.0000 -5 
67 1930.50 1959.75 3 0.0000 0.0000 -6 
68 1959.75 1989.00 17 0.0001 0.0003 36 
69 1989.00 2018.25 4 0.0000 0.0000 -1 
70 2018.25 2047.50 0 0.0000 -0.0001 -14 
71 2047.50 2076.75 7 0.0001 0.0001 8 
72 2076.75 2106.00 9 0.0001 0.0001 15 
73 2106.00 2135.25 5 0.0000 0.0000 3 
74 2135.25 2164.50 5 0.0000 0.0000 3 
75 2164.50 2193.75 4 0.0000 0.0000 0 
76 2193.75 2223.00 5 0.0000 0.0000 4 
77 2223.00 2252.25 4 0.0000 0.0000 0 
78 2252.25 2281.50 8 0.0001 0.0001 17 
79 2281.50 2310.75 13 0.0001 0.0003 42 
80 2310.75 2340.00 13 0.0001 0.0004 47 
81 2340.00 2369.25 5 0.0000 0.0001 15 
82 2369.25 2398.50 2 0.0000 0.0000 2 
83 2398.50 2427.75 4 0.0000 0.0001 13 
84 2427.75 2457.00 4 0.0000 0.0001 15 
85 2457.00 2486.25 10 0.0001 0.0004 54 
Totals 570714 4.291 4.153 552327 
Average Chord Length (~m) 96.7 99.9 
Air Content {%) 4.15 4.15 
Powers Spacing Factor (~m) 110 114 
1. Calculated using Eq. 3.1A. 
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Table C.16 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1462.50 1491.75 31 0.0005 0.0005 32 
52 1491.75 1521.00 24 0.0004 0.0003 20 
53 1521.00 1550.25 46 0,0007 0.0011 67 
54 1550.25 1579.50 58 0.0009 0.0016 97 
55 1579.50 1608.75 68 0.0011 0.0020 125 
56 1608.75 1638.00 37 0.0006 0.0010 64 
57 1638.00 1667.25 25 0.0004 0.0007 41 
58 1667.25 1696.50 22 0.0004 0.0006 37 
59 1695.50 1725.75 8 0.0001 0.0001 6 
60 1725.75 1755.00 17 0.0003 0.0005 28 
61 1755.00 1784.25 11 0.0002 0.0002 15 
62 1784.25 1813.50 9 0.0001 0.0002 11 
63 1813.50 1842.75 0 0.0000 -0.0002 -12 
64 1842.75 1872.00 2 0.0000 -0.0001 -7 
65 1872.00 1901.25 5 0.0001 0.0000 
66 1901.25 1930.50 6 0.0001 0.0001 3 
67 1930.50 1959.75 4 0.0001 0,0000 -2 
68 1959.75 1989.00 7 0.0001 0.0001 7 
69 1989.00 2018.25 2 0.0000 -0.0001 -8 
70 2018.25 2047.50 0 0,0000 -0.0003 -15 
71 2047.50 2076.75 3 0.0000 -0.0001 -7 
72 2076.75 2106,00 8 0,0001 0,0002 9 
73 2106.00 2135.25 21 0.0003 0.0009 57 
74 2135.25 2164.50 12 0.0002 0,0005 30 
75 2164.50 2193.75 2 0.0000 -0.0001 -5 
76 2193.75 2223.00 8 0.0001 0.0003 18 
77 2223.00 2252.25 13 0.0002 0.0007 41 
78 2252.25 2281.50 4 0.0001 0.0001 7 
79 2281.50 2310.75 8 0.0001 0.0004 26 
80 2310.75 2340.00 7 0.0001 0,0004 25 
81 2340.00 2369.25 4 0.0001 0.0002 14 
82 2369.25 2398.50 3 0.0000 0.0002 11 
83 2398.50 2427.75 1 0.0000 0.0000 2 
84 2427.75 2457.00 2 0.0000 0.0001 8 
85 2457.00 2486.25 5 0.0001 0.0004 27 
Totals 253815 4.132 3.965 243595 
Average Chord Length (~m) 120.9 125.9 
Air Content (%) 4.99 4.99 
Powers Spacing Factor (JJ.m) 121 126 
1. Calculated using E.q. 3.14 
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Table C.17 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS Nc (#/em) Nc (#/em) CHORDS 
51 1462.50 1491.75 175 0.0011 0.0018 279 
52 i 491.75 1521.00 191 0.0012 0.0021 329 
53 1521.00 1550.25 101 0.0007 0.0010 160 
54 1550.25 1579.50 77 0.0005 0.0008 119 
55 1579.50 1608.75 69 0.0004 0.0007 109 
56 1608.75 1638.00 61 0.0004 0.0006 99 
57 1638.00 1667.25 32 0.0002 0.0003 39 
58 1667.25 1696.50 9 0.0001 ·0.0001 -12 
59 1696.50 1725.75 7 0.0000 -0.0001 -17 
60 1725.75 1755.00 15 0.0001 0.0000 1 
61 1755.00 1784.25 20 0.0001 0.0001 13 
62 1784.25 1813.50 27 0.0002 0.0002 32 
63 1813.50 1842.75 17 0.0001 0.0001 9 
64 18t12.75 1872.00 28 0.0002 0.0003 39 
65 1872.00 1901.25 12 0.0001 0.0000 -2 
66 1901.25 1930.50 5 0.0000 -0.0001 -22 
67 1930.50 1959.75 6 0.0000 -0.0001 -21 
68 1959.75 1989.00 12 0.0001 0.0000 -5 
69 1989.00 2018.25 12 0.0001 0.0000 -6 
70 2018.25 2047.50 13 0.0001 0.0000 -3 
71 2047.50 2076.75 4 0.0000 -0.0002 -33 
72 2076.75 2106.00 6 0.0000 -0.0002 -30 
73 2106.00 2135.25 9 0.0001 -0.0001 -22 
74 2135.25 2164.50 17 0.0001 0.0000 5 
75 2164.50 2193.75 13 0.0001 -0.0001 -10 
76 2193.75 2223.00 17 0.0001 0.0000 5 
77 2223.00 2252.25 9 0.0001 -0.0002 -27 
78 2252.25 2281.50 25 0.0002 0.0002 38 
79 2281.50 2310.75 16 0.0001 0.0000 3 
80 2310.75 2340.00 42 0.0003 0.0008 124 
81 2340.00 2369.25 49 0.0003 0.0011 177 
82 2369.25 2398.50 63 0.0004 0.0018 275 
83 2398.50 2427.75 17 0.0001 0.0005 70 
84 2427.75 2457.00 19 0.0001 0.0006 93 
85 2457.00 2486.25 9 0.0001 0.0003 49 
Totals 522593 3.380 3.181 491730 
Average Chord length (~m) 177.2 188.3 
Air Content (%) 5.99 5.99 
Powers Spacing Factor (J.tm) 160 170 
1. Calculated using Eq. 3.14 
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Table C.18 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS Nc (#/em) Nc (#/em) CHORDS 
51 1462.50 1491.75 165 0.0011 0.0015 230 
52 1491.75 1521.00 157 0.0010 0.0015 228 
53 1521.00 1550.25 119 0.0008 0.0011 162 
54 1550.25 1579.50 60 0.0004 0.0003 46 
55 1579.50 1608.75 90 0.0006 0.0007 115 
56 1608.75 1638.00 72 0.0005 0.0005 82 
57 1638.00 1667.25 81 0.0005 0.0007 108 
58 1667.25 1696.50 66 0.0004 0.0005 80 
59 1696.50 1725.75 86 0.0006 0.0009 134 
60 1725.75 1755.00 25 0.0002 0.0000 -6 
61 1755.00 1784.25 31 0.0002 0.0001 9 
62 1784.25 1813.50 24 0.0002 ·0.0001 -8 
63 1813.50 1842.75 27 0.0002 0.0000 -1 
64 1842.75 1872.00 32 0.0002 0.0001 12 
65 1972.00 1901.25 33 0.0002 0.0001 16 
66 1901.25 1930.50 39 0.0003 0.0002 34 
67 1930.50 1959.75 33 0.0002 0.0001 20 
66 1959.75 1989.00 41 0.0003 0.0003 46 
69 1989.00 2018.25 29 0.0002 0.0001 13 
70 2018.25 2047.50 48 0.0003 0.0005 75 
71 2047.50 2076.75 54 0.0004 0.0007 102 
72 2076.75 2106.00 47 0.0003 0.0006 88 
73 2106.00 2135.25 62 0.0004 0.0010 150 
74 2135.25 2164.50 34 0.0002 0.0004 64 
75 2164.50 2193.75 62 0.0004 0.0012 178 
76 2193.75 2223.00 29 0.0002 0.0004 68 
77 2223.00 2252.25 9 0.0001 0.0000 -7 
78 2252.25 2281.50 9 0.0001 0.0000 -7 
79 2281.50 2310.75 13 0.0001 0.0001 10 
90 2310.75 2340.00 17 0.0001 0.0002 30 
81 2340.00 2369.25 22 0.0001 0.0004 58 
82 2369.25 2398.50 46 0.0003 0.0012 191 
83 2399.50 2427.75 27 0.0002 0.0008 119 
94 2427.75 2457.00 15 0.0001 0.0004 69 
95 2457.00 2496.25 15 0.0001 0.0005 81 
Totals 500054 3.247 3.074 473339 
Average Chord Length (ftm) 160.3 169.3 
Air Content (%) 5.21 5.20 
Powers Spacing Factor (J.Lm) 150 158 
1. Calculated using Eq. 3.14 
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Table C.19 continued 
MEASURED TRUE' 
CLASS LIMITS (~m) CHORDS NL (#/em) NL (#/em) CHORDS 
51 1462.50 1491.75 124 0.0008 0.0010 157 
52 1491.75 1521.00 131 0.0008 0.0012 181 
53 1521.00 1550.25 129 0.0008 0.0012 188 
54 1550.25 1579.50 132 0.0009 0.0013 206 
55 1579.50 1608.75 74 0.0005 0.0006 93 
56 1608.75 1638.00 113 0.0007 0.0012 186 
57 1638.00 1667.25 86 0.0006 0.0009 137 
58 1667.25 1696.50 34 0.0002 0.0002 25 
59 1696.50 1725.75 84 0.0005 0.0009 146 
60 1725.75 1755.00 130 0.0008 0.0017 269 
61 1755.00 1784.25 54 0.0003 0.0006 98 
62 1784.25 1813.50 29 0.0002 0.0003 41 
63 1813.50 1842.75 8 0.0001 -0.0001 -11 
64 1842.75 1872.00 14 0.0001 0.0000 5 
65 1872.00 1901.25 16 0.0001 0.0001 11 
66 1901.25 1930.50 22 0.0001 0.0002 29 
67 1930.50 1959.75 28 0.0002 0.0003 49 
68 1959.75 1989.00 8 0.0001 0.0000 -7 
69 1989.00 2018.25 12 0.0001 0.0000 4 
70 2018.25 2047.50 6 0.0000 -0.0001 -14 
71 2047.50 2076.75 6 0.0000 -0.0001 -16 
72 2076.75 2106.00 18 0.0001 0.0002 24 
73 2106.00 2135.25 6 0.0000 -0.0001 -16 
74 2135.25 2164.50 19 0.0001 0,0002 30 
75 2164.50 2193.75 19 0.0001 0.0002 33 
76 2193.75 2223.00 24 0.0002 0.0004 57 
77 2223.00 2252.25 16 0.0001 0.0002 30 
78 2252.25 2281.50 21 0.0001 0.0004 56 
79 2281.50 2310.75 17 0.0001 0.0003 45 
80 2310.75 2340.00 21 0.0001 0.0005 70 
81 2340.00 2369.25 33 0.0002 0.0009 139 
82 2369.25 2398.50 2 0,0000 0.0000 0 
83 2398.50 2427.75 9 0.0001 0.0002 38 
84 2427.75 2457.00 8 0.0001 0.0003 39 
85 2457.00 2486.25 4 0.0000 0.0001 22 
Totals 44089 2.873 2.711 419154 
Average Chord Length (~m) 168.5 178.5 
Air Content (%) 4.84 4.84 
Powers Spacing Factor {Jlm} 175 185 
1. Calculated using Eq. 3.14 
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Table C.20 continued 
MEASURED TRUE1 
CLASS LIMITS (~m) CHORDS Nc(#lcm) NL (#/em) CHORDS 
51 j 462.50 1491.75 36 0.0002 0.0003 45 
52 1491.75 1521.00 34 0.0002 0.0003 43 
53 1521.00 1550.25 31 0.0002 0.0003 40 
54 1550.25 j 579.50 32 0.0002 0.0003 44 
55 1579.50 j 608.75 29 0.0002 0.0003 40 
56 1608.75 j 638.00 25 0.0002 0.0002 34 
57 1638.00 1667.25 23 0.0001 0.0002 32 
58 1667.25 1696.50 21 0.0001 0.0002 29 
59 j 696.50 1725.75 18 0.0001 0.0002 24 
60 1725.75 1755.00 14 0.0001 0.0001 16 
61 1755.00 1784.25 16 0.0001 0.0001 22 
62 1784.25 1813.50 16 0.0001 0.0002 24 
63 1813.50 1842.75 12 0.0001 0.0001 15 
64 1842.75 1872.00 9 0.0001 0.0001 8 
65 1872.00 1901.25 9 0.0001 0.0001 9 
66 1901.25 1930.50 9 0.0001 0.0001 10 
67 1930.50 1959.75 11 0.0001 0.0001 17 
68 1959.75 1989.00 9 0.0001 0.0001 12 
69 1989.00 2018.25 8 0.0001 0.0001 10 
70 2018.25 2047.50 7 0.0000 0.0001 8 
71 2047.50 2076.75 8 0.0001 0.0001 12 
72 2076.75 2106.00 7 0.0000 0.0001 10 
73 2106.00 2135.25 8 0.0001 0.0001 14 
74 2135.25 2164.50 7 0.0000 0.0001 12 
75 2164.50 2193.75 7 0.0000 0.0001 13 
76 2193.75 2223.00 6 0.0000 0.0001 11 
77 2223.00 2252.25 7 0.0000 0.0001 16 
78 2252.25 2281.50 6 0.0000 0.0001 14 
79 2281.50 2310.75 5 0.0000 0.0001 12 
80 2310.75 2340.00 6 0.0000 0.0001 18 
81 2340.00 2369.25 3 0.0000 0.0000 6 
82 2369.25 2398.50 5 0.0000 0.0001 17 
83 2398.50 2427.75 5 0.0000 0.0001 20 
84 2427.75 2457.00 6 0.0000 0.0002 29 
85 2457.00 2486.25 4 0.0000 0.0001 22 
Totals 671134 4.341 4.084 631402 
Average Chord Length (J.lm) 177.7 188.8 
Air Content (%) 7.71 7.71 
Powers Spacing Factor (j.lm) 142 151 
1. Calculated using Eq. 3.14 
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Table C.21 continued 
Mix 
Class1 2 3 4 5 6 7 8 9 10 
125 2 3 0 4 0 9 3 0 0 0 
126 3 5 0 0 12 5 0 0 0 
127 10 0 7 0 3 4 0 0 0 
128 0 10 0 0 8 0 0 0 
129 0 5 0 3 0 3 0 0 0 
130 3 0 3 0 1 6 0 0 0 
131 5 0 9 0 3 10 0 0 0 
132 0 7 0 2 0 3 0 0 0 
133 0 4 0 3 0 0 21 0 0 0 
134 1 8 0 2 0 0 13 0 0 0 
135 2 0 2 0 2 12 0 0 0 
136 2 8 0 2 0 3 11 0 0 0 
137 2 5 0 2 0 2 2 0 0 0 
138 4 0 2 0 0 0 0 0 0 
139 3 5 0 2 0 0 0 0 0 0 
140 3 0 0 0 0 0 0 
141 0 0 2 0 0 0 0 0 0 
142 0 0 0 0 0 0 0 0 0 0 
143 0 0 0 1 0 0 0 0 0 0 
144 0 0 0 2 0 0 0 0 0 0 
145 0 0 0 0 0 0 0 0 0 
1. Class size = 29.25 J.Lffi 
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Table C.22 Chords not included in analysis of magnification 30x data 
Mix 
Class' 2 3 4 5 6 7 8 9 10 
86 0 0 4 13 16 36 14 9 0 22 
87 0 0 6 35 16 36 20 13 0 24 
88 0 0 4 0 37 43 6 10 0 50 
89 0 0 28 0 30 57 8 22 0 58 
90 0 0 21 0 31 75 0 13 0 36 
91 0 0 45 0 27 52 7 11 0 27 
92 0 0 87 0 26 67 4 20 0 27 
93 0 0 29 0 29 22 10 18 0 134 
94 0 0 55 2 19 31 45 0 52 
95 0 0 3 21 5 40 13 30 0 16 
96 0 0 4 0 14 37 11 22 0 11 
97 0 0 9 0 30 26 5 0 0 40 
98 0 0 0 0 92 25 13 0 0 16 
99 0 0 0 0 42 57 21 0 0 23 
100 0 0 2 0 14 31 0 0 2 
101 0 0 6 0 26 46 5 0 0 0 
102 0 0 0 0 0 30 35 0 0 13 
103 0 0 0 0 99 500 679 0 0 311 
1 . Class size = 29.41 JJ.m 
APPENDIX D 
Edge effect correction and area-to-volume conversion of areal image analysis data 
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Table 0.1 Continued 
MEASURED' TRUE2 
CLASS LIMITS (I'm) FEATURES NA (#icm2) NA (#/cm2) FEATURES Nv(#lcm3)3 
51 1250 1275 0.014 0.014 0.05 
52 1275 1300 0.014 0.014 0.76 
53 1300 1325 0 0.000 -0.007 -1 0.30 
54 1325 1350 0 0.000 -0.008 -1 -2.66 
55 1350 1375 2 0.028 0.036 3 2.92 
56 1375 1400 0 0.000 -0.008 -1 -3.43 
57 1400 1425 3 0.041 0.060 4 3.73 
58 1425 1450 0 0.000 -0.005 0 -1.18 
59 1450 1475 0.014 0.018 1.02 
so 1475 1500 0 0,000 -0.005 0 -0.15 
61 1500 1525 0 0.000 -0.006 0 -0.77 
62 1525 1550 0.014 0.017 1 -0.99 
63 1550 1575 2 0.028 0.043 3 2.26 
64 1575 1600 0 0.000 -0.003 0 0.15 
65 1600 1625 0 0.000 -0.004 0 -1.16 
66 1625 1650 1 0.014 0.021 2 1.19 
67 1650 1675 0 0.000 -0.003 0 -0.21 
68 1675 1700 0 0.000 -0.003 0 0.15 
69 1700 1725 0 0,000 -0.004 0 -1.27 
70 1725 1750 1 0.014 0.022 2 1.27 
71 1750 1775 0 0.000 -0.003 0 -0.93 
72 1775 1800 1 0.014 0.023 2 0.12 
73 1800 1825 0.014 0.024 2 1.24 
74 1825 1850 0 0.000 -0.001 0 -0.02 
75 1850 1875 0 0.000 -0.001 0 -0.02 
76 1875 1900 0 0.000 -0.001 0 -0.04 
77 1900 1925 0 0.000 -0.001 0 0.00 
78 1925 1950 0 0.000 -0.001 0 -0.16 
79 1950 1975 0 0.000 -0.001 0 0.20 
80 1975 2000 0 0.000 -0.002 0 -1.16 
81 2000 2025 1 0.014 0.027 2 1.29 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 7098 97.86 95.30 6913 19327.35 
Average Feature Diameter (Jlm} 85.5 85.2 49.3 
Air Content(%) 2.03 2.03 2.02 
Powers Spacing Factor (~J.m) 435 448 451 
Philleo Factor (I'm) 212 
1. Features not included in analysis include: 1 in class 97 and 1 in class 99 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54. 
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Table 0.2 Continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATLRES NA (#lcm2) NA (#lcm2) FEATURES Ny(#lcm3)3 
51 1250 1275 3 0.041 0.055 4 1.45 
52 1275 1300 2 0.028 0.037 3 2.21 
53 1300 1325 0 0.000 ·0.004 0 0.15 
54 1325 1350 0 0.000 -0.005 0 -1.26 
55 1350 1375 1 0.014 0.017 1 1.35 
56 1375 1400 0 0.000 -0.004 0 -1.14 
57 1400 1425 1 0.014 0.018 1.17 
58 1425 1450 0 0.000 -0.004 0 -0.19 
59 1450 1475 0 0.000 -0.004 0 0.12 
60 1475 1500 0 0.000 -0.005 0 -1.12 
61 1500 1525 0.014 0.019 1.01 
62 1525 1550 0 0.000 -0.004 0 0.16 
63 1550 1575 0 0.000 -0.004 0 -1.27 
64 1575 1600 1 0.014 0.020 1 1.37 
65 1600 1625 0 0.000 -0.004 0 -1.14 
66 1625 1650 0.014 0.021 2 1.18 
67 1650 1675 0 0.000 -0.003 0 -0.08 
68 1675 1700 0 0.000 -0.003 0 -0.05 
69 1700 1725 0 0.000 -0.004 0 -0.23 
70 1725 1750 0 0.000 -0.004 0 0.15 
71 1750 1775 0 0.000 -0.005 0 -1.34 
72 1775 1800 1 0.014 0.021 2 1.39 
73 1800 1825 0 0.000 -0.005 0 -1.32 
74 1825 1850 0.014 0.022 2 1.29 
75 1850 1875 0 0.000 -0.004 0 -1.09 
76 1875 1900 1 0.014 0.023 2 0.32 
77 1900 1925 0.014 0.024 2 0.13 
78 1925 1950 0.014 0.026 2 1.28 
79 1950 1975 0 0.000 0.000 0 0.00 
80 1975 2000 0 0.000 0.000 0 0.00 
81 2000 2025 0 0.000 0.000 0 0.00 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 6340 87.41 85.16 6177 17036.39 
Average Feature Diameter (J.tm) 84.1 83.8 50.0 
Air Content(%.) 1.80 1.80 1.79 
Powers Spacing Factor (!-lm) 457 471 474 
Philleo Factor (~m) 224 
1. Features not induded in analysis include: 1 in class 90, 2 in class 95,1 in class 127, and 1 in class 135 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D .3 Continued 
MEASURED' TRUE2 
CLASS LIMITS (J.1m) FEATURES NA (#lcm2) NA (#/cm2) FEATURES Ny(#lcm3)3 
51 1250 1275 3 0.047 0.058 4 1.88 
52 1275 1300 2 0.031 0.037 2 0.08 
53 1300 1325 2 0.031 0.039 2 1.90 
54 1325 1350 0.016 0.016 -1.46 
55 1350 1375 2 0.031 0.042 3 3.12 
56 1375 1400 0 0.000 -0.007 0 -2.65 
57 1400 1425 2 0.031 0.044 3 2.90 
58 1425 1450 0 0.000 -0.005 0 -1.29 
59 1450 1475 1 0.016 0.021 1.30 
60 1475 1500 0 0.000 -0.004 0 -0.11 
61 1500 1525 0 0.000 -0.005 0 -0.09 
62 1525 1550 0 0.000 -0.005 0 -0.28 
63 1550 1575 0 0.000 -0.006 0 0.09 
64 1575 1600 0 0.000 -0.007 0 -1.46 
65 1600 1625 1 0.016 0.020 1 1.19 
66 1625 1650 0 0.000 -0.007 0 -0.85 
67 1650 1675 O.Q16 0.020 1 -1.33 
68 1675 1700 2 0.031 0.051 3 2.98 
69 1700 1725 0 0.000 -0.004 0 -1.45 
70 1725 1750 0,016 0.025 2 1.57 
71 1750 1775 0 0.000 -0.004 0 -1.28 
72 1775 1800 1 0,016 0.026 2 1.22 
73 1800 1825 0 0.000 -0.002 0 0.20 
74 1825 1850 0 0.000 -0.003 0 -1.32 
75 1850 1875 O.Q16 0.028 2 1.42 
76 1875 1900 0 0.000 -0.001 0 -0.18 
77 1900 1925 0 0.000 -0.002 0 0.23 
78 1925 1950 0 0.000 -0.002 0 -1.30 
79 1950 1975 0,016 0.030 2 1.45 
80 1975 2000 0 0.000 0.000 0 0.00 
81 2000 2025 0 0.000 0.000 0 0.00 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 21622 337.83 328.10 20999 48209.48 
Average Feature Diameter (!.tm) 93.8 94.7 68.1 
Air Content(%) 5.04 5.04 5.01 
Powers Spacing Factor (J.Lm) 179 182 182 
Phil! eo Factor (flm) 133 
1. Features not included in analysis include: 1 in class 90,1 in class 100,1 in class 107, and 1 in class 121 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D .4 Continued 
MEASURED' TRUE2 
CLASS LIMITS (flm) FEATURES NA (#lcm2) NA (#icm2) FEATURES Ny(#lcm3)3 
51 1250 1275 0 0.000 -0.003 0 0.22 
52 1275 1300 0 0.000 -0.004 0 -1.96 
53 1300 1325 2 0.028 0.039 3 1.34 
54 1325 1350 1 0.014 0.020 1 1.20 
55 1350 1375 0 0.000 -0.001 0 -0.02 
56 1375 1400 0 0.000 -0.001 0 -0.02 
57 1400 1425 0 0.000 -0.001 0 -0.03 
58 1425 1450 0 0.000 -0.002 0 -0.03 
59 1450 1475 0 0.000 -0.002 0 -0.05 
60 1475 1500 0 0.000 -0.002 0 -0.02 
61 1500 1525 0 0.000 -0.002 0 -0.16 
62 1525 1550 0 0.000 -0.002 0 0.17 
63 1550 1575 0 0.000 -0.003 0 -1.11 
64 1575 1600 0.014 0.022 2 1.20 
65 1600 1625 0 0.000 -0.001 0 -0.02 
66 1625 1650 0 0.000 -0.002 0 -0.05 
67 1650 1675 0 0.000 -0.002 0 -0.01 
68 1675 1700 0 0.000 -0.002 0 -0.16 
69 1700 1725 0 0.000 -0.002 0 0.18 
70 1725 1750 0 0.000 -0.003 0 -1 .13 
71 1750 1775 1 0.014 0.023 2 1.23 
72 1775 1800 0 0.000 -0.001 0 -0.02 
73 1800 1825 0 0.000 -0.001 0 -0.03 
74 1825 1850 0 0.000 -0.001 0 -0.03 
75 1850 1875 0 0.000 -0.002 0 -0.05 
76 1875 1900 0 0.000 -0.002 0 -0.02 
77 1900 1925 0 0.000 -0.002 0 -0.19 
78 1925 1950 0 0.000 -0.002 0 0.20 
79 1950 1975 0 0.000 -0.003 0 -1.32 
80 1975 2000 0.014 0.026 2 1.49 
81 2000 2025 0 0.000 -0.002 0 -1.17 
82 2025 2050 1 0.014 0.028 2 1.30 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 40005 551.5 537.3 38973 75362.17 
Average Feature Diameter (J..lm) 83.8 84.7 71.3 
Air Content(%) 5.78 5.78 5.72 
Powers Spacing Factor (!J.m) 117 119 119 
Philleo Factor (f!m) 110 
1. Features not included in analysis include: 1 in class 86, 1 in class 88, 1 in class 94, 1 in class 109, and 1 
in class 118 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table 0.5 Continued 
MEASURED' TRUE2 
CLASS LIMITS (fim) FEATURES NA (#lcm2) NA (#lcm2) FEATURES Nv(#fcm3)3 
51 1250 1275 0.014 0.016 ·1.09 
52 1275 1300 2 0.028 0.039 3 2.59 
53 1300 1325 0 0.000 -0.003 0 ·1.1 0 
54 1325 1350 0.014 0.019 1.19 
55 1350 1375 0 0.000 -0.002 0 -0.05 
56 1375 1400 0 0.000 -0.002 0 -0.02 
57 1400 1425 0 0.000 -0.002 0 -0.16 
58 1425 1450 0 0.000 -0.002 0 0.17 
59 1450 1475 0 0.000 ·0.003 0 -1.10 
60 1475 1500 1 0.014 0.021 1.19 
61 1500 1525 0 0.000 -0.002 0 ·0.02 
62 1525 1550 0 0.000 ·0.002 0 -0.03 
63 1550 1575 0 0.000 ·0.002 0 -0.04 
64 1575 1600 0 0.000 -0.002 0 -0.04 
65 1600 1625 0 0.000 -0.002 0 -0.08 
66 1625 1650 0 0.000 -0.002 0 -0.01 
67 1650 1675 0 0.000 -0.003 0 -0.31 
68 1675 1700 0 0.000 -0.003 0 0.37 
69 1700 1725 0 0.000 -0.004 0 -2.22 
70 1725 1750 2 0.028 0.048 3 2.47 
71 1750 1775 0 0.000 -0.001 0 -0.01 
72 1775 1800 0 0.000 -0.001 0 -0.01 
73 1800 1825 0 0.000 -0.001 0 -0.02 
74 1825 1850 0 0.000 -0.001 0 -0.02 
75 1850 1875 0 0.000 -0.001 0 -0.03 
76 1875 1900 0 0.000 -0.001 0 -0.03 
77 1900 1925 0 0.000 -0.002 0 -0.05 
78 1925 1950 0 0.000 -0.002 0 -0.02 
79 1950 1975 0 0.000 -0.002 0 -0.18 
80 1975 2000 0 0.000 -0.002 0 0.16 
81 2000 2025 0 0.000 -0.003 0 -1.17 
82 2025 2050 1 0.014 0.026 2 1.14 
83 2050 2075 0 0.000 -0.002 0 0.21 
84 2075 2100 0 0.000 -0.002 0 ·1.19 
85 2100 2125 1 0.014 0.028 2 1.32 
Totals 32130 442.96 432.07 31340 74242.34 
Average Feature Diameter (J..lm) 79.9 80.7 58.2 
Air Content(%) 4.41 4.41 4.36 
Powers Spacing Factor (J.lm) 138 140 140 
Phillao Factor (flm) 114 
1. Features not included in analysis include: 1 in class 100,1 in class 147, and 1 in class 166 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.5d 
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Table D. 6 Continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES N, (#lcm2) NA (#lcm2) FEATURES Nv(#lcm3)3 
51 1250 1275 0.014 0.013 1 1.13 
52 1275 1300 0 0.000 -0.008 -1 -1.29 
53 1300 1325 1 0.014 0.013 0.26 
54 1325 1350 1 0.014 0.013 -0.98 
55 1350 1375 2 0.028 0.036 3 1.31 
56 1375 1400 1 0.014 0.015 1 0.11 
57 1400 1425 0.014 O.Q16 0.13 
58 1425 1450 0.014 0.016 0.13 
59 1450 1475 0.014 0.017 0.25 
60 1475 1500 0.014 0.018 0.08 
61 1500 1525 0.014 0.019 1.02 
62 1525 1550 0 0.000 -0.003 0 0.03 
63 1550 1575 0 0.000 -0.004 0 -1.05 
64 1575 1600 0.014 0.020 1 0.31 
65 1600 1625 0.014 0.021 2 0.12 
66 1625 1650 0.014 0.023 2 1.22 
67 1650 1675 0 0.000 -0,001 0 -0.01 
68 1675 1700 0 0.000 -0.001 0 -0.02 
69 1700 1725 0 0.000 -0.001 0 -0.02 
70 1725 1750 0 0.000 -0.001 0 -0.02 
71 1750 1775 0 0.000 ·0.001 0 ·0.02 
72 1775 1800 0 0.000 -0.001 0 -0.05 
73 1800 1825 0 0,000 -0.002 0 -o.01 
74 1825 1850 0 0.000 -0.002 0 -0.16 
75 1850 1875 0 0.000 -0.002 0 0.19 
76 1875 1900 0 0.000 -0.003 0 -1.16 
77 1900 1925 0.014 0.025 2 1.25 
78 1925 1950 0 0.000 ·0.001 0 -0.04 
79 1950 1975 0 0.000 -0.001 0 0.00 
80 1975 2000 0 0.000 -0.001 0 -0.16 
81 2000 2025 0 0.000 -0.001 0 0.20 
82 2025 2050 0 0,000 -0.002 0 -1.18 
83 2050 2075 1 0.014 0.028 2 1.30 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 36077 497.37 484.84 35168.11 74723.15 
Average Feature Diameter (/.1m) 81.9 82.7 64.9 
Air Content(%) 5.26 5.26 5.21 
Powers Spacing Factor (p.m) 122 124 125 
Philleo Factor (~m) 110 
1. Features not included in analysis include: 1 in class 115 and 1 in class 217 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D. 7 Continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES NA (#lcm2) NA (#/cm2) FEATURES Ny(#lcm3)3 
51 1250 1275 0 0.000 -0.007 -1 0.03 
52 1275 1300 0 0.000 -0.008 -1 -1.98 
53 1300 1325 2 0.028 0.034 3 0.43 
54 1325 1350 2 0.028 0.037 3 1.16 
55 1350 1375 0.014 0.017 1.33 
56 1375 1400 0 0,000 -0.005 0 -1.11 
57 1400 1425 0.014 0.018 1.03 
58 1425 1450 0 0.000 -0.004 0 0.1 A. 
59 1450 1475 0 0.000 -0.005 0 -1.13 
60 1475 1500 0.014 0.018 1.15 
61 1500 1525 0 0.000 -0.004 0 -0.07 
62 1525 1550 0 0.000 -0.004 0 -0.10 
63 1550 1575 0 0.000 -0.005 0 -0.09 
64 1575 1600 0 0.000 -0.005 0 -0.23 
65 1600 1625 0 0.000 -0.006 0 -0.01 
66 1625 1650 0 0.000 -0.007 0 -1.13 
67 1650 1675 1 0.014 0.018 1 0.26 
68 1675 1700 0.014 0.019 -0.05 
69 1700 1725 0.014 0.020 1.25 
70 1725 1750 0 0.000 -0,005 0 -0.96 
71 1750 1775 1 0.014 0.021 1 0.08 
72 1775 1800 0.014 0.022 2 1.20 
73 1800 1825 0 0.000 -0.003 0 -0.09 
74 1825 1850 0 0.000 -0,003 0 -0.03 
75 1850 1875 0 0.000 -0,004 0 -0.34 
76 1875 1900 0 0.000 -0.004 0 0.35 
77 1900 1925 0 0.000 -0.005 0 -2.31 
78 1925 1950 2 0.028 0.051 4 2.38 
79 1950 1975 0 0.000 -0.002 0 0.16 
80 1975 2000 0 0.000 -0.003 0 -1.17 
81 2000 2025 1 0.014 0.026 2 1.13 
82 2025 2050 0 0.000 -0.002 0 0.20 
83 2050 2075 0 0,000 -0.002 0 -1.18 
84 2075 2100 0.014 0.028 2 1.31 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 17013 236.16 227.27 16485.14 33136.65 
Average Feature Diameter (p.m) 122.8 124.3 68.6 
Air Content(%) 6.12 6.11 6.09 
Powers Spacing Factor (J.1m) 186 191 192 
Philleo Factor (f!m) 142 
1, Features not included in analysis include; 1 in class 97, 1 in class 102, 1 in class 112, and 1 in class 126 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D.B Continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES NA (l#cm2) NA (#lcm2) FEATURES Ny(l#cm3)3 
51 1250 1275 0 0.000 -0.007 0 -1.12 
52 1275 1300 0.014 0.014 1 0.19 
53 1300 1325 0.014 0.015 0.05 
54 1325 1350 0.014 0.015 0.80 
55 1350 1375 0 0.000 -0.006 0 0.27 
56 1375 1400 0 0.000 -0.007 -1 ~2.47 
57 1400 1425 2 0.028 0.038 3 2.47 
58 1425 1450 0 0.000 -0.007 0 -1.83 
59 1450 1475 2 0.028 0.039 3 0.25 
60 1475 1500 2 0.028 0.042 3 2.26 
61 1500 1525 0 0.000 -0.003 0 0.16 
62 1525 1550 0 0.000 -0.003 0 -1.12 
63 1550 1575 0.014 0.021 2 1.18 
64 1575 1600 0 0.000 -0.002 0 -0.06 
65 1600 1625 0 0.000 -0.002 0 -0.05 
66 1625 1650 0 0.000 -0.003 0 -0.17 
67 1650 1675 0 0.000 -0.003 0 0.03 
68 1675 1700 0 0.000 -0.004 0 -0.93 
69 1700 1725 1 0.014 0.021 2 0.11 
70 1725 1750 1 0.014 0.023 2 1.22 
71 1750 1775 0 0.000 -0.001 0 -0.03 
72 1775 1800 0 0.000 -0.001 0 ·0.03 
73 1800 1825 0 0.000 -0.002 0 -0.05 
74 1825 1850 0 0.000 -0.002 0 -0.04 
75 1850 1875 0 0.000 ·0.002 0 -0.16 
76 1875 1900 0 0.000 -0.002 0 0.04 
77 1900 1925 0 0.000 ·0.003 0 -0.95 
78 1925 1950 0.014 0.025 2 0.12 
79 1950 1975 0.014 0.027 2 1.28 
80 1975 2000 0 0.000 0.000 0 0.00 
81 2000 2025 0 0.000 0.000 0 0.00 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 14598 201.25 193.81 14058 31941.08 
Average Feature Diameter (Jlm) 120.7 122.1 60.7 
Air Content (o-/o) 5.11 5.11 5.09 
Powers Spacing Factor (~m) 201 206 207 
Philleo Factor (f'm) 146 
1. Features not included in analysis include: 1 in class 97, 1 in class 1 01, and 1 in class 102 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54. 
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Table 0.9 Continued 
MEASURED' TRUE2 
CLASS LIMITS (J.lm) FEATURES NA (#lcm2) NA (ll/cm2) FEATURES Nv(#lcm'J' 
51 1250 1275 0 0.000 -0.004 0 -o.os 
52 1275 1300 0 0.000 -0.005 0 -0.90 
53 1300 1325 0.013 0.016 1 -0.20 
54 1325 1350 0.013 0.017 1 1.52 
55 1350 1375 0 0.000 -0.004 0 -2.27 
56 1375 1400 2 0.027 0.039 3 2.50 
57 1400 1425 0 0.000 -0.003 0 -1.09 
58 1425 1450 1 0.013 0.020 1 1.04 
59 1450 1475 0 0.000 -0.002 0 0.04 
60 1475 1500 0 0.000 -0.002 0 -0.87 
61 1500 1525 1 0.013 0.020 2 0.13 
62 1525 1550 0.013 0.022 2 1.19 
63 1550 1575 0 0.000 0.000 0 0.00 
64 1575 1600 0 0.000 0.000 0 0.00 
65 1600 1625 0 0.000 0.000 0 0.00 
66 1625 1650 0 0.000 0.000 0 0.00 
67 1650 1675 0 0.000 0.000 0 0.00 
68 1675 1700 0 0.000 0.000 0 0.00 
69 1700 1725 0 0.000 0.000 0 0.00 
70 1725 1750 0 0.000 0.000 0 0.00 
71 1750 1775 0 0.000 0.000 0 0.00 
72 1775 1800 0 0.000 0.000 0 0.00 
73 1800 1825 0 0.000 0.000 0 0.00 
74 1825 1850 0 0.000 0.000 0 0.00 
75 1850 1875 0 0.000 0.000 0 0.00 
76 1875 1900 0 0.000 0.000 0 0.00 
77 1900 1925 0 0.000 0.000 0 0.00 
78 1925 1950 0 0.000 0.000 0 0.00 
79 1950 1975 0 0.000 0.000 0 0.00 
80 1975 2000 0 0.000 0.000 0 0.00 
81 2000 2025 0 0.000 0.000 0 0.00 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 12713 171.24 164.17 12188 22837.73 
Average Feature Diameter (J.I.m) 134.7 137.0 71.9 
Air Content (%) 4.76 4.76 4.75 
Powers Spacing Factor (1-lm) 218 224 224 
Philleo Factor (J.lm) 167 
1. Features not included in analysis include: 1 in class 88 and 1 in class 115 
2. Calculaled using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D .10 continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES N, (l#cm2) N, (#lcm2) FEATURES Ny(l#cm3)3 
51 1250 1275 0.014 0.013 0.01 
52 1275 1300 0.014 0.014 0.94 
53 1300 1325 0 0.000 ·0.007 0 ·0.08 
54 1325 1350 0 0.000 ·0.008 -1 -1.16 
55 1350 1375 0.014 0.013 0.08 
56 1375 1400 0.014 0.014 0.00 
57 1400 1425 0.014 0.014 0.19 
58 1425 1450 0.014 0.015 -0.60 
59 1450 1475 2 0.028 0.038 3 0.23 
60 1475 1500 2 0.028 0.041 3 2.38 
61 1500 1525 0 0.000 -0.003 0 ·0.06 
62 1525 1550 0 0.000 -0.003 0 ·0.09 
63 1550 1575 0 0.000 -0.004 0 -0.06 
64 1575 1600 0 0.000 -0.004 0 -0.24 
65 1600 1625 0 0.000 -0.005 0 0.15 
66 1625 1650 0 0.000 ·0.005 0 -1.43 
67 1650 1675 1 0.014 0.019 1 1.57 
68 1675 1700 0 0.000 -0.005 0 -2.26 
69 1700 1725 2 0.028 0.046 3 2.42 
70 1725 1750 0 0.000 -0.003 0 -0.10 
71 1750 1775 0 0.000 ·0.003 0 ·0.04 
72 1775 1800 0 0.000 -0.004 0 -0.34 
73 1800 1825 0 0.000 -0.004 0 0.34 
74 1825 1850 0 0.000 -0.005 0 -2.30 
75 1850 1875 2 0.028 0.049 4 2.36 
76 1875 1900 0 0.000 -0.002 0 0.04 
77 1900 1925 0 0.000 -0.003 0 -0.95 
78 1925 1950 1 0.014 0.025 2 0.12 
79 1950 1975 0.014 0.027 2 1.28 
80 1975 2000 0 0.000 0.000 0 0.00 
81 2000 2025 0 0.000 0.000 0 0.00 
82 2025 2050 0 0.000 0.000 0 0.00 
83 2050 2075 0 0.000 0.000 0 0.00 
84 2075 2100 0 0.000 0.000 0 0.00 
85 2100 2125 0 0.000 0.000 0 0.00 
Totals 16621 229.14 219.13 15895 24460.59 
Average Feature Diameter (p.m) 142.6 145.2 89.6 
Air Content(%) 7.13 7.13 7.12 
Powers Spacing Factor {J.tm) 189 194 195 
Philleo Factor (f'm) 157 
1. Features not included in analysis include: 1 in class 86, 1 in class 97, 1 in class 104, and 1 in class 133 
2. Calculated using Eg. 3.29 
3. Calculated using Eq. 3.54 
298 






























































































































































































































































































































































Table D.11 continued 
MEASURED1 TRUE2 
CLASS LIMITS (~m) FEATURES NA (#lem2) NA (#lem2) FEATURES Nv(#lem3)3 
51 1250 1275 0 0 -0.039 -3 0.44 
52 1275 1300 0 0 -0.058 -4 -7.03 
53 1300 1325 3 0.041 0.101 7 -1.07 
54 1325 1350 3 0.041 0.134 10 9.30 
55 1350 1375 0 0 -0.022 -2 -3.65 
56 1375 1400 1 0.014 0.041 3 3.69 
57 1400 1425 0 0 -0.020 -1 -3.47 
58 1425 1450 1 0.014 0.050 4 3.10 
59 1450 1475 0 0 -0.010 -1 0.13 
60 1475 1500 0 0 -0.014 -1 -0.99 
61 1500 1525 0 0 -0.021 -2 1.73 
62 1525 1550 0 0 -0.039 -3 -8.47 
63 1550 1575 2 0.028 0.143 10 7.69 
64 1575 1600 0 0 0 0 0 
65 1600 1625 0 0 0 0 0 
66 1625 1650 0 0 0 0 0 
67 1650 1675 0 0 0 0 0 
68 1675 1700 0 0 0 0 0 
69 1700 1725 0 0 0 0 0 
70 1725 1750 0 0 0 0 0 
71 1750 1775 0 0 0 0 0 
72 1775 1800 0 0 0 0 0 
73 1800 1825 0 0 0 0 0 
74 1825 1850 0 0 0 0 0 
75 1850 1875 0 0 0 0 0 
76 1875 1900 0 0 0 0 0 
77 1900 1925 0 0 0 0 0 
78 1925 1950 0 0 0 0 0 
79 1950 1975 0 0 0 0 0 
80 1975 2000 0 0 0 0 0 
81 2000 2025 0 0 0 0 0 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 10977 151.33 143.68 10422 49029.75 
Average Feature Diameter (p.m) 66.6 65.8 29.3 
Air Content ("/.,) 1.97 1.97 1.95 
Powers Spacing Factor (J.Lm) 355 378 383 
Philleo Factor (~m) 156 
1. Features not included in the analysis include: 1 in class 90 and 1 in class 104 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.5.1 
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Table 0.12 continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES NA (#lcm2) NA (#/cm2) FEATURES Nv(f#cm3}3 
51 1250 1275 0.014 0.007 0 -0.60 
52 1275 1300 0.014 0.010 1 2.59 
53 1300 1325 0 0 ·0.048 -4 -2.62 
54 1325 1350 1 0.014 -0.004 0 -2.20 
55 1350 1375 2 0.028 0.059 4 -0.48 
56 1375 1400 2 0.028 0.083 6 5.60 
57 1400 1425 0 0 -0.031 -2 0.68 
58 1425 1450 0 0 -0.042 -3 -4.02 
59 1450 1475 1 0.014 0.025 2 3.63 
60 1475 1500 0 0 ·0.05 -4 -3.17 
61 1500 1525 1 0.014 0.019 1 -0.50 
62 1525 1550 0.014 0.032 2 3.22 
63 1550 1575 0 0 -0.049 ·4 0.26 
64 1575 1600 0 0 -0.074 -5 -3.82 
65 1600 1625 0.014 -0.001 0 -1.59 
66 1625 1650 0.014 ·0.007 0 3.02 
67 1650 1675 0.014 -0.027 -2 -13.07 
68 1675 1700 3 0.041 0.231 17 17.01 
69 1700 1725 0 0 -0.081 -6 -12.77 
70 1725 1750 2 0.028 0.182 13 11.92 
71 1750 1775 0 0 -0.043 -3 -6.79 
72 1775 1800 1 0.014 0.112 8 5.70 
73 1800 1825 0 0 -0.002 0 0.01 
74 1825 1850 0 0 -0.002 0 0.01 
75 1850 1875 0 0 -0.002 0 0.01 
76 1875 1900 0 0 -0.002 0 0.04 
77 1900 1925 0 0 -0.003 0 0.03 
78 1925 1950 0 0 ·0.005 0 0.15 
79 1950 1975 0 0 -0.007 0 -0.16 
80 1975 2000 0 0 -0.011 -1 0.87 
81 2000 2025 0 0 -0.019 ·1 -2.07 
82 2025 2050 0 0 -0.039 -3 7.05 
83 2050 2075 0 0 -0.180 -13 -19.20 
84 2075 2100 0.014 0.280 20 13.04 
85 2100 2125 0 0 0 0 0 
Totals 9084 125.35 118.84 8612 40457.25 
Average Feature Diameter (f.lm} 68.9 67.0 29.4 
Air Content (%) 2.09 2.09 2.08 
Powers Spacing Factor (J.lm} 423 458 465 
Philleo Factor (lim) 164 
1. Features not included in the analysis include: 1 in class 86 and 1 in class 100 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table 0.13 continued 
MEASURED1 TRUE2 
CLASS LIMITS (~m) FEATURES N, (#lcm2) N, (#icm2) 
51 1250 1275 0 0 -0.052 
52 1275 1300 1 O.Q16 -0.004 
53 1300 1325 2 0.032 0.065 
54 1325 1350 0.016 0.008 
55 1350 1375 2 0.032 0.090 
56 1375 1400 0 0 -0.042 
57 1400 1425 O.Q16 0.026 
58 1425 1450 O.Q16 0.034 
59 1450 1475 0.016 0.051 
60 1475 1500 0 0 -0.024 
61 1500 1525 0 0 -0.033 
62 1525 1550 0 0 -0.049 
63 1550 1575 0.016 0.048 
64 1575 1600 0 0 -0.055 
65 1600 1625 1 O.Q16 0.046 
66 1625 1650 O.Q16 0.074 
67 1650 1675 0 0 -0.029 
68 1675 1700 0 0 -0.041 
69 1700 1725 0 0 -0.069 
70 1725 1750 1 O.Q16 0.075 
71 1750 1775 0 0 -0.075 
72 1775 1800 1 0.016 0.091 
73 1800 1825 0 0 -0.078 
74 1825 1850 1 O.Q16 0.121 
75 1850 1875 0 0 -0.042 
76 1875 1900 0 0 -0.071 
77 1900 1925 0 0 -0.155 
78 1925 1950 1 O.o16 0.041 
79 1950 1975 O.Q16 0.072 
80 1975 2000 O.o16 0.184 
81 2000 2025 0 0 -0.153 
82 2025 2050 O.Q16 0.269 
83 050 2075 0 0 0 
84 2075 2100 0 0 0 
85 2100 2125 0 0 0 
Totals 26835 430.41 404.32 
Average Feature Diameter {p.m) 79.4 80.5 
Air Content(%) 5.17 5.16 
Powers Spacing Factor (p.m) 168 176 
Philleo Factor (f'.m) 
1, Features n?t included in the analysis include: 1 in class 86 and 1 in class 99 
2, Calculated using Eq. 3.29 










































































































































































































































































































































































































































Table D .14 Continued 
MEASURED' TRUE2 
CLASS LIMITS (J.Lm) FEATURES NA (#lcm2) NA (#icm2) FEATURES Nv(#lcm3)3 
51 1250 1275 2 0.028 0.049 4 0.21 
52 1275 1300 2 0.028 0.064 5 2.47 
53 1300 1325 0.014 0.026 2 2.75 
54 1325 1350 0 0 -0.026 -2 -0.40 
55 1350 1375 0 0 -0.033 -2 0.15 
56 1375 1400 0 0 -0.045 -3 -2.78 
57 1400 1425 0.014 0.012 -0.67 
58 1425 1450 0.014 0.018 3.00 
59 1450 1475 0 0 -0.057 -4 -2.18 
60 1475 1500 1 0.014 0.001 0 -4.87 
61 1500 1525 2 0.028 0.093 7 7.71 
62 1525 1550 0 0 -0.057 -4 -4.35 
63 1550 1575 1 0.014 0.014 1.31 
64 1575 1600 1 0.014 0.014 1 -5.15 
65 1600 1625 2 0.028 0.137 10 7.75 
66 1625 1650 0 0 -0.027 -2 1.22 
67 1650 1675 0 0 -0.044 -3 -5.35 
68 1675 1700 1 0.014 0.072 5 4.71 
69 1700 1725 0 0 -0.024 -2 0.15 
70 1725 1750 0 0 -0.033 -2 -0.48 
71 1750 1775 0 0 -0.049 -4 0.89 
72 1775 1800 0 0 -0.088 -6 -5.00 
73 1800 1825 0.014 0.042 3 -2.54 
74 1825 1850 0.014 0.084 6 8.76 
75 1850 1875 0 0 -0.089 -6 -8.71 
76 1875 1900 0.014 0.103 7 7.00 
77 1900 1925 0 0 -0.073 -5 0.65 
78 1925 1950 0 0 -0.165 -12 -3.31 
79 1950 1975 0.014 -0.038 -3 -17.90 
80 1975 2000 2 0.028 0.354 26 23.65 
81 2000 2025 0 0 -0.132 -10 -15.27 
82 2025 2050 1 0.014 0.232 17 10.91 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 51292 708.43 669.88 48501 126815.16 
Average Feature Diameter {J..tm) 71.0 72.3 52.8 
Air Content(%.) 5.86 5.85 5.79 
Powers Spacing Factor (J.l.m) 107 111 113 
Philleo Factor (J.Lm) 92 
1. Features not included in the analysis include: 1 in class 94 and 1 in class 98 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D. 15 continued 
MEASURED' TRUE" 
CLASS LIMITS (~m) FEATURES NA (#lcm2) NA (#/cm2) FEATURES Nv(#lcm3)3 
51 1250 1275 0 0 -0.013 -1 0.02 
52 1275 1300 0 0 -0,015 -1 -0.38 
53 1300 1325 0 0 -0.019 -1 0.53 
54 1325 1350 0 0 -0.026 -2 -3.08 
55 1350 1375 1 0.014 0.034 2 2.56 
56 1375 1400 0 0 -0.022 -2 0.65 
57 1400 1425 0 0 -0.030 -2 -3.47 
58 1425 1450 0.014 0.039 3 3.10 
59 1450 1475 0 0 -0.024 -2 0.13 
60 1475 1500 0 0 -0.031 -2 -1.05 
61 1500 1525 0 0 -0.041 -3 1.75 
62 1525 1550 0 0 -0.065 -5 -8.94 
63 1550 1575 2 0.028 0.109 8 8.15 
64 1575 1600 0 0 -0.054 -4 -3.66 
65 1600 1625 0.014 0.031 2 -0.74 
66 1625 1650 0.014 0.051 4 3.99 
67 1650 1675 0 0 -0.046 -3 -O.Q1 
68 1675 1700 0 0 -O.D76 -6 -3.05 
69 1700 1725 1 0.014 0.012 1 -6.93 
70 1725 1750 2 0.028 0.182 13 9.63 
71 1750 1775 0 0 -0.032 -2 1.69 
72 1775 1800 0 0 -0.060 -4 -6.96 
73 1800 1825 1 0.014 0.099 7 5.19 
74 1825 1850 0 0 -0.036 -3 2.25 
75 1850 1875 0 0 -0.077 -6 -8.45 
76 1875 1900 1 0.014 0.122 9 5.88 
77 1900 1925 0 0 -0.042 -3 3.81 
78 1925 1950 0 0 -0.106 -8 -12.82 
79 1950 1975 0.014 0.146 11 12.98 
80 1975 2000 0 0 -0.114 -8 -13.78 
81 2000 2025 0.014 0.213 15 10.07 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 43613 602.94 571.30 41325 115973.17 
Average Feature Diameter (p.m) 68.5 69.7 49,3 
Air Content(%) 4.68 4.67 4.62 
Powers Spacing Factor (p.m) 121 126 127 
Philleo Factor (I'm) 98 
1. Features not included in the analysis include: 1 fn class 94 and 1 in class 110 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D. 16 continued 
MEASURED TRUE' 
CLASS LIMITS (Mm) FEATURES NA (#lcm2) NA(#icm'-) FEATURES Ny(#lcm3)2 
51 1250 1275 0 0 -0.022 -2 -0.30 
52 1275 1300 0 0 -0.029 ·2 ~0.61 
53 1300 1325 0 0 -0.041 -3 -1.30 
54 1325 1350 1 0.014 0.006 0 -6.73 
55 1350 1375 3 0.043 0.149 10 9.23 
56 1375 1400 0 0 -0.014 -1 -0.16 
57 1400 1425 0 0 -0.018 -1 0.10 
58 1425 1450 0 0 -0.023 -2 -0.99 
59 1450 1475 0 0 -0.031 -2 1.61 
60 1475 1500 0 0 -0.049 -3 -8.24 
61 1500 1525 2 0.029 0.118 8 7.59 
62 1525 1550 0 0 -0.024 -2 -1.10 
63 1550 1575 0 0 -0.035 -2 1.95 
64 1575 1600 0 0 -0.06 -4 -9.61 
65 1600 1625 2 0.029 0.145 10 8.13 
66 1625 1650 0 0 -0.027 -2 0.57 
67 1650 1675 0 0 -0.049 -3 -4.29 
68 1675 1700 1 0.014 0.059 4 -1.01 
69 1700 1725 0.014 0.096 7 5.11 
70 1725 1750 0 0 -0.005 0 0.05 
71 1750 1775 0 0 -0.007 0 -0.09 
72 1775 1800 0 0 -0.010 -1 0.28 
73 1800 1825 0 0 -0.015 -1 -0.95 
74 1825 1850 0 0 -0.026 -2 2.40 
75 1850 1875 0 0 -0.064 -4 -9.27 
76 1875 1900 1 0.014 0.151 11 7.38 
77 1900 1925 0 0 0 0 0 
78 1925 1950 0 0 0 0 0 
79 1950 1975 0 0 0 0 0 
80 1975 2000 0 0 0 0 0 
81 2000 2025 0 0 0 0 0 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 39450 564.88 534.59 37335 110913.91 
Average Feature Diameter (~m) 70.0 71.3 48.2 
Air Content (%) 4.50 4.49 4.44 
Powers Spacing Factor (~m) 125 129 130 
Philleo Factor (Mm) 100 
1. Calculated using Eq. 3.29 
2. Calculated using Eq. 3.54 
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Table 0.17 continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES NA (lllcm2) NA (#/cm2) FEATURES Nv(#lcm3)3 
51 1250 1275 4 0.056 0.159 11 10.45 
52 1275 1300 0 0 ·0.029 ·2 0.49 
53 1300 1325 0 0 -0.038 ·3 -3.50 
54 1325 1350 0.014 0.017 1 3.00 
55 1350 1375 0 0 -0.046 -3 -2.65 
56 1375 1400 1 0.014 0.010 -1.21 
57 1400 1425 0.014 0.015 4.22 
58 1425 1450 0 0 -O.Q63 -4 -7.11 
59 1450 1475 2 0.028 0.077 5 3.68 
60 1475 1500 0.014 0.021 -0.45 
61 1500 1525 0.014 0.032 2 2.77 
62 1525 1550 0 0 -0.049 -3 0.76 
63 1550 1575 0 0 -0.080 -6 -7.05 
64 1575 1600 2 0.028 0.091 6 -1.57 
65 1600 1625 2 0.028 0.139 10 8.88 
66 1625 1650 0 0 ·0.031 -2 -1.93 
67 1650 1675 0 0 -0.049 -3 3.88 
68 1675 1700 0 0 -0.098 -7 -17.48 
69 1700 1725 3 0.042 0.292 21 15.12 
70 1725 1750 0 0 -0.002 0 0.01 
71 1750 1775 0 0 -0.003 0 0.02 
72 1775 1800 0 0 -0.004 0 0.01 
73 1800 1825 0 0 -0.005 0 0.07 
74 1825 1850 0 0 -0.007 0 -0.10 
75 1850 1875 0 0 -0.010 -1 0.41 
76 1875 1900 0 0 -0.017 -1 -1.17 
77 1900 1925 0 0 -0.032 -2 3.35 
78 1925 1950 0 0 -0.090 -6 -11.66 
79 1950 1975 0.014 0.185 13 8.86 
80 1975 2000 0 0 0 0 0 
81 2000 2025 0 0 0 0 0 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 21590 304.73 281 .13 19918 64080.38 
Average Feature Diameter ().!m) 102.0 103.9 43.9 
Air Content (%) 6.02 6.01 5.99 
Powers Spacing Factor (IJ-m) 174 185 186 
Philleo Factor (~m) 115 
1. Features not included in analysis Include: 2 in class 88, 1 in class 99, and 1 in class 110 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D.18 continued 
MEASURED' TRUE2 
CLASS LIMITS (Jim) FEATURES NA (#lcm2) NA (#icm2) FEATURES Nv(#lcm>)J 
51 1250 1275 0 0 -0.032 -2 -2.80 
52 1275 1300 1 0.014 0.016 0.34 
53 1300 1325 0.014 0.021 1 -0.59 
54 1325 1350 0.014 0.028 2 3.10 
55 1350 1375 0 0 -0.032 -2 -2.66 
56 1375 1400 0.014 0.026 2 -0.67 
57 1400 1425 0.014 0,037 3 3.50 
58 1425 1450 0 0 -0.031 -2 -2.91 
59 1450 1475 0.014 0.038 3 -0.40 
60 1475 1500 0.014 0.056 4 3.55 
61 1500 1525 0 0 -0.010 -1 -0.01 
62 1525 1550 0 0 -0.012 -1 0.01 
63 1550 1575 0 0 -0.015 -1 -0.10 
64 1575 1600 0 0 -0.019 -1 0.14 
65 1600 1625 0 0 -0.025 -2 -0.78 
66 1625 1650 0 0 -0.036 -3 1.48 
67 1650 1675 0 0 -0.059 -4 -6.82 
68 1675 1700 1 0.014 0.047 3 7.43 
69 1700 1725 0 0 -0.087 -6 -11.94 
70 1725 1750 2 0.028 0.182 13 8.98 
71 1750 1775 0 0 -0.042 -3 3.55 
72 1775 1800 0 0 -0.093 -7 -14.81 
73 1800 1825 2 0.028 0.246 17 12.27 
74 1825 1850 0 0 0 0 0 
75 1850 1875 0 0 0 0 0 
76 1875 1900 0 0 0 0 0 
77 1900 1925 0 0 0 0 0 
78 1925 1950 0 0 0 0 0 
79 1950 1975 0 0 0 0 0 
80 1975 2000 0 0 0 0 0 
81 2000 2025 0 0 0 0 0 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 24073 339.77 317.89 22522 102347.91 
Average Feature Diameter (!lm) 84.7 85.3 31.1 
Air Content{%) 5.30 5.29 5.26 
Powers Spacing Factor (J-Lm) 169 180 182 
Philleo Factor (Jim) 99 
1. Features not included in analysis include: 1 in dass 98, 1 in class 99, and 1 in class 104 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D .19 continued 
MEASURED' TRUE2 
CLASS LIMITS (ftm) FEATURES NA (#lcm2) NA (#lcm2) FEATURES Nv(#lcm3)3 
51 1250 1275 0.014 0.027 2 -0.21 
52 1275 1300 0.014 0.037 3 2.76 
53 1300 1325 0 0 -0.013 -1 -0.15 
54 1325 1350 0 0 -o.016 -1 -0.01 
55 1350 1375 0 0 -0.020 -1 -0.81 
56 1375 1400 0 0 -0.028 -2 0.87 
57 1400 1425 0 0 -0.044 -3 -6.30 
58 1425 1450 2 0.028 0.094 7 2.50 
59 1450 1475 0.014 0.049 3 4.22 
60 1475 1500 0 0 -0.022 -2 -3.97 
61 1500 1525 1 0.014 0.062 4 3.60 
62 1525 1550 0 0 -0.007 -1 0.10 
63 1550 1575 0 0 -0.010 -1 -o.56 
64 1575 1600 0 0 -0.015 -1 1.08 
65 1600 1625 0 0 -0.027 ·2 -4.97 
66 1625 1650 0.014 0.082 6 4.43 
67 1650 1675 0 0 -0.002 0 0.03 
68 1675 1700 0 0 -0.003 0 0.01 
69 1700 1725 0 0 -0.003 0 0.02 
70 1725 1750 0 0 -0.004 0 0.02 
71 1750 1775 0 0 -0.004 0 0.03 
72 1775 1800 0 0 -0.005 0 0.03 
73 1800 1825 0 0 -0.007 0 0.09 
74 1825 1850 0 0 -0.009 -1 -0.08 
75 1850 1875 0 0 -0.013 -1 0.42 
76 1875 1900 0 0 -0.019 -1 -1.13 
77 1900 1925 0 0 -0.035 -2 3.38 
78 1925 1950 0 0 -0.095 -7 -11.51 
79 1950 1975 1 0.014 0.178 13 8.70 
80 1975 2000 0 0 -0.011 -1 0.89 
81 2000 2025 0 0 -0.020 -1 -2.12 
82 2025 2050 0 0 -0.040 -3 7.22 
83 2050 2075 0 0 -0.184 -13 -19.64 
84 2075 2100 0.014 0.287 20 13.34 
85 2100 2125 0 0 0 0 0 
Totals 17087 241.17 222.27 15748 59014.08 
Average Feature Diameter (~-tm) 103.2 105.2 37.7 
Air Content (%•) 4.84 4.84 4.82 
Powers Spacing Factor (~-tm) 202 215 217 
Phi!leo Factor (ftm) 121 
1. Features not included in analysis include: 1 in class 88 
2. Calculated using Eq. 3.29 
3. Calculated using Eq. 3.54 
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Table D.20 continued 
MEASURED' TRUE2 
CLASS LIMITS (~m) FEATURES NA (l#cm2) NA (#/cm2) FEATURES Nv(l#cm3)3 
51 1250 1275 2 0.028 0.026 2 0.86 
52 1275 1300 2 0.028 0.029 2 -3.28 
53 1300 1325 3 0.041 0.098 7 5.64 
54 1325 1350 1 0.014 0.002 0 -0.81 
55 1350 1375 0.014 0 0 1.24 
56 1375 1400 0.014 -0.006 0 ~6.39 
57 1400 1425 3 0.041 0.137 10 6.02 
58 1425 1450 1 0.014 0.037 3 2.63 
59 1450 1475 0 0 -0.028 -2 0.90 
60 1475 1500 0 0 -0.041 -3 -4.96 
61 1500 1525 1 0.014 0.032 2 5.39 
62 1525 1550 0 0 -0.055 -4 -9.08 
63 1550 1575 2 0.028 0.120 9 8.75 
64 1575 1600 0 0 -0.037 -3 -5.21 
65 1600 1625 1 0.014 0.057 4 5.17 
66 1625 1650 0 0 -0.036 -3 -4.98 
67 1650 1675 0.014 0.Q73 5 3.85 
68 1675 1700 0 0 -0.021 -2 1.39 
69 1700 1725 0 0 -0.040 -3 -6.10 
70 1725 1750 1 0.014 0.093 7 5.37 
71 1750 1775 0 0 ·O.o13 -1 -0.81 
72 1775 1800 0 0 -0.022 -2 1.90 
73 1800 1825 0 0 -0.050 -4 -7.73 
74 1825 1850 0.014 0.128 9 6.33 
75 1850 1875 0 0 0 0 0 
76 1875 1900 0 0 0 0 0 
77 1900 1925 0 0 0 0 0 
78 1925 1950 0 0 0 0 0 
79 1950 1975 0 0 0 0 0 
80 1975 2000 0 0 0 0 0 
81 2000 2025 0 0 0 0 0 
82 2025 2050 0 0 0 0 0 
83 2050 2075 0 0 0 0 0 
84 2075 2100 0 0 0 0 0 
85 2100 2125 0 0 0 0 0 
Totals 25657 353.71 325.23 23591 80363.11 
Average Feature Diameter (p.m) 106.0 108.3 40.5 
Air Content ("/.,) 7.35 7.35 7.32 
Powers Spacing Factor {!Jm) 165 175 177 
Philleo Factor (~m) 105 
1. Features not included in analysis include: 1 in class 99, 1 in class 105, and 1 in class 112 
2. Calculated using E:q. 3.29 
3. Calculated using E.q. 3.54 
E.1 Introduction 
APPENDIX E 
CALCULATION OF AREA A;j 
When using finite fields of view to measure a distribution of circular 
features, frame edge effects cause the measured size of some features to be smaller 
than the true size. "Frame edge effects" refers to the intersection of features by the 
edge or edges of the viewing field, with only that portion falling within the viewing 
field being measured. It was noted in Section 3.3 that, due to frame edge effects, a 
given size class i of measured features will include contributions from features of all 
size classes, j, greater than or equal to i. Stated another way, each size class of 
features, j, will contribute measured features to all size classes, i, smaller than or 
equal to j. The probability that a feature of diameter Yi will be intersected by a 
frame edge and have a resulting area equivalent diameter, AED, within the size limits 
of class i is equal to the ratio of the area in which the center of a diameter Yi feature 
can be located and have a measured AED within the size limits of class i to the total 
area in which the center of a diameter Yi feature can be located and be at least 
partially visible in the field of view. The former area is referred to as Aij. 
Procedures lor calculating A;1 lor a rectangular field of view, L x H, are presented in 
this appendix. 
For each size class j, containing features of diameter Yi ±. ;:,yp, there is a 
region extending a distance yj/2 on either side of the edges of the viewing frame in 
which a diameter Yi feature can be located and be intersected by a frame edge or 
edges. This region is called the intersection zone for features of diameter Yi, and is 
shown in Fig. E.1. Equations are developed for calculating the AED of the measured 
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portion of features with their centers inside this intersection zone. Procedures are 
also developed for calculating the individual areas, A;i, within the intersection zone. 
E.2 Equations for AED 
The intersection zone can be divided into two distinct regions, as shown in Fig. 
E.2, based on whether a diameter Yi feature is intersected by one or two frame edges. 
If the center of a diameter Yi feature is located within an edge region, it will be 
intersected by a single edge, whereas if the feature center falls within a corner 
region, it will be intersected by two adjacent frame edges. Features with their 
center located within an edge or corner region are referred to as edge features or 
corner features, respectively. Separate equations are required to calculate the AED 
of edge and corner features. 
Edge Feature.- A typical edge feature is shown in Fig. E.3. The x'-z' 
coordinate system is located at the feature center and is parallel to the frame edges, 
which represent the X-Z coordinate system. The position of a diameter Yi edge 
feature is given by z, which represents the distance in the direction of the Z axis, 
from the intersecting frame edge to the feature center. The range of values for z is 
plus or minus the feature radius, Rj. The visible area of an edge feature, A9 , is 
obtained by integrating, with respect to the x'-z' coordinate system, that portion of 
the intersected feature within the field of view 
( E.1 a) 
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2 
"Ri y 2 2 2 . -1( ) A,;--+ z R1 -z + R1 Sin z/Rj 2 
Using Eq. 3.15, the AED of an edge feature, AED 9 , is given as 
2 




Corner Feature.-A single expression for the AED of a corner feature is not 
possible, because the visible shape of a corner feature differs, depending on the 
location of the feature center within a corner region. A symmetric half of a typical 
corner region, shown in Fig. E.4, can be divided into the sub-regions, segment 1 and 
segment 2, based on the visible shape of the resulting corner feature. A corner 
feature of diameter y1, with its center located in either segment 1 or segment 2 of a 
corner region, is shown in Fig. E.S or Fig. E.6, respectively. In both cases, the x'-z' 
coordinate system is located at the feature center and is parallel to the frame edges, 
which represent the X-Z coordinate system. The position of a diameter Yi corner 
feature is given by x and z. which represent the distances in the direction of the X 
and Z axes, respectively, from the frame corner to the feature center. 
The range of values of x and z, within segment 1 of the symmetric half of a 
corner region, are -m R1 to +Rj and -Ri to +Ri, respectively. But, in no case can 
Y x2+ z2 be greater than R1. The visible area of a segment 1 corner feature, A0 1, is 
obtained by integrating, with respect to the x'-z' coordinate system, that portion of 
the intersected feature within the field of view. When z is positive this yields 
321 
Ac1 = (1/2) [z.YRi2-z2 +2xz+xYRf-x2 
+ Rf (sin' 1(z!Rj) + sin-1(x!Rj) + ~)] 
When z is negative, for a segment 1 corner feature, Ac1 becomes 
Ac 1 =(1/2) [ z Y Rf -z2 + 2xz + x Y Rf -x2 





Recognizing, that with z negative, sin·1(.Y Rf-z2 /Rj)= (sin-1(z/Rj) + Jt/2), Eq. 
E.4b simplifies to Eq. E.3b. 
Eq. E.3b provides an expression for the visible area of an intersected corner 
feature of diameter Yi· when its center lies anywhere within segment 1 of a corner 
region. 
Using Eq. 3.15, the AED of a segment 1 corner feature is 
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AEDc1 = V417t ((112)[ zY Rj-z2 + 2xz + xY Rj-x2 
1 
+Rf(sin-\z!R1)+ sin"
1(x!R1) + ;) ] ) 2 
(E.5} 
Within segment 2 of the symmetric half of a corner region, the positions of 
the intersected feature center, x and z, can range from +'f0":5 Rj to +Rj and from o to 
+Rj. respectively. But, Yxz+ z2 must always be greater than R1. The calculation of 
the visible area of a segment 2 corner feature differs from that of a segment 1 
corner feature because the frame corner is outside of the intersected feature, as 
shown in Fig.E.6. The corner area not occupied by the feature, Ap. is subtracted from 
Eq. E.3b to give an expression for the visible area of a segment 2 corner feature. 
Integrating with respect to the x'-y' coordinate system, Ap. is 
(E.6a) 
Ap= [-zYRj-z2 +2xz-xYRj-x2 
+ Rj(sin· 1(Y Rj-z2JR1)-sin-
1(x/Ri) )] 
(E.6b) 
Recognizing that with z always positive, sin· 1(Y Rj-z2/Rj) = (7t/2-sin-1(z/Rj)), 
Eq. E.6b simplifies to 
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Subtracting Eq. E.7 from Eq. E.3a gives an expression for the visible area, A0 z, of a 
diameter Yi feature, with its center located in segment 2 of a corner region 
Using Eq. 3.15, the AED of a segment 2 corner feature, AED0 z, is 
E.3 Determination of AiJ 
The intersection zones can be divided into j subregions, A;j. each representing 
the area in which the center of a Yi feature can be located and result in a measured 
feature with an AED within the size limits of class i, in which 1 ~ i ~ j. These A; i 
areas correspond to the A;j terms in column j of the matrix of coefficients, [M iil. in 
Eq. 3.28. Fig. E.7 shows a typical quadrant of an intersection zone, for a diameter Yi 
feature, divided into the j subregions, A;j. Because of geometric differences, between 
the edge and corner regions, separate procedures are developed for calculating that 
portion of A;1 within each. 
Edge Region.-As shown in Fig. E.S, the portion of Aij located within a quadrant of an 
edge region is equal to the sum of the two rectangular strips t-z;U2 and t-z;H/2 
minus that part, A 0 , of each rectangular strip within the corner region. The term 
t-z; represents the range of values for z (see Fig. E.3), perpendicular to the intersec· 
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ting frame edge, over which the center of a diameter Yi edge feature can be located and 
produce a measured feature with an AED within the size limits of class i. l!.z; is equal 
to z1 - z1• 1 , in which z; and z;.1 correspond to the positions, z, of the intersected 
feature center that will produce a measured feature with an AED equal to the upper 
limits of class i and class i-1, respectively. The upper AED size limit for each class, 
1 to j-i, can be substituted for AED 8 in Eq. E.2. and the corresponding value of z 
calculated. The calculation of z can be accomplished by rearranging Eq. E.2 to be of 
the form f(z} = 0. The root, z, is then obtained by iteration. A special case exists 
for the inner and outer boundaries of the edge region, +Rj and -Rj, which correspond 
to the upper limit of z for class j and the lower limit of z for class 1, Zj and zo, 
respectively. 
The determination of A0 , the extension of the rectangular strip of each edge 
region portion of A;j into a corner region, depends on the sign of z; and z;.,. If the 
calculated values of z; and z;.1 are both positive, then that part of each rectangular 
strip inside a corner region, A0 , is equal to 
(E.10) 
When the calculated values of z1 and z1•1, are both negative, then that part of 
each rectangular strip inside a corner region, A0 , is equal to 
(E.11a) 
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When the calculated value of z; is positive and the valve of z;.1 is negative 
then that part of each rectangular strip inside a corner region, A0 , is equal to 
0 
Aa = z;Rj + i,_, V Rf-z2 dz (E. i 2a) 
(E.i2b) 
The portion of each A;i in the entire edge region of the intersection zone 
(A;j)edge• is equal to (2~z;(L+H)- A0 ). For the three different possible expressions 
for Aa. depending on the sign of z; and Zi-1, this yields 
2~z 1(L+H)- 4[zd Rf- z12 - z;_1 V Rf- z/:.1 
+ Rf(sin.1(z;1Ri)- sin. 1(z1_1/RiJ)] 
2~z;(L+H) - 4[ z;Rj- z1_1 V Rf- z1: 1 
+ Rfsin.\z 1_ 1/Rj)] 
(
z; and ~H) 
pOSitiVe 
( 
z1 and :1-1 } 
negat1ve 
( 
z1 positive ) 
z1_ 1 negative 
(E. i 3) 
A check on the accuracy of the (Aij)edge calculations may be made by com-
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paring the summation of all (A;1)edge values, in a class j intersection zone, to the 
actual area of the edge region, 4Rj(L+H-4Rj) + (Rj2/2)(1-1t/4). 
Corner Region.- A symmetric half of a typical corner region is shown in 
Fig. E.9. As a result of its nonlinear shape, the calculation of that portion of each Aij 
within the corner region, (A;j)corner. is not as straightforward as that for the edge 
region. This calculation can be performed incrementally by dividing the symmetric 
half of the corner region into discrete intervals, t.x, in the X direction. For each ll.x 
interval, the values of ll.z; are calculated. As with the edge region, Ll.z; is equal to :z; -
z;.1. in which z; and Zi-1 correspond to the positions, z, of a diameter Yi feature 
center that will produce a measured feature with an AED equal to the upper size limit 
of class i and class i-1, respectively. The summation of the areas of these individual 
pieces of each (A;j)edge• (~LI.xAz;), will approximate the true area of corner region 
contribution to Aij· By keeping AX small, this approximation will approach the true 
solution. 
The process of calculating Az; within each Ax interval is similar to the 
procedure presented for an edge region. A major difference is that all classes (i = 1 
to j) are not present in each Ax interval. The smallest class, in each Ax interval, 
can be established by substituting the value of z at lower boundary of the edge region 
(z = -/ R2 + x2 l into Eq E.S and solving for the corresponding AED. The largest 
I 
class, in each Ax interval, can be established by substituting the value of z at the 
upper boundary of the symmetric half of the edge region (z = x) into Eq. E.S (when x 
< '{0":5 R1) or Eq. E.9 (when x > '{0":5 R1), and solving for the corresponding AED. 
The upper AED size limit for each class, in each Ax interval, is substituted into the 
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appropriate of Eq. E.5 or Eq. E.9, and the corresponding values of z calculated. The 
upper limit of the largest class is equal to x, and the lower limit of the smallest class 
is equal to y R2 + x2 . 
J 
Once the limits, z;, for each class in the Ll.x interval are established, the LI.Z; 
values can be calculated. The summation of the areas Ll.xLI.z;, for all of the Ll.x inter-
vals, is equal to the contribution to A;j from one half of a corner region. The total 
edge region portion of A;j is 
(E.14} 
A check on the accuracy of the (A;j}carner may be made by comparing the 











Figure E.1 Intersection zone for a diameter Yi feature 



























Figure E.5 Segment 1 corner feature 





Figure E.6 Segment 2 corner feature 
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Figure 0.7 Intersection zone quadrant showing A;j subareas 




Rgure D.9 Symmetric ha~ of comer region showing A;j subregions 
