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Abstract
We study the large time behavior of non-negative solutions to the nonlinear diffu-
sion equation with critical gradient absorption
∂tu−∆pu+ |∇u|
q∗ = 0 in (0,∞)× RN ,
for p ∈ (2,∞) and q∗ := p − N/(N + 1). We show that the asymptotic profile of
compactly supported solutions is given by a source-type self-similar solution of the p-
Laplacian equation with suitable logarithmic time and space scales. In the process, we
also get optimal decay rates for compactly supported solutions and optimal expansion
rates for their supports that strongly improve previous results.
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1
1 Introduction and results
The goal of the present paper is to study the large time behavior of non-negative solutions
to the following equation which combines a nonlinear diffusion and a gradient absorption
term:
∂tu−∆pu+ |∇u|
q∗ = 0 in (0,∞)× RN , (1.1)
u(0) = u0 in R
N , (1.2)
where the p-Laplacian ∆pu is given by ∆pu := div(|∇u|
p−2∇u) for p ∈ (2,∞), and the
critical exponent is q∗ := p−N/(N +1) > 1. We consider the Cauchy problem (1.1)-(1.2)
for initial data u0 satisfying
u0 ∈W
1,∞(RN ), u0 ≥ 0, u0 6≡ 0, suppu0 is compact in R
N . (1.3)
The theory for the more general equation
∂tu−∆pu+ |∇u|
q = 0, in (0,∞) × RN ,
with general values of the exponents p and q, developed very quickly in the last years, after
understanding better how the competition between the two effects—nonlinear diffusion in
form of a p-Laplacian term, and first order absorption—works with respect to different
ranges of these exponents.
The semilinear problem, when p = 2, has been understood first, due to the possibility
of using, at least partially, techniques related to the heat equation. It has been noticed
that there exists two critical values of the exponent q, namely q = 1 and q = q∗ =
(N +2)/(N +1), and the qualitative theory together with the large time behavior are now
well understood after a series of works [1, 3, 5, 9, 10, 15, 16]. More precisely, for q > q∗ we
have an asymptotic simplification with dominating diffusion, meaning that the absorption
plays no role in the large time behavior, while for 1 < q < q∗, there exists a special, unique
self-similar solution of very singular type, which is the asymptotic profile for the evolution
[4]. The critical case corresponding to q = q∗ requires a different treatment and has been
investigated in [14] using central manifold theory techniques. Finally, the case q = 1 is the
subject of a well-known open problem (see [8] for the best estimates available), while for
q ∈ (0, 1), finite time extinction occurs [6, 7, 15].
As heat equation techniques are not anymore available for p > 2, its study is more
involved and it came later. In this range, the qualitative behavior is very different: on
the one hand, the nonlinear slow diffusion implies a finite speed of propagation which
entails that solutions emanating from compactly supported initial data stay compactly
supported for all times. On the other hand, there exists a range of exponents q ∈ (1, p− 1]
where the dynamics is governed by the Hamilton-Jacobi part, a new fact that does not
appear for p = 2 and q > 1; indeed, for q ∈ (1, p − 1], the large time behavior is given
by profiles in form of ”sandpiles” or ”regularized sandpiles”, reminding of the solutions to
Hamilton-Jacobi equations, see [21, 22]. For higher values of the exponent q, asymptotic
simplification with dominating diffusion is expected for q > q∗ = p − N/(N + 1) and the
existence of very singular self-similar solutions is known for q ∈ (p − 1, q∗) [23], the lack
of a uniqueness result preventing a complete understanding of the large time asymptotics
in that case. In the present work we complete the panorama of the slow diffusion case by
studying the case q = q∗, where finer estimates for the solution than the general ones in
[2] are needed.
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We finally mention that, for p ∈ (1, 2), a qualitative theory is developed starting from
the paper [17], where a new critical exponent q = p/2 is discovered, and the qualitative
theory for any q > 0 is established. In particular, there are again critical exponents q = q∗
and q = p/2, limiting ranges of parameters with different behaviors: diffusive for q > q∗,
algebraic decay for q ∈ (q∗, p/2), exponential decay for q = p/2, finite time extinction
for q < p/2. Recent work by the authors helped to establish the existence of special
solutions and the large time behavior for some of these cases, such as q ∈ (q∗, p/2), with
very singular self-similar solutions, see [18, 20], and q = p/2 where eternal solutions have
been discovered [19]. The critical case q = q∗ is still open in this range.
Main results. Coming back to Eq. (1.1), our goal is to determine a profile that the
solutions approach as t → ∞. As we are in a critical case which plays the role of an
interface between purely diffusive behavior and mixed-type behavior, some logarithmic
time scales are expected to appear.
We introduce the following constant which will be important in the analysis
η :=
1
N(p− 2) + p
=
1
p(N + 1)− 2N
. (1.4)
We are now in a position to state our main asymptotic result.
Theorem 1.1. Consider an initial condition u0 satisfying (1.3), q = q∗ = p−N/(N +1),
and let u be the solution to the Cauchy problem (1.1)-(1.2) with initial condition u0. Then
lim
t→∞
tNη(log t)p(N+1)η
∣∣∣∣u(t, x)− 1tNη(log t)p(N+1)ηBA∗
(
x
tη(log t)(2−p)(N+1)η
)∣∣∣∣ = 0,
where
BA(y) =
(
A−B0|y|
p/(p−1)
)(p−1)/(p−2)
+
, B0 =
p− 2
p
η1/(p−1),
and A∗ is uniquely determined and given by:
A∗ :=


(N + 1)
∫ ∞
0
(
1−B0r
p/(p−1)
)(p−1)/(p−2)
+
rN−1 dr
ηq/(p−1)
∫ ∞
0
(
1−B0r
p/(p−1)
)q/(p−2)
+
rN−1+q/(p−1) dr


p(p−2)(N+1)η/(p−1)
. (1.5)
Let us remark that BA is the well-known Barenblatt profile, the fundamental solution (and
also the asymptotic profile) of the pure diffusion equation (without the gradient absorption
term). The effect of absorption is seen in the fact that both the time-decay rate and the
expansion of supports are changed with respect to the p-Laplacian equation.
In order to prove Theorem 1.1, we have noticed that the precise time decay rate of the
solutions was missing from the theory. Indeed, it follows from [2] that the L1-norm of
the solutions to the Cauchy problem (1.1)-(1.2) with initial condition u0 satisfying (1.3)
decays with a logarithmic rate as t→∞; however, as we will prove, the rate in [2] is not
optimal and it can be improved. Based on that, we find the exact logarithmic correction
for the profile. Once optimal estimates are obtained, the final step will be an application
of the stability technique of Galaktionov and Va´zquez [12, 13] together with some analysis
concerning the variation of the L1-norm of the solution, which is needed to establish the
uniqueness (and precise parameter A = A∗) of the asymptotic profile.
A by-product of our analysis is the following expansion property of the positivity set of
non-negative compactly supported solutions to (1.1).
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Proposition 1.2. Consider an initial condition u0 satisfying (1.3), q = q∗ = p−N/(N+1),
and let u be the solution to the Cauchy problem for the equation (1.1) with initial condition
u0. Introducing the positivity set
P(t) := {x ∈ RN : u(t, x) > 0}
of u at time t ≥ 0, there are %2 > %1 > 0 such that
B
(
0, %1t
η(log t)(2−p)(N+1)η
)
⊂ P(t) ⊂ B
(
0, %2t
η(log t)(2−p)(N+1)η
)
, t ≥ 1 .
Organisation of the paper. We begin by establishing our optimal time decay rate for the
solutions to (1.1), together with the rate of expansion of supports. As we already men-
tioned, they strongly improve existing results and we consider them as the main theoretical
novelty of the present work. This is done in Section 2, making use of a fine analysis of the
supports and functional inequalities of Ho¨lder and Poincare´ type. The precise estimates
are given in Proposition 2.1 and Corollary 2.3. These sharp estimates give in particular
the correct time scales, thus allowing for a rescaling to reach a new equation with solutions
being uniformly bounded in L1(RN ) ∩W 1,∞(RN ). The scaling step is performed in Sec-
tion 3, where we also show that the Barenblatt profile itself provides a suitable subsolution,
which is fundamental in the sequel in avoiding the phenomenon of collapse to zero in the
limit. Finally, in Section 4, we complete the proof of Theorem 1.1 by using the stability
theorem for small perturbations of dynamical systems from [12, 13], which we briefly recall
in a more abstract framework in the Appendix. This approach is by now rather standard;
nevertheless, we present it in some details, as the presence of the gradient absorption term
leads to some further technical complications.
2 Optimal L∞-bounds
Let u0 be an initial condition satisfying (1.3) and denote the corresponding solution to the
Cauchy problem (1.1) by u. We recall that the existence and uniqueness of a non-negative
(viscosity) solution u ∈ BC([0,∞) × RN ) to (1.1) which is also a weak solution follows
from [2, Theorem 1.1], and moreover it satisfies
0 ≤ u(t, x) ≤ ‖u0‖∞, ‖∇u(t)‖∞ ≤ ‖∇u0‖∞,
for any t ≥ 0. In addition, it follows from [1, Theorem 1.1 & Theorem 1.2] and [2,
Theorem 1.6 & Corollary 1.7] that u(t) is compactly supported for any t > 0 so that the
maximal radius of the (compact) support of u(t) and u0 defined by
%(t) := inf{R > 0 : u(t, x) = 0 for |x| > R}, %0 := %(0),
are finite for each t ≥ 0. Furthermore, the following estimates for the support and the
L1-norm are established in the above mentioned references: there is C1 > 0 such that
%(t) ≤ C1(1 + t)
η for any t ≥ 0 (2.1)
and
‖u(t)‖1 ≤ C1 log(1 + t)
−1/(q∗−1) for any t ≥ 1. (2.2)
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However, as we shall see below, the estimates (2.1) and (2.2) are far from being optimal
and can be strongly improved. We finally recall that, due to [1, Lemma 4.1], the solution
u to (1.1) cannot vanish identically in finite time, that is,
u(t) 6≡ 0 for t ≥ 0 .
Proposition 2.1. There exists a positive constant C2, depending only on p, q, N and u0,
such that for any t > 0,
%(t) ≤ C2(1 + t)
η(log(1 + t))−η(p−2)(N+1), (2.3)
and
‖u(t)‖1 ≤ C2(log(1 + t))
−(N+1). (2.4)
Notice that this is a real improvement in the second estimate (2.4) with respect to (2.2),
since
1
q∗ − 1
=
N + 1
p(N + 1)− (2N + 1)
<
N + 1
2(N + 1)− (2N + 1)
= N + 1,
for p > 2.
Proof. Since u0 is non-negative, continuous and compactly supported in R
N , there exists a
non-negative, continuous and radially symmetric, radially non-increasing function U0 with
compact support, such that 0 ≤ u0(x) ≤ U0(x) for any x ∈ R
N . Let U be the corresponding
solution to (1.1) with initial data U0; it follows from [2, Theorem 1.2] that the function
x 7→ U(t, x) is also radially symmetric, radially non-increasing and compactly supported,
for any t > 0, and we deduce from the comparison principle that 0 ≤ u(t, x) ≤ U(t, x), for
any (t, x) ∈ (0,∞) × RN . Let, for t ≥ 0,
σ(t) := sup
x∈RN
{|x| : U(t, x) > 0}
be the radius of the support of U . We then have %(t) ≤ σ(t). Furthermore, we infer from
[2, Theorem 1.2 & Proposition 1.4] that
|∇U (p−2)/(p−1)(t, x)| ≤ C3‖U(s)‖
(p−2)/p(p−1)
∞ (t− s)
−1/p, for 0 ≤ s < t (2.5)
and
‖U(t)‖∞ ≤ C3‖U(s)‖
pη
1 (t− s)
−Nη, for 0 ≤ s < t. (2.6)
It next follows from (1.1) that, for any non-negative function y ∈ C1([0,∞)), we have
d
dt
∫
{|x|≥y(t)}
U(t, x) dx =
∫
{|x|≥y(t)}
∂tU(t, x) dx − y
′(t)
∫
{|x|=y(t)}
U(t, x) dx
≤
∫
{|x|≥y(t)}
div(|∇U |p−2∇U)(t, x) dx− y′(t)
∫
{|x|=y(t)}
U(t, x) dx
≤ −
∫
{|x|=y(t)}
|∇U(t, x)|p−2∇U(t, x) ·
x
|x|
dx
− y′(t)
∫
{|x|=y(t)}
U(t, x) dx
≤
∫
{|x|=y(t)}
[
p− 1
p− 2
|∇U (p−2)/(p−1)(t, x)|p−1 − y′(t)
]
U(t, x) dx.
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Fix now t0 ≥ 0. For t > t0 we deduce from the estimates (2.5) (with s = (t + t0)/2) and
(2.6) (with ((t+ t0)/2, t0) instead of (t, s)) that
p− 1
p− 2
|∇U (p−2)/(p−1)(t, x)|p−1 ≤ 2(p−1)/p
p− 1
p− 2
Cp−13
∥∥∥∥U
(
t+ t0
2
)∥∥∥∥
p−2)/p
∞
(t− t0)
−(p−1)/p
≤ (2Cp3 )
(p−1)/p p− 1
p− 2
[
C3‖U(t0)‖
pη
1
(
t− t0
2
)−Nη](p−2)/p
(t− t0)
−(p−1)/p
≤ ηC4‖U(t0)‖
(p−2)η
1 (t− t0)
η−1.
Choosing
y(t) := σ(t0) + C4‖U(t0)‖
(p−2)η
1 (t− t0)
η,
the above inequality reads
p− 1
p− 2
|∇U (p−2)/(p−1)(t, x)|p−1 ≤ y′(t),
for any t ≥ t0, from which we deduce that
d
dt
∫
{|x|≥y(t)}
U(t, x) dx ≤ 0 for t ≥ t0.
Since y(t0) = σ(t0), we end up with∫
{|x|≥y(t)}
U(t, x) dx ≤
∫
{|x|≥σ(t0)}
U(t0, x) dx = 0,
for any t > t0. Owing to the non-negativity of U , this is only possible if U(t, x) ≡ 0 for
|x| ≥ y(t), which means
σ(t) ≤ y(t) = σ(t0) + C4‖U(t0)‖
(p−2)η
1 (t− t0)
η , (2.7)
for t > t0. In order to proceed further, we need the following Poincare´ inequality:
Lemma 2.2. Given µ ∈ [1,∞) and R > 0 there exists a constant K depending only in N
and µ such that
‖w‖µ
L1(B(0,R))
≤ KRµ(N+1)−N‖∇w‖µ
Lµ(B(0,R))
for all w ∈W 1,µ0 (B(0, R)) .
Proof of Lemma 2.2. This follows by combining Ho¨lder and Poincare´ inequalities. More
precisely, setting µ′ := µ/(µ − 1), one has
‖w‖µ
L1(B(0,R))
≤ ‖w‖µLµ(B(0,R))|B(0, R)|
µ/µ′
= K‖w‖µLµ(B(0,R))R
N(µ−1)
≤ KRµ‖∇w‖µLµ(B(0,R))R
Nµ−N = KRµ(N+1)−N‖∇w‖µLµ(B(0,R)),
where we have used that the Poincare´ constant is of order O(R).
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In order to continue the proof of Proposition 2.1, we first note that integrating (1.1) over
R
N gives
d
dt
‖U(t)‖1 + ‖∇U‖
q∗
q∗ = 0 .
Since U(t) is supported in B(0, σ(t)) for each t ≥ 0, it belongs to W 1,q∗0 (B(0, σ(t))) and
we apply Lemma 2.2 to obtain
d
dt
‖U(t)‖1 +
1
K
‖U(t)‖q∗1
σ(t)1/η
≤ 0 (2.8)
for any t ≥ 0. Now, fix T ≥ 1 and introduce the notation
Σ(T ) := sup
t∈[1,T ]
{
t−η(log t)Aσ(t)
}
, A := η(p − 2)(N + 1).
We infer from (2.8) that, for any t ∈ [1, T ],
d
dt
‖U(t)‖1 +
(log t)(p−2)(N+1)
Kt
‖U(t)‖q∗1
(t−η(log t)Aσ(t))1/η
≤ 0,
whence
d
dt
‖U(t)‖1 +
(log t)(p−2)(N+1)
Kt(Σ(T ))1/η
‖U(t)‖q∗1 ≤ 0 , t ∈ [1, T ] .
Integrating the above inequality over (1, t), t ∈ (1, T ), we find
‖U(t)‖1 ≤ (K(N + 1))
1/(q∗−1)Σ(T )1/η(q∗−1)(log t)−(N+1), t ∈ (1, T ]. (2.9)
Next, let m ≥ 1 be an integer to be determined later and consider t ∈ (1, T ].
• Either t ≤ 2m and it follows from (2.7) with t0 = 1 that
t−η(log t)Aσ(t) ≤ (log 2m)A
[
σ(1) + C4‖U(1)‖
(p−2)η
1 2
mη
]
≤ C(m) .
• Or 2m ≤ t ≤ T (if 2m ≤ T ), and we infer from (2.7) (with t0 = t/2) and (2.9) that
t−η(log t)Aσ(t) ≤ t−η(log t)Aσ
(
t
2
)
+ C4t
−η(log t)A
∥∥∥∥U
(
t
2
)∥∥∥∥
(p−2)η
1
(
t
2
)η
≤ 2−η
(
t
2
)−η ( log t
log(t/2)
)A
log
(
t
2
)A
σ
(
t
2
)
+ C42
−η(log t)A
[
Σ(T )1/η(q∗−1)
(
log
(
t
2
))−(N+1)](p−2)η
.
Since t ≥ 2m, we obtain that
log t ≤
m
m− 1
log
(
t
2
)
,
whence, plugging this estimate in the previous inequality, we get
t−η(log t)Aσ(t) ≤
(
m
m− 1
)A
2−η
[
Σ(T ) + C4Σ(T )
(p−2)/(q∗−1)
]
.
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Combining the previous two estimates and taking the supremum over t ∈ (1, T ], we obtain
Σ(T ) ≤
(
m
m− 1
)A
2−ηΣ(T ) + C5Σ(T )
(p−2)/(q∗−1) + C(m).
We now fix m large enough such that
δm :=
(
m
m− 1
)A
2−η < 1 .
Taking into account that p− 2 < q∗ − 1, we deduce from Young’s inequality that
Σ(T ) ≤ δmΣ(T ) +
1− δm
2
Σ(T ) + C(m) ,
which readily implies that Σ(T ) ≤ C(m) for each T ≥ 1, the constant C(m) being inde-
pendent of T . We have thus proved that
σ(t) ≤ Ctη(log t)−η(p−2)(N+1), t ≥ 1,
while the uniform bound for Σ(T ) together with (2.9) imply
‖U(t)‖1 ≤ C(log t)
−(N+1).
Recalling that u(t, x) ≤ U(t, x) for any (t, x) ∈ (0,∞) × RN and that %(t) ≤ σ(t), we
obtain the expected estimates (2.3) and (2.4).
Corollary 2.3. There exists a constant C5 > 0 depending only on p, q, N and u0, such
that for any t > 0, we have
‖u(t)‖∞ ≤ C5(1 + t)
−Nη(log(1 + t))−pη(N+1) (2.10)
and
‖∇u(t)‖∞ ≤ C5(1 + t)
−(N+1)η(log(1 + t))−2η(N+1). (2.11)
Proof. We combine the estimates in [2, Proposition 1.4] with the previous estimates of
Proposition 2.1. We thereby obtain
‖u(t)‖∞ ≤ C
∥∥∥∥u
(
t
2
)∥∥∥∥
pη
1
t−Nη2Nη
≤ Ct−Nη log
(
1 +
t
2
)−(N+1)pη
≤ Ct−Nη
(
1
2
log(1 + t)
)−(N+1)pη
≤ C(1 + t)−Nη(log(1 + t))−(N+1)pη
and
‖∇u(t)‖∞ ≤ C
∥∥∥∥u
(
t
2
)∥∥∥∥
2η
1
t−η(N+1)
≤ Ct−η(N+1)(log(1 + t))−2η(N+1),
which completes the proof.
As we shall see in the next section, these estimates are optimal and are building blocks
in identifying the large time behavior of compactly supported solutions to (1.1) and thus
proving Theorem 1.1.
8
3 Scaling variables
Let u0 be an initial condition satisfying (1.3) and denote the corresponding solution to
the Cauchy problem (1.1)-(1.2) by u. According to the estimates derived in Section 2, we
introduce the following new variables (s, y) and function w:
s = log(e+ t), y = x(e+ t)−η log(e+ t)(p−2)(N+1)η , (3.1)
and
u(t, x) = (e+ t)−Nη log(e+ t)−pη(N+1)w(s, y). (3.2)
By (1.1) the rescaled function w solves
∂sw − Lw = 0 in (1,∞) × R
N , (3.3a)
w(1) = u0 in R
N , (3.3b)
where
Lz := ηy · ∇z + ηNz +∆pz
−
1
s
[|∇z|q∗ − pη(N + 1)z + (p − 2)η(N + 1)y · ∇z] .
(3.3c)
For further use, we introduce the autonomous counterpart of (3.3a) which is
∂sv − Lv = 0 in (1,∞) × R
N , (3.4a)
with
Lz := ηy · ∇z + ηNz +∆pz. (3.4b)
The boundedness of w readily follows from the previous section.
Lemma 3.1. There is a positive constant C6 depending only on p, q, N , and u0 such that
‖w(s)‖1 + ‖w(s)‖∞ + ‖∇w(s)‖∞ ≤ C6,
for any s > 1. Moreover, the support of w(s) is localized: there exists R0 > 0 such that
supp(w(s)) ⊆ B(0, R0) for any s ∈ (1,∞).
Proof. The bounds for the W 1,∞-norm of w(s) are immediate consequences of estimates
(2.10) and (2.11), taking into account the definition of w in (3.2). The estimate for the
L1-norm follows from (2.4) by a change of variable as below:
‖w(s)‖1 = (e+ t)
Nη log(e+ t)pη(N+1)
∫
RN
u
(
t, y(e+ t)η log(e+ t)−(p−2)(N+1)η
)
dy
= log(e+ t)N+1‖u(t)‖1 ≤ C2.
Finally, the assertion about the localization of the support follows from estimate (2.3) and
the definition of the new variable y in (3.1) (with R0 = C2).
Lemma 3.1 provides a fine upper bound for w but its optimality can only be guaranteed
by a lower bound of the same order. In addition, such a lower bound would prevent the
possibility of collapsing to the trivial solution in the limit s → ∞. This is a consequence
of the following result.
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Lemma 3.2. There exists Asub > 0 sufficiently small such that the Barenblatt profile
BA(y) =
(
A−B0|y|
p/(p−1)
)(p−1)/(p−2)
+
, B0 =
p− 2
p
η1/(p−1),
is a subsolution to Eq. (3.3a) for A ∈ (0, Asub).
Proof. A simple computation shows that LBA = 0 for any A > 0, where L is the au-
tonomous operator defined in (3.4b). Moreover,
∇BA(y) · y = −
B0p
p− 2
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
|y|p/(p−1),
hence
−sLBA = |∇BA|
q∗ + η(p − 2)(N + 1)y · ∇BA − η(N + 1)pBA
=
(
B0p
p− 2
)q∗ (
A−B0|y|
p/(p−1)
)q∗/(p−2)
+
|y|q∗/(p−1)
− η(N + 1)pB0
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
|y|p/(p−1)
− η(N + 1)p
(
A−B0|y|
p/(p−1)
)(p−1)/(p−2)
+
= ηq∗/(p−1)
(
A−B0|y|
p/(p−1)
)q∗/(p−2)
+
|y|q∗/(p−1)
− η(N + 1)pA
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
= η
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
×
[
η(q∗−p+1)/(p−1)
(
A−B0|y|
p/(p−1)
)(q∗−1)/(p−2)
+
|y|q∗/(p−1) − (N + 1)pA
]
.
Either |y| ≥ (A/B0)
(p−1)/p and −sLBA(y) = 0. Or |y| ≤ (A/B0)
(p−1)/p and, since A −
B0|y|
p/(p−1) ≤ A, we find
− sLBA
≤ η
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
[
η(q∗−p+1)/(p−1)A(q∗−1)/(p−2)
(
A
B0
)q/p
− (N + 1)pA
]
≤ ηA
(
A−B0|y|
p/(p−1)
)1/(p−2)
+
[
η(q∗−p+1)/(p−1)B
−q∗/p
0 A
θ − (N + 1)p
]
,
where
θ :=
q∗ − 1
p− 2
+
q
p
− 1 =
(N + 1)(p − 1)((N + 1)p − 2N)
p(p− 2)
> 0
for p > 2, taking into account that q∗ = p−N/(N + 1). Consequently, there exists
Asub =
[
(N + 1)pB
q/p
0 η
−(q−1)/(p−1)
]1/θ
> 0,
such that −sLBA ≤ 0 in (1,∞)× R
N for A ∈ (0, Asub), ending the proof.
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A first consequence of Lemma 3.2 is the optimality of the temporal decay estimates
established in Lemma 3.1.
Proposition 3.3. There are A0 ∈ (0, Asub) and t0 > 0 such that
‖u(t)‖∞ ≥ A0(e+ t)
−Nη log(e+ t)−pη(N+1) , t > 0 , (3.5)
and
u(t0, x) ≥ BA0(x) , x ∈ R
N . (3.6)
Proof. Since u0 6≡ 0 and is continuous by (1.3), there are x0 ∈ R
N , %0 > 0, and ε0 > 0
such that
u0(x) ≥ ε0 , x ∈ B(x0, %0) . (3.7)
Introducing u˜0(x) := u0(x + x0), x ∈ R
N , and denoting the corresponding solutions to
(1.1) and (3.3a) by u˜ and w˜, respectively, we observe that the invariance of (1.1) with
respect to translations entails that u˜(t, x) = u(t, x+ x0), while we infer from (3.7) that
u˜0(x) ≥ BA(x) , x ∈ R
N , (3.8)
provided
A ≤ ε
(p−2)/(p−1)
0 and A ≤ B0%
p/(p−1)
0 . (3.9)
Choosing A ∈ (0, Asub) satisfying (3.9), we deduce from Lemma 3.2, (3.8), and the com-
parison principle that
w˜(s, y) ≥ BA(y) , (s, y) ∈ (1,∞)× R
N .
Coming back to u, we realize that
(e+ t)Nη log(e+ t)p(N+1)η u(t, x) ≥ BA
(
(x− x0) log(e+ t)
(p−2)(N+1)η
(e+ t)η
)
(3.10)
for (t, x) ∈ (0,∞) × RN . A first consequence of (3.10) with x = x0 is the lower bound
(3.5). We also infer from (3.10) with x = 0 that
(e+ t)Nη log(e+ t)p(N+1)η u(t, 0) ≥ BA
(
(x0) log(e+ t)
(p−2)(N+1)η
(e+ t)η
)
and the right-hand side of the above inequality is positive provided t is large enough.
Therefore there is t0 > 0 such that u(t0, 0) > 0, and we argue as in the proof of (3.8) to
complete the proof of (3.6), possibly taking a lower value of A if necessary.
4 Convergence. Proof of Theorem 1.1
Thanks to the outcome of Sections 2 and 3 we are in a position to prove Theorem 1.1.
To this end, we follow the lines of the analysis developed by Galaktionov & Va´zquez in
[12, 13], the central tool being a stability theorem which is recalled in Section A for the
reader’s convenience.
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We fix an initial condition u0 satisfying (1.3) and denote the corresponding solution to
(1.1)-(1.2) by u. By Proposition 3.3, there is t0 > 0 and A0 ∈ (0, Asub) such that
u(t0, x) ≥ BA0(x) , x ∈ R
N . (4.1)
We then define w by (3.1)-(3.2) with u(·+ t0) instead of u, that is,
u(t+ t0, x) = (e+ t)
−Nη log(e+ t)−pη(N+1)w(s, y) ,
the variables (s, y) being still given by (3.1). We infer from (4.1), Lemma 3.1, Lemma 3.2,
and the comparison principle that, for all s ≥ 1,
‖w(s)‖1 + ‖w(s)‖∞ + ‖∇w‖∞ ≤ C6 , (4.2)
and
w(s, y) ≥ BA0(y) , y ∈ R
N , and w(s, y) = 0 , |y| ≥ R0 . (4.3)
We define the set
X :=
{
z ∈ L1(RN ) ∩BC(RN) : z(y) ≥ BA0(y) , y ∈ R
N and ‖z‖1 ≤ C6
}
,
which is a complete metric space for the distance induced by the L∞-norm, the parameters
C6 and A0 being given in (4.2) and (4.3), respectively. We also set
S := {w} ,
and deduce from (3.1), (4.2), (4.3), and the properties of u that w ∈ C([0,∞);X). We now
check that the set S enjoys the three properties (H1)-(H3) required to apply the stability
result from [12, 13] recalled in Theorem A.1 below. In our setting, the non-autonomous
operator is the operator L defined in (3.3c) and its autonomous counterpart L is defined
in (3.4b), the associated evolution equations being (3.3a) and (3.4a), respectively.
Clearly, w is a solution to (3.3a) and it readily follows from the W 1,∞-bound (4.2), the
uniform localization of the support (4.3), and the Arzela´-Ascoli theorem that {w(s)}s≥0 is
compact in L∞(RN ), so that (H1) is satisfied.
We next infer from the same properties (4.2) and (4.3) that, for (s, y) ∈ (0,∞) × RN ,
|Lw(s, y)− Lw(s, y)| ≤
C
s
[‖∇w(s)‖q∗∞ + ‖w(s)‖∞ + |y|‖∇w(s)‖∞]
≤
C
s
[Cq∗6 + C6 +R0C6] .
Therefore,
‖Lw(s)− Lw(s)‖∞ ≤
C7
s
, s > 0 ,
from which (H2) follows.
Finally, we fix A1 ∈ (A0,∞) such that A1 > B0R
p/(p−1)
0 and ‖BA1‖1 ≥ C6 and set
Ω := {BA : A ∈ [A0, A1]} .
Clearly Ω is a non-empty and compact subset of X. Since (H3) concerns only the au-
tonomous operator (3.4a), which also arises from the standard p-Laplacian equation via
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a self-similar change of variable, the uniform stability of Ω holds true as a by-product of
classical results for the p-Laplacian equation (see [12, Section 6] and also [13, Section 4.6]).
We have thus checked the validity of (H1)-(H3) and may thus apply the stability the-
orem (Theorem A.1) to conclude that the ω-limit set (for the topology of the uniform
convergence) of w is included in Ω, that is,
ω(w) :=
{
w¯ ∈ X : there is a sequence (sj)j≥1 , sj →∞ ,
such that limj→∞ ‖w(sj)− w¯‖∞ = 0
}
⊂ Ω . (4.4)
Mass analysis. Uniqueness of the limit. It remains to show that the asymptotic
profile is in fact a uniquely determined Barenblatt profile with the parameter A∗ as in
Theorem 1.1. To this end, we perform a mass analysis along the lines of a similar argument
in [12]. We first observe that classical properties of the Barenblatt profiles ensure that,
given s ≥ 0, there is a unique A(s) > 0 such that
Θ(s) := ‖w(s)‖1 = ‖BA(s)‖1 . (4.5)
More precisely,
Θ(s) =
N
N + 1
ωNI1A(s)
(p−1)/[p(p−2)η] , (4.6)
where
I1 := (N + 1)
∫ ∞
0
(
1−B0r
p/(p−1)
)(p−1)/(p−2)
+
rN−1 dr (4.7)
and ωN denotes the volume of the unit ball of R
N , see [24, Section 11.4.1] for instance.
Since
‖BA1‖1 ≥ C6 ≥ Θ(s) ≥ ‖BA0‖1 , s ≥ 0 ,
by (4.2), (4.3), and the choice of A1, we deduce from the monotonicity of A 7→ ‖BA‖1 and
(4.5) that
A0 ≤ A(s) ≤ A1 , s ≥ 0 . (4.8)
In addition, integrating (3.3a) with respect to space shows that, for s ≥ 0,
dΘ
ds
(s) =
G(w(s))
s
with G(z) := (N + 1)‖z‖1 − ‖∇z‖
q∗
q∗ . (4.9)
Owing to (4.9), (4.6), and the regularity properties of w, we realize that A ∈ C([0,∞)) ∩
C1((0,∞)).
We next claim that
lim
s→∞
‖w(s) −BA(s)‖∞ = 0 . (4.10)
Indeed, assume for contradiction that there are an increasing sequence (sj)j≥1 of positive
real numbers, sj →∞, and ε > 0 such that
‖w(sj)−BA(sj)‖∞ ≥ ε , j ≥ 1 . (4.11)
On the one hand, we infer from (4.2), (4.3), (4.4), and the Arzela´-Ascoli theorem that
there are a subsequence of (sj)j≥1 (not relabeled) and A¯ ∈ [A0, A1] such that
lim
j→∞
‖w(sj)−BA¯‖∞ = 0 .
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On the other hand, it follows from (4.8) that, after possibly extracting a further susbe-
quence, we may assume that there is A∞ ∈ [A0, A1] such that A(sj) → A∞ as j → ∞.
This readily implies that
lim
j→∞
‖BA(sj) −BA∞‖∞ = 0 .
We may then let j →∞ in (4.11) to conclude that
‖BA¯ −BA∞‖∞ ≥ ε . (4.12)
Now,
‖BA¯‖1 = lim
j→∞
Θ(sj) = lim
j→∞
∥∥∥BA(sj)∥∥∥
1
= ‖BA∞‖1 ,
so that A¯ = A∞, which contradicts (4.12). We have thus proved (4.10).
We next infer from (4.2) and (4.3) that, introducing
f(s, y) := ηy · ∇w(s, y) + ηNw(s, y)
−
1
s
[|∇w(s, y)|q∗ − pη(N + 1)w(s, y) + (p− 2)η(N + 1)y · ∇w(s, y)]
for (s, y) ∈ (0,∞) × RN , Eq. (3.3a) reads
∂sw −∆pw = f in (1,∞) ×B(0, R0 + 1)
with w ∈ L∞(1,∞;W 1,∞(B(0, R0 + 1))) and f ∈ L
∞((1,∞) × B(0, R0 + 1)). We then
infer from [11, Theorem 1.1] that there are C8 > 0 and ν ∈ (0, 1) such that
|∇w(s1, y1)−∇w(s2, y2)| ≤ C8
(
|y1 − y2|
ν + |s1 − s2|
ν/2
)
for all s2 ≥ s1 ≥ 2 and (y1, y2) ∈ B(0, R0)×B(0, R0). Combining the above property with
(4.2) we deduce that {∇w(s)}s≥1 is bounded and equicontinuous in C(B(0, R0);R
N ) and
thus compact in that space by the Arzela´-Ascoli theorem. Recalling (4.3) and (4.10) we
conclude that
lim
s→∞
(
‖w(s) −BA(s)‖r + ‖∇w(s)−∇BA(s)‖r
)
= 0 , r ∈ [1,∞] . (4.13)
An immediate consequence of (4.13) is that
lim
s→∞
∣∣G(w(s)) −G(BA(s))∣∣ = 0 , (4.14)
while the explicit formula for BA(s) gives
G(BA(s)) = g(A(s)) (4.15)
with
g(a) := NωNI1a
(p−1)/ηp(p−2) −NωNI2a
(N+2)(p−1)/(N+1)ηp(p−2) , a > 0 ,
where I1 is defined in (4.7), and
I2 := η
q/(p−1)
∫ ∞
0
(
1−B0r
p/(p−1)
)q/(p−2)
+
r((p−1)(N−1)+q)/(p−1) dr .
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We observe that g vanishes only once in (0,∞), for a = A∗, which is defined in (1.5) and
reads
A∗ :=
(
I1
I2
)p(p−2)(N+1)η/(p−1)
,
with the notation introduced in this section. In fact,
g(a) < 0 for a > A∗ and g(a) > 0 for a ∈ (0, A∗) . (4.16)
Thanks to (4.4), (4.9), (4.13), (4.14),(4.15), and (4.16), we are in a position to proceed as
in the proof of [12, Proposition 5.2] to establish that ω(w) = {BA∗}. Undoing the rescaling
(3.1)-(3.2), this property readily gives Theorem 1.1.
We finally note that Proposition 1.2 follows at once from (4.3) after translating these
properties in terms of u.
A The stability theorem
We briefly recall here for the reader’s convenience the stability theorem introduced by
Galaktionov and Va´zquez in [12, 13] and used in Section 4. As a general framework,
consider a non-autonomous evolution equation
∂sϑ = Lϑ , (A.1)
that can be seen as a small perturbation of an autonomous evolution equation with good
asymptotic properties
∂sΦ = LΦ , (A.2)
in the sense described below. We consider a set S of solutions ϑ ∈ C([0,∞);X) to (A.1)
with values in a complete metric space (X, d). We assume that:
(H1) For each ϑ ∈ S, the orbit {ϑ(t)}t>0 is relatively compact in X. Moreover, if we let
ϑτ (t) := ϑ(t+ τ) , t ≥ 0 , τ > 0,
then {ϑτ}τ>0 is relatively compact in C([0, T ];X) for any T > 0.
(H2) Let ϑ ∈ S for which there is a sequence of positive times (tk)k≥1, tk →∞, such that
ϑ(· + tk) −→ Θ in C([0, T ];X) as k → ∞ for any T > 0. Then Θ is a solution to
(A.2).
(H3) Define the ω-limit set Ω of (A.2) in X as the set of f ∈ X enjoying the following
property: there are a solution Φ ∈ C([0,∞);X) to (A.2) and a sequence of positive
times (tk)k≥1 such that tk → ∞ and Φ(tk) −→ f in X. Then Ω is non-empty,
compact and uniformly stable, that is: for any ε > 0, there exists δ > 0 such that if
Φ is a solution to (A.2) with d(Φ(0),Ω) ≤ δ, then d(Φ(t),Ω) ≤ ε for any t > 0.
The stability theorem (also known as the S-theorem) then reads:
Theorem A.1. If (H1)-(H3) above are satisfied, then the ω-limit set of any solution
ϑ ∈ S is contained in Ω.
For a detailed proof we refer the reader to [12, 13].
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