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Abstract
Wireless cloud computing is presented as a new computing paradigm which integrates cloud 
computing into wireless environment. It takes full advantages o f cloud computing which has 
potential to transform a large part o f the IT industry, making hardware or software even more 
attractive as a service and shaping the way in which hardware is purchased and designed. The 
objectives of wireless cloud computing are to satisfy more users demand, efficiently utilize a pool 
of resources including wireless network, storage and computation resources and optimize energy 
on wireless devices. We examine new wireless cloud computing technologies, and indicate the 
main issues and challenges for their development in the future, among which resource 
management problem is presented. Combining the current agent architectures and resource 
optimization strategies, we present an agent-based resource management (ABRM) to deal with 
multiple data and computation intensive applications of users demand. It offers a promising 
solution of selecting the best service provider, saving energy on a wireless device and efficiently 
utilized wireless network resource under user’s request constraint.
In this thesis, we mainly accomplish three research issues. Firstly, we solve the problem of 
selecting wireless cloud service provider in wireless cloud environment. We present combined 
analytic hierarchy process (AHP) and grey relation analysis (GRA) method for guaranteed 
wireless users being always best connected to wireless cloud. This method achieves the best 
available wireless cloud service provider will be selected to meet users’ demand and maintain the 
high service performance. Secondly, we address the energy optimization problem on wireless 
devices. We present adaptive offloading strategy to extend storage space and computation 
capability as well as saving battery power for performing a number of computation intensive 
applications on a wireless device. The grouped job strategy is employed to partition meta-jobs. 
The fuzzy control model is presented for saving energy on wireless device. The network-aware 
sufferage heuristic algorithm is employed for saving wireless device idle power via virtual 
machines which belong to service provider. Thirdly, we solve the problem of delivering 
multimedia content in wireless cloud environment. We present convex optimization algorithm for 
efficiently utilizing wireless network resources. The Lagrange duality model is used to model the 
wireless network optimization problem. Also, a weighted server provisioning algorithm is 
employed for balancing the content server throughput, which aims to satisfy more users’ 
requirement with minimum bandwidth. Then, continuous multimedia application service will be 
maintained.
Key words; Wireless cloud. Resource management. Agent-based, Resource selection and 
allocation.
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Chapter 1. Introduction
1 Introduction
This chapter gives an overview description of the work presented in this thesis. It starts 
off by elaborating the concepts behind wireless data and computing intensive applications 
and resource management systems in the context of wireless cloud computing. The 
research challenges and motivations are presented that are very relevant to the problem 
statement described subsequently. This chapter also describes the core objectives and 
main contributions of this thesis.
1.1 Background
Wireless cloud computing (WCC) provides on-demand service to wireless users through 
different wireless cloud service providers (WCSP) [1]. As increasing of user demand and 
wireless applications, WCC is bom to integrate wireless network technology into the 
cloud computing. It takes advantages of such typical cloud computing characteristics as 
non-front investment, lower operating cost, highly scalable and easy aceess [2]. It also 
brings new types of services and facilities to wireless users and utilizes cloud computing 
to provide ubiquitous wireless service access. Cloud computing is a style of a new 
computing paradigm that aims to provide reliable serviee and elastic scalable on demand 
of applications [3]. It has emerged to utilize powerful computing resources (e.g., 
computation, storage) conveniently and ubiquitously. It delivers new computing service 
including infrastructure-as-a-service (laaS), platform-as-a-Service (PaaS), and software- 
as-a-Service (SaaS), in which users’ applications are deployed and perform in the cloud 
[4]. These different types of services are provided over the Internet to users who do not 
have knowledge or control over the cloud infrastructure. From the perspective of the 
cloud service providers, cloud computing is often viewed as a pool of resources in 
stationary machines for service delivery. Typical cloud computing environments involve 
the deployment of large-scale server infrastructure in a manner proprietary to service 
providers such as Google [5], IBM [6], Amazon [7], Apple [8] and Facebook [9]. These 
service providers manage a global network of datacenters, with each networked to 
combine the computing power of tens of thousands of commodity servers. Cloud 
computing is mainly advanced the utility computing model, where users pay on the basis
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of their usage. Moreover, cloud computing promises the availability of virtualized infinite 
resources. These elastic resources for wireless applications in a wireless environment that 
produce new computing field, called wireless cloud computing (WCC) [10].
On the other hand, wireless computing technology played as an important role in the 
Internet. In the age of wireless eommunieation, improvements in the wireless devices 
(e.g., tablet PC, Pad, smartphone, etc.), on hardware and in transmission (higher data 
transmission rates achieved with 3 G and 4G technologies) have contributed towards 
becoming an essential part of human life and better services provided to the users. These 
wireless devices have maximum utility when they can be used “anywhere at any time”. 
Nowadays, we have also perceived the rapid growth of wireless applications due to the 
wireless device popularity grows and ubiquity of wireless aeeess. Many of wireless 
applications such as email checking, real-time multimedia, data and computation 
intensive applieations can be performed on these wireless devices. Also, some unique 
features of wireless deviees senses the environment and medical parameters to enhance 
the quality of life and remote monitoring and gathering information from patients. 
However, these devices still cannot execute multiple data and computing-intensive 
applications such as complex image processing, large-scale data management, heavy PC- 
oriented applications and data mining. These applieations often hit a performance wall 
because the wireless devices have limited storage, proeessing capability, scarce wireless 
network and energy resources which are compared to a desktop PC. Unlimited resources 
offered by cloud computing can help break through this wall and turn the problem into a 
vast opportunity for the growth of wireless computing. As increasing the number of 
wireless applieations, it demands great resources and needs improving interactivity for 
better serviee provisioning. This underlines the importance o f cloud computing for 
wireless services. Therefore, the wireless users can collaborate and share information with 
significant way for wireless services.
Wireless technology enters cloud computing domain by trying to access the shared 
pool of resources in eloud computing domain to provide wireless applications in wireless 
environment [II]. Wireless technologies are drawing the attention to the clouds due to the 
demand of the applieations requirement in terms o f more computation capability, larger 
storage space and more processing power. By 2015, more than 240 million business 
eustomers will be leveraging cloud computing services through mobile devices according 
to the ABI Research [12], and the Juniper Research reports the market for cloud-based
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wireless applications is also expected to grow 88% annually by 2014 [13]. There are 
already some well-known cloud-based mobile applications; for example, Google’s Gmail 
for iPhone [5] and Cisco’s WebEx on iPad. Cloud computing can broaden the range of 
applications available to wireless users beyond conventional office by supporting 
applications requiring graphical hardware, such as 3D virtual environments, or large 
storage capacity, such as 3D medical imaging [14]. As multiple wireless users share the 
cloud infrastructure, this technology can provide these hardware resources cost- 
effectively. This has led to the appearance of the WCC domain. Wireless cloud provides 
new types of services and facilities for wireless users to gain full advantages of cloud 
computing. Aepona [15] defines wireless cloud as a new aspect for wireless applications 
by the data processing and storage are moved from the wireless device to powerful and 
centralized computing platforms located in cloud.
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Figure 1-1: A General Scenario of Wireless Cloud Computing
A general overview of WCC scenario is shown in Figure 1-1. In this Figure, the 
wireless terminal (such as mobile phone W Tl, laptop WT3) can access to cloud service 
provider through different access points. After that, the service provider can provide on- 
demand service for demanding of users. In each cloud service provider, it includes many 
data-centers for processing data or providing the multimedia service from content server 
for user request. Therefore, many of different wireless data or computing intensive 
applications can be perform on these wireless devices with cloud service provider. These 
applications are then accessed over the wireless network connections based on a thin
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native client or web browser on the wireless devices. In the other word, the wireless 
network and end-system resources can be allocated dynamically upon the requirements of 
users. Data and computation intensive wireless applications benefiting from a wireless 
Cloud are related to various domains such as social networks, location based services, 
context-aware systems etc. WCC also helps reducing the running cost for wireless data 
and compute-intensive applications that take long time execution and large amount of 
energy consumption when performed on the limited-resource devices.
1.2 Challenges and Motivations
WCC is still in its infancy, but it has presented new opportunities to wireless users and 
developers who can benefit from economics o f scales, commoditization of assets and 
conformance to programming standards. Its attributes such as scalability, elasticity, 
flexibility, reliability, efficiency, seamless coverage and a utility type of delivery make 
this new paradigm to deliver service for satisfying many users’ request over wireless 
network [16]. WCC aims to enable wireless users to elastically utilize resources in an on- 
demand fashion. Wireless users will expect to perform data and computing intensive 
application such as real-time applications that require guaranteed data transmission 
service and efficiently utilized resources through cloud service provider. However, 
wireless cloud computing is not a perfect solution because it integrates o f two different 
fields which are related to the cloud computing and wireless computing. Therefore, there 
are many issues need to be addressed in order to support wireless users’ requested 
services in wireless cloud computing. These issues are mentioned as follows:
• The issue of resources heterogeneity in wireless cloud environment. Currently, many 
different wireless applications have been applied in wireless cloud environment. 
WCC technology will be used in the highly heterogeneous wireless environment 
which integrates different wireless network and end-system resources to provide 
“always-on” connectivity. In some case, a user can access many different wireless 
clouds. Thus, wireless users have to select the best one of the services from different 
wireless cloud service providers (WCSP), which depending on different radio access 
technologies such as WLAN, GPRS, CDMA and WCDMA and available end-system 
resources ability [16]. For instance, if the WCSP only provides the best o f wireless 
network service, but cannot support efficient data service from end-system resources, 
or the other way round, the users’ request would not success. As the result, the issue
4
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of selecting the best combined wireless network and end-system resources to provide 
wireless user always best connected from service provider is becoming a challenge 
work. To achieve this goal, they will need to profit from heterogeneity of wireless 
networks in an intelligent manner.
The issue of energy optimization in wireless device. The emergence of wireless 
cloud computing indicates that increasingly a number of computation-intensive 
applications are available [10]. To achieve energy optimization in wireless devices, 
power consumption involved with each component or applications needs to be 
estimated prior execution. This power consumption of computation applications 
relates to energy consumption of data transfer and execution. However, limited 
resources such as storage space, computation capability are intrinsic characteristics 
of the wireless device. For instance, many of computing-intensive applications (i.e., 
wireless learning, wireless healthcare) perform on the wireless device, however, 
much more limitation such as computation capacity, storage space and power of the 
wireless device may not enable to deliver the services to the wireless users. The same 
problem appears in wireless cloud computing. WCC allows wireless users to access 
to leverage unlimited computing power and storage space, thus the space of storage 
and computation capability can be easily extended. Therefore, the issue of how to 
optimize energy, furthermore, extending battery lifetime of wireless device for 
performing applications in WCC is challengeable work.
The issue of meta-job scheduling in service provider. In wireless cloud environment, 
the WCSP need to efficiently utilize computation capability from different virtual 
machines (VM) in order to minimize the meta-job execution time over the Internet. 
The concept of virtual machine which allows for server or data center to be splitted 
and allocated into multiple logical servers is based on virtualization technique. 
Usually, single data center can be splitted to many virtual manchines according to 
CPU power and memeory size. Therefore, the capability o f data center can be further 
improved. This meta-job execution time can be related to the idle power of the 
wireless device. Furthermore, the idle power of the wireless device can be saved. 
Another issue on delivering multimedia content to wireless user in wireless cloud 
environment. In WCC, wireless users need to access to content servers that located in 
the cloud for downloading data under user request constraint. However, wireless 
users have to face some congestion problems due to the limitation of wireless
Chapter 1. Introduction
bandwidth capacity, network disconnection, and signal attenuation caused by 
wireless users’ mobility. The bandwidth is an important issue in the WCC since the 
radio resources for wireless network is much scarce as compared with the traditional 
wired network.
• The other issue is data access to content servers in wireless cloud environment. With 
the increasing number of wireless users’ request, the demand of accessing content 
(e.g., multimedia, image and file) on the cloud grows. These contents are located on 
different servers which have intrinsic characteristic such as server bandwidth which 
related to the disk I/O speed. As the result, a method to enhance the efficiency of 
data access via server provisioning strategy becomes a significant challenge.
Base on the above analysis, these challenges are presented and thus bring many new 
research point in the area of wireless cloud computing. This research offers a promising 
solution, which enables wireless users to access cloud services via the Internet by a 
combination of the wireless mobile communication and cloud computing. Agent-based 
resource management architecture is a topic worthy of investigation to address these 
challenges. This resource management architecture will be able to discover suitable 
service according to demand of user’s application and to select convenient resources via 
coexistence cloud service providers.
From the user’s perspective, the goal of the WCC is to satisfy more users’ request, 
efficiently utilize limited resources on wireless device and provide reliable service in 
wireless environment. From the WCSP’s perspective, the WCC aims to optimize the 
scheduling schemes to provide much more services and improve resource utilization.
1.3 Objectives and Contributions
This thesis studies agent-based resource management problems related to wireless cloud 
computing, such as service provider selection, resource selection and meta-job scheduling. 
The major objectives and contributions are as follows:
• A survey of current trends and research opportunities in wireless cloud 
computing. We investigate the state-of-the-art efforts on wireless cloud computing, 
from different points of view. Through study wireless cloud computing technology, 
we identify several challenges from the wireless cloud adoption perspective. We also 
highlight the resource management issue that deserves substantial research and
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development in wireless cloud computing. We study the existing resource 
optimization approach and related meta-job scheduling or resource selection strategy. 
Agent-based resource management architecture is presented in wireless cloud 
computing. We present agent-based resource management architecture that is 
regarded as the wireless cloud system’s model to allocation and management 
resources. This architecture helps users to make decision to select the best service 
from WCSPs. It aims to support on demand service for users. It is also responsible 
for satisfying more users’ request, selecting WCSP, meta-job scheduling and 
efficiently utilizing wireless cloud resources such as wireless network and content 
servers.
An analytic hierarchy process (AHP) and grey relational analysis (GRA) 
methods for selecting WCSP in wireless clouds. We introduce AHP and GRA
method to solve the problem of selecting WCSP in wireless cloud environment. The 
objective of this method is to guarantee wireless users being always best connected 
to WCSP. The AHP method decides the relative weights of evaluative criteria set 
according to the user preference and various wireless cloud applications. The GRA 
method ranks the service providers with considered status of wireless network and 
end-system resource information. Under this combined selection method, the best 
available WCSP will be selected to meet user’s demand and maintain the high 
service performance. Through implementing this method in wireless device, the 
users can move freely from one place to another while being always get on-demand 
service from a wireless cloud.
An adaptive offloading strategy is applied for saving energy for wireless 
computation-intensive applications. We present adaptive offloading strategy (AOS) 
aims to extend the utility of storage space and computation capability as well as the 
battery power can be sufficiently saved on wireless device. Since wireless devices 
have limited resources, a number of computation-intensive applications cannot be 
successfully achieved. The initial part o f AOS is jobs partitioning, we need to 
analyze how to partition the meta-job into group of local execution jobs on wireless 
device or remote offloading jobs on WCSP. The core of the AOS is the fuzzy control 
model that presented for making jobs offloading decision. This model is applied to 
perform a number of fine-gained multiple computation applications on wireless 
device. The final part o f AOS, we address the scheduling problem of meta-jobs
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execution on remote virtual machines (VM) which belong to WCSP. The network- 
aware sufferage heuristic algorithm is applied to minimize the job execution time. 
Therefore, saving energy consumption can be achieved by AOS based on the agent- 
based resource management architecture.
• A convex optimization approach for wireless resource selection. We present 
convex optimization algorithm to solve the problem of low wireless network for 
delivering multimedia content in WCC environment. The wireless network resources 
are always scarce among a range o f wireless real-time applications. In this regard, on 
one hand correct access point (AP) should be nominated for a user, on the other hand 
the user agent should be notified not to overload the AP by transmitting excessive 
data traffic. In that case, Lagrange duality model is used to model the wireless 
network optimization problem. This convex optimization approach can efficiently 
utilize wireless network resources in order to support more users’ request.
• A weighted server provisioning algorithm for real-time applications. We present 
a weighted server provisioning algorithm to balance the resource usage o f server 
bandwidth. As more user request to access to the content server, the server 
provisioning is getting more important. The intrinsic characteristic of server 
bandwidth is limited which depending on disk I/O speed. This algorithm aims to 
satisfy more users’ request with minimum bandwidth requirement and provide 
continuous service for wireless content (i.e., real-time multimedia) applications.
1.4 Organization of Dissertation
This section presents a high-level overview o f this thesis. The rest of this thesis is 
organized as follows;
Chapter 2 reviews the related work of grid, wireless grid, cloud and wireless cloud 
computing techniques. As reviewing the evolution of the wireless cloud history and 
current wireless cloud applications, we conclude the characteristic from the techniques 
aspect and further indicate some open issues in the future development. We also survey 
the past research work on agent-based resource management o f the grid or the wireless 
cloud. We present concerned theories used to deal with the problems arising from 
resource scheduling in wireless cloud computing.
Chapter 1. Introduction
Chapter 3 solves the WCSP selection problem in the wireless cloud according to the user 
preference. We present agent-based resource management architecture for many users’ 
request and optimization resource allocation from service provides. Based on this 
architecture, the combined AHP and GRA method is employed to solve this selection 
problem. The AHP method is applied to make the best decision by constructing pairwise 
comparison matrices via user preferences and different applications. The GRA method is 
a quantitation technique of selecting the best option among the comparative choices 
through building grey relationships with the ideal option. The experiment results are 
shown by CloudSim simulator.
Chapter 4 solves the problem of energy saving for wireless computation-intensive 
application. We present adaptive offloading strategy (AOS) to migrate computation jobs 
in order to save energy on wireless device. The grouped job strategy is employed to 
partition meta-job. The fuzzy control model is designed for efficient utilizing resources of 
wireless device such as storage space, computation capability and battery power. We 
formulate the meta-job scheduling problem on wireless cloud. We present network-aware 
sufferage heuristic job scheduling algorithm on wireless cloud to reduce the idle power 
consumption on wireless device by minimizing the jobs execution time. Finally, we 
simulate and evaluate jobs offloading performance of our strategy based on agent-based 
resource management architecture and experiment implemented by CloudSim simulator.
Chapter 5 solves the problem of utilizing wireless resource and servers to meet more 
users’ demand. According to the requirement of users’ content service, there are two 
algorithms implementing on agent-based resource management architecture are presented. 
We present convex optimization algorithm to efficient utilize the low bandwidth of 
wireless network. And weighted server provisioning algorithm is applied for balancing 
the server performance. Furthermore, these content services of more users’ request can be 
satisfied. Simulation performance is evaluated and analysed via comprehensive 
simulation results.
Chapter 6 concludes our work in summary and explores future work pertinent to this 
research.
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2 Background and Literatutre Review
In this chapter, the state of the art is used in the thesis to highlight the advances of 
wireless cloud computing (WCC). WCC which is composed of the wireless 
communication and cloud computing technology is becoming a new paradigm for many 
performance-challenged applications. Cloud computing is changing the service style for 
delivering the data over the Internet. A cloud service is able to supply scalability 
according to the demand, to provide functionality without dealing with the underlying 
technologies, and to leverage the distributed physical infrastructure for using the cloud as 
a virtual pool of resources. Therefore, WCC has the potential to provide great 
performance benefits to mobile applications of user demand and wireless cloud service 
provider. The current research into WCC is aimed to provide reliable service for wireless 
users in on-demand fashion. That is, from the user’s perspective, applications may be 
executed on such a cloud without the need to know which servers is being used, or where 
they are physically located. The overall aim o f resource management is to efficiently 
utilize and select potential physical resources for data transmission and computation in 
the wireless cloud environment. Such goals to maintain the high system performance will 
rely on the system architecture, resource scheduling strategy and accurate performance 
evaluation.
2.1 Grid computing
The first term uses the “grid computing” in this area by Forster in [17, 18]. The basic idea 
o f this concept is similar to operation of an electric power grid: in the same way an 
electrical outlet delivers power without the users knowing exactly where that electrical 
power is generated. It makes users transparently to easy uses and access a variety of 
geographically distributed resources anywhere [19]. To facilitate the development o f grid 
computing, standardization is the key requirement to realize grid computing benefits, so 
that the diverse end-system resources can be discovered, accessed, allocated, monitored, 
and in general managed as a single virtual system, even if they are provided by different 
vendors or operated by different organizations. Standardization is fundamental to create 
interoperable, portable, reusable components and systems. In 2006, the Global Grid
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Forum (GGF) merged with the Enterprise Grid Alliance forming the Open Grid Forum 
(OGF) which acts as standardization body for grid [20]. The primary objectives of GGF 
are to support development and implementation of grid technologies and applications 
through the creation: technical specifications and implementation guidelines.
Grid computing is one of the distributed computing technologies that used for 
processing data and sharing computing resources by introducing the idea of multi- 
institutional dynamic “virtualization organization (VO)” [17, 19], where these resources 
are composed of loosely coupled computers. The motivations o f this computing paradigm 
is to satisfy the increasing demand of resources, on the other hand this large resource pool 
still not was fully utilized in the observation. This technology aims to address this goal by 
offering its users transparent access to different types of resources, making abstraction of 
physical resource geographic location across multiple VO. So that computers, application 
services, data and other resources can be accessed as and when required, regardless of 
physical locations. Therefore, the resource sharing is core concept of grid computing. 
According to characteristics of grid computing [18] the four aspect of grid are:
(i) Multiple administrative domains and autonomy. Grid resources are geographically 
distributed across multiple administrative domains and owned by different 
organizations. The autonomy of resource owners needs to be honored along with 
their local resource management and usage policies.
(ii) Heterogeneity. A Grid involves a multiplicity of resources that are heterogeneous in 
nature and will encompass a vast range of technologies.
(iii) Scalability. A grid might grows from a few integrated resources to millions. As the 
size of grids increasing, the problem of potential performance degradation will be 
raised due to the networking issue and coordinate reosurces. The network will effect 
the data transmission between different resources because many of resources belong 
to different “VO”. Consequently, applications that require a large number of 
geographically located resources must be designed to be latency and bandwidth 
tolerant.
(iv) Dynamicity or adaptability. In a Grid, resource failure is the rule rather than the 
exception. In fact, with so many resources in a grid, the probability of some resource 
failing is high. Resource managers or applications must tailor their behavior 
dynamically and use the available resources and services efficiently and effectively.
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The grid is already being successfully used in many scientific applications where 
huge amounts of data have to be processed and/or stored. Such demanding applications 
have created, justified and widespread the concept of grid within the scientific community.
2.1.1 M iddleware
In grid computing, software infrastructure responsible of creating and managing the grid 
is called the grid middleware [21]. Middleware provides an abstraction layer which 
encapsulates common services and tasks within a standard interface. Existing middleware 
technologies, such as transaction-oriented, object-oriented middleware or service-oriented 
middleware have been built adhering to the metaphor o f the black box. The middleware 
hides unimportant differences of software and hardware while preserving its core 
characteristics. The grid is a widely researched middleware technology for organizing and 
harnessing distributed resources. In a more general definition, middleware seeks to 
connect not only an application to the operating system, but two or more applications 
together so that they can exchange data. In the grid context, middleware helps with the 
organization o f distributed resources. The layered grid middleware is depicted in the 
Figure 2-1. This architecture identifies the basic components of a grid system, and defines 
how these components interact with each other through middleware. This figure shows 
the interactions between resource providers and users to establish the sharing relationship 
via grid middleware. On the top of application layer are generally developed using grid- 
enabled languages. Grid portals offer Web-enabled application services, where users can 
submit and collect results for their jobs on remote resources through the Web [22]. User- 
level Grid middleware utilizes the interfaces provided by the low-level middleware to 
provide higher level abstractions and services. These include application development 
environments, programming tools and resource brokers for managing resources and 
scheduling application tasks for execution on global resources. Core Grid middleware 
offers services such as remote process management, co-allocation of resources, storage 
access, information registration and discovery, security, and aspects of QoS such as 
resource reservation and trading. These services abstract the complexity and 
heterogeneity of the resources layer by providing a consistent method for accessing 
distributed resources. The Resources Layer consists of distributed resources such as 
computers, networks, storage devices and scientific instruments.
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Figure 2-1: Simple layered Grid Middleware Architecture [23]
2.1.2 Wireless Grid
Wireless grid is a wireless network based virtual system that consists of wireless- 
connected different types of electronic devices and computer. In recently years, grid 
computing has evolved into wireless and mobile environments that consider the advanced 
capabilities of the wireless networks and the lightweight thin devices [24]. This results in 
the emergence o f a new computing paradigm, wireless grid. Wireless grid is a full 
inheritor of grid with the additional feature of supporting mobile users and resources in 
seamless, transparent, secure and efficient way. It has the ability to catering for the 
requirement of providing access to communication, data and services anywhere, anytime 
and by any available means. However, this is not easy to implement the achievement of 
the technical solutions. Wireless grid is the new trend in the computing systems. It is 
another distinct paradigm of traditional distributed system, considering mobility, 
portability and wireless communications. Nowadays, the advanced wireless and mobile 
network capability and portable wireless communicating devices make much more user 
be eligible to obtain information services through a shared network infrastructure (i.e. 
Internet) with their own mobile (wireless-enable) devices, regardless of their physical
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location. Therefore, it is asserted nowadays that the mobile devices have a remarkable 
high profile in most common communication devices. The flexibility, unexpected and fast 
development of wireless communication are enthusiastic interested by individuals and 
organizations around the world. Wireless grid is a generic term describing the application 
of small portable and wireless computing and communication devices. The aggregation 
between mobile device and grid computing forms the wireless grid that enable to provide 
all types of services, e.g., wide coverage and high bandwidth. However, an integrated 
wireless and mobile network is introduced by combining these different types of wireless 
and mobile networks, which can provide more comprehensive services. Wireless grid 
provides ubiquitous communication services among the wireless/mobile device because 
there is no constraint of wires. It focuses on providing access to information, 
communications and services freely. However, the mobility issue implies some 
constraints that must be addressed since they limit the capability of a moving resource in 
contrast to a fixed one. Regarding the definition of wireless grid above, it is possible 
combine the two technologies thus build a grid system in wireless environment. Moreover, 
the mobile grid can share the both advantages of grid system and mobile system. It has 
the powerful computation capability and the ubiquitous and flexible availability.
Grids and wireless grids can be the ideal solution for many large scale applications, 
such as large scale distributed measurements or data acquisition, that are o f dynamic 
nature and require transparency for users. In this framework, the grid increases the job 
throughput and performance of the involved applications and will increase the utilization 
rate of resources, by applying efficient mechanisms for resource management. It will 
enable advanced forms of cooperative work by allowing the seamless integration of 
resources, data and services.
2.2 Cloud Computing
This section begins with a general introduction of cloud computing. The idea o f cloud 
computing is an extension of grid computing [2]. Generally, a cloud computing which is 
implemented based on a number of servers in data centre is a large-scale distributed 
network system. Cloud computing enables to delivery of services for millions o f user’s 
request, which including data maintenance through powerful servers across the internet 
[25]. The cloud computing concept is not relatively new, having been around for some 
time since the mid 1990s - when web pioneers such as Hotmail [26], Yahoo [27] and
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Amazon.com [7] started letting consumers manage communications, appointments and 
shopping via the internet. More expansion came after companies such as Google [5] 
offered free programs similar to Microsoft’s Word and PowerPoint, using an ordinary PC 
hooked up to the internet, or a wireless handheld computer, or phone such as Apple’s 
iPhone [8]. Consider, for example the case of Microsoft’s Live [28], where the system has 
around 300 million users. Added to this, there are almost 330.000 application developers 
of Amazon EC2 [7]. There is a tremendous amount of interest in cloud computing 
because it represents the next step in the evolution of computing services. Cloud 
Computing enables users to elastically utilize resources in an on-demand fashion.
2.2.1 Cloud Definitions
The term cloud is one o f the most buzz words in the IT industry [29]. Various researchers 
attempt to define cloud computing from different observation, but there is no standard or 
agreed definition for cloud. Many experts have presented many definitions, which give 
various concepts about the cloud. We choose two widely quoted as follows
• Foster [30]: large-scale distributed computing paradigm that is driven by
economics o f  scale, in which a pool o f  abstracted virtualized, dynamically-scalable, 
managed computing power, storage, platform, and services are delivered on demand 
to external customers over InternetT
Foster focuses on several features such as computing entities are virtualized and 
delivered as services that differentiate cloud computing from other distributed 
computing paradigms.
• Gartner [31]: style o f  computing where scalable and elastic IT  capabilities are
provided as a service to multiple external customers using Internet technologies.”
Garter examines qualities of cloud computing from the point of view o f industry. 
Cloud computing is a style of computing where massively scalable IT-related 
capabilities are provided as a service across the cyber infrastructure to external users.
2.2.2 Cloud Computing Development Models
Clouds are deployed in new model concept that can be divided into four models 
according to the usage scopes [32, 33].
• Public cloud is the standard cloud computing development model, in which service
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providers make the services and resources available to the general public over 
Internet. This environment emphasizes the cloud has the ability to utilize the needed 
services for users request and operational simplicity (as the system is organized and 
hosted by a third party). The main concern in this model is the security, since this 
environment is accessible to the public and user data in one stage is hosted by a third 
party. Examples of public clouds include Amazon Elastic Compute Cloud (EC2) [7], 
IBM’s Blue Cloud [6], Sun Cloud [34], Google AppEngine [5] and Windows Azure 
Services Platform [28].
• Private cloud is a marketing concept o f cloud development model, in which service 
and resources are reachable within a private institute. It describes a proprietary 
computing architecture that provides services to a limited number o f users on 
internal networks. This environment emphasizes the advantages of scalability, agility 
and optimization of hardware. Security is not a main issue compared to the public 
cloud as the services are reachable only through private and internal networks. Both 
eBay [35] and [36] yield private cloud deployments.
• Hybrid cloud uses a combination from public cloud and private cloud, where 
resources can be used either in a public or a private cloud domain [37]. The main 
concern of this model is the complexity, as it organized and hosted by internal 
resources. This model is typical for most IT vendors. Major vendors including HP, 
IBM, Oracle and VMware create appropriate plans to leverage a mixed environment, 
with the aim of delivering services to the business. Users can deploy an application 
hosted on a hybrid infrastructure, in which some nodes are running on real physical 
hardware and some are running on cloud server instances.
• Community cloud mentions that several organizations in a private community share 
cloud infrastructure, in which services and resources of this model are shared by 
various institutes with a common aim. It may be organized by one o f the institutes 
which have similar concerns about mission, policy and compliance considerations.
2.2.3 Architecture of Cloud Computing
The goal of the cloud computing allows users to gain access the applications and data via
Internet in cloud environment [2, 29]. It referred to a large pool of virtualized computing
resources. The cloud services are generally classified based on four-layer architecture
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which provides different type of service in each layer. This layer model of clouds is 
shown in Figure 2-2.
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Figure 2-2: Cloud Computing Architecture
Infrastmcture as a 
Service (laaS)
Cloud users submit the sets of jobs required to create, provide, manage and consume 
cloud services on the top layer of this architecture as described in the Figure 2-2. 
Those users’ application can be run on any device such as computers, phones and 
other devices, operating systems and browsers via Internet.
Application Layer which consists of many of cloud applications run in the clouds is 
the highest level of the hierarchy. Compared with traditional applications, cloud 
applications can leverage the automatic-scaling service to achieve better performance. 
This automatic-scaling service allows user to grow and shink user’s usage of 
resource capacity on demand based on the application’ requirement. SaaS supports a 
software distribution with specific requirements. In this layer, the users can access an 
application and information remotely via the Internet and pay only for that they use. 
This service model makes applications are accessed by a simple interface to get 
service. The users are not concerned with the underlying physical infrastructure such 
as network, storage, servers, etc. This model also eliminates the needs to install and 
run the application on the user’s own computers and simplifying maintenance and 
support. For most business applications, this service delivery model includes 
accounting, collaboration and management. These applications such as office
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software, social media and online game enrich the family o f SaaS-based services, for 
instance, Google Docs, web mail, Microsoft online, Facebook, etc.
Platform Layer adds on a collection of specialized tools, middleware and services on 
top of the physical resources to provide a development platform. This layer consists 
of operating systems and application frameworks to provide cloud platform service. 
The purpose of the platform layer is to minimize the burden of deploying 
applications directly into virtual machine (VM) containers. For example, Google 
App Engine operates at the platform layer to provide API support for implementing 
storage, database and business logic o f typical web applications. PaaS delivers a 
computing platform as a service, it includes operating system support and software 
development frameworks. It offers an advanced integrated environment for building, 
testing and deploying custom applications. Generally, developers accept some 
restrictions on the type o f software that can write in exchange for built-in application 
scalability. It also facilitates the deployment o f applications without the cost and 
complexity o f buying and managing the underlying hardware and software layer. 
Customers of PaaS control over the deployed applications and their hosting 
environment configurations. The examples of PaaS are Google App Engine, 
Microsoft Azure, and Amazon Map Reduce/Simple Storage Service. In that case, 
some are intended to provide a generalized development environment, and the others 
provide hosting-level services such as security and on demand scalability.
Infrastructure Layer provides physical resources that have been virtualized as pool 
of resources, so that they can be exposed to upper layer and users. This layer creates 
a pool of combined virtualized resources by partitioning the physical resources via 
virtualization technologies. This layer is an essential component of cloud computing, 
such as virtualized, flexible, scalable and manageable to meet user requirements. 
laaS enables the provision of storage, hardware, servers and networking components. 
The client typically pays on a per-use basis. Thus, clients can save cost as the 
payment is only based on how much resource they really use. It refers to on-demand 
provisioning o f infrastructure resources, usually in terms o f network virtualization 
and virtual machines (VMs). According to this type o f service, users can deploy 
arbitrary application, software, operating systems on the infrastructure, which is 
capable of scaling up and down dynamically. Also, user can sends jobs with related 
data, while the vendor’s computer does the computation processing and returns the
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result. Examples of laaS include IBM Blue Cloud, Eucalyptus, Amazon EC2, etc.
• Physical Layer consists a number of servers are linked with high-speed networks to
provide services for customers. This layer provides the hardware facility and 
infrastructure for clouds. In practice, the hardware layer is included computing 
resource, storage resources, data center and networking resources. A data center 
usually contains computer hardware and software products such as cloud-specific 
operating systems, multi-core processors, networks, disks, etc. Typical issues at 
hardware layer include hardware configuration, fault tolerance, network traffic 
management. For most cloud service providers, selecting the right cloud model is 
according to cloud application requirements.
Although the cloud computing architecture can be divided into four layers, it does not 
mean that the top layer must be built on the layer directly below it. For example, the SaaS 
application can be deployed directly on laaS, instead o f PaaS. Also, some services can be 
considered as a part o f more than one layer. For example, data storage service can be 
viewed as either in laaS or PaaS. Given this architectural model, the users can use the 
services flexibly and efficiently.
2.2.4 Cloud Characteristics
Cloud computing is general resource provisioning model that integrates a number of 
existing technology [38]. The main characteristic of cloud computing is expressed in this 
section.
• Virtualization technology is a very important concept in cloud computing [39]. It 
supports cloud computing through utilized the abstracted physical resources to 
provide application’s requirement on-demand. As resources in large data centers are 
managed through virtualization, better precision in striking this balance is achieved 
because the pool of resources and the number of applications being hosted is much 
larger. The concept of virtualization technology has been built in some form since 
1960s (e.g., in IBM main frame system) [40]. This concept has matured considerably 
and composed of the virtualized computing, storage and network resource. 
Nowadays, the virtualization technology is applied for growing needs o f millions of 
users and IT architectures in cloud computing. A virtual machine technology [41] is 
an important technology for cloud computing. This technology allows for server
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resources to be split and allocated into multiple logical servers. In essence 
virtualization abstracts the services running on a cloud from the underlying physical 
hardware. Usually, many virtual machines run on a single physical machine; their 
number is limited by the host hardware capability, such as core number, CPU power, 
RAM resources. IBM developed technologies on virtualization in the 1960s and 
1970s to allow multiple users share resources on a single machine (at the time for 
mainframe computers). More recently this has lead to the re-emergence of 
virtualization in support o f cloud computing as computing resources are 
amalgamated using warehouses of networked commodity servers. One of the 
beautiful benefits o f virtualization is that when several virtual machines need to 
perform routine commands, they can be performed on the bare metal server rather 
than multiple times in the virtual machines, which would result in too high an 
overhead, adversely impacting performance.
• Multi-tenancy is a necessary feature in clouds, which allows sharing o f virtualized 
resources and costs across multiple users. This feature brings many benefits for 
service provider, for instance, improvement of utilization with high peak-load 
capacity and centralization of infrastructure in locations with lower costs.
• Availability represents the relevant capability that satisfies specific requirements of 
the lease cloud services. The service quality o f cloud users must be guaranteed with 
QoS constraint such as request response time and throughput.
• Elasticity refers to the provision o f services is adaptable and elastic. It allows the 
users to request the real-time application service without engineering for peak loads. 
These services are measured in fine-grain, so that the service provider can provide 
perfectly matching between the user’s usage and resources.
• Agility is a basic requirement for cloud service provider to management resources in 
cloud computing. These providers have ability of on-line reactions to change in 
resource demand and environment conditions. From the client side, the users are 
made to re-provision an application from an in-house infrastructure to SaaS vendors.
2.3 Comparison between Grid and Cloud Computing
There are many important characteristics that are common to both cloud and grid [30, 42].
Acoording to section 2.1 and 2.2.4, the similarities and differences characteristics
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between these two paradigms are presented in Table 2.1. The first one of these 
characteristic is focus on Resource Sharing; Grids appear to be fairly sharing resources 
across virtual organizations, whereas clouds provide the resources that the service 
provider requires on demand. Another characteristic is reosurce heterogeneity, both cloud 
and grid Computing support the aggregation o f heterogeneous resources.
Characteristic Grid Cloud
Resource sharing Collaboration (VOs, fair On-demand (assigned resoume
shared) aie not shared)
Resource Aggregation of Aggregation o f heterogeneous
heterogeneity heterogeneous resources resources.
Vin?u’.lizntion Virtualization of data and Virtualization o f hardware and
computing resources software plattbrms
Architecture Service-oriented User-centric architecture or
architecture user-chosen architecture
Software Application domain Application domain independent
dependencies dependent softwaie software
Centralization co Decentralized control Centralized control
Scalability
Scalable VOs
hardware scalabilit)'
User access Access transparency for Access transparency for the end
the end user user
Table 2.1: Comparison between Grid and Cloud Computing
The virtualization technology has applied in grid and cloud computing. In grid, this 
technology only focuses on virtualization of data and computing resources. The cloud not 
only concern the hardware virtualization, but also virtualizatied software platform need to 
be concerned. The architecture of grid is based on service-oriented architecture, which is 
style of software architecture for designing and developing software for users. This 
services are built as software components (discrete pieces of code and/or data structures)
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which can be used for different purposes. However, the user-centric architecture which 
depend on the the user’s demand is applied for cloud computing. In other word, if the user 
request service of software, then cloud will provide software service architecture for 
demanding service. Scalabilty refers to the ability to service a number of users. Grid 
allows the users to use of heterogeneous distributed resources in a scalable virtual 
organizations, and that facilitates the development in order to improve performance. 
Cloud computing are often mentioned as sclable up to millions simultaneous users, and 
also add storage or processing power simply by connecting extra hardware to the existing 
infrastructure. These extended hardware or software expansion does not require any 
reworking of the existing system or rewriting the code and will not disrupt the service of 
many users. That means the system can handle that many users without failure to any user 
or without crashing as a whole because of resource exhaustion. The better scalability of 
cloud system, the more users it can handle simultaneously. The scalable systems allow 
them to maximize computing resources, letting richer companies get more out o f an 
existing IT hardware infrastructure and poorer companies be able to afford a high- 
performance, high-capacity system.
2.4 Wireless Communication
Wireless communications is becoming a very significant part of the WCC and is 
increasingly coming into focus for delivering service continuity in a transparent way by 
allocating appropriate resources. Wireless access network technology is experiencing 
huge developments in the recent years. This technological development provides 
additional features for wireless cloud application in two aspects, cost efficiency and 
mobility support. First, wireless access networks can reduce construction costs or even 
operational costs. For example, when a scientific instrument is installed in a rural setting 
with insufficient wire-line communications infrastructure, a wireless access approach can 
allow significant reduction in the connection and maintenance costs. Second, wireless 
access provides mobility for both instruments and users. Instruments are freed from a 
fixed physical position and experiments’ results can be gathered by using handheld 
devices. This feature greatly expands the usage domain of wireless cloud.
However, current cloud systems show limitations in cooperating with wireless access 
networks, since they were originally expected to run over high performance 
communication networks, and the quality of access networks was not their concerns. In
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order to cope with problems such as poor performance of wireless networks, including 
high Bit Error Rate (BER) and dynamically changing network characteristics, a 
mechanism that considers the interactions between cloud and wireless access network is 
required. Currently, the trend in the telecommunications industry is to strongly promote 
the utilization of wireless technologies to provide access to networking facilities. 
Therefore, several different standards have gained popularity in the consumer and 
business worlds, aiming to substitute traditional wire-line solutions for access to many 
different services. As a result, wireless applications can be rapidly provisioned and 
released with the minimal management efforts or service provider’s interactions.
2.4.1 Wireless Local Area Networking
The wireless local area networking (WLAN) offers relatively high data rates. They can be 
utilized to grant system access to the user (resource), exploit characteristics of intrinsic 
mobility and easy configuration. Moreover, in addition to offering flexibility through the 
use of an existing network to provide user connectivity, they can be employed in outdoor 
areas where radio based techniques can overcome geographical or infrastructural 
difficulties. IEEE 802.11 standard also commonly known as Wi-Fi, includes many 
different standards developed by working group 11 of the IEEE LAN/MAN Standards 
Committee (IEEE 802), aimed at defining technologies for setting up a Wireless LAN.
802.1 la/b/g/n provides improvements to the original 802.11 standard.
2.4.2 WiMAX
The Worldwide Interoperability for Microwave Access (WiMAX) is a technology defined 
in 2001 to give coherence and interoperability to implementation o f the IEEE 802.16 
standard known as Wireless MAN [43]. The main goal of WiMAX is to offer high data 
rates over long distances and, as a consequence, it is intended as a last-mile network 
access technology, in substitution to wire line solutions of similar coverage, like xDSL, 
especially in geographical situations where traditional techniques would be difficult or 
expensive to adopt. While the correct standard denomination is 802.16, a number of other 
definitions exist, such as 802.16d, 802.16e, “fixedWiMAX” and “mobileWiMAX”; these 
terms refer to amendments o f the original standard that introduce modifications in the 
modulation techniques and/or spectrum utilization.
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2.4.3 Wireless Personal Area Networks
This denomination groups several Wireless Personal Area Network (WPAN) specific 
standards, subdivided in several task groups, working on different aspects of these 
networks. Bluetooth is an industrial specification for wireless Personal Area Networks. It 
provides a way to connect and exchange information between devices such as mobile 
phones, laptops, PCs, printers, digital cameras, and video game consoles over a secure, 
globally unlicensed short-range radio frequency. More prevalent applications of 
Bluetooth include: Wireless control of and communication between a mobile phone and a 
hands-free headset. Wireless communications with PC input and output devices, the most 
common being the mouse, keyboard, and printer.
2.4.4 LTE
Long Term Evolution (LTE) is a 4G wireless broadband technology developed by the 
Third Generation Partnership Project (3GPP), an industry trade group. 3GPP engineers 
named the technology "Long Term Evolution" because it represents the next step (4G) in 
a progression from GSM, a 2G standard, to UMTS, the 3G technologies based upon GSM. 
LTE provides significantly increased peak data rates, with the potential for 100 Mbps 
downstream and 30 Mbps upstream, reduced latency, scalable bandwidth capacity, and 
backwards compatibility with existing GSM and UMTS technology. Future developments 
of this technology could yield peak throughput on the order of 300 Mbps.
2.5 Wireless Cloud Computing
With the explosion of wireless applications and the support o f cloud computing for a 
variety of services for wireless users, WCC is introduced as an integration of cloud 
computing into the wireless environment [II , 16]. WCC brings new types of services and 
facilities for wireless users to take full advantages o f cloud computing. The term 
“wireless cloud computing” which introduced along with the concept of “cloud 
computing” was launched in mid-2007. It has been attracted the attentions of 
entrepreneurs as a profitable business option that reduces the development and running 
cost o f wireless applications. This is a new technology for wireless users to achieve rich 
experience of a variety of wireless services at low cost, and o f researchers as a promising
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solution for green IT. This section provides an overview of WCC including definition, 
advantages and applications of WCC.
The Wireless Cloud Computing Forum defines WCC as follows [16]: “Wireless 
Cloud Computing at its simplest, refers to an infrastructure where both the data storage 
and the data processing happen outside o f  the mobile device. Wireless cloud applications 
move the computing power and data storage away from mobile phones and into the cloud, 
bringing applications and mobile computing to not ju st smartphone users but a much 
broader range o f  mobile subscribers”. Aepona [15] describes WCC as a new paradigm 
for wireless applications whereby the data processing and storage are moved from the 
wireless device to powerful and centralized computing platforms located in clouds. These 
centralized applications are then accessed over the wireless connection based on a thin 
native client or web browser on the wireless devices. Alternatively, WCC can be defined 
as a combination of wireless terminal and cloud computing, which is the most popular 
tool for mobile users to access applications and services on the Internet. Briefly, WCC 
provides wireless users with the data processing and storage services in clouds. The 
wireless devices do not need a powerful configuration (e.g., CPU speed and memory 
capacity) since all the complicated computing modules can be processed in the clouds. In 
the wireless cloud environment, cloud service providers process the requests of wireless 
users with the corresponding on-demand services. These services are developed with the 
concepts of utility computing, virtualization, and service-oriented architecture (e.g., web, 
application, and database servers).
2.5.1 Advantages of Wireless Cloud Computing
Cloud computing is presented as a solution for wireless computing issues due to the 
intrinsic characteristic in terms of mobility, communication and portability [16]. We 
describe how the cloud can be used to overcome obstacles in wireless computing.
• Extending battery lifetime: Battery power consumption is one of the main concerns 
for wireless device such as smart phone, laptop. It will affect the wireless 
applications performance. The existing solutions have been proposed to enhance the 
CPU performance, to reduce power consumption. However, these solutions require 
changes in the structure of wireless devices, or they require a new hardware that 
results in an increase of cost and may not be feasible for all wireless devices. WCC 
employ offloading technology to migrate the large computations and complex
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processing from resource-limited devices (i.e., wireless devices) to powerful 
machines (i.e., servers in clouds). This avoids taking a long application execution 
time on mobile devices which results in large amount of power consumption. In 
addition, many wireless applications take advantages from task migration and remote 
processing. For example, offloading a compiler optimization for image processing 
can reduce 41% of energy consumption of wireless device [44]. Also, using memory 
arithmetic unit and interface (MAUI) to migrate mobile game components to servers 
in cloud can save 27% o f energy consumption for the video game and 45% for the 
chess game [45].
Improving data storage capacity and processing power: The storage capacity and 
processing power are also limited for wireless devices. WCC is developed to enable 
wireless users to store/access the large data on the cloud through wireless networks. 
The example is Image Exchange which utilizes the large storage space in clouds for 
mobile users [46]. This mobile photo sharing service enables mobile users to upload 
images to the clouds immediately after capturing. Users may access all images from 
any devices. With cloud, the users can save considerable amount of energy and 
storage space on their mobile devices since all images are sent and processed on the 
clouds. WCC also helps reducing the running cost for compute-intensive applications 
that take long time and large amount o f energy when performed on the limited- 
resource devices. Cloud computing can efficiently support various tasks for data 
warehousing, managing and synchronizing multiple documents online. For example, 
clouds can be used for transcoding [47], playing chess[2], or broadcasting multimedia 
services [48] to mobile devices. In these cases, all the complex calculations for 
transcoding or offering an optimal chess move that take a long time when perform on 
mobile devices will be processed quickly on the cloud. These applications also are 
not constrained by storage capacity on the devices because their data now is stored on 
the cloud.
Improving reliability: Storing data or running applications on clouds is an effective 
way to improve the reliability since the data and application are stored and backed up 
on a number of computers. This reduces the chance of data and application lost on the 
mobile devices.
Mobility Support: Current cloud systems show limitations in cooperating with 
wireless access networks, which typically exhibit poor performance and dynamically
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changing characteristics. A wireless cloud enables the mobility of the users 
requesting access to a fixed cloud services as well as of the resources, which 
themselves are part of the cloud. Both cases have their own limitations and 
constraints that should be addressed. Mobile users are therefore allowed to access and 
control the cloud service, submit jobs, monitor and manage the activities, according 
to an “everywhere at every time in any context” paradigm, while the cloud provides 
them with high reliability, performance and cost-efficiency.
Dynamic provisioning: Dynamic on-demand provisioning of resources on a fine­
grained, self-service basis is a flexible way for service providers and mobile users to 
run their applications without advanced reservation of resources.
Scalability: The deployment of mobile applications can be performed and scaled to 
meet the unpredictable user demands due to flexible resource provisioning. Service 
providers can easily add and expand an application and service without or with little 
constraint on the resource usage. WCC provides sufficiently scalable resource to 
meet the variable demand of the users. Scalability focuses on the dynamic capacity of 
the wireless cloud infi-astructure and the processed of growing of the volume of 
services. Scaling the different types of resources required for processing, sensing and 
connectivity according to service requirement.
Multi-tenancy: Service providers (e.g., network operator and data center owner) can 
share the resources and costs to support a variety of applications and large number of 
users.
Ease o f  Integration: Multiple services from different service providers can be 
integrated easily through the cloud and the Internet to meet the users’ demands. 
Heterogeneity: Many wireless communication technologies deployed are UMTS, 
WiMAX and WLAN. The UMTS and WiMAx can provide great coverage areas and 
the high bandwidths. In contrast, WLAN is usually deployed in small area because of 
its small coverage; however its high bandwidth and low-cost properties is desirable 
for Internet traffic such as multimedia or real time applications which are increasing 
significantly these days. Moreover, the deployment of WLAN is easier and cheaper 
than UMTS and WiMAX. To sum up, the attractive advantage of heterogeneous 
network in wireless cloud is indeed heterogeneity: different network types are linked 
together and they can provide wider ranges and higher quality of service than in 
homogeneous network.
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2.5.2 Applications of Wireless Cloud Computing
Wireless or Mobile application is increased to share in a global mobile market [16]. 
Various wireless applications have taken the advantages of WCC. In this section, some 
typical WCC applications are introduced.
2.5.2.1 Mobile Commerce
Mobile commerce (m-commerce) is a business model for commerce using mobile devices. 
The m-commerce applications generally fulfil some tasks that require mobility (e.g., 
mobile transactions and payments, mobile messaging, and mobile ticketing). The m- 
commerce applications can be classified into a few classes including finance, advertising 
and shopping. The m-commerce applications have to face various challenges (e.g., low 
network bandwidth, high complexity of mobile device configurations, and security). 
Therefore, m-commerce applications are integrated into cloud computing environment to 
address these issues.
2.5.2.2 Mobile Learning
Mobile learning (m-leaming) is designed based on electronic learning (e-learning) and 
mobility. However, traditional m-leaming applications have limitations in terms of high 
cost of devices and network, low network transmission rate, and limited educational 
resources [49]. Cloud-based m-leaming applications are introduced to solve these 
limitations. For example, utilizing a cloud with the large storage capacity and powerful 
processing ability, the applications provide learners with much richer services in terms of 
data (information) size, faster processing speed, and longer battery life. Paper [50] 
presents benefits o f combining m-leaming and cloud computing to enhance the 
communication quality between students and teachers. In this case, a smartphone software 
based on the open source JavaME UI framework and Jaber for clients is used. Through a 
web site built on Google Apps Engine, students communicate with their teachers at 
anytime. Also, the teachers can obtain the information about student’s knowledge level of 
the course and can answer students’ questions in a timely manner. Another example of 
MCC applications in leaming is “Comucopia” implemented for researches of 
undergraduate genetics students and “Plantations Pathfinder” designed to supply 
information and provide a collaboration space for visitors when they visit the gardens [51]. 
The purpose of the deployment of these applications is to help the students enhance their
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understanding about the appropriate design of mobile cloud computing in supporting field 
experiences. In [52, 53], an education tool is developed based on cloud computing to 
create a course about image/video processing. Through mobile phones, learners can 
understand and compare different algorithms used in mobile applications (e.g., de­
blurring, de-noising, face detection, and image enhancement).
2.5.2.3 Mobile Healthcare
The purpose of applying MCC in medical applications is to minimize the limitations of 
traditional medical treatment (e.g., small physical storage, security and privacy, and 
medical errors [54]). Mobile healthcare (m-healthcare) provides mobile users with 
convenient helps to access resources (e.g., patient health records) easily and quickly. 
Besides, m-healthcare offers hospitals and healthcare organizations a variety of on- 
demand services on clouds rather than owning standalone applications on local servers. 
There are a few schemes of MCC applications in healthcare. For example, [54, 55] 
presents five main mobile healthcare applications in the pervasive environment.
2.5.2.4 Mobile Gaming
Mobile game (m-game) is a potential market generating revenues for service providers. 
M-game can completely offload game engine requiring large computing resource (e.g., 
graphic rendering) to the server in the cloud, and gamers only interact with the screen 
interface on their devices. Also, [56] demonstrates that offloading (multimedia code) can 
save energy for mobile devices, thereby increasing game playing time on mobile devices. 
The [57] presents a new cloud-based m-game using a rendering adaptation technique to 
dynamically adjust the game rendering parameters according to communication 
constraints and gamers’ demands. The rendering adaptation technique mainly bases on 
the idea to reduce the number of objects in the display list since not all objects in the 
display list created by game engine are necessary for playing the game and scale the 
complexity of rendering operations. The objective is to maximize the user experience 
given the communications and computing costs.
2.6 Wireless Cloud Resource Management System
The idea of the wireless cloud resource management come fi"om existing grid resource 
management which provides an enabling technology for a grid to coordinate the sharing.
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scheduling, and collaborative utilization of distributed and geographically dispersed 
computing resources [58]. Grid computing often requires the concurrent allocation a wide 
range of heterogeneous, loosely coupled multiple resources in a consistent manner. These 
computing resources in the grid are usually a multiprocessor or cluster of machines, 
which are distributed geographically in a small scope, connected with physical network, 
and administrated within the same organization. These local resources may be far away 
from each other, owned by different organization, connected via the Internet with 
uncontrollable behavior, and across administrative domains.
Grid computing introduced the grid resource management in [59] that define as 
“...the process o f  identifying requirements, matching resources to applications, allocating 
those resources, and scheduling and monitoring Grid resources over time in order to run 
Grid applications as efficiently as possible. Grid applications compete fo r  resources that 
are very different in nature, including processors, data, scientific instruments, networks, 
and other services. Complicating this situation is the general lack o f  data available about 
the current system and the competing needs o f  users, resource owners, and 
administrators o f  the system. ”
From this definition, we can identify the resource management is an important issue 
o f grid system. The main function of this system is to identify resource requirement, 
match and allocate resource, schedule and monitor resource, so as to make resource usage 
as efficiently as possible. Grid resource management focuses on controlling grid resource 
how to provide capacity and available service to other users, its greatest feature is the 
coordinated use o f distributed and heterogeneous resource. There are some existing RMSs 
have been surveyed in grid computing including Condor [60], Globus [61] and Legion 
(Compute Grids) [62], etc.
• Condor [60]: It is a resource management system designed to support high- 
throughput computations by discovering idle resources on a network and allocating 
those resources to application tasks. The main function of condor is to allow 
utilization of machines that otherwise would be idle thus solving the wait-while-idle 
problem.
• Globus [61] : It is designed to meet requirements of both scalability and dynamic 
resources. It is a collection of tools that provides the basic services and capabilities 
like security, resource management, information services, etc required for grid
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computing. RMS of Globus consists of resource brokers, resource co-allocators and 
resource manager or GRAM.
• Legion [62]: It is a reflective, object-based operating system for the grid. It offers the 
infrastructure for grid computing. Legion provides a framework for scheduling which 
can accommodate different placement strategies for different classes of applications.
Resource management is also an important aspect of WCC. Wireless clouds are 
systems that involve coordinated wireless resource sharing, saving energy solving in 
heterogeneous dynamic environments to meet the users demand with different wireless 
applications on wireless devices. Nonetheless several of the grids oriented resource 
management system could be extended for wireless clouds. Due to the existing features in 
wireless cloud such as heterogeneous, unstable and dynamic, making resource 
management on wireless environment is more complex. Therefore, it is very necessary to 
establish a resource management system model adapts to wireless cloud, research its 
features and functions for achieving specific wireless cloud resource management system. 
In this WCC paradigm, the main objective of resource management system is maximizing 
the wireless applications performance and providing on-demand service for user request 
that coordinated with the dynamic resource provisioning. These resources can be 
dynamically changed over the time, including wireless network, battery power, storage, 
memory and CPU, etc. The resource selection and allocation process needs to be repeated 
over many times with that change. In other word, it has to be dynamic in order to ensure 
that the system performance is maximized at all times. Optimal resource allocation is 
often complex problem. There are important differences between these two computing 
models.
• Firstly, in WCC, there are many service providers that provide its own service to 
global users via wireless network connection. In contrast, the physical infrastructure 
providing grid services is operated by multiple organizations and the services it 
provides are often restricted to users authorized by the organizations. The types of 
applications targeted by grid computing are generally CPU intensive, non-interactive 
applications that are often run as batch jobs. Much current research in grid resource 
management is focused on the understanding and managing these diverse polices 
from the perspective o f both the resource provider and the consumer. It is aim to 
synthesize end-to-end resource management in spite of the fact that the resources are 
independently owned and/or administered. Hence, the capability of resource
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management need to be enhanced with the emergence of the service oriented 
architecture and virtualized technology.
• Secondly, the ability of both grid and wireless cloud that to federate many 
heterogeneous distributed resources enables collaborations and supports applications. 
Grids have been deployed to solve large scale problems in particular scientific 
research such as physics, distributed collaboration, bioinformatics. And wireless 
clouds are being deployed in enterprise environment to achieve cost-effective, on- 
demand service o f resource provisioning to applications. Therefore, effective 
management of resources is crucial for fully realizing the promise o f these two 
computing paradigms.
• Thirdly, in terms o f functionality, the wireless cloud resource manager extended from 
the grid resource manager with four runtime functions. First, the request for new 
deployments for a specific type o f service and the release o f a resource after its use 
ended. Second, it is also responsible for provisioning, releasing, and checking the 
status o f virtualized resources. Third, the wireless network resource can be efficiently 
controlled and managed for satisfying user’s request. Fourth, the limited resources of 
wireless terminal will be efficiently utilized in wireless cloud, furthermore, the 
application performance can be improved.
• Finally, the problem of resource management in WCC is different in the sense that 
applications targeted by WCC are often interactive and as a result, their demand can 
vary highly over time. This means that the allocation of resources to applications 
needs to be recomputed frequently, compared to the case o f grid computing. And also, 
the application performance will not be maintained due to the wireless connection 
unstable characteristic.
The objective of both grid and wireless cloud computing is making scalable end- 
system resources available to users that do not own and operate the associated physical 
infrastructure. WCC offers a deal o f utilizing wireless resources and providing on- 
demand service for users. In traditional computing system, an end user submits its request 
to the resource management for job executing on resources. These users’ requirements 
such as job execution deadline, the maximum cost of execution are constraint for 
processing jobs. The main function o f the resource management is to take the job 
specification and from it estimate the resource requirements like the number o f processors.
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data file size required, the execution, and memory required. After estimating the resource 
requirements, RMS is responsible for discovering available resource and selecting 
appropriate resources for job execution. A RMS is also responsible for naming the 
resources in the system, monitoring and reporting the job, resource status and according 
for resource usage.
2.6.1 Related Work of Agent in Resource Management
In WCC, RMS provides reliable and on-demand service to wireless users. Agent 
technology is an emerging technology in the area of resource management that aims to 
support flexible and adaptable distributed environments by using different agent systems. 
The agent system is implemented in resource management to bridge the gap between 
wireless cloud users and service providers in order to efficiently utilized resource for 
wireless user’s request [63]. The wireless cloud agent system is created based on existing 
agents system such as mobile agents, single agent or multi-agent systems. Wireless cloud 
agent need to reduce the time o f resource discovery, wireless network load, overcome 
latency, encapsulate protocols, resource scheduling, execute asynchronously and 
autonomously, and adapt dynamically to the environment.
Agent technologies have been developed for over ten years. This technology provides 
a flexible, scalable, and efficient resource discovery, broking, and allocation service. In an 
agent-base system, a hierarchy of homogeneous software agents can provide a scalable 
and adaptable abstraction of the system architecture. Agents are recognized as a powerful 
high-level abstraction from physical resources for the modelling of complex software 
system. This methodology can be used to build large-scale distributed software systems 
that exhibit highly dynamic behaviors. Software agents are the autonomous problems 
situated within an environment (i.e., mobile, grid or cloud), which sense the environment 
and acts upon it to achieve their goals. The desirable characteristics of autonomous agents 
to enhance the performance o f wireless grid are continuous monitoring o f the system, 
fault tolerance, resist subversion, minimal overhead, adaptability, and configurability. 
Therefore, using agents can improve the efficiency of the resource management and 
scheduling system. Mobile agent is an itinerant agent which contains program, data, and 
execution state information, migrated from one host to another host in a heterogeneous 
network, and executes at a remote host until it completes a given task [64]. By nature, 
mobile agents are flexible modular entities which can be created, deployed and deleted in
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real-time. In the context o f wireless monitoring, mobile agents may be used effectively 
for information gathering in the cloud. Mobile agents travel from node to node gathering 
information and returning the summarized information to the collection point for 
information. It removes the need for frequent request-response communications to decide 
on which are the most relevant information in the current context. Mobile agent 
technology is an emerging technology that makes it much easier to design, implement, 
and maintain scalable, robust and open distributed systems.
Agents are becoming very popular solutions to the problems o f distributed 
applications such as resource discovery and resource allocation, network management, 
load balance, and fault tolerance in wireless computing, wireless applications benefit from 
the following advantages o f mobile agents their navigational autonomy assists the search 
for computing resources; their state capturing eases job development and migration; their 
migration reduces communication overhead incurred between client and server machines; 
and their inherent parallelism makes use o f idle computers. Agents of single agent 
systems never cooperate or communicate with each other, but they can interact with the 
local or remote resources o f the specified host. A large number o f individual agents 
working and interacting with each other forms a multi-agent system (MAS) [65]. In a 
cooperative MAS, the agents work in unison towards achieving a common global goal, 
while each agent continues to pursue its own goal autonomously; there is no centralized 
control. The decentralized nature o f MAS fits well with the Grid computing environment. 
Multi-agent systems (MAS) have been advocated as the natural solution to real-world 
problems that necessitate some form o f decentralized control within dynamic and 
uncertain environments. Existing presented several agents for different resource management 
system as shows in below.
• A4 (Agile architecture and Autonomous Agents): This A4 [66] project developed a 
framework for agent-based resource management on grids computing networks. A4 
is a methodology which focuses on solving the problems associated with scalability 
and highly dynamic in large muti-agent systems. This methodology has been used 
primarily for grid resource management. This technique is used for service discovery 
as well as monitoring of the key performance metrics of the agent-based grid system. 
In the ARMS system agents are set-up to be both buyers and sellers o f computational 
services. Agents perform cooperative service advertisement and discovery which 
allows them to work together to schedule applications on the grid. The Agent
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scheduling service operates at the “service level” with agents advertising their 
resources as “services”. Once the agent has sold the resource the actual intemal- 
resource scheduling is done using a predictive performance tool called PACE 
(Performance Analysis and Characterization Environment).
• ADELE (An Agent for Distance Learning Environments): The ADELE [67] guides 
the development of adaptive multi-agent systems. The ADELE methodology is based 
on some well-known tools and notations coming from the object-oriented software 
engineering. These standards are UML (unified Modeling Language) and the RUP 
(rational Unified Process). Another notation, AUML (agent-UML), is used to express 
interaction protocols between agents. ADELE has advantages for a highly dynamic 
grid environment such as a wireless grid.
• AOMG (agent-oriented Modeling based on Grid): The AOMG [68] environment 
helps to analyze and design the Grid system at the agent-level. AOMG is an agent 
oriented analysis and design modeling method based on OGSA grid architecture. 
AOMG method provides a language, concept, and meta-level notations for agent 
oriented analysis and design of distributed applications based on grid computing 
using agents. AOMG presents two new concepts: Grid Agent and Grid Service. It 
provides a new concept mechanism for modeling distributed systems based on the 
Grid environment, and lowers complexity of system analysis and design.
• MAGE (Muti-Agent Environment) MAGE [69] is an agent-oriented environment for 
software design, integration and execution. MAGE provides the facility for agent 
mental state representation, planning, reasoning, communication, cooperation and 
negotiation. It also provides support for system design and the description and 
assembly of knowledge and capability. MAGE allows facilitates negotiation and 
cooperation design to enable agent-based computing. In addition, MAGE provides a 
FIPA compliant agent execution platform that support agent mobility.
From the survey of existing agent-based resource managements, we can identify that 
the resources are managed via different agent architectures in wireless communication 
and grid computing. These agents have addressed some issues which related to dynamic 
resource scheduling and monitoring in wireless or grid computing. However, according to 
properties of wireless environments, wireless devices have many considerations, such as 
disconnection operation, mobility management, device heterogeneity, service discovery.
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resource sharing, and so on. Obviously, such needs cannot be directly achieved with the 
highly demanding wireless applications. As the amount of potential users is really 
enormous, the accumulated data processing and storage will be required. Therefore, as 
increasing the number of users’ request, wireless cloud service performance will be surely 
impacted by the limited resources. Wireless clouds systems resource include wireless 
network, and end-system resources this results in resource heterogeneity, differences in 
usage and scheduling strategy. And another resource management issue made complex 
due to the limited resources on wireless device. Therefore, the resource management is 
designed to handle these issues in WCC. Aim to provide on-demand service, we can 
identify that wireless cloud resource management can address these several challenges. 
First, wireless cloud resource management must address the ability for selecting best 
service from different WCSPs to guarantee the service performance. Second, it must 
address the issue o f executing more computation-intensive applications on wireless 
device which can only provide limited resources. Thirdly, it must address the issue of 
real-time multimedia wireless application applied on wireless device. It needs guaranteed 
service for the user’s request. Due to the wireless network resource uncontrollable 
behavior, the wireless cloud service provider is difficult to maintain the service 
performance. Finally, cloud resource management must address the ability to efficiently 
utilize wireless network resource via wireless cloud technology. Thus, the traffic load of 
wireless network will dramatically decrease and also load balance o f content server will 
be improved.
This thesis presents a novel agent-based resource management architecture that can 
address these issues. This architecture includes wireless user agent (WUA) on different 
wireless devices and service provider agent (SPA) on wireless cloud. We use a wireless 
user agent (WUA) to manage the user (mobility, profile, etc.), resource on wireless device 
and the issues related with heterogeneity of the wireless devices. A service provider agent 
(SPA) will be present in every wireless cloud service provider for managing resources to 
satisfy more users demand. The SPA will be able to communicate with the WUA in the 
wireless device, in order to obtain all the information needed. Aim to maintain the service 
performance, this framework employs reservation mechanism to provide guaranteed 
service for cloud applications. The different scheduling algorithms have been applied in 
this framework in order to address the issue of both satisfying more user’s demand, 
efficiently utilizing potential physical resources and handling dynamic situations of
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virtual machines. Therefore, this agent-based resource management can provide benefit 
for wireless users and wireless cloud service provider, such as loads can be balanced to 
avoid over utilization of end-system resources, and reduce the wireless network 
congestion resulting in better service performance for cloud applications. Finally, we 
believe this cloud resource management framework is best suited for managing wireless 
network resource and supporting millions of users that require computation resource or 
real-time multimedia services.
2.7 Resource Optimization and Selection Strategies for Wireless Cloud
This section outlines the scheduling problems arising from WCC. Wireless cloud 
scheduling algorithms could benefit from several traditional scheduling methodologies. 
These methodologies have achieved suceessful results in a wide range of scheduling 
applications. Therefore, we start to investigate their performance in wireless cloud 
scheduling. In order to provide on-demand service for wireless users requesting jfrom 
cloud, the wireless cloud resources need to be efficiently utilized. These methodologies 
are employed for optimizing the resource utilization between wireless devices and cloud 
according to the several metric parameters modelled. These parameters can include the 
module execution time, CPU, resource consumption, battery level, monetary costs, 
wireless network bandwidth, and user waiting time of user preferences. User waiting time 
is important parameter for deciding whether to process job locally or remotely in cloud. A 
user waits time is from invoking some actions on the device’s interface until a desired 
output or exception is returned to the user. The optimization model takes inputs from both 
wireless device and cloud, and runs optimization algorithms to decide execution 
configuration of applications shown in Figure 2-3. Thus, application’s performance 
between the server and wireless device is optimized. The server is assumed to have 
infinite resources and the client has several resource constraints. These optimization 
methodologies are described in below.
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Inputs
- user preference 
network parameters 
application profiling 
- battery level
Goals
- min. energy consumption 
- min, cost 
- min. execution time
' Optimization Problem
Constraints
-CPU
- storage
- memory 
-latency
Outputs
execution configuration 
- start local 
- start remote 
- selection & allocation
Figure 2-3: Optimization Model
2.7.1 Decision Making Process
In a wireless cloud environment, different service providers have its own characteristics 
such as packet loss, throughput and computation ability, etc. These different 
characteristics for choosing a best satisfied service provider are becoming complex task 
for a user to making a decision. Decision making is the study of identifying and choosing 
alternatives based on the values and preference of the users. Making a decision implies 
that there are alternative choices to be considered, and in such a case we want not only to 
identify as many o f these alternatives as possible but to choose the one that best fits with 
our goals, objectives. In fact, decision making should start with the identification of the 
decision makers, reducing the possible disagreement about problem definition, 
requirement, goals and criteria. Then, a decision making process can be divided into 
different decision making methods. Consider a multi-attributes decision making problem 
with 771 criteria and n  alternatives. Let Q , ...,Cm A^, denote the criteria and
alternatives, respectively. The score aij describes the performance of alternative Aj 
against criterion Q. The Multi-attribute Utility Theory o f multi-attribute decision making 
methods is employed for users to make decision. In this decision making method, the 
weights associated with the criteria can properly reflect the relative importance o f the 
criteria only if the scores a^j are from a common, dimensionless scale. The basis of
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MAUT is the use of utility functions. Utility functions can be applied to transform the raw 
performance values of the alternatives against diverse criteria, both factual (objective, 
quantitative) and judgmental (subjective, qualitative), to a common, dimensionless scale. 
In the practice, the intervals [0,1] or [0,100] are used for this purpose.
• Simple multi-attribute rating technique (SMART)
SMART is the simplest form of the MAUT methods. The ranking value X j  of alternative 
Aj is obtained simply as the weighted algebraic mean o f the utility values associated with 
it, i.e.
Z S i W r %  . .
X j  =  -  ÿ m  ,,,  - J  =  1 ......."■
2.1=1 Wj
Besides the above simple additive model, a simple method is presented to assess weights 
for each of the criteria to reflect its relative importance to the decision [70, 71]. First, the 
criteria are ranked in order of importance and 10 points are assigned to the least important 
criterion. Then, the next-least-important criterion is chosen, more points are assigned to it, 
and so on, to reflect their relative importance. The final weights are obtained by 
normalizing the sum of the points to one.
• Generalized means
In a decision problem the vector % =  (x^, ...,x„) plays a role of aggregation taking the 
performance scores for every criterion with the given weight into account. This means 
that the vector X  should fit into the rows of the decision matrix as well as possible. 
Mészâros and Rapcsak (1996) introduced an entropy optimization problem to find the 
vector X  o f best fit. They pointed out that the optimal solution is a positive multiple of the 
vector of the weighted geometric means of the columns, consequently, with w =  E S i  Wj. 
The values =  n % i , i =  1,..., n  constitute a reasonable and theoretically 
established system of ranking values. By introducing another entropy optimization 
problem, based on another measure of fitting, the weighted algebraic means (used also in 
SMART and additive linear models) were obtained as best fitting ranking values.
• The Analytic Hierarchy Process
The Analytic Hierarchy Process (AH?) was proposed by Saaty [72, 73]. The basic idea of 
the approach is to convert subjective assessments of relative importance to a set of overall 
scores or weights. AH? is one of the more widely applied multi-attribute decision making
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methods. We follow here the summary the AHP [72, 73]. The methodology of AHP is 
based on pairwise comparisons of the following type ‘How important is criterion Ci 
relative to criterion Cj ’ Questions of this type are used to establish the weights for 
criteria and similar questions are to be answered to assess the performance scores for 
alternatives on the subjective (judgmental) criteria.
Consider how to derive the weights of the criteria. Assume first that the m criteria are 
not arranged in a tree-structure. For each pair o f criteria, the decision maker is required to 
respond to a pairwise comparison question asking the relative importance of the two. The 
responses can use the following nine-point scale expressing the intensity of the preference 
for one criterion versus another
1 = Equal importance or preference.
3 = Moderate importance or preference o f one over another.
5 = Strong or essential importance or preference.
7 = Very strong or demonstrated importance or preference.
9 = Extreme importance or preference.
Table 2.2: The Weight of Criteria
If the judgment is that eriterion Cj is more important than criterion C/, then the reeiprocal 
of the relevant index value is assigned.
2.7.2 Resource Scheduling Algorithms
In cloud computing, a typical datacentre consists of many of virtual machines which 
connected via Internet. This environment is well suited for the computation of large, 
diverse group of jobs. Jobs belonging to different users are no longer distinguished one 
from another. Scheduling problem in such a context turns out to be matehing multi-jobs to 
multi-machines. As mentioned in the former section, the optimal matching is an 
optimization problem, generally with NP-eomplete complexity [74]. Heuristic is often 
applied as a suboptimal algorithm to obtain relatively good solutions. Before further 
explanation, several preliminary terms should be defined [75].
40
Chapter 2. State o f  The Art
til task i 
rrij'. machine j
Cl : the time when task ti comes
aj : the time when machine rrij is available
e i j  : the execution time for t i  is executed on rrij
Cij : the time when the execution of tj is finished on rrij , Cÿ =  ay +
makespan: the maximum value o f Cij , which means the whole execution time.
Table 2.3: Parameters of Heuristic Algorithm
The aim of heuristics is to minimize makespan, that is to say, scheduling should finish
execution of meta-jobs as soon as possible [76, 77].
• Sufferage heuristic assigns a machine to a task that would suffer most if that 
particular machine was not assigned to it. In every scheduling event, a sufferage 
value is calculated, which is the difference between the first and the second earliest 
completion time. For task t^, if  the best machine my with the earliest completion time 
is available, is assigned to my . Otherwise, the heuristic compares the sufferage 
value o f tfc and tj, the task already assigned to my . If the sufferage value of is 
bigger, tj is unassigned and added back to the task set. Each task in set is considered 
only once.
• Min-min firstly updates the set of arrival tasks and the set of available machines, 
calculating the corresponding expected completion time for all ready tasks. Next, the 
task with the minimum earliest completion time is scheduled and then removed from 
the task set. Machine available time is updated, and the procedure continues until all 
tasks are scheduled.
• Max-min heuristic differs from the Min-min heuristic where the task with the 
maximum earliest completion time is determined and then assigned to the 
corresponding machine. The Max-min performs better than the Min-min heuristic if 
the number of shorter tasks is larger than that of longer tasks.
• OLB (Opportunistic Load Balancing) schedules every task, in arbitrary order, to next 
available machine. Its implementation is quite easy, because it does not need extra
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calculation. The goal o f OLB is simply keeping all machines as busy as possible.
• M ET (Minimum Execution Time) schedules every task, in arbitrary order, to the 
machine which has the minimum execution time for this task. MET is also very 
simple, giving the best machine to each task, but it ignores the availability of 
machines. MET jeopardizes the load balance across machines.
• M CT (Minimum Completion Time) schedules every task, in arbitrary order, to the 
machine which has the minimum completion time for this task. However, in this 
heuristic, not all tasks can be given the minimum execution time.
2.7.3 Non-linear Optimization Strategy
To solve the non-linear optimization problems effective algorithms must be constructed, 
algorithms which find global or near-global extreme reliably and quickly [78]. Many 
situations arise in resource optimization where we would like to optimize the value of 
some functions. We have already seen several examples of optimization problems in class: 
least-squares and logistic regression can all be framed as optimization problems. It turns 
out that, in the general case, finding the global optimum of a function can be a very 
difficult task. However, for a special class of optimization problems known as convex 
optimization problems, we can efficiently find the global solution in many cases. Here, 
“efficiently” has both practical and theoretical connotations: it means that we can solve 
many real-world problems in a reasonable amount o f time, and it means that theoretically 
we can solve problems in time that depends only polynomial on the problem size. Convex 
optimization has also found wide application in combinatorial optimization and global 
optimization, where it is used to find bounds on the optimal value, as well as approximate 
solutions [56].
The other one is fuzzy methodology. This is mathematical-base optimization 
mechanism. Fuzzy systems consist o f a variety of concepts and techniques for 
representing and inferring knowledge that is imprecise, uncertain, or unreliable. 
Scheduling models based on fuzzy methods have recently attracted interest among the 
scheduling research community [79, 80]. A fuzzy set is a very general concept that 
extends the notion of a standard set defined by a binary membership to accommodate 
gradual transitions through various degrees. Since the original introduction o f fuzzy sets 
by Lotfi Zadeh in 1965 [81, 82], the notion has been extended to a complete framework
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of fuzzy methodology incorporating aspects such as fuzzy numbers, fuzzy arithmetic and 
fuzzy relations [83], and fuzzy reasoning [82]. The fuzzy logic control can be used for 
optimizing energy, the fuzzify crisp values of variable (storage space, energy 
consumption) into grade of membership in fuzzy set. Then they are used as used as input 
to the pre-defmed logic rule base. Finally, the output of new available storage space is 
obtained through defuzzification with the different method.
2.8 Summary
This chapter presents the concepts of grid, wireless grid, cloud, wireless communication 
and WCC. We describe the overall concept of WCC, and advantage is well. WCC is still 
an evolving paradigm, and it integrates wireless communication and cloud computing 
technology to provide on-demand service to users. A brief retrospect of evolution history 
helps us clarify the conditions, opportunities and challenges existing wireless cloud 
development. These definitions, attributes, and characteristics will evolve and change 
over time. In fact, WCC is a wireless service provision model, where software, platform, 
infrastructure can be directly delivered as service to wireless users. After analyzing the 
existing wireless cloud applications, several challenged and issues in terms of scalability, 
availability and elasticity. The agent-based resource management architecture and 
resource scheduling algorithm for WCC are presented in our M ure research.
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3 Combined AHP and GRA Methods for 
Selecting Wireless Cloud Service Provider
The selection of a service provider is a complication task in wireless cloud environment 
because they are influenced by many alternative factors such as wireless network 
parameters and end-system resources with varying cost and capacities. Due to the 
heterogeneous wireless networks uncontrollable behaviour in wireless cloud, the main 
objectives of this work are to maintain the wireless network always-on connectivity, on- 
demand scalability o f wireless connectivity and support the service performance. Aim to 
achieve these objectives, we present an agent model for service provider selection in a 
wireless cloud system. This service provider selection task is ranked by the pairwise 
comparison matrix method in the decision-making problems and the analytic hierarchy 
process (AHP) to decide the relative weights of evaluative criteria set according to the 
user preference and various cloud applications, as well as the grey relational analysis 
(GRA) to rank the service provider with status of wireless network and end-system 
resource information. This decision algorithm gives the best available service provider to 
meet user’s demand and maintain the service performance. This presented algorithm has 
been implemented by CloudSim simulator and the predicted results will be presented for 
service provider selection in existing wireless cloud environment.
3.1 System Overview
As increasing numbers of wireless applications along with the numerous wireless devices, 
more and more different cloud service providers (CSP) provide a variety of services for 
wireless users. Consequently, wireless cloud computing (WCC) technology is employed 
to satisfy these wireless applications [1]. It is introduced as an integration of cloud 
computing into the wireless environments. In fact, WCC is an emerging new type of 
service model and facilities for wireless users to take full advantages from cloud 
computing [33]. However, this technology has been used in highly heterogeneous 
networks in terms of wireless network access point through different radio access 
technologies such as CDMA, GPRS, and WLAN, etc [10]. Since wireless users may
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access application and data of the “cloud” from anywhere at any time, it is difficult for the 
users to select the adequate wireless network and end-system resource from various 
wireless cloud service providers (WCSP). Both of wireless network and end-system 
resources information need to be taken into account in each WCSP, because these 
resources are equally important factors for service provider selection. For example, if one 
WCSP support best quality o f wireless connection, but it does not provide enough 
capacity of end-system resources that including computing or storage resource, or even 
high cost of these resources exceed the user expectations, then under such conditions will 
lead to user’s requested service unsuccessful from this WCSP. Due to the heterogeneous 
wireless networks uncontrollable behaviour and end-system resource with different 
characteristics in wireless cloud, the main objectives of this work are to maintain the 
wireless network always-on connectivity, on-demand scalability of wireless connectivity 
and support the service performance.
Traditional wireless network selection algorithms have been presented in the 
literature. In [84], a fuzzy logic based algorithms making system to perform access 
network selection in a heterogeneous network scenario. This algorithm is based on the 
user’s speed, received signal strength (RSS) and traffic in a wireless local area network 
(WLAN) as the selection criteria. A hierarchical radio resource management framework 
which was designed to support a seamless handoff between a cellular network and 
WLAN is presented in [85]. In [8 6 ], an admission control scheme is applied in an 
integrated WLAN and code-division multiple access (CDMA) cellular network for a 
vertical handoff. In this scheme, the objective of an optimization problem is to minimize 
call blocking probability while packet delay performances and throughput are maintained 
at the certain level. Also in reference [45] which is aims to maximize throughput for non- 
real-time services through deciding optimal handoff instance and minimizes handoff 
delay for real-time services. From reference [87], it presented a market-based mechanism 
to allocation resources in a cloud environment, where the resources are virtualized and 
delivered to users as services. However, these traditional wireless network selection 
strategies are only presented for the improvement of system performance with status of 
access point or conditional of wireless users, not considering the end-system resources. 
Also, the existing resource management architecture cannot provide efficient wireless 
service provider selection approach to allocate the available wireless network and end- 
system resources in wireless cloud environment [58]. All these works ignored the issue of
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on-demand service among users to access different type of WCSPs and maintain the 
service performance.
In this thesis, we present agent-based resource management architecture for 
providing on-demand services o f user access data from the different wireless cloud 
service provider. In this architecture, the AHP and GRA are applied for user to selects the 
best wireless connection from different agent which provided by different WCSP. The 
AHP consists of the construction of pairwise comparison matrices via user preferences 
and different applications, and the extraction of weights by means o f the principle right 
eigenvector [71, 72]. In fact, it is mainly applied to the decision making problem with 
evaluation criterions and uncertainty condition. After hierarchical decomposition from 
different layers and through the quantitative judgment with seeking relations among them, 
the AHP is made a synthetic evaluation. It can provide that the user as a decision-maker 
has full wireless channel information to choose a suitable plan. The wireless cloud 
resources are selected for the user demand according to the weight of each wireless 
channel determined by reciprocal pairwise comparison matrix o f agent preference. There 
are different wireless channel which could have conflicting preferences, there might be 
inconsistent elements in the reciprocal pairwise comparison matrix. Furthermore, an 
introduced bias matrix is further used to identify the inconsistent elements and improve 
the consistency ratio when conflicting weights in various resources are allocated. GRA is 
a quantitation technique of selecting the best option among the comparative choices 
through building grey relationships with the ideal option [8 8 ]. It can describe and explain 
the relationship between the referential sequence and the compared sequence under a grey 
system.
The rest parts of this chapter are organized as follows. The next section briefly 
describes the agent-based resource management architecture in wireless cloud 
environment and problem formulation of this work. In section 3.2, the AHP method will 
be introduced for wireless resource selection. The GRA method and application theory is 
introduced in section 3.3. The combined AHP and GRA method are presented in section 
3.4. The simulation result and analysis will be shown in section 3.5. Section 3.6 presents 
summary of this chapter.
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3.2 Agent-based Resource Management Architecture
The agent-base resource management architecture is presented in this chapter, the AHP 
and GRA method are applied for users to select the best wireless resources in wireless 
cloud environment. Resource selection is a main function in traditional computing 
scenario such as distributed and grid computing. In our scenario, the computing resources 
are homogeneous for computing-intensive applications. The wireless cloud computing not 
only enables the different agent of a service provider provides service to many users, but 
also makes users easy access to a wireless cloud environment to download their data and 
obtain the computation services at any time anywhere. Wireless cloud computing is 
attempting to provide efficient service performance and easy access to measurable and 
billable wireless cloud resources comparing with grid computing. However, the wireless 
network resources are highly unpredictable and changing over time, which may provide 
wireless network connection and disconnection from the service provider at any time. In 
addition, the selection of the wireless network and computation resources among multiple 
agent servers that made it difficult for user to choice.
Users
Wireless Cloud Service Provider
InternetS_Agentl
Wired Link 
Wireless Link
—  Wireless Cloud Service Provider 2
'L-- • ,    -, R21
>  S_Agent2 ; Internet ^
R23
Wireless Cloud Service Provider 3
S Agents Internet
Figure 3-1: Agent-based Resource Management Architecture for WCC
Dynamic selection o f wireless network resources and computation resources are 
complicated and a big challenge in the wireless cloud environment due to the wireless
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channel instability characteristic and service quality of the service provider. Therefore, we 
proposed an agent-based resource management architecture that is shown in Figure 3-1.
The objective of this framework is in order to select cloud resources, considering 
wireless network bandwidth, delay, packet loss and reliability o f resource selection are 
analysed. Hence, the user selects adequate WSPA according to the characteristic of 
wireless network resources and end resources. Eventually, wireless resources are ranked 
and submitted to the user who selects these resources according to the grey relational 
analysis (GRA) o f obtained resources.
3.3 Problem Formulation
The WCSP selection problem can be expressed as a n  x  m decision matrix, where the n 
is the attribute o f wireless cloud resources andm is represented the number of service 
providers. The combined AHP and GRA are most widely used ranking method, the score 
of each service provider is obtained by adding the contribution from each grey relation 
coefficient (^(k) multiplied by the weigh vectors Wj(/c) o f the attribute of wireless cloud 
resources. Where the i (i G n) is denoted the number of condisdered element among n 
the attribute of wireless cloud resources, the k  (k  E m )  expresses candidate number of 
m  service providers. Then the selected WCSP F'(So, Sj) is is represented by the highest 
value of GRC, as shown in equation (3.1).
(3.1)
r'(So,Sj) =  arg MAX ^ [W i(/c )  x  (^(k)]
k = i
Subject to Y i= i^ i ik )  = 1
0 <  Ci(fc) <  1
Where is expressed numerically processed referential series, and Sj is represented the 
comparative series.
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3.4 Analytic Hierarchy Process
In order to efficiently select wireless resource based on user’s decision, resource 
scheduling becomes a very complicated task in wireless cloud environment where many 
alternative wireless networks (or links) with varying capacities are available. Efficient 
resources scheduling mechanism can provide sufficient service for demanding of users 
and improve the wireless resource utilization. From the client side of the wireless user, 
the users often receive many wireless networks connection with different preferences 
from diverse agent providers. Some connection link need to be fulfilled at high 
transmission speed, while some connection link requires low transmission delay. To 
improve the utility of wireless network resources and meet user’s requirement, all 
resources should be ranked according to available attributes of resources such as delay, 
jitter, packet loss, wireless network bandwidth of wireless network resources, and ability 
of end-system resources, which can be structured in a hierarchy as shown in Figure 3-2. 
On the top layer o f this hierarchy structure shows the final objective of applied AHP 
method for WCSP selection, which is achieved by considering the imformation of criteria 
layer related to wireless network and end-system resources for user’s applications. The 
bottom layer is shown the candidates of WCSP with difference wireless network recource 
and end-system resource.
Objective
Layer
Service Selection BER: Bit Error Rate 
BW: Bandwidth 
ER: End Resource
Wireless
Network
End Resource
Criteria j^roi 
Layer
Bw) (delay) (j itter ) (inf. lossi (BE] Cost iaci1
Alternatives
Laver
Agent 1 
(CDMA)
R1(ER) 
WCSP 1
Agent2
(GPRS)
R2(ER) 
WCSP 2
Agents
(WLAN)
R3(ER) 
WCSP 3
Figure 3-2: The Hierarchical Structure of Requested From User Preference
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When the wireless user agent (WUA) receives the wireless resources information 
from a service provider agent (SPA), the resources can be pairwise compared using the 
comparison matrix technique. The users negotiate with the service provider on the 
requirements of users including network bandwidth, delay, jitter, packet loss, and 
reliability of end resource. A comparison matrix can be built based on the Saaty rating 
scale [72] as shown in Table 3.1, which is used to determine the relative important of 
each resource in terms o f each criterion. The weights of all wireless resources can be 
derived by using the AHP. The wireless network resource can be selected to the 
corresponding user according to the weight of each resource once calculated. Therefore, 
various users request need to be optimally selected in a dynamic setting in terms of the 
weights o f resources to maximize the wireless cloud computing system performance.
Intensity of 
Im portant
Definition Explanation
Two activities contribute equally 
to the objective
Experience and judgment slightly 
favor one activity over another
Experience and judgment 
strongly favor one activity over 
another
An activity is strongly favored 
and its dominance demonstrated 
in practice
The evidence favoring one 
activity over another is o f the 
highest possible order of 
affirmation.
2,4,6 ,8  Intermediate values When compromise is needed
between the two adjacent 
judgments
Reciprocals of If activity i has one o f the above nonzero numbers assigned to it 
above nonzero when compared with activity / ,  then j has the reciprocal value
when compared with i.
Table 3.1: The Saaty Rating Scale [72]
Equal important
Weak importance of one 
over another
Essential or strong 
importance
Demonstrated importance
Absolute importance
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3.4.1 AHP Basic Theory
The AHP method is proposed for resource selection mechanism in multi-criteria that is 
developed by Saaty [72, 73]. This method is a based on the well-defined mathematical 
technique of consistent matrices and their associated right-eigenvector’s ability to 
generate approximate weights. This multi-criteria decision-making approaches in which 
factors are arranged in a hierarchical structure. The aim of AHP in making a decision is to 
choose the factors that are important for that decision method. The structure of this 
method arrange these factors which consists of a hierarchy architecture cascading from an 
overall goal to criteria, sub-criteria and alternatives in successive levels. The AHP method 
arranges the goals, attributed (or criteria), and an alternative in a hierarchy serves two 
purposes. It not only provides an overall view o f the inherent complex relationships 
between the factors, but also helps the decision maker assess whether the issues in each 
level are of the same order of magnitude. Therefore, the decision maker can compare such 
homogeneous elements accurately.
In this method, we give a fundamental scale of these factors for making the 
comparison. It consists of verbal judgments ranging from equal to extreme (equal, 
moderately more, strongly more, very strongly more, and extremely more) corresponding 
to the verbal judgments are the numerical judgments (1, 3, 5, 7, 9) and compromises 
between these values. These numerical judgments have been made on the impact of all 
the factors (or elements) and priorities have been computed for the whole hierarchy.
We are using raking scale as a parameter for measuring something with respect to a 
property. For elements comparison, we need to derive relative scales using judgment or 
data from a standard scale, and also perform the subsequent arithmetic operation on that 
scales avoiding useless number crunching. These judgments are usually given in the form 
o f paired comparisons. It allows us to concentrate judgment separately on each of several 
properties that aim for making a wise decision. Therefore, the most effective way to focus 
judgment is to take a pair of elements and compare them on single element without 
concern for other elements. By making pairwise comparison at each level of the hierarchy, 
we develop relative weights, called priorities, to differentiate between the importance of 
the attribute or criteria. Here criteria are nothing but the parameters on which we want to 
make our decision. In our case, we are considering 5 parameters: delay, wireless network 
bandwidth, throughput, packet loss, and bit error rate. We form a pairwise comparison of 
each criterion, where the row and the yVh column give the relative weight of criteria’s
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Wi and Wj. The weights are assigned on the relative scale between 1 and 9 that has been 
shown in table 1. The advantage of this method is combined the qualitative and 
quantitative information.
3.4.2 The Procedure of AHP
The AHP method is a hierarchy of a form as shown in Figure 3-2. The hierarchy starts at 
the top level of an overall objective to be attained [71].
(i) The first step o f this method is to decompose the overall objective of resources 
selection into its constituent the set o f criteria that must be met in order to meet the 
main objective. And, the lowest level consists of the various alternatives offered or 
available to meet the objective. In its simplest form, this structure comprises an 
objective, criteria and alternative level. Each set of criteria also can be further divided 
into an appropriate level o f detail, recognizing that the more criteria included. 
Generally, the main objective is laid on the top of hierarchy while the decision 
alternatives are at the bottom. Between the top and bottom levels reside the relevant 
attributes o f the decision problem such as the selection criteria. Next, there are 
relative weights to scale each item in the corresponding level are assigned. Therefore, 
each criteria or alternative has a local (immediate) and global priority (weight). The 
sum of all the beneath criteria from a given parent criterion in each layer o f the model 
must be equal to one. These weights show alternatives relative importance within the 
overall processing model. After the criteria or alternative factors are identified, 
weighting of each level with respect to its parent is carried out using a relative 
relational basis by comparing one element to another. According to different weight 
o f element, related weights of each selection are computed within each branch o f the 
hierarchy. Weights are then synthesized through the model, yielding a composite 
weight for each selection at every layer, as well as an overall weight. This relative 
weighting o f n elements within each level will result in a matrix of weights i.e. 
A =  [c^i;]nxn‘ matrix holds the expert judgment o f the pair-wise comparisons.
However, the judgment should be consistent for reasonable and right decision. 
Therefore, inconsistency test is required to validate the process o f AHP method in the 
following step. The inconsistency measures are useful for identifying possible errors 
in judgments data entry as well as actual inconsistencies in the judgments themselves. 
In our simulation, we consider three-level AHP hierarchy, which respectively is
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objective layer, its express the decision (P) of user. And, the criteria layer express the 
criteria of wireless resource selection (C). Finally, the alternative layer expresses the 
various wireless resources from different access point {AP). A user make a decision 
that is based on the criteria’ comparative characters.
(ii) These expert judgments on the pairwise comparisons of elements which are 
fundamental in the use of the AHP method. The numbers o f resource selection 
criteria must first establish priorities by judging them in pairs for their relative 
importance, thus generating a pairwise comparison matrix. Judgments are represented 
by the numbers from the fundamental scales (1 to 9 scales shown in table 1) that are 
used to make the comparisons. It is also set up a n  x  n  reciprocal matrix A, where n  
corresponds to the number of elements to be compared with each other leading to
-  comparisons because it is reciprocal and the diagonal elements are equal to
unity. After hierarchical decomposition from different layers, through the quantitative 
judgments, and seeking relations among them, the AHP is thus made a synthetic 
evaluation. This can provide that the user or decision-maker has full information to 
choose suitable plan. In this case, the solution is the normalized version of any 
column of A. There is preference when making decision that is each criterion has 
different importance for a use’s requirement. As mentioned before, there is weight 
vector to express the importance of demanding. If the weight value is high, that 
means the according factor is important to the user’s requirement, and it will also 
probably effect the user’s decision. We are using a^j to express the comparable 
important (comparative importance) between criteria or element A^ and Aj under 
decision P (1 <  i <  n, 1 <  7 <  n ) , then all the comparative importance can be 
expressed by a matrix on (3.2) and (3.3)
^  =  [^ d n x n ’ %  ^  b ) =  1^2,- , n  (3.2)
Œij = —^ (weight of element)
Where has positive entries everywhere and satisfies the reciprocal properties 
Œij = an = 1. In addition, Ais consistent matrix (sometimes called super­
transitivity) because the following condition must be satisfied on (3.3)
üij = Œis • Œsj, Vi,7 , s =  (3.3)
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(iii) Assume that there are n  evaluated criteria or elements A^,A2, with original 
weights Wi,W2, t h a t  under decision P . It also can be described as weight 
vector W  =  [wi, W2, - - ,  w„]^. After that, according to AHP, a pairwise comparison 
value (between Ai and Ay) which is obtained from user’s requirement that is written 
as on (3.4).
Wi Wi n  4 J
aif =  —  ,o r  Wj = — , i,j  =  1 , 2 , •••,n  ^ ‘ ^
Wj ü i j
The method [71] has presented for doing the implicitly treats all rows of the 
comparison matrix symmetrically by using equation a^j  = ^  to set up the lower
triangle of the comparison matrix. The weights are then derived from the principal 
eigenvector o f this matrix. A pairwise comparison matrix, whose entries are indicated 
by Uij, is given on (3.5).
(3.5)
^  -  [“ Olnxn “
Wi/Wi W^Jw-i ••• W i/w„‘ 
W 2 / W 1  W 2 / W 2  • • •  W2 fWn
.Wn/Wi W JW 2  -  Wn/Wn.
From this matrix (3.5) o f pairwise ratios, rows give the ratios o f the weights o f each 
element with respect to all others. Because every entry in this matrix is positive, it 
has positive eigenvalues on the basis of Perron-Frobenius theorem. The eigenvector 
which corresponds to eigenvalue is positive too. Handling matrix A by weight 
vector W =  [w^, W2, ••• , w ^Y  leads to the weight (or priority vector) can be 
calculated as formula (3.6) and (3.7).
1 - ^ /  Œij \
W i =  -  )  ^ ----------- V i , ; , i 7 = l,2 ,-- ,n
And
(3.7)
Wi =  1 (the unit) is a real natural num ber
i=l
This formula (3.6) derives the scale of the weight. It has been shown that this scale is 
obtained by solving for the principle eigenvector of the matrix and the normalizing 
result.
(iv) This step is aiming to calculate the largest positive real eigenvalue of A: and
the corresponding eigenvector of the judgment matrix A by equation that is shown in
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below  (3.8):
i = l
(3.8)
(v) Rank the matrix elements that depend on the corresponding values in the eigenvector.
(vi) Consistency check
A pairwise comparison matrix is called the consistency matrix A, if  a positive 
reciprocal matrix A can meet the following condition on (3.9).
^ij * ^jv =  i^v> V i,;, 17 =  1,2, -,71 (3.9)
In practice, if  a pairwise comparison matrix is a consistency matrix, such as formula 
(3.10), then the normalized eigenvector corresponding to the latent root n denotes the 
weight o f each alternative in the bottom layer. However, according to the different 
criteria, a pairwise comparison is evaluated from the user’s subjective standpoint. 
And then, a pairwise comparison may be not a consistency matrix. Therefore, a 
pairwise comparison matrix should be checked whether it is consistent. If  the 
unconsistency is limited in a specific range, it is also considered to be consistent.
For a consistency matrix, we can show that as a matrix form of A - W =  nW  or
W i /W i W 1 /W 2  • • W i / w „ - 'W i' 'W i'
W 2 /W 1 W 2 /W 2  • " W2 /W „ W2 =  n W2
.W „ /W i W n /W 2 • .Wn. W n.
(3.10)
From the equation (3.10), matrix A is the n  by n  comparison matrix, W  is 
eigenvector and n  is the maximum eigenvalue. This equation can be treated as an 
eigenvector problem which has been proved in [72]. It shows that for consistent 
reciprocal matrix, the maximum eigenvalue is equal to the number of comparisons.
=  n.
If the pairwise comparison A that is n  by n  has a maximum eigenvalue X-^ax, and all 
other eigenvalue have \X \ < X^ax ctnd Xynax ^  only when X^ax = n, A is the 
consistency matrix. According to the above theorem, it shows that more larger X-^ax 
than n, more inconsistent A is, so the error in judgment caused by the weigh vector, 
namely eigenvector, is more serious. Therefore, the value (2^^% “  can measure 
the inconsistency o f matrix A . Then here gave a measure of consistency, called
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consistency index {Cl) as a deviation or a degree of consistency that can be expressed 
as:
CJ = ^max ^
n  — 1
(3.11)
If Cl =  0, matrix A is the consistency matrix; and if CJ is much larger, A is more 
unconsistent. Therefore, if  we aim to find out matrix A’s unconsistency recognizing 
regional, it needs random consistency index (R I) to ensure the standard for the 
coincidence indictor C l. This RI can be treated as measurable criteria o f C l. The 
values of RI are shown in Table 3.2.
Table 3.2 shows, when n  equal to 1 or 2, the RI equal to 0. That means the pairwise 
comparison matrix is 1 by 1 or 2 by 2, which is always the consistency matrix of A. If 
the pairwise comparison matrix which is n b y n ,  and n  >  3, the coincidence ratio 
(CR) can be computed by comparing the Cl with the corresponding RI. The formula 
is defined as (3.12):
n 1 2 3 4 5 6 7 8 9 10 11
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51
Table 3.2: The Value of Random Coincidence Index (RI)
If  CR < 0.1, then the unconsistency o f matrix A is considered in the acceptable range. 
For many pairwise comparison matrix A, if  A is a consistent matrix, then eigenvector 
values o f its matrix are accepted to be weights. However, if  A is not a consistent 
matrix, it should be examined by the above consistency check. When CR less than 0.1, 
its eigenvector is also accepted. While, if CR is not smaller than 0.1, the matrix A is 
unconsistent, and it should be adjusted until it gets through the consistency check.
(vii) Combination weight vectors
Assume the h — 1 layer include n  elements i.e. A^, A2, A„. The weight vector of
these n  elements for decision P is -, ] • The below
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h layer is descending from (h — 1 ) layer to h layer that including m  elements i.e.
fîi, 8 2 , - " , By The weights of these m  elements for Ai are
] , i = 1 ,2 ," ’,n .  Therefore, the weights of h layer for 
decision P are •••, 6^ ^  j , i =  1,2, •••, m. The weight formula can
be shown in Table 3.3.
h layer 
h — 1  l a y e f \ ^
8 2 Bm
bS> b i? b i?
b i? b i f b i?
; : : : :
An a » -" ) bn?
The weight of 
h layer for 
decision P i=l i=l i=l
Table 3.3. The Weight Formula of Combination Weight
(viii) Overall consistency check
When we apply AHP method to solve decision problem, not only consider the 
consistency check for each judgment matrix, but also need to consider the 
combination consistency check and overall consistency check.
Combination consistency check is carried out layer by layer from the bottom layer. 
Assume that there are n  elements in the h — 1 layer, totally there are g  layers. The 
coincidence indictors in h layer are ,C I^^  respectively, the stochastic
coincidence indicators respectively. Therefore, the combination
consistency ratio in h layer can be defined as follows:
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=  0, is expressed coincidence indictor in the criteria layer. If  CR^^^ < 
0.1, the inconsistency is considered to be in the acceptable range. Thus, the overall 
consistency check ratio can be defined as follows:
1 , (3.14) ■
CR
h=2
For this AHP decision method. If  CR* < 0.1, thee overall inconsistency is considered 
to be in the acceptable range.
3.5 Grey Relation Analysis
Grey relation analysis (GRA) is a mathematical method that decides the best option 
through defining the similarity between each option and the ideal option [8 8 ]. It builds 
grey relationships between elements of two series to compare each member quantitatively. 
One of the series contains comparative entities, while the other series is composed o f best 
quality entities. If  the less difference values is provided between these two series, that 
mean more preferable the comparative series. A grey relational coefficient (GRC) is used 
to express the relationship between them and is calculated according to the level of 
similarity and variability. The GRA calculation procedure is usually introduced by 
following steps:
(i) Initial compared sequence
We assume that the original data series {5} is represented as reference series {S’q} and the 
comparative series ( S j  . Let a sequence S = {Si(k)\i e  I , k S K ]  , where /  =  
{1,2, •••, n] and K = {1,2, - - ,  m]. The m  is expressed the number of entities or agent data 
items according to each case and n  is the number of wireless cloud resource parameters or 
criteria in each series. Let the numerically processed referential sequence denotes 
as So = {So(l),So(2),-",So(.k)] e  S  , and the generated sequence 
Si = e  S to be compared. The upper bound o f the compared
sequence is defined as it(k ) =  m ax{s^(k),S 2 (k ) ," ',S n (k )} ,  and the lower bound o f the 
compared sequence is defined as /(/c) =  min{si(^k), ^2 (k), •••, s^(k)}.
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(ii) N orm alized data pre-processing
The second step is wireless data pre-processing that means the data set of real parameters 
will be normalized. Data pre-processing is required when the range or unit in one data 
sequence is different from others or the sequence scatter range is too large. Therefore, the 
data must be normalized, scaled and polarized into a comparable sequence before 
proceeding with the other steps. There are several ways to classify the elements of each 
series according to the different conditions: such as the-nominal-the-hest, the-higher-the- 
better, and the-smaller-the-better. In the situation of the-nominal-the-best, the objective 
value is considered as moderate bound m (k), which is between the upper and lower 
bound. Before calculating the GRCs, the series wireless data need to be normalized. The 
normalization of the-nominal-the-best is defined as follows:
_  . |5 , ( k ) - m ( k ) |  (3.15)
m a x iu ik )  — m (k ) ,m (k )  — Z(/c)}
The absolute difference o f Si(k) and u (k )  subtract the absolute difference o f u (k )  
and l(k ) , and divided by the difference between u (k ) and l(k )  that can achieve the 
normalization of the-large-the-better as shown in below:
sK k )  =
\ s i ( k ) - u ( k ) \ (3.16)
Similar the absolute difference o f 5 j(/c) and f(/c) subtract the absolute difference o f u (k )  
and l(k ) ,  and divided by the difference between u(/c) and f(k) that can achieve the 
normalization of the-smaller-the-better as shown in below:
s-(k ) =
\ S i d k ) - m \
—  1
(3.17)
-  Z(k)
Where the Si(k) represents the value of the k^^ criteria parameter in the series; s-(k ) 
represents the normalized grey relational generating value of the k^^ criteria parameter in 
the series; u (k ) represents the maximum value of the k^^ criteria parameter in the 
series, l(k )  represents the minimum value of the k^^ criteria index in all series that 
means , and m (k) for the-nominal-the best are chosen to compose a reference series {5o), 
which actually presents the ideal condition. Therefore, the normalized referential series of 
So becomes S* Therefore, the original wireless data set needs to be normalized within one 
of the three type of data transformation.
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(iii) Calculate the deviation sequence
Calculate the deviation sequence of Ao ^(k) that is the absolute value o f the different 
between normalized referential sequence slQ i) and comparability sequence s^(k).
(iv) Calculate the grey relation coefficient
Calculation of the grey relational coefficient ^/(k) is shown as follows:
^   ^ _  ^min T P ' ^max (3.18)
 ^ K , i W  + P ’ ^max
Where Ao,j(k) =  |So(k) -  (k )|, Arnax= maxyiei maxvkex (^o.iCk)), and
A^in= ■ Where p is known as an identification co-efficient
with p G [0,1], normally p =  0.5 is used because it offers moderate distinguishing effect 
and stability. The comparative series with the largest GRC has the highest priority. 
Detailed examples concerning the use and functionality of GRA can be found in [8 8 ]. 
Another approach, found in [70], includes, as shown in (3.21), the use o f a distinguish 
coefficient, whose purpose is to weaken the effect o f when it gets too big, and thus 
enlarge the different significance of the relational coefficient.
(v) Calculate the grey relational grade
The grey relational coefficient is derived from step (iv). The grey relational grade (GRG) 
is defined as the numerical measure o f the relevance between reference sequence and 
comparative sequence. The existing GRG between two series is always distributed 
between 0 and 1. It is calculated by averaging the value of the grey relation coefficient. 
GRG can be calculated as follows:
+  A _ \  (3-19)m m  ' ^max
r(k) +  A^(
The mean value of their grey relational grade that is shown in below: 
p,   ^ 1 ^  / ^ m i n ' f P ' ^ m a x  \avgr(s„,.0=-L(A„,(fe) + p-Aj
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3.6 Combined AHP and GRA Methods
The aim of this work is to select the best combined wireless resources that offer the 
highest QoS, the AHP method is applied. From this method, the relative weight of each 
parameter is estimated. Afterwards, GRA method is also applied for normalize the 
measurement. Note that for measurements that have to concern wireless cloud resource 
parameters such as delay, jitter, BER and packet loss, as well as computation resource the 
most favorable values are the smaller one and therefore normalization "'the-smaller-the- 
better” is chosen, while for measurements of parameters that indicate performance (such 
as throughput) that is the most favorable values are the higher ones and as a result in this 
case normalization "the-larger-the-better” is applied. Eventually, the final GRC value 
r'(5o, Si) is then calculated as follows:
A  (3.22)
T'(iSo,Si) =  ^ [ W i ( k )  X ^ i(k )]  
k=l
Where Wq the weight o f each parameter, then the average GRC value is calculated as 
below:
(3.23)
avg T'iSo,Si)  =  - ^ [ W i ( _ k )  X ^i(k)]  
k=l
Using the aforementioned relation, the AHP method is applied. The relevant weights and 
the mean values of wireless resources are now available by applied the GRA method. The 
wireless resource that offers the highest GRC value constitutes the optimal the alternative 
selection. The flow chart of this combined AHP and GRA method is shown in Figure 3-3. 
In this figure, the AHP process the user preference information by weight vector setting 
and GRA operate wireless network and end-system resources information.
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Figure 3-3: The Flow Chart of AHP and GRA Methods
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3.7 Simulation and Results
In order to simulate the efficiency of the proposed algorithm, we used CloudSim [33, 89] 
simulator to implement the simulation scenario. In this simulation, we assume a wireless 
user can access three candidates of WCSPs through different service agents from a user 
agent. Each SPA gathers the information of wireless access network and end-system 
resource for WUA to select the best of service provider. In wireless cloud environment, 
the assignment of weights to different combined resources parameters in this AHP 
algorithm is an important role for WCSP selection. It is presented that the assignment of 
these weights is according to the requirement of wireless users which related to the user 
preference. Table 3.4 and Table 3.5 have separately shown the attribute list o f wireless 
network and end-system as input of AHP algorithm to facilitate service provider selection.
Attribute Abbrev Brief explanation
Response
time
This attribute indicates the time that it takes a packet to 
travel between two locations on the network.
Throughput T This attribute provides measure how much data can be 
successful delivered over communication channel in a 
given amount o f  time.
Packet delay PT This attributes gives the average packet delay within the 
access system. This is not the end-to-end delay.
Packet Jitter This attribute refers to the average delay variations within 
the access system. A large jitter can seriously affect the 
quality o f  streaming audio and/or video.
Packet loss 1 This attribute measurements the average packet loss rate 
1 within the access system.
Bit Error 
Rate
1 HER I This attribute is defined as the rate at which errors occur 
1 in a transmission system.
Table 3.4: Attributes for Wireless Network Selection
Attribute Brief explanation
Cost 1 CT : This attribute is defined as the cost o f end resource for 
1 usage o f  such as computation or storage resource for 
1 service provision.
Ability/
Capability
1 AC 1 This attribute is defined as the computing ability or 
1 storage capacity o f  end resource for service provision.
Table 3.5: Attributes for End-System Resource Selection
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In this simulation, the wireless user request three difference applications among three 
WCSP. This relative importance attributes for three main wireless cloud applications o f 
users request is described as below. Table 3.6, 3.7 and 3.8 separately present the pair-wise 
comparison between main criteria based on the three different application preferences.
Application A: VOIP - This is a low-bandwidth application which can be applied in 
wireless cloud computing. It is very sensitive to delay and jitter but can withstand some 
packet loss. Since there is some correlation of utilization with jitter and delay, it is 
preferred to have low utilization for the selected network.
Application B: Streaming- Being a multimedia service, a streaming application requires a 
higher bandwidth than VOIP. Therefore, available bandwidth, transport cost, and current 
utilization are important factors. It is less vulnerable to delay and jitter than VOIP because 
the ability to buffer longer duration of data before playback. Sensitivity to packet loss is 
similar to VOIP. It needs more computing or storage resources.
Application C: Wireless Gaming- it is a potential market generating revenues for service 
providers. Wireless gaming can completely offload game engine requiring large 
computing resource to the server in the cloud, and gamers only interact with the screen 
interface on their devices.
End End ; Throughput ; Response ; Packet { Packet ; Packet | Bit
Resource
Ability
(Mis)
Resource
Cost
(units)
1 (Mbps) : Time 
1 (ms)
; Delay 
I (ms)
1 Jitter 
1 (ms)
i Loss 
1 (%)
; Error 
: Rate 
1 (%)
End Resource 
Ability (Mis) 1 2 1 0.667 1 0.286 0.286 1 1
End Resource 
Cost (units) 0.5 1 0.5 0J33 0.143 0.143 0.5 1 0.5
Throughput
(Mbps) 1 2 1 1 0.667 i  0.286 1 0.286 1 1 1
Response 
Time (ms) 1.5 3 1.5 1 I  0.429 ! 0.429 1.5 1 1-5
Packet Delay 
(ms) 3.5 7 3.5 2333 1 1 I 3.5 : 3.5
Packet Jitter 
(ms) 3.5 7 3.5 1 2.333 1 1 1 3.5 1 3.5
Packet Loss 
(%) 1 2 1 0.667 I 0.286 1 0.286 1 1
Bit Error Rate 
(%) 1 2 1 : 0.667 ! 0.286 1 0.286 1 1
Table 3.6: Weights of the Pair-wise Comparison for Application A
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L^napier i^omoi 
End
Resource
Ability
(Mis)
neu ur
\ End 
Resource |
: Cost 
: (units)
lu vjixn. ivmiru
Throughput ; 
(Mbps)
juà fur jjctc
Response :
Time
(ms)
Packet
Delay
(ms)
1 Packet 
1 Jitter 
: (ms)
; Packet 
: Loss
1 (%)
Bit 
; Error 
: Rate 
1 (%)
End
Resource
Ability
1
'
0.571 1.333 1 0.8 1 1.333 1 1333
End
Resource 1 '
0.571 1.333 I 0.8 1 1.333 1 i 1.333
Throughput i 
(Mbps) 1.75 1 1.75 1 2.333 1.4
1 2.333 1 1.75 1
Response 
Time (ms) 0.75 1 0.75 1 0.429 1
0.6 1 0.75 1
Packet 
Delay (ms) 1.25 1.25 0.714 1.667 1
1.667 : 1.25 1 1.667
Packet Jitter : 
(ms) 0.75 ! 0.75 ^ 0.429 1 0.6
1 I 0.75 1
Packet Loss 
(%) 1 1 1 1 0.571 1 1.333
0.8 1.333 1 1.333
Bit Error 
Rate (%) 0.75 0.75 1 0.429 1 0.6
1 0.75 1
Table 3.7: Weights of the Pair-wise Comparison for Application B
End 
; Resource 
: Ability 
i (Mis)
1 End 
; Resource 
1 Cost 
: (units)
Throughput
(Mbps)
Response 
i Time 
I (ms)
; Packet 
; Delay 
1 (ms)
; Packet 
( Jitter 
I (ms)
i Packet 
: Loss
1 (%)
Bit 
Error 
1 Rate
1 (%)
End
Resource
Ability
1 1 1 1.4 2.333 3.5 3.5 3.5
End
Resource 1 1 1 1.4 1 2.333
1 3.5 1 3.5 i 3.5
Throughput
(Mbps) 1 1 1 1.4 2.333
( 3.5 ! 3.5 1 3.5
Response 
Time (ms) I 0.714 ; 0.714 0.714 1 1.667
2.5 2.5 1 2.5
Packet 
Delay (ms) 1 0.429 0.429 0.429 0.6 1
1.5 1 1.5 1 1.5
Packet Jitter 
(ms) 0.286 : 0.286 0.286 0.4 i 0.667 1
1 1
Packet Loss
m
Bit Error 
Rate (%)
0.286 I 0.286 : 0.286 0.4 ; 0.667 i l l
0.286 : 0.286 0.286 0.4 | 0.667 1 1
Table 3.8: Weights of the Pair-wise Comparison for Application C
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To verify the use of this selection algorithm in the decision process, we use different 
access point from three wireless network connections which are shown in Table 3.9 [90, 
91]. This table provides a snapshot of attributes values for these three networks at the 
time of decision on network selection for support three applications.
End
Resource
Cost
(units)
End
Resource 
Ability 
(Mis) [89]
Throug
hput
(Mbps)
Response
Time
(ms)
Packet
Delay
(ms)
Packe
t
Jitter
(ms)
Packet Loss 
(%)
Bit
Error
Rate
(%)
SPl
(UMTS)
1.5 1756 1.7 9 400 50 lOOx 10-6 10T(-3)
SP2
(WLAN)
2.5 2028 20 28 100 15 15x 10-6 lCT(-5)
SP3
(WLAN)
3.5 3544 25 30 150 30 20x 10-6 10^(-6)
Table 3.9: Summary of Available Service Provider Relative QoS Factors
The GRA algorithm is a flexible approach which is aim to solve the issue o f WCSP 
selection. The realitic value of criteria have to be taken into account for selecting process 
in this method. Wireless cloud users can revise the referential sequence taking into 
consideration the nature of criteria, such as ''larger-is-bettef\ ''smaller-is-bettef" and 
''nominal-is-bettef\ Furthermore, we also adopted AHP algorithm which is an effective 
algorithm for determining the relative weights of criteria. In particular, the main 
advantage of AHP compared with other algorithms is that it enables users to represent the 
relative importance and interaction of multiple criteria in the service provider selection 
processing. Users can revise the weights o f criteria via a pairwise comparison procedure 
if there are changes in the wireless cloud environment or changes in user preferences.
3.7.1 Sensitivity Analysis of Three Applications
It should be verified that the same conclusion regarding three different applications. 
Figure 3-4 show the WCSP priority (SP_2>SP_3>SP_1) based on grey grade with 
varying distinguished coefficients from 0.1 to 1.0 for application A. For application B and 
C, the figure 3-5 show the WCSP priority (SP2>SP_3>SP_1) and figure 3-6 show the 
WCSP priority (SP_3>SP_2>SP_1) that all based on grey grade with varying 
distinguished coefficients from 0.1 to 1.0. From observation of these simulation results, it
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can be concluded that service provider selection using the GRA algorithm is reliable and 
stable. In addition, the presented selection algorithm can effectively combine qualitative 
and quantitative criteria in the service provider selection process. Also, it can be asserted 
that the combined AHP and GRA algorithm is an effective and practicable approach to 
address the issue of WCSP selection in wireless cloud environment.
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Figure 3-4: The Weight of GRC for APP_ A VoIP
The calculation of overall CR is 0.000328 for Application A that shows the unconsistency 
of the pair-wise comparison between main criteria are acceptable range.
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The calculation of overall CR is 0.000513 for Application B which shows the 
unconsistency o f the pair-wise comparison between main criteria are acceptable range.
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Figure 3-6: The Weight of GRC for APP C Gaming
The calculation o f overall CR is 0.000413 for Application C which shows the 
unconsistency of the pair-wise comparison between main criteria are acceptable range.
3.7.2 Variety Cost Weight for Three Applications
Wireless cloud users are trying to get service from the service provider for VOIP, 
multimedia and game applications. After receiving the confirmation o f three service 
providers are available for service agents, the user’s agent begins to determine the 
optimum network by using combined AHP and GRA algorithm. It is verified that the real 
exactly values of these different attributes (such as delay, jitter, etc.) are become much 
less important after data normalization. Hence, we only need to concern about which 
alternative attribute is higher weight with respect to the certain attribute fi*om user 
preference without estimating the real values. Therefore, the complexity o f different 
service provider selection processing is significantly reduced.
Figure 3-7, 3-8 and 3-9 are separately the final GRC weight of each factors within 
different applications. These simulation results o f the selection decision according to 
assumption that the user changes requirement for end-system resource cost and the 
requirements for other attribute such as packet loss, packet delay, response time, etc are 
fixed. The user agent selects service provider according to these comparison results. In
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Figure 3-10, when GRC weight of service provider ^ is less than of service provider_3, 
then service provider_3 is selected; otherwise, service provider_2 is selected. It is verified 
that the selection result will change when the end-system resource cost is increased from 
user’ request. Therefore, the factor of cost is important role during selection processing. 
This cost factor depends on user preference, or in the other word, if  users want request 
better quality of resources, the service provider will be changed to support the on-demand 
service. Obviously, none of applications select service provider_l because this provider 
can not provide efficient service under user’s request in this wireless cloud environment.
& 0.25
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Figure 3-7: Simulation Result for Variety Cost Weight for Application A
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Figure 3-8: Simulation Result for Variety Cost Weight for Application B
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Figure 3-10: Simulation Result for Variety Cost Weight for Three Applications
3.8 Summary
Selection of an optimal WCSP is an important aspect of service delivery in a 
heterogeneous wireless system. The decision is influenced by several factors. In this 
paper, we present an agent-based resource management architecture for WCSP selection.
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This framework aims to provide on-demand service for wireless user request. The user 
agent implements combined AHP and GRA algorithm to maintain the wireless network 
always-on connectivity, on-demand scalability of wireless connectivity and support 
service performance. AHP algorithm employs hierarchies and pairwise comparisons to 
find the best service provider for specific application, while GRA focuses on analysing 
comparative options to select the best one among them. Because of that, AHP was 
adopted to estimate the contributions of wireless network and end-system resource 
attribute and GRA was utilized to prioritize the service providers.
This combined algorithm has been verified by applying it to a large variety of 
applications. Three different applications and subscribed combined resource attributes 
have been simulated to observe the result of service provider selection. This combined 
algorithm indicated that it is possible to obtain the correct results as long as all attributes 
under comparison, are taken into account with weights. The simulation result is shown 
how the changed cost factor effect the selection o f the service provider. Finally, possible 
approaches to WCSP selection when cloud service is already in use have been discussed, 
and solutions are presented.
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4 Adaptive Offloading Strategy for Saving 
Energy in Wireless Cloud Computing
WCC is emerging as a new cloud service model, which integrates cloud computing and 
wireless communication technologies. It aims to provide on-demand services and make 
cost-effective enabling technology to outsource wireless hardware resources. Performing 
many different computation-intensive applications on wireless devices is challenging 
issue due to their strict constraints on resources such as storage space, memory size, CPU 
speed and battery lifetime. Although users can accomplish these different types of 
applications on wireless device individually. But this can be expensive and inefficient, 
and even impossible if  these applications need more storage space or intensive 
computation. Existing approaches have addressed the issue of offloading part o f single 
application code by using different partition strategies. However, these approaches only 
concern about single application that performing on the wireless device and servers. In 
order to deliver on-demand service for satisfying more users request from wireless device, 
we present an adaptive offloading system that executes by agent-based resource 
management architecture. Based on this architecture, the part o f storage and computation 
resource can be outsourced to cloud service provider for data storage and processing. 
Therefore, storage space and computation capability can be extended as well as the 
energy of battery lifetime can be sufficiently saved. This architecture includes two main 
parts, wireless user agent (WUA) and service provider agent (SPA) from wireless cloud 
service provider. In WUA, we present grouped job strategy in meta-job partition analyzer 
and fuzzy logic control model in offloading decision engine to partition meta-jobs. In 
SPA, we present a heuristic algorithm which is network-aware sufferage heuristic 
algorithm to minimize the meta-job total execution time through multiple virtual 
machines (VM). These simulation results shown this agent-based architecture can be 
adaptively to save storage and energy in wireless device.
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4.1 System Overview
Wireless cloud computing (WCC) is an emerging as a new cloud service model, which 
integrates cloud computing and wireless communication technologies [12, 92]. This 
computing technology aims to use cloud computing technology in wireless device for 
reducing maintenance cost o f wireless devices and extending or augment the limited 
storage space, battery lifetime and computation capacity by leveraging cloud distributed 
resources, thereby reducing their limitations [16]. Specially, user experience or 
application performance can be directly affected by battery lifetime which is limited on 
wireless devices. Furthermore, capacity of battery grows by only 5% annually, which 
cannot support the trend o f the explosive development of wireless computation-intensive 
applications and services [85]. Therefore, the main concern in WCC relates to save 
energy in wireless devices. The wireless user will get many benefits from the wireless 
cloud computing. First, users can share resources and execute multiple computation­
intensive applications without capital expenditure on hardware and software resources. 
Second, the wireless users can get on-demand service from cloud service provider which 
can provide unlimited pool of diverse resources. Third, many o f cloud computation 
applications are also benefit for users since they do not need to have powerful hardware to 
perform applications as these computation and storage operations perform within the 
cloud service providers. These can reduce the cost and utilize resources of wireless 
computing to the end users. Therefore, the performance of multiple applications 
performing on a wireless device will be enhanced due to the applied wireless cloud 
computing. At the same time, it also has benefit for developers which is accessible to 
wider audience of many wireless users from wireless cloud computing.
Examples o f applications: Nowadays, many applications have been applied in 
wireless cloud environment. Case 1 [93]: Diabetic retinopathy (DR) and diabetic 
maculopathy (DMac) are the most common microvascular complications of diabetes 
mellitus (DM) and remain the leading cause o f legal blindness in the working-age 
population in western societies. Typically, each patient (or user) requires a minimum of 
four retinal images for screening resulting in close to 11 million images each year needed 
to be graded by human graders. In any DR screening program, about 2/3rd of images are 
normal, however, on average, it takes a human expert about 1.5 times longer to decide an 
image is normal than to recognize an obviously abnormal image; separating normal from 
abnormal images therefore can potentially save an estimated 80% of the overall image
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reading time. Therefore, an automated system could be employed for detect DR 
accurately and efficiently. Case 2 [49]: wireless learning (m-leaming) is designed based 
on electronics learning (e-leaming) and mobility. Traditional m-leaming applications 
have many limitations in term of storage, computation capability, high cost of resources 
on wireless devices, low network transmission rate and limited educational resources. 
Wireless cloud computing technology has been applied in m-leaming application to solve 
these limitations.
According to the number of wireless computation intensive applications require large 
amount o f CPU time or storage space, there are energy optimization issues need to be 
addressed and unsolved problem to be solved. In these application cases, some 
applications have small file size (few pictures) but it needs more computation ability to 
process. In contrast, some applications have small computation requirement, but it needs 
more storage space. The main objective is to facilitate a wireless device to effective 
perform these applications that usually perform on servers that provided from service 
provider. However, even the most powerful wireless devices are still unable to complete 
applications execution due to resource limitation in terms of storage size, fast processing 
speed and a long battery lifetime. Meanwhile, wireless cloud service provider has rich 
resources and often largely idle on the servers. Therefore, in order to satisfy more users’ 
requirement or applications performing on resource-constrained wireless device is 
becoming challenge work. Thus, it makes sense of the wireless device to offload some of 
their applications to cloud service provider to compensate their resource insufficiency and 
to satisfy the demand of the wireless users.
The offloading technology which is employed in wireless cloud computing to 
addressthese issuesis shown in Figure 4-1. The basic concept o f this technology aims to 
transfer application or application code execution from wireless a device to surrogate [94]. 
Furthermore, heavy data processing and store a large amount of data will be alleviated 
within resource-constrained wireless devices. Different approaches have been presented 
to solve this problem by using different offloading strategies [95]. These approaches often 
applied for dynamic partitioning the single application and offloading part o f application 
code execution to a powerful nearby surrogate. Moreover, these offloading strategies only 
focus on efficiently utilizing memory, battery power and CPU to enhance better 
performance of a single application. However, in the real world, a wireless device needs 
to process multiple computation intensive applications in order to meet different user’s
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demand. These multiple applications often require more storage space to store data and 
powerful processing ability to process these data. Therefore, we can not only concern 
about memory and processing power, but also storage capability and communication cost 
(i.e., wireless bandwidth resource) need to be taken into account. According to these 
application requirements, we need employ offloading technology to extend or argument 
storage space and computation capability. Hence, an adaptive offloading system is 
presented to deal with this energy cost optimization problem with the limited storage, 
battery lifetime and computation resources. The main idea of this offloading concept is to 
dynamically partition the multiple computation applications during runtime, and migrate 
some o f the applications to a wireless cloud service provider for data processing. This 
offloading technique has been proved to be an effective way to improve data performance 
and energy saving on wireless devices [96-98]. Optimal multi-jobs partitioning for 
resources offloading depends on the tradeoff between the storage space and the energy 
consumption in the wireless devices. The storage space and computation workload may 
change with different applications. Thus, optimal decision on multiples jobs partitioning 
must be executed at run time when sufficient resource information in in terms of CPU 
workload and storage space requirement becomes available.
Wireless User 
I Agentl I
Wireless Cloud Service 
Provider
“^vE nd  Resource
Wireless User 
Agent]
Wireless User 
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Internet
source
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Offloading Jobs
Figure 4-1: Ofiloading Scenario in Wireless Cloud Computing
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However, existing approaches can not sufficient to solve these issues. They only 
focus on partition single application code, and offloading part of code to cloud service 
provider. This work will investigate how a novel offloading service for multiple 
applications can be designed offered to resource-constrained wireless device in this 
context. Our offloading approach considers a combination o f multiple wireless resources 
including CPU, storage, battery lifetime and communication cost (i.e., wireless bandwidth 
resource). This approach aims to minimize cost o f total energy consumption for executing 
meta-jobs on the wireless device, furthermore, efficiently utilize these resources as much 
as possible. Thus, the multiple requirements o f users will be satisfied. We present agent- 
based architecture for offloading service, which makes intelligent offloading decisions to 
deliver partitioned jobs from resource-constrained wireless device to cloud with minimum 
cost. In order to ensure efficient multiple applications execution under runtime offloading, 
three key decision-making problems must be addressed: (1), how to partition multiple 
applications which is meta-jobs, (2 ), which offloading decision policy will be used to 
select applications to offload and (3), how to minimize the meta-jobs processing time 
within wireless cloud service provider. To solve the first problem, grouped jobs strategy 
in meta-job partition analyzer decides which jobs should be executed on wireless device, 
which jobs have to be offloaded to cloud and which jobs should be direct for offloading 
decision engine to further jobs partitioning. To solve the second problem, the offloading 
decision engine can provide adaptive offloading policy to efficiently utilize storage space 
and energy consumption. To achieve both flexibility and stability, this decision engine 
employs the fuzzy control model for making offloading decisions [79]. This model can be 
applied to fine-gained multiple applications adaption via runtime offloading. The final 
problem can be solved by a SPA which employ heuristic algorithm such as sufferage 
heuristic algorithm to minimize the meta-jobs execution on multiple virtual machine in 
wireless cloud [75]. Furthermore, the idle power of the wireless device can be saved via 
cloud. The critical resource constraints o f wireless device are its strict storage, 
computation and energy limitation. In this paper, we aim to alleviate these constraints o f a 
wireless device by offloading meta-jobs at runtime. This agent-based offloading 
architecture will allow multiple applications to be used on a wireless device, otherwise 
would not be able to support these applications without offloading strategy. Using 
extensive CloudSim [89] to simulate this experiment, we show that agent-based
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offloading architecture can sufficiently to utilize storage and computation with minimum 
cost of energy consumption in wireless cloud environment.
The remainder of this chapter is organized as follows: Section 4.2 discusses related 
works, Section 4.3 presents the key design principles of agent-based offloading 
architecture. Section 4.4 describes the problem formulation. Section 4.5 presents the 
offloading strategy. Section 4.6 shows the simulation result. In section 4.7 presents 
summary of this chapter.
4.2 Related Work
This agent-based resource management architecture is presented for offloading 
applications in wireless cloud computing. The adaptive offloading strategy is applied in 
this architecture for meta-job offloading processing. This strategy performs partitioning 
and offloading algorithm on a wireless device, and also meta-job scheduling on the 
service provider. We summarize previous work on automatic program partition via 
offloading technology. In Coign [84], it is an automatic distributed partitioning system 
that provides automatically partitions o f distributed applications into client and server 
components. These applications must be constructed to use Microsoft’s Component 
Object Model (COM) components to reduce the network communication cost of 
partitioning components. A partitioning algorithm for static partitioning is applied in 
Coign [84] to partition these applications across the network and minimize execution 
delay due to network communication. MAUI [45] is an offloading system that aim to 
support fine-grained code offload to maximize energy savings with minimal burden on 
the users. It partitions resource-intensive face recognition application by using dynamic 
program profiling in order to save energy consumption. In particular, the relevant CPU­
intensive part o f an application can be offloaded to MAUI server for data processing. The 
other ideas of offloading application enable moving an entire OS and all its running 
applications. Both CloudLets [99] and CloneCloud [100] system are presented by 
employing this technique to wireless device environments. CloneCloud [101] uses a 
combination of dynamic profiling and static analysis to automatically partition an 
application so that it migrates and executes in the cloud. Furthermore, different system 
architectures have different optimization objectives such as CPU, memory, power or 
bandwidth. Remote execution of resource intensive applications for limited wireless 
device is efficient approach in wireless cloud computing. These remote execution works
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are needed to design and pre-partitions applications between local client and remote 
server before data executes on wireless device. Typical remote execution systems run an 
application such as image processing, video compression on the wireless device and 
computation-intensive jobs at a remote server. The previous work does not consider a 
number of computation intensive applications, the meta-jobs offloading strategy can 
efficiently save the energy of wireless device. In this paper, we presented the agent-based 
resource management architecture to design, implementation and evaluation of our 
offloading applications.
4.3 Agent-Based Adaptive Offloading Architecture for Energy Saving
In this section, we introduce the agent-based adaptive offloading architecture for the 
adaptive runtime offloading system, which is depicted in Figure 4-2. This architecture is 
employed to address offloading issue in wireless cloud computing environment. It is used 
to describe the process of multiple applications execution and efficiently utilize available 
resources for satisfying users’ requires. Users’ request information is represented as 
multiple jobs submission which including data file size and computation power. The user 
wants to access and process their multiple computation intensive applications on a 
resource-constrained device, such as a smart phone. These applications might be a data or 
computing intensive applications such as multiple images store and reading processing 
fi-om a cloud service provider, or in local wireless device. Therefore, there are three 
important decision-making problems for adaptive offloading: efficient multiple jobs 
partitioning, adaptive offloading trigging from wireless device and minimize meta-job 
total processing time fi-om a service provider. The main goal o f this architecture is to 
minimize the total cost o f energy consumption and efficiently utilize available storage and 
energy of wireless device. This architecture has two different parts of agents which 
include WUA for offloading jobs to wireless service provider and SPA for processing 
offloading jobs via virtual machines.
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Figure 4-2: Example of Agent-based adaptive Offloading Architecture
4.3.1 Wireless User Agent
From the wireless user agent (WUA) point of view, the function and operation workflow 
of main components in this architecture are described as follows:
• Meta-job Partition Analyzer
The function of Meta-job Partition Analyzer (MPA) is partitioning meta-jobs into three 
different groups according to partition rule (as shows step 1 to 2 in Figure 4-2). When the 
wireless device receive the meta-jobs of user’s requirement which including job data size 
and CPU capability, the MPA is triggered. These meta-jobs are partitioned into three 
groups on the wireless device. Some of jobs must be executed on the wireless device 
because the energy consumption o f execution these jobs on wireless device are much less 
than energy consumption of offloading jobs to service provider. And also, some of jobs 
must be offloaded to service provider because the wireless device does not enough battery 
lifetime to process these jobs. The aim o f offloaded these jobs is to reduce the large 
amount o f consumption of storage and energy on wireless device. The rest of jobs send to 
offloading decision engine for optimization of utilizing combined resources.
• Offloading Decision Engine
According to the collected information of resources from resource monitoring, the 
offloading decision engine (ODE) invokes the partition strategy to optimize utilize 
combined resources and partition jobs into location job execution partition and remote job 
execution partition as shown in step 4 in Figure 4-2. Thus, this ODE can provide efficient 
utilized storage space and computation ability within limited battery power life. Any prior 
knowledge is not required for making offloading decision in this engine. Instead, it 
acquires available combined resources information from resource monitor. The best
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partition strategy needs to be selected for saving energy and fine-grained meta-job 
processing. This selected meta-jobs partition plan indicated which jobs to offload to the 
service provider and which to execution in wireless device during the offloading 
processing. This adaptive ODE can efficiently support storage and computation-intensive 
applications on a resource-constrained wireless device in a wireless cloud computing 
environment.
• Local Job Executor partition and Remote Job Executor partition
The function o f Local Job Executor partition (LJP) and Remote Job Executor partition (RJP) 
are executing the jobs on the wireless device locally, or offloading jobs to service 
provider. These jobs are separately collected from the job partition analyzer and 
offloading decision engine, which depend on partitioning rules and partition cost matric. 
Resource Monitoring
To adapt to resource changes, the offloading architecture must monitors the combined 
resources status of the wireless device, the wireless network and service provider, as 
shown in Figure 4-2. The function of resource monitoring (RM) is tracking the wireless 
device’s available storage space, battery power, CPU computation and wireless 
bandwidth for multiple applications offloading process. Whenever the resources status 
change happens such as the applications consumes a certain amount o f storage and battery 
power, or a sufficiently large wireless bandwidth fluctuation occurs), the offloading 
engine decides how to trigger offloading.
• Service provider agent discovery
Service provider agent discovery (SPAD) is an important function in WUA. Then the 
SPAD module is invoke to find appropriate SPA that satisfy certain users’ requirement 
for data offloading from wireless device to service provider. When the connection is 
established between wireless device and service provider, we assume that service 
provider have enough ability to process offloaded jobs.
Offloading module
This offloading model (CM) is responsible for offloading jobs to service provider. When 
SPAD find examined service provider, this model will make connection between wireless 
device and service provider for data transmission. Therefore, the jobs, along with their 
run-time execution status, are serialized and offloaded to the service provider by the 
offloading module. Upon receipt of an offloading request, either grouped jobs from Job 
partition analyzer or from offloading decision engine.
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4.3.2 Service Provider Agent
The function of Service Provider Agent (SPA) is receiving multiple offloaded jobs from 
WUA, and processing these jobs on computation resources which reside in service 
provider. However, the service provider is required to efficiently process many of jobs, 
thereby the virtual machine technology and meta-job scheduling algorithm need to be 
presented in this agent. The main goal of this component is optimization meta-job 
allocation, providing efficiently utilize virtual machines over service provider. It also 
aggregates physical resources to handle service provisioning. The problem of optimal 
meta-job execution time is nondeterministic-polynomial-complete (NPC).
4.4 Problem Formulation
In wireless cloud computing environment, a user sends requests to the wireless agent that 
is operating in wireless device. We define the user’s request as a collection of executing 
meta-job on wireless device. We need to consider the energy cost of performing the 
computation locally, compared with the cost o f transferring the computation output data 
and computation on service provider. Various studies about offloading focus on the 
question whether to offload part of single application code to the server. However, we 
employ offloading technology to solve the problem of meta-job execution on wireless 
device. Therefore, we can cast this partitioning problem as an energy cost optimization 
problem. To define this problem, we need to define optimization objectives with energy 
cost function and optimization constraints. The objectives of optimization can be to 
minimize the energy cost of executing meta-job, minimize execution time on service 
provider, minimize the storage usage and minimize the battery power consumption. There 
are constraints in this optimization problem. For example, the data file size of single job 
can not exceed the maximum storage space in wireless device and energy consumption of 
process single job can not over battery power limit.
(i) Now we present a formal problem to optimize the total energy cost o f meta-job 
execution on wireless device [95, 98]. We define 1/^ as the entire set o f jobs (meta-job) of 
user’s requests. It contains maximum number of w jobs and each job has its own data 
size dn (bytes) and processing power c„ (instructions) requested. It is expressed in (4.1). 
We define as the partition jobs for running on wireless device locally. It contains 
maximum number of x  jobs and each job Uj has its own data size di (bytes) and
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processing power q  (instructions). It is expressed in (4.2). We also define Uy as the 
partition offloaded jobs running on virtual machines that provided by wireless service 
provider. It contains y  jobs and each job Uj has its own data size dy (bytes) and processing 
power q(instructions). It is expressed in (4.3). In our discussion we focus on the basic 
partitioning case where two non-overlapping set o f jobs cover the entire applications:
Ux c  Uy c  U^; UxyJUy = U^; n  Uy = 0 (x ^  y).
The following is a simple analysis for this problem.
Uw =  {u^(Cn, d j | n  =  1,2, ...,w ] (4.1)
= {W i(q,di)|i =  1,2,...,%} (4.2)
Uy = [uj{cj, d j)\j  =  1,2, ...,y} (4.3)
(ii) Energy cost of execution partition jobs on wireless device:
S f = i ( P c X % , i e x  (4-4)m
CiWhere — (seconds): the time of partition jobs executes on the wireless system.m
(iii) Energy cost of transferring partition offloaded jobs:
d
Where y  (seconds) : the data transferring time cross wireless network.
(iv) Energy cost o f execution partition offloaded jobs on virtual machines:
'Sj=i(.Pidie X -f)> y G y  (4-6)
Where — (seconds): the time o f partition offloaded jobs executes on virtual
s
c 
s
machines.
(v) Cost o f total energy consumption in wireless device:
Tot Ecost=Minu^,Uy{Iif=i % x ^ ) +  Ef=i (PtrX -^)+ minZjLi (PidieX -j)} (4.7)
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Subject to: Vi £ Ux, Vj £ Uy;
X +  y  =  w ;
Ijîex
XiGx "b ^jEy “  SnGw 
P c X | > P , x i ;
Where the terms and their definitions are shown in below Table 4.1 :
Indicate a given job of user’s request. 
d„: denotes the data size of a given job it^. 
c„: express the processing power (in MI) of the job 
MI: Million instructions or processing requirements of a user job. 
d f  amount of data to be transferred in bytes, 
df*. maximum storage space in wireless device.
b: wireless bandwidth between wireless system and wireless cloud service 
provider.
w: represents the number o f jobs. 
x: number of jobs execute on wireless device. 
y  : number of offloaded jobs.
Pç’. suppose the wireless system consumes energy for computing.
Pidie' while being idle.
Pj^ j. : power of transmission data.
m : be the speeds, in MIPS, of the wireless system.
s: be the speeds, in MIPS, of the service provider.
Table 4.1: Summary of the Terms and Their Definitions of Symbols
4.5 Offload Strategy
In this section, three main components of agent-based adaptive offloading architecture are 
presented. First, we present partitioning rule in meta-job partitioning analyzer for 
partitioning meta-jobs according to the user’s request. Second, the offloading decision 
engine is designed for efficiently utilizing wireless resource in terms of storage, 
computation and battery power on wireless device. It employ fuzzy control model to 
adaptive offload jobs from wireless device to cloud. Third, we present the SPA for
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minimizing the offloaded meta-job execution time in cloud. The network-aware sufferage 
heuristic algorithm is implemented in this SPA to solve meta-job mapping problem. 
Furthermore, the idle power consumption of wireless device can be saved via this 
heuristic algorithm in wireless device.
4.5.1 Meta-Job Partitioning Analyzer
The overall explanation of meta-job partitioning analyzer is presented in Figure 4-3. This 
figure depicts partition meta-job and job grouping scenario where each job has its own 
data size and computation requirement. And also, the partitioning rule for grouping jobs 
shows in Table 4.2.
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Figure 4-3: Meta-job Partitioning Analyzer
This analyzer is aims to partition meta-job into three different job-groups according to 
this partitioning rule. Once the jobs o f user’s request are submitted to the meta-job 
partitioning analyzer, the resource monitoring will gather the characteristics of the 
available combined resources in terms o f computation resource capacity (MIPS), wireless 
network, power consumption of job execution and transmission in wireless device. Then, 
it uses the and multiplies the with the estimated job execution time which provided 
by c^(MI) divide m  (MIPS) where the resulting value indicates the power consumption in 
wireless device for processing a single job. And also, it uses the P^  ^and multiples the ?tr 
with the estimated job transmission time which provided by d^(bytes) divide b(bytes/s) 
where the resulting value indicates the power consumption in wireless device for job 
transmission to wireless cloud. The analyzer groups the user jobs by comparing a job
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resulting computation power consumptionf^with this job resulting transmission power 
consumption Pg.. If  computation power consumption of a job is much more than the 
transmission power consumption in wireless device, the job must be offloaded to wireless 
cloud. Otherwise, if transmission power consumption of a job is much more than the 
computation power consumption in wireless device, the job must be located in wireless 
device.
Partitioning Rules;
Assume P” =  p • P^.
Then Pc • ^  =  P ' iPtr ' n e w
d n  >  50% d; Pc ■ — >  30% E  o f f l o a d ;
p: It is a real number coefficient which decides when jobs need to be 
offloaded.
If 0 <  p <  V s ’ the grouped jobs execute on wireless device.
If f /g  <  p <  5: the grouped jobs pass to offloading decision engine.
Table 4.2: Partitioning Rules for Meta-job Grouping
Eventually, three new grouped of jobs will be created with three unique ID and assigned 
them into (local job partition), (offloading decision engine) and (remote job partition). 
This process continuous until all the jobs of user’s request are grouped into three different 
grouped jobs and assigned to the different job execution components according 
partitioning rule. The wireless agent then sends the offloaded grouped jobs to wireless 
cloud for further computation. The service provider executes the received offloaded 
grouped jobs via the VMs and sends back the computed results to the wireless device.
For example, if  p is set larger than 5 that mean the is larger than Pg., then jobs must 
sent to wireless cloud. If  p is set less than 1/5 that mean the is smaller than Pg., then 
jobs must allocated in wireless device. If  p is between 1/5 and 5 that mean jobs must sent 
to offloading decision engine for optimizing energy cost of processing jobs. The wireless 
device has the fixed processing capability o f 33MIPS, P^  is set to 0.9W and P^  ^ is set to 
1.3W. The wireless network b equal to 3Mb/s is dynamically changed by background
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traffic. If  the job has 12Mbytes and 5MI, then p equal to 0.02, therefore, this job must 
process on wireless device.
4.5.2 Offloading Decision Engine
With the well-designed offloading strategy in this agent-based offloading architecture, 
scalability, fairness and stability properties are ensured for executing meta-job in wireless 
devices. It reflects to adaptive efficiently utilize storage and energy on wireless device. 
This section focuses on the design of partitioning strategy, which determines discrete and 
nonlinear actions according to user’s application requirement. We present offloading 
strategy for saving energy in wireless device. The main function o f the ODE is to 
minimize the offloading cost while reliving the battery lifetime on the wireless device. 
The motivation and design fuzzy control model is presented in this section.
4.5.2.1 Motivations and Advantages of Design Fuzzy Control Model
We employ the rich semantics and features in existing fuzzy logic and fuzzy theory to 
design the offloading decision engine, which refers to as the fuzzy control model [83, 
102]. The basic motivations and advantages of design fuzzy control model will be 
discussed in this section.
• Motivations
The basic motivation of design fuzzy control model (PCM) will be discussed in this 
section [82, 102]. We employ this model to design partitioning strategy for offloading 
jobs in the ODE. This FCM is a decision making process based on a group o f fuzzy rules 
and different membership functions. The rich features in existing fuzzy theory and fuzzy 
logic are used to design this fuzzy control model. The objective of designing the ODE is 
to make offloading decisions and partitioning meta-job to local and remote partitioning 
separately. Thus, the storage space and computation capability can be efficiently utilized 
within limited power life. For instance, if we aim to perform meta-job offloading 
processing, the ODE examines the status o f energy consumption and available storage 
space on wireless device. It determines whether that jobs need to be offloaded to service 
provider or execute in wireless device according to the user’s offloading objectives. 
Therefore, the level of these resources utilization needs to be considered on wireless 
device. In other words, the issue of how much storage space and available power can be 
released via offloading jobs to service provider need to be addressed. To solve this
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problem, we can employ a threshold based method for partitioning and offloading jobs. A 
simple hard-code threshold based rules can be applied in the ODE, such as "If the 
wireless device’s free storage space is less than 2 0  percentages of its total storage space, 
ODE needs to start offloading jobs until the storage space to free at least 50 percentages. 
Thus, more jobs can be executed on wireless device. If the available energy is less than 40 
percentages, ODE needs to start offloading jobs to reduce the energy consumption speed 
so that more jobs can be executed.” However, this simple method cannot support the 
challenges of efficiently utilizing limited wireless resources and executing many jobs 
since these computation applications require different data size and computation ability. 
As the result o f these issues, we need present a more adaptive and flexible partitioning 
design which extract the computation application requirement and specify them in meta­
job as data input, while keeping the partitioning and offloading process to all applications. 
This ODE addresses these challenges by using the FCM, which can be applied for flexible 
and stable fine-grained meta-job adaptation through runtime offloading process and 
optimization energy saving. This FCM starts jobs offloading processing via fuzzy 
inference engine and the application-specific rule base. With this fuzzy control theory, 
not only the inference engine can precisely models the offloading processing, but also 
flexibility is offered by the rule base for different computation applications. These fiizzy 
rules base is decided based on different input variables which can be used in inference 
engine when the offloading process is activated.
• Advantages o f the Fuzzy Control Model
The main advantages of adopting the fuzzy control model are the following:
(i) In fact, the application’s different requirements and parameter-tuning possibilities 
exist in multiple complex applications, the controllable regions and variables within the 
application are in most cases non-linear, discrete and complex. In these applications, the 
model for the offloading process is non-linear in nature. On the other hand, if wireless 
resource consumption is controlled by fuzzy logic control in which the relationships 
between controller inputs and outputs are expressed by using a small number of linguistic 
rules stored in a rule base. The reason why we have chosen to use fuzzy logic rules rather 
than a plain rule-based system is as follows. First, the inference process for a plain rule- 
based system is based on binary logic, which is a subset of fuzzy logic. We believe that 
the fuzzy logic theory is able to provide better facilities to express richer semantics and a 
more complicated mapping process. Second, a plain rule-based system is only able to
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react on comparisons with threshold values, which eliminates the need for membership 
functions. Threshold values are sufficient if  there are only a few adaptation alternatives to 
choose from. However, if there are many alternatives and each have overlapping resource 
needs, attempting to make correct adaptation decisions by only threshold values is hard. 
On the contrary, fuzzy rules, along with the fuzzy inference process, are able to provide a 
natural solution to such a highly complex scenario. Finally, if the membership functions 
are specified as simple shapes such as trapezoids or triangles, a system based on fuzzy 
rules presents equivalent performance overhead with respect to the mapping process, if 
compared to a plain rule-based system.
(ii) The Fuzzy Control Model is inherently generic and highly configurable. Both the 
rule base and the definition of membership functions for linguistic values can be 
configured to be application-specific. The Fuzzy Control Model offers a common design 
for configurators suitable for all applications, without loss o f generality and 
configurability. The Fuzzy Control Model includes the fuzzy inference engine (with its 
linguistic rule base), which represents the decision-making process and resembles natural 
human communication and reasoning. For this reason, it is natural and straightforward for 
the application to specify its own adaptation preferences and decisions in the form of 
linguistic values and rules. The merits of the simplicity, however, do not affect the 
flexibility and power o f fuzzy control systems to define the most complicated nonlinear 
multiple-dimensional control surface.
Nowadays, we are faced with applications that have increasingly complex adaptation 
mechanisms and behavior, for which different modelling representations (e.g., piecewise 
linear models, radial-based fonction models) may be difficult to obtain. With an 
appropriately defined rule base, the Fuzzy Control Model may lead to models that 
describe the adaptation behavior o f applications sufficiently well. Thus, such a fuzzy 
modelling approach may turn out to be a useful complement to traditional modelling and 
control approaches, such as those used in offloading processing, when both the 
complexity and uncertainty about the application increases.
4.S.2.2 Design of Fuzzy Control Model
The objective of FCM aims to optimize the energy cost of grouped jobs. This offloading 
decision-making model addresses the issue o f partitioning these jobs and trigging 
offloading. Jobs offloading can extend storage space and reduce the total energy cost of
________ Chapter 4. Adaptive Offloading Strategy for Saving Energy in Wireless Cloud Computing
these jobs execution, so that the energy can be saved as the same number of jobs executed 
on wireless device. This total energy cost includes the cost of transferring jobs between 
the wireless device and the service provider, and the cost of performing jobs on wireless 
device and offloaded jobs on service provider. Fig. 4 depicts a FCM that is widely used in 
fuzzy logic controllers and different computation applications adaptation. The FCM 
includes linguistic decision making rules, fuzzifier, inference engine, membership 
functions and defuzzifler. In FCM, the fuzzy control algorithm is presented for meta-job 
partitioning strategy. This algorithm is based on the defined rule base and membership 
functions for linguistic values. Once the group of fuzzy rules has been created for 
inference engine, FCM can be defined as a nonlinear mapping of two “Crisp Inputs” data 
(available storage space and available energy) to one “Crisp Outputs” data (new available 
storage space). This mapping can be expressed quantitatively a sy  = f(pc).
Input
Varible
SS Available  ---------
Fuzzy Rule 
Base
EE Available
Fuzzifier zy Interenc 
Engine
Output 
V ah able
Defuzzifler ----------
SS New
Available
Mem b ershi p Fun cti on s
Figure 4-4: The Architecture of the Fuzzy Control Model
(i) Fuzzifier
The function of fuzzifier is mapping crisp numbers into fuzzy sets. The crisp set A in a 
universe of discourse U can be defined by listing all o f its members or by identifying the 
element x  cz A. The element x  can be presented as real value of available storage space or 
available energy power. The crisp set A can be defined as 
A =  {x\x m ee ts  som e condition].
A  fuzzy set F defined on a universe of discourse U is characterized by a membership 
function which takes on values in the interval [0, 1]. A fuzzy set is a generalization 
o f an ordinary subset (i.e., a crisp subset) whose membership function only takes on two 
values, unity or zero. This fuzzy set F in 17 can represented as a set of ordered pairs of a
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generic element x and its grade of membership function: F =  {(x, fip{x'))\x G U}. I ff /  is 
continuous real numbers, F can be written as F =  (x )/x . Notes: in this equation,
the integral sign does not denote integration, it denotes the collection of all points xeU  
with associated membership function F f W -
(ii) Membership Functions Design
In fuzzy logic, a membership function defines the mapping between a linguistic 
variable’s numerical value and its linguistic values. The generic fuzzy interference engine 
implements the flizzy-logic-based mapping and non-linear adaption process. It takes fuzzy  
sets ’ confidence values (low, moderate, and high) as inputs and generates outputs in a 
similar form. Hence, the offloading interference engine provides two functions to use the 
generic fuzzy interference engine. Many of shaped membership functions are used to 
define the linguistic values o f a fuzzy variable such as Gaussian, triangular or trapezoidal 
in fuzzy control systems. Since triangular shaped membership fonction is used for 
fuzzification process because it offer more computation simplicity, we select it to define 
all membership functions for linguistic values used in the rule base. A triangular 
membership function is specified by three parameters (a, m, h] as follows: “a” being the 
first and “b” is the last point, where F f(^ ) is zero and “m” the point where F f W  h&s 
value 1. The relevance degree of a triangular function is determined by (4.8).
0 if X <  a (4.8)
P f ( x ; a,m,b) =  ^
( m - a )
i f x e  [m,b]
(b -  m)
0 if X >  b
The particular design of these membership functions is largely application-specific. In 
case o f our offloading strategy, we have defined the membership functions as shown in 
Figure 4-5 (a) in two universal sets for variables available storage and available energy, 
respectively, some examples output of membership functions is also shown in Figure 4-5 
(b).
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Figure 4-5: Membership Functions of the Linguistic Values
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(iii) Rules Base and Offloading Triggering Fuzzy Inference Engine
In fuzzy inference engine, these selected linguistic values and rules in the fuzzy rules base 
are used for starting offloading jobs. It is designed by human expertise or extracted from 
numerical data. Aim to determine this rules based, not only considering a minimum 
number o f linguistic rules, but also critical performance criterion need to be satisfied in 
order to achieve an acceptable adaptive jobs offloading performance. These linguistic 
values use words or sentences from a natural language in terms o f low, moderate or high 
to instead of numerical values for the linguistic variable storage and energy. These 
linguistic values are modelled by fuzzy sets. In fact, rules base is designed via two step 
processing. First, determine the linguistic rules by developer. Second, set the triangular 
membership functions and linguistic values in these functions. In our designed ODE, first 
step is designed by generating a set of fuzzy conditional statements in the form of “if-then” 
rules associated with flizzy concept. The general fuzzy control rules have the form:
K tiieM ; i f  (Xi is A™) AND ...AND  (X„ is A ® ) THEN (Y is B ^ )
m k W ;  i f  (Xi isA '-C ^AN D  ...AND  (X„ isA^™^) THEN (Y is B ^ )
Where Xi ...X„ and Y are linguistic variable such as storage and energy, A^ *'^  A„ and 
= l , . . . ,m )  are linguistic values such as low, moderate and high, defined by fuzzy 
sets (A ^^... A^^) and =  1, ...,m ). These linguistic values are also determined via
their membership functions, p {k)(x) and =  1 , ...,n ) with x  and y are elementsAj
of universe o f discourse sets U and V. Each rule defines a fuzzy implication that performs 
a mapping from “crisp input value” to “crisp output value”. Two concepts of generalized 
modus ponens (GMP) and compositional rule o f inference for approximate reasoning are 
applied for operating the fuzzy inference engine. In our designed fuzzy inference engine, 
we adopt the specified rules base and triangular membership functions for adaptive 
partitioning offloading jobs processing. Basically, the concept of GMP is derived from 
the operation of Modus Ponens (MP) in binary logic. MP is the operation to draw a 
conclusion from two premises. Assume that we have the proposition p: "x is A" and the 
implication “if-then rule” p -> q:" i f  x  is A then  y  is B" as true. Consequence, we can 
conclude that the proposition q: "y is B" has to be true. MP is associated with the 
implication "A implies B" [^ 4 -> R].
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In fuzzy logic control theory, Generalized Modus Ponens is given in Fgure 4-6. It is 
extended from the Modus Ponens in the following manner.
A  is A* ^ IF -  Then Rule pb * (y)
Figure 4-6: System’s Interpretation for Generalized Modus Ponens.
*Note: X and Y are linguistic variables, and that their numerical values are x and y, 
respectively.
Let U and V be two universes of discourse. A fuzzy relation, R (V, V) is a fuzzy set in the 
product space U x V , i.e., it is a fuzzy subset o f U x V , and is characterized by 
membership function Pr {x , y) where x  E U and y  e V , i.e.,
R(U, V) = { ( { x ,y f  pR (x ,y )) \ (x ,y )  E U  x V ] ,  where PR(x,y) G [0,1]. If  we have 
propositions p: "X is A" and q: "Y is B" where X and Y are linguistic variables and A 
and B are linguistic values, when both the “if-then” implication rule p q: “if  X is A 
then Y is B” and proposition p*: "X is A*" is true, we can perform the generalized modus 
ponens and conclude q* : "YisB*". Where A* is not necessarily the same as rule 
antecedent fuzzy set A, and fuzzy set B* is not necessary the same as rule consequent B. 
Where X G U and Y G F , has a membership function y) where PA->B(x,y) E
[0,1]. The Pa-»b(^/ y) is measure the degree of truth of the implication relation between x  
and y. The membership function pg* (y) is obtained from the sup-star compositional rule 
of inference and Larsen’s product operation rule:
Pj5*(y) =  sup  T[pa*Cx) ★ PA^B(^.y)] (4.9)
xeA*
Where * is a t-norm operator, T is a triangular norm, variable suprem um  is largest value. 
An usual selection is the intersection definition of t-norm: a-k f  = m in(a, j5). When 
multiple input linguistic variables exist in the rule, inference can be extended by 
interpreting the fuzzy set of which is as the product of fuzzy sets A ^^,...,
Its membership function is defined as:
=  P^(k)(%i) * P^(k)(%z) * •••* P^(k)(^n) (4.10)
Where * is the previously defined t-norm operator and k =  1, ...,m .
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If a rule base contains multiple rules, overall decision of the inference engine is obtained 
by talking the union = 1, ...rri), which is the fuzzy sets of linguistic values
calculated by equation (4.10) and (4.11). The calculation is as follows:
~  FgW* (y ) ®  ®  PgW *(y) (4.11)
Where: ©  represents the s-norm operator for defining disjunctions in approximate 
reasoning. A usual selection is a  ©  (B =  max (a, P).
(iv) Rule Base for meta-job offloading processing
We consider the meta-job execute on wireless device as an example for designing the 
fiizzy rules base and membership functions applied in inference engine. As mentioned 
before, the main goal of jobs offloading is the efficiently utilized available wireless 
resources and save total energy cost. In this case, we focus on two critical resources 
adaption such as storage and energy related to the adaptive jobs offloading strategy. First, 
the available storage space will be changed by control actions so that available storage 
requirements within the application are adjusted to maintain the storage consumption. 
Second, adaptations may take place to adapt to varied availability of energy consumption, 
so that available energy is adjusted. The Avail Storage and AvailEnergy variable are input 
linguistic variable representing the current available storage and available energy in 
wireless device, the NewStorageSize variable is the output linguistic variable 
representing the new storage space on the wireless device. If  current system conditions 
match any of these rules, the offloading inference engine starts offloading and derives the 
offloading storage size using the difference between current available storage space and 
new available storage size. If the job file size is less than offloading storage size, then this 
job is allocated on wireless device. Otherwise, if the job file size is large than offloading 
storage size, then this job has to be offloaded to cloud service provider. If  the difference is 
negative, then the system should offload jobs which have been allocated on wireless 
device. Thus, the storage space will be retrieved for processing more jobs. The 
application developer or the user can easily configure the offloading inference engine 
using the linguistic offloading rules. However, to interpret these rules, the offloading 
inference engine must establish mappings between numerical and linguistic values for 
each linguistic variable. Low, moderate, and high are linguistic values. The pseudo of this 
offloading processing can be shown in Table 4.3.
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[1] SS Available: storage available size (crisp input)
[2] SS new available: new storage available storage size after deftizzing (crisp output)
[3] EE Available: available energy for job consumption (crisp input)
[4] EE used: energy consumed for current job
[5] SS used: storage space used for current job
[6] Outsize: the different between SS Available and SS new available
[7] Fuzzy crisp input (SS Available, EE Available)
[8] Output SS new available
[9] Outsize = SS new available - SS Available
[10] If (Outsize > SS_used && OutSize > 0)
[11] Job onload;
[12] If (Outsize < SS_used && OutSize > 0)
[13] Job offload;
[14] If (Outsize < 0) {
[15] do {retrieved on loaded job back } while (OutSize > 0);
[16] If (Outsize > SS used) Job onload
[17] If (Outsize < SSused) Job offload)
[18] Else job fail
Table 4.3: Pseudo code of Jobs Offloading Processing
The adaptation measures described above make it possible to design the rule base for the 
basic client-cloud pair in meta-job adaptive offloading, following the generic form given 
in the equation (4.9-4.11). As Figure 4-4 shows, the Fuzzy Control Model takes the 
output of multiple adaptors as input, each of which corresponding to one type of resource. 
In the particular case of meta-job adaptive offloading, we focus on two types of resources: 
storage space and energy on wireless device. In our rule base, the linguistic variable 
SS_Available corresponds to the values u(k)  with respect to the storage resource, and the 
linguistic variable EE Available corresponds to the values u (k ) with respect to energy. 
The range of measuring linguistic variable storage is [0,8000] with an unit o f Migabyte, 
and the range of measuring linguistic variable energy is [0, 15000] with an unit of Joules.
Before processing in the inference engine, the numerical crisp values u (k ) are first
linearly normalized to the above ranges and units, then mapped to a frizzy set by the 
fuzzification process, of which the mathematical details are documented as follows for the 
mathematical completeness o f this chapter.
A  fuzzy inference engine calculates fuzzy sets as results, taking/wzzy sets as inputs. In the 
above equations, the calculated union of fuzzy sets =  1 , ...,?n) is the output of
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the inference engine, while the inference rules and the fuzzy set A* are the inputs. 
However, we do not normally have the fuzzy set A* in advance, since we normally deal 
with numerical crisp values. The fuzzification process takes the numerical crisp value 
as input, and generates a fuzzy set A*. If  there is no uncertainty in the numerical values, a 
simple fuzzification process can be:
„ ^  =  ^in (4.12)
P a * i f  X ^ X i n
Otherwise, if  there is some uncertainty in the numerical value Xi^, the membership values 
of the elements o f A*, can be selected such that, is taken as 1 if  x =  Xj^, and
P a * ( .x )  decreases linearly from 1 as x moves farther away from Xi„.
In the former case where no uncertainty is involved, since A* will contain only a single 
element with membership value equal to I, calculation in equation (4.9) will become
PB*(y) = PA-^B(.Xin,y] (4.13)
In the case of multiple input variables, we substitute equation (4.11) into (4.13) and obtain 
Ps*(y) =  min[/^Ai ->PAn(iXin)]PB(y) (4.14)
to compute the output of one inference rule. Finally, we compute an overall decision by 
applying equation (4.11) to aggregate the calculated =  1, ...,m ). This shows that
the simple fuzzification process shown in equation (4.12) simplifies the inference process 
in the inference engine.
There is one inference output using the fuzzy rule base, corresponding to the storage 
space. The linguistic variables used for the output new available storage. Each linguistic 
value that the variable storage and energy corresponds is applied to a particular control 
action. With respect to the input, the linguistic values used for both storage and energy are 
low, moderate and high. We present an example o f the fuzzy rule bases for adaptive 
offloading processing related to the basic client-cloud relationship in meta-job offloading. 
This model lets us specify the offloading inference engine’s offloading rules which are 
expressed in Table 4.4.
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: IF storage IS low AND energy IS 
THEN newStorage IS low;
poor
RUIÆ 2 : IF storage IS low AND energy IS 
THEN newStorage is middle;
good
RULE 3 : IF storage IS low AND energy IS 
THEN newStorage IS high;
excellent
RULE 4 !; IF storage IS middle AND energy 
THEN newStorage IS low;
IS poor
RULE : IF storage IS middle AND energy 
THEN newStorage is middle;
IS good
RULE 6 : IF storage IS middle AND energy 
THEN newStorage IS high;
IS excellent
RULE : IF storage IS high AND energy IS poor 
THEN newStorage IS low;
RULE 8 : IF storage IS high AND energy IS good 
THEN newStorage is middle;
RULE 9 : IF storage IS high AND energy IS excellent 
THEN newStorage IS high;
Table 4.4: Offloading Rules for Inference Engine’s Offloading
(v) Defuzzifler
Since the decision of the inference engine is expressed in fuzzy sets, in order to be able to 
use it as a control signal for adaptive offloading applications, it maps output sets into 
crisp numbers. The defuzzification process produces a non-fuzzy output, youtr  ^ whose 
objectives is to represent the possibility distribution o f the inference. It converts the 
output fuzzy sets into actual offloading decisions, such as the new available storage on the 
wireless device. Different method can be used for performing the defuzzification. In 
fuzzy control systems, we use Center o f  Gravity method to calculate the defuzzification 
output because it has ability o f generating smoother control surfaces. The mathematical 
definition o f the Center o f Gravity method is presented as follow:
The Center of Gravity method is a frequently used method for the defuzzification 
process. This method divided the integral of the area under the membership function of 
the output fuzzy set shows in equation (4.15) into half, and the defuzzified value 
marks the dividing point. Formally, in the continuous case this results in
y  out — / F B * ( y ) d y
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4.5.3 Network-aware Sufferage Scheduling Algorithm
The SPA aims to minimise the energy cost o f execution partition offloaded jobs on virtual 
machines via the Internet. This energy optimization can be formalized by 
minXj^j (Pidie><^) which is part o f equation (4.6). From this equation, we can see the
issue of minimize the energy cost that is related to minimize the total execution time o f  
jobs execute on virtual machines, while the idle power o f wireless device is fixed. In fact, 
the total processing time o f these offloaded jobs may need data transmission time over the 
Internet as well as the completed time of these jobs to execute virtual machines must be 
taken into account. In wireless cloud computing, the virtual machine technology can be 
employed to minimize the jobs execution time. Plenty o f the VMs to perform multiple 
wireless cloud applications are growing with each passing day. This technology is 
abstraction of computing resources such as multiple VMs which resides on the single 
physical machine. These wireless cloud applications need share many of VMs through 
scalable networks. When the network traffic between the server agent and VMs is 
congested, the cloud applications performance will be degraded. In wireless cloud 
environments, the role of the cloud networking resources as an important factor to affect 
the execution time o f total jobs. Therefore, the SPA has to provide capability of 
controlling network and virtual machines in order to efficiently utilize these resources. 
When the SPA receives the offloaded jobs, it will start to discover the available network 
and VMs from the wireless cloud service provider. After that, the SPA schedules these 
candidate resources for optimizing job allocation which is job shop scheduling problem. 
The goal o f scheduling problem is seek the complete matching between offloaded jobs 
and these resources that is aims to minimize the total execution time o f these offloaded 
jobs. Thus, the idle energy of wireless device can be saved. The static heuristic job 
scheduling algorithms such as sufferage, min-min, MCT and MET are enabling to solve 
this problem [103].
4.5.3.1 Formulation of Network-aware Sufferage Scheduling Algorithm
In this section, we present the network-aware sufferage scheduling algorithm for 
minimizing offloaded jobs total execution time. The SPA is responsible for matching the 
jobs to available virtual resources. These offloaded jobs include job data size and 
processing power.
Lemma 1. Let us Assume that we have H VMs where each VM has its own processing
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power. It can be defined as (4.15)
H = { /iz (c j|z  =  (4.15)
Where
hz’. denotes the VM z
Q : expresses the computing ability of VM z 
g : represents the number of VM
Proof. From Lemmas 1, we have F that describes the matching relationships between jobs 
and VMs. The value scope of 7},^  is either 1 or 0, which means alternatively. See (4.16).
r  =  ;■ =  (4.16)
r l  i f  assign job  Uj o n V M h z
(0 i f  do n o t assign job  Uj on VM hz
According to diverse jobs requests, SPA allocates the independent jobs to the VM by 
selecting the best match of virtual resources. The selection strategy can be based on the 
predication of the computing power of the VM and availability of network resource. This 
proposed scheduling algorithm will focus on reducing the computational time, total 
processing time in wireless cloud environment.
The description of the general network-aware sufferage scheduling algorithm are 
provided below. The estimation total processing time ETPT\j,z^ of meta-job includes 
estimation transmission time FTT[/] and complete time in VMs CT\j, z].
We define some preliminary terms about meta-job complete time in VMs. The expected 
time to compute (ETC) matrix is accurate estimate execution time for job Uj on VM hz, 
jobs Uy and VMs E  can obtain R x V  ECT matrix. Each row of the ETC matrix 
represents a given job’s estimated execution time on different VMs H. Each column in 
ECT matrix represents a given VM’s estimated execution time for different jobs that in 
meta-job. The expected execution time ET[j,z] of job Uj on VM hz, it can be express as 
the time taken by hz to execute the job Uj when there is no load with The expected 
completion time CT\j,z] of job Uj on VM hz, it can be express as the wall-clock time 
when hz completes the execution of job Uj after finishing any previously assigned jobs. 
Let tj denote to the beginning time of the execution of job Uj, in the other word, it is the
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ready time of VM /i^. From the above expressions C r[/,z] =  t/ +  ET\j,z], let CT[/,z] be 
the completion time o f Job Uj, and it is equal to CT[y,z] when VM h^is assigned to 
execute jobuy.
Lemma 2. The makespan for the completed time of meta-job is defined 
as maxQeo^ ^  is used for evaluating the heuristics algorithms for
scheduling set of jobs Uy.  Makespan is a measure of the throughput of the heterogeneous 
computing system.
Lemma 3. The estimation of transfer time o f each job in set of jobs Uy is defined as 
ETT\j]. It represents the transmission time for the job transfer to VM is based on the 
actual file size of the job and the available bandwidth between path of job to VM. i.e.
ETTlJ] = ^  (4.17)
Where: is expressed the available bandwidth physical network resources. The
bandwidth is updated between the users and VMs.
Proof. From Lemmas 2 and 3, estimated total processing time: ETPT\j,z]  =  estimation
transmission time ETT\j] +  completion time CT\j, z]. It can be formulated as:
f  s: (4.18)
ETPT[j,z]=  >  max (CT[j,z]')
Qeo, zeg)
Then, the equation (4.6) can be rewrite as:
y
Ci
min > (PidieX7 ) = m i n ( P i d i e y . . m a x  XCT\j,z]))  
Z—I S Z —I Dj^  UGo, zeg)
(4.19)
j=i y=i
Due to cloud’s dynamic nature complicates the planning of the meta-job scheduling 
activity for minimizing the applications total processing time. Therefore, a job scheduling 
strategy is essential to optimize the utilization of cloud resource processing capabilities, 
and reduces total process time taken to process user jobs.
The SPA needs to reduce the total transmission time of the user jobs to/from the VMs, and 
the completion time of the jobs on the VMs. We present network-aware sufferage 
scheduling algorithm for minimizing the offloaded jobs execution time and idle power 
saving on wireless device. In this scheduling process for each job, the minimum and 
second minimum completion time are found in the first phase. The difference between
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these two values is defined as the sufferage value. In the second phase, the job with the 
maximum sufferage value is assigned to the corresponding VM with minimum 
completion time. The sufferage heuristic is based on the idea that better mappings can be 
generated by assigning a VM to a job that would “suffer” most in terms of expected 
completion time if that particular VM is not assigned to it Figure 4-7 shows the pseudo 
code of network-aware sufferage heuristic algorithm.
[1] For each job Uj in meta-job Uy (in an arbitrary order)
[2] For each VM h z (h z  G H) (in a fixed arbitrary order)
[3] Compute earliest completion time C T [j, z ]  on VM hz
[4] Compute E T T \j]  on VM hz
[5] Compute minimum E T P T \j ,z ]  =  C T \ j ,z ]  + E T T [j]
[6] End for
[7] End for
[8] While schedule meta-jobs Uy is not empty (in an arbitrary order)
[9] mark all the VM H  is unassigned state
[10] For each job Uj in meta-job set Uy(in an arbitrary order)
[11] Find job Uj with minimum E T P T  and corresponding VM hz
[12] Calculate the Sufferage value of job Uj,
[13] SV = second minimum E T P T  — minimum E T P T
[14] If VM h z  is unassigned state
[15] Assign job Uj to VM hz and mark VM h z  is assigned state
[16] Delete job Uj for U
[17] Else
[18] If Sufferage value of job Uj >  Sufferage value of assigned job
[19] Assign job Uj to VM hz and add job back to Uy
[20] Delete job Uj for U
[21] End If
[22] End If
[23] End for
[24] Update CT for all jobs on VM H
[25] Update ETPT  for all assigned jobs in Uy
[26] End while
Figure 4-7: Pseudo Code of Network-aware Sufferage Scheduling Algorithm
101
________ Chapter 4. Adaptive Offloading Strategy for Saving Energy in Wireless Cloud Computing
According to meta-jobs Uj E Uy and available VM hz E H ,  the procedure of the network- 
aware Sufferage heuristic algorithm is as follows. In first phase, the initialization of the 
CT\j, z] time and ETPT\j, z] time for each job Uj on every VM hz in line (1) to (7). The 
second phase of the while loop will repeat the performance until all meta-jobs in Uy are 
assigned. Initially all VMs are marked unassigned in line (9). In each iteration o f the for 
loop in lines (10) to (23), pick arbitrarily a job Uj from the meta- jobs Uy .  Find the 
corresponding VM hz that gives the earliest completion time for job Uj,  and tentatively 
assign VM hz to job Uj if  VM hz is unassigned. Mark VM hz as assigned state, and 
remove job Uj from meta-jobs Uy  in line (14) to (16). If, however, VM hz has been 
previously assigned to a job compare the sufferage value between job Uj and job Us, 
the job with higher sufferage value Uj will assign to VM hz, and remove that job Uj with 
higher sufferage from meta-jobs Uyand the job with smaller sufferage value will be 
add back to meta-jobs Uy  in line (17) to (22), but should be considered for the next 
iteration of the while loop beginning on line (8). When all the iterations of the for loop are 
completed, update the CT\j,z] time and ETPT[j,z] time for each assigned job Uj on every 
VM hz in line (24) to (25). Perform the next iteration of the while loop beginning on line 
(8) until all meta-jobs have been assigned.
4.6 Evaluation Performance
In this section, we evaluate the performance o f the adaptive offloading strategy in agent- 
based architecture by using extensive CloudSim [33] simulator. This simulator is 
implemented for evaluating the performance of this strategy in wireless cloud 
environment. In this simulation environment, four different strategies are presented for 
resulting comparison including adaptive offloading strategy (AOS Remote), fuzzy 
control model (Fuzzy Remote), partitioning strategy (P Remote) and all jobs running 
locally (AllJobs Local). We present AOS Remote strategy for meta-job offloading 
processing. It adaptively triggers offloading after grouped job strategy by 
comprehensively considering both storage and energy conditions of wireless device. We 
present Fuzzy Remote by implementing fuzzy control rules to trigger offloading. The 
P Remote adopt a simple fixed policy that triggers offloading when job’s executed power 
at wireless device is five times larger than offload in cloud service provider. Actually, it is 
similar with traditional hard-code threshold-based decision for meta-job offloading as
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mentioned before in 4.5.2.1. Additional, AllJobs_Local approach is purely implemented 
meta-job performing on wireless device. In this simulation environment, the wireless 
network traces are conducted using the theoretical data rate of IEEE 802.11 WLAN. The 
wireless cloud service provider owns many powerful computation resources that are 
registered in SPA. The network-aware sufferage heuristic scheduling algorithm is 
employed for end resource allocations to supporting the wireless cloud application. In 
addition, we also investigate how the save energy power and balance the utilization of 
wireless storage resource affects the system performance. In rest o f this section, we 
describe performance metrics, the experiment setup and the simulation results.
4.6.1 Simulation Setup
We presented adaptive offloading strategy for meta-job offloading processing 
evaluated by using CloudSim simulator, which including grouped job partitioning 
strategy and fuzzy control model in WUA, and the other network-aware sufferage 
heuristic algorithm in SPA. This simulator creates the wireless cloud simulation 
environment with the extended IEEE 802.11 WLAN network topology. It allows 
modelling and simulation of wireless cloud system components such as users, data centre, 
VMs and resource provisioning policies. In this simulator, the computing resource 
processing ability can be measured in the form o f MIPS (Million Instruction Per Second) 
as per SPEC (Standard Performance Evaluation Corporation) benchmarks.
In our simulation the VMs share the full processor capacity of datacentre in wireless 
cloud service provider. For instance, in computation resource R2 that provides total 
205000 MIPS processor capacity. The characteristic of the computation resources are as 
stated in Table 4.5.
Name Resource type and 
characteristics
No. of 
CPU
A SPEC 
rating
Rl PC with Intel Pentium 2.0 
Ghz, 512 MB RAM
100 577 MIPS
R2 IBM eServer with dual Intel 
Xeon 2.6 Ghz, 4 GB RAM
2 0 0 1025 MIPS
R3 IBM eServer with dual Intel 
Xeon 2.6 Ghz, 4 GB RAM
2 0 0 1025 MIPS
R4 IBM eServer with dual Intel 
Xeon 2.6 Ghz, 4 GB RAM
400 2050 MIPS
Table 4.5: Characteristic of Different Data Centers
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To create a sufficiently functioning wireless cloud environment, the wireless user 
owns the wireless device (e.g. iPhone) have the energy power is presented the adoption of 
joules as units o f energy. In the experiment, the power o f the wireless device is set initial 
15,000 joules and the storage space of the wireless device is set SGBytes. These 15,000 
joules is calculated by equation in following. The energy given to the battery on charging 
(joules) = (electric charge Q(mAh) * volts (V) /1000) * 3600s = (1200mAh * 3.5v /1000)
* 3600s = 15,120 joules % 15,000 joules. A range o f 10-500 jobs that represented the 
computing-intensive applications are created by a single wireless user. These jobs are 
sharing the same characterizes:
• Total number of jobs: 10-500 jobs are generated randomly
• Job data size: each job data size is uniformly distributed (10-500MBytes).
• Job processing power: each job processing requirement equals to uniformly 
distribute in (1000-20000 Mis).
The available wireless bandwidth is an important factor for energy consumption if a job 
can be offloaded. User access the wireless network with an IEEE 802.11 WLAN network 
card and the measured network bandwidth are the theoretical value, varied bandwidth 
from 2.4Mbps up to 54Mbps.
4.6.2 Results and Analysis
In this experiment, the two set of jobs which is a set of 70 jobs and a set of 500 jobs are 
shown in simulation results. First, analysing 70 jobs scenario in these four different 
strategies is shown in below.
Figure 4-8 and Figure 4-9 shows the comparison results of storage usage and percentage 
of storage utilization under same job conditions with four job offloading strategies. From 
figure 4-8, we observe that the outcome of storage usage of the Fuzzy Remote is almost 
as same as the AOS Remote, and they better save the storage space than other two 
strategies. From the simulation result in Figure 4-9, we can observe the percentage of 
storage utilization is almost 100% for 70 jobs performed with P Remote and 
AllJobs Local strategy. In that case, the wireless device cannot perform more jobs when 
the storage is fully utilized. We note that the storage utilization o f P Remote is slightly 
better than AllJobs Local because some jobs have been migrated to service provider in 
order to save storage space. We also note that the AOS Remote and Fuzzy Remote are
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only 24.9% of total storage space when 70 jobs performed on wireless device. Therefore, 
the wireless still can perform more jobs on this wireless device and the concept of 
offloading method can be proved. From these simulation results, the presented 
AOS Remote and Fuzzy remote are successfully achieve the storage saving according to 
offloading strategy.
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The Figure 4-10 and Figure 4-11 show that the energy consumption and percentage of 
energy utilization in four strategies. Figure 4-10 shows the energy consumption of 
AOS Remote is less than other three strategies because the jobs are adaptive offloaded to 
service provider in order to reduce the energy consumption on wireless device. The 
energy consumption of AllJobs Local is highest in these four strategies because all jobs 
performed on wireless device. And, the other three strategies can consume less energy as 
same as the number o f jobs. The energy consumption o f these three strategies is much 
smaller than AllJobs Local because the jobs offloaded to the service provider which can 
provide powerful computation ability. Therefore, the offloading method can saving 
energy efficiently. The energy consumption is keep increasing in these four strategies due 
to the jobs perform on wireless device, transmission and perform on service provider. 
From the Figure 4-11, we can observe that the percentage of energy utilization in these 
four strategies. We note that the use of the offloading method reduces the energy 
consumption of AOS remote, P Remote and Fuzzy remote. Specifically, for the 
AOS Remote, the offloading method reduces the overall energy consumption by around 
10% in AllJobs Local, 5% in P Remote and 2%-5% in Fuzzy Remote. From the figure 
4-10 and 4-11, we can see the outcome of the AOS Remote has best storage and energy 
consumption utilization, even we experience different amount of jobs in same simulation 
condition.
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Table 4.6 shows the details o f jobs allocation with the FuzzyRem otc strategy. Specially, 
job 4 4  has experience the recall function of local “onload” jobs for satisfy the condition of 
offloading that job. We note that this process is benefit for achieving the energy saving 
and efficiently utilization of storage space. Table 4.7 also shows the details of job 
allocation with the AOS Remote strategy. This process will be achieving the energy 
saving and efficiently utilization of storage space that even before than with the 
FuzzyRem otc strategy when increasing the number of jobs.
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Job
ID
Available
Storage
(MBytes)
Available
Energy
(Joules)
Result
0 7803 14891.52 fuzzy onload
1 7720 14767.34 fuzzy onload
2 7602 14733.79 fuzzy onload
3 7347 14647.65 fuzzy onload
4 7227 14600.72 fuzzy onload
5 7168 14576.56 fuzzy onload
6 6951 14489.54 fuzzy onload
7 6769 14428.32 fuzzy onload
8 6537 14342.97 fuzzy onload
9 6321 14311.70 fuzzy onload
10 6089 14218.46 fuzzy onload
11 6089 14180.91 fuzzy offload
12 6089 14149.90 fuzzy offload
13 6089 14131.61 fuzzy offload
14 6089 14105.61 fuzzy offload
15 6089 14082.88 fuzzy offload
16 6089 14055.92 fuzzy offload
17 6089 14008.92 fuzzy offload
18 6089 13975.22 fuzzy offload
19 6089 13926.88 fuzzy offload
20 6089 13902.23 fuzzy offload
21 6018 13879.33 fuzzy onload
22 6018 13837.73 fuzzy offload
23 6018 13793.62 fuzzy offload
24 6018 13778.79 fuzzy offload
25 6018 13739.50 fuzzy offload
26 6018 13729.30 fuzzy offload
27 6018 13697.33 fuzzy offload
28 6018 13681.15 fuzzy offload
29 6018 13664.20 fuzzy offload
30 6018 13637.24 fuzzy offload
31 6018 13615.09 fuzzy offload
32 6018 13600.64 fuzzy offload
33 6018 13577.15 fuzzy offload
34 6018 13550.96 fuzzy offload
35 6018 13527.07 fuzzy offload
36 6018 13484.70 fuzzy offload
37 6018 13470.84 fuzzy offload
38 6018 13449.46 fuzzy offload
39 6018 13426.73 fuzzy offload
40 6018 13416.33 fuzzy offload
41 6018 13389.37 fuzzy offload
42 6018 13364.53 fuzzy offload
43 6000 13328.58 fuzzy onload
44 6018 13329.67 fuzzy Recall onload job + fuzzy offload
45 6018 13309.64 fuzzy offload
46 6018 13279.40 fuzzy offload
47 6018 13236.26 fuzzy offload
48 6018 13199.09 fuzzy offload
49 6018 13176.17 fuzzy offload
Table 4.6: Results of Fuzzy_Remote Strategy
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Job
ID
Available 
Storage (Mbytes)
Available 
Energy (Joules)
Result
28 7916 14998.84 onload
45 7812 14996.76 onload
49 7693 14994.24 onload
1 7693 14978.25 offload
13 7693 14959.96 offload
26 7693 14949.75 offload
37 7693 14935.88 offload
38 7693 14914.51 offload
40 7693 14904.11 offload
43 7693 14900.64 offload
0 7496 14792.16 fuzzy onload
2 7378 14758.62 fuzzy onload
3 7123 14672.48 fuzzy onload
4 7003 14625.54 fiizzy onload
5 6944 14601.39 fuzzy onload
6 6727 14514.36 fuzzy onload
7 6545 14453.15 fuzzy onload
8 6313 14367.8 fiizzy onload
9 6097 14336.52 fuzzy onload
10 6097 14291.84 fuzzy offload
11 6097 14254.28 fiizzy offload
12 6097 14223.28 fuzzy offload
14 6097 14197.28 fiizzy offload
15 6097 14174.55 fiizzy offload
16 6097 14147.59 fiizzy offload
17 6097 14100.6 fuzzy offload
18 6097 14066.89 fuzzy offload
19 6097 14018.55 fiizzy offload
20 6097 13993.9 fiizzy offload
21 6026 13971 fuzzy onload
22 6026 13929.4 fiizzy offload
23 6026 13885.29 fuzzy offload
24 6026 13870.46 fiizzy offload
25 6026 13831.18 fuzzy offload
27 6026 13799.21 fuzzy offload
29 6026 13782.26 fiizzy offload
30 6026 13755.29 fuzzy offload
31 6026 13733.15 fuzzy offload
32 6026 13718.7 fiizzy offload
33 6026 13695.21 fuzzy offload
34 6026 13669.01 fuzzy offload
35 6026 13645.13 fiizzy offload
36 6026 13602.76 fuzzy offload
39 6026 13580.04 fuzzy offload
41 6026 13553.07 fuzzy offload
42 6026 13528.23 fiizzy offload
44 6026 13496.84 fiizzy offload
46 6026 13466.6 fuzzy offload
47 6026 13423.46 fuzzy offload
48 6026 13386.29 fiizzy offload
Table 4.7: Results of the AOS_Remote Strategy
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Second, analysing 500 jobs in these four different strategies are shown in below. The 
Figure 4-12 and Figure 4-13 are shown storage usage and percentage of utilization in four 
strategies. Figure 4-12 shown AllJobs Local and P Remote cannot perform more jobs on 
wireless device after performing 70 jobs because the storage has been fully utilized. 
However, we observe that Fuzzy Remote and AOS Remote can continuously perform 
more jobs after 70 jobs because the storage can be efficiently utilized via offloading 
method. Specially, the AOS Remote strategy can efficiently improve the storage usage 
until 520 jobs. In this strategy, the storage resource usage slightly increases after 
performing 420 jobs because the job file size is bigger than Out size. Thus, all jobs have 
to be offloaded to wireless cloud. The storage usage o f AOS Remote is much less than 
Fuzzy remote when performing the same number of jobs. The figure 4-13 shows the 
percentage o f storage utilization in four strategies. We observe that the storage utilization 
of AOS Remote is less than Fuzzy Remote 10-15%. We can prove that AOS Remote is 
the best strategy for jobs processing on wireless device, and storage can be efficiently 
utilized.
CQ
1
2C/]
9000
8000
7000
6000
5000
4000
3000
2000
1000
AOS Remote
ALLJobs local
=•? Remote
FuzzyRemote
10 50 90 130 170 210 250 290 330 370 410 450 490
Number o f Jobs
Figure 4-12: Results of Storage Usage vs. Number of Jobs
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The Figure 4-14 and 4-15 shows energy consumption and percentage o f energy utilization in four 
strategies. The Figure 4-14 shows the P Remote and AllJobs Local are slightly change during 
performing 520 jobs because they only can perform 70 jobs as mentioned before. For 
AllJobs Local, the maximum energy consumption is roughly about 3670 joules when 70 
jobs perform on wireless device. They have slightly different in energy consumption due to the 
different data size and computation requirement o f each time jobs performing. We observe that 
the AOS_Remote can efficiently to save energy compared with the Fuzzy Remotc when perform 
same number o f jobs. We note that the Fuzzy Remotc can perform 450 jobs and AOS_Remote 
can perform 520 jobs. Therefore, we presented AOS Remote can perform more jobs and save 
energy is well. In figure 4-15, the percentage of energy utilization is about 20-30% of performing 
70 jobs in P Remote and AllJobs Local strategies. Thus, they can not further to use energy 
because don not have enough storage space for performing jobs. We denote that the AOS Remote 
and FuzzyRemotc can efficiently saving energy as increasing the number of jobs. We also note 
that AOS Remote is the always the best one for saving energy in performing jobs. In other word, 
the battery lifetime will be extended when we perform same number o f jobs. Therefore, we 
presented AOS Remote strategy can efficiently save energy and extend battery lifetime for 
performing more jobs on wireless device via offloading method.
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4.7 Summary
In this chapter, we study the problem of performing a number of computation-intensive 
applications on wireless device in wireless cloud environment. We employ offloading 
technology to solve this problem. We first present the design principle o f agent-based 
resource management architecture for energy saving on wireless deviee. Based on this
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architecture, the adaptive offloading strategy is presented for efficiently utilizing storage 
space and saving energy on wireless device. Within this offloading strategy, we then 
present partitioning strategy for partition meta-jobs. After jobs partition is finished, a 
fuzzy eontrol model is introduced for efficiently utilizing and balancing the resources 
usage. Finally, the network-aware sufferage heuristie algorithm is presented in service 
provider for improving the idle power saved on wireless device. The simulation results 
show that adaptive offloading strategy can efficiently utilize resources and extend battery 
lifetime.
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5 An Agent-based Architecture for Delivering 
Multimedia Content to Wireless User
With the introduction o f more and more wireless cloud infrastructures and wireless real­
time multimedia content applications, the wireless cloud computing technology is 
employed to provide guaranteed service, efficiently utilize wireless network resource and 
support the eontent server load balancing. In wireless eloud environment, the important 
concerns are to develop a way o f achieving efficient and fair sharing of wireless network 
resource and selecting best content from serviee provider in order to maintain the 
applications performance. We present agent-based resource management architecture for 
wireless network resouree utilization and guaranteed service performance. From the user 
side point o f view, the wireless network resource is always in scarcity among a range o f 
wireless applications. In this regard, on one hand eorrect Access Point (A?) should be 
nominated for a user, on the other hand the user agent should be informed not to overload 
the A? by transmitting excessive data traffie. Current researches did not provide a 
satisfaetory answer to the aforementioned problem. This chapter formalised the resource 
optimisation problem in wireless networks and gave an optimised solution thanks to the 
use of a convex optimisation approach. Lagrange duality model is used to model the 
wireless network optimisation problem. And also, a service provider agent is presented in 
this agent-based architecture for satisfying minimum user’ request and providing 
continuous service for real-time multimedia applications in wireless cloud service 
provider. In this agent, the weighed server provisioning algorithm and reservation 
mechanism are presented for selecting and reserving content.
5.1 Overview of Wireless Cloud Computing Scenario
With increasing demand o f wireless applications, the issue o f scarce wireless physical 
resources cannot support the efficient service for satisfying user’s requirement. In this 
chapter, the users’ requirement is presented as real-time multimedia content whieh 
provided by content servers. Therefore, we need wireless cloud computing technology to 
address this issue in delivering multimedia content to mobile device. The concept of
114
Chapter 5. An A^ent-based Architecture for Delivering Multimedia Content to Wireless User
wireless cloud computing is extended from cloud computing and wireless computing. It 
intends to make advantages of cloud computing for wireless users. This technology can 
provide on-demand service of wireless users and helps to overcome the limitation of 
wireless resource utilization. It needs to drive the deployment of service provisioning for 
user access wireless eloud and efficiency o f physical resource management in wireless 
eloud environment. We present agent-based resouree management architecture to 
efficiently utilize resource and guarantee the service performance for wireless 
applications.
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Figure 5-1: Overview of Wireless Cloud Scenario
Figure 5-1 shows the overview of wireless eloud computing system with an agent- 
based architecture for supporting serviee of wireless users. The goal of this architecture is 
to achieve efficient and fair sharing of wireless network resources and maintain the on- 
demand service for users. This architecture includes wireless connection which connects 
wireless user agents to Access Point (APs) and wired connection which connects service 
provider agent between APs and data servers. Eventually, users will get content service 
through this architecture.
First, in wireless area, APs allow the users to connect the WCSP via SPA. These 
users are free to move their position without any restriction, while retaining their 
connection to the serviee as they are requested. We need concern the issue of how to 
optimize wireless access network resources for satisfying more users’ request. Despite of 
the introduction o f new technologies allowing more and more bits to be transmitted 
through a channel, the wireless network resources are always limited in opposite to the
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huge user demands. Therefore, wireless network infrastructures are under a rapid 
extension to include more and more APs to accommodate the increasing user demands. 
This makes the nature of wireless network a bit more complex since a user can be reached 
by several routes through different AP. A major concern is to develop a way of achieving 
efficient and fair share of network resources, which is built o f various APs and shared 
among multiple users. In this regards, two important issues for users to efficiently access 
those wireless network infrastructures are 1) how to bind with an appropriate AP among a 
succession of available APs in the wireless network; and 2) how to limit sending rate to 
avoid overloading the network. Our interest in this paper is in the finding a distributed 
manner for AP selections and flow controls, which optimises the performance of wireless 
networks.
In the existing systems widely deployed, each user independently and autonomously 
selects its AP based upon received signal strength (RSS) and send data in a rate controlled 
by transport layer protocols, e.g. TCP. However, such a selection strategy could cause a 
concentration of users at specific APs because the distributions o f APs are normally 
uneven depending on physical conditions, such as landforms, power line configurations, 
building regulations etc. Consequently, the traffie load is very likely to be concentrated at 
a part o f APs, thus degrading the efficiency of the network and lowering achievable 
throughput and fairness of each user.
Several research efforts trying to improve efficiency and fairness o f wireless network 
can be found in literatures. Traditionally, the AP selection keeps in the stage o f static 
setting and RSS driven, and no special congestion control mechanism against the wired 
Internet. In [104] is to set different RSS thresholds for each AP. Wireless node compares 
the RSS with the thresholds and then decides the hand-off procedure. In [45] some 
decision metrics and state the need for decision policy design in the context of vertical 
handover for a single wireless user running multiple communication sessions. In [105], it 
considers users to choose a pricing plan based on their data delay considerations, 
described by a user utility function. In [106], it proposes a solution for facilitating a user 
making a network interface selection decision. It focuses mainly on a possible 
architecture for the end terminal, and mentions the example of an Always Cheapest 
Network Selection strategy. In [107], it look at networks with an auction based pricing 
scheme and employ two different strategies based on user preference for low serviee 
charge, or user preference for networks with a good reputation. In [108], it optimise the
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cost function-based algorithm by separating cost function factors into three different 
categories: QoS factors, weighting factors, and network priority factors. The [109] 
proposed an adaptive transport layer for heterogeneous wireless networks with the 
capabilities of adaptive congestion control, multimedia support, and providing fairness of 
transmission. The [56] proposed a non-cooperative game-theoretic framework for radio 
resource distribution in wireless networks. The limitation for the previous wireless 
network resource management methods fells in following limitation: a) they mostly 
consider the user-eentrie AP selection, however in the asymmetric wireless channels, it 
does not give an optimised solution for traffics. Selfish AP selection at local point cannot 
maximise global utility; b) congestion eontrol mechanism has not been integrated into the 
network optimisation strategy, whieh affects the resouree optimisation, theoretically.
Constrained optimisation methods have become computational tool of central 
importance in engineering. Lagrange duality is a widely used convex optimisation method 
that takes constrains into account by augmenting the objective function with a weighted 
sum of the constrained function. It has the ability to solve very large, practical, and 
distributed problems reliably and efficiently in [11 0 ]. [ I l l ]  it successfully introduced the 
Lagrange duality model in the modelling of congestion control process of TCP/IP 
networks. In this research, we extend the model to depict and solve the traffic 
management problem in heterogeneous radio access networks.
Second, the function of service provider agent aims to provide content service from 
end-system resources to wireless users via different APs. In fact, once the user reached 
the AP, the service provider agent will discover the available eontent from the content 
server for user’s request. The crucial aspect of satisfying more users’ request and 
guaranteed the data transfer need to be addressed by server provisioning algorithm. It is 
related to the insufficient “supply” of server throughput, as more users are added over 
time. Such inefficiency has gradually affected the content quality or user request. The 
capacity o f a connection server is usually constrained by total number of active 
connection and throughput on the server. If  the numbers of servers are under provisioned, 
the many of user request will be rejected or users receive errors of “server not available”. 
The simplest way to distribute requests among dedicated content server is Round Robin 
approach. This algorithm alternatively assigns to address the user requests of data server 
in order. Although it is easy to implement, thus algorithm has bad performance when the 
server load is heavy. Due to the throughput limitation of server, we present weighed
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server provisioning algorithm for balancing load of server and satisfy different user’s 
request service. This service provider agent also presents reservation mechanism to 
guarantee the application performance.
The rest of this chapter is organized as follows: section 5.2 presents agent-based 
resource management architecture for wireless cloud computing service, section 5.3 
optimization strategy is presented for resource management in this architecture, 
simulation result is shown in section 5.4. Finally, summary is presents in section 5.5.
5.2 Agent-Based Architecture for wireless multimedia content Service
This agent-based architecture includes three entities which are wireless user agent, 
service provider agent and end-system resources. Each wireless user is equipped with 
wireless user agent, service provider agent acts as a gateway entity and end-system 
resources provide many of content servers. The interaction progress o f different entities 
within the designed architecture is shown in Figure 5-2. We give a brief overview on the 
involved agent-based architecture and interoperation/interaction between its several 
entities.
W Ï  U r .n r
-Sent ServioB R eq u es t—
-Com pletion of R ccjuast-
Figure 5-2: Interaction between Different Entities
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The following abstracted entities can be described:
• Wireless User Agent (WUA): It will be presented in every wireless user terminal 
such as wireless, laptop and PAD. This agent identifies the application requirements 
and monitors the delivered service of application performance. It sends the user 
requested messages with user’s QoS requirement (i.e., minimum bandwidth) to 
service provider agent for getting available content service via different APs. The 
important objective of this agent is making decision of selecting AP by using convex 
optimization strategy. When the wireless user is changing the new AP by moving the 
location or overloaded traffic of AP, the user agent will update the status of APs for 
supporting optimized service. If  the service performance is degraded, user agent will 
send new request to server agent for maintaining the service performance.
• Service provider agent (SPA): This agent allows the users to connect the wireless 
cloud service provider through wireless links. It enables to discover available content 
from end-system resources and monitoring the status of all the servers. The objective 
of this agent is efficiently utilized the candidate content servers to satisfy more user’s 
request. The progressing of user request through this agent can be shown in Figure 5- 
2. When this agent receives a request fi-om user: first, it will discover the available 
content service from different content servers; second, selecting and reserving the 
best server under user’s request for providing service; third, allocating and delivering 
the service to users. Therefore, once this agent receives the requested services from 
wireless user agent, the selected content server will delivery guaranteed service to the 
users.
• End-system resource: This entity consists many of content servers. Each server has 
its own capability such as server throughput that can support limited number of user’s 
request. They are responsible for dealing with the service requests from user agent 
and server agent delivery of application service.
5.3 Optimization Strategy for Resource Management
The optimization algorithm of wireless resource and server provisioning algorithm for 
utilizing content servers are implemented in agent-based architecture. These optimization 
problems are described in below.
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5.3.1 O p tim isation  P rob lem  in W ireless N etw ork  Access
Wireless network resources are the scarce resource in wireless cloud environment. The 
distribution strategy of those scarce resources affects the overall performance of the 
network. According to this issue, the wireless network optimisation strategy is considered 
as a convex optimisation problem. A duality model for wireless traffic optimisation is 
defined, and then the performance optimisation approach base on this model is studied.
Consider a geographical area that has a set U,U = [u^lx  6  [1, A]}, o f A users, and a set P, 
P =  {Py\y G [1,5]}, of B APs, which are operating independently. U s e r G U, can 
be characterised by the following data structure,
(UTx(rx), minRx, maxR^, D^) (^-^)
Where UT^i') is the utility function of throughput for user x; is the throughput; minRx
and m axRx  are the minimum and maximum threshold o f user throughput or minimum 
and maximum throughput of user’s requirement, respectively; P(Mx) ^  P, is a set
o f radio access points that the user can use; is a vector describing the air interface 
usage policy of user Uy.. We use a utility function o f throughput defined as in [112]:
UTy f e )  = w log{a- r^) (5.2)
Where w and a are coefficients indicating the scale and shape o f the utility function; and 
the value o f satisfies G [minRx, maxRy]. We have
X =  ^
h( {^y\Py^ P(.Ux)]
Satisfying \/d^x,h-) G [0,1] and Zhc{y|pyEPW} =  1- The measures the degree 
o f likeness for user x  to use wireless access point y .  Suppose there exist radio access 
points y  and z satisfying y, z G P{Uy.). t '  is a time point where the user x  is in the active
status, given a time period At, then the following equation holds
(5.4)
<  £, S. t .  ^  0
Where (t)  is the throughput of user x  by using radio access point py at time t; At is 
a given time period; f  is a small real number. Radio access point Py, Py G P, can be 
characterised by the following data structure.
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( U  (P y ), S y ,  m i n S y ,  m a x S y ' )  (5.5)
Where JJ(py), U(py) c  U, is the set of users with the ability to send and receive data 
through Pyi Sy is a fix amount of radio spectrum band allocated to the radio access point. 
m i n S y ,  max5y G (0,1], are minimum and maximum threshold respectively.
For the sake o f simplicity, we assume at there has no priority for users to access the radio 
resources.
Considering a case where a user is accessing a wireless access point, and denoting the 
transmitter as i  and receiver as j .  The signal-to-noise ratio S N R ^ y  y-^ can be give as:
(5.6)
Where the channel gain from Ui to pj is ; the equivalent transmission power is 
power^i j') ; the electronic thermal noise is N ' . If  the radio propagation environment 
satisfies the Rayleigh channel, then the theoretical radio spectrum efficiency can be given 
as:
Where B E R  is the target bit error rate. When adopting the Modulation and Coding Ratio 
Scheme (MCS) on to the wireless link, the actual radio spectrum efficiency can be given 
as:
-1 .5   ^ (5.8)=  f  ( l o g .C l  +
where f(-) is decided by the selected MCS, e.g. BPSK, QPSK, DPSK, etc. The radio 
spectrum efficiency function satisfies
■ (^a:,y) (5.9)
where p(i j)  is the radio resource consumed by user i from the radio access network.
The optimisation objective is to find out a correct radio access network access policy to 
maximise the performance of all wireless network users in an area. Based on the 
definitions above, the performances of users are directly related to the throughput. The
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radio spectrum is the scarce resource to limit the throughput of users. Then, we start with 
the primal problem.
OP: maxr^ 'ZuyeuUTy.{ry) (5.10)
s.t. Vpy G P, satisfies
The Lagrangian is created as:
L i t  price)  =  Y  ^Pxirx)  -  Y  1 ' ( Y
11x^11 P yE P \ \ l lx e U ( P y ')
and the dual function is created as:
L *  (price) =  m a x r ^  I ^  ^  p r i c e y  ■ I Y  I
\U x C U  PyEP \  \u x e U ( p y ')  j
(5.11)
(5.12)
Then, the dual problem is:
D\ m ir ip^L*(pr ice) ,  s .t .  price > 0 (5.13)
Therefore, the primal optimisation problem can be solved when an optimal value of 
vector price  is obtained. The price for a unit o f bandwidth at a AP.
We then study the distributed optimisation problem based on the Lagrange dual. As 
all wireless users are geographically separated without easy means o f message 
exchanging, the dual optimisation problem should be adapted to a format whereby 
optimisations at local users have no need to coordinate with other users. The dual function 
(5.12) can be rewritten as:
L* (price) = Y  +  Y  '^y
PyEP
where Qy(r^) =  - T ^ - r ^
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Z S " ,
■pricey (5.15)
Pyep^Ux)
In equation (5.14), t/T^(-) and Sy are predefined based on the system characteristics. As 
can be observed from the element in the first summation sign of the dual function (5.14),
for yuy  G U there exists a dual optimal value of price', such that rÿ =  r^^price') can be 
given as the maximiser in the dual function (5.14), where the function r^(-) describes the 
sending rate of user % under environment vector pricè. In formula (5.15), can be
independently measured by individual end users. There exists a vector D ', such that 
equation (5.15) can be minimised.
From the above analysis, it can be proved that the constrained optimisation problem 
proposed in formulas (5.10) can be given through equation (5.13), and (5.14).
5.3.1.1 Distributed Asynchronous Control Mechanism
To optimise the wireless network access scenario as shown in Figure 5-1, two issues have 
to be considered, AP selection and congestion control. AP selection concerns with which 
access point should be used among a number of candidate APs. Congestion control 
concerns with the upper limit of data rate of a single user to avoid overloading of the 
network. Following the optimisation model illustrated in Section 2, a distributed 
asynchronous control algorithm for wireless network access is given below. The objective 
of traffic management is to maximise aggregate source utility subject to wireless network 
resource constraints.
The basic idea of the asynchronous distributed traffic control mechanism is to 
introduce an AP selection mechanism and a related congestion control algorithm to 
optimise the distribution of scarce resources. We adopt the greedy method to obtain the 
maximum sending rate. The basic idea of greedy method is to keep increasing rate limit, 
until the benefit gained from utility function is lower than its resource cost. To maximise 
equation (5.14), gradient projection method is used to archive maximum value. So the 
sending rate limit is adjusted following
I I  ^ N ,'dUTx(rx)
r x ( t + A t )  =  m a x  m i n R x . m i n  m a x R y P x v O  +  o: dry
(5.16)
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where a  is the parameter for convergence rate. The sending policy vector D decides 
which AP should be used, and should satisfy equation (5.16).
(5.17)
\ x , y )
_  ( o ,  i f  p r i c e y  ^  m i n { p r i c e p ^ u ^ ^ )
Ay., else
where Ay G (0,1]. The dual problem is solved using gradient projection method. To drive 
the value of L* (price) to an extreme value, price is adjusted in opposite direction to the 
gradient VL*(price). Therefore, we have:
/  dL*(pricè) \  (5.18)
pricey (t  +A t)  =  m a x  \p r icey ( t)  — y  '  pricey (t), Oj
Where y is a parameter for step size. From (5.14) , we get
dl* (price) _  
dpricey
Where Py = luyEU(py) P ( x , y )  •
(5.19)
5.3.1.2 Pseudo Code for Resource Management
From the above analysis, the optimized AP selection and sending rate can be given. The 
pseudo code of distributed control algorithm is given below, following the conclusions in 
(51.7), (5.18) and (5.19).
[1] //update sending rate
[2] if  ((now-last_update_rate)>update_interval_rate) 
{
3 x ( r x )  =  d U T y j d r y  -  T y ,  
if  i 9 x  >  c )  H  s i s  s m a l l  r a i l  n u m b e r  
{ T y  =  m i n ( m a x R y , r y  +  a ) ; }  
else if  ( p y  >  - £ )
{ r y  =  m a x ( m i n R y , r y  -  a );}
[3]
[4]
[5]
[6]
[7]
[8]
[9] }
[10] ratCx =  r x*dx;
[11] H s e t  a  n e w  p a r a m e te r  f o r  tra ff ic  s h a p e r
[ 12] resetratelimit(rateA;
[13] la s t_ u p d a te _ r  a te  =  n o w ,
[14] // update fy, D;^ .
[15] If ( (n o w  - la s t_ u p d a te _ d x )  >  u p d a te _ in te rv a l_ d x )
[16] { // g e t  th e  r a d io  re so u rc e  e f f ic ie n c y  m e a su re m e n ts
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[17] get_c(x.y);
[18] m in p r ic e  = min(price( Ux)lc{x, Ux));
[19] // n u m b e r  o f  R A N s w ith  id e n tic a l m in im u m  c o s t
[20] mmpr/ce_nMw=min_size(price( U f)lc {x ,y)y ,
[21] fo r (y = l ;  i< = \p (U x)\;i+ + ) {
[22] i f  {à {x ,y )= m in p r ic e )  { à {x ,y )= \/m in p r ic e _ n u m ;}
[23] i f  { d { x ,y ) o m in p r ic e )  { d(x,y) =  0; }
[24] }
[25] l a s t _ u p d a t e _ d x  =  n o w ' ,
[26] }
[27] //update shadow price for Access Point y
[28] I f  { { n o w  -  l a s t j u p d a t e _ p r i c c y )  >  u p d a t e J n t e r v a l _ p r i c e f )
[29] { p r i c e y  =  p r i c s y  -  y  * (sy  -  P y ) ;
[30] // y  i s  a  s t e p  p a r a m e t e r
[31] l a s t _ u p d a t e j ) r i c e y  =  n o w ' ,
[32] }
Figure 5-3: Pseudo-codes for Resource Management in Wireless Networks
5.3.2 Server Provisioning for Content Server Selection
In this section, server agent enables to provide on-demand service for user’s request. First, 
server provisioning algorithm is implemented to select best server for satisfying more and 
more users’ request. Second, the reservation mechanism is employed to guarantee service 
performance. In other word, once a server has been selected for user request, server agent 
will reserve this server for providing continuous service.
We present weighed server provisioning algorithm that decide how to share of the number 
of user request should be given to each server. Consider in end-system resource that has a 
set H, H =  (hz|z G [1, M]}, of M servers. Server hg, hg G H, with the server throughput 
BWg.The M(t) denotes the total number of active servers during the interval between time 
t  and 1 4-1. As mention in section 5.3.1, has a set U, U =  {u^jx G [1, A]}, o f A users, and 
rx is the throughput o f each user. We make the assumption that server agent gets all the 
users’ request via APs. Therefore, A(t) denotes the total number of incoming users’
request to server agent, allocating on available M(t) servers (i.e.,A (t) =  A^gCt))* 
Let Nh^(t) denotes the number of connections on server hg at time, and Ah^(t) and 
Ohg(t) be the number of incoming and leaving users for server hg, respectively, between 
time t  and t  +  1. The dynamics of the individual server hg can be expressed as
Nh r t+ 1) =  Nh rt) + Ah rt) -  Oh rt) (5.20)
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This equation captures the integration relationship between the incoming users Ah^(t) and 
the number of connections Nh^(t). Therefore, server agent aims to determine the A^  ^(t) 
for each server hg. The dispatching formula can be expressed as
A h ,( t)=  A (t) 'V h ,(t)(1 3 ) (5.21)
Where Vh^(t) is weight o f the total requested users A(t) assigned to the servers M(t). The 
value of weight Vh^(t) depends on selecting different load balancing algorithm. Basically, 
the load balancing algorithms try to make the numbers of connections on the servers the 
same, or as close as possible. The simple method of Round-Robin load-balancing, i.e., 
always setting V^^Ct) =  1/M (t), apparently does not work here. There are many ways to 
make load balancing work for selecting serves. For example, one effective heuristic is to 
apply round-Robin only to a portion o f the servers that have relatively small number of 
connections. In fact, according to the different server intrinsic characteristics such as disk 
1/0 throughput, the server bandwidth is limited. Therefore, the issue o f sharing the limited 
server bandwidth of each server need to be addressed. We present a weighted load 
balancing algorithm, where the server agent assigns the following portion of total loads to 
server hg:
1 (5.22)
s.t. U (hz) G U,
M(t)
I =  1
Where U (hz) is the set o f users are allocated to the dedicated server hz which provides 
the sufficient service for content request o f the users.
According to identify the user’s application request and server selection algorithm, the 
flow chart is shown in Figure 5-4 to describe the server selection processing. Procedures 
o f flow chart are described in below:
(i) Initially, service provider agent receives the users’ requirement from the wireless 
user agent and identifies these requirements such as content name, minimum
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bandwidth. After that, service provider agent gets content servers information for 
satisfying user’s demand.
(ii) The candidate content servers can be listed in the table for wireless user agent to 
make selection.
(iii) The server provisioning algorithm is employed to find out best server according to 
users’ demand. This algorithm can efficiently utilize end-system resource to satisfy 
more users’ request.
(iv) Using the resource reservation mechanism to reserve the selected server aims to 
provide guaranteed service to users. Service provider agent will send confirm 
information which includes content server ID and status of selected content back to 
users.
Start
End Resource
from Service 
' tZ Z T T  Provider
No itent berver i 
satisfied
Yes
End
Reserve Selected 
Senrer
List of Server 
Candidates
Receive user’s request by 
server agent
Figure 5-4: Flow Chart of Content Server Seletion
5.4 Performance Evaluation
In this section, we present and evaluate our simulation result. Simulation and analytical 
results show that the proposed agent-based optimization scheme achieves better resource 
utilization and decreases 22% of the required service false ratio. To maintain a stable
127
Chapter 5. An A^ent-based Architecture fo r  Delivering Multimedia Content to Wireless User
system and keep fairness among users, a resource selection strategy proposed with 
optimization scheme is recommended. Based on the proposed resource selection strategy, 
system performance of service discovery and resource selection and allocation are 
simulated based upon a heterogeneous network scenario consisting of an IEEE 802.11b 
network and an IEEE 802.11a networks -  these two WLAN technologies have different 
physical layer parameters. Though in the simulation, only WLAN networks are 
considered, we believe the proposed resource selection strategy can be easily applied to 
other wireless technologies.
Through simulation with CloudSim [33] (Cloud Simulator) tool, which allow researchers 
and industry-based developer to focus on specific system design issues that provide a 
generalized, and extensible simulation framework that enables seamless modelling, 
simulation, and experimentation of emerging cloud computing infrastructures and 
application services, we extended the wireless link performance model into it for wireless 
cloud scenario.
5.4.1 Experiment Setup
We simulate a wireless cloud system with 7 wireless APs and the three basic video 
content server as application server used in this simulation. A range o f 10-50 wireless 
users are distributed in this wireless cloud system. The duration o f user request content 
data that ranges from 10 minutes to 1 hours; wireless network transmission bandwidth is 
set in a ranges from 500kbps to 2 Mbps. The application servers are set in 3 difference 
location and all the video data are stored in these 3 application servers. Each server disk 
I/O throughput is 400Mbps, 800Mbps and 400Mbps [113].The performance parameters 
below in Table 5.1
Number o f User 
Requests Number of APs
Bandwidth Range 
(bps)
Number of 
Application content 
Server
1 0 - 5 0 7  A P s 5 0 0 k - 2 4 M 3
Table 5.1: Experiment Parameters
The Performance parameters above are calculated based on these formulas. The 
equation (5.22) is used to calculating the successful ratio of user requests.
S  (5.22)
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Where the user request successful ratio indicated by the number of success request 
is S and is the total number of user request.
Equation (5.23) shows the traffic load in each of AP.
E B t (5.23)
T, =
Where Ti notes the traffic load in each AP, Bi represents the capacity of wireless link 
for user application used. indicates the total capacity of each AP.
5.4.2 Experiment Result and Discussions
Figure 5-5 illustrates successful ratio of the user application service against the user 
submitted serviee requirements, the result shows the different successful ratio between 
apply agent-based scheme with resouree management strategy to select and allocate the 
AP or normal resource selection based on o f user’s application constraint. The result 
appears in figure 5-6 that the successful request ratio in optimized resource selection is 
more than normal resouree selection 5%~20% until network resouree saturation. In term 
of request successful ratio is calculated by number of request successful completion 
against the total number of user required serviee.
Random Resource Selection 
Optimized Resource Selection
3 70
10 15 20 25 30 35 40 45
Number of user required service
Figure 5-5; Successful Request Ratio vs. User Requested Service
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; Random Resource Selection
50
Optimized Resource Selection
15 20 25 30 35 40 45
Number o f user required service
Figure 5-6: Number of Successful Request vs. Total User Request
In addition, the figure 5-6 shows the number o f successfiil requests in these two strategies. 
Obviously, the number of successful jobs in optimized resource selection strategy is 
increased sharply than random resource selection. In the other work, more request can be 
served within optimal resource selection strategy based on the agent-based scheme. Again, 
from the Figure 5-6 we can see if the number of user service requirements over than 25, 
the performance o f request successful completion ratio more stable that means agent- 
based optimization scheme performs efficiency resource utilization and fair sharing the 
available resources.
^  #AP4 
_ #  "RAP5 
_SAP6 
^  AP7
0.6
slst,
Number of User required service
Figure 5-7: Traffic Load of AP vs. No. of User Request with Normal Selection
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□ AP2
E3AP3
BAP6
Number of user required services
Figure 5-8: Traffic Load vs. No. of User Request with Optimal Selection
Furthermore, the Figure 5-7 illustrates APs utilization ratio for supporting user’s 
application with normal resource selection strategy. It presents that un-balanced 
utilization between those APs. In case of 10 and 20 users distributed in the wireless cloud 
system, one of AP is not being used, though all user’s requirements have been successful 
completion as refers in figure 5-7. On other situation, APs are not efficient and unfair 
usage in case of 20 and 30 users.
The Figure 5-8 shows better resource utilization ratio in comparison with the figure
5-7. It illustrates APs utilization ratio for supporting user’s application with agent-base 
optimized resource selection strategy. Figure 5-8 presents that balanced utilization 
between those APs. In case of vary users distributed in the wireless cloud system. All the 
AP are faired usage and balance load. Eventually, more services can be providing with 
available resources limit by using agent-based optimal scheme in wireless cloud 
environment.
5.5 Summary
This section research extends the Lagrange duality optimisation to describe the problem, 
and theoretically build-up the optimisation process of wireless network traffic 
management. This problem has been formalised to a constrained optimisation problem, 
and its solution has been given. It still remains largely open how this strategy can be 
integrated in to specified Radio Access Network (RAN) infrastructure. Future works are
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planned to prove the efficiency of price-based traffic management algorithm under 
mainstream wireless networks.
This chapter discusses the future demand of network resource selection mechanism in 
wireless grid environment. Moreover, it introduces the major components of CloudSim 
wireless network extension for implementation and simulation o f wireless resource 
selection algorithm in wireless and wireless environment. A proposed agent-based 
architecture for delivering multimedia content for wireless user is introduced in rest o f 
this chapter and a vary amount o f users with wireless cloud applications is used as 
implementation o f this algorithm. Finally, simulation results o f a wireless application 
scenario is discussed and analysed.
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6 Conclusion and Future Works
Wireless cloud is one o f wireless technology trend in the future since it combines the 
advantages of both wireless communication networks and cloud computing, thereby 
providing optimal services for wireless users. It is playing a much more important role in 
the future wireless network. This computing technology implies that computing is not 
only operated on wireless devices, but on centralized facilities by thirty-party computing 
and storage utilities. It refers to both the data and computing intensive applications 
delivered as services over the wireless network and system hardware/software in servers 
as wireless service providers. Wireless cloud solutions seem to state master keys for the 
IT enterprises which suffer from budget concerns and limited resources on wireless 
devices, and a number of applications have been started to run on the different wireless 
devices.
Through wireless cloud computing technology have many benefits for IT enterprises, 
but also bring out corresponding challenges. Wireless cloud computing is easy to be 
confused with several existing technologies such as wireless grid, utility computing and 
virtualization. It is a newly evolved wireless service delivery model. Wireless cloud 
computing technology covers the equal importance both on cloud computing and wireless 
communication technologies, and it lets wireless users focus on their abilities on demand 
by abstracting its technology layer. In that case, the issues of optimizing wireless device 
hardware consumption, satisfying more users’ request, efficiently utilizing wireless 
network resources and selecting best WCSP in wireless cloud is worthy to be 
reconsidered by researchers.
6.1 Thesis Conclusions
In our work, first, we addressed the problem of WCSP selection with user 
preferences to satisfy different application’s requirement. Second, the energy saving 
problem has been addressed on wireless device for computing-intensive applications. 
Third, we addressed the problem of wireless resource allocation and server provisioning 
for content service from WCSP to satisfy more users’ request.
Chapter 6. Conclusion and Future Works
In this chapter, we present a short summary of this thesis, and then discuss some 
further possible research directions.
In chapter 1 we described wireless cloud applications that sharing the wireless access 
network and end-system resources. According to the user demand of these applications, 
the list o f several challenges that need to be addressed in order to make the execution of 
applications on wireless device or wireless cloud. The research objectives and main 
contribution has been presented.
The following chapter 2 investigated the related work of wireless cloud computing 
including grid, cloud and wireless grid technologies. Several advantages and issues of 
wireless cloud computing are presented in this chapter. The related work of agents in 
wireless communication and cloud has been surveyed, and their contributions and 
shortcoming are identified. The objective of resource management is that it leverage 
wireless cloud resource to support users’ request service. Therefore, the agent-based 
resource management architecture has been defined for supporting on-demand services. 
This architecture is designed to support different data and computing intensive 
applications. The selection or optimization problem has been described in this 
architecture. In this chapter we also investigated decision theory for selecting WCSP, 
meta-job scheduling, non-linear optimization strategy. These studied methods helped us 
to identify the scenario of the optimization resource utilization under user’s requirements 
and clearly defined the objective of thesis.
In chapter 3, we introduced decision theory for selecting best service provider from 
multiple WCSPs. The AHP is a powerful method to decide the relative weights of 
evaluative criteria set that is concerned with the users preference and various wireless 
cloud applications. The grey relational analysis (GRA) ranks the service provider with 
status of wireless network and end-system resource information. Therefore, we employ 
combined AHP and GRA method for helping user to make decision to select best WCSP. 
Furthermore, we evaluated the performance of the presented method by CloudSim 
simulator, and this new method is proved to be effective for selecting WCSP.
Compared with traditional wireless computing paradigm, wireless cloud is involved 
for processing more computation applications on mobile device via service provider. 
Thus, the problem about how to make reasonable strategy in order to process more 
computation applications needs to be questioned. In chapter 4, we introduced an adaptive
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offloading strategy based on agent-based resource management to solve jobs offloading 
problem in wireless cloud computing. This offloading strategy includes grouped job 
partition, fuzzy logic model and job scheduling algorithm in service provider. The 
grouped job partition strategy fully considered the possible situations of different 
computation application’s request such file size and computing requirement to partition 
meta-jobs. We derived that the fuzzy control model for saving energy on wireless device. 
Furthermore, the network-aware sufferage heuristic scheduling algorithm is implemented 
on wireless cloud in order to save the idle power of wireless device. Finally, the 
simulation results proved this adaptive offloading strategy for saving energy via wireless 
cloud computing.
Taking further improvements of real-time applications applied on wireless device, the 
chapter 5 employed wireless resource optimization and server provisioning algorithms to 
satisfy more users’ request. The work modeled the wireless resource utilization problem 
by using convex optimization algorithm. This algorithm can provide better solution of 
efficiently utilizing the wireless network resources and balancing the throughput of users’ 
request. And the weighted server provisioning algorithm aims to balancing the usage of 
server bandwidth to provide sufficient content service of users’ request. The reservation 
mechanism is applied in server agent for guarantee the data transmission o f users’ request. 
This study focuses on enhancing data transmission performance and reducing the wireless 
network congestion.
6.2 Further Directions
As the experiments have shown, the presented agent-based resource management 
architecture is ready to manage wireless cloud resources, satisfy more users’ request and 
help users’ to select best WCSP. However, there are still a number o f issues that have 
been identified as needing further enhancements. May features can be added to our 
resource management architecture.
In the future, we need focus on context awareness resource management. The context 
awareness between a mobile device and wireless cloud is another important feature to 
improve users’ request. Nowadays, wireless devices such as PAD, smart phone usually 
serves as an information gateway for the wireless user involving many personalized 
activities such as making an appointment, locating some interested spots and checking
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emails, etc. wireless cloud can utilizes the sensing abilities of their wireless devices such 
as location, acceleration, etc. Context awareness can be at either the device level or the 
application level. When it is at the device-level, the device’s states such as CPU 
utilization, available memory and storage, and battery levels need to be learned by its 
wireless service provider to decide whether computing operations should be migrated or 
not. At the application level, mobile devices can be interfaced to various wireless-capable 
devices such as sensors, RFIDs, and other smart devices. Without the support o f wireless 
cloud services, these tasks are difficult to be executed by individual mobile devices. Each 
mobile device can be considered as a sensing service node for the cloud. The number of 
mobile devices involved determines the quality of wireless cloud services that utilize 
sensed data. Therefore, the issues of how to locate wireless device according to 
knowledge base in wireless cloud is still challenging work.
The primer optimization wireless network resources are not a final result in wireless 
cloud computing, our investigation will be continuous considering more features of 
wireless cloud services. We shall extend our result to energy save model o f wireless 
network resource. Because each access point need energy for data transmission. Thus, the 
issue of how to use less access point to process same number of users’ request, which 
compared with our presented algorithm. We will further other generic algorithm or 
Particle Swarm Optimization algorithm to address this issue.
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CloudSim [33] is a simulation toolkit for modeling and simulation of cloud 
computing infrastructures and services. It is implemented as a Java API published under 
the GNU GPL and is part of the GridBus Project [114]. CloudSim is still under 
development and the current release is version 3.0. It provide a generalized and extensible 
simulation framework that enables modeling, simulation, and experimentation of 
emerging cloud computing infrastructures and application services, allowing its user to 
focus on specific system design issues. Its toolkit supports the facility for simulating 
different classes of large scale cloud computing data centers, virtualized server hosts, with 
customizable policies for provisioning host resources to virtual machine, users, 
applications and resource brokers. It can be used for simulation of job scheduling on 
various configurations of parallel and distributed systems such as clusters, grids and P2P 
networks.
CloudSim is the utilization of simulations tool for the certain case o f cloud 
computing. It also aims to provide a generalized and extensible simulation framework that 
enables seamless modelling, simulation and experimentation o f emerging cloud
computing infrastructures and application services.
Overview of CloudSim functionalities:
• Support for modelling and simulation of large scale cloud computing data 
centers
• support for modeling and simulation o f virtualized server hosts, with 
customizable policies for provisioning host resources to virtual machines
• support for modeling and simulation of energy-aware computational resources
• support for modeling and simulation of federated clouds
• support for dynamic insertion of simulation elements, stop and resume of 
simulation
• support for user-defined policies for allocation of hosts to virtual machines and 
policies for allocation of host resources to virtual machines
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As known well as both of GridSim and CloudSim are runnable simulation tools on 
Windows/Linux operation systems. They are completely programmed in Java and 
therefore have cross-platform features. In this research work, Windows is chose as the test 
platform.
A.l Simulator Installation
The following instance shows the Windows version of CloudSim installation.
A 1.1 Prerequisites
• Download the c l o u d s i m 3 .0 3 . z i p  package from website of:
http://cloudbus.org/cloudsim/
• Download the jdk-l_5_0_04-windows-i586-p.exe Sun’s Java version 1.5.0 or newer 
from website of; htto://iava.sun.com/i2se/1.5.0/instali.html
• Download the e c l i p s e - j e e - g a l i l e o - w i n 3 2 . z i p  Java IDE from website of:
http://www.eclipse.org/downloads/packages/ecHpse-ide-iava-ee-developers/indig.osiT
A 1.2 Installation of Eclipse Java IDE
There is no installer (executable program) used to install Eclipse. The process 
described below involves unarchiving (unzipping) a directory tree of files and placing it 
in an appropriate location on your hard disk. It is very strongly recommended that you 
locate the eclipse\ directory at the root of your computer's hard drive; or, minimally, on a 
directory path with no spaces in its name (e.g., C:\mystuff\eclipse\. It is worth noting that 
Eclipse does not write entries to the Windows registry; therefore, you can simply delete 
(or move) the installed files, shortcuts, and/or the workspace: there is no executable 
uninstaller either.
• Unzip (or copy/unjar/check-out) the software (e.g., the downloaded file eclipse-jee- 
europa-win32.zip) into an appropriate location on your hard disk (e.g., C:\eclipse).
• These instructions are written assuming that you are running eclipse from C:\eclipse; 
if you are using a different path, adjust accordingly.
• Once the unzipped (copied/unjarred/checked-out) files are located on your filesystem, 
get started using Eclipse:
o Run Eclipse by running C:\eclipse\eclipse.exe
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o The first time you run Eclipse, you will be prompted to identify a location for 
your Eclipse workspace. This is where local copies of your projects (files you 
check in and/or out o f code repositories) will live on your file system. Do not 
create the workspace in a directory path that has spaces in it - i.e., not in the 
default C:\Documents and Settings\... directory presented by default on the first 
startup o f  Eclipse. Instead, it is recommended that your workspace be located at 
the root o f  your machine's hard disk, e.g., C:\workspace.
o It is advisable to pass JVM arguments to Eclipse at startup to reserve a larger 
memory space for the IDE than the default. To, specify recommended JVM 
arguments, create a shortcut (probably on your desktop) with the following target 
(modified if you're using different directories):
A 1.3 Installation of CloudSim
There is no special program to install CloudSim. You just need to unzip the 
CloudSim file to install.
If  you want to remove CloudSim, then remove the whole CloudSim directory.
NOTE: You do not need to compile CloudSim source code. The JAR file is 
provided to compile and to run CloudSim applications.
Description of the following jar files:
* cloudsim.jar — contains CloudSim class files only
* simjava2.jar — contains SimJava v2.0 class files only 
A 1.4 Im port CloudSim libraries into an Eclipse project
Follow the instructions in this procedure in order to import the CloudSim library 
(cloudsim.jar file) in an Eclipse project.
First, right-click on the project name and select “Properties”, as the following picture 
shows.
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Fte Edt NavJoate Search Project Run WAdow Help :
You will get the window depicted in the following figure. Under the “Libraries” tab 
you will see all the libraries already imported into this project. So to import the CloudSim 
library (the file cloudsim.jar), just click on “Add external JARs”.
^ P r o p e r t i e s  for CloudConiputeiBrokerProj _ J O | x |
I • R e s o u r c e  
i -  B u i l d e r s  
h - i J a v a  B u i l d  P a t h : !
È  ■ J a v a  C o d e  S t y l e  
à - '  J a v a  C o m p i l e r  
: f f l  - J a v a  E d i t o r  
i -  J a v a d o c  L o c a t i o n  
I - P r o j e c t  R e f e r e n c e s  
i -  R u n / D e b u g  S e t t i n g s  
ttr T a s k  R e p o s i t o r y  
i T a s k  T a g s  
S I - V a l i d a t i o n  
L  W i k i T e x t
Java Build Path
S o u r c e  \ P r o j e c t s  “  L i b r a r i e s  |  O r d e r  a n d  E x p o r t  |  
J A R s  a n d  c l a s s  f o l d e r s  o n  t h e  b u i l d  p a t h ;
S  f c  J R E  S y s t e m  L i b r a r y  [ j r e 6 ] A d d  J A R s . ,
A d d  E x t e r n a l  J A R s . . ,  |
A d d  V a r i a b l e , , ,
A d d  L i b r a r y , , ,
A d d  C l a s s  F o l d e r , , ,
A d d  E x t e r n a l  C l a s s  F o l d e r , , ,  i
Hioiate
C a n c e l
After that, you just have to browse to the gridsim.jar/cloudsim.jar file, where it is. The 
following figure shows this process.
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Properties for ConvcxOptimization
ype filter text
I® Resource 
]■■■■ Builders
E; Java Code Style 
S-- Java Compiler 
B  Java Editor 
i -Javadoc Location 
I Project References 
i-RefactoringHistory 
i“ - Run/Debug Settings 
B  Task Repository 
j -Task Tags 
I- Validation 
I-- WikiText
Java Build Path
É? Source | Projects B, Libraries | %  Order and Export j 
JARs and class folders on the build path;
.+ »i cloudsim.jar-D:\Yanbo_PhDwoik\Simulator&Pro 
>  »■” gridsim.jar - D:\Yanbo_PhD worf\Simulator & Prog 
EJ simjavaZ.jar-D:\Yanbo_PhD work\Simulator&Prc 
S  -gB  JRE System Library [JavaSE-1.5] iis
Add JARs...
Add External JARs...
J Variable..,
Add Library.,.
dd Class Folder.
Add External Class Folder.
Remove
j j
OK I ' Cancel
Click “OK”, and then the gridsim.jar file will be imported into you Eclipse project, as the 
following figure shows.
Now, CloudSim is ready to be used.
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Appendix B: Simulation Results of AOS for 
Saving Energy in WCC
Job No. AOS.Remote ALLJobs_Local P_Remote Fuzzy_Remote
Storage Usage 
(Mbytes]
Storage
Usage
(Mbytes]
No. of 
Failed 
Jobs
Storage
Usage
(Mbytes]
No. of 
Failed 
Jobs
Storage Usage 
(Mbytes]
10 1596 1679 i l l l l l l l l l l l i l
20 1989 3425 3247 1911
30 1982 4741 4510
40 1982 5974 5560 1982
50 1984 7275 6789 1982
60 1991 7998 7253 1998
70 1996 7991 16 7915 8 1993
Table B.l Summary of Storage Usage for up to 70 Jobs
Job
No.
AOS_Remote ALLJobs_Local P_Remote Fuzzy_Rem
ote
Energy
Consumption
(Joules]
Energy 
Consumptio 
n (Joules]
No. of 
Failed 
Jobs
Energy 
Consumptio 
n (Joules]
No. of 
Failed 
Jobs
Energy i 
Consumptio ; 
n (Joules)
10 580.1021 688.3017 580.1021 688.3017
20 947.4799 1439.517 1256.197 1073.121
30 1212.587 1884.722 1634.209 M s I l Ê M i Ê È
40 1450.054 2565.356 2137.881 1573.267
50 1613.713 3058.093 2555.797 1823.83
60 1966.807 3670.536 2526.081 2581.913
70 2308.38 3681.803 l l l i i l l l 3103.082 8 2562.443
Table B.2 Summary of Energy Consumption for up to 70 Jobs
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Job
No.
AOS_Remote ALLJobs_Local P_Remote Fuzzy_Remote
Storage
Usage
(Mbytes]
Storage
Usage
(Mbytes]
No. of 
Failed 
Jobs
Storage
Usage
(Mbytes]
No. of 
Failed 
Jobs
Storage | No. of 
Usage 1 Failed 
(Mbytes) j Jobs
10 1:196 1679 1596 1670 1
20 1989 3425 3247 1911
30 1982 4741 4510 1982
40 1982 5974 5560 1982
50 1984 7275 6789 1982
60 1991 7998 2 7253 1998
70 1996 7991 16 7915 8 1993
80 1974 7997 24 7994 16 1995
90 1966 7971 28 7973 21 1996
100 1999 7992 35 7945 24 1993
110 1996 7991 40 7982 39 1986
120 19:14 7992 61 7981 42 2296
130 1998 7999 72 7995 45 2355
140
150
160
1992
2303
1988
8000
7999
7989
77
89
100
7993
7993
7988
56 2496 
65 : 2419 
71 2686
170
180
190
2271
2611
2295
8000
7997
7999
106
122
139
7989
7986
7995
79 1 2929 
96 3291 
108 1 2927
200 29:17 7994 148 7996 112 4349
210 2776 7986 145 7998 111 1 4069
220
230
2989 7996 159 7975 118 4379
3309 7996 168 7987 124 4666
240
250
3206
3367
7997
7999
178
198
7994
7992
119 4890 
123 : 4744
260 3620 7997 214 7997 157 5081
270 3981 7992 216 7991 164 4778
280 4223 7991 217 7996 173 5350
290 4418 7994 228 7986 189 5553
300 4430 8000 238 7997 193 5973
310 4659 7994 252 7991 191 5997
320 4373 7998 246 7993 180 5995
330 4806 7995 268 7992 203 5999
340 5195 7998 280 7999 213 5995
350 8000 291 7989 211 5993
360 4878 7999 288 7991 211 5995
370 5687 8000 305 7999 249 5999
380 5842 7993 320 7990 235 5998
390 5331 7998 328 7997 240 5997
400 5646 7996 329 7998 249 5993
410 5706 7998 348 7997 245 5998
420 5991 7995 367 7996 280 5990
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430 5983 7997 363 8000 1 274 5993 26
440 5985 8000 380 7994 282 5991
450 5982 8000 386 7987 291 5983
460 5990 7999 395 7982 295 5998 27
470 5967 8000 416 7995 305 5999 70
480 5989 7998 420 7991 334 5994 63
490 5982 7998 440 8000 327 5993 29
500 5997 7997 441 7999 344 5997 56
510 5993 7994 418 7986 346 5996 97
520 5996 7994 473 7988 377 5999 87
Table B.3 Summary of Storage Usage for up to 520 Jobs
Job No. AOS.Remote ALLJobs_Local P_Remote Fuzzy_Remote
Energy
Consumption
(joules)
Energy
Consumption
(joules)
Energy
Consumption
(loules)
Energy
Consumption
(joules)
10 580.1021 688.3017 580.1021 l | | | | 8 i |Q ; i : | | | |
20 947.4799 1439.517 1256.197 1073.121
30 1212.587 1884.722 1634.209 iilii|iii3 i8 iiii:iii
40 1450.054 2565.356 2137.881 1573.267
50 1613.713 3058.093 2555.797 l l l l l l l l l l l l l l l
60 1966.807 3670.536 2526.081 2581.913
70 2308.38 3681.803 3103.082 2562.443
80 2291.257 3783.183 2965.056 2774.743
90 2448.052 3464.003 2514.883 | | | | | | | | | i | | : | | i | |
100 2726.632 4233.163 2864.801 3373.037
110 2840.601 3777.447 2945.681 3414.794
120 3290.468 3526.708 2996.459 4303.559
130 3076.739 3476.115 3025.054 4432.984
140 3808.33 4778.7 3789.796 4676.424
150 4262.188 4004.268 3225.098 4545.039
160 3918.141 3438.956 2943.357 5056.683
170 4354.703 4346.441 3026.641 5741.274
180 4934.24 3880.912 3368.001 6490.299
190 4439.592 3930.951 3058.311
200 5656.824 3294.386 3209.175 8213.459
210 5286.862 4528.51 3881.877
220 5852.367 4431.976 3731.644 8305.307
230 6751.865 3574.037 3165.261 ||i: |8 9 2 i2 5 2 : |||i
240 6321.175 3834.681 3388.256 9214.45
250 6812.375 3797.024 3624.676
260 7161.665 3695.741 3670.703 9974.894
270 7585.126 3666.646 3079.733 9167.394
280 7917.551 3697.658 3342.458 10398.27
290 8333.926 : 3867.178 3361.131 10775.57
300 8264.248 3974.517 3543.166 11324.55
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310 8754.966 3960.656 |||6 7 iS |: : : iip 12426.38
320 8258.209 4335.768 3391.568 l i i S i i i l i l i i i i
330 9318.852 3785.476 3546.1 :::;il|i2254:8i:R-
340 10387.26 4117.246 3534.162 13106.33
350 9542.39 4269.036 4258.637 iilillli4A p6iiïf;:
360 9395.407 4522.881 4280.461 13059,75
370 i^iii:i0966P3:6li::Pi 4116.427 4113.352 1 |||i||p8 i3 |||ii::P
380 11185.16 4251.859 4113.131 13820.77
390 10513.05 3949.19 3833.693 13788.44
400 10856.09 4161.814 3963.134 14192.33
410 10946.08 4418.08 4124 14763.48
420 11876.41 4271.858 3866.161 14237.97
430 11708.83 4582.007 4161.504 14998.63
440 12040.82 3959.964 4074.467 14692.03
450 12828.11 4616.024 3819.479 14999.84
460 12855.07 4347.803 4433.294 14997.62
470 13427.06 3603.331 4116.331 14997.93
480 13985.19 4013.776 3957.316 14998.85
490 13757.73 3904.871 4046.328 14999.55
500 14212.85 3758.319 3994.672 14999.54
510 14218.75 4286.583 iii:illi:332ii[i 14999.2
520 14966.9 3187.032 4102.119 14999.87
Table B.4 Summary of Energy Consumption for up to 520 Jobs
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