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Abstract 
Ford, J.A. and A.F. Saadallah, On the conditioning of the Hessian approximation in quasi-Newton methods, 
Journal of Computational and Applied Mathematics 35 (1991) 1977206. 
A bound on the possible deterioration in the condition number of the inverse Hessian approximation is derived 
for updating formulae of BFGS-type. We construct a nonlinear model for the gradient of the objective function 
along a chosen ray in the variable-space. The model has a “free” parameter which is determined by minimising 
the condition number bound. Numerical tests indicate that using such a device on the first iteration can lead to 
an improvement in the performance of several algorithms of quasi-Newton type. 
Keywords: Unconstrained optimisation, quasi-Newton methods. 
1. Introduction 
Quasi-Newton methods are algorithms for locating the minimiser x * E IR” of a differentiable 
function f: R” --, R, given that the gradient g : R” + R” is analytically available (or that it may 
be adequately estimated). If such methods are implemented with the technique known as 
line-searches, then the iteration which obtains a new estimate xi+r from the previous estimate xi 
is given by a relation of the form 
xi+1 = x, - t;I?-‘g,, i=O, l,..., (1) 
where cj is a positive scalar chosen with the aim of approximately minimising f along the search 
direction 
pi = - B-‘g,. (2) 
The matrix B, (or its inverse II,) is constructed with the intention of approximating the Hessian 
of f (or its inverse), in order to be able to “mimic” Newton’s Method (without the cost of 
obtaining the Hessian) and thus achieve a high rate of convergence, ultimately. Different 
quasi-Newton methods are distinguished principally by the manner in which they construct the 
approximations to the Hessian or its inverse. Such methods include the DFP formula (Davidon 
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[4], Fletcher and Powell [S]), the BFGS formula (Broyden ]3], Fletcher [7], Goldfarb [ll], Shanno 
[17]) and the so-called “Self-Scaling Variable Metric” methods ( SSk’M) (Oren [13], Oren and 
Spedicato [14]), and update Bi at each iteration to produce a new approximation Bj+i which 
satisfies the “secant equation” (Dennis [5]): 
where 
si A x,+1 -xi, Yi A gCx,+l) -gCxi>* (4 
The secant equation may be regarded as an approximation to the “Newton equation” [lo], which 
is satisfied by the exact Hessian at x;+i: 
G(Xi+l)si=$l _ ’ 
7-l 
where G denotes the Hessian and g is regarded as a function of the scalar r: 
g(x(T)) p g(xi + 7Si). (6) 
(The condition (3) may also be motivated by the fact that it is satisfied by the exact Hessian 
G( xi+i) when the function f is quadratic.) 
An alternative approximation to the Newton equation was derived by Ford and Saadallah [9] 
from a nonlinear model (involving a free parameter) for the gradient restricted to the ray 
IL = {x( 7): 7 & O}. They showed how the parameter could be determined, via the use of an 
estimate of the curvature of the function, in addition to employing known values of the gradient. 
In this paper, we consider the use of a similar model, but in which the parameter is determined 
by minimising a bound on the ratio K(H~+~)/K(EJ;), where K( .) denotes the condition number 
with respect to the spectral norm. By this means, we hope to restrict the possible deterioration in 
the conditioning of the inverse Hessian approximation [19]. 
2. A bound on the condition number ratio 
For brevity, we introduce the notation 
CJ=.STy, 6 =_YTHy, 6 = sTBs. (7) 
We shall also, from now on, omit the use of subscript “i ” and replace the subscript “i + 1” by 
the superscript “ * “. 
Oren [13] introduced a two-parameter class of updating formulae, given by 
H*=uH+ 
(u + u+<)s.sT v&yTH+ &ST) 
a2 
+ u(+ - I)J%YTH 
5 - u 
9 (8) 
where 4 E [0, l] is a parameter and u is restricted to lie in the interval [a/<, C/U]. Oren and 
Spedicato [14] derived a bound on the condition number of H *, as given in the following 
theorem. 
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Theorem 1. Let H * be defined by (8) and let K( -) denote the condition number with respect to the 
spectral norm (that is, K(H) = 11 H 11 2 . 1) H-’ II 2). Th en, if the matrices H and H * are positive 
definite, there holds: 
K(H*) <K(H) 
max(p+ JPZ, u) 
en(p- /G, u) ’ 
(9) 
where 
The BFGS updating formula is a special case of (8), corresponding to the choice u = + = 1: 
H*=H+ (o+t)ssT _ syTff+HysT_ 
u u 
02) 
In the following theorem, we develop (for this particular case) the bound given by Oren and 
Spedicato in Theorem 1. 
Theorem 2. Let H * be defined by (12), where H is a positive-definite matrix, and s and y sati.& the 
condition o > 0. Then there holds: 
K(H*) <K(H) [#+ @=12, 03) 
where 
Proof. For this case, (9)-(11) become 
@*) <K(H) 
max(p+ jp2_, 1) 
n-m+- /Kk I) ’ 
(15) 
where 
We note that p > 0, since H is positive definite and u > 0, by assumption. From the Cauchy 
inequality, it follows that e.$> u2. Thus, from (16), we obtain 
(17) 
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Therefore, 
P2_PL), [z$12= [ 4-41’ 
2a2 ] . 
From (16) and (18), we obtain 
+45-d =g>1 
2a2 a2 ’ . 
Again, from (16) and (18), we have 
Therefore, 
by virtue of (20). Thus, inequality (15) becomes, on using (19) and (21), 
K(H*) <K(H) 
[P+hG] 
[P-VFT]. 
(18) 
0% 
(20) 
(21) 
(22) 
Straightforward manipulation of (22) then yields the desired result (13) (on making the substitu- 
tion I/ = p/ fi). 0 
3. A nonlinear gradient model 
We consider a nonlinear model for g( x + rs), regarded as a function of 7: 
g(x + KY) = ar + b exp[ 0X( r)] , (23) 
where h is an (at present) arbitrary function of r and I3 is a parameter to be determined. The 
constant vectors a and b are obtained from the two gradient values available on the ray IL 
(namely, g (&g(x)) and g* (&8(x*)): 
a=g * - exd@O> -MN Is, (24 
b = exp{ -0X(O)}g. (25) 
Thus, an approximation (see (27) below) to the Newton equation (5) may be constructed, on the 
basis of the proposed gradient model (23). We require, first, 
dg/dr17,r=g*- [l-M(l)] exp{e[h(l) -X(O)]}g=w, say, 
where 
a,dX 
dr . 
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It is convenient, at this point, to impose the restriction X(1) = h(O), in order to simplify the 
analysis to follow and (ultimately) the determination of w. In this case, we have 
w = g* - [l - M(l)] g. (26) 
Following the approach of Ford and Saadallah [9], the expression on the right of (26) may then 
be used to replace y in any suitable quasi-Newton updating formula. In this way, we obtain a 
new approximation B* to the Hessian of the objective function and we also obtain an 
alternative to the secant equation as an approximation to the Newton equation: 
B*s = w. (27) 
By Theorem 2, if we use the formula (12) to update H = B-l, the ratio K( H*)/K( H) will be 
bounded above by the expression 
provided that H and H * are positive definite. A straightforward generalisation of Theorem 2 
leads to the conclusion that, if y is replaced by w in the updating formula (12) and if H is 
positive definite, then the ratio K( H*)/K( H) will be bounded above by the function 
where, now, 
(28) 
u(e) &sTW, t(e) A wTHw, (30) 
and c is as in equation (7). (In asserting the bound (28), we are assuming that the constraint 
a( 0) > 0 is satisfied, so that H * will be positive definite. We will return to this point 
subsequently.) In order, therefore, to restrict the possible deterioration in the conditioning of the 
inverse Hessian approximations, we choose to determine 8 by minimising the bound function 
Q(S) defined in (28). At the minimum, we have 
dG dl(2 d$ -=-- 
de-d+ de=” (31) 
which yields the condition 
d+ -= 
dtI ‘, 
since 
(32) 
(33) 
because 4 = p/ Jp 2 1 ( compare (18)). By using (29) and (30), we can express (32) in the form 
2al$’ - uu’ - 3&J’ = 0, (34) 
where a prime denotes differentiation with respect to 8. We define (for convenience) 
0 = 1 - es(l), (35) 
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so that, from (26) and (30), we have 
(J = ?(Y, - WY,), u’ = ty$(l), 
.$=7r+2wy,-LJ2yo, 5’ = 260)[ “Yo - YJ > 
where we define 
(36) 
(37) 
r=g*Hg*, Yo = P’g, Yl =P=g*, y= 3, 
Yo 
(38) 
and t is the value of t for which x* = x + tp. Substituting from (35)-(38) into (34) yields 
d\C, ~ = -h3(l)y, 
dt? 
(2y+t)w+ty+4y2+ $ =O. I (39) 
The stationary points of I/J and, therefore, 52 are given by the zeros of the quadratic in w: 
a+= 2 12y+t+ 
i 
We select the zero denoted 
J 
12Vl j2- - 
Yo 
- 12y2 . 
1 
(40) 
by w+, because this gives rise to a minimum of 9, as we show below. 
We could now proceed to determine, from this value of w, the corresponding optimal value of 8, 
but this is unnecessary since we only require w in order to be able to implement the method (see 
(26) and (35)). 
We need to establish (i) that w, is red, (ii) that it corresponds to a minimum of 1(2, and (iii) 
that the constraint a( 8) > 0 is satisfied. 
(i) Since p = - Hg and y1 = pTg, we have 
127T 
j2- - 
Yo 
- 1zy2 = j2 - 
12kY0 + u:> = 22 _ 12((g.*Tffg*)(pTd + bTg*)‘) 
2 
Yo 
2 
Yo 
= j2 + 12((g*=Hg*)(gTHg) - tgTffg*)2] 
2 7 
Yo 
and the expression in braces is nonnegative, by Cauchy’s inequality, since H is positive definite. 
Thus, w, is real. 
(ii) Differentiating (31) with respect to 8, we have 
At the stationary point corresponding to w+, d$/dfI = 0, and we have already established that 
dSZ/drC/ > 0. Therefore, d2L?/dt12 and d2#/de2 must have the same sign, when w = w +. Now, 
from (35) and (39), 
2 = ~[yo8(1)]2{2w,-(2y + t)} > 0, from (40). 
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(iii) Finally, ‘t . 1 1s necessary to demonstrate that the condition u > 0 (which we have assumed, 
till now, to hold and which is necessary and sufficient for H * to be positive definite) is, indeed, 
satisfied for the specified choice of w. From (36) we have 
u = -tyo(w+- y)= -$y, t+ [- Jw), from (40), 
’ 0, 
since y0 = -gTHg<O and t>O. 
4. Numerical tests and results 
In the first instance, we performed numerical tests on a version of the proposed algorithm 
which used the BFGS formula (12), but with y replaced, at each iteration, by the vector w 
defined by 
w=g”-wg. 
The performance of this method was disappointing, particularly in respect of its convergence 
when near the minimum. Further experimentation with different versions of the algorithm led to 
the conclusion that it is best to carry out the replacement of y with w only on the first iteration. 
(In a similar vein, Shanno and Phua [18] recommend that their procedure for scaling the inverse 
Hessian approximation H before carrying out the updating process should only be applied on 
the first iteration.) By this means, we hope to set in train a process which builds an inverse 
Hessian approximation which is better conditioned than might otherwise have been obtained, 
had y been used on the first iteration. Purely for the purposes of illustration, we examine the 
results arising from the minimisation of Powell’s badly-scaled function [15]. The step length i on 
the first iteration was determined to be 0.5 X lo-*. Using the standard vector y for the first 
iteration yields an updated matrix 
H, = 
[ 
0.5 x 1o-8 -0.735 x 1o-s 
-0.735 x lo-* 1.0 1 
with condition number of approximately 0.2 X 109. On the other hand, the use of w in place of y 
produces 
H = 0.3334 
7 
i 
0.5772 
0.5772 1.0 1 
with a corresponding condition number of about 0.117 x 105. 
In order to ascertain the efficacy or otherwise of the proposed modification, a series of 
numerical experiments have been carried out, using (in each case) the same implementation of 
the BFGS algorithm, but with the following variations on the first iteration (only): 
(a) BFGS: using y (i.e., the standard method); 
(b) KBFGS: using w (i.e., the new method proposed here); 
(c) ISC-BFGS: using Shanno and Phua’s scaling (see [6]). 
By using codes which are identical in all other respects, we this hope to be able to determine 
accurately the effect of the proposed method. The codes used a line-search strategy (based on a 
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BFGS KBFGS ISC-BFGS 
Rosenbrock function (n = 2) 
(-1.2,1) 42 (32)* 49 (35) 44 (36) 
(- 12, 10) 124 (100) 97 (81) 83 (70) * 
(- 3.635, 5.621) 71 (57) 58 (47) * 68 (57) 
Rosenbrock cubic function (n = 2) 
(-1.2,1) 48 (40) 42 (36) * 44 (39) 
(- 12, 10) 573 (434) 164 (128) 104 (39)* 
(- 3.635, 5.621) 128 (102) 75 (62)* 75 (62) * 
Powell badly-scaled (n = 2) 
(0, 1) 
(-L5) 
(0.01, 5) 
203 (161) 182 (144)* 200 (158) 
201 (159) 187 (153)* 190 (157) 
172 (134)* 179 (140) 200 (161) 
Box “difficult” exponential (n = 3) 
(0, - 30,l) 34 (31) 33 (25) * 42 (39) 
(- 2.66, - 3.4, 8) 70 (56)* 72 (54) 82 (68) 
(0, - 10, 10) 39 (34) 37 (33)* 107 (92) 
Weibull function (n = 3) 
(5,0.15, 2.5) 36 (30) * 40 (33) 57 (47) 
(200, 0.1, 40) 77 (58) 66 (51) * 72 (54) 
Wood’s function (n = 4) 
(-3,1, -3,1) 
(- 1.2, 1, - 1.2, 1) 
(- 12, 10, - 12, 10) 
100 (81) 79 (72) * 126 (101) 
88 (69) * 102 (72) 112 (88) 
109 (91) 96 (83) 87 (80) * 
Cregg’s function [ 171 (n = 4) 
(1, 2, 2,2) 
(-1,2,2,2) 
(1, -2, -2, -2) 
36 (34) 33 (31)* 56 (54) 
43 (41) 35 (33)* 50 (47) 
50 (47) * 56 (53) 76 (73) 
Powell singular function (n = 4) 
(-3, -LO, 1) 
(2, 2, 3, - 1) 
(- 12, 10, - 12, 10) 
38 (35) 32 (30)* 49 (48) 
37 (36)* 37 (36) * 57 (56) 
36 (34) * 36 (34)* 68 (66) 
“EXP4” function [l] (n = 4) 
(0, -5, -1, -3) 31 (29) 30 (29) * 46 (4) 
(-1, -2,1, -1) 36 (33)* 44 (38) 40 (38) 
(- 3.562, - 3.816, 51.44, - 54.06) 233 (172) 229 (177) * 249 (194) 
“EXP6” function [l] (n = 6) 
(-1, -9, -5,1, -4,3) 63 (58) 60 (57)* 78 (73) 
(1, - 8, - 5,1,1, 1) 129 (115) 112 (103) * 158 (146) 
(1, - 8,0, 170, 1) 162 (141) 86 (76) * 117 (106) 
Hilbert quadratic function [18] {starting point is (4, 4/2,4/3,. . .,4/n)} 
n=lO 14 (13)* 14 (13)* 
n = 20 16 (15)* 16 (15)* 
n = 60 22 (21)* 22 (21) * 
Power function [18] {starting point is (1, 1,. . ,l)} 
n=lO 71 (59) * 81 (71) 
16 (15) 
24 (23) 
31 (30) 
140 (139) 
n = 20 155 (85) 154 (88) * 281 (280) 
Grand sum 3287 (2637) 2635 (2154) 3229 (2780) 
Number of best performances 13 23 4 
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cubic interpolation technique), where the new point x* was required to satisfy the two 
conditions 
f(x*) <f(x) + lo-“sTg(x), (41) 
ST&+* > ’ sTg(x>, (42) 
in order to be regarded as acceptable as a new estimate of the minimum (compare [18]). 
The test functions employed are all well known and well documented in the literature. Unless 
otherwise stated, their descriptions may be found in [12]. Convergence was assumed when a 
point was located for which (1 g I] 2 < lop5 (except in the case of the “EXP4” and “EXP6” 
functions, where the condition I] g I] 2 < lop7 was found to be more appropriate). 
In Table 1, each entry consists of two integers: the first gives the number of function and 
gradient evaluations required, while the second (in parentheses) gives the number of iterations. 
For each test case, the method which yielded the best performance (determined by number of 
function/gradient evaluations, with ties resolved on the basis of iterations) is indicated with an 
asterisk. The counts of “best performances”, together with the overall totals of evaluations and 
iterations, are given at the foot of the table. 
5. Summary and conclusions 
A nonlinear model for the gradient along a given ray has been introduced. The model involves 
a parameter which has been determined by minimising a bound on the possible rate of 
deterioration of the inverse Hessian approximations. Numerical experiments have indicated that 
it is desirable to employ the proposed technique on the first iteration only. The numerical tests 
reported in Table 1 indicate that such an approach may lead to improvement in the performance 
of the BFGS method, for very little additional computational effort. It should be emphasised 
that the new process is not restricted in its application to the BFGS method or to line-search-based 
algorithms. Indeed, experiments reported elsewhere [16] demonstrate that this technique may 
also be applied with similar success to other minimisation algorithms (e.g., the methods “B2” 
and “RQ2” proposed in [9,10], respectively). For example, over a test set of 105 problems, the 
algorithm B2 required 7355 function/gradient evaluations and 6349 iterations, while an identical 
algorithm (except that w was used on the first iteration, in place of y) required 6352 evaluations 
and 5701 iterations. The technique developed in this paper would, therefore, appear to be worthy 
of further investigation, particularly with reference to additional problems of medium to high 
dimension, where Shanno and Phua’s scaling may be more competitive than the results presented 
here would indicate. 
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