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1
Introduction
1.1 Introduction ge´ne´rale
Durant ces vingt dernie`res anne´es le de´veloppement de la micro-e´lectronique et l’infor-
matique a conside´rablement augmente´, d’une part les capacite´s de calcul des ordinateurs
et, d’autre part, le nombre de donne´es a` traiter. Par exemple, en dix ans de 1992 a` 2002, les
appareils photos nume´riques sont passe´s d’une image 376× 284 ≈ 105 pixels a` une image
4096× 2730 ≈ 116 pixels. De plus, alors que dans les anne´es 70 on ne s’inte´ressait qu’au
traitement de signal mono-dimensionnel, on s’inte´resse maintenant aux se´quence d’images
 2D+t  et aux se´quences d’image 3D  3D+t . On remarque donc une constante aug-
mentation du nombre de donne´es a` traiter et du nombre de parame`tres a` estimer.
Comme la complexite´ des algorithmes de traitement du signal n’est pas line´aire, l’aug-
mentation re´gulie`re de la puissance de calcul des mate´riels informatiques ne permet pas
d’obtenir des re´sultats dans un temps de calcul raisonnable dans le cas de traitement de
donne´es de tre`s grande dimension.
De plus, depuis quelques anne´es l’apparition de grands instruments de´livrant des
donne´es en continu a rendu indispensable l’acce´le´ration des algorithmes de traitement.
Par exemple, le LHC au CERN peut transfe´rer chaque seconde jusqu’a` 10 gigaoctets de
donne´es. Les observatoires spatiaux fournissent des donne´es en continu aux astrophysi-
ciens. Ces donne´es sont aussi de grande dimension et he´te´roge`nes. En effet, les astrophy-
siciens optimisent le protocole de mesures en fonction de l’objet stellaire qu’ils observent.
Le rapport entre les informations contenues dans les donne´es et les informations a priori
e´volue avec le temps. Dans ce cadre, il est primordial de de´velopper des approches non
supervise´es qui re`glent ce compromis de manie`re automatique. Nous allons donc essayer
de de´velopper des approches non-supervise´es permettant de re´soudre des proble`mes de
grandes tailles le plus efficacement possible.
Pour cela, nous commenc¸ons par introduire la notion de proble`mes inverses (de´duire
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des informations nouvelles sur l’objet d’inte´reˆt a` partir des mesures acquises). La plupart
des proble`mes inverses sont mal-pose´s. La re´solution de ce type de proble`mes s’appuie sur
l’introduction d’informations a priori sur l’objet d’inte´reˆt. Dans cette the`se, nous nous
inte´ressons particulie`rement aux proble`mes de reconstruction des images. Pour re´soudre
ce type de proble`mes, nous introduisons des informations sur l’image inconnue comme la
parcimonie ou la re´gularite´ par morceau.
L’objectif principal de cette the`se est donc de de´velopper des approches non-
supervise´es pour les proble`mes de grande taille a` l’aide d’informations a priori sur l’image
inconnue. Pour atteindre cet objectif, nous devons d’abord de´terminer des mode`les a priori
pertinents choisis pour l’image inconnue ainsi que pour les hyperparame`tres qui re`glent le
compromis entre la fide´lite´ aux donne´es et la confiance aux informations a priori. Des bons
mode`les devraient de´crire correctement les informations qu’on veut apporter et en meˆme
temps ne pas trop augmenter la complexite´ de calculs. Le premier mode`le a priori intro-
duit dans la litte´rature est l’a priori gaussien [Tik63]. Cet a priori a l’avantage d’avoir
une expression simple qui permet une mise en œuvre efficace. Ne´anmoins, il pre´sente l’in-
conve´nient de favoriser les images douces ou proche d’une forme connue, ce qui de´grade
les contours des images reconstruites. Pour re´soudre ce proble`me, des a priori (des termes
de re´gularisation) varie´s ont e´te´ propose´s [GG84, Hub81, CBFAB97, HL89, GM85]. Dans
le cadre classique de l’estimation au sens de maximum a posteriori (MAP), le proble`me
d’estimation revient a` l’optimisation d’un crite`re convexe ou non, qui ne´cessite un couˆt
de calcul souvent tre`s important. Les fre`res Geman [GG84] ont e´te´ dans les premiers a`
proposer une estimation en utilisant des variables auxiliaires que l’on appellera dans la
suite des variables cache´es afin de simplifier l’optimisation. Nous allons dans le cadre de
cette the`se utiliser largement ce mode`le a` variables cache´es afin de simplifier la re´solution
de notre proble`me d’infe´rence. Cette technique est tre`s largement utilise´ en maximisation
de vraisemblance (algorithme EM) [DLR77, MK07] et dans les approches baye´siennes de
type baye´sien hie´rarchique [CGLS08, Gio08].
Pour de´velopper des approches non-supervise´es, dans le cadre baye´sien, on introduit
e´galement des lois a priori pour les hyperparame`tres (par exemple, la loi de Jeffreys qui
est la plus utilise´e), ce qui conduit a` une loi a posteriori conjointe. Dans ce cas non-
supervise´, les lois a posteriori conjointes ont des expressions complexes (non-convexes).
En conse´quence, la plus grande difficulte´ consiste a` trouver une approche suffisamment
rapide en terme de temps de calcul pour des proble`mes de grande dimension (> 200 000
inconnues). En fait, dans le cas non-supervise´, le calcul de l’estimateur du maximum a pos-
teriori conduit a` un proble`me d’optimisation non-convexe qui est de´licat. Pour s’affranchir
de cette difficulte´, beaucoup de travaux re´cents ont choisi de calculer l’estimateur de la
moyenne a posteriori a` l’aide des approches stochastiques de type Monte Carlo par Chaˆıne
de Markov (MCMC). Ne´anmoins, ce type d’approches sont connues comme couˆteuse en
temps de calcul et donc ne peuvent pas s’adapter aux proble`mes de tre`s grandes dimen-
sions. Dans le meˆme contexte, afin de calculer l’estimateur de la moyenne a posteriori,
comme nous le verrons dans le chapitre 2, les approches baye´siennes variationnelles ont de
bonnes proprie´te´s en terme de temps de calcul [SW10]. Ne´anmoins ce n’est pas suffisant
pour les proble`mes de tre`s grandes tailles. En conse´quence, le de´veloppement d’approches
plus efficaces que les approches baye´siennes variationnelles existantes constitue un objec-
tif principal de cette the`se. Un autre objectif est d’appliquer les approches baye´siennens
variationnelles propose´es aux proble`mes inverses en traitement d’images pour de´velopper
des approches non-supervise´s efficaces.
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Cette the`se est organise´e comme suit. Le chapitre introductif de´taillera les approches
baye´siennes pour les proble`mes inverses mal-pose´s, et plus particulie`rement les techniques
permettant de calculer des estimateurs ponctuels. Le chapitre 2 traitera de plusieurs
me´thodes d’approximations analytiques de l’e´tat de l’art : l’approximation de Laplace,
l’approximation baye´sienne variationnelle classique et l’approximation baye´sienne varia-
tionnelle de type gradient. Le chapitre 3 sera consacre´ a` la pre´sentation de nos me´thodes
d’approximation baye´sienne variationnelle acce´le´re´es, et un exemple d’application sur un
proble`me line´aire simple sera donne´ pour montrer l’efficacite´ de nos approches. Le cha-
pitre 4 exposera deux algorithmes baye´sien variationnel non-supervise´s que nous avons
propose´s qui utilisent soit un a priori de Variation Totale (TV), soit un a priori a` base de
variables cache´es utilisant le mode`le propose´ par Geman et repris par Idier et Giovannelli
[Idi01b, CI04, Gio08]. Le chapitre 5 pre´sentera le de´veloppement de me´thode de me´lange
de gaussienne dans un cadre ge´ne´ral. Une illustration de l’inte´reˆt de cette approche sera
faite dans le cadre de proble`me classique de de´bruitage et de´convolution en utilisant une
approche de type dictionnaire ou` l’on veut introduire de la parcimonie. Le chapitre 6 sera
consacre´ aux conclusions et aux perspectives.
1.2 Proble`me inverse
Dans divers domaines d’applications en traitement du signal et des images : imagerie
me´dicale [DMND+01, EF03], astronomie [ROGA08], ge´ophysique [LT84], controˆle non
destructif [Idi01a, chapitre 9], etc., on se retrouve souvent confronte´ au proble`me suivant :
l’acce`s direct a` une grandeur physique n’est pas toujours possible et on ne dispose que
de mesures indirectes. Dans ce cas, on est amene´ a` travailler dans le cadre de proble`mes
inverses, ou` le but est de retrouver la grandeur d’inte´reˆt a` partir de mesures indirectes.
En pratique, la re´solution des proble`mes inverses consiste a` re´soudre successivement
un proble`me direct et un proble`me inverse. La re´solution du proble`me direct consiste a`
construire un mode`le direct qui met en relation la grandeur d’inte´reˆt et les donne´es obser-
vables. La re´solution du proble`me inverse associe´ vise a` de´terminer la grandeur d’inte´reˆt
a` partir des mesures observe´es, comme illustre´ par la figure 1.1.
Paramètres de 
l'objet d'intérêt
Données 
observables
Problème direct
Problème inverse
Figure 1.1 – Proble`me direct et Proble`me inverse
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1.2.1 Mode`le direct
Le mode`le direct est construit, en ge´ne´ral, a` partir des lois physiques. Par exemple, dans
le contexte de la tomographie par rayon X, la loi de Beer-Lambert de´crit suffisamment
fide`lement les phe´nome`nes physiques, ce qui nous donne la relation entre les donne´es
(l’intensite´ du rayonnement qui a traverse´ l’objet d’inte´reˆt) et les coefficients d’atte´nuation
de l’objet.
Si on utilise un vecteur y ∈ RM pour repre´senter les donne´es et un vecteur x ∈ RN
pour les parame`tres de l’objet d’inte´reˆt, nous pouvons introduire un mode`le direct comme
ci-dessous :
y = G(x)⊕ n (1.1)
ou` G est un ope´rateur de´crivant l’interaction entre l’objet d’inte´reˆt et l’instrument de
mesure. Ne´anmoins, G(x) n’est jamais une mode´lisation parfaite de y en raison des er-
reurs de mode´lisation, des erreurs de discre´tisation et des erreurs instrumentales, qui sont
incontournables. En conse´quence, nous introduisons n pour de´crire l’incertitude lie´e a` ces
erreurs. Dans le cas d’un bruit additif, l’ope´rateur ⊕ devient +. Concernant l’ope´rateur G,
il peut eˆtre line´aire ou non en fonction des proble`mes. Ne´anmoins, nous nous inte´ressons
dans la suite a` un ope´rateur line´aire ainsi qu’a` un bruit additif. Dans un cas line´aire, nous
remplac¸ons l’ope´rateur G par une matrice A ∈ RM×N , ce qui nous donne
y = Ax + n (1.2)
ou` n ∈ RM repre´sente le bruit de mesure et/ou les incertitudes sur le mode`le.
1.2.2 Proble`mes inverses
Le principe du proble`me inverse associe´ a` (1.2) est de construire un estimateur xˆ
des parame`tres d’inte´reˆt x a` partir de mesures y [Idi01a]. Dans certains proble`mes tels
qu’un proble`me de de´convolution aveugle [CW98] ou un proble`me de se´paration de source
aveugle [BAMCM97], la matrice A n’est aussi pas comple`tement connue et a besoin d’eˆtre
estime´e en meˆme temps que x. Mais dans cette the`se, nous nous inte´ressons seulement
aux proble`mes non-aveugles ou` la matrice A est parfaitement connue.
Meˆme si les proble`mes directs sont ge´ne´ralement bien pose´s, les proble`mes inverses
associe´s sont cependant mal-pose´s. Un proble`me est dit bien pose´ au sens d’Hadamard
s’il satisfait les conditions suivantes :
• la solution existe,
• la solution est unique,
• la solution de´pend de fac¸on continue des donne´es (i.e. une petite variation dans les
donne´es n’introduit pas de grande variation dans la solution).
Un proble`me est donc dit mal pose´ au sens d’Hadamard lorsque l’une de ces conditions
n’est pas respecte´e. Malheureusement, la plupart des proble`mes inverses rencontre´s en
traitement du signal et des images sont mal-pose´s. Dans le cas line´aire de´crit par (1.2),
ce fait vient de la matrice A qui est non-inversible ou mal-conditionne´e.
Pour s’affranchir de la difficulte´ pose´e par la matrice non-inversible, une approche
naturelle pour re´soudre (1.2) consiste a` utiliser la me´thode des moindres carre´s pour
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choisir un estimateur xˆMC . Cet estimateur est calcule´ en minimisant la norme L
2 du
re´sidu du mode`le, ce qui nous permet d’e´crire
xˆMC = arg min
x∈RN
‖y −Ax‖2 (1.3)
On peut facilement montrer que la minimisation de cette norme L2 conduit a` la re´solution
de l’e´quation suivante :
ATAx = ATy. (1.4)
Sous condition que ATA soit inversible, la solution des moindres carre´s est unique et
donne´e par
xˆMC =
(
ATA
)−1
ATy. (1.5)
Lorsque la matrice ATA n’est pas inversible, la solution n’est plus unique (quand le
proble`me est sous-determine´ par exemple, i.e. M < N). Dans ce cas, la solution ge´ne´ralise´e
peut eˆtre e´tablie en choisissant une solution de norme euclidienne minimale parmi toutes
les solutions ve´rifiant y = Ax.
Malgre´ le fait qu’il est possible de se ramener a` une solution unique avec la solution
ge´ne´ralise´e, celle-ci n’est pas ne´cessairement stable, i.e., pas robuste du bruit. En fait, la
me´thode des moindres carre´s n’exploite que des informations apporte´es par les donne´es
ce qui ne sont, en ge´ne´ral, pas suffisantes pour avoir une solution unique ou robuste au
bruit. Pour s’affranchir de cette difficulte´, d’autres me´thodes d’inversions sont de´veloppe´es
en introduisant des informations supple´mentaires concernant le parame`tre d’inte´reˆt x
[Idi01a]. En ge´ne´ral, les me´thodes d’inversion pour re´soudre les proble`mes inverses mal-
pose´s peuvent eˆtre divise´es en deux cate´gories : les approches pe´nalise´es et les approches
statistiques. Ne´anmoins, nous nous inte´ressons dans cette the`se aux approches statis-
tiques, plus particulie`rement, aux approches baye´siennes. Notons qu’un grand nombre de
solutions pe´nalise´es peuvent eˆtre interpre´te´es dans un cadre baye´sien.
1.3 Infe´rence baye´sienne
L’infe´rence baye´sienne est base´e sur la mode´lisation probabiliste du vecteur des pa-
rame`tres inconnus x et du vecteur du bruit n. Par conse´quent, les informations ap-
porte´es par les mesures ainsi que les connaissances a priori sur l’objet cherche´ sont toutes
mode´lise´es sous forme de densite´s de probabilite´. L’infe´rence baye´sienne s’appuie principa-
lement sur la re`gle de Bayes qui nous permet d’obtenir une loi a posteriori de parame`tres
inconnus x sachant les mesures y. Cette loi re´sume toute l’information disponible sur les
parame`tres inconnus. En utilisant la re`gle de Bayes, la loi a posteriori est donne´e par
p(x|y) = p(y|x)p(x)
p(y)
(1.6)
ou`
- p(y|x) est la vraisemblance qui rend compte des incertitudes sur les donne´es ob-
serve´es. Cette probabilite´ est obtenue a` partir du mode`le direct et la mode´lisation
probabiliste du bruit,
- p(x) est la loi a priori sur les parame`tres d’inte´reˆt, qui repre´sente nos connaissances
a priori sur l’objet avant de faire la mesure,
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- p(y) =
∫
p(y|x)p(x)dx est la loi marginale qui assure la normalisation de la loi a
posteriori. Elle est donc souvent appele´e constante de normalisation. Par ailleurs,
elle est connue aussi sous le nom de fonction de partition dans la litte´rature de
physique statistique et sous le nom d’e´vidence du mode`le lorsqu’elle est utilise´e
pour la se´lection de mode`le. Cette loi marginale n’est ge´ne´ralement pas explicite-
ment connue. Son obtention ne´cessite de calculer l’inte´grale ci-dessus, ce qui est, en
ge´ne´ral, difficile.
A` partir de (1.6), nous pouvons voir que la loi a posteriori est proportionnelle au
produit de la vraisemblance et de la loi a priori. Nous allons donner tout d’abord plus
de de´tails sur ces deux distributions et ensuite la manie`re d’infe´rer sur les parame`tres a`
partir de la loi a posteriori, notamment les estimateurs ponctuels usuels, les difficulte´s
rencontre´es pendant les calculs ainsi que les techniques utilise´es pour s’en affranchir.
1.3.1 La vraisemblance
La vraisemblance se de´duit de la mode´lisation du proble`me direct et d’une mode´lisation
statistique de la composante de bruit n. En traitement d’images, l’hypothe`se du bruit
gaussien et du bruit poissonnien [LCA07] sont couramment utilise´es. Dans ce travail, on
n’e´tudiera que le bruit gaussien qui nous permettra de faire une interpre´tation statistique
de l’approche des moindres carre´s.
Supposons que le bruit est un bruit gaussien de moyenne nulle et de matrice de co-
variance de´finie positive Σ. Selon l’hypothe`se du bruit et le mode`le direct (1.2), la loi
conditionnelle de y sachant x, qui est appele´e la vraisemblance, est de la forme suivante :
p(y|x,Σ) = (2pi)−M/2 |Σ|−1/2 exp
(
−1
2
(y −Ax)TΣ−1(y −Ax)
)
. (1.7)
Si l’on suppose en plus que les composantes du vecteur de bruit sont inde´pendantes
et identiquement distribue´es (i.i.d.), la matrice de covariance Σ devient diagonale et ses
composantes diagonales sont donc e´gales a` une meˆme valeur, note´e ici σ2n. En conse´quence,
la vraisemblance devient
p(y|x, σ2n) ∝ exp
(
−‖y −Ax‖
2
2σ2n
)
(1.8)
• Lien avec la me´thode des moindres carre´s
Un estimateur ponctuel qu’on peut construire avec seulement la vraisemblance est
le maximum de vraisemblance (MV) qui est de´fini par
xˆMV = arg max
x
{p(y|x)}
= arg min
x
{− ln p(y|x)}
= arg min
x
JMV (x) (1.9)
ou` JMV (x) = − ln p(y|x).
Lorsque la vraisemblance est donne´e par (1.7),
JMV (x) =
1
2
(y −Ax)TΣ−1(y −Ax). (1.10)
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Dans ce cas, JMV (x) correspond au crite`re de la me´thode des moindres carre´s
ponde´re´s, note´ ici J0(x), qui est aussi appele´ le terme d’ade´quation aux donne´es
dans le cadre des approches pe´nalise´es. Lorsque la matrice de covariance est pro-
portionnelle a` la matrice identite´ : Σ = σ2nI, i.e. la vraisemblance est donne´e par
(1.8), le crite`re JMV (x) correspond au crite`re des moindres carre´s (voir (1.3)). Celui
ci montre le lien de´crit par
JMV (x) = − ln p(y|x)↔ J0(x). (1.11)
1.3.2 Loi a priori
Dans le cadre baye´sien, l’information a priori sur l’objet cherche´ prend aussi la forme
d’une probabilite´ :
p(x) ∝ exp(−Φ(x)). (1.12)
ou` Φ : RN → R une fonction dont les proprie´te´s restent a` de´finir. Le choix de la loi a
priori est un proble`me non-trivial et lie´ au proble`me a` re´soudre. Dans la litte´rature, de
nombreuses possibilite´s ont e´te´ propose´es. La loi a priori gaussienne a e´te´ premie`rement
introduite et largement utilise´e [Tik63, Dem89]. Ne´anmoins, sa capacite´ a` reconstruire
des composantes non-line´aires, tels que l’emplacement et la grandeur des discontinuite´s,
est limite´e. Pour pouvoir de´crire les proprie´te´s non-line´aires de l’objet a` chercher, les
champs ale´atoires de Markov compose´s [JW91], les champs ale´atoires de Markov avec des
fonctions de potentiel non-quadratiques telles que la valeur absolue (une loi de Laplace)
[CDS01], les potentiels dit L2-L1 quadratique autour de l’origine puis line´aire [Hub81], et
les distributions a` queue lourde, par exemple, la loi de Student, ont e´te´ aussi utilise´s. Par
ailleurs, dans diverses applications du traitement d’image ou traitement du signal, une
caracte´ristique pre´sente souvent dans notre objet d’inte´reˆt est la re´gularite´ par morceau.
Pour cela, un a priori de la variation totale [ROF92] est souvent utilise´.
Enfin, de nombreux mode`les introduisant des variables cache´es ont e´te´ e´tudie´s dans
la litte´rature. Leurs bonnes proprie´te´s ont fait que nous les avons utilise´s dans la suite de
cette the`se.
• Les mode`les a` variables cache´es
Comme son nom le sugge`re, les mode`les a` variables cache´es s’appuient sur l’intro-
duction des variables cache´es, note´es ici z, dans la mode´lisation probabiliste des
connaissances a priori sur notre objet d’inte´reˆt x. Ils consistent a` de´finir une loi
conditionnelle de l’objet d’inte´reˆt x sachant les variables cache´es z qui en fonction
de leur valeur modifient la probabilite´ et donc l’information sur l’objet. Un avantage
de ce type de mode`les est d’ame´liorer la pre´cision de mode´lisation en utilisant une
loi de forme simple pour x sachant z, la loi gaussienne, par exemple. Un exemple
d’un tel mode`le est le mode`le de me´lange de gaussiennes fini ou infini qui est lar-
gement utilise´ dans diverses applications. Par exemple, le mode`le de me´lange de
gaussiennes fini ou` les variables cache´es repre´sentent des poids de chaque compo-
sante gaussienne a e´te´ utilise´ dans la reconnaissance du locuteur [RQD00], dans la
se´paration de sources [SD00, SD04], en segmentation [GRG06], etc. Le mode`le de
me´lange de gaussiennes infini fournit un ensemble des distributions a` queue lourde
telles que la distribution de Student, gaussienne ge´ne´ralise´e et les distributions α-
stables qui sont beaucoup utilise´es pour introduire des informations de parcimonie
[CGLS08, PSWS03, ATB03, BD06].
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1.3.3 Estimateurs ponctuels dans l’infe´rence baye´sienne
En pratique, on est tre`s souvent inte´resse´ par un estimateur ponctuel. La loi a posteriori
p(x|y) permet la construction d’un certain nombre d’estimateurs aux caracte´ristiques
diverses, parmi lesquels l’estimateur du maximum a posteriori (MAP) et l’estimateur de
l’espe´rance a posteriori (EAP) sont les plus utilise´s.
• L’estimateur du maximum a posteriori (MAP) s’obtient en calculant le mode de la
loi a posteriori :
xˆMAP = arg max
x
{p(x|y)} (1.13)
Par conse´quent, cet estimateur est le point le plus probable au sens de la loi a
posteriori.
• L’estimateur de l’espe´rance a posteriori (EAP) calcule l’espe´rance de la loi a poste-
riori :
xˆEAP =
∫
xp(x|y)dx. (1.14)
On peut montrer que c’est l’estimateur qui minimise l’erreur quadratique moyenne
[Idi01a].
Ici, avec la de´finition de l’estimateur MAP, nous pouvons construire un lien entre cet
estimateur et l’estimateur des approches pe´nalise´es dans le cadre de´terministe.
• Lien avec les approches pe´nalise´es
Selon la de´finition de l’estimateur MAP (1.13) et la formule de la loi a posteriori
(1.6), nous pouvons facilement de´duire ce qui suit :
xˆMAP = arg min
x
{− ln p(x|y)}
= arg min
x
{− ln p(y|x)− ln p(x)}. (1.15)
Nous avons montre´ pre´ce´demment un lien entre − ln p(y|x) et le terme d’ade´quation
aux donne´es (voir (1.11)). De fac¸on analogue, on peut associer une loi a priori
a` un terme de re´gularisation R(x) pour que la loi de probabilite´ ci-dessous ait
effectivement un sens :
p(x) =
1
Z2
exp (−αR(x)) (1.16)
ou` Z2 est la constante de normalisation si elle existe et α est un parame`tre d’e´chelle.
Par conse´quent, on peut construire le lien :
− ln p(x)↔ R(x) (1.17)
Sous re´serve que l’on puisse e´tablir des liens (1.11) et (1.16), nous pouvons associe´
le crite`re a` minimiser pour calculer l’estimateur MAP (voir (1.15)) au crite`re des
approche´es pe´nalise´es tel que
− ln p(x|y)↔ J0(x) + λR(x) (1.18)
avec λ le parame`tre de re´gularisation qui controˆle le compromis entre l’attache aux
donne´es et les informations a priori.
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Dans (1.13) et (1.14), on peut voir que l’obtention de l’estimateur MAP ne´cessite
une me´thode d’optimisation pour le crite`re donne´ par JMAP (x) = − ln p(x|y) et le calcul
de l’estimateur EAP ne´cessite une me´thode permettant de calculer une inte´grale. En
pratique, les calculs de ces estimateurs ne sont ge´ne´ralement pas faciles. L’expression
analytique de ces estimateurs peut eˆtre obtenue pour des proble`mes simples, par exemple,
des proble`mes avec un a posteriori gaussien.
Nous conside´rons ici un bruit blanc gaussien de moyenne nulle et de variance σ2n qui
nous permet d’obtenir une vraisemblance donne´e par (1.8). Par ailleurs, nous conside´rons
une loi a priori gaussienne donne´e par
p(x|σ2p) ∝ exp
(
−‖Γx‖
2
2σ2p
)
(1.19)
ou` σ2p est la variance de l’a priori et Γ est une matrice qui influence les informations
apporte´es dans le proble`me conside´re´. Par exemple, dans le cas ou` Γ est la matrice identite´,
on introduit des informations que la norme euclidienne de l’objet d’inte´reˆt x est petite.
Par ailleurs, dans certains cas, les ope´rateurs de diffe´rence finie sont utilise´s pour apporter
des informations que l’objet est lisse.
Dans ce cas, en utilisant la re`gle de Bayes, nous pouvons obtenir la loi a posteriori qui
s’e´crit comme :
p(x|y, σ2n, σ2p) ∝ exp
(
−‖y −Ax‖
2
2σ2n
− ‖Γx‖
2
2σ2p
)
, (1.20)
qui est aussi une distribution gaussienne. Dans ce cas, l’estimateur MAP et l’estimateur
du EAP sont confondus.
xˆMAP, EAP = arg min{− ln p(x|y, σ2n, σ2p)}
= arg min{‖y −Ax‖2 + λ‖Γx‖2} (1.21)
ou` λ = σ2n/σ
2
p, qui peut eˆtre identifie´ comme le parame`tre de re´gularisation. Ce proble`me
d’optimisation admet une solution analytique donne´e par
xˆ =
(
ATA + λΓTΓ
)−1
ATy. (1.22)
Nous pouvons voir dans l’e´quation (1.22) que l’estimateur xˆ est line´aire vis-a`-vis du
vecteur de mesures y. Par conse´quent, sa capacite´ a` reconstruire des composantes non-
line´aires est limite´e. Dans ce cas, les a priori non-gaussiens sont utilise´s pour surmonter
cette limitation.
Ne´anmoins, pour des proble`mes non-gaussiens, les solutions explicites n’existent pas
toujours. Des algorithmes plus complique´s sont ne´cessaires pour trouver l’estimateur MAP
ou l’estimateur EAP, comme on le verra dans la partie 1.4.
1.3.4 Estimation non-supervise´e
Comme on a vu dans la partie pre´ce´dente, l’estimateur de x (voir (1.22), par exemple)
de´pend des valeurs des hyperparame`tres (σ2n et σ
2
p dans l’exemple gaussien pre´ce´dent) choi-
sies. Historiquement, ses valeurs sont choisies manuellement et telles approches sont dites
supervise´es. Ne´anmoins, cette fac¸on de choisir les hyperparame`tres s’ave`re peu pratique
11
1.3.4 - Estimation non-supervise´e
et peu efficace lorsque le nombre d’hyperparame`tres devient important (> 3). Le cadre
baye´sien permet de re´soudre ce proble`me en de´finissant des approches non-supervise´es
ou` les hyperparame`tres sont de´termine´s de fac¸on automatique. Dans le cadre baye´sien,
les deux approches les plus re´pandues pour la de´termination des hyperparame`tres sont le
maximum de vraisemblance marginale et l’approche baye´sienne hie´rarchique.
Dans la suite, nous utilisons θ1 (σ
2
n dans le cas gaussien) pour repre´senter le parame`tre
qui de´finit la vraisemblance et θ2 (σ
2
p dans le cas gaussien) pour le parame`tre de la loi a
priori. De plus, θ = (θ1,θ2) est l’ensemble des hyperparame`tres.
1) Maximum de vraisemblance marginale L’estimation au sens du maximum de
vraisemblance marginale de θ se de´duit de la loi marginale de y qui peut eˆtre calcule´e
a` partir de la loi jointe en marginalisant par rapport a` x, c’est a` dire,
θˆ = arg max
θ
p(y|θ)
= arg max
θ
∫
p(y,x|θ)dx (1.23)
Ne´anmoins, il est souvent lourd voire impossible a` calculer lorsque la loi a posteriori
n’est pas gaussienne.
2) L’approche baye´sienne hie´rarchique L’approche baye´sienne hie´rarchique ou
entie`rement baye´sienne [Mol94], [HBJ+97] conside`re que θ suit une loi a priori
p(θ), ce qui nous permet d’estimer θ de la meˆme fac¸on que x. La loi a posteriori
jointe de x et θ s’exprime alors :
p(x,θ|y) = p(y|x,θ1)p(x|θ2)p(θ)
p(y)
. (1.24)
Nous pouvons ensuite construire les estimateurs tels que le maximum a posteriori
ou l’espe´rance a posteriori a` partir de la loi a posteriori jointe. Cette approche
baye´sienne hie´rarchique est beaucoup utilise´e dans cette the`se. Cependant, cette loi
est en ge´ne´ral complexe et justement connue a` une constante multiplicative pre`s.
Par conse´quent, elle ne peut eˆtre utilise´e directement. Par exemple, le calcul d’un
estimateur du MAP conduit en ge´ne´ral a` un proble`me d’optimisation non convexe
difficile a` re´soudre. L’estimateur EAP n’est pas directement calculable car on ne
connait pas la constante de normalisation. Dans ce cas, le de´fi principal est de
re´cupe´rer cette loi a posteriori a` l’aide des me´thodes d’approximation comme on va
l’introduire dans la suite.
1.4 Algorithmes de calculs dans l’infe´rence baye´sienne
Dans les cas ou` les distributions a priori de x ne sont pas gaussiennes, les lois a pos-
teriori obtenues ne sont pas gaussiennes non plus. En conse´quence, l’estimateur MAP
et l’estimateur EAP n’ont plus une forme simple et c’est plus difficile voire impossible
d’obtenir des expressions analytiques de ces estimateurs. Par conse´quent, les me´thodes
d’optimisation ou les techniques d’inte´gration sont ne´cessaires pour trouver ces estima-
teurs. La suite de cette partie est donc consacre´e a` introduire plusieurs me´thodes pour
calculer ces estimateurs.
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1.4.1 Me´thodes pour calculer l’estimateur MAP
Sous l’hypothe`se que le bruit est gaussien, le calcul de l’estimateur MAP revient a`
minimiser le crite`re suivant :
J(x) =
1
2
(y −Ax)TΣ−1(y −Ax) + Φ(x). (1.25)
Lorsque la loi a priori n’est pas gaussienne, J(x) n’est pas quadratique. Dans ce cas, le
minimiseur du crite`re J(x) peut s’obtenir rarement de fac¸on analytique et les techniques
d’optimisation ite´ratives sont ge´ne´ralement utilise´es pour approcher son minimiseur. En
fait, meˆme avec un a priori quadratique, lorsque la taille des donne´es devient tre`s grande,
le minimiseur analytique (voir (1.22)) n’est plus calculable et la solution ne peut eˆtre
approche´e par une me´thode ite´rative. Des exemples des me´thodes ite´ratives couramment
utilise´es sont la me´thode du gradient, la me´thode du gradient conjugue´, la me´thode de
Newton ou une me´thode plus re´cente, la me´thode d’optimisation de sous-espace. Ces
exemples sont tous des me´thodes d’optimisation locales permettant de converger vers les
minimiseurs locaux du proble`me. Lorsque le crite`re est convexe, il est unimodal. Dans
ce cas, les me´thodes d’optimisation locales permettent de trouver le minimum global du
crite`re. Dans le cas contraire, si le crite`re est non-convexe, sa minimisation ne´cessite une
approche d’optimisation globale telle que le recuit simule´ propose´e par Kirkpatrick et al.
[KGV+83], voir aussi [GR92], ou les algorithmes ge´ne´tiques [Hol92].
Dans le meˆme contexte des proble`mes d’optimisation non-quadratiques voir non-
convexes, il existe e´galement des algorithmes semi-quadratiques propose´s par Geman et al.
[GR92] [GY95] dont le principe consiste a` construire un crite`re augmente´ qui de´pend a` la
fois de la variable x et d’une variable auxiliaire b a` l’aide des outils de dualite´. Ce nouveau
crite`re posse`de les meˆmes extreˆma que le crite`re original avec une structure remarquable :
ce nouveau crite`re est quadratique par rapport a` x et son optimisation vis-a`-vis de la
variable auxiliaire est explicite. Ceci permet d’obtenir des estimateurs non-line´aires en
utilisant les algorithmes d’optimisation standards.
Algorithmes semi-quadratiques (SQ)
Le crite`re augmente´ des algorithmes SQ sera note´ dans la suite par K(x,b) et satisfait
la relation :
J(x) = min
b∈B
K(x,b) (1.26)
pour un ensemble B a` pre´ciser. Avec (1.26), nous pouvons voir que
xˆ = arg min
x
J(x) ⇔ ∃bˆ; (xˆ, bˆ) = arg min
x,b
K(x,b). (1.27)
Par conse´quent, la minimisation de K(x,b) vis-a`-vis de x et de b nous permet d’obtenir
un minimiseur de J(x). L’inte´reˆt est que le crite`re augmente´ a une structure spe´ciale qui
est plus facile a` optimiser. Pour construire le crite`re augmente´ K(x,b), [GR92] et [GY95]
ont propose´ deux structures semi-quadratiques diffe´rentes.
Supposons que
Φ(x) =
∑
j
φ(uj) ou` uj = v
T
j x− j
vj ∈ RN , j ∈ R,
(1.28)
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les deux structures sont respectivement de la forme suivante :
KGR(x,b) =
1
2
(y −Ax)TΣ−1(y −Ax) +
∑
j
[
1
2
bj
(
vTj x− j
)2
+ ψ(bj)
]
(1.29)
KGY (x,b) =
1
2
(y −Ax)TΣ−1(y −Ax) + 1
α
∑
j
[
1
2
(
vTj x− j − bj
)2
+ ζα(bj)
]
(1.30)
ou` les fonctions ψ et ζα sont choisies pour satisfaire (1.26). Les crite`res augmente´s KGR et
KGY sont dits semi-quadratiques, comme ils sont des fonctions quadratiques de x lorsque
les variables b = (bj) sont fixe´es. Ne´anmoins, pour une fonction potentiel φ, les fonctions
ψ et ζα n’existent pas toujours. Il a e´te´ montre´ dans [Idi01b] que les fonctions ψ et ζα
peuvent eˆtre bien de´finies par les relations de dualite´ convexe lorsque φ satisfait certaines
conditions, qui sont de´taille´es dans les propositions suivantes :
Proposition 1. (GR) : Conside´rons les fonctions φ qui satisfont les hypothe`ses suivantes
1) φ est paire,
2) φ(
√·) est concave sur R+,
3) φ est continue en ze´ro et C1 sur R\{0},
et conside´rons ψ(b) = supx∈R (φ(x)− bx2/2). Alors,
inf
b∈R+
(
bx2/2 + ψ(b)
)
=φ(x)
arg min
b∈R+
(
bx2/2 + ψ(b)
)
=φ
′
(x)/x.
(1.31)
De (1.31), il est facile de de´duire (1.26) pour K = KGR.
Proposition 2. (GY) : Conside´rons les fonctions φ telles que (·)2/2−αφ est une fonction
convexe pour α > 0, de sorte que ζα(b) = supx∈R (αφ(x)− (x− b)2/2) soit bien de´finie
(voir [GY95] pour la preuve). Alors,
inf
b∈R
(
(x− b)2/2 + ζα(b)
)
/α =φ(x)
arg min
b∈R
(
(x− b)2/2 + ζα(b)
)
=x− αφ′(x) (1.32)
ou` la deuxie`me e´quation tient si φ est diffe´rentiable.
Graˆce aux avantages structurels de KGR et KGY , on pre´fe`re les minimiser plutoˆt de
minimiser J . Les minimisations deKGR etKGY sont effectue´es en alternant les deux e´tapes
suivantes : la minimisation des crite`res par rapport a` x en fixant b et la minimisation
des crite`res par rapport a` b en fixant x. Ces deux minimisations sont simples car l’un
est un crite`re quadratique et l’autre un crite`re se´parable. Pour calculer le minimiseur,
[GR92] [GY95] ont propose´ d’utiliser la me´thode du recuit simule´ fonde´e sur le principe
de l’e´chantillonnage de Gibbs alterne´. L’avantage de cette me´thode est qu’elle permet de
trouver le minimum global d’un crite`re donne´, meˆme un crite`re non-convexe. Ne´anmoins,
cette me´thode est ge´ne´ralement couˆteuse en temps de calcul. Par conse´quent, de nombreux
travaux tels que [CBFAB94, BI96, VO98] s’inte´ressent aux algorithmes de´terministes car
on peut obtenir des e´quations de mise a` jour explicites pour les deux sous-proble`mes
correspondant respectivement a` la minimisation par rapport a` x et a` la minimisation par
rapport a` b. En ge´ne´ral, les algorithmes de´terministes sont plus rapides que la me´thode du
recuit simule´, mais ils ne peuvent pas garantir le minimum global sauf dans le cas ou` les
crite`res augmente´s sont convexes (voir [Idi01b] pour la convexite´ des crite`res augmente´s).
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Lien entre les algorithmes semi-quadratiques et l’algorithme Espe´rance-
Maximisation (EM)
Les algorithmes SQ sont des outils performants pour l’optimisation d’un crite`re non-
quadratique. Ce type d’algorithmes a e´te´ propose´ dans le cadre de´terministe. Ne´anmoins,
une interpre´tation baye´sienne a e´te´ donne´e dans [CI04] qui dit qu’il existe un lien entre
les algorithmes SQ et l’algorithme EM. Ce lien est construit a` l’aide des mode`les a priori
a` variables cache´es.
Un avantage des mode`les a` variables cache´es est qu’ils nous permettent d’obtenir des
lois a priori ayant les proprie´te´s de´sire´es et en meˆme temps d’avoir des formulations plus
simples lorsqu’on calcule les estimateurs ponctuels. Un exemple de tels mode`les a priori
est le me´lange de gaussiennes, qui nous sert ici pour donner le lien entre les algorithmes
SQ et l’algorithme EM.
Nous avons conside´re´ une loi a priori
p(x) ∝ exp
(
−
∑
j
φ(uj)
)
, (1.33)
ou` uj = v
T
j x − j. Cette loi est propre lorsque la matrice V = (vj) est de rang N et∫
R exp (−φ(u)) du <∞. Cette condition est suppose´e dans la suite.
Pour construire le lien entre les algorithmes SQ et l’algorithme EM, nous introduisons
une variable ale´atoire scalaire U dont la densite´ de probabilite´ est pU(u) ∝ exp (−φ(u)). En
particulier, nous supposons que U est distribue´e selon une loi de me´lange de gaussiennes.
Me´lange de gaussiennes Nous de´finissons ici deux types de me´lange : un me´lange de
gaussiennes par changement d’e´chelle (GSM) et un me´lange de gaussiennes par change-
ment de positions (GPM).
GSM Dans le cas d’un GSM, nous supposons que
1) U = G/
√
B avec G et B inde´pendantes,
2) la variable G ∼ N (0, 1) et la variable B > 0.
Dans ce cas la`, on peut facilement obtenir
pU(uj) =
∫
R+
pG
(
uj
√
bj
)√
bjpB (bj) dbj (1.34)
ou` pG et pB repre´sentent la densite´ de probabilite´ de G et B, respectivement.
A l’aide de pU , nous pouvons re´e´crire (1.33) comme suit
p(x) ∝
∏
j
pU(uj)
∝
∏
j
∫
R+
pG(uj
√
bj)
√
bjpB(bj)dbj. (1.35)
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Notons le vecteur des variables cache´es b = (bj). Dans le cas d’un GSM, pG est la
densite´ d’une loi gaussienne. Dans ce cas, a` partir de (1.35) et la relation entre uj et x,
on peut de´duire que la loi conditionnelle de x sachant b est donne´e par
p(x|b) = N (mx,P−1x ) avec Px = VDiag(b)VT
et mx = P
−1
x VDiag(b). (1.36)
ou` Diag(b) repre´sente une matrice diagonale dont les e´le´ments diagonaux sont donne´s par
le vecteur b.
GPM De fac¸on analogue, dans le cas d’un GPM, nous supposons que
1) U = σG+B avec σ > 0 et G, B inde´pendantes,
2) la variable G ∼ N (0, 1).
Dans ce cas la`, la densite´ pU satisfait
pU(uj) =
1
σ
∫
R
pG
(
uj − bj
σ
)
pB(bj)dbj. (1.37)
Comme dans le cas GSM, nous pouvons re´e´crire (1.33) comme suit
p(x) ∝
∏
j
pU(uj)
∝
∏
j
1
σ
∫
pG
(
uj − bj
σ
)
pB(bj)dbj. (1.38)
Dans le cas d’un GPM, pG est aussi la densite´ d’une loi gaussienne. Nous pouvons
donc obtenir
p(x|b) = N (mx,P−1x ) avec Px = σ−2VVT
et mx = (VV
T )−1V( + b). (1.39)
L’algorithme Espe´rance-Maximisation (EM) Notre mode`le probabiliste de´pend de
variables cache´es non-observables b. Dans ce cas, l’algorithme Espe´rance-Maximisation
(EM) est un algorithme bien connu pour trouver l’estimateur du maximum de vraisem-
blance des parame`tres [DLR77], et par extension, l’estimateur du maximum a posteriori
[LH87, MK07, BD06] en conside´rant que les variables cache´es comme les donne´es man-
quantes. Cet algorithme permet d’augmenter la vraisemblance ou la probabilite´ a pos-
teriori a` chaque ite´ration. Par ailleurs, cet algorithme peut eˆtre conside´re´ comme une
sous-classe de l’algorithme MM (Majoration-Minimisation ou Minoration-Maximisation)
[HL04]. Ne´anmoins, il ont des inconve´nients :
- il ne peut pas garantir de donner l’estimateur du maximum de vraisemblance ou
l’estimateur du maximum a posteriori lorsque le crite`re a` optimiser est multimodal,
- la convergence peut eˆtre lente. En conse´quence, des variantes ont e´te´ propose´es pour
acce´le´rer la vitesse de convergence, tels que ceux qui utilisant la me´thode du gradient
conjugue´ [JJ93] ou la me´thode du Newton [Lan95, JJ97],
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- l’algorithme EM est utile pour la famille de distributions exponentielles. Mais lors-
que les distributions ne sont pas dans la famille exponentielle, l’algorithme EM peut
rencontrer des difficulte´s a` obtenir des expressions analytiques. Pour reme´dier a` ce
proble`me, des variantes telles que l’algorithme EM stochastique (SEM) [CD85] et
l’algorithme Monte-Carlo EM (MCEM) [WT90] peuvent eˆtre utilise´es. Ces variantes
permettent aussi de re´duire le risque de tomber dans un maximum local.
Calcul de l’estimateur MAP Pour notre proble`me avec un a priori me´lange de
gaussiennes, nous calculons l’estimateur MAP de x qui est le maximiseur de la loi a
posteriori p(x|y). Pour ce faire, nous utilisons l’algorithme EM qui alterne deux e´tapes :
• une e´tape d’e´valuation de l’espe´rance (E) qui calcule
Q(x|xˆk) =Ep(b|xˆk,y) [ln{p(y,b|x)}] + ln{p(x)}
=
∫
ln{p(y,b|x)}p(b|xˆk,y)db + ln{p(x)}
=
∫
ln{p(y,b,x)}p(b|xˆk,y)db
= ln{p(y|x)}+
∫
ln{p(x|b)}p(b|xˆk,y)db + C (1.40)
ou` xˆk est l’estimation obtenue a` l’ite´ration k et C est une constante qui ne de´pende
pas de x,
• une e´tape de maximisation (M), ou` on maximise l’espe´rance trouve´e a` l’e´tape (E),
xˆk+1 = arg max
x
Q(x|xˆk)
= arg min
x
{
− ln p(y|x)−
∫
ln{p(x|b)}p(b|xˆk,y)db
}
= arg min
x
{1
2
(y −Ax)TΣ−1(y −Ax)
+
1
2
∫
(x−mx)TPx(x−mx)p(b|xˆk,y)db
}
(1.41)
qui est obtenu en utilisant le fait que p(y|x) est une distribution gaussienne multi-
dimensionnelle et dans les mode`les a priori de me´lange de gaussiennes, p(x|b) est
aussi une distribution gaussienne.
Dans le cas d’un GSM, d’apre`s (1.36), nous pouvons facilement obtenir
(x−mx)TPx(x−mx) = (VTx− )TDiag(b)(VTx− )
=
∑
j
bj
(
vTj x− j
)2
. (1.42)
Dans ce cas,
xˆk+1 = arg min
x
{1
2
(y −Ax)TΣ−1(y −Ax) +
∑
j
1
2
〈bj〉
(
vTj x− j
)2 }
(1.43)
ou` 〈bj〉 =
∫
bjp(bj|xˆk,y)dbj. Les calculs dans [CI04] montrent que cette espe´rance est
donne´e par
〈bj〉 = φ′(ukj )/ukj avec ukj = vTj xˆk − j. (1.44)
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En comparant ce re´sultat avec (1.29) et (1.31), nous trouvons que l’utilisation de EM nous
permet de retrouver l’algorithme SQ de type GR avec
- l’e´tape d’espe´rance cohe´rente avec l’e´tape de maximisation par rapport aux variables
auxiliaires de l’algorithme SQ,
- l’e´tape de maximisation cohe´rente avec l’e´tape de maximisation par rapport aux
variables d’inte´reˆt de l’algorithme SQ.
Suivant des meˆmes e´tapes de calculs, dans le cas d’un GPM, nous pouvons obtenir,
xˆk+1 = arg min
x
{1
2
(y −Ax)TΣ−1(y −Ax) + 1
σ2
∑
j
1
2
(
vTj x− j − 〈bj〉
)2 }
(1.45)
ou` 〈bj〉 est montre´ dans [CI04] d’eˆtre e´gale a`
〈bj〉 = ukj − σ2φ′(ukj ) avec ukj = vTj xˆk − j. (1.46)
En comparant ce re´sultat avec (1.30) et (1.32), nous trouvons que l’utilisation de EM nous
permet de retrouver l’algorithme SQ de type GY.
En conclusion, sous re´serve que la loi a priori puisse eˆtre repre´sente´e par me´lange de
gaussiennes par changement d’e´chelle (ou par changement de position), les algorithmes
SQ de type Geman & Reynolds (respectivement Geman & Yang) sont des cas particuliers
de l’algorithme Espe´rance-Maximisation (EM).
1.4.2 Me´thode d’approximation stochastique
Dans les cas ou` l’estimateur MAP est difficile a` calculer, un autre choix possible est de
calculer l’estimateur EAP. Ne´anmoins, le calcul direct de cet estimateur est ge´ne´ralement
impossible car la loi a posteriori est souvent connue a` une constante multiplicative pre`s.
Pour re´soudre ce proble`me, il existe deux types de me´thodes :
1) les me´thodes stochastiques de type Monte Carlo par Chaˆıne de Markov (MCMC),
2) les me´thodes d’approximation analytique, notamment l’approximation baye´sienne
variationnelle.
Nous allons introduire brie`vement les me´thodes MCMC dans cette partie. Les me´thodes
d’approximation analytique, plus particulie`rement l’approximation baye´sienne variation-
nelle qui est la principale pre´occupation de cette the`se, vont eˆtre pre´sente´es dans le cha-
pitre suivant.
L’ide´e centrale des me´thodes MCMC [RC00] est de fournir une approximation
nume´rique de la distribution cible´e, note´e par p dans la suivante, a` l’aide d’un en-
semble d’e´chantillons. Les caracte´ristiques statistiques des parame`tres d’inte´reˆt, e.g. la
moyenne, la variance, peuvent donc eˆtre estime´es en utilisant des moments empiriques
des e´chantillons. Dans la litte´rature, de nombreux algorithmes MCMC ont e´te´ de´veloppe´s.
Dans le cadre baye´sien, les deux algorithmes MCMC les plus utilise´s sont l’algorithme de
Metropolis-Hastings et l’e´chantillonnage de Gibbs.
1) L’algorithme de Metropolis-Hastings Les approches Metropolis-Hastings ont
l’avantage de ne demander qu’une connaissance limite´e de la loi cible´e ce qui permet
une grande liberte´ dans leur mise en œuvre. Elles suivent les e´tapes suivantes :
(a) Choisir une valeur initiale w0
18
Algorithmes de calculs dans l’infe´rence baye´sienne
(b) E´tant donne´ wk, ge´ne´rer w∗ a` l’aide d’une loi instrumentale g(·|wk)
(c) On accepte ou rejette cette valeur de w∗ a` l’aide d’une proce´dure d’acceptation-
rejet :
wk+1 =
{
w∗ avec probabilite´ ρ(wk,w∗)
wk avec probabilite´ 1− ρ(wk,w∗) (1.47)
ou`
ρ(wk,w∗) = min
(
p(w∗)
p(wk)
g(wk|w∗)
g(w∗|wk) , 1
)
(1.48)
(d) Re´pe´ter les e´tapes (b), (c) pour obtenir les e´chantillons utilise´s pour l’infe´rence.
L’algorithme de Metropolis-Hastings de´crit ci-dessus est un algorithme  universel,
c’est-a`-dire que, the´oriquement, il permet de simuler n’importe quelle loi p en utili-
sant une loi instrumentale quelconque. Ne´anmoins, pour avoir des algorithmes aussi
utilisables en pratique, on imple´mente ge´ne´ralement l’algorithme de Metropolis-
Hastings en utilisant des g spe´cifiques. Un cas particulier courant de l’algorithme
est celui ou` g de´pends de wk et est syme´trique, i.e. g(w∗|wk) = g(wk|w∗). Dans
ce cas, l’algorithme se de´place de wk a` w∗ et il est connu comme l’algorithme de
Metropolis-Hastings a` marche ale´atoire. Un autre cas aussi connu est celui ou` q est
inde´pendante de wk, i.e., g(w∗|wk) = g(w∗). Dans ce cas, l’algorithme est connu
comme l’algorithme de Metropolis-Hastings inde´pendant.
Les e´tapes de l’algorithme de Metropolis-Hastings montrent qu’il ne de´pend que du
rapport p(w∗)/p(wk) et peut eˆtre alors utilise´ pour simuler les distributions connues
a` une constante multiplicative pre`s.
En ce qui concerne la convergence, l’algorithme de Metropolis-Hastings ge´ne`re une
chaˆıne de Markov dont la loi stationnaire est la loi de´sire´e p (voir [RC00, chapter 4]),
c’est-a`-dire que la chaˆıne de Markov converge asymptotiquement vers p. Ne´anmoins,
bien que la chaˆıne de Markov converge finalement vers la distribution de´sire´e, les
e´chantillons initiaux peuvent suivre une distribution tre`s diffe´rente, en particulier si
le point de de´part se trouve dans une re´gion a` faible densite´. En conse´quence, un
temps de chauffe ( burn in ) est ge´ne´ralement ne´cessaire, ou` un nombre important
d’e´chantillons initiaux sont jete´s.
2) L’e´chantillonnage de Gibbs L’e´chantillonnage de Gibbs peut eˆtre utilise´ pour
ge´ne´rer les e´chantillons d’une distribution jointe p(w) si les distributions condi-
tionnelles de chaque composante sont simulables, i.e. si w = (w1, . . . ,wP ),
les distributions conditionnelles incluent p(w1|w2, . . . ,wP ), p(w2|w1,w3, . . . ,wP ),
. . . , p(wP |w1, . . . ,wP−1). L’algorithme d’e´chantillonnage de Gibbs associe´ a` cette
de´composition suit les e´tapes suivants :
(a) Choisir une valeur initiale w0
(b) E´tant donne´es wk, simuler
wk+11 ∼ p(w1|wk2 , . . . ,wkP )
wk+12 ∼ p(w2|wk+11 ,wk3 . . . ,wkP )
. . .
wk+1p ∼ p(wP |wk+11 , . . . ,wk+1P−1)
(1.49)
(c) Re´pe´ter jusqu’a` obtenir les e´chantillons utilise´s pour l’infe´rence des parame`tres
(un nombre d’e´chantillons initiaux sont aussi jete´s).
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En fait, l’algorithme de Gibbs peut s’exprimer comme cas particulier d’algorithme
de Metropolis-Hastings, ou plus exactement une combinaison d’algorithmes de
Metropolis-Hastings. Mais comme mentionne´ dans [RC00], il a des motivations
me´thodologiques et historiques fondamentalement diffe´rentes.
Les me´thodes MCMC permettent de ge´ne´rer les e´chantillons d’une distribution pas
exactement connue (connue a` une constante pre`s), qui peuvent eˆtre utilise´s pour les
infe´rences de parame`tres d’inte´reˆt. Ne´anmoins, les me´thodes MCMC sont fonde´es sur
des proprie´te´s asymptotiques de convergence et sont ge´ne´ralement couˆteuses en temps de
calcul. Elles sont mal adapte´es aux proble`mes de grande dimension car en dimension im-
portante, la loi instrumentale doit eˆtre tre`s proche de la loi cible´e pour e´viter un taux de
rejet important. En plus, c’est difficile de ge´ne´rer des e´chantillons pour une loi de matrice
de covariance quelconque. Donc, pour contourner ces proble`mes, une autre me´thode est
d’utiliser des approximations analytiques de la loi de´sire´e, qui vont eˆtre introduites dans
le chapitre suivant.
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E´tat de l’art sur les me´thodes
d’approximation analytique
2.1 Introduction
Les me´thodes MCMC permettent de ge´ne´rer des approximations a` pre´cision arbitraire.
Ne´anmoins, elles ne´cessitent un temps de calcul long. Pour s’affranchir de ce proble`me
et pour d’autres applications comme le choix du mode`le, les approximations analytiques
ont e´te´ introduites comme des compromis entre la pre´cision de l’approximation et la
complexite´ du calcul. Ce chapitre est consacre´ a` la pre´sentation des me´thodes d’approxi-
mation analytique, notamment des me´thodes d’approximation baye´sienne variationnelle,
pour approcher la fonction densite´ de probabilite´ (loi a posteriori complique´e).
Dans la suite, nous utilisons w pour repre´senter un vecteur de taille J regroupant
toutes les variables a` estimer, par exemple, w = x pour les proble`mes estimant seule-
ment des parame`tres d’inte´reˆt, et w = (x,θ) lorsqu’on estime conjointement les hyperpa-
rame`tres. La loi a posteriori a` approcher est repre´sente´e par p(·|y) et son approximation
analytique est donne´e par q. Il existe plusieurs me´thodes d’approximation analytique per-
mettant de de´terminer q. Dans ce chapitre, nous rappelons trois de ces me´thodes, deux
me´thodes couramment utilise´es et une me´thode re´cemment propose´e :
• la me´thode d’approximation de Laplace,
• la me´thode d’approximation baye´sienne variationnelle classique,
• la me´thode d’approximation baye´sienne variationnelle de type gradient.
2.2 Approximation de Laplace
La me´thode d’approximation de Laplace [KR95] est bien connue dans le contexte
de construction des crite`res pour la se´lection de mode`les. Par exemple, le crite`re Baye-
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sian Information Criterion (BIC) est issu de l’approximation de Laplace. Cette me´thode
d’approximation s’appuie sur une approximation locale de la loi a posteriori autour de
l’estimation ponctuelle du maximum a posteriori (MAP) en utilisant une distribution
gaussienne. Supposons que wˆ est l’estimation MAP, cette approximation gaussienne peut
eˆtre donne´e par
qLap(w) = N (w|wˆ,H−1) (2.1)
ou` la matrice H est l’oppose´ de la matrice hessienne des de´rive´es secondes partielles du
logarithme de la loi jointe p(w,y) par rapport a` w en wˆ :
H = −
[
∂2 ln p(w,y)
∂wi∂wj
]
w=wˆ
∀i, j = 1, . . . , N. (2.2)
La me´thode d’approximation de Laplace donne directement la formule explicite de
la loi approchante. Ne´anmoins elle a pre´sente´ plusieurs inconve´nients. Premie`rement, sa
de´termination ne´cessite de de´terminer tout d’abord l’estimateur du maximum a posteriori
et la matrice hessienne H qui n’est pas facile dans les cas ou` la loi a posteriori est de
forme complique´e. Deuxie`mement, l’approximation de Laplace est incapable d’aborder des
distributions multimodales. Troisie`mement, elle fixe la forme de la loi approchante a` une
loi gaussienne. Ne´anmoins, la loi gaussienne n’est pas toujours une bonne approximation.
Dans le contexte d’approcher une loi complique´e, un autre type de me´thode est la
me´thode d’approximation baye´sienne variationnelle qui vise a` de´terminer des lois appro-
chantes de forme libre. Graˆce a` sa liberte´ de choix de la forme de la loi approchante,
l’approximation baye´sienne variationnelle a plus de chance de donner des approximations
plus proches que celle obtenue par l’approximation de Laplace. Les me´thodes d’approxi-
mation baye´sienne variationnelle sont pre´sente´es dans la suite.
2.3 Approximation baye´sienne variationnelle classique
La me´thode d’approximation baye´sienne variationnelle (BV) provient dans la phy-
sique statistique dans le domaine de la the´orie du champ moyen [Par88]. En physique
statistique, des fonctions de probabilite´ de grande dimension et leur simplification ont e´te´
une pre´occupation des physiciens depuis longtemps. Les physiciens conside`rent souvent
un syste`me de plusieurs particules qui interagissent les unes avec les autres. Dans ce cas,
la fonction de probabilite´ associe´e a` ce syste`me est de forme complique´e et sa fonction de
partition n’est pas explicite ce qui rend l’e´tude de ce syste`me difficile. Pour s’affranchir de
cette difficulte´, l’approximation de champ moyen remplace toutes les interactions a` une
seule particule par une interaction moyenne, qui simplifie le syste`me de plusieurs particules
en interaction a` un syste`me de plusieurs particules sans interactions mutuelles. La fonc-
tion de probabilite´ associe´e a` ce syste`me sans interactions est une fonction se´parable qui
est plus facile a` e´tudier. Une telle fonction se´parable optimale peut eˆtre choisie en minimi-
sant une mesure de dissemblance entre la probabilite´ originale complique´e et la fonction
de probabilite´ se´parable. L’approximation baye´sienne variationnelle est un exemple de
telles approximations en prenant la divergence de Kullback-Leibler comme la mesure de
dissemblance. L’approximation de champ moyen est une ge´ne´ralisation de l’approximation
BV en exploitant les diffe´rentes fonctions de dissemblance.
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La me´thode d’approximation BV a e´te´ introduite dans le cadre baye´sien par MacKay
[Mac95]. Depuis cela, elle a e´te´ largement utilise´e dans diverses applications telles que
l’apprentissage des mode`les graphiques [JGJS99], restauration d’images [LG04, CGLS08],
la se´paration de la source [Cho02] et la super-re´solution [BMK11]. Nous donnons dans la
suite une pre´sentation de cette me´thode.
2.3.1 Principe de la me´thode d’approximation baye´sienne va-
riationnelle
L’ide´e centrale de la me´thode d’approximation baye´sienne variationelle (BV) est d’ap-
procher la loi a posteriori cible´e p(·|y) par une loi se´parable qopt dont la forme est librement
choisie, ce qui est diffe´rent de l’approximation de Laplace qui fixe la loi approchante a` une
loi gaussienne. Cette loi approchante doit eˆtre la plus proche possible de la loi cible´e au
sens ou` elle doit minimiser une mesure de dissemblance entre une loi approchante quel-
conque q et la loi p(·|y), note´e dans la suite par ∆(q‖p(·|y)). Cette mesure de dissemblance
satisfait
• ∆(q‖p(·|y)) ≥ 0 et 0 n’est atteint que pour q = p(·|y),
• ∆(q‖p(·|y)) est convexe.
De´finissons un espace Ω qui est un espace de densite´s de probabilite´ se´parables,
Ω =
{
q : densite´ de probabilite´ et q(w) =
P∏
i=1
qi(wi) avec w = (w1, . . . ,wP )
}
, (2.3)
ou` (wi)i=1,...,P repre´sentent les sous-ensembles disjoints de w avec P un entier entre 1 et
J . Plus la valeur de P est grande, plus la se´parabilite´ est forte. Le proble`me de recherche
de la loi approchante optimale peut eˆtre conside´re´ comme un proble`me d’optimisation
fonctionnelle dans l’espace Ω :
qopt = arg min
q∈Ω
∆(q‖p(·|y)). (2.4)
2.3.2 Choix de la mesure de dissemblance
En ce qui concerne la mesure de dissemblance ∆(q‖p(·|y)), un choix naturel est la
divergence de Kullback-Leibler (KL) qui est une mesure de la diffe´rence entre deux densite´s
de probabilite´. La divergence KL de q a` p(·|y) est de´finie par
KL[q‖p(·|y)] =
∫
RJ
q(w) ln
q(w)
p(w|y)dw. (2.5)
Cette divergence a les proprie´te´s suivantes :
• KL[q‖p(·|y)] ≥ 0, ∀q, p(·|y) et elle s’annule lorsque les deux distributions sont iden-
tiques,
• elle est asyme´trique, c’est a` dire KL[q‖p(·|y)] 6= KL[p(·|y)‖q],
• elle est convexe [CT12].
En raison de l’asyme´trie de la divergence KL, deux possibilite´s existent pour la mesure
en prenant les deux ordres possibles des arguments de la divergence KL :
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• La premie`re est la divergence KL de la loi a posteriori a` la loi approchante
KL[p(·|y)‖q]. Cette divergence est dite optimale car
– D’un point de vue baye´sien, la minimisation de cette divergence donne une ap-
proximation de risque minimale [Ber79, SˇQ06]. Dans la suite, on utilise donc
KLRM pour repre´senter cette divergence.
– En supposant que la loi approchante est se´parable : q(w) =
∏P
i=1 qi(wi), la mini-
misation de KLRM donne la solution suivante :
qopti (wi) = arg min
qi
KL[p(w|y)‖q(w)]
= arg min
qi
∫
p(wi,w/i|y) ln 1
qi(wi)
dwidw/i
= arg min
qi
KL[p(wi|y)‖qi(wi)]
=p(wi|y), (2.6)
ou` w/i repre´sente le comple´mentaire de wi d’un ensemble de variables w. A` partir
de (2.6), nous pouvons voir que l’approximation optimale de la loi a posteriori
au sens de minimiser KLRM est un produit des lois marginales. Dans ce cas,
l’espe´rance de la loi approchante est e´gale a` l’espe´rance de la vraie loi a posteriori.
Ce re´sultat est attrayant mais cette loi approchante n’est pas utilisable en pratique
car, en ge´ne´ral, on ne connaˆıt pas les lois marginales (p(wi|y))i=1,...,P .
• La deuxie`me possibilite´ est la divergenceKL de la loi approchante a` la loi a posteriori
KL[q‖p(·|y)] qui est note´e par KLBV dans la suite. Les me´thodes d’approximation
baye´sienne variationnelle utilisent cette divergence comme la mesure de la dissem-
blance car elle permet d’obtenir des solutions analytiques plus faciles a` obtenir,
comme on le verra dans la partie 2.3.3.
En pratique, il est inte´ressant de pouvoir estimer la convergence de l’algorithme.
Ne´anmoins, la divergence KLBV n’est pas nume´riquement calculable car elle de´pend de
la loi a posteriori qui n’est pas connue dans notre cas. En effet, ge´ne´ralement, on connait
analytiquement la loi jointe p(w,y) et pas la loi a posteriori car on ne connait pas expli-
citement la fonction de partition. Mais on peut de´velopper l’expression de la divergence
comme suite :
KL[q‖p(·|y)] =
∫
RJ
q(w) ln
q(w)
p(w|y)dw
=
∫
RJ
q(w) ln
q(w)p(y)
p(w,y)
dw
= ln p(y)−
∫
RJ
q(w) ln
p(w,y)
q(w)
dw
= ln p(y)−F(q) (2.7)
Nous rappelons que p(y) est l’e´vidence du mode`le et
F(q) =
∫
RJ
q(w) ln
p(w,y)
q(w)
dw (2.8)
est appele´e l’e´nergie libre ne´gative. Ici, la log-e´vidence ln p(y) peut eˆtre vue comme une
constante par rapport a` q. En conse´quence, la minimisation de la divergence KLBV est
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e´quivalente a` la maximisation de l’e´nergie libre ne´gative F(q). Nous voyons que cette
e´nergie de´pend de la loi jointe p(y,w) qui peut eˆtre aise´ment obtenue par le produit de
la vraisemblance et de la loi a priori. Par conse´quent, en pratique, nous utilisons souvent
l’e´nergie libre ne´gative F(q) comme une alternative de la divergence KLBV .
Par ailleurs, d’apre`s (2.7), on peut faire une autre remarque. Comme la divergence
KL est positive, on a ln p(y) ≥ F(q). En conse´quence, l’e´nergie libre ne´gative est une
borne infe´rieure de la log-e´vidence. Lorsque l’algorithme BV converge, la divergence KL
est quasiment nulle. L’e´nergie libre ne´gative a` convergence peut eˆtre donc utilise´e comme
une approximation de la log-e´vidence utile par exemple dans les proble`mes de se´lection
de mode`le.
2.3.3 L’algorithme d’approximation baye´sienne variationnelle
classique
En prenant KLBV comme la mesure de dissemblance, la loi approchante optimale est
de´termine´e en re´solvant le proble`me d’optimisation suivant :
qopt = arg min
q∈Ω
KL[q‖p(·|y)], (2.9)
qui est, comme montre´ pre´ce´demment, e´quivalent au proble`me d’optimisation donne´ par
qopt = arg max
q∈Ω
F(q), (2.10)
avec F l’e´nergie libre ne´gative de´finie dans (2.8). De plus, F est une fonctionnelle concave.
Ce proble`me d’optimisation admet une solution analytique qui est donne´e par
qopt(w) =
∏P
i=1 qi(wi) avec
qi(wi) = Ki exp
(
〈ln p(y,w)〉∏
j 6=i qj(wj)
)
, ∀i = 1, . . . , P (2.11)
ou` 〈·〉q = Eq[·] et Ki repre´sente la constante de normalisation. Cette solution analytique a
e´te´ trouve´e de plusieurs manie`res diffe´rentes. Par exemple, Sˇmı´dl et Quinn [SˇQ06] donnent
une de´rivation de cette solution en utilisant seulement des calculs probabilistes simples et
les proprie´te´s de la divergence KL indique´es ci-dessus, Miskin a obtenu la meˆme solution
dans [Mis00] en annulant la diffe´rentielle de la divergence KL par rapport a` la loi appro-
chante. Les approches d’approximation baye´sienne variationnelle classiques sont base´es
sur cette solution analytique donne´e par (2.11). Ne´anmoins, nous pouvons voir de (2.11)
que chaque composante se´parable qi de´pend de toutes les autres composantes qj avec j
diffe´rent de i. Par conse´quent, on ne peut pas obtenir une expression explicite pour qopt
sauf dans des cas extreˆmement simples. En pratique, ce proble`me est ge´ne´ralement aborde´
en utilisant un algorithme alterne´, qui met a` jour une composante se´parable en fixant les
autres a` chaque e´tape, pour approcher la solution optimale de fac¸on ite´rative. Finale-
ment, on peut re´sumer l’algorithme d’approximation baye´sienne variationnelle classique
par l’Algorithme 1.
Dans l’Algorithme 1, les composantes de q sont mises a` jour dans l’ordre de q1 a` qP ,
mais en pratique, il n’y a pas de contrainte sur l’ordre des mises a` jour et on peut choisir
un ordre qui convient le mieux au proble`me aborde´.
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Algorithm 1 Algorithme d’approximation Baye´sienne Variationnelle Classique (BV-
Class)
1. Initialiser (q0 ∈ Ω)
2. Mettre a` jour qk+11 (w1)
3. Mettre a` jour qk+12 (w2)
4. . . .
5. Mettre a` jour qk+1P (wP ) avec
qk+1i (wi) = Ki exp
(
〈ln p(y,w)〉(∏i−1j=1 qk+1j (wj))(∏Pj=i+1 qkj (wj))
)
, ∀i = 1, . . . , P. (2.12)
6. Retourner a` l’e´tape 2 jusqu’a` convergence
L’importance des lois a priori conjugue´es The´oriquement, l’algorithme 1 peut
eˆtre utilise´ pour approcher n’importe quelle loi a posteriori. Ne´anmoins, en pratique, le
choix des lois a priori conjugue´es joue un roˆle tre`s important dans le de´veloppement des
algorithmes baye´siens variationnels imple´mentables nume´riquement car les lois a priori
conjugue´es assurent que la loi a posteriori appartient a` la meˆme famille parame´trique que
la loi a priori. En conse´quence, les lois approchantes obtenues par (2.11) se trouvent dans
la meˆme famille et l’optimisation des lois est ramene´e a` mettre a` jour des parame`tres,
ce qui est beaucoup plus simple, et surtout beaucoup plus simple a` imple´menter sur un
ordinateur (pas besoin de calcul formel).
2.3.4 Lien entre l’algorithme d’approximation BV et l’algo-
rithme EM
Une proprie´te´ tre`s inte´ressante de cette approche d’approximation BV est que l’on peut
conside´rer que c’est une ge´ne´ralisation de l’algorithme Espe´rance-Maximisation (EM).
C’est ce que nous allons montrer dans la suite de cette partie (Des preuves e´quivalentes
se trouvent dans [BG02] et [SˇQ06]).
L’algorithme EM est typiquement utilise´ lorsque le mode`le implique des variables
latentes non-observables. Nous supposons donc que w = (x, z) ou` x repre´sente le vecteur
des parame`tres d’inte´reˆt et z est le vecteur des variables latentes. Nous nous inte´ressons
ici a` un estimateur du maximum a posteriori marginal pour le parame`tre d’inte´reˆt x qui
est mathe´matiquement exprime´ par
xˆ = arg max
x
p(x|y) (2.13)
ou` p(x|y) =
∫
p(x, z|y)dz ∝
∫
p(x, z,y)dz (2.14)
En ge´ne´ral, on peut facilement obtenir l’expression explicite de la loi jointe p(x, z,y) mais
il est difficile voire impossible de calculer l’inte´grale de p(x, z,y) par rapport a` z qui est
donne´e par (2.14). Par conse´quent, l’estimateur du maximum a posteriori marginal (voir
(2.13)) ne peut eˆtre obtenu directement. Dans ce cas, l’algorithme EM est un algorithme
couramment utilise´ pour s’affranchir de cette difficulte´.
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L’utilisation de l’algorithme EM
L’algorithme EM pour calculer l’estimateur du MAP marginal consiste en deux e´tapes :
une e´tape d’e´valuation de l’espe´rance conditionnelle et une e´tape de maximisation, ou` l’on
trouve une nouvelle estimation en maximisant l’espe´rance obtenue, voir partie 1.4.1 du
chapitre 1 pour plus de de´tails sur l’algorithme EM. Ces deux e´tapes sont donne´es par
• E´tape d’e´valuation de l’Espe´rance
Q(x|xˆk) = Ep(z|xˆk,y) [ln p(y, z|x)] + ln p(x), (2.15)
• E´tape de Maximisation
xˆk+1 = arg max
x
Q(x|xˆk), (2.16)
qui sont ite´re´es jusqu’a` la convergence.
La de´rivation de EM via l’approximation baye´sienne variationnelle
Le principe de l’approximation BV consiste a` chercher une loi se´parable pour approcher
la loi a posteriori jointe p(x, z|y). La loi approchante optimale est obtenue en re´solvant le
proble`me d’optimisation de´fini par (2.9) ou (2.10). Dans ce cas, les formes des composantes
de la loi approchante peuvent eˆtre librement choisies. Ne´anmoins, on peut aussi fixer en
avance la forme de la loi approchante. Cette contrainte supple´mentaire sur les formes des
lois nous permet d’obtenir des solutions sous-optimales du proble`me (2.9) ou (2.10), ce
qui conduit a` l’approche d’approximation BV restreinte qui a e´te´ pre´sente´e dans [SˇQ06,
chapter 3]. L’approche d’approximation BV restreinte est donne´e par
Corollaire 1. (Approche d’approximation Baye´sienne Variationnelle Restreinte). Soit
p(w|y) la loi a posteriori du parame`tre w = (w1,w2) ou` nous conside´rons une division
en deux de w. Soit q(w) = q1(w1)q¯2(w2|βˆ), dont q1 est de forme libre tandis que q¯2 est
une distribution de forme fixe´e parame´trise´e par βˆ, l’approximation se´parable de p(w|y).
Alors le minimum de la divergence KLBV est atteint pour
q1(w1) ∝ exp
(
〈ln p(y,w)〉q¯2(w2|βˆ)
)
(2.17)
βˆ = arg min
β
KL [q1(w1)q¯2(w2|β)‖p(w|y)] (2.18)
Ici, nous avons w = (x, z) et nous supposons que la loi approchante de la loi a posteriori
p(x, z|y) est note´e par q(x, z) et qu’elle satisfait
q(x, z) = q1(z)q¯2(x), avec q¯2(x) = δ(x−m) (2.19)
ou` δ repre´sente la distribution de Dirac.
Selon le Corollaire 1, la minimisation de la divergence KLBV par rapport a` q1 et m
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nous donne :
qk+11 (z) = K1 exp
(
〈ln p(x, z,y)〉δ(x−mk)
)
= p(z|mk,y), (2.20)
mk+1 = arg min
m
KL [p(z|mk,y)δ(x−m)‖p(x, z|y)]
= arg max
m
{
〈ln p(m, z,y)〉p(z|mk,y)
}
= arg max
m
{
Ep(z|mk,y) [ln p(y, z|m)] + ln p(m)
}
, (2.21)
ce qui nous permet de retrouver la meˆme formule que (2.16).
2.3.5 Choix de se´paration
L’approximation BV impose la se´parabilite´ entre les sous-ensembles de parame`tres
(wi)i=1,...,P . On ne´glige alors les liens statistiques entre ces parame`tres. En ge´ne´ral, plus le
degre´ de se´parabilite´ utilise´ est grand, plus la loi approchante est e´loigne´e de la loi cible.
En pratique, il n’y a pas de re`gles pour le choix de la se´parabilite´ et on peut choisir
la se´parabilite´ selon ses envies. Nous divisons dans la suite les hypothe`ses de se´parabilite´
en deux cate´gories :
• La se´paration partielle ou` P < J . Dans ce cas, on choisit de garder les corre´lations
entre une partie des parame`tres. La se´paration partielle a e´te´ largement utilise´e
dans la litte´rature, par exemple, Babacan et al. [BMK11] supposent uniquement la
se´parabilite´ entre les parame`tres d’inte´reˆt et les hyperparame`tres. Dans le mode`le
du Chantas et al. [CGLS08] ou` des variables cache´es apparaissent, une se´parabilite´
entre les parame`tres d’inte´reˆt, les variables cache´es et les hyperparame`tres a donc
e´te´ conside´re´e. Dans ces cas, les corre´lations internes des parame`tres d’inte´reˆt, des
hyperparame`tres et des variables cache´es sont pre´serve´es. Ne´anmoins, un incon-
ve´nient lie´ a` la se´paration partielle est qu’on obtient alors des matrices pour chaque
groupe de variables (par exemple, la matrice de covariance dans un cas gaussien),
qui ont besoin d’eˆtre stocke´es et inverse´es, comme on le verra dans la suite par un
exemple gaussien. Dans les proble`mes de grande dimension, ce type de calculs est
tre`s couˆteux.
• La se´paration totale ou` P = J . Sous cette hypothe`se, la se´parabilite´ est impose´e
entre toutes les composantes de w. Cette hypothe`se est forte et fait perdre les
corre´lations entre les composantes mais cela permet de faciliter le calcul des lois
approchantes.
Nous prenons ici un exemple simple – un proble`me gaussien (voir partie 1.3) pour
illustrer la diffe´rence entre les deux choix de se´parabilite´. Conside´rons le mode`le line´aire
de´fini par (1.2) dans le de´but de cette the`se :
y = Ax + n (2.22)
Comme donne´ dans la partie 1.3, nous conside´rons un bruit blanc gaussien qui nous
permet d’obtenir une vraisemblance de forme (1.8), et nous introduisons une loi a priori
conjugue´e – une loi gaussienne (1.19) sur x. En ce qui concerne les hyperparame`tres, nous
faisons une reparame´trisation en introduisant les parame`tres de pre´cision γn = 1/σ
2
n et
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γp = 1/σ
2
p. Nous introduisons ensuite des lois a priori conjugue´es pour ces parame`tres de
pre´cision γn et γp – des lois Gamma :
p(γn) =G(γn|a˜n, b˜n) (2.23)
p(γp) =G(γp|a˜p, b˜p) (2.24)
ou` pour a > 0 et b > 0
G(z|a, b) = b
a
Γ(a)
za−1 exp (−bz) (2.25)
En ce qui concerne les hyperparame`tres, en ge´ne´ral, nous ne posse´dons pas d’information
a priori. Nous pre´fe´rons donc prendre des lois a priori non-informatives, c’est a` dire les
lois avec un impact minimal sur la loi a posteriori. Ce type d’a priori peut eˆtre obtenu
en donnant ze´ro comme parame`tres des distributions Gamma : a˜n = 0, b˜n = 0 et a˜p = 0,
b˜p = 0, ce qui conduit a` l’a priori impropre de Jeffreys.
En conse´quence, nous pouvons obtenir une loi a posteriori suivante :
p(x, γn, γp|y) ∝p(y|x, γn)p(x|γp)p(γn)p(γp)
∝γM/2n exp
[
−γn‖y −Ax‖
2
2
]
γN/2p exp
[
−γp‖Γx‖
2
2
]
× b˜
a˜n
n
Γ(a˜n)
γa˜n−1n exp
(
−b˜nγn
) b˜a˜pp
Γ(a˜p)
γa˜p−1p exp
(
−b˜pγp
)
(2.26)
Nous approchons cette loi a posteriori par la me´thode d’approximation BV en prenant
l’hypothe`se de se´parabilite´ partielle et l’hypothe`se de se´parabilite´ totale.
Approximation baye´sienne variationnelle en prenant l’hypothe`se de
se´parabilite´ partielle
La premie`re e´tape pour appliquer l’algorithme d’approximation BV est de choisir la
forme de se´paration dans la loi approchante. Ici, nous supposons que
q(x, γn, γp) = qx(x)qγn(γn)qγp(γp). (2.27)
Nous supposons la se´parabilite´ entre γn et γp car la loi a posteriori p(x, γn, γp|y) est
se´parable entre eux.
Selon l’Algorithme 1, la loi approchante q peut eˆtre obtenue en alternant l’optimisation
de qx, qγn et qγp .
L’optimisation de qx En utilisant (2.11), nous pouvons obtenir
qk+1x (x) ∝ exp
(
〈ln p(y,x, γn, γp)〉qkγn (γn)qkγp (γp)
)
,
∝ exp
(
−〈γn〉
k
2
‖y −Ax‖2 − 〈γp〉
k
2
‖Γx‖2
)
. (2.28)
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ou` 〈γn〉k = Eqkγn [γn] et 〈γp〉k = Eqkγp [γp]. Cette distribution peut eˆtre identifie´e comme
une distribution gaussienne dont la matrice de covariance Σk+1 et la moyenne mk+1 sont
donne´es respectivement par
(Σk+1)−1 =〈γn〉kATA + 〈γp〉kΓTΓ. (2.29)
mk+1 =Σk+1
[〈γn〉kATy] , (2.30)
Nous pouvons voir ici que l’obtention de la moyenne et de la matrice de covariance de
la loi approchante ne´cessite d’inverser la matrice donne´e par (2.29). L’inversion des ma-
trices est une ope´ration couˆteuse voire impossible lorsque la taille des proble`mes devient
tre`s importante. Pour contourner des inversions de matrices dans le calcul de mk+1, une
approche propose´e dans [BMK11] est d’utiliser une me´thode ite´rative, la me´thode du gra-
dient conjugue´, pour approcher mk+1 de fac¸on ite´rative, c’est a` dire re´soudre l’e´quation
line´aire ci-dessous :
(Σk+1)−1mk+1 = 〈γn〉kATy. (2.31)
Ne´anmoins, le proble`me reste toujours dans la de´termination de la matrice de cova-
riance. Dans [BMK11], la matrice de covariance est approche´e par une matrice diagonale
dont les composantes sont e´gales aux inverses des composantes diagonales de la matrice
(Σk+1)−1. Notons que cette approximation peut conduire a` une forte erreur.
L’optimisation de qγn La loi approchante qγn est aussi de´termine´e en utilisant (2.11).
qk+1γn (γn) ∝ γM/2+a˜n−1n exp
[
−γn
(
b˜n +
1
2
Eqk+1x (‖y −Ax‖2)
)]
, (2.32)
qui est une distribution Gamma dont les parame`tres sont de´termine´s par
ak+1n = M/2 + a˜n (2.33)
bk+1n = b˜n +
1
2
Eqk+1x (‖y −Ax‖2)
= b˜n +
1
2
‖y −Amk+1‖2 + 1
2
trace
(
Σk+1ATA
)
(2.34)
ou` on peut voir que l’expression explicite de Σk+1 est ne´cessaire.
L’optimisation de qγp Une autre fois, en utilisant (2.11),
qk+1γp (γp) ∝ γN/2+a˜p−1p exp
[
−γp
(
b˜p +
1
2
Eqk+1x (‖Γx‖2)
)]
(2.35)
Cette distribution est identifie´e a` une loi Gamma avec des parame`tres calcule´s par
ak+1p = N/2 + a˜p (2.36)
bk+1p = b˜p +
1
2
Eqk+1x (‖Γx‖2)
= b˜p +
1
2
‖Γmk+1‖2 + 1
2
trace
(
Σk+1ΓTΓ
)
(2.37)
qui de´pend aussi de la matrice de covariance Σk+1.
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Approximation baye´sienne variationnelle en prenant l’hypothe`se de
se´parabilite´ totale
Par rapport a` la partie pre´ce´dente, nous supposons ici que la loi approchante est
totalement se´parable, c’est a` dire
q(x, γn, γp) =
N∏
i=1
qi(xi)qγn(γn)qγp(γp). (2.38)
Dans ce cas, la loi approchante q est obtenue en alternant
• l’optimisation de q1
• l’optimisation de q2
• . . .
• l’optimisation de qN
• l’optimisation de qγn
• l’optimisation de qγp .
L’optimisation des lois approchantes des hyperparame`tres qγn et qγp est identique a` la
pre´ce´dente. Nous donnons donc seulement les calculs pour l’optimisation de (qi)i=1,...,N .
L’optimisation de (qi)i=1,...,N Les calculs se font en utilisant (2.11).
qk+1i (xi) ∝ exp
(
〈ln p(y,x, γn, γp)〉∏
j<i q
k+1
j (xj)
∏
j>i q
k
j (xj)q
k
γn (γn)q
k
γp (γp)
)
,
∝ exp
[
− 〈γn〉
k
2
(
x2idiag(A
TA)i − 2xi(ATy)i + 2xi(ATAm˜)i − 2xidiag(ATA)i(m˜)i
)
− 〈γp〉
k
2
(
x2idiag(Γ
TΓ)i + 2xi(Γ
TΓm˜)i − 2xidiag(ΓTΓ)i(m˜)i
) ]
. (2.39)
ou` diag(M) repre´sente un vecteur dont les e´le´ments sont les e´le´ments diagonaux de la
matrice M et m˜ =
(
mk+11 , . . . ,m
k+1
i−1 ,m
k
i , . . . ,m
k
N
)T
est un vecteur de´pendant de l’indice
i.
Cette distribution est encore une distribution gaussienne dont la moyenne et la variance
sont donne´es par
mk+1i =(σ
2
i )
k+1
[
〈γn〉k
(
(ATy)i − (ATAm˜)i + diag(ATA)i(m˜)i
)
− 〈γp〉k
(
(ΓTΓm˜)i − diag(ΓTΓ)i(m˜)i
) ]
, (2.40)
(σ2i )
k+1 =
[〈γn〉kdiag(ATA)i + 〈γp〉kdiag(ΓTΓ)i]−1 . (2.41)
Nous pouvons voir que ici, on n’a plus besoin d’inverser des matrices. Ne´anmoins, cette
se´paration totale conduit a` un algorithme alterne´ – l’algorithme de descente par coor-
donne´es dans un espace de Hilbert, qui n’est pas suffisamment efficace pour des proble`mes
de grande dimension.
En re´sume´, meˆme si les lois a priori conjugue´es sont utilise´es, un verrou a` l’utilisation
de l’algorithme d’approximation BV classique pour re´soudre des proble`mes de grande
dimension c’est soit la matrice trop couˆteuse voire impossible a` inverser (lorsque l’hy-
pothe`se de se´parabilite´ partielle est utilise´e), soit le temps de calculs qui est encore trop
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long (lorsque la se´parabilite´ totale est utilise´e). Par conse´quent, le de´veloppement des
algorithmes d’approximation BV acce´le´re´s est ne´cessaire. C’est ce qui constitue l’objet
principal de cette the`se.
2.4 Approximation baye´sienne variationnelle de type gra-
dient
Comme indique´ dans la partie 2.3, les approches d’approximation BV classiques
souffrent d’une vitesse de convergence faible et s’ave`rent peu pratiques pour traiter les
donne´es de grande taille. Pour obtenir les approches BV plus rapides, une me´thode
diffe´rente a e´te´ re´cemment propose´e dans [FR14]. Cette me´thode s’appuie sur une adap-
tation de la me´thode du gradient dans un espace de Hilbert vers un espace de densite´s de
probabilite´ implique´ dans le cadre baye´sien variationnel.
Comme de´taille´ dans la partie 2.3, les approches d’approximation BV classiques
consistent en deux e´tapes : premie`rement obtenir une solution analytique mais non-
explicite de notre proble`me d’optimisation fonctionnelle (2.9) ou (2.10) en utilisant (2.11),
ensuite approcher cette solution non-explicite a` l’aide des approches ite´ratives. Au lieu
de suivre ces deux e´tapes, Fraysse et al. ont propose´ de chercher directement la solution
approche´e de notre proble`me d’optimisation fonctionnelle de fac¸on ite´rative graˆce a` un
algorithme de type gradient. Cette me´thode posse`de des e´quations de mise a` jour expli-
cites pour toutes les composantes se´parables qui permettent une mise a` jour en paralle`le,
qui ame`ne une acce´le´ration significative par rapport aux approches d’approximation BV
classiques.
L’approximation BV a pour but de trouver une distribution se´parable optimale qopt
pour approcher la loi a posteriori p(·|y) en minimisant la divergence KLBV entre eux, qui
est e´quivalent a` maximiser l’e´nergie libre ne´gative F(q) (voir la partie 2.3.2 ou [Cho02])
rappele´e ici comme
F(q) =
∫
RJ
q(w) ln
p(y,w)
q(w)
dw
=
∫
RJ
q(w) ln p(y,w)dw −
∫
RJ
q(w) ln q(w)dw (2.42)
= 〈ln p(y, ·)〉q(w) +H(q) (2.43)
ou` H(q) = − ∫RJ q(w) ln q(w)dw est l’entropie de q.
Nous rappelons que Ω est un espace des densite´s de probabilite´ se´parables,
Ω =
{
q : densite´ de probabilite´ et q(w) =
P∏
i=1
qi(wi) avec w = (w1, . . . ,wP )
}
. (2.44)
Nous conside´rons dans cette partie le proble`me baye´sien variationnel donne´ par (2.10)
et rappele´ comme :
qopt = arg max
q∈Ω
F(q), (2.45)
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qui est un proble`me d’optimisation fonctionnelle par rapport a` q =
∏P
i=1 qi. Comme
montre´ dans [FR14], il existe un proble`me e´quivalent a` (2.45) dans un espace de mesures
de probabilite´ se´parables A = ⊗Pi=1Ai, le produit carte´sien des Ai, qui est de´fini par
Ai = {µi : mesure de probabilite´
et µi(dwi) = qi(wi)dwi avec qi une densite´ de probabilite´}.
L’espace A peut eˆtre conside´re´ comme un sous-ensemble de l’espace des mesures de Ra-
don signe´s,M, dote´ de la norme de la variation totale, qui est un espace de Banach. Par
conse´quent, l’optimisation de (2.45) est e´quivalente a` la re´solution du proble`me d’optimi-
sation suivant :
µopt = arg max
µ∈A
F (µ), (2.46)
ou` la fonctionnelle F : M → R satisfait que ∀µ ∈ A avec une densite´ q, F (µ) = F(q).
Ce proble`me d’optimisation peut eˆtre conside´re´ comme un proble`me d’optimisation sous-
contraintes dans un espace de Banach de dimension infinie M.
Comme M est un espace de Banach, on peut calculer la diffe´rentielle de Gaˆteaux de
F qui s’e´crit comme
∀ν ∈M, ∂Fµ(ν) = lim
t→0
F (µ+ tν)− F (µ)
t
. (2.47)
Dans certains cas, comme dans ce qui suit, on peut trouver une fonction continue et
borne´e supe´rieurement ∂f : M× RJ → R de sorte que la diffe´rentielle de Gaˆteaux est
donne´e par
∀ν ∈M, ∂Fµ(ν) =
∫
RJ
∂f(µ,w)dν(w). (2.48)
Dans le cas ou` µ ∈ A et q est la densite´ de µ, nous pouvons de´finir une fonctionnelle
df par ∀w ∈ RJ , df(q,w) = ∂f(µ,w) ou` df : Ω × RJ → R. Par ailleurs, comme nous
conside´rons q se´parable, nous pouvons obtenir df(q,w) = Σidif(qi,wi), dans laquelle
∀i = 1, . . . , P , dif(qi,wi) est exprime´e par
dif(qi,wi) = 〈log p(y,w)〉∏
j 6=i qj(wj)
− log qi(wi)− 1. (2.49)
L’algorithme d’approximation BV propose´ dans [FR14] est un algorithme ite´ratif qui
fournit une densite´ a` chaque ite´ration et approche la solution de (2.46) progressivement.
Il s’appuie sur le the´ore`me de Radon-Nikodym [Rud87].
Nous utilisons ici k ∈ N, initialement fixe´ a` ze´ro, comme l’indice des ite´rations et
supposons que µk est une mesure de probabilite´, avec une densite´ qk, c’est a` dire
dµk(w) = qk(w)dw, (2.50)
Comme nous sommes dans l’espace des mesures de probabilite´ a` densite´, la prochaine
ite´ration devrait donner e´galement une mesure de probabilite´ absolument continue par
rapport a` µk. Le the´ore`me de Radon-Nikodym assure que cette mesure devrait eˆtre e´crite
comme
dµk+1(w) = hk(w)dµk(w), (2.51)
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ou` hk ∈ L1(µk) est une fonction positive 1. Puisque µk est une mesure de probabilite´ avec
sa densite´ donne´e par qk, nous pouvons e´galement e´crire
qk+1(w) = hk(w)qk(w), (2.52)
comme l’e´quation de mise a` jour pour la densite´ approximative. En ce qui concerne la
fonction hk, suivant le sche´ma ite´ratif donne´ par la me´thode du gradient, Fraysse et al.
ont propose´ une fonction donne´e par :
hk(w) = Kk(αk) exp
[
αkdf(qk,w)
]
(2.53)
ou` αk > 0 est le pas de l’algorithme et df(qk,w) est de´finie par (2.49) qui est un terme
provenant de la diffe´rentielle de F a` µk. Par ailleurs, Kk(αk) repre´sente la constante de
normalisation exprime´e par
Kk(αk) =
[∫
RJ
exp
[
αkdf(qk,w)
]
qk(w)dw
]−1
. (2.54)
Le choix pour la fonction hk (2.53) est motive´ par l’hypothe`se de positivite´ et
d’inte´grabilite´ (proprie´te´s d’une densite´) ainsi que la cohe´rence avec la structure de la
me´thode du gradient. Par ailleurs, dans le cas d’un proble`me avec une contrainte de type
entropie, une fonction exponentielle est un choix ade´quat, voir [TB93].
L’algorithme d’approximation BV propose´ par Fraysse et al. est donc base´ sur
l’e´quation ite´rative donne´e par (2.52) et (2.53).
La performance de l’algorithme de type gradient de´pend du pas de l’algorithme.
Concernant le pas, on de´finit tout d’abord une fonction de α :
gk : R→ R
α 7→ gk(α) = F (Kk(α)qk(w) exp [αdf(qk,w)]) , (2.55)
ce qui nous permet de de´finir le pas optimal par :
αopt = arg max
α∈R
gk(α). (2.56)
Dans [FR14], pour un pas optimal de type (2.56), la convergence de cet algorithme de
type gradient a e´te´ de´montre´e.
En pratique, la de´termination du pas optimal est ge´ne´ralement couˆteuse. Pour s’af-
franchir de cette difficulte´, Fraysse et al. [FR14] ont adopte´ les pas sous-optimaux de´finis
dans la suite.
Pas de l’algorithme
Pour s’affranchir de la difficulte´ a` de´terminer le pas optimal, Fraysse et al. ont adopte´
une strate´gie de recherche line´aire de type backtracking comme de´crit dans ce qui suit.
1. h ∈ L1(µ)⇔ ∫RJ |h(w)|µ(dw) <∞
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Tout d’abord, un pas initial est calcule´ a` l’aide du de´veloppement de Taylor a` l’ordre
deux de gk(α) en ze´ro. Pour α petit,
g˜k(α) = gk(0) + α
(
dgk(α)
dα
∣∣∣∣
α=0
)
+
1
2
α2
(
d2gk(α)
dα2
∣∣∣∣
α=0
)
(2.57)
est une bonne approximation de gk(α). Le pas initial est de´termine´ comme le point critique
de g˜k(α) qui peut eˆtre obtenu par un calcul simple.
αˆ = −
(
d2gk(α)
dα2
∣∣∣∣
α=0
)−1
dgk(α)
dα
∣∣∣∣
α=0
(2.58)
Ensuite, nous de´terminons notre pas sous-optimal αsubopt a` partir de αˆ. Si le pas αˆ
obtenu par (2.58) fait augmenter le crite`re comme nous espe´rons, ce pas est utilise´. Sinon,
on divise ce pas ite´rativement par deux jusqu’a` obtenir un pas qui fait augmenter le
crite`re.
αsubopt =
{
αˆ si gk(αˆ) > gk(0)
2−tαˆ si gk(αˆ) < gk(0) et gk(2−tαˆ) > gk(0)
(2.59)
ou` t ≥ 1 est le nombre de division par deux.
On va appeler dans la suite cet algorithme  l’algorithme d’approximation baye´sien
variationnel gradient exponentialise´  et il peut eˆtre re´sume´ comme suit :
Algorithm 2 Algorithme d’approximation Baye´sienne Variationnelle Gradient exponen-
tialise´ (BV-Grad)
1. Initialiser (q0 ∈ Ω)
2. re´pe´ter
a. determiner df(qk,w) en utilisant (2.49)
b. determiner le pas de l’algorithme αsubopt en utilisant (2.59)
c. calculer qk+1(w) = Kk
(
αsubopt
)
exp
[
αsuboptdf(qk,w)
]
jusqu’a` convergence
2.5 Conclusion
Nous avons introduit dans ce chapitre trois me´thodes d’approximation analytique pour
les densite´s de probabilite´ : la me´thode d’approximation de Laplace, la me´thode d’ap-
proximation baye´sienne variationnelle classique et la me´thode d’approximation baye´sienne
variationnelle de type gradient. Pour la me´thode d’approximation de Laplace, son appli-
cation est assez limite´e en raison des inconve´nients e´nume´re´s dans la partie 2.2. Comme
illustre´ dans la partie 2.3, la me´thode d’approximation BV classique souffre d’une vitesse
de convergence faible. La me´thode d’approximation BV de type gradient est une me´thode
re´cemment propose´e et elle est plus rapide que la me´thode d’approximation BV classique
[FR14]. Cette me´thode est base´e sur une transposition de la me´thode du gradient dans un
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espace de Hilbert vers l’espace des mesures. En fait, dans un espace de Hilbert, il existe
d’autres me´thodes ite´ratives telles que la me´thode du gradient conjugue´, la me´thode du
sous-espace, qui sont plus rapides que la me´thode du gradient. Inspire´ par ce fait la`, nous
avons pu de´velopper une me´thode d’approximation BV qui est encore plus efficace que la
me´thode d’approximation BV de type gradient. Cette nouvelle me´thode constitue l’objet
du chapitre suivant et l’une des contributions majeurs de ma the`se.
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Me´thode d’approximation baye´sienne
variationnelle de sous-espace
3.1 Introduction
Nous avons introduit dans le chapitre pre´ce´dent les algorithmes d’approximation BV
de l’e´tat de l’art : l’algorithme d’approximation BV classique (BVClass, voir Algorithme
1) et l’algorithme d’approximation BV gradient exponentialise´ (BV-Grad, voir Algorithme
2). L’algorithme BV-Grad est fonde´ sur la transposition d’un algorithme d’optimisation
classique – algorithme du gradient dans les espaces de Hilbert, vers l’espace fonction-
nel implique´ dans le cadre BV. Fraysse et Rodet [FR14] ont montre´ qu’il est beaucoup
plus efficace que les algorithmes BVClass. Un des objectifs principaux de cette the`se est
de de´velopper de nouveaux algorithmes encore plus efficaces que l’algorithme BV-Grad.
L’ide´e est d’envisager une nouvelle direction de descente autre que celle du gradient. Un
choix naturel serait de ge´ne´rer des directions conjugue´es en utilisant la me´thode du gra-
dient conjugue´, qui converge ge´ne´ralement plus vite que la me´thode du gradient graˆce
a` la me´moire des directions pre´ce´dentes. Ne´anmoins, dans notre contexte BV, l’espace
fonctionnel implique´ dans notre proble`me d’optimisation n’est plus un espace de Hilbert
et a` notre connaissance, il n’existe pas de notion de directions conjugue´es. Par conse´quent,
la me´thode du gradient conjugue´ ne s’adapte pas dans notre proble`me BV. Nous nous
sommes oriente´s vers des me´thodes de sous-espace ou` l’on peut s’affranchir de la notion
de conjugaison. Le premier avantage de la me´thode de sous-espace est sa direction de des-
cente ge´ne´ralise´e ou` la structure de Hilbert n’est plus ne´cessaire. Par ailleurs, la direction
de descente peut eˆtre choisie librement dans un sous-espace de dimension supe´rieure a` un.
Cette flexibilite´ permet aux me´thodes d’optimisation de sous-espace d’eˆtre ge´ne´ralement
plus efficaces que les me´thodes du gradient conjugue´ graˆce au choix optimum de la di-
rection. En transposant la me´thode de sous-espace dans notre espace fonctionnel, nous
proposons ici une me´thode d’approximation baye´sienne variationnelle acce´le´re´e. Dans la
suite de ce chapitre, nous introduisons d’abord notre me´thode d’approximation BV pro-
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pose´e. Ensuite, nous pre´sentons une application de la me´thode propose´e dans un proble`me
inverse line´aire avec une loi a priori de Student.
3.2 De´veloppement de l’algorithme d’approximation BV
de sous-espace
Dans la suite, nous donnons d’abord une pre´sentation de la me´thode de sous-espace
dans les espaces de Hilbert. Ensuite, nous pre´sentons notre me´thode d’approximation BV
propose´e.
3.2.1 Me´thode ite´rative de sous-espace dans les espaces de Hil-
bert
Les approches de type sous-espace ge´ne´ralisent les approches classiques de descente
a` pas optimaux. Au lieu de de´terminer le pas optimal dans une direction donne´e, ces
approches de´terminent l’optimum dans un sous-espace ge´ne´ralement de faible dimension
(par exemple, 2, 3, 4, . . .). En ge´ne´ral, les approches ite´ratives de sous-espace utilisent
l’e´quation de mise a` jour suivante :
xk+1 = xk + dk = xk + Dksk, (3.1)
ou` xk et xk+1 repre´sentent respectivement l’estimation a` la k-ie`me et (k+1)-ie`me iteration,
dk = xk+1−xk est la variation du vecteur x a` la (k+ 1)-ie`me ite´ration, Dk = [δk1 , . . . , δkI ]
rassembles les I directions qui engendrent le sous-espace et le vecteur sk = [sk1, ..., s
k
I ]
T
inclut les pas le long de chaque direction {δki }i=1,...,I . La me´thode ite´rative de sous-espace
offre une plus grande flexibilite´ pour le choix de la variation dk en prenant une combinaison
line´aire des directions inclues dans Dk.
A notre connaissance, le premier algorithme ite´ratif de sous-espace a e´te´ propose´ dans
[MC69] avec un sous-espace engendre´ par l’oppose´ du gradient et la direction obtenue a`
l’ite´ration pre´ce´dente, sous le nom de me´moire de gradient (MG). Dans ce cas,
Dk = [−gk,dk−1], (3.2)
ou` −gk est l’oppose´ du gradient a` l’ite´ration pre´sente et dk−1 = xk − xk−1. Le sche´ma
ite´ratif s’e´crit dans ce cas comme
xk+1 = xk − sk1gk + sk2dk−1, (3.3)
ou` les pas sk1 et s
k
2 sont choisis afin d’avoir la plus grande diminution du crite`re. Cet
algorithme peut eˆtre vu comme une ge´ne´ralisation de la me´thode du gradient conjugue´.
En fait, lorsque le crite`re est quadratique, la me´thode de sous-espace MG est e´quivalente
a` la me´thode du gradient conjugue´ [Can69]. Plus re´cemment, un grand nombre d’autres
me´thodes ite´ratives de sous-espace base´es sur les sous-espaces diffe´rents, voir [NZ05] et
[SS05] pour les exemples, ont e´te´ propose´es. Un aperc¸u de l’ensemble des algorithmes
ite´ratifs de sous-espace existants, donne´ dans [CIM11], montre que Dk est compose´
ge´ne´ralement d’une premie`re composante qui correspond a` la direction employe´e par
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les approches classiques de descente, par exemple, l’oppose´ du gradient (l’algorithme du
gradient), la direction de Newton (l’algorithme de Newton) ou la direction de Newton
tronque´e (l’algorithme de Newton tronque´), et d’une me´moire courte sur les directions
aux ite´rations pre´ce´dentes. Ne´anmoins, la direction de Newton s’e´crit comme
δk = −(Hk)−1gk (3.4)
ou` Hk est la matrice hessienne du crite`re. Le calcul de la matrice hessienne n’est pas sou-
vent facile et son inversion peut eˆtre tre`s couˆteuse voire impossible lorsque le proble`me
est de grande taille. Dans ce cas, une direction approche´e (la direction de Newton
tronque´e [DS83]) obtenue a` l’aide de la me´thode du gradient conjugue´ peut eˆtre utilise´e.
Ne´anmoins, dans notre cas, c’est difficile d’obtenir la matrice hessienne. En conse´quence,
nous conside´rons dans ce travail les sous-espaces qui ne comprennent pas la direction de
Newton ou la direction de Newton tronque´e.
En fait, comme montre´ dans le chapitre pre´ce´dent, dans notre proble`me d’optimisa-
tion fonctionnelle du cadre BV, on sait calculer les gradients. Par conse´quent, nous envi-
sageons dans la suite deux types de sous-espace, un comprenant seulement les gradients,
appele´ sous-espace de gradient (SG) et l’autre compose´ de gradient ainsi que les directions
aux ite´rations pre´ce´dentes, connu sous le nom sous-espace de super me´moire de gradient
(SMG). Le sous-espace SG est pre´sente´ dans les travaux de Shi & Shen [SS05, SS06, SS07]
et de´crit par :
Dk = [−gk, . . . ,−gk−I+1]. (3.5)
Ici, −gk−l est l’oppose´ du gradient a` (k− l)-ie`me ite´ration avec l un entier entre 1 et I−1.
Le sous-espace SMG propose´ dans [CL69] est une extension du sous-espace MG en
incluant plusieurs directions pre´ce´dentes. Ce sous-espace a e´te´ utilise´ dans de nombreux
travaux tels que [NY06, Yu08, CIM11]. Le sous-espace SMG posse`de la structure suivante :
Dk = [−gk,dk−1, . . . ,dk−I+1], (3.6)
ou` (dk−l)l=1,...,I−1 sont des directions aux ite´rations pre´ce´dentes de´finies par
dk−l = xk−l+1 − xk−l. (3.7)
Par rapport aux approches classiques de descente, les approches de sous-espace
convergent vers la solution en moins d’ite´rations. Ne´anmoins, la complexite´ de chaque
ite´ration est plus importante. Plus le sous-espace est de grande dimension, plus chaque
ite´ration est efficace. Par contre, le couˆt de calcul de chaque ite´ration est aussi plus e´leve´.
Il faut donc faire un compromis. Dans le cas du sous-espace SMG, Chouzenoux et al.
[CIM11] ont aborde´ une discussion a` propos de la dimension du sous-espace base´e sur
les re´sultats de simulation sur les proble`mes de restauration d’images. Ils ont de´montre´
que, sous condition que le pas multi-dimensionnel sk soit de´fini en utilisant la strate´gie
de Majoration-Minimisation propose´e dans [CIM11], un sous-espace SMG de dimension
faible (I = 2), donne lieu au meilleur compromis. Dans ce cas la`, le sous-espace SMG est
un sous-espace MG.
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3.2.2 Me´thode d’approximation BV fonde´e sur la me´thode
d’optimisation de sous-espace
Nous allons de´finir dans cette partie notre me´thode d’approximation BV fonde´e sur
la transposition de la me´thode ite´rative de sous-espace pour re´soudre le proble`me d’opti-
misation fonctionnelle apparaissant dans le cadre BV, donne´ par (2.45). Notre me´thode
s’appuie sur un meˆme sche´ma ite´ratif que l’algorithme d’approximation BV-Grad et nous
rappelons ici que l’e´quation de mise a` jour est donne´e par
qk+1(w) = hk(w)qk(w), (3.8)
Ne´anmoins, la fonction hk prend maintenant en compte la me´thode ite´rative de sous-
espace. En gardant la forme exponentielle de hk, nous proposons
hk(w) = Kk(sk) exp
[
Dk(w)sk
]
, (3.9)
ou` Kk(sk) repre´sente la constante de normalisation qui s’e´crit :
Kk(sk) =
[∫
RJ
exp
[
Dk(w)sk
]
qk(w)dw
]−1
, (3.10)
et Dk(w) = [δk1(w), . . . , δ
k
I (w)] est un ensemble de I (un entier supe´rieur a` 1) directions
qui engendrent le sous-espace. Nous devons signaler que les directions (δkl (w))l=1,...,I ne
sont plus donne´es par des vecteurs mais par des fonctions. De meˆme que dans les espaces
de Hilbert, sk = [sk1, . . . , s
k
I ]
T est le pas multi-dimensionnel.
Duˆ a` la forme exponentielle, (3.9) peut eˆtre aussi e´crit comme :
hk(w) = Kk(sk)
[
φk1(w)
]sk1 . . . [φkI (w)]skI (3.11)
ou` φkl (w) = exp[δ
k
l (w)], pour l = 1, . . . , I.
On obtient finalement l’e´quation de mise a` jour :
qk+1(w) = Kk(sk)qk(w)
[
φk1(w)
]sk1 . . . [φkI (w)]skI . (3.12)
Comme dans le cas des espaces de Hilbert, il faut de´terminer le sous-espace utilise´.
Construction du sous-espace
Le sous-espace employe´ dans notre proble`me d’optimisation fonctionnelle peut eˆtre
construit de la meˆme fac¸on que dans les espaces de Hilbert. Dans ce travail, nous envi-
sageons seulement le sous-espace de gradient (3.5) et le sous-espace de super me´moire de
gradient (3.6) car pour de´terminer les directions de ces deux types de sous-espace, il suffit
de savoir calculer le gradient du crite`re, qui est notre cas ici.
Nous pre´sentons d’abord un sous-espace obtenu en transposant le sous-espace SG.
Comme dans la partie 2.4, la transposition du gradient dans notre espace fonctionnel
conduit a` une fonction df(q,w) provenant de la diffe´rentielle de Gaˆteaux de F qui est
donne´e explicitement par (2.49). Par conse´quent, l’espace obtenu s’e´crit comme :
DkSG(w) = [df(q
k,w), . . . , df(qk−I+1,w)], (3.13)
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Ce sous-espace est encore appele´ le sous-espace de gradient (SG) et notre algorithme
d’approximation BV base´ sur ce sous-espace sera appele´ l’algorithme d’approximation
baye´sienne variationnelle base´ sur le sous-espace de gradient (BV-SG) dans la suite de
cette the`se.
Le deuxie`me sous-espace envisage´ ici est celui base´ sur le sous-espace de super me´moire
de gradient (SMG). Dans notre espace fonctionnel, il est constitue´ d’une composante
donne´e par df(q,w) et des autres composantes correspondant aux directions pre´ce´dentes.
Sa structure est donne´e par :
DkSMG(w) = [df(q
k,w), dk−1(w), . . . , dk−I+1(w)], (3.14)
ou` (dk−l(w))l=0,...,I−1 repre´sentent les directions aux ite´rations pre´ce´dentes. Comme ex-
plique´ auparavant, les directions (dk−l)l=0,...,I−1 ne sont plus des vecteurs mais des fonctions
dans notre proble`me d’optimisation. Elles sont donne´es par :
dk−l(w) = ln
(
qk−l+1(w)
Kk−l(sk−l)qk−l(w)
)
. (3.15)
L’algorithme base´ sur ce sous-espace sera nomme´ l’algorithme d’approximation baye´sienne
variationnelle base´ sur le sous-espace de super me´moire de gradient (BV-SMG) dans la
suite de cette the`se.
En ce qui concerne la dimension de sous-espace (I), de meˆme que dans un espace de
Hilbert, il faut faire un compromis entre l’efficacite´ de chaque ite´ration et son couˆt de
calcul. Dans ce travail, pour faire ce compromis, nous conside´rons I = 2.
Choix du pas de l’algorithme
La performance de nos algorithmes ite´ratifs de´pend du pas multi-dimensionnel sk.
Concernant ce pas, nous de´finissons d’abord la fonction
gk : R2 → R
s 7→ gk(s) = F (Kk(s)qk(w) exp [Dk(w)s]) , (3.16)
puis le pas optimal est de´fini par
(sˆopt)k = arg max
s∈R2
gk(s). (3.17)
Un pas optimal donne´ par (3.17) est un choix ide´al pour notre algorithme. Ne´anmoins,
en ge´ne´ral, le calcul du pas optimal est trop couˆteux. Par conse´quent, en pratique, beau-
coup de strate´gies ont e´te´ utilise´es pour avoir les pas sous-optimaux en faisant un com-
promis entre le couˆt de calcul et la vitesse de convergence [NW00]. Une strate´gie la plus
simple est d’utiliser un pas fixe. L’inconve´nient lie´ au pas fixe est qu’il faut choisir un pas
suffisamment petit pour assurer la convergence de l’algorithme quelque soit l’initialisation.
De plus, on peut voir dans [FR14] que notre fonctionnelle n’est pas Lipschitz. Dans ce
cas, on ne sait pas quel pas fixe peut garantir la convergence de l’algorithme. Pour s’af-
franchir de ce proble`me, on favorise les strate´gies qui pourraient choisir les pas adapte´s
aux ite´rations. Dans ce contexte, les approches de recherche line´aire ont e´te´ largement
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utilise´es dans le cas scalaire. Les approches de recherche line´aire typiques de´terminent
les pas sous-optimaux en essayant une se´quence de valeurs jusqu’a` trouver une valeur
satisfaisant certaines conditions suffisantes, comme la condition de Wolfe [Wol69] ou la
condition de Goldstein [GP67], voir aussi [NW00]. Ces conditions peuvent eˆtre facilement
e´tendues aux cas multi-dimensionnels auxquels nous sommes confronte´s dans nos algo-
rithmes base´s sur les sous-espaces. Ne´anmoins, la vitesse de convergence des approches
de la recherche line´aire de´pend fortement des parame`tres qui controˆlent les limites de la
condition choisie et du point de de´part pour le pas. Un mauvais choix de ces parame`tres
entraˆıne une convergence lente, surtout dans le cas ou` le calcul du crite`re couˆte che`re, qui
est notre cas ici. Dans ce travail, nous adoptons une strate´gie de type backtracking pour
de´terminer les pas sous-optimaux, mais nous prenons un pas initial calcule´ en utilisant le
de´veloppement de Taylor d’ordre deux pour avoir une convergence rapide, comme dans
[FR14].
Nous calculons d’abord une approximation locale de gk(s) a` l’origine en utilisant le
de´veloppement de Taylor d’ordre deux.
g˜k(s) = gk(0) +
(
∂gk
∂s
∣∣∣∣
s=0
)T
s +
1
2
sT
(
∂2gk
∂s∂sT
∣∣∣∣
s=0
)
s, (3.18)
ou` ∂g
k
∂s
∣∣
s=0
est le vecteur du gradient ainsi que ∂
2gk
∂s∂sT
∣∣
s=0
est la matrice hessienne de la
fonction gk au point s = 0. Lorsque s1 et s2 prennent les valeurs petites, g˜
k(s) est une
bonne approximation de gk(s). Nous calculons ensuite un pas en maximisant g˜k(s) qui est
une fonction quadratique. Supposons que la matrice hessienne ∂
2gk
∂s∂sT
∣∣
s=0
soit inversible,
nous pouvons obtenir que :
sˆk = −
(
∂2gk
∂s∂sT
∣∣∣∣
s=0
)−1
∂gk
∂s
∣∣∣∣
s=0
. (3.19)
Ensuite, nous de´terminons notre pas sous-optimal (sˆsubopt)k de manie`re suivante : si
sˆk obtenu par (3.19) fait augmenter notre crite`re, ce pas est utilise´. Sinon, on divise sˆk
ite´rativement par deux jusqu’a` obtenir un pas qui permet d’augmenter notre crite`re. En
re´sume´,
(sˆsubopt)k =
{
sˆk si gk(sˆk) > gk(0)
2−tsˆk si gk(sˆk) < gk(0) et gk(2−tsˆk) > gk(0)
(3.20)
ou` t ≥ 1 est le nombre de division par deux. Ne´anmoins, en pratique, le pas donne´ par
(3.19) peut assurer l’augmentation de notre crite`re dans la plupart des ite´rations.
Notons que le calcul des pas sous-optimaux fait intervenir le calcul des coefficients
d’une matrice hessienne. Le calcul de ces coefficients est relativement couˆteux en temps
de calculs, ce qui rend les sous-espaces de plus grande dimension (3 ou 4) peu efficace (car
dans ce cas, la matrice hessienne a` de´terminer est de taille plus grande).
Finalement, notre algorithme d’approximation BV base´ sur les sous-espaces peut eˆtre
re´sume´ par l’algorithme 3.
Jusqu’ici, nous avons de´fini nos algorithmes d’approximation BV base´s sur le sous-
espace SG et le sous-espace MG. L’objet ensuite est de tester les algorithmes propose´s et
de voir s’ils sont plus efficaces que les algorithmes d’approximation BV de l’e´tat de l’art
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Algorithm 3 Algorithme d’approximation baye´sienne variationnelle base´ sur le sous-
espace
1. Initialiser (q0 ∈ Ω)
2. re´pe´ter
a. determiner le sous-espace Dk(w) en utilisant (3.13) ou (3.14)
b. determiner le pas multi-dimensionnel de l’algorithme sk selon (3.20)
c. calculer qk+1(w) = Kk
(
sk
)
qk(w) exp
[
Dk(w)sk
]
jusqu’a` convergence
ainsi que les autres me´thodes d’approximation (MCMC par exemple). Pour ce faire, nous
faisons une application des algorithmes propose´s a` un proble`me inverse line´aire en utilisant
une loi a priori de Student et nous effectuons des comparaisons avec les algorithmes de
l’e´tat de l’art sur un proble`me de tomographie de petite taille afin de pouvoir comparer
un grand nombre de me´thodes.
3.3 Application a` un proble`me inverse en utilisant une loi
a priori de Student
L’objectif de cette partie est de donner un exemple de l’application de nos algorithmes
d’approximation BV propose´s sur un proble`me inverse line´aire ou` la matrice du syste`me
n’est pas facilement inversible. Le proble`me inverse conside´re´ ici est associe´ au mode`le
direct (1.2) qui a e´te´ de´fini et utilise´ dans les chapitres pre´ce´dents. L’objectif est de
de´velopper des approches baye´siennes pour re´soudre ce type de proble`me inverse, qui
est ge´ne´ralement mal-pose´, en utilisant une loi a priori de Student et les algorithmes
d’approximation BV propose´s.
3.3.1 Formulation baye´sienne
Nous conside´rons encore un bruit blanc gaussien de moyenne nulle et de pre´cision
γn. En ce qui concerne les informations a priori sur les parame`tres d’inte´reˆt, nous nous
inte´ressons ici aux informations de parcimonie en conside´rant les distributions a` queue
lourde. De plus, pour la facilite´ des imple´mentations nume´riques, comme dans l’approche
BV classique (voir partie 2.3.3), nous devons conside´rer un a priori conjugue´. Une famille
des lois conjugue´es avec la vraisemblance gaussienne est la famille de GSM [JM06, WS00]
qui comprenne des distributions a` queue lourde telle que la loi de Student ou la loi
gaussienne ge´ne´ralise´e. Dans cette partie, nous choisissons la loi a priori de Student car
elle peut eˆtre e´crite sous une forme inte´grale de GSM et la loi de sa variable cache´e est
aussi une loi conjugue´e comme cela sera de´taille´ par la suite.
La loi de Student de´pend d’un parame`tre de forme ν pour lequel une petite va-
leur conduit a` une distribution a` queue lourde. Nous conside´rons ici une loi de Student
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se´parable. Dans ce cas, pour i = 1, . . . , N , nous supposons que Xi = Ui/
√
Zi ou`
Ui ∼ N (ui|0, γ−1p ) (3.21)
Zi ∼ G(zi|ν/2, ν/2), (3.22)
avec γp la pre´cision de la loi de Ui (gaussienne) et ν/2 comme les parame`tres de la loi de
Zi (Gamma).
Par conse´quent, la densite´ de probabilite´ de Xi peut eˆtre e´crite :
p(xi) =
∫
R
p(xi|zi)p(zi)dzi
=
∫
R
N (xi|0, (γpzi)−1)G(zi|ν/2, ν/2)dzi
∝
∫
R
√
γpzi exp
[
−1
2
γpzix
2
i
]
z
ν/2−1
i exp
[
−ν
2
zi
]
dzi, (3.23)
ou` zi est une variable cache´e. Dans la suite, nous utilisons un vecteur z = (z1, . . . , zN) pour
regrouper toutes les variables cache´es. Nous pouvons voir que p(xi|zi) est une distribution
gaussienne qui est conjugue´e avec la vraisemblance gaussienne. La loi p(zi) est une loi
Gamma qui est une loi a priori conjugue´e pour zi qui est un parame`tre d’e´chelle dans
p(xi|zi). Ces conjugaisons jouent un roˆle important dans le de´veloppement des approches
baye´siennes variationnelles efficaces.
Dans ce cas, la loi a posteriori jointe de x et de z sachant y est donne´e par :
p(x, z|y) ∝γM/2n exp
[
−γn‖y −Ax‖
2
2
] N∏
i=1
√
γpzi exp
[
−1
2
γpzix
2
i
]
z
ν/2−1
i exp
[
−ν
2
zi
]
.
(3.24)
Au lieu d’estimer x a` partir de la loi a posteriori p(x|y), nous estimons conjointement
x et z a` partir de leur loi a posteriori conjointe p(x, z|y) qui est de forme plus simple.
Nous pouvons remarquer que
xˆ =
∫
xp(x, z|y)dxdz
=
∫
xp(x|y)dx, (3.25)
qui nous permet de retrouver l’espe´rance a posteriori de la loi p(x|y).
3.3.2 Applications des me´thodes d’approximation BV
Nous utilisons dans la suite une nouvelle variable Θ a` regrouper tous les parame`tres a`
estimer. Dans notre cas, Θ = {x, z}. L’objectif de BV est de donner une loi approchante
se´parable qΘ de la loi a posteriori p(Θ|y). Dans la mise en œuvre de nos algorithmes
d’approximation BV, nous choisissons d’abord l’hypothe`se de se´paration. Comme nous
avons e´voque´ dans la partie 2.3.5, on peut conside´rer soit la se´paration totale soit la
se´paration partielle. Ne´anmoins, on a montre´ dans la partie 2.3.5 que l’hypothe`se de
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se´parabilite´ partielle entraine des calculs pour inverser des matrices qui sont couˆteux.
Pour e´viter ce type de calcul, nous prenons ici l’hypothe`se de se´parabilite´ totale donne´e
par :
qΘ(Θ) = qx(x)qz(z)
=
N∏
i=1
qi(xi)
N∏
j=1
q˜j(zj). (3.26)
Sous cette hypothe`se, nous menons une optimisation alterne´e par rapport a` qz et qx,
qui nous conduit a` re´soudre les proble`mes d’optimisation suivants :
qk+1z = arg max
qz
F (qkxqz) , (3.27)
qk+1x = arg max
qx
F (qxqk+1z ) , (3.28)
Les optimisations fonctionnelles par rapport a` qz et qx sont effectue´es a` l’aide des
approches d’approximation BV. Comme la loi conditionnelle a posteriori p(z|x,y) est
elle-meˆme se´parable, elle peut eˆtre approche´e efficacement en utilisant l’approximation
BV classique, comme nous allons l’expliquer ci-dessous. Ne´anmoins, nos algorithmes BV
acce´le´re´s sont utilise´s a` approcher la loi a posteriori de x pour ame´liorer la vitesse de
convergence.
En fait, nous avons employe´ des lois a priori conjugue´es : p(x|z) est la loi a priori
conjugue´e avec la vraisemblance p(y|x, γn) et p(zi) est la loi a priori conjugue´e avec
p(xi|zi). Par conse´quent, on sait que l’optimum pour qx est une loi gaussienne et pour qz
une loi Gamma. Nous allons donc prendre des lois approchantes dans ces deux familles.
En conse´quence, on obtient
qkx(x) =
∏
i
N (xi|(mk)i, (σ2k)i), (3.29)
qkz(z) =
∏
j
G(zj|(ak)j, (bk)j), (3.30)
ou` mk et σ
2
k sont des vecteurs regroupant les moyennes et les variances de tous les e´le´ments
de x et ak et bk repre´sentent des vecteurs incluant les parame`tres de q
k
z .
Ainsi, la mise a` jour de ces lois approchantes revient a` la re´actualisation de leurs
parame`tres.
Optimisation de qz
L’algorithme d’approximation BV classique (BVClass) est re´sume´ par l’algorithme 1
dans le chapitre 2. Celui-ci utilise la formule (2.12) qui nous permet d’obtenir que pour
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chaque i = 1, . . . , N ,
q˜k+1i (zi) ∝ exp
[
〈ln p(x, z,y)〉qkx∏j<i q˜k+1j ∏j>i q˜kj
]
∝ exp
[ ∫ N∑
i=1
(
ν − 1
2
ln(zi)− γp
2
zix
2
i −
ν
2
zi
)
×
N∏
l=1
qkl (xl)dxl
i−1∏
j=1
q˜k+1j (zj)
N∏
j=i+1
q˜kj (zj)dzj
]
. (3.31)
Puisque p(zi|x, zj 6=i) = p(zi|x), nous pouvons obtenir que
q˜k+1i (zi) ∝ exp
[
ν − 1
2
ln(zi)−
∫ (γp
2
zix
2
i +
ν
2
zi
)
qki (xi)dxi
]
∝ exp
[
ν − 1
2
ln(zi)− ν + γp ((mk)
2
i + (σ
2
k)i)
2
zi
]
. (3.32)
La distribution q˜k+1i (zi) est identifie´e comme une loi Gamma de parame`tres
∀i = 1, . . . , N (ak+1)i =ν + 1
2
= (a)i (3.33)
(bk+1)i =
ν
2
+
γp
2
[
(mk)
2
i + (σ
2
k)i
]
(3.34)
ou` le parame`tre a est une constante.
Nous remarquons dans (3.33) et (3.34) que les parame`tres de la loi q˜k+1i , i.e. (ak+1)i et
(bk+1)i ne de´pendent pas de parame`tres des lois q˜
k+1
j avec j 6= i, i.e. (ak+1)j et (bk+1)j. Les
expressions des parame`tres de (q˜k+1i )i=1,...,N sont donc explicites. C’est parce que p(z|x,y)
est lui-meˆme se´parable.
Optimisation de qx
Pour l’optimisation de qx, nous allons appliquer nos deux algorithmes BV propose´s :
l’algorithme BV-SG et l’algorithme BV-MG.
Approximation BV base´e sur le Sous-espace Gradient (BV-SG) Selon les
e´quations (3.12), (3.13) et (2.49), nous obtenons une distribution de x qui de´pend du
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pas s :
qsx(x) =K
k(s)qkx(x) exp
(
s1df(q
k
x,x) + s2df(q
k−1
x ,x)
)
=Kk(s)qkx(x) exp
(
s1
N∑
i=1
dif(q
k
x, xi) + s2
N∑
i=1
dif(q
k−1
x , xi)
)
=Kk(s)qkx(x)
[
N∏
i=1
exp(dif(q
k
x, xi))
]s1 [ N∏
i=1
exp(dif(q
k−1
x , xi))
]s2
=K˜k(s)qkx(x)
N∏
i=1
exp
(
〈ln p(x, z,y)〉(∏j 6=i qkj )qk+1z
)
qki (xi)
s1
×
exp
(
〈ln p(x, z,y)〉(∏j 6=i qk−1j )qkz
)
qk−1i (xi)
s2
=K˜k(s)qkx(x)
N∏
i=1
(
qr1i (xi)
qki (xi)
)s1 ( qr2i (xi)
qk−1i (xi)
)s2
, (3.35)
ou` (qr1i )i=1,...,N et (q
r2
i )i=1,...,N sont des fonctions interme´diaires de´finies comme suit :
qr1i (xi) = exp
[
〈ln p(x, z,y)〉(∏j 6=i qkj )qk+1z
]
(3.36)
qr2i (xi) = exp
[
〈ln p(x, z,y)〉(∏j 6=i qk−1j )qkz
]
. (3.37)
Nous calculons ces distributions interme´diaires de la manie`re suivante :
qr1i (xi) = exp
[
−
∫ (
γn
2
‖y −Ax‖2 +
N∑
i=1
1
2
γpzix
2
i
)(∏
j 6=i
qkj (xj)dxj
)
qk+1z (z)dz
]
∝ exp
[
− γn
2
(
x2idiag
(
ATA
)
i
− 2xi
(
ATy
)
i
+ 2xi
(
ATAmk
)
i
− 2xidiag
(
ATA
)
i
(mk)i
)
− γp
2
(a)i
(bk+1)i
x2i
]
, (3.38)
ou` diag(M) repre´sente un vecteur dont les e´le´ments sont les e´le´ments diagonaux de la
matrice M. Les de´tails de calcul peuvent eˆtre trouve´s en annexe A.1.
A partir de (3.38), nous pouvons voir que qr1i correspond, a` une constante de normali-
sation pre`s, a` la densite´ d’une loi gaussienne dont la moyenne (mr1)i et la variance (σ
2
r1
)i
sont exprime´es explicitement par
(σ2r1)i =
[
γndiag
(
ATA
)
i
+ γp
(a)i
(bk+1)i
]−1
, (3.39)
(mr1)i = (σ
2
r1
)i
[
γn
(
ATy −ATAmk + diag
(
ATA
) ◦mk)]i . (3.40)
Ici, ◦ repre´sente le produit d’Hadamard entre deux vecteurs.
En comparant les expressions (3.36) et (3.37), nous pouvons voir que qr2i a` la k-ie`me
ite´ration est identique que qr1i a` la (k− 1)-ie`me ite´ration. En conse´quence, qr2i correspond
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a` une loi gaussienne avec la moyenne et la variance respectivement donne´es par
(σ2r2)i =
[
γndiag
(
ATA
)
i
+ γp
(a)i
(bk)i
]−1
, (3.41)
(mr2)i = (σ
2
r2
)i
[
γn
(
ATy −ATAmk−1 + diag
(
ATA
) ◦mk−1)]i . (3.42)
Apre`s avoir obtenu les parame`tres de (qr1i )i=1,...,N et (q
r2
i )i=1,...,N , d’apre`s (3.35), nous
pouvons en de´duire l’expression de qsx(x) =
∏
i q
s
i (xi) ou` chaque composante q
s
i (xi) est
calcule´e comme suit :
qsi (xi) =K˜
k
i (s)q
k
i (xi)
(
qr1i (xi)
qki (xi)
)s1( qr2i (xi)
qk−1i (xi)
)s2
=K˜ki (s)
1√
2pi(σ2k)i
exp
(
−(xi − (mk)i)
2
2(σ2k)i
)
×

1√
2pi(σ2r1 )i
exp
(
−(xi−(mr1 )i)
2
2(σ2r1 )i
)
1√
2pi(σ2k)i
exp
(
− (xi−(mk)i)2
2(σ2k)i
)

s1 
1√
2pi(σ2r2 )i
exp
(
−(xi−(mr2 )i)
2
2(σ2r2 )i
)
1√
2pi(σ2k−1)i
exp
(
− (xi−(mk−1)i)2
2(σ2k−1)i
)

s2
=K˜ki (s) exp
[
− (xi − (mk)i)
2
2(σ2k)i
− s1 (xi − (mr1)i)
2
2(σ2r1)i
+ s1
(xi − (mk)i)2
2(σ2k)i
− s2 (xi − (mr2)i)
2
2(σ2r2)i
+ s2
(xi − (mk−1)i)2
2(σ2k−1)i
]
. (3.43)
Finalement, on peut voir que qsi (xi) est encore une loi gaussienne avec sa moyenne et
sa variance explicitement exprime´es par
σ2s =
[
1
σ2k
+ s1
(
1
σ2r1
− 1
σ2k
)
+ s2
(
1
σ2r2
− 1
σ2k−1
)]−1
, (3.44)
ms = σ
2
s
[
mk
σ2k
+ s1
(
mr1
σ2r1
− mk
σ2k
)
+ s2
(
mr2
σ2r2
− mk−1
σ2k−1
)]
. (3.45)
Dans les e´quations ci-dessus, nous avons omis les indices de composante (·)i pour des
raisons de clarte´.
Les distributions obtenues sont fonctions du pas s. Nous prenons dans ce cas un
pas sous-optimal de´finit par (3.20) (voir annexe B.1 pour les de´tails de calculs). Par
conse´quent, σ2k+1 = σ
2
sˆsubopt
et mk+1 = msˆsubopt .
Approximation BV base´e sur le Sous-espace Me´moire de Gradient (BV-MG)
Les calculs dans cette partie sont faits de fac¸on analogue que dans ceux de BV-SG. En
utilisant les e´quations (3.12), (3.14), (2.49) et (3.15), nous obtenons une distribution de
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x qui de´pend du pas s :
qsx(x) =K
k(s)qkx(x) exp
(
s1df(q
k
x,x) + s2d
k−1(x)
)
=Kk(s)qkx(x) exp
(
s1
∑
i
dif(q
k
x, xi) + s2d
k−1(x)
)
=K˜k(s)qkx(x)
∏
i
exp
(
〈ln p(x, z,y)〉(∏j 6=i qkj )qk+1z
)
qki (xi)
s1 [ qki (xi)
qk−1i (xi)
]s2
=K˜k(s)qkx(x)
∏
i
(
qr1i (xi)
qki (xi)
)s1 ( qki (xi)
qk−1i (xi)
)s2
(3.46)
ou` la fonction qr1i a e´te´ de´finie par (3.36) et correspond a` une distribution gaussienne dont
la variance et la moyenne sont donne´es respectivement par (3.39) et (3.40). Par ailleurs,
qki et q
k−1
i sont aussi des distributions gaussiennes. En comparant (3.46) et (3.35), nous
pouvons voir que (3.46) peut eˆtre obtenu a` partir de (3.35) en remplac¸ant qr2i par q
k
i . En
conse´quence, dans ce cas, le calcul de qsx(x) =
∏
i q
s
i (xi) suit les meˆmes e´tapes que (3.43)
en remplac¸ant mr2 par mk et σ
2
r2
par σ2k.
Finalement, la fonction qsi (xi) est aussi une distribution gaussienne dont la moyenne
et la variance sont donne´es par
σ2s =
[
1
σ2k
+ s1
(
1
σ2r1
− 1
σ2k
)
+ s2
(
1
σ2k
− 1
σ2k−1
)]−1
, (3.47)
ms = σ
2
s
[
mk
σ2k
+ s1
(
mr1
σ2r1
− mk
σ2k
)
+ s2
(
mk
σ2k
− mk−1
σ2k−1
)]
. (3.48)
Encore une fois, nous avons omis les indices de composantes (·)i dans (3.47) et (3.48).
De plus, les e´quations de mise a` jour sont de la meˆme forme que celles obtenues par
BV-SG. Observons (3.44) et (3.47). Nous pouvons voir que σ2s est e´gale a` l’inverse d’une
combinaison line´aire de trois termes : le premier terme est l’inverse de la variance a`
l’ite´ration pre´sente, le second terme est cause´ par le gradient et le troisie`me terme viens
de la me´moire du gradient ou de la direction pre´ce´dente. Les e´quations (3.45) et (3.48)
montrent que ms a une structure similaire. A` partir de ces expressions, on remarque que
les e´quations de mise a` jour des parame`tres de distribution obtenues par BV-SG et BV-
MG ont une structure similaire que celle des me´thodes de sous-espace dans un espace
Hilbert : xk+1 = xk + s1δ
k
1 + s2δ
k
2 .
En effet, l’algorithme BV-Grad peut eˆtre identifie´ comme un cas particulie`re de l’al-
gorithme BV-SG ou l’algorithme BV-MG en mettant s2 a` ze´ro qui fait disparaˆıtre le
troisie`me terme dans (3.44) et (3.45) ou (3.47) et (3.48). Graˆce au terme supple´mentaire
(le troisie`me terme), l’algorithme BV-SG et l’algorithme BV-MG sont capables de donner
une approximation plus proche que l’algorithme BV-Grad en une seule ite´ration.
Les distributions obtenues sont encore fonctions du pas s. Nous prenons un pas sous-
optimal de´finit par (3.20) (voir annexe B.2 pour plus de de´tails de calculs). Par conse´quent,
σ2k+1 = σ
2
sˆsubopt
and mk+1 = msˆsubopt .
En tout, nous obtenons deux algorithmes, l’un utilise BV-SG, l’autre utilise BV-MG,
qui sont re´sume´s par l’algorithme 4 et l’algorithme 5, respectivement.
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Algorithm 4 L’algorithme de reconstruction supervise´ base´ sur un a priori de Student
en utilisant BV-SG
1. Initialiser q0x et q
0
z : initialiser m0, σ
2
0 et a0, b0
2. Calculer qk+1z =
∏
i q˜
k+1
i : calculer ses parame`tres en utilisant (3.33) et (3.34)
3. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i et q
r2
i : calculer ses parame`tres en utilisant (3.39)-(3.40) et (3.41)-
(3.42), respectivement
(b) Calculer le pas sous-optimal selon l’annexe B.1
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (3.44) et (3.45) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
4. Retourner a` l’e´tape 2 jusqu’a` convergence
Algorithm 5 L’algorithme de reconstruction supervise´ base´ sur un a priori de Student
en utilisant BV-MG
1. Initialiser q0x et q
0
z : initialiser m0, σ
2
0 et a0, b0
2. Calculer qk+1z =
∏
i q˜
k+1
i : calculer ses parame`tres en utilisant (3.33) et (3.34)
3. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i : calculer ses parame`tres en utilisant (3.39)-(3.40)
(b) Calculer le pas sous-optimal selon l’annexe B.2
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (3.47) et (3.48) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
4. Retourner a` l’e´tape 2 jusqu’a` convergence
3.3.3 Les algorithmes de reconstruction non-supervise´s
Les deux algorithmes de reconstruction de´crits dans la partie pre´ce´dente sont dits  su-
pervise´s  car la performance de ces algorithmes de´pend des valeurs des hyperparame`tres
choisies, particulie`rement des valeurs de γn (le parame`tre de pre´cision du bruit) et γp
(le parame`tre de pre´cision dans le mode`le a priori (3.23)), qui controˆlent le compromis
entre la fide´lite´ aux donne´es et les connaissances a priori. En pratique, les algorithmes
supervise´s de´terminent ces valeurs de manie`re empirique : choisir les valeurs selon les
expe´riences ou faire plusieurs essais pour trouver une valeur relativement meilleure. Cette
manie`re de choisir les hyperparame`tres s’ave`re peu rapide et peu pratique. C’est pour
cette raison que nous allons e´tendre les algorithmes supervise´s obtenus a` des algorithmes
non-supervise´s en estimant conjointement les hyperparame`tres. Au total, trois hyperpa-
rame`tres sont introduits dans notre mode´lisation probabiliste : γn, γp et ν. Dans la suite,
nous estimons les hyperparame`tres γn et γp. Ne´anmoins, nous choisissons de ne pas esti-
mer ν car il controˆle la forme de la loi et donc l’information a priori. On veut introduire
l’information de parcimonie, donc on veut fixer la forme de la loi a priori en fixant la
valeur de ν.
De´sormais nous estimons donc aussi γn et γp. Les lois a priori conjugue´es sont
ge´ne´ralement introduites pour faciliter l’imple´mentation des algorithmes d’approxima-
tion BV. Dans ce cas, les lois Gamma sont des distributions conjugue´es pour γn et γp.
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Nous supposons donc que
p(γn) = G(γn|a˜n, b˜n) (3.49)
p(γp) = G(γp|a˜p, b˜p). (3.50)
En pratique, nous ne posse´dons pas d’informations a priori sur γp et γn. Ainsi, nous
prenons a˜n = 0, b˜n = 0 et a˜p = 0, b˜p = 0 qui nous permettent d’obtenir des lois non-
informatives (loi de Jeffreys).
Sous ces hypothe`ses, nous pouvons en de´duire la loi a posteriori conjointe des pa-
rame`tres d’inte´reˆt ainsi que des hyperparame`tres :
p(x, z, γn, γp|y, ν) ∝γM/2n exp
[
−γn‖y −Ax‖
2
2
]
×
N∏
i=1
√
γpzi exp
[
−1
2
γpzix
2
i
]
z
ν/2−1
i exp
[
−ν
2
zi
]
× γa˜n−1n exp
[
−b˜nγn
]
γa˜p−1p exp
[
−b˜pγp
]
. (3.51)
Comme dans la partie pre´ce´dente, cette loi a posteriori est approche´e par des lois
se´parables en utilisant des algorithmes d’approximation BV. Ici, la loi conditionnelle a
posteriori p(z, γn, γp|y, ν) est se´parable, elle est donc approche´e en utilisant l’approxima-
tion BV classique. Et la loi a posteriori de x est approche´e par nos algorithmes d’approxi-
mation BV acce´le´re´s, comme dans la partie pre´ce´dente.
Ici, nous avons Θ = {x, z, γn, γp}. En ce qui concerne la loi approchante, nous prenons
encore l’hypothe`se de se´paration totale qui nous donne
qΘ(Θ) = qx(x)qz(z)qγn(γn)qγp(γp)
=
N∏
i=1
qi(xi)
N∏
j=1
q˜j(zj)qγn(γn)qγp(γp). (3.52)
Sous cette hypothe`se, nous menons une optimisation alterne´e par rapport a` qz, qx, qγn
et qγp , qui nous conduit a` re´soudre les proble`me d’optimisation suivants :
qk+1z = arg max
qz
F
(
qkxqzq
k
γnq
k
γp
)
, (3.53)
qk+1x = arg max
qx
F
(
qxq
k+1
z q
k
γnq
k
γp
)
, (3.54)
qk+1γn = arg max
qγn
F
(
qk+1x q
k+1
z qγnq
k
γp
)
, (3.55)
qk+1γp = arg max
qγp
F (qk+1x qk+1z qk+1γn qγp) . (3.56)
En ce qui concerne qz et qx, les mises a` jour sont faites de la meˆme fac¸on que dans le
cas supervise´ et nous ne rappelons pas les calculs. Ne´anmoins, l’introduction des lois qγn
et qγp dans les calculs apporte un changement dans les e´quations de mise a` jour obtenues
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(les e´quations (3.34) et (3.39)-(3.42)) : les parame`tres γn et γp sont remplace´s par leurs
moyennes sous les lois qkγn et q
k
γp .
Graˆce a` l’utilisation des lois a priori conjugue´es, l’optimum pour qγn et pour qγp sont
des lois Gamma. Nous prenons donc des lois approchantes dans la famille Gamma :
qkγn(γn) = G(γn|akγn , bkγn), (3.57)
qkγp(γp) = G(γp|akγp , bkγp). (3.58)
Par conse´quent, l’optimisation des lois approchantes est e´quivalente a` l’optimisation de
leurs parame`tres.
L’optimisation de qγn
Encore une fois, en utilisant la formule (2.12), nous pouvons obtenir
qk+1γn (γn) ∝ exp
[
〈ln p(x, z, γn, γp,y|ν)〉qk+1x qk+1z qkγp
]
∝ exp
[
(
M
2
+ a˜n − 1) ln(γn)− γn
(∫ ‖y −Ax‖2
2
qk+1x (x)dx + b˜n
)]
∝ exp
[
(
M
2
+ a˜n − 1) ln(γn)
− γn
(
1
2
‖y −Amk+1‖2 + 1
2
N∑
i=1
diag(ATA)i(σ
2
k+1)i + b˜n
)]
. (3.59)
Donc qk+1γn est une loi Gamma avec des parame`tres :
ak+1γn =
M
2
+ a˜n = aγn (3.60)
bk+1γn =
1
2
‖y −Amk+1‖2 + 1
2
N∑
i=1
diag(ATA)i(σ
2
k+1)i + b˜n (3.61)
En prenant la moyenne de la loi approchante comme l’estimation de l’hyperparame`tre,
nous avons
〈γn〉k+1 = aγn/bk+1γn . (3.62)
L’optimisation de qγp
La distribution qγp est de´termine´e de fac¸on analogue a` qγn . En utilisant (2.12), nous
avons
qk+1γp (γp) ∝ exp
[
〈ln p(x, z, γn, γp,y|ν)〉qk+1x qk+1z qk+1γn
]
∝ exp
[
(
N
2
+ a˜p − 1) ln(γp)− γp
(∫ N∑
i=1
zix
2
i
2
∏
i
qk+1i (xi)q˜
k+1
i (zi)dxdz + b˜p
)]
∝ exp
[
(
N
2
+ a˜p − 1) ln(γp)− γp
(
1
2
N∑
i=1
(a)i
(bk+1)i
(
(mk+1)
2
i + (σ
2
k+1)i
)
+ b˜p
)]
(3.63)
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qui est identifie´e comme une loi Gamma de parame`tres :
ak+1γp =N/2 + a˜p = aγp (3.64)
bk+1γp =
1
2
N∑
i=1
(a)i
(bk+1)i
(
(mk+1)
2
i + (σ
2
k+1)i
)
+ b˜p (3.65)
De fac¸on analogue, nous actualisons l’estimation de γp par
〈γp〉k+1 = aγp/bk+1γp . (3.66)
Par conse´quent, nous pouvons obtenir deux algorithmes de reconstruction non-
supervise´s de´crits par l’algorithme 6 et l’algorithme 7.
Algorithm 6 L’algorithme de reconstruction Non-Supervise´ base´ sur un a priori de
Student en utilisant BV-SG (NSBV-SG)
1. Initialiser q0x et q
0
z : initialiser m0, σ
2
0 et a0, b0
2. Calculer qk+1z =
∏
i q˜
k+1
i : calculer leurs parame`tres en utilisant (3.33) et (3.34)
3. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i et q
r2
i : calculer leurs parame`tres en utilisant (3.39)-(3.40) et (3.41)-
(3.42), respectivement
(b) Calculer le pas sous-optimal selon l’annexe B.1
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (3.44) et (3.45) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
4. Calculer qk+1γn : calculer ses parame`tres en utilisant (3.60) et (3.61)
5. Calculer qk+1γp : calculer ses parame`tres en utilisant (3.64) et (3.65)
6. Retourner a` l’e´tape 2 jusqu’a` convergence
Algorithm 7 L’algorithme de reconstruction Non-Supervise´ base´ sur un a priori de
Student en utilisant BV-MG (NSBV-MG)
1. Initialiser q0x et q
0
z : initialiser m0, σ
2
0 et a0, b0
2. Calculer qk+1z =
∏
i q˜
k+1
i : calculer leurs parame`tres en utilisant (3.33) et (3.34)
3. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i : calculer ses parame`tres en utilisant (3.39)-(3.40)
(b) Calculer le pas sous-optimal selon l’annexe B.2
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (3.47) et (3.48) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
4. Calculer qk+1γn : calculer ses parame`tres en utilisant (3.60) et (3.61)
5. Calculer qk+1γp : calculer ses parame`tres en utilisant (3.64) et (3.65)
6. Retourner a` l’e´tape 2 jusqu’a` convergence
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3.4 E´valuations expe´rimentales
Nous avons de´veloppe´ dans les parties pre´ce´dentes des algorithmes de reconstruction
en utilisant les algorithmes d’approximation BV de sous-espace : BV-SG et BV-MG. Dans
cette partie, nous allons e´valuer l’efficacite´ de nos algorithmes en les comparant avec des
me´thodes d’approximation de la densite´ de probabilite´ existantes, notamment la me´thode
MCMC, des algorithmes d’approximation BV classique avec une hypothe`se de se´parabilite´
totale et avec une hypothe`se de se´parabilite´ partielle, et l’algorithme d’approximation BV
gradient exponentialise´ (BV-Grad).
Pour ce faire, nous appliquons ces me´thodes d’approximation au meˆme proble`me in-
verse traite´ dans les parties pre´ce´dentes.
3.4.1 Descriptions des algorithmes a` comparer
Le but est d’obtenir une approximation, soit nume´rique, soit analytique, de la loi a
posteriori p(x, z|y) (voir (3.24)) qui nous permet ensuite d’obtenir une estimation de
parame`tre d’inte´reˆt x.
• Me´thode de Monte Carlo par Chaˆıne de Markov – l’e´chantillonnage de
Gibbs (MCMC-Gibbs)
Nous avons pre´sente´ dans chapitre 1 deux algorithmes MCMC les plus utilise´s : l’al-
gorithme de Metropolis-Hastings et l’e´chantillonnage de Gibbs. Nous conside´rons
ici l’e´chantillonnage de Gibbs car il s’appuie sur des lois conditionnelles simulables
qui est notre cas ici : la loi conditionnelle p(x|z,y) est une loi gaussienne multidi-
mensionnelle et la loi conditionnelle p(z|x,y) est une loi Gamma se´parable. Meˆme si
la loi conditionnelle conjointe p(x, z|y) est de forme complique´e, les lois condition-
nelles associe´es appartient aux familles de distributions usuelles qui sont simulables.
L’e´chantillonnage de Gibbs pour notre proble`me suit des e´tapes suivantes :
(a) Choisir des valeurs initiales : z0 et x0
(b) E´tant donne´ xk, simuler zk+1 ∼ p(z|xk,y) ou`
p(z|xk,y) ∝
N∏
i=1
exp
[
−zi
(
1
2
γp(x
k
i )
2 +
ν
2
)]
z
ν/2−1/2
i
=
N∏
i=1
G
(
zi|ν
2
+
1
2
,
1
2
γp(x
k
i )
2 +
ν
2
)
(3.67)
qui est une loi Gamma se´parable facilement simulable en pratique.
(c) E´tant donne´ zk+1, simuler xk+1 ∼ p(x|zk+1,y) ou`
p(x|zk+1,y) ∝ exp
[
−γn‖y −Ax‖
2
2
] N∏
i=1
exp
[
−1
2
γpz
k+1
i x
2
i
]
=N (x|mk+1,Σk+1) (3.68)
avec
Σk+1 =
[
γnA
TA + γpDiag(z
k+1)
]−1
= RTk+1Rk+1 (3.69)
mk+1 =γnΣk+1A
Ty. (3.70)
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Ici, Diag(z) est une matrice diagonale ou` les composantes diagonales sont e´gaux
aux e´le´ments du vecteur z et Rk+1 est une matrice obtenue par la de´composition
de Cholesky de la matrice de covariance Σk+1. En pratique, les e´chantillons x
k+1
peuvent eˆtre ge´ne´re´s en suivant deux e´tapes :
i. ge´ne´rer un vecteur des e´chantillons tk+1 suivant la loi normale centre´e
re´duite,
ii. ge´ne´rer le vecteur xk+1 en utilisant
xk+1 = Rk+1t
k+1 + mk+1. (3.71)
(d) Retourner a` l’e´tape (b) jusqu’a` convergence de la chaˆıne de Markov (un temps
de chauffe est ne´cessaire).
• Me´thode d’approximation baye´sienne variationnelle Classique base´e sur
une hypothe`se de Se´parabilite´ Partielle (BVClass-SP)
La me´thode d’approximation BV classique a e´te´ de´crite par l’algorithme 1 dans
chapitre 2. Cet algorithme de´pend du degre´ de se´parabilite´ choisi. Nous utilisons
dans cette partie la separabilite´ partielle qui a e´te´ largement utilise´e :
qΘ(Θ) = qx(x)qz(z). (3.72)
Sous cette hypothe`se de se´parabilite´, nous avons P = 2. Nous imposons une
se´parabilite´ entre x et z, mais pas de se´parabilite´ interne entre les e´le´ments de
x et z. Ne´anmoins, comme indique´ pre´ce´demment, la loi conditionnelle p(z|x,y)
est se´parable, en conse´quence, l’utilisation de la se´parabilite´ interne ou non de z
ne fait aucune diffe´rence sur le re´sultat obtenu, comme nous allons le montrer dans
la suite. Selon l’algorithme 1, la de´termination de la loi approchante qΘ est faite
en alternant l’optimisation de qx et de qz avec (2.12). Encore, graˆce a` l’utilisation
des lois conjugue´es, la loi approchante optimale qx est une distribution gaussienne
multidimensionnelle et la loi qz est une distribution Gamma :
qkx(x) =N (x|mk,Σk), (3.73)
qkz(z) =G(z|ak,bk). (3.74)
Par conse´quent, l’optimisation des lois est re´duite a` optimiser leurs parame`tres.
– L’optimisation de qz :
qk+1z (z) ∝ exp
(〈ln p(x, z,y)〉qkx)
∝ exp
[ N∑
i=1
(
ν
2
− 1
2
) ln zi − ν
2
zi −
∫
1
2
γpzix
2
i q
k
xdx
]
∝
N∏
i=1
z
ν
2
− 1
2
i exp
[
−zi
(
ν
2
+
1
2
γp
(
(mk)
2
i + diag(Σk)i
))]
. (3.75)
Nous pouvons trouver que qk+1z est se´parable. D’apre`s (3.75), nous pouvons obtenir
des e´quations de mise a` jour des parame`tres de la loi qk+1z =
∏
i q˜
k+1
i : ∀ i =
1, . . . , N
(ak+1)i =
ν
2
+
1
2
= (a)i, (3.76)
(bk+1)i =
ν
2
+
1
2
γp
[
(mk)
2
i + diag(Σk)i
]
. (3.77)
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– L’optimisation de qx :
qk+1x (x) ∝ exp
(
〈ln p(x, z,y)〉qk+1z
)
∝ exp
(
−γn‖y −Ax‖
2
2
−
N∑
i=1
1
2
γp〈zi〉k+1x2i
)
(3.78)
ou` 〈zi〉k+1 est la moyenne de q˜k+1i . Nous pouvons donc obtenir les parame`tres de
qk+1x :
Σk+1 =
[
γnA
TA + γpDiag(a./bk+1)
]−1
(3.79)
mk+1 =γnΣk+1A
Ty (3.80)
ou` ./ repre´sente une division composante par composante de deux vecteurs.
Remarque. Les e´quations ci-dessus montrent qu’a` chaque ite´ration, l’e´valuation
de la matrice de covariance de la loi approchante ne´cessite d’inverser une matrice
de taille N ×N .
• Me´thode d’approximation baye´sienne variationnelle base´e sur une hy-
pothe`se de Se´parabilite´ Totale (BVClass-ST)
Nous conside´rons ici la se´parabilite´ totale qui a e´te´ aussi employe´e dans nos
algorithmes d’approximation BV acce´le´re´s (voir (3.26)). Sous cette hypothe`se de
se´parabilite´, nous avons le nombre de partitions des parame`tres P e´gal a` 2N . D’apre`s
l’algorithme 1, l’optimisation de qΘ est faite en alternant l’optimisation de chaque
composante de la loi qΘ : (qi)i=1,...,N et (q˜i)i=1,...,N .
Dans ce cas, les distributions (qi)i=1,...,N sont gaussiennes et (q˜i)i=1,...,N sont des lois
Gamma, comme donne´es par (3.29) et (3.30). En utilisant (2.12), nous pouvons
obtenir des e´quations de mise a` jour en suivant des e´tapes de calculs analogues au
cas pre´ce´dent : ∀ i = 1, . . . , N ,
(ak+1)i =
ν
2
+
1
2
= (a)i (3.81)
(bk+1)i =
ν
2
+
1
2
γp
[
(mk)
2
i + (σ
2
k)i
]
(3.82)
(σ2k+1)i =
[
γndiag
(
ATA
)
i
+ γp
(a)i
(bk+1)i
]−1
, (3.83)
(mk+1)i =(σ
2
k+1)i
[
γn
(
ATy −ATAm˜(i) + diag (ATA) ◦ m˜(i))]
i
. (3.84)
ou` m˜(i) = ((mk+1)1, . . . , (mk+1)i−1, (mk)i, . . . , (mk)N)T est un vecteur de´pendant
de i.
Nous pouvons voir que les expressions de ak+1 et bk+1 sont explicites. Cependant,
ce n’est pas le cas pour mk+1. Par conse´quent, l’algorithme alterne´ doit eˆtre utilise´
pour faire les optimisations.
Remarque. Pour chaque pixel xi, il faut de´terminer A
TAm˜(i) et diag
(
ATA
) ◦
m˜(i).
• Me´thode d’approximation baye´sienne variationnelle gradient exponentia-
lise´ (BV-Grad)
Comme discute´ pre´ce´demment, la me´thode d’approximation BV-Grad peut eˆtre
conside´re´e comme un cas particulier de BV-SG ou BV-MG en mettant le second
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pas s2 = 0. Par conse´quent, il n’est pas ne´cessaire de donner des calculs ici. Les
e´quations de mise a` jour des parame`tres de qz sont donne´es par (3.33) et (3.34). Les
e´quations de mise a` jour de qx peuvent eˆtre facilement obtenues en mettant s2 = 0
dans (3.47) et (3.48).
Nous appliquons ces algorithmes ainsi que nos algorithmes base´s sur BV-SG et BV-
MG a` un meˆme proble`me de tomographie, qui est un exemple de proble`me inverse avec
la matrice A identifie´e comme la transforme´e de Radon. Dans la suite, nous donnons
d’abord la configuration de simulation. Ensuite, les re´sultats de simulation sont montre´s.
3.4.2 Configuration de simulation
Des algorithmes de reconstruction sont teste´s avec des donne´es synthe´tiques ge´ne´re´es a`
partir d’une image parcimonieuse de taille 64×64 compose´e de 7 pics dont les amplitudes
varient entre 0.5 et 1. Une telle image de petite taille est utilise´e en conside´rant des
limitations des algorithmes a` comparer. En fait, l’imple´mentation de la me´thode MCMC-
Gibbs et la me´thode d’approximation BVClass-SP ne´cessite d’inverser des matrices (voir
(3.69) et (3.79)) dont la taille augmente avec la taille d’image, l’ope´ration d’inversion
devient tre`s couˆteuse voire impossible lorsque la taille de l’image est trop grande 1.
s10 20 30 40 50 60 9070 800
e
45
90
180
135
Figure 3.1 – Donne´es : sinogramme obtenue avec 32 angles de projections et 95
de´tecteurs.
Les donne´es simule´es sont des projections en ge´ome´trie paralle`le. Ces projections sont
collecte´es a` 32 angles diffe´rents θ, qui sont uniforme´ment distribue´s sur [0, pi[ avec 95
de´tecteurs. Nous avons ajoute´s aussi un bruit blanc gaussien de moyenne nulle et d’e´cart-
type 0.3. Par conse´quent, les donne´es (voir figure 3.1) pre´sentent un faible rapport signal
sur bruit. Dans ce proble`me, le nombre des parame`tres inconnus est e´gal a` 64×64 = 4096,
qui est plus grand que la taille des donne´es : 32 × 95 = 3040. En conse´quence, nous
abordons ici un proble`me inverse mal-pose´.
3.4.3 Re´sultats de simulation dans le cas supervise´
Tous les algorithmes ite´ratifs pre´sente´s pre´ce´demment ont e´te´ imple´mente´s avec une
meˆme initialisation : ze´ro comme moyenne et un comme variance pour toutes les compo-
1. Comme explique´ dans la partie 2.3.5, les approches ite´ratives ainsi que les approximations diagonales
des matrices peuvent eˆtre utilise´es pour contourner les inversions de matrices [BMK11]. Les comparaisons
avec ce type d’approches sont donne´es dans le chapitre 4.
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santes de x. Comme nous utilisons ici des algorithmes supervise´s, nous fixons les valeurs
des hyperparame`tres. Dans notre simulation, les hyperparame`tres γn et γp sont mis a` 1 et
20, respectivement. Le degre´ de liberte´ ν est mis a` 0.1 pour avoir une loi a priori a` queue
lourde. Par ailleurs, la loi a priori qu’on a introduit est de moyenne nulle.
Afin d’e´valuer la qualite´ de reconstruction, nous appliquons aussi une me´thode analy-
tique la plus couramment utilise´e pour inverser la transforme´e de Radon : la me´thode
de re´troprojection filtre´e (FBP). Elle consiste a` filtrer toutes les projections et a` les
re´troprojeter sur toute l’image dans la meˆme direction ou` ils avaient e´te´ projete´s. L’avan-
tage de cette me´thode est qu’elle est rapide.
(a) (b)
(c) (d) (e)
(f) (g) (h)
Figure 3.2 – Les images sont pre´sente´es avec le meˆme niveau de gris inverse´. (a)
L’image Vrai, (b) FBP avec un filtre rampe, (c) l’e´chantillonnage de Gibbs, (d)
BVClass-SP, (e) BVClass-ST, (f) BV-Grad, (g) BV-SG, (h) BV-MG.
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Nous montrons dans la figure 3.2 l’image vraie (voir figure 3.2 (a)) ainsi que les re-
constructions obtenues avec les diffe´rentes me´thodes (voir figure 3.2 (b) - (h)). L’image
donne´e par la figure 3.2 (b) montre que la me´thode de re´troprojection filtre´e ne donne pas
une reconstruction satisfaisante pour nos donne´es bruite´es. La comparaison de la figure
3.2 (b) avec les figures 3.2 (c)-(h) montre que les approches baye´siennes sont plus robustes
au bruit que la me´thode FBP.
Les reconstructions montre´es par la figure 3.2 (g) et (h) sont obtenues avec les ap-
proches utilisant nos algorithmes d’approximation BV : BV-SG et BV-MG. Nous pouvons
voir que ces deux reconstructions sont de qualite´ similaire que les images obtenues par
les approches utilisant BVClass-SP, BVClass-ST et BV-Grad, qui sont montre´es dans les
figures 3.2 (d), (e) et (f). The´oriquement, la reconstruction de la me´thode MCMC-Gibbs
doit eˆtre la meilleure car elle converge asymptotiquement vers la vraie loi a posteriori
plutoˆt que son approximation qui est l’objet des algorithmes d’approximation BV. Ce-
pendant, dans un temps limite´, les e´chantillons obtenus par la me´thode MCMC-Gibbs
n’ont pas suffisamment converge´s et donc ne donnent pas une bonne repre´sentation de la
loi a posteriori, ce qui explique la reconstruction de qualite´ relativement mauvaise montre´e
dans la figure 3.2 (c).
Table 3.1 – Comparaison de performance en termes de PSNR(dB)/Temps CPU (s).
Me´thode FBP
MCMC
-Gibbs
BVClass
-ST
BVClass
-SP
BV-Grad BV-SG BV-MG
PSNR (dB) 27.32 28.83 35.12 35.24 35.90 35.84 35.92
Temps (s) 0.05 69313.8 723.5 327.6 23.4 6.8 3.2
En plus des images qui nous permettent d’avoir une comparaison de la qualite´ visuelle
des reconstructions, nous montrons aussi dans la deuxie`me ligne du tableau 3.1 les valeurs
de PSNR 2 des reconstructions obtenues, ce qui nous permet d’e´valuer la qualite´ de recons-
truction quantitativement. Nous pouvons voir que les cinq algorithmes d’approximation
BV (BVClass-SP, BVClass-ST, BV-Grad, BV-SG, BV-MG) donnent des reconstructions
de PSNR proche l’une de l’autre, qui sont plus grandes que les valeurs du PSNR donne´es
par FBP et la me´thode MCMC-Gibbs, ce qui est cohe´rent avec la qualite´ visuelle des
images montre´es dans la figure 3.2.
La troisie`me ligne du tableau 3.1 montre les temps de calculs pris par toutes les
me´thodes imple´mente´es. Nous pouvons voir que FBP est la plus rapide, comme nous
avons de´clare´ pre´ce´demment. Cependant, FBP ne donne pas une reconstruction de qualite´
satisfaisante. Nous faisons donc ensuite une comparaison de la vitesse de convergence des
six autres me´thodes ite´ratives. En bref, l’ordre de la vitesse de convergence de ces six
algorithmes ite´ratifs de la moins efficace a` la plus efficace est :
MCMC-Gibbs < BVClass-ST < BVClass-SP < BV-Grad < BV-SG < BV-MG.
Nous pouvons voir dans le tableau 3.1 que nos deux algorithmes propose´s BV-SG et
BV-MG, notamment BV-MG, sont beaucoup plus efficaces que la me´thode d’approxima-
tion BV-Grad, les me´thodes d’approximation BV classiques BVClass-SP et BVClass-ST
ainsi que la me´thode MCMC-Gibbs. En fait, BV-MG a re´ussi a` obtenir une reconstruc-
tion de la meilleur qualite´ (PSNR = 35.92dB) en prenant seulement 3.2 seconds, qui est
2. PSNR : Peak Signal to Noise Ratio.
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7 fois plus rapide que BV-Grad, plus de 100 fois plus rapide que les me´thodes BVClass-
SP et BVClass-ST, et 20000 fois plus rapide que la me´thode MCMC-Gibbs. La me´thode
MCMC-Gibbs a pris 69313.8 seconds pour converger a` une reconstruction de PSNR 28.83
dB pour ce proble`me de petite taille, ce qui montre que la me´thode MCMC-Gibbs ne sera
pas suffisamment efficace pour aborder des proble`mes de grande taille.
L’autre algorithme propose´, BV-SG, est aussi beaucoup plus efficace que les algo-
rithmes de l’e´tat de l’art. Cependant, il est quand meˆme moins efficace que BV-MG ce
qui est explicable par le fait que le BV-MG utilise le sous-espace me´moire du gradient
consistant en le gradient pre´sent et la direction pre´ce´dente, tandis que le BV-SG utilise
le sous-espace du gradient consistant en le gradient pre´sent et le gradient pre´ce´dent qui
est moins informatif que la direction pre´ce´dente.
3.4.4 Re´sultats de simulation dans le cas non-supervise´
Comme montre´ dans la partie 3.3.3, les algorithmes de reconstruction supervise´s ou` les
hyperparame`tres γn et γp sont choisis empiriquement : algorithme 4 et algorithme 5, ont
e´te´ e´tendus dans le cadre entie`rement baye´sien, qui nous permet d’obtenir des algorithmes
non-supervise´s : algorithme 6 et algorithme 7. Les algorithmes non-supervise´s estiment
les valeurs des hyperparame`tres γn et γp en meˆme temps que x et z.
Nous avons applique´ ces algorithmes non-supervise´s dans notre proble`me de tomo-
graphie. Comme dans les simulations pre´ce´dentes, nous avons pris ze´ro comme la valeur
initiale de la moyenne et un comme la valeur initiale de la variance pour toutes les com-
posantes de x. En ce qui concerne les initialisations des hyperparame`tres γn et γp, nous
avons pris 1 et 20 comme valeurs initiales.
Les images reconstruites sont re´sume´es dans la figure 3.3. En comparant les images
obtenues par les algorithmes supervise´s (voir la figure 3.3 (a) et (b)) avec les images
obtenues par les algorithmes non-supervise´s (voir la figure 3.3 (c)-(d)), nous observons
que les fonds des images dans les figures 3.3 (c) et (d) sont plus propres que ceux des
images montre´es dans les figures 3.3 (a) et (b) en reconstruisant les pics, ce qui montre que
l’estimation des hyperparame`tres permet de mettre plus de pixels a` ze´ro, autrement dit,
de renforcer la parcimonie de la reconstruction. Un de´faut des reconstructions montre´es
par les figures 3.3 (c) et (d) est qu’elles ont deux pics faux. Malgre´ le de´faut de pics faux,
les PSNR des reconstructions obtenues par les algorithmes non-supervise´s sont vers 3.6 dB
plus grandes que les PSNR des reconstructions des algorithmes supervise´s, comme montre´
dans le tableau 3.2. Dans ce cas, les algorithmes non-supervise´s sont plus pertinents que
les algorithmes supervise´s.
Table 3.2 – Comparaison de performance en termes de PSNR(dB).
Me´thode BV-SG BV-MG NSBV-SG NSBV-MG
PSNR(dB) 35.84 35.92 39.50 39.50
Nous montrons dans la figure 3.4 l’e´volution des estimations des hyperparame`tres en
fonction du nombre d’ite´rations. Pour tracer ces courbes, nous avons utilise´ une e´chelle
logarithmique sur l’axe vertical pour avoir une repre´sentation plus claire. En observant
les courbes montre´es dans les figures 3.4 (a) et (c), nous voyons que pour la variance du
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(a) (b)
(c) (d)
Figure 3.3 – Les images sont pre´sente´es avec le meˆme niveau de gris inverse´. Les
algorithmes supervise´s : (a) BV-SG, (b) BV-MG, les algorithmes non-supervise´s : (c)
NSBV-SG (algorithme 6), (d) NSBV-MG (algorithme 7).
bruit, les estimations convergent vers la valeur vraie (ligne en pointille´) pour soit NSBV-
SG soit NSBV-MG. En ce qui concerne σ2p, nous ne savons pas sa valeur vraie, mais les
estimations convergent aussi.
Par ailleurs, si on compare les courbes obtenues par USBV-SG (figure 3.4 (a) et
(b)) avec les courbes obtenues par USBV-MG (figure 3.4 (c) et (d)), nous pouvons voir
que USBV-MG a besoin de moins d’ite´rations pour converger que USBV-SG, ce qui est
cohe´rent avec les re´sultats obtenus dans le cas supervise´.
3.5 Conclusion
Nous avons propose´ dans ce chapitre une nouvelle me´thode d’approximation
baye´sienne variationnelle (BV) base´e sur la me´thode de sous-espace. En prenant deux
diffe´rents sous-espaces : le sous-espace de gradient (SG) et le sous-espace de me´moire de
gradient (MG), deux algorithmes d’approximation BV ite´ratifs (BV-SG et BV-MG) ont
e´te´ propose´s. Nous avons montre´ expe´rimentalement sur un proble`me de tomographie de
petite taille que les deux algorithmes propose´s sont plus efficaces que les algorithmes de
l’e´tat de l’art. De plus, nous avons observe´ que l’algorithme BV-MG est plus efficace que
celui base´ sur le sous-espace SG (BV-SG). En conse´quence, dans la suite de cette the`se,
nous montrerons uniquement les re´sultats de l’algorithme BV-MG.
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Figure 3.4 – Les e´volutions des estimations des hyperparame`tres. Les lignes en pointille´
repre´sentent les valeurs vraies des hyperparame`tres. (a) Le logarithme de la variance du
bruit (σ2n = 1/γn) pour USBV-SG, (b) le logarithme de la variance de l’a priori
(σ2p = 1/γp) pour USBV-SG, (c) le logarithme de la variance du bruit (σ
2
n = 1/γn) pour
USBV-MG, (d) le logarithme de la variance de l’a priori (σ2p = 1/γp) pour USBV-MG.
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4
Applications aux proble`mes inverses en
traitement d’images
4.1 Introduction
L’objectif de ce chapitre est double : d’une part de´velopper des approches baye´siennes
non-supervise´es en utilisant l’algorithme d’approximation BV-MG propose´ dans le cha-
pitre 3, d’autre part comparer les approches obtenues avec l’e´tat de l’art afin d’e´valuer
l’efficacite´ de notre algorithme d’approximation BV-MG en termes de temps de calcul
dans un proble`me de traitement d’images de grande taille.
Dans le contexte de proble`mes inverses mal-pose´s en traitement d’images, un type
d’informations a priori qu’on peut utilise´ souvent est la re´gularite´ par morceau, qui est une
caracte´ristique de nombreuses images. Pour introduire telle information, la variation totale
a e´te´ beaucoup utilise´e dans la litte´rature. La re´gularisation par variation totale (TV) a
e´te´ premie`rement introduite par Rudin et al. [ROF92] pour re´soudre un proble`me de
de´bruitage. Depuis, la variation totale a e´te´ largement utilise´e dans diverses applications,
telles que la de´convolution [VO98], la de´convolution aveugle [CW98, BMK09], inpainting
[SC02], super-re´solution [NSLZ07, BMK11], etc. L’avantage de la variation totale est son
aptitude a` pre´server les contours tout en re´duisant le bruit. Elle est donc bien adapte´e
aux images re´gulie`res par morceau.
Ne´anmoins, avec la loi a priori base´e sur TV, l’estimation des hyperparame`tres pose
proble`me car la fonction de partition de´pend de hyperparame`tres mais cette fonction
n’a pas une forme explicite. Ce proble`me peut eˆtre re´solu graˆce aux travaux mene´s par
Bioucas-Dias et al. [BDFO06, OBDF09] ou` une approximation analytique de la fonction de
partition a e´te´ propose´e. Ne´anmoins, lorsqu’on de´veloppe des approches non-supervise´es
a` l’aide des algorithmes d’approximation BV, nous rencontrons une autre difficulte´ pose´e
par le fait que la loi base´e sur TV n’est pas une loi a priori conjugue´e avec la vraisem-
blance gaussienne. Pour s’affranchir de cette difficulte´, nous adoptons dans cette the`se la
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technique MM (ici, Minoration-Maximisation) [HL04, BDFO06], qui, a` l’aide des variables
auxiliaires, nous permet de construire une fonction minorante qui est conjugue´e avec la
vraisemblance [BMK08, BMK09, BMK11]. Graˆce a` l’approximation analytique de la fonc-
tion de partition et la technique MM, nous pouvons de´velopper une approche baye´sienne
non-supervise´e base´e sur l’a priori TV en utilisant l’algorithme d’approximation BV-MG,
ce qui est fait dans la partie 4.2.
Ne´anmoins, concernant l’a priori base´ sur TV, le fait est que sa fonction de partition
n’a pas d’expression explicite. Pour contourner ce proble`me, on cherche alors une autre
loi permettant d’apporter des informations de re´gularite´ par morceau, et en meˆme temps
posse´dant une fonction de partition explicite. Dans ce contexte, nous avons conside´re´
un mode`le a priori a` variables cache´es qui est une extension du mode`le propose´ dans un
travail re´cent de Giovannelli [Gio08]. Dans ce mode`le, la loi du parame`tre d’inte´reˆt sachant
les variables cache´es est une loi gaussienne corre´le´e et les variables cache´es suivent la loi
de Laplace. Ici, les variables cache´es correspondent a` la moyenne de la diffe´rence entre
deux pixels voisins. En supposant que les moyennes des diffe´rences sont parcimonieuses,
cette loi a` variables cache´es permet de de´crire les images re´gulie`res par morceau. Comme
ce type de mode`le a e´te´ inspire´ par le mode`le semi-quadratique de Geman et al. [GY95],
nous allons l’appeler le mode`le a` variables cache´s de type Geman dans la suite.
Dans la suite, nous allons construire deux approches non-supervise´es base´es sur ces
deux mode`les a priori en utilisant l’algorithme d’approximation BV-MG. Pour e´valuer
l’efficacite´ de notre algorithme BV-MG en termes de temps de calcul dans les proble`mes
en traitement d’images, nous appliquons les approches obtenues a` un proble`me de super-
re´solution qui vise a` reconstruire une image a` haute re´solution a` partir de plusieurs images
a` basse re´solution repre´sentant la meˆme sce`ne. Ne´anmoins, dans ce travail, pour compa-
rer les approches dans les proble`mes de grande taille, nous conside´rons un proble`me de
super-re´solution line´aire ou` nous conside´rons que les mouvements entre les images a` basse
re´solution et une image de re´fe´rence pourrait soit eˆtre estime´s a` l’avance, soit eˆtre connus
au travers d’autres sources d’information. Cette configuration apparaˆıt par exemple dans
les domaines de l’astronomie [ROGA08] et de l’imagerie me´dicale [GOKP02]. A travers
un tel proble`me, nous effectuons des comparaisons de nos approches base´es sur BV-MG
avec les approches de l’e´tat de l’art base´es sur l’algorithme d’approximation BVClass et
l’algorithme d’approximation BV-Grad. De plus, nous offrons des comparaisons des deux
approches propose´es qui ont utilise´ deux mode`les a priori diffe´rents.
4.2 Approche non-supervise´e base´e sur un a priori de TV
Nous nous inte´ressons toujours dans ce chapitre au proble`me inverse line´aire. L’objectif
est de re´soudre ce proble`me dans un cadre entie`rement baye´sien. Pour ce faire, nous
introduisons des lois a priori pour l’objet d’inte´reˆt ainsi que pour les hyperparame`tres.
Dans cette partie, nous introduisons la loi a priori base´e sur la variation totale pour
favoriser des images re´gulie`res par morceau. En ce qui concerne les lois a priori des
hyperparame`tres, nous prenons des lois de Jeffreys comme dans les chapitres pre´ce´dents.
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4.2.1 Formulation baye´sienne
Loi a priori pour l’objet d’inte´reˆt
La loi a priori base´e sur la variation totale (TV) prend la forme suivante
p(x|γp) = 1
ZTV (γp)
exp [−γpTV (x)] , (4.1)
ou` ZTV (γp) est la fonction de partition qui est une fonction de γp et
TV (x) =
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i . (4.2)
Ici Dh et Dv repre´sentent les matrices des diffe´rences finies d’ordre un dans la direction
horizontale et verticale, respectivement.
La fonction de partition est donne´e par
ZTV (γp) =
∫
RN
exp
[
−γp
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i
]
dx. (4.3)
Ne´anmoins, cette inte´grale est infinie. Pour re´soudre ce proble`me, en pratique, on peut
ajouter un terme tendant vers ze´ro pour avoir une inte´grale finie :
ZTV (γp) =
∫
RN
exp
[
−γp
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i + x
2
i
]
dx. (4.4)
ou`  → 0. Le terme x2i peut eˆtre fusionne´ dans les deux termes (Dhx)2i et (Dvx)2i en
ajoutant un coefficient tendant vers ze´ro aux ope´rateurs des diffe´rences finies : Dh et
Dv. Ne´anmoins, la difficulte´ est que meˆme dans ce cas, nous n’avons pas d’expression
explicite pour ZTV (γp). La de´termination de la fonction de partition d’une telle loi est
un proble`me ouvert. Dans ce travail, pour s’affranchir de cette difficulte´, nous avons
utilise´ la fonction de partition approche´e propose´e par Bioucas-Dias et al. [BDFO06,
OBDF09]. Cette fonction de partition approche´e est base´e sur l’hypothe`se que chaque
paire de diffe´rence finie {(Dhx)i, (Dvx)i} est inde´pendante de toutes les autres paires.
Cette hypothe`se n’est jamais ve´rifie´e en pratique. Notons que∫
R2
exp
(
−λ
√
u2 + v2
)
dudv =
2pi
λ2
. (4.5)
Base´e sur l’hypothe`se d’inde´pendance indique´e ci-dessus, on peut obtenir que
ZTV (γp) =
∫
RN
exp
[
−γp
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i
]
dx ' Cγ−θNp , (4.6)
ou` C est une constante inde´pendante de γp. L’hypothe`se d’inde´pendance conduit au
re´sultat ci dessus avec θ = 2. Ne´anmoins, en raison de la de´pendance qui existe en
effet entre les diffe´rences finies, θ est conside´re´ comme un parame`tre a` re´gler. Il permet
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en pratique d’obtenir de meilleurs re´sultats. En utilisant cette approximation analytique,
nous pouvons obtenir
p(x|γp) ' p˜(x|γp) = C˜γθNp exp [−γpTV (x)] (4.7)
avec C˜ = C−1.
Dans les travaux re´cents mene´s par Babacan et al. [BMK08, BMK09, BMK11], cette
loi TV approchante a e´te´ employe´e avec le parame`tre θ = 1/2. Dans ce cas, la fonction de
partition ZTV (γp) est approche´e par Cγ
−N/2
p qui correspond a` la fonction de partition d’une
distribution gaussienne multivarie´e d’un vecteur de dimension N . Ne´anmoins, la loi a
priori TV n’est pas similaire a` une distribution gaussienne. Donc, cette approximation est,
en ge´ne´ral, pas suffisamment proche de la vraie fonction de partition. Par conse´quent, dans
notre travail, nous gardons ce parame`tre θ et le re´glons empiriquement afin d’ame´liorer
les re´sultats.
Loi a posteriori
Dans notre cas, la loi a posteriori s’e´crit comme suit :
p(x, γn, γp|y) ∝p(y|x, γn)p(x|γp)p(γn)p(γp)
∝˜ γM/2n exp
[
−γn‖y −Ax‖
2
2
]
γθNp exp
[
−γp
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i
]
× γa˜n−1n exp
[
−b˜nγn
]
γa˜p−1p exp
[
−b˜pγp
]
. (4.8)
ou` ∝˜ signifie “est approximativement proportionnel a`”. La loi a posteriori p(x, γn, γp|y)
n’est pas connue explicitement car sa constante de normalisation n’est pas calculable. Afin
de proce´der a` l’infe´rence statistique des variables inconnues a` partir de la loi a posteriori,
nous recourons aux me´thodes d’approximation BV.
4.2.2 Application des me´thodes d’approximation BV
Soit Θ l’ensemble des parame`tres inconnus : Θ = {x, γn, γp}. L’objectif de l’approxi-
mation BV est de donner une approximation qΘ de la loi a posteriori p(·|y) en maximisant
l’e´nergie libre ne´gative F dont la de´finition est rappele´e par la suite :
F(qΘ) =
∫
qΘ(Θ) ln
p(y,Θ)
qΘ(Θ)
dΘ. (4.9)
Ne´anmoins, comme la loi a priori TV n’est pas une loi a priori conjugue´e avec la
vraisemblance gaussienne, il est difficile d’effectuer la maximisation de l’e´nergie libre
ne´gative par rapport a` qΘ. Pour s’affranchir de cette difficulte´, nous utilisons la tech-
nique Minoration-Maximisation (MM) [HL04, BDFO06] qui nous permet de remplacer
la maximisation de l’e´nergie libre ne´gative par la maximisation d’une borne infe´rieure de
cette e´nergie qui est plus facile a` manipuler [BMK08, BMK09, BMK11]. Une telle borne
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peut eˆtre obtenue de la fac¸on suivante. L’ine´galite´ arithme´tico-ge´ome´trique nous permet
d’obtenir :
∀a > 0, b > 0
√
ab ≤ a+ b
2
⇒ √a ≤ a+ b
2
√
b
. (4.10)
En utilisant cette ine´galite´, nous pouvons construire une ine´galite´ comme suit en in-
troduisant des variables auxiliaires positives λ = [λ1, . . . , λN ],
∀λi > 0, i = 1, . . . , N
√
(Dhx)2i + (Dvx)
2
i ≤
(Dhx)
2
i + (Dvx)
2
i + λi
2
√
λi
, (4.11)
qui nous permet d’obtenir une borne infe´rieure de la loi a priori TV, note´e M(x, γp|λ)
par :
p˜(x|γp) =C˜γθNp exp
[
−γp
N∑
i=1
√
(Dhx)2i + (Dvx)
2
i
]
≥C˜γθNp exp
[
−γp
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i + λi
2
√
λi
]
=M(x, γp|λ) (4.12)
Dans (4.12), nous pouvons voir que la borne infe´rieure de la loi TV, M(x, γp|λ), est
proportionnelle a` une distribution gaussienne et est donc conjugue´e avec la vraisemblance.
Cette borne infe´rieure peut eˆtre ensuite utilise´e pour construire une borne infe´rieure de
la distribution jointe :
p(y,Θ) ≥p(y|Θ)M(x, γp|λ)p(γn)p(γp)
=L(Θ,y|λ)
∝γM/2n exp
[
−γn‖y −Ax‖
2
2
]
γθNp exp
[
−γp
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i + λi
2
√
λi
]
× γa˜n−1n exp
[
−b˜nγn
]
γa˜p−1p exp
[
−b˜pγp
]
(4.13)
qui nous permet d’obtenir facilement une borne infe´rieure de l’e´nergie libre ne´gative :
F(qΘ) ≥ FL(qΘ,λ)
=
∫
qΘ(Θ) ln
(
L(Θ,y|λ)
qΘ(Θ)
)
dΘ. (4.14)
La maximisation de l’e´nergie libre ne´gative F peut eˆtre donc effectue´e en alternant
deux e´tapes : une e´tape de maximisation de la borne infe´rieure FL par rapport a` la
distribution qΘ et une e´tape de mise a` jour des variables auxiliaires λ afin de maximiser
FL.
En ce qui concerne la distribution approchante qΘ, elle est suppose´e se´parable. Comme
nous l’avons explique´ auparavant, nous prenons une hypothe`se de se´parabilite´ totale pour
e´viter les inversions matricielles qui sont trop couˆteuses dans les proble`mes de grande
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taille. L’hypothe`se de se´parabilite´ totale entraˆıne que
qΘ(Θ) = qx(x)qγn(γn)qγp(γp)
=
∏
i
qi(xi)qγn(γn)qγp(γp). (4.15)
Sous cette hypothe`se, nous menons une optimisation alterne´e de FL par rapport a` qx,
qγn , qγp et λ. En bref, nous re´solvons les proble`mes suivants alternativement :
1 :
qk+1x = arg max
qx
FL
(
qxq
k
γnq
k
γp ,λ
k
)
, (4.16)
λk+1 = arg max
λ∈RN
FL
(
qk+1x q
k
γnq
k
γp ,λ
)
(4.17)
qk+1γn = arg max
qγn
FL
(
qk+1x qγnq
k
γp ,λ
k+1
)
, (4.18)
qk+1γp = arg max
qγp
FL (qk+1x qk+1γn qγp ,λk+1) (4.19)
Les optimisations fonctionnelles par rapport a` qx, qγn et qγp (donne´es par (4.16), (4.18)
et (4.19)) sont faites a` l’aide des me´thodes d’approximation BV. Comme la loi a posteriori
conditionnelle p(γn, γp|x,y) est se´parable elle meˆme, elle peut eˆtre approche´e de fac¸on
efficace graˆce a` la me´thode d’approximation BV classique. Pour l’optimisation de qx,
nous employons l’algorithme BV-MG propose´ dans le chapitre 3. En ce qui concerne
l’optimisation des variables auxiliaires λ (donne´e par (4.17)), il s’agit d’un proble`me
d’optimisation classique dans un espace de Hilbert.
Graˆce a` la technique de MM, nous pouvons obtenir une loi a priori de x qui est
conjugue´e avec la vraisemblance. En outre, des lois Gamma sont utilise´es comme les lois
a priori conjugue´es pour les hyperparame`tres γn et γp. Par conse´quent, l’approximation
optimale qoptx =
∏N
i=1(q
opt
i ) appartient a` la famille gaussienne tandis que q
opt
γn et q
opt
γp ap-
partiennent a` la famille Gamma. Nous prenons donc
qkx(x) =
∏
i
N (xi|(mk)i, (σ2k)i), (4.20)
qkγn(γn) = G(γn|akγn , bkγn), (4.21)
qkγp(γp) = G(γp|akγp , bkγp), (4.22)
L’optimisation de ces lois approchantes peut eˆtre donc re´alise´e uniquement par la mise a`
jour de leurs parame`tres.
Optimisation de qx avec l’algorithme d’approximation BV-MG
Comme donne´ par l’Eq. (4.16), au lieu de maximiser l’e´nergie libre F , nous maximisons
sa borne infe´rieure FL qui peut eˆtre e´crite comme
FL(qΘ) = 〈lnL(·,y|λ)〉qΘ +H(qΘ). (4.23)
1. Les variables auxiliaires λ sont mises a` jour avant qγn et qγp pour obtenir une e´quation de mise a`
jour plus simple pour qγp , voir [BMK11].
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En comparant (4.23) avec (2.43), nous pouvons voir que FL a une structure comparable
a` F . En fait, on peut obtenir FL a` partir de F en remplac¸ant la loi jointe par sa borne
infe´rieure L(Θ,y|λ). Par conse´quent, nous pouvons de´finir une fonction dfL(qkx,x) pour
la fonctionnelle FL. Nous obtenons la fonction dfL(qkx,x) de la meˆme fac¸on que df(qkx,x)
(voir partie 2.4). Comme qx est suppose´e se´parable, on peut obtenir que df
L(qkx,x) =∑
i dif
L(qki , xi) avec
∀i = 1, . . . , N difL(qi, xi) = 〈lnL(Θ,y|λ)〉∏
j 6=i qjqγnqγp
− ln qi(xi)− 1. (4.24)
Dans ce cas, le sous-espace de me´moire de gradient est donne´ par :
DkMG(x) = [df
L(qkx,x), d
k−1(x)]. (4.25)
Nous de´duisons de (3.12), (3.15), (4.24) et (4.25) une distribution de x qui de´pend du
pas s :
qsx(x) =K
k(s)qkx(x) exp
(
s1df
L(qkx,x) + s2d
k−1(x)
)
=Kk(s)qkx(x) exp
(
s1
∑
i
dif
L(qki , xi) + s2d
k−1(x)
)
=K˜k(s)qkx(x)
∏
i
exp
(〈
lnL(Θ,y|λk)〉(∏j 6=i qkj )qkγnqkγp)
qki (xi)

s1 [
qki (xi)
qk−1i (xi)
]s2
=K˜k(s)qkx(x)
∏
i
(
qr1i (xi)
qki (xi)
)s1 ( qki (xi)
qk−1i (xi)
)s2
(4.26)
ou` qr1i (xi) = exp
(〈
lnL(Θ,y|λk)〉(∏j 6=i qkj )qkγnqkγp) est la fonction interme´diaire introduite
pour clarifier les expressions.
Pour obtenir l’expression de qsx, nous calculons d’abord cette fonction interme´diaire :
qr1i (xi) = exp
[〈
lnL(x, γp, γn,y|λk)
〉
(
∏
j 6=i q
k
j )qkγnqkγp
]
∝ exp
[
−
∫ (
γn
2
‖y −Ax‖2 + γp
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i + λ
k
i
2
√
λki
)
×
(∏
j 6=i
qkj (xj)dxj
)
qkγn(γn)q
k
γp(γp)dγndγp
]
∝ exp
[
− 〈γn〉
k
2
(
x2idiag
(
ATA
)
i
− 2xi
(
ATy
)
i
+ 2xi
(
ATAmk
)
i
− 2xidiag
(
ATA
)
i
(mk)i
)
− 〈γp〉
k
2
(
x2idiag
(
DThΛ
kDh + D
T
v Λ
kDv
)
i
+ 2xi
(
DThΛ
kDhmk + D
T
v Λ
kDvmk
)
i
− 2xidiag
(
DThΛ
kDh + D
T
v Λ
kDv
)
i
(mk)i
)]
(4.27)
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ou` Λk = Diag
(
1√
λki
)
est une matrice diagonale avec
(
1√
λki
)
i=1,...,N
comme e´le´ments
diagonaux. Les de´tails de calculs pour obtenir (4.27) peuvent eˆtre trouve´s en annexe A.2.
Les calculs ci-dessus montrent que chaque fonction interme´diaire (qr1i )i=1,...,N corres-
pond, a` une constante de normalisation pre`s, a` la densite´ d’une distribution gaussienne
dont la moyenne (mr1)i et la variance (σ
2
r1
)i sont donne´es explicitement par les deux
expressions suivantes :
(σ2r1)i =
[〈γn〉kdiag (ATA)i + 〈γp〉kdiag (DThΛkDh + DTv ΛkDv)i ]−1, (4.28)
(mr1)i =(σ
2
r1
)i
[
〈γn〉k
(
ATy −ATAmk + diag(ATA) ◦mk
)
i
− 〈γp〉k
(
DThΛ
kDhmk + D
T
v Λ
kDvmk
)
i
+ 〈γp〉kdiag
(
DThΛ
kDh + D
T
v Λ
kDv
)
i
(mk)i
]
. (4.29)
En ce qui concerne qsx, les calculs sont les meˆmes que les calculs montre´s dans le
chapitre 3. On a trouve´ que qsx(x) =
∏
i q
s
i (xi) ou` chaque composante se´parable q
s
i (xi) est
une distribution gaussienne dont la moyenne et la variance ont les meˆmes expressions que
(3.47) et (3.48) et nous les rappelons par la suite :
σ2s =
[
1
σ2k
+ s1
(
1
σ2r1
− 1
σ2k
)
+ s2
(
1
σ2k
− 1
σ2k−1
)]−1
, (4.30)
ms = σ
2
s
[
mk
σ2k
+ s1
(
mr1
σ2r1
− mk
σ2k
)
+ s2
(
mk
σ2k
− mk−1
σ2k−1
)]
. (4.31)
Dans les e´quations ci-dessus, nous avons omis les indices de composante (·)i pour avoir
des expressions plus claires. En fait, les formes de σ2s et ms de´pendent seulement du
sous-espace utilise´. Les modifications des lois (vraisemblance ou les lois a priori) changent
seulement l’expression de la fonction interme´diaire qr1i .
Les distributions obtenues de´pendent du pas vectoriel s. Nous prenons un pas sous-
optimal de´finit par (3.20) (voir l’annexe B.2 pour plus de de´tails de calculs). Par
conse´quent, σ2k+1 = σ
2
sˆsubopt
et mk+1 = msˆsubopt .
Optimisation de λ dans les espaces de Hilbert
Les composantes du vecteur auxiliaire λ sont calcule´es en maximisant la borne
infe´rieure FL par rapport a` (λi)i=1,...,N . La fonction FL est une fonction differentiable
de (λi)i=1,...,N et son maximum est atteint au point critique qui est donne´ par
λk+1i =Eqk+1x
[
(Dhx)
2
i + (Dvx)
2
i
]
=Eqk+1x
[
xT (Dh)
T
i (Dh)ix + x
T (Dv)
T
i (Dv)ix
]
=(Dhmk+1)
2
i + (Dvmk+1)
2
i + trace
[
(Dh)
T
i (Dh)iΣk+1)
]
+ trace
[
(Dv)
T
i (Dv)iΣk+1)
]
, (4.32)
ou` (Dh)i et (Dv)i repre´sentent la ie`me ligne de Dh et Dv, respectivement et Σk+1 =
Diag
(
(σ2)k+1
)
est la matrice de covariance de qk+1x qui est diagonale sous notre hypothe`se
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Figure 4.1 – Illustration de la proce´dure MM dans le cas TV.
La courbe en gras repre´sente |x| et les trois courbes au-dessus repre´sentent les fonctions
majorantes de |x| : x2+λ
2
√
λ
ou` λ > 0.
de se´parabilite´ totale. Les de´tails de calculs pour obtenir (4.32) peuvent eˆtre trouve´s en
annexe C.1.
Remarque. Cette e´tape de Minoration-Maximisation ressemble a` l’approche semi-
quadratique de Geman et Reynolds : la maximisation de notre crite`re est substitue´e par la
maximisation d’une suite des fonctions majorantes dont la variance change avec la valeur
de la variable auxiliaire λi et la moyenne reste inchange´e, comme on peut voir par la figure
4.1.
Optimisation de qγn et qγp
L’optimisation de qγn et qγp se fait en utilisant l’algorithme d’approximation BV clas-
sique fonde´e sur l’expression (2.12).
Les calculs de qγn sont identiques que ceux montre´s par (3.59). En conse´quence, les
e´quations de mise a` jour pour ses parame`tres sont aussi identiques que (3.60) et (3.61).
Pour qγp , en utilisant (2.12), nous pouvons obtenir
qk+1γp (γp) ∝ γθN+a˜p−1p exp
−γp
b˜p + N∑
i=1
Eqk+1x [(Dhx)
2
i + (Dvx)
2
i ] + λ
k+1
i
2
√
λk+1i
 . (4.33)
En combinant (4.33) et (4.32), l’expression ci-dessus peut eˆtre simplifie´e et nous avons
donc
qk+1γp (γp) ∝ γθN+a˜p−1p exp
[
−γp
(
b˜p +
N∑
i=1
√
λk+1i
)]
, (4.34)
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qui est une distribution Gamma dont les parame`tres sont identifie´s comme
ak+1γp =θN + a˜p = aγp (4.35)
bk+1γp =b˜p +
N∑
i=1
√
λk+1i . (4.36)
En bref, notre algorithme non-supervise´ base´ sur la loi a priori TV en utilisant l’al-
gorithme d’approximation BV-MG est re´sume´ dans l’algorithme 8.
Algorithm 8 L’algorithme de reconstruction non-supervise´ base´ sur un a priori TV en
utilisant BV-MG
1. Initialiser les parame`tres de (q0i )i=1,...,N , q
0
γn , q
0
γp et λ
0
2. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i : calculer ses parame`tres en utilisant (4.28)-(4.29)
(b) Calculer le pas sous-optimal selon annexe B.2
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (4.30) et (4.31) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
3. Calculer le vecteur auxiliaire λk+1 en utilisant (4.32)
4. Calculer qk+1γn : calculer ses parame`tres en utilisant (3.60) et (3.61)
5. Calculer qk+1γp : calculer ses parame`tres en utilisant (4.35) et (4.36)
6. Retourner a` l’e´tape 2 jusqu’a` convergence
4.2.3 Des approches de l’e´tat de l’art
Pour e´valuer notre approche, nous avons choisi de comparer avec deux approches
non-supervise´es utilisant deux algorithmes d’approximation BV de l’e´tat de l’art : l’une
approche de Babacan et al. [BMK11] utilisant l’algorithme d’approximation BV classique
et l’autre approche utilisant l’algorithme d’approximation BV-Grad [FR14].
Approche base´e sur l’algorithme d’approximation BV classique
La re´solution d’un proble`me inverse line´aire avec un a priori TV a e´te´ re´cemment
traite´e par Babacan et al. [BMK11]. Leur approche re´sout le proble`me dans un cadre
entie`rement baye´sien a` l’aide de l’approximation BV. Bien que notre approche et l’ap-
proche de Babacan et al. soient tre`s proches, il existe deux diffe´rences importantes. La
premie`re est que Babacan et al. utilise l’approximation BV classique pour l’optimisation
de qx tandis que nous avons applique´ l’algorithme d’approximation BV-MG propose´ dans
le chapitre 3. La deuxie`me est que nous prenons une hypothe`se de se´parabilite´ totale
qui entraˆıne que qx est se´parable tandis que Babacan et al. prennent une hypothe`se de
se´parabilite´ partielle ou` qx est suppose´e non-se´parable, i.e.
qΘ(Θ) = qx(x)qγn(γn)qγp(γp). (4.37)
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Sous cette hypothe`se, l’algorithme d’approximation BV classique ge´ne`re une distribu-
tion gaussienne multivarie´e pour qkx :
qkx = N (x|mk,Σk), (4.38)
ou` mk repre´sente la moyenne et Σk est la matrice de covariance.
En utilisant la formule (2.12), nous pouvons obtenir
qk+1x ∝ exp
[
−〈γn〉
k
2
‖y −Ax‖2 − 〈γp〉
k
2
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i√
λi
]
, (4.39)
a` partir de laquelle nous identifions
mk+1 =Σk+1
[〈γn〉kATy] , (4.40)
(Σk+1)
−1 =〈γn〉kATA + 〈γp〉k
(
DThΛ
kDh + D
T
v Λ
kDv
)
. (4.41)
L’e´quation (4.40) montre que la moyenne mk+1 de´pend de la matrice de covariance
Σk+1, cependant le calcul de Σk+1 ne´cessite d’inverser la matrice (Σk+1)
−1 donne´e par
(4.41). Ne´anmoins, l’inversion est une ope´ration couˆteuse et son couˆt de calcul croit rapide-
ment avec l’augmentation de la taille de la matrice a` inverser. Pour contourner les calculs
d’inversion matricielle dans le calcul de mk+1, Babacan et al. ont employe´ la me´thode du
gradient conjugue´ pour approcher mk+1 ite´rativement.
En ce qui concerne la variable auxiliaire λ ainsi que les lois approchantes de hyperpa-
rame`tres, qγn et qγp , leur optimisation se fait de la meˆme fac¸on que notre approche. Par
contre, comme on peut voir dans l’Eq. (4.32), le calcul des variables auxiliaires ne´cessite de
connaˆıtre la matrice de covariance Σk+1. Ici, pour contourner les inversions matricielles,
Babacan et al. ont approche´ Σk+1 par une matrice diagonale Σ˜k+1 dont les e´le´ments
diagonaux sont e´gaux a` l’inverse des e´le´ments diagonaux de (Σk+1)
−1, c’est a` dire
(Σ˜k+1)ii = 1/(Σk+1)
−1
ii . (4.42)
On constate que cette approximation est grossie`re et qu’elle peut conduire a` de fortes
erreurs.
Approche base´e sur l’algorithme d’approximation BV-Grad
La seule diffe´rence entre cette approche et notre approche propose´e dans la partie
4.2.2 est que l’algorithme d’approximation BV-Grad est utilise´ pour optimiser qx. En fait,
l’algorithme d’approximation BV-Grad peut eˆtre conside´re´ comme un cas particulier de
BV-MG avec le second pas s2 toujours e´gal a` ze´ro. En conse´quence, les e´quations de mise a`
jour pour les parame`tres de qx peuvent eˆtre facilement obtenues a` partir des e´quations de
mise a` jour de notre approche en prenant s2 = 0. Par ailleurs, l’optimisation de la variable
auxiliaire λ et des lois de hyperparame`tres est identique a` celle de notre approche.
4.2.4 Simulations
La performance de l’algorithme propose´ (voir l’algorithme 8) est e´value´e sur un
proble`me de Super-Re´solution (SR). Ce proble`me de SR peut eˆtre vu comme un proble`me
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inverse associe´ au mode`le direct (1.2) en conside´rant que la matrice A rassemble
l’ope´rateur de de´formation, l’ope´rateur de flou et l’ope´rateur de sous-e´chantillonnage.
En effet, la pre´occupation principale de cette partie est d’e´valuer l’efficacite´ en termes
de temps de calculs de notre algorithme d’approximation BV-MG dans un proble`me de
reconstruction d’image. Pour ce faire nous comparons avec deux algorithmes d’approxi-
mation BV de l’e´tat de l’art : BVClass [BMK11] et BV-Grad [FR14]. Pour des raisons de
simplicite´, nous traitons dans cette partie un proble`me de SR non classique ou` la matrice
du syste`me A est suppose´e connue, c’est a` dire que nous n’estimons pas conjointement
les parame`tres de mouvement. En meˆme temps, cette hypothe`se permettrait de re´duire la
limitation de l’approche de l’e´tat de l’art base´e sur BVClass [BMK11] dans les proble`mes
de dimension importante (ne´cessite´ de stocker une matrice de taille importante). Cette
approche de l’e´tat de l’art base´e sur BVClass et une autre approche base´e sur BVGrad
ont e´te´ pre´sente´es brie`vement dans la partie 4.2.3. Dans cette partie, nous montrons des
re´sultats de reconstruction obtenus par ces trois approches.
Dans la suite, l’approche base´e sur BVClass est appele´e BVClassSR, l’approche base´e
sur BV-Grad est nomme´e BV-GradSR et notre approche propose´e base´e sur BV-MG est
appele´e BV-MGSR.
Configuration de simulation
L’objectif de la SR est de reconstruire une image a` haute re´solution (HR) a` partir
de plusieurs images a` basse re´solution (BR) repre´sentant la meˆme sce`ne. Dans notre
simulation, quatre groupes d’images a` basse re´solution sont ge´ne´re´s a` partir de quatre
images standards, Testpat (figure 4.2 (a)), Cameraman (figure 4.2 (b)) de dimension 256×
256 et Lena (figure 4.2 (c)), Jetplane (figure 4.2 (d)) de dimension 512× 512. Lors de la
ge´ne´ration des images BR, un noyau de convolution uniforme de dimension 3 × 3 et un
facteur de de´cimation 4 dans la direction horizontale et la direction verticale sont utilise´s.
De plus, nous ajoutons des bruits blancs gaussiens i.i.d. a` cinq diffe´rents niveaux : le
rapport signal sur bruit (SNR) e´gal a` 5 dB, 15 dB, 25 dB, 35 dB et 45 dB. Par ailleurs,
pour des raisons indique´es ci-dessus, nous traitons des proble`mes simplifie´s ou` les images
BR sont uniquement translate´es (pas de rotation ni d’homothe´tie). Pour la reconstruction
des images HR, nous prenons douze images BR comme donne´es et supposons que le noyau
de convolution, le facteur de de´cimation ainsi que les de´placements des images BR sont
tous connus. Comme le facteur de de´cimation est e´gale a` 4 dans la direction horizontale
et la direction verticale, la taille de chaque image BR est 16 fois plus petite que celle de
l’image HR. Par conse´quent, la taille des donne´es (douze images BR) est plus petite que
celle de l’image HR a` estimer. Nous sommes donc bien en pre´sence d’un proble`me mal
pose´.
Re´sultats de reconstruction et discussions
En fait, les trois approches conside´re´es sont base´es sur un meˆme mode`le baye´sien et
calculent l’estimateur de l’espe´rance a posteriori a` l’aide des approximations BV (hormis
le degre´ de se´parabilite´ de l’approche BV). Par conse´quent, ces trois approches conduisent
ge´ne´ralement a` des re´sultats similaires. La pre´occupation principale de cette partie est de
comparer leurs vitesses de convergence. Pour faire une comparaison e´quitable, nous pre-
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(a) (b)
(c) (d)
Figure 4.2 – Images a` haute re´solution : (a) Testpat de dimension 256× 256, (b)
Cameraman de dimension 256× 256, (c) Lena de dimension 512× 512, (d) Jetplane de
dimension 512× 512.
nons les meˆmes initialisations pour toutes les approches : m0 = A
Ty comme la moyenne
et 100 comme la variance de chaque pixel de l’image HR, les valeurs initiales des va-
riables auxiliaires λ et des hyperparame`tres sont calcule´es a` partir de m0 en utilisant
lerus e´quations de mise a` jour. En outre, le parame`tre θ implique´ dans la fonction de par-
tition de la loi a priori TV a besoin d’eˆtre re´gle´. Une se´rie d’expe´riences effectue´es avec
des images diffe´rentes montrent que les meilleurs re´sultats sont obtenus lorsque θ = 1.1.
En conse´quence, nous prenons θ = 1.1 pour toutes les expe´riences. Ce parame`tre est lie´
au degre´ de parcimonie des images de diffe´rences finies.
En ce qui concerne le crite`re d’arreˆt de BVClassSR, nous utilisons ‖mk −
mk−1‖/‖mk−1‖ < 10−5 ou` mk et mk−1 repre´sentent l’estimation de l’image HR a` k-
ie`me et a` (k − 1)-ie`me ite´ration, respectivement. Pour BV-GradSR et BV-MGSR, elles
s’arreˆtent lorsqu’elles convergent a` une image de valeur PSNR proche (diffe´rence infe´rieure
a` 1‰) de celle obtenue par BVClassSR.
Toutes les expe´riences sont effectue´es sous Matlab R2013a sur Intel(R) Core(TM)
i7-3770 CPU (3.40 GHz) avec 8.0 GB RAM. Nous montrons dans le tableau 4.1 les
nombres d’ite´rations ainsi que les temps de calculs utilise´s par BVClassSR [BMK11],
BV-GradSR [FR14] et notre approche BV-MGSR pour obtenir des images HR de valeurs
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Table 4.1 – Comparaisons des performances de BVClassSR [BMK11], BV-GradSR
[FR14] et notre approche BV-MGSR en termes de nombre d’Ite´rations (Nb) et Temps
de Calculs (en Secondes).
BVClassSR BV-GradSR BV-MGSR
Data PSNR Nb Temps(s) Nb Temps(s) Nb Temps(s)
Testpat
5dB 16.84 83 12.8 100 1.5 99 2.0
15dB 20.96 27 4.1 72 1.2 58 1.1
25dB 25.55 24 5.3 165 2.5 55 1.2
35dB 29.85 33 10.7 283 4.3 69 1.4
45dB 32.60 49 19.3 412 6.3 78 1.6
Camera
-man
5dB 23.24 181 51.9 327 5.0 254 4.9
15dB 28.70 46 7.1 85 1.3 81 1.6
25dB 33.36 23 4.6 137 2.0 69 1.5
35dB 37.40 28 7.8 290 4.4 75 1.6
45dB 40.50 34 13.5 425 6.4 110 2.3
Lena
5dB 27.08 96 87.2 300 16.1 232 17.7
15dB 31.35 30 17.0 92 5.0 85 6.5
25dB 34.59 22 16.1 147 8.0 71 5.4
35dB 37.07 26 26.3 260 14.1 77 5.9
45dB 38.44 32 40.0 405 21.8 87 6.7
Jetplane
5dB 32.91 123 72.7 197 10.6 180 13.7
15dB 37.33 30 15.6 84 4.5 74 5.6
25dB 41.21 21 15.9 150 8.0 71 5.4
35dB 44.49 25 25.5 379 20.1 85 6.5
45dB 46.60 31 38.8 362 19.3 99 7.5
PSNR similaires (variation < 1‰). Les valeurs PSNR des reconstructions sont donne´es
dans la troisie`me colonne du tableau 4.1. Et les re´sultats pre´sente´s dans ce tableau sont
des valeurs moyennes de 20 simulations avec 20 re´alisations du bruit diffe´rentes a` chaque
niveau de bruit pour toutes les quatre images.
Dans le tableau 4.1, nous utilisons les chiffres en gras pour indiquer les meilleurs
re´sultats dans chaque cas, c’est a` dire le temps de calculs le plus court. En comparant les
temps de calcul, nous pouvons voir que l’approche BV-MGSR est beaucoup plus efficace
que BVClassSR pour l’ensemble des donne´es et plus efficace que BV-GradSR dans la
plupart des cas, en particulier dans les cas les moins bruite´s, tels que SNR = 25, 35 et
45 dB. Par exemple, dans le cas ou` SNR = 5 dB de l’image Cameraman, l’approche BV-
MGSR utilise 4.9 secondes qui est seulement 9% de 51.9 secondes utilise´e par BVClassSR
et est le´ge`rement plus petite que 5.0 secondes de l’approche BV-GradSR, dans le cas ou`
SNR = 25 dB de l’image Lena, l’approche BV-MGSR prend 5.4 secondes qui est a` peu
pre`s 34% du temps pris par BVClassSR (16.1 secondes) et est 68% du temps pris par
BV-GradSR (8.0 secondes), dans le cas ou` SNR = 45 dB de l’image Jetplane, l’approche
BV-MGSR prend 7.5 secondes qui est seulement 19% du temps pris par BVClassSR (38.8
secondes) et 39% du temps pris par BV-GradSR (19.3 secondes). En moyenne, l’approche
BV-MGSR est environs 5 fois plus rapide que BVClassSR et environs 1.9 fois plus vite
que l’approche BV-GradSR. Le plus faible gain en termes de temps de calculs pour les
images ayant un fort niveau du bruit peut s’expliquer par des crite`res a` optimiser plus
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re´guliers ou` le choix de la direction du gradient permet d’avoir de bonne performance.
Nous comparons ensuite le nombre d’ite´rations. En comparant la sixie`me et la huitie`me
colonne du tableau 4.1, nous pouvons voir que l’approche BV-MGSR prend toujours moins
d’ite´rations que l’approche BV-GradSR. Ce re´sultat tend a` montrer que l’introduction de
sous-espace me´moire du gradient permet de ge´ne´rer une meilleure direction a` chaque
ite´ration. L’approche est donc syste´matiquement plus efficace en termes d’ite´rations.
Meˆme si chaque ite´ration de BV-MGSR est plus couteuse en temps de calculs que BV-
GradSR en raison de sa complexite´ accrue, l’approche BV-MGSR reste plus efficace que
l’approche BV-GradSR dans la plupart des cas. En ce qui concerne BVClassSR, elle prend
moins d’ite´rations que les deux autres approches. Ne´anmoins, chaque ite´ration de l’ap-
proche BVClassSR est beaucoup plus couteuse car elle contient une boucle interne qui
sert a` approcher ite´rativement mk+1 en utilisant la me´thode du gradient conjugue´. En
conse´quence, BVClassSR est le moindre efficace en termes de temps de calcul.
Afin de comparer les qualite´s visuelles des images reconstruites, nous montrons les
reconstructions sur-re´solue´es de quatre images diffe´rentes pour diffe´rents SNR, voir les
figures (4.3)-(4.6). Les re´sultats dans le cas SNR = 45 dB ne sont pas montre´s parce
que dans ce cas, le niveau de bruit est tre`s faible et les reconstructions sont tre`s proches
de l’image vraie. En comparant les images BR (montre´es dans la premie`re ligne) et les
images HR obtenues (voir les trois lignes en bas des figures (4.3) - 4.6), nous pouvons
voir que toutes les approches augmentent la re´solution des images. Cette proprie´te´ est
conserve´e meˆme dans les cas ou` le bruit est e´leve´, SNR = 5 dB. On remarque aussi que
les bruits pre´sents dans les images BR sont re´duits efficacement, et que les contours des
images ne sont pas trop lisse´s. De plus, les trois approches donnent des images HR tre`s
similaires, ce qui est cohe´rent avec le fait que les valeurs de PSNR sont similaires. En
outre, comme indique´ pre´ce´demment, toutes les images sont obtenues avec une meˆme
θ = 1.1. Nous pouvons voir que cette valeur de θ marche bien pour toutes les donne´es
teste´es. Les images ici bien que tre`s diffe´rentes ont un degre´ de parcimonie dans les images
de diffe´rences finies proches, c’est pourquoi l’approche n’est pas sensible au parame`tre θ.
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(a) (b) (c) (d)
Figure 4.3 – Exemples des images BR (ligne en haut), exemples des images HR
obtenues par BVClassSR (la deuxie`me ligne), BV-GradSR (la troisie`me ligne),
BV-MGSR (la quatrie`me ligne) pour Testpat dans les cas ou` SNR = (a) 5 dB ; (b) 15
dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
78
Approche non-supervise´e base´e sur un a priori de TV
(a) (b) (c) (d)
Figure 4.4 – Exemples des images BR (ligne en haut), exemples des images HR
obtenues par BVClassSR (la deuxie`me ligne), BV-GradSR (la troisie`me ligne),
BV-MGSR (la quatrie`me ligne) pour Cameraman dans les cas ou` SNR = (a) 5 dB ; (b)
15 dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
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(a) (b) (c) (d)
Figure 4.5 – Exemples des images BR (ligne en haut), exemples des images HR
obtenues par BVClassSR (la deuxie`me ligne), BV-GradSR (la troisie`me ligne),
BV-MGSR (la quatrie`me ligne) pour Lena dans les cas ou` SNR = (a) 5 dB ; (b) 15 dB ;
(c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de niveaux
de gris.
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(a) (b) (c) (d)
Figure 4.6 – Exemples des images BR (ligne en haut), exemples des images HR
obtenues par BVClassSR (la deuxie`me ligne), BV-GradSR (la troisie`me ligne),
BV-MGSR (la quatrie`me ligne) pour Jetplane dans les cas ou` SNR = (a) 5 dB ; (b) 15
dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
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4.3 Approche non-supervise´e base´e sur un a priori a` va-
riables cache´es de type Geman
Dans cette partie, nous nous inte´ressons a` une loi a priori favorisant les images
re´gulie`res par morceau comme la loi TV et posse´dant une fonction de partition expli-
citement connue. Pour contourner ce proble`me nous avons e´tudie´ un travail pre´sente´ dans
[Gio08]. Giovannelli a propose´ un mode`le a priori a` variables cache´es base´ sur un mode`le
semi-quadratique propose´ par Geman et Yang [GY95] et son interpre´tation baye´sienne
d’un mode`le me´lange de gaussiennes par changement de positions (GPM) [CI04] (voir
aussi chapitre 1, partie 1.4.1 pour plus de de´tails). Notons le vecteur des variables cache´es
par b. Pour le mode`le propose´ par Giovannelli, la loi conditionnelle de x sachant b prend
la forme suivante :
p(x|b, γd) = Z−1x|b exp
[
−γd
2
‖Dx− b‖2
]
(4.43)
ou` γd est un parame`tre de pre´cision et D est une matrice a` choisir, par exemple, elle peut
eˆtre une matrice de diffe´rence finie. En outre, Zx|b est la fonction de partition de cette
distribution conditionnelle qui est de´finie par
Zx|b =
∫
exp
[
−γd
2
(‖Dx− b‖2)] dx. (4.44)
Sous condition que la matrice D est de taille N × N et qu’elle a des coefficients de la
FFT non-nuls, Zx|b a une forme explicite qui ne de´pend que de γd (voir [Gio08] pour les
de´tails).
Dans le cas ou` la variable cache´ b suit une loi de Laplace, la loi jointe pour (x,b) a
une expression explicite : sa fonction de partition est explicitement connue. Ce mode`le
donne une distribution Laplace-convolved-Gauss pour la loi marginale p(x), qui est une
distribution ressemblant a` l’exponentielle du potentiel de Huber [Hub81, CI04, Gio08].
En fait, si D est une matrice de diffe´rence finie, la variable cache´e b correspond
a` la moyenne de la loi de la diffe´rence entre deux pixels voisins. Comme b suit une
loi de Laplace, les informations apporte´es par ce mode`le a priori sont que la plupart
des diffe´rences entre les pixels adjacents sont petites en autorisant certaines diffe´rences
grandes. On favorise des gradients parcimonieux, donc des images re´gulie`res par morceau.
Ce mode`le permet de satisfaire nos contraintes : la densite´ de distribution est explicitement
connue et il permet de de´crire des images re´gulie`res par morceau.
Ne´anmoins, dans le travail de Giovannelli, la technique MCMC a e´te´ utilise´e pour
calculer une estimation de l’espe´rance a posteriori, ce qui est couˆteux en calcul. Lorsque
les proble`mes sont de grande dimension, cette approche est limite´e aux proble`mes a` des
matrices facilement inversibles. Par ailleurs, il existe un proble`me pour de´terminer les hy-
perparame`tres car la forme de la loi a priori change avec les valeurs des hyperparame`tres.
Dans la suite de notre travail, nous abordons ces deux proble`mes de fac¸on diffe´rente
par rapport a` Giovannelli. Premie`rement, pour calculer l’estimateur de l’espe´rance a pos-
teriori plus rapidement, nous utilisons l’algorithme d’approximation BV-MG introduit
dans le chapitre pre´ce´dent et qui est beaucoup plus efficace que les approches MCMC.
Deuxie`mement, pour re´soudre le proble`me concernant la de´termination des hyperpa-
rame`tres, nous effectuons une reparame´trisation des hyperparame`tres qui nous permet
d’obtenir un parame`tre de forme et un parame`tre d’e´chelle. Comme le parame`tre de
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forme de´termine le type d’informations a priori introduites, nous le fixons. Le parame`tre
d’e´chelle permet de re´gler l’importance de l’information a priori dans la solution obtenue.
En pratique, nous le laissons eˆtre de´termine´ automatiquement dans notre approche. Dans
la suite, nous de´crivons d’abord en de´tails la loi a priori utilise´e, la reparame´trisation
ainsi que la loi a posteriori. Ensuite, nous appliquons notre algorithme d’approximation
BV-MG qui nous permet d’obtenir l’estimation de l’espe´rance a posteriori.
4.3.1 Formulation baye´sienne
Loi a priori pour l’objet d’inte´reˆt
Comme nous avons discute´ ci-dessus, nous prenons le mode`le a` variables cache´es
propose´ par Giovannelli [Gio08]. Ne´anmoins, contrairement a` l’approche de Giovannelli
[Gio08] ou` la matrice D est suppose´e de taille N×N , nous supposons que D = [DTh ,DTv ]T
ou` Dh et Dv sont toutes de taille N×N et de´finies comme dans le cas TV : Dh et Dv sont
les matrices de diffe´rence finie d’ordre un dans la direction horizontale et dans la direction
verticale, respectivement. Ici, une matrice D de diffe´rence finie de taille N ×N n’est pas
prise car elle ne permet pas de bien de´crire la re´gularite´ par morceau. Par ailleurs, le
vecteur des variables cache´es b = [bTh ,b
T
v ]
T avec bh ∈ RN et bv ∈ RN . Dans ce cas, la loi
conditionnelle de x sachant b s’e´crit comme :
p(x|b, γd) = Z−1x|b exp
[
− γd
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)], (4.45)
qui est une distribution gaussienne. Ici, γd est le parame`tre de pre´cision et la fonction de
partition Zx|b prend la forme suivante
Zx|b =
∫
exp
[
−γd
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)] dx. (4.46)
Dans le cas e´tudie´ dans [Gio08] ou` la matrice D est de taille N × N , la fonction de
partition Zx|b est inde´pendante de la variable cache´e b et de´pend de γd (voir [Gio08]).
Ne´anmoins, dans notre cas, la dimension de D est 2N × N qui fait que la taille de Dx
est deux fois celle de x. Nous pouvons quand meˆme calculer la fonction de partition
en transposant les calculs de l’inte´grale dans le domaine de la transforme´e de Fourier.
En supposant que la matrice D est circulante, de la meˆme manie`re que dans [Gio08]
(voir l’annexe C.2 pour les de´tails de calcul). Dans ce cas, la fonction de partition est un
produit du terme cγd
−N
2 qui ne de´pend que de γd et d’un autre terme qui de´pend en meˆme
temps de l’hyperparame`tre γd et de la variable cache´e b (voir (C.8)), plus pre´cise´ment
la transforme´e de Fourier de b. Ne´anmoins, cette fonction de partition a une expression
trop complique´e pour eˆtre calcule´e efficacement. Pour s’affranchir de cette difficulte´, nous
proposons de l’approcher par une fonction plus simple. On remarque que la fonction de
partition est borne´e supe´rieurement par un terme simple qui est donne´ par :
Zx|b ≤ cγ−N/2d . (4.47)
Cette borne supe´rieure ne de´pend que de γd. Dans la suite, nous utilisons cette borne
supe´rieure comme une approximation de la fonction de partition afin de re´duire la com-
plexite´ du calcul.
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Pour construire une loi a priori permettant de de´crire les connaissances de re´gularite´
par morceau, une loi de Laplace est introduite pour la variable auxiliaire b. Nous pouvons
alors e´crire
p(b|γb) ∝ γbξ exp
[
−γb
2
‖b‖1
]
, (4.48)
ou` ‖b‖1 =
∑2N
i=1 |bi| est la norme L1, et γbξ avec 0 ≤ ξ ≤ 2N est la fonction de partition.
On peut remarquer que nous avons introduit la constante ξ au lieu de prendre directement
2N (la taille de b). Cette constante est prise conside´rant que, en pratique, nous pouvons
avoir une certaine connaissance pre´alable sur le support de b.
Apre`s la de´finition de la loi conditionnelle de l’objet d’inte´reˆt x sachant la variable
cache´e b ainsi que la loi de b, la distribution a priori de x peut eˆtre obtenue en inte´grant
par rapport a` la variable auxiliaire
p(x|γd, γb)∝˜
∫
γ
N/2
d exp
[
−γd
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)]
× γbξ exp
[
−γb
2
‖b‖1
]
db.
(4.49)
Dans (4.49), nous pouvons voir que cette distribution de´pend de deux hyperparame`tres
γd et γb. En pratique, il est difficile de de´terminer automatiquement les deux parame`tres
car la liberte´ sur le choix de ces deux hyperparame`tres fait que la forme de la loi a
priori est aussi librement choisie. Dans ce cas, l’information a priori apporte´e pourrait
ne pas correspondre a` ce qu’on veut. Pour s’affranchir de cette difficulte´, nous proposons
ici de faire une reparame´trisation qui introduit un parame`tre de forme et un parame`tre
d’e´chelle. Nous fixons le parame`tre de forme selon notre connaissance a priori et estimons
automatiquement le parame`tre d’e´chelle.
A` partir de (4.49), nous pouvons facilement trouver que
p(x|γ′d, γ′b) = aNp(ax|γd, γb) avec γ′d = a2γd, γ′b = aγb, (4.50)
ou` a ∈ R+. L’e´quation ci-dessus indique que, lorsque nous changeons les valeurs des
parame`tres γd et γb tout en gardant la valeur du rapport
γb√
γd
, la forme de la distribution ne
change pas, c’est a` dire que seulement l’e´chelle et l’amplitude de la distribution changent.
Nous pouvons donc identifier le rapport de γb a`
√
γd comme le parame`tre de forme de
p(x|γd, γb) et prendre soit γd, soit γb, comme parame`tre d’e´chelle. Dans la suite, nous
utilisons ν pour repre´senter le parame`tre de forme. Nous avons donc
ν =
γb√
γd
. (4.51)
Nous avons expe´rimentalement constate´ que lorsque ν prend une valeur petite, la
distribution a priori est a` queue lourde, plus spe´cifiquement, qu’elle ressemble a` une
distribution de Cauchy et quand la valeur de ν augmente, la forme de la distribution
devient a` queue moins lourde qui ressemble plutoˆt a` une distribution gaussienne. Par
conse´quent, la valeur du parame`tre de forme ν est ajuste´e en fonction des caracte´ristiques
de l’objet d’inte´reˆt.
Prenons γd comme le parame`tre d’e´chelle. En remplac¸ant γb par ν
√
γd, nous pouvons
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en de´duire une distribution jointe de x et b comme ci-dessous :
p(x,b|γd, ν)∝˜γN/2d exp
[
−γd
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)]
× (ν√γd)ξ exp
[
−ν
√
γd
2
‖b‖1
]
. (4.52)
4.3.2 Loi a priori pour les hyperparame`tres
Comme nous avons fait auparavant, nous choisissons les lois a priori conjugue´es pour
faciliter l’application des approches d’approximation BV. En ce qui concerne γn, nous
employons la loi Gamma,
p(γn) = G(γn|a˜n, b˜n), (4.53)
qui donne un a priori de Jeffreys si a˜n = 0, b˜n = 0.
Ne´anmoins, pour γd, une loi Gamma n’est plus une loi a priori conjugue´e en raison
du terme
√
γd dans (4.52). Pour s’affranchir de cette difficulte´, nous faisons d’abord une
autre reparame´trisation ou` nous de´finissons un nouveau parame`tre Kd comme
Kd = √γd. (4.54)
Ensuite, nous de´finissons une densite´ de probabilite´ parame´trique inhabituelle pour les
approches baye´siennes qui peut eˆtre utilise´e comme la loi a priori conjugue´e de Kd. Dans
la suite, cette densite´ est note´e Ψ et parame´tre´e par α, β et µ. Cette densite´ s’e´crit comme
Ψ(z|α, β, µ) = 1
ZΨ
zα exp
[−β(z + µ)2] ,
pour z > 0 et α, β, µ > 0,
(4.55)
ou` la fonction de partition ZΨ est calcule´e comme suit :
ZΨ =
∫ +∞
0
zα exp
[−β(z + µ)2] dz
=
α∑
i=0
(
α
i
)
(−µ)i
∫ +∞
µ
z′α−i exp(−βz′2)dz′
=
α∑
i=0
(
α
i
)
(−µ)i 1
2β
α−i+1
2
Γ
(
α− i+ 1
2
, βµ2
)
, (4.56)
ici Γ(r, u) =
∫∞
u
tr−1e−tdt est la fonction gamma incomple`te supe´rieure. Donc, ZΨ existe
et ZΨ ∈ (0,+∞). Dans cette partie, nous prenons la distribution Ψ comme la loi a priori
de Kd,
p(Kd) = Ψ(Kd|α˜, β˜, µ˜). (4.57)
En pratique, pour obtenir la loi de Jeffreys, on peut prendre α˜ = −1, β˜ = 0 et µ˜ = 0.
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En remplac¸ant γd par K2d et en utilisant la loi a priori de´finie ci-dessus, nous pouvons
de´duire la loi a posteriori jointe :
p(x,b, γn,Kd|y, ν) ∝ p(y|x, γn)p(x|b,Kd)p(b|Kd, ν)p(γn)p(Kd)
∝˜ γM/2n exp
[
−γn
2
‖y −Ax‖2
]
×KNd exp
[
−K
2
d
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)]
× (νKd)ξ exp
[
− νKd
2
‖b‖1
]
γa˜n−1n exp
[
−b˜nγn
]
Kα˜d exp
[
−β˜(Kd + µ˜)2
]
(4.58)
Encore une fois, cette loi a posteriori n’est pas connue explicitement duˆ a` une constante de
normalisation incalculable. Pour s’affranchir de cette difficulte´, nous utilisons la me´thode
d’approximation BV.
4.3.3 Application des me´thodes d’approximation BV
Dans la suite, Θ = {x,b, γn,Kd} est le vecteur des variables a` estimer. Pour ces
parame`tres, nous de´terminons dans cette partie les estimateurs de l’espe´rance a posteriori
a` l’aide des me´thodes d’approximation BV, qui ge´ne`rent une approximation se´parable qΘ
de la loi a posteriori p(x,b, γn,Kd|y, ν).
Nous prenons ici la se´parabilite´ totale pour x pour des raisons explique´es
pre´ce´demment. Nous e´crivons donc
qΘ(Θ) = qx(x)qb(b)qγn(γn)qKd(Kd)
=
∏
i
qi(xi)qb(b)qγn(γn)qKd(Kd). (4.59)
En fait, car p(b|y,x, γn,Kd, ν) est elle-meˆme se´parable, qb obtenue par l’approximation
BV est toujours se´parable peu importe qu’on impose la se´parabilite´ entre les e´le´ments de
b ou non.
L’objectif est donc de trouver une distribution se´parable qui maximise l’e´nergie libre
ne´gative F . Pour ce faire, nous menons une optimisation alterne´e de F par rapport a` qx,
qb, qγn et qKd :
qk+1x = arg max
qx
F (qxqkbqkγnqkKd) , (4.60)
qk+1b = arg max
qb
F (qk+1x qbqkγnqkKd) , (4.61)
qk+1γn = arg max
qγn
F(qk+1x qk+1b qγnqkKd), (4.62)
qk+1Kd = arg max
qKd
F(qk+1x qk+1b qk+1γn qKd). (4.63)
Graˆce a` l’utilisation des lois a priori conjugue´es pour x et des hyperparame`ters γn, Kd,
les me´thodes d’approximation BV donnent les distributions gaussiennes pour (qopti )i=1,...,N
avec les moyennes et les variances des (xi)i=1,...,N inclues dans les vecteurs mk and σ
2
k.
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Par ailleurs, l’approximation optimale qoptγn est une loi Gamma et l’approximation optimale
qoptKd est une distribution Ψ. Par conse´quent, l’optimisation des distributions est ramene´e
a` l’optimisation des parame`tres. Nous prenons donc
qkx(x) =
∏
i
N (xi|(mk)i, (σ2k)i), (4.64)
qkγn(γn) = G(γn|akγn , bkγn), (4.65)
qkKd(Kd) = Ψ(Kd|αk, βk, µk). (4.66)
Ne´anmoins, dans notre proble`me, l’optimisation de qb est plus complique´e car nous
utilisons une loi de Laplace p(b|γb) (voir (4.48)) qui n’est pas conjugue´e avec p(x|b, γb)
(voir (4.45)). En conse´quence, l’approximation obtenue par les me´thodes d’approximation
BV n’appartient pas toujours a` une meˆme famille de distributions. L’optimisation de qb ne
peut donc pas eˆtre re´alise´e simplement en optimisant certains parame`tres. Pour re´soudre
ce proble`me, nous proposons d’ici d’employer l’approche d’approximation baye´sienne va-
riationnelle restreinte (BVR) [SˇQ06] qui est re´sume´e dans le corollaire 1 du chapitre 2.
Cette approche d’approximation BVR s’appuie sur la fixation pre´alable de la forme de
l’approximation distributionnelle de certains parame`tres, ici, la forme de qb.
Pour contourner la difficulte´ pose´e par la distribution de Laplace, nous supposons que
qkb est une distribution de Dirac,
qkb(b) = δ(b− bˆk). (4.67)
Remarque. Cette approximation de la loi est grossie`re, mais elle s’applique sur des va-
riables cache´es. Donc, la distribution n’a pas d’inte´reˆt.
Par conse´quent, au lieu de re´soudre le proble`me (4.61), nous maximisons l’e´nergie libre
ne´gative sous la condition que qb soit une distribution de Dirac. Ce proble`me est formule´
comme
qk+1b = arg max
qb est Dirac
F (qk+1x qbqkγnqkKd) . (4.68)
Graˆce a` cette contrainte, l’optimisation de qb peut eˆtre aussi effectue´e par l’optimi-
sation du parame`tre de la distribution de Dirac bˆ. En fait, dans ce cas ou` on impose a`
l’approximation distributionnelle une distribution de Dirac 2, cette e´tape d’optimisation
peut eˆtre identifie´e comme l’e´tape M de l’algorithme EM [Att00, GB01, BG02].
En ce qui concerne les optimisations par rapport a` qx, qγn et qKd , nous les effectuons
de fac¸on analogue que dans les parties pre´ce´dentes : l’optimisation par rapport a` qγn et
qKd se fait a` l’aide de la me´thode d’approximation BV classique car la loi conditionnelle
p(γn,Kd|x,b,y, ν) est se´parable, l’optimisation par rapport a` qx est faite en utilisant la
me´thode d’approximation BV-MG.
Optimisation de qx avec l’algorithme d’approximation BV-MG
Comme donne´ par (4.64), qx est une distribution gaussienne. Son optimisation est faite
en mettant a` jour ses parame`tres : la moyenne mk et la variance σ
2
k.
2. Dans ce cas, nous prenons directement une estimation ponctuelle.
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Par rapport au proble`me traite´ dans le chapitre 3 et la partie pre´ce´dente de ce chapitre,
ce qui a change´ est la loi a priori pour x. Dans ce cas, les de´rivations des expressions de
mk et σ
2
k sont les meˆmes que les cas pre´ce´dents et nous ne les re´pe´tons plus. Ne´anmoins,
le changement de la loi a priori entraine une expression diffe´rente pour la fonction in-
terme´diaire qr1i . Dans ce cas, q
r1
i est de´finie par
qr1i (xi) = exp
[
〈log p(y,Θ)〉∏
j 6=i q
k
j q
k
bq
k
γnq
k
Kd
]
∝ exp
[
−
∫ (
γn
2
‖y −Ax‖2 + K
2
d
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2))
∏
j 6=i
qkj (xj)dxjq
k
b(b)q
k
γn(γn)q
k
Kd(Kd)dbdγndKd
]
. (4.69)
Meˆme si l’expression de qr1i est diffe´rente, les de´tails de calculs ressemblent fortement a`
ceux montre´s en annexe A.1 car les deux nouveaux termes ‖Dhx− bh‖2 et ‖Dvx− bv‖2
ont une meˆme structure que ‖y −Ax‖2. En conse´quence, nous ne montrons plus ici les
calculs pour faciliter la lecture de cette partie. Encore une fois, (qr1i )i=1,...,N correspond
a` la densite´ d’une distribution gaussienne avec la moyenne et la variance explicitement
exprime´es par :
(σ2r1)i =
[
〈γn〉kdiag
(
ATA
)
i
+ 〈K2d〉k
(
diag
(
DThDh
)
i
+ diag
(
DTv Dv
)
i
)]−1
, (4.70)
(mr1)i =(σ
2
r1
)i
[
〈γn〉k
(
ATy −ATAmk + diag
(
ATA
) ◦mk)
+ 〈K2d〉k
(
DTh bˆ
k
h −DThDhmk + diag
(
DThDh
) ◦mk)
+ 〈K2d〉k
(
DTv bˆ
k
v −DTv Dvmk + diag
(
DTv Dv
) ◦mk) ]
i
. (4.71)
Les mises a` jour de mk et σ
2
k sont donc effectue´es en utilisant (4.30) et (4.31) ou` σ
2
r1
et mr1 sont respectivement de´termine´es par (4.70) et (4.71).
Optimisation de qb en utilisant l’algorithme d’approximation BVR
Comme discute´ ci-dessus, nous cherchons une distribution de Dirac qui maximise
l’e´nergie libre ne´gative, c’est a` dire re´sout le proble`me (4.68). Car la distribution de Dirac
est parame´tre´e par un seul parame`tre bˆ, l’optimisation de qb est effectue´e en optimisant
bˆ. La re´solution de (4.68) conduit a`
bˆk+1 = arg max
bˆ
[
〈log p(y,Θ)〉qk+1x δ(b−bˆ)qkγnqkKd
]
= arg max
bˆ
[
−
∫ (K2d
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)+ νKd
2
‖b‖1
)
× qk+1x (x)δ(b− bˆ)qkγn(γn)qkKd(Kd)dxdγndKd
]
= arg min
bˆ
[
〈K2d〉k
2
(
‖Dhmk+1 − bˆh‖2 + ‖Dvmk+1 − bˆv‖2
)
+
ν〈Kd〉k
2
‖bˆ‖1 + const
]
,
(4.72)
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qui nous permet de retrouver un proble`me de re´gression line´aire pe´nalise´ par la norme L1
[Tib96] [DDDM04] dont la solution est connue comme le seuillage doux qui est explicite-
ment exprime´ comme
bˆk+1h = sgn (Dhmk+1) max
(
|Dhmk+1| − ν〈Kd〉
k
2〈K2d〉k
,0
)
, (4.73)
bˆk+1v = sgn (Dvmk+1) max
(
|Dvmk+1| − ν〈Kd〉
k
2〈K2d〉k
,0
)
. (4.74)
Optimisation de qγn et qKd
Le calcul de qγn est le meˆme que pre´ce´dent et nous ne le re´pe´tons pas ici.
En ce qui concerne qKd , son expression est obtenue en utilisant la formule (2.12) de la
me´thode d’approximation BV classique :
qk+1Kd (Kd) ∝KN+ξ+α˜−1d exp
[
−K2d
(
1
2
Eqk+1x qk+1b
[‖Dhx− bh‖2 + ‖Dvx− bv‖2]+ β˜)
−Kd
(ν
2
Eqk+1b [‖b‖1] + 2β˜µ˜
)]
=Ψ(Kd|αk+1, βk+1, µk+1) (4.75)
avec les parame`tres de distribution αk+1, βk+1 et µk+1 identifie´s comme
αk+1 = N + ξ + α˜− 1 = α, (4.76)
βk+1 =
1
2
Eqk+1x qk+1b
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)+ β˜, (4.77)
µk+1 =
νEqk+1b (‖b‖1) + 4β˜µ˜
4βk+1
. (4.78)
Ici,
Eqk+1x qk+1b
[‖Dhx− bh‖2 + ‖Dvx− bv‖2]
=
[
‖Dhmk+1 − bˆk+1h ‖2 + ‖Dvmk+1 − bˆk+1v ‖2
]
+
∑
i
diag(DThDh)i(σ
2
k+1)i +
∑
i
diag(DTv Dv)i(σ
2
k+1)i, (4.79)
Eqk+1b [‖b‖1] = ‖bˆ
k+1‖1. (4.80)
Apre`s la mise a` jour des parame`tres de qk+1Kd , il faut calculer son moment d’ordre
un et moment d’ordre deux qui vont eˆtre utilise´s dans les mises a` jour des parame`tres
de qx et qb dans l’ite´ration d’apre`s, comme on peut voir dans les e´quations (4.70),
(4.71), (4.73) et (4.74). Ne´anmoins, comme nous nous inte´ressons a` des proble`mes
de grande taille, le parame`tre α prend une valeur grande, qui rend le calcul direct
de ces moments nume´riquement impossible. Pour aborder ce proble`me, nous propo-
sons ici d’employer un algorithme de MCMC – l’algorithme de Metropolis-Hastings
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a` marche ale´atoire [RC00] (voir partie 1.4.2 du chapitre 1 pour une bre`ve introduc-
tion). L’algorithme MCMC nous permet d’obtenir un ensemble d’e´chantillons suivant
la distribution Ψ(Kd|αk+1, βk+1, µk+1). Les moments empiriques d’ordre un et d’ordre
deux de ces e´chantillons sont ensuite pris comme les estimations des moments de
Ψ(Kd|αk+1, βk+1, µk+1).
Dans un algorithme de Metropolis-Hastings a` marche ale´atoire, la loi instrumentale
g(u|v) est choisie d’eˆtre de la forme g(u− v), c’est a` dire un e´chantillon u(t) peut s’e´crire
sous la forme v(t) + (t), (t) e´tant une perturbation ale´atoire de loi g qui est syme´trique et
inde´pendante de v(t). Dans notre algorithme, nous avons pris une distribution uniforme
pour g. Nous ge´ne´rons des e´chantillons de la distribution Ψ(Kd|αk+1, βk+1, µk+1) a` partir
de la loi uniforme sur [−τ/2, τ/2], note´e U[−τ/2,τ/2] en suivant les e´tapes suivantes :
(a) Choisir une valeur initiale K(0)d
(b) Ge´ne´rer (t) ∼ U[−τ/2,τ/2], ensuite calculer K(∗)d = K(t)d + (t)
(c) Prendre
K(t+1)d =
K
(∗)
d avec probabilite´ ρ(K(t)d ,K(∗)d ) = min
{
1,
Ψ(K(∗)d |αk+1, βk+1, µk+1)
Ψ(K(t)d |αk+1, βk+1, µk+1)
}
K(t)d avec probabilite´ 1− ρ(K(t)d ,K(∗)d )
(d) Re´pe´ter jusqu’a` la convergence des e´chantillons.
Pour l’algorithme de Metropolis-Hastings a` marche ale´atoire, la valeur initiale (K(0)d )
et le parame`tre controˆlant la taille globale de de´placement propose´ (τ) jouent un roˆle
crucial sur l’efficacite´ de l’algorithme. Ce fait peut eˆtre facilement explique´. Si le point
de de´part K(0)d se trouve dans une re´gion a` faible densite´, un temps de chauffe impor-
tant est ge´ne´ralement ne´cessaire qui re´duit l’efficacite´ de l’algorithme. Conside´rons le roˆle
du parame`tre τ controˆlant la taille globale de de´placement propose´. Si la plupart des
de´placements sont petits par rapport a` une certaine mesure de la variabilite´ de la distri-
bution cible´e, dans ce cas, meˆme si le taux d’acceptation est e´leve´, la chaˆıne de Markov
se de´place lentement et l’exploration de la distribution cible´e sera relativement inefficace.
Dans le cas contraire ou` les de´placements sont relativement grands par rapport a` la me-
sure de la variabilite´ de la distribution cible´e, beaucoup de propositions vont eˆtre rejete´es,
la chaˆıne de Markov ne bougera pas trop et l’exploration de la distribution cible´e sera une
autre fois inefficace.
En conse´quence, pour obtenir un algorithme relativement efficace et capable d’adapter
aux diffe´rentes Ψ (les valeurs des parame`tres diffe´rentes), nous avons pris la configuration
suivante. Premie`rement, une valeur ale´atoire entre ze´ro et le maximiseur de la distribution
Ψ est utilise´e comme le point du de´part de la marche ale´atoire. Le maximiseur de Ψ a
une formule analytique simple comme ci-dessous :
Kmaxd = −
µ
2
+
√
µ2
4
+
α
2β
, (4.81)
qui peut eˆtre facilement calcule´.
Deuxie`mement, nous avons pris
τ =
1
50
Kmaxd . (4.82)
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Finalement, notre algorithme non-supervise´ base´ sur la loi a priori a` variables cache´s
de type Geman est re´sume´ dans l’algorithme 9.
Algorithm 9 L’algorithme de reconstruction non-supervise´ base´ sur un a priori de type
Geman en utilisant BV-MG, BVR et MCMC
1. Initialiser les parame`tres de (q0i )i=1,...,N , q
0
b q
0
γn et q
0
Kd
2. Calculer qk+1x =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i : calculer ses parame`tres en utilisant (4.70)-(4.71)
(b) Calculer le pas sous-optimal selon annexe B.2
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (4.30) et (4.31) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
3. Calculer le parame`tre de qk+1b en utilisant (4.73) et (4.74)
4. Calculer qk+1γn : calculer ses parame`tres en utilisant (3.60) et (3.61) et calculer sa
moyenne en utilisant (3.62)
5. Calculer qk+1Kd : calculer ses parame`tres en utilisant (4.76)-(4.78), ensuite calculer ses
moments d’ordre un et d’ordre deux en utilisant l’algorithme de Metropolis-Hastings
a` marche ale´atoire
6. Retourner a` l’e´tape 2 jusqu’a` convergence
4.3.4 Simulations
Nous e´valuons l’approche propose´e (voir l’algorithme 9), appele´e BV&MCMC-SR, au
travers d’une application au meˆme proble`me de super-re´solution traite´ dans la partie 4.2.4
qui nous permet de faire des comparaisons avec l’approche BVClassSR et l’approche BV-
MGSR. En conse´quence, pour la configuration de simulation, on se re´fe`re a` la partie 4.2.4.
Nous montrons dans la suite des re´sultats de reconstruction.
Re´sultats de reconstruction et discussions
Pour avoir une comparaison e´quitable, nous avons pris la meˆme initialisation pour
l’image HR que celle prise par BVClassSR et BV-MGSR : m0 = A
Ty comme la moyenne
et 100 comme la variance de chaque pixel de l’image HR. Par rapport aux approches base´es
sur l’a priori TV, cette approche estime en plus deux vecteurs des variables cache´es par-
cimonieuses bh et bv. Dans notre simulation, le vecteur bh est initialise´ par un vecteur
parcimonieux b0h obtenu a` partir de Dhm0 de fac¸on suivante : garder les cinq pour-cent
plus grands e´le´ments de Dhm0 et mettre tous les autres e´le´ments a` ze´ro. L’initialisation
de bv est obtenue a` partir de Dvm0 de la meˆme fac¸on. En ce qui concerne les hyper-
parame`tres, γ0n est calcule´ a` partir de l’initialisation pour l’image HR en utilisant son
e´quation de mis a` jour, Kd est initialise´ par
√
γ0n.
Dans l’approche propose´e BV&MCMC-SR, nous avons deux parame`tres a` choisir selon
nos connaissances a priori : ν et ξ. Pendant toutes les simulations, nous mettons le
parame`tre de forme ν a` 0.8 pour avoir une distribution a` queue lourde. Pour le parame`tre
ξ, il de´pend du nombre d’entre´es non nulles de bh et bv. En pratique, en raison des
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e´tapes de seuillage doux (voir (4.73) et (4.74)), la plupart des entre´es de bh et bv sont
force´es a` ze´ros. Par conse´quent, ξ doit prendre les valeurs petites. Nous avons effectue´ une
se´rie d’expe´riences avec des images diffe´rentes et les meilleurs re´sultats sont obtenus avec
ξ = 0.1N . En conse´quence, nous avons mis ξ = 0.1N pour toutes les expe´riences.
En ce qui concerne la condition d’arreˆt de l’algorithme, nous utilisons la meˆme condi-
tion que BVClassSR : ‖mk −mk−1‖/‖mk−1‖ < 10−5 ou` mk et mk−1 repre´sentent l’esti-
mation pour l’image HR a` k-ie`me et a` (k − 1)-ie`me ite´ration, respectivement.
Par ailleurs, l’approche BV&MCMC-SR est applique´e dans les meˆmes conditions
mate´rielles : Matlab R2013a sur Intel(R) Core(TM) i7-3770 CPU (3.40 GHz) avec 8.0
GB RAM.
Dans la suite, nous pre´sentons d’abord dans le tableau 4.2 des re´sultats nume´riques :
PSNR des reconstructions obtenues et temps de calculs utilise´, pour les meˆmes donne´es
que dans la partie 4.2.4.
Table 4.2 – Comparaisons des Performances de BVClassSR [BMK11], BV-MGSR et
l’approche BV&MCMC-SR en termes de PSNR (dB) et Temps de Calculs (en Secondes).
BVClassSR BV-MGSR BV&MCMC-SR
Data PSNR Temps(s) Temps(s) PSNR Temps(s)
Testpat
5dB 16.84 12.8 2.0 16.93 4.7
15dB 20.96 4.1 1.1 20.83 4.1
25dB 25.55 5.3 1.2 25.61 4.6
35dB 29.85 10.7 1.4 30.60 4.7
45dB 32.60 19.3 1.6 34.05 5.1
Camera
-man
5dB 23.24 51.9 4.9 23.37 12.4
15dB 28.70 7.1 1.6 28.65 5.2
25dB 33.36 4.6 1.5 32.43 5.2
35dB 37.40 7.8 1.6 36.34 6.2
45dB 40.50 13.5 2.3 39.83 6.6
Lena
5dB 27.08 87.2 17.7 27.25 28.5
15dB 31.35 17.0 6.5 31.09 14.6
25dB 34.59 16.1 5.4 33.94 14.7
35dB 37.07 26.3 5.9 36.68 15.8
45dB 38.44 40.0 6.7 38.55 16.5
Jetplane
5dB 32.91 72.7 13.7 33.20 20.6
15dB 37.33 15.6 5.6 36.97 10.0
25dB 41.21 15.9 5.4 40.44 9.7
35dB 44.49 25.5 6.5 43.49 9.6
45dB 46.60 38.8 7.5 45.79 10.2
Les valeurs PSNR des reconstructions obtenues par BVClassSR et BV-MGSR sont
donne´es dans la troisie`me colonne du tableau 4.2 et les valeurs PSNR obtenues par
BV&MCMC-SR sont donne´es dans la sixie`me colonne. Dans le tableau 4.2, nous mar-
quons la valeur du PSNR la plus haute en rouge pour chaque cas. En comparant les
valeurs PSNR, nous pouvons voir que pour ces donne´es teste´es, les approches base´es sur
l’a priori TV (BVClassSR et BV-MGSR) donnent des reconstructions de valeurs PSNR
plus grande que BV&MCMC-SR base´ sur l’a priori de type Geman dans la plupart des
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cas, mais la diffe´rence n’est pas grande. En fait, la plus grande diffe´rence pre´sente est dans
le cas ou` SNR = 35 dB pour l’image Cameraman. Dans ce cas, la valeur PSNR obtenue
par BVClassSR et BV-MGSR est 2.83% plus grande que celle obtenue par BV&MCMC-
SR. En moyenne, la valeur PSNR obtenue par BVClassSR et BV-MGSR est 0.43% plus
grande que celle de BV&MCMC-SR. En conse´quence, nous pouvons conclure que, pour
ces donne´es teste´es, BV&MCMC-SR donne des reconstructions assez comparables avec
celles obtenues par BVClassSR et BV-MGSR. En plus, nous remarquons que dans le cas
ou` SNR = 5 dB, c’est toujours BV&MCMC-SR qui donne des reconstructions de PSNR
un peu plus hautes que celles obtenues par BV-MGSR.
Par ailleurs, pour l’image Testpat qui est la plus structure´e des images teste´es, l’ap-
proche BV&MCMC-SR est meilleure que les approches base´es sur TV dans les cas ou`
SNR = 5, 25, 35 et 45 dB. Meˆme si la diffe´rence n’est pas grande, ce groupe de re´sultats
sugge`re que l’approche BV&MCMC-SR pourrait eˆtre bien adapte´e aux images structure´es
comme Testpat.
Nous comparons ensuite le temps de calcul utilise´ pour ces trois approches (voir la
4e`me, 5e`me et 7e`me colonnes). Nous pouvons voir que l’approche BV&MCMC-SR est
plus rapide que BVClassSR pour presque tous les cas (une seule exception : l’image
Cameraman avec SNR = 25 dB). En moyenne, l’approche BV&MCMC-SR est deux fois
plus rapide que BVClassSR. En comparant BV-MGSR et BV&MCMC-SR, nous pouvons
voir que l’approche BV-MGSR est toujours plus rapide que BV&MCMC-SR. Ceci est
probablement duˆ aux faits suivants : premie`rement, l’approche BV&MCMC-SR estime
en plus les variables cache´es bh et bv qui sont de la meˆme dimension que l’image a` estimer
x, deuxie`mement, pour estimer Kd, la me´thode de Me´tropolis-Hastings a` marche ale´atoire
est utilise´e, ce qui augmente le temps de calcul de chaque ite´ration.
Pour comparer les qualite´s visuelles des reconstructions, nous montrons dans la figure
4.7 – 4.10 les images HR obtenues par BV-MGSR et BV&MCMC-SR. Pour les cas ou` SNR
= 15, 25 et 35 dB, nous ne voyons pas trop de diffe´rence entre les images reconstruites
par les deux approches. Mais dans le cas tre`s bruite´ ou` SNR = 5 dB, les images obtenues
par BV&MCMC-SR sont un peu plus lisses que celles obtenues par BV-MGSR.
Observant la loi a priori a` variables cache´es de type Geman (4.49), nous pouvons voir
que deux variables cache´es diffe´rentes (bh et bv) ont e´te´ introduites pour les diffe´rences
des images dans deux directions diffe´rentes : horizontale et verticale. Ne´anmoins, pour l’a
priori TV, les meˆmes parame`tres (λ) ont e´te´ utilise´s pour les deux directions (voir (4.12)).
En conse´quence, un avantage potentiel de l’a priori a` variables cache´es de type Geman
est de mieux de´crire les informations de diffe´rences dans les directions horizontales et
verticales. Cet avantage a e´te´ partiellement re´ve´le´ par les simulations avec l’image Testpat
montre´es pre´ce´demment. Pour de´montrer cet avantage, nous donnons dans la suite des
re´sultats de simulation avec une image Mire (voir figure 4.11). Nous pouvons voir que la
plupart des contours de l’image Mire sont horizontaux et verticaux.
Des donne´es (images a` basse re´solution (BR)) sont ge´ne´re´es de la meˆme fac¸on que
pre´ce´demment (voir partie 4.2.4 pour la configuration des simulations). L’objectif ici est de
comparer les effets des deux a priori sur les qualite´s des reconstructions. Pour ce faire, nous
montrons dans le tableau 4.3 des valeurs de PSNR des images HR obtenues par l’approche
BV-MGSR et l’approche BV&MCMC-SR. Dans le tableau 4.3, nous pouvons voir que pour
tous les cas, l’approche BV&MCMC-SR donne des reconstructions de PSNR plus grande
que l’approche BV-MGSR. En moyenne, la valeur PSNR de l’approche BV&MCMC-SR
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(a) (b) (c) (d)
Figure 4.7 – Exemples des images HR obtenues par BV-MGSR (la premie`re ligne) et
BV&MCMC-SR (la deuxie`me ligne) pour Testpat dans les cas ou` SNR = (a) 5 dB ; (b)
15 dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
(a) (b) (c) (d)
Figure 4.8 – Exemples des images HR obtenues par BV-MGSR (la premie`re ligne) et
BV&MCMC-SR (la deuxie`me ligne) pour Cameraman dans les cas ou` SNR = (a) 5 dB ;
(b) 15 dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme
de niveaux de gris.
est 2.19 dB (7.75%) plus grande que la valeur PSNR obtenue par l’approche BV-MGSR.
Afin de comparer les qualite´s visuelles des reconstructions, nous montrons dans la
figure 4.12 des images BR (la premie`re ligne), des images HR obtenues par l’approche
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(a) (b) (c) (d)
Figure 4.9 – Exemples des images HR obtenues par BV-MGSR (la premie`re ligne) et
BV&MCMC-SR (la deuxie`me ligne) pour Lena dans les cas ou` SNR = (a) 5 dB ; (b) 15
dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
(a) (b) (c) (d)
Figure 4.10 – Exemples des images HR obtenues par BV-MGSR (la premie`re ligne) et
BV&MCMC-SR (la deuxie`me ligne) pour Lena dans les cas ou` SNR = (a) 5 dB ; (b) 15
dB ; (c) 25 dB (d) 35 dB. Toutes les images sont pre´sente´es dans la meˆme gamme de
niveaux de gris.
BV-MGSR (la deuxie`me ligne) et des images HR obtenues par l’approche BV&MCMC-
SR (la troisie`me ligne). En comparant des images BR et des images HR reconstruites,
nous pouvons voir que soit l’approche BV-MGSR base´e sur l’a priori TV, soit l’approche
BV&MCMC-SR base´e sur l’a priori a` variables cache´es de type Geman permet d’aug-
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menter la re´solution des images : les bruits pre´sents dans les images BR sont re´duits et
les contours des images deviennent plus claires. Les images montre´es dans la figure 4.12
(a) et (b) sont obtenues dans les cas ou` les bruits sont les plus forts : SNR = 5 et 15
dB. En comparant les images de la deuxie`me ligne et de la troisie`me ligne, nous pouvons
voir qu’il y a moins de bruits dans les images de la troisie`me ligne que les images dans
la deuxie`me ligne. Les figures 4.12 (c) et (d) montrent les re´sultats au SNR = 25 et 35
dB. Dans le cas, les qualite´s visuelles des reconstructions obtenues par les deux approches
sont comparables.
Figure 4.11 – Image Mire a` haute re´solution de dimension 256× 256.
Table 4.3 – Comparaisons des Performances de l’a priori TV (BV-MGSR) et l’a priori
de type Geman (BV&MCMC-SR) en termes de PSNR (dB).
PSNR (dB)
Data BV-MGSR BV&MCMC-SR
Mire
5dB 18.83 20.13
15dB 23.03 24.60
25dB 27.81 29.94
35dB 32.63 35.39
45dB 35.99 39.20
4.4 Conclusion
Dans ce chapitre, nous avons propose´ deux approches non-supervise´es, toutes les deux
utilisant l’approximation BV-MG mais base´es sur deux lois a priori diffe´rentes introdui-
sant une information de re´gularite´ par morceau de l’image d’inte´reˆt : l’une sur la variation
totale (TV) et l’autre sur la loi a` variables cache´es de type Geman. Nous avons montre´
sur un exemple de super-re´solution que nos approches sont plus rapides que les approches
de l’e´tat de l’art. Nous avons aussi compare´ nos deux approches base´es sur deux a priori
diffe´rents. Les re´sultats de simulations montrent que la loi a priori a` variables cache´es
de type Geman peut eˆtre bien adapte´e aux images posse´dant de contours horizontaux
et verticaux tre`s parcimonieux comme Mire, mais pour les images “naturelles” comme
Lena ou Jetplane, c’est l’a priori TV qui est meilleur. L’a priori a` variables cache´es de
type Geman peut eˆtre donc tre`s inte´ressant pour les proble`mes, par exemple, de controˆle
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(a) (b) (c) (d)
Figure 4.12 – Exemples des images BR (ligne en haut), exemples des images HR
obtenues par l’approche BV-MGSR (la deuxie`me ligne), l’approche BV&MCMC-SR (la
troisie`me ligne) pour Mire dans les cas ou` SNR = (a) 5 dB ; (b) 15 dB ; (c) 25 dB (d) 35
dB. Toutes les images sont pre´sente´es dans la meˆme gamme de niveaux de gris.
non-destructif ou` la partie texture de l’objet d’inte´reˆt est moins importante, donc tre`s
re´gulie`re.
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5
Applications dans le domaine des ondelettes
5.1 Introduction
La re´solution de proble`mes inverses mal-pose´s s’appuie sur l’introduction d’informa-
tions supple´mentaires sur les parame`tres a` estimer a` l’aide d’un terme de re´gularisation
ou d’une loi a priori, soit dans le domaine spatial comme nous l’avons fait dans les cha-
pitres pre´ce´dents, soit dans un domaine transforme´ (Fourier, ondelettes, par exemple)
[SA96, ATB03, PSWS03, BD06]. Les ondelettes ont e´te´ beaucoup utilise´es en traitement
du signal et des images [Mal00]. La raison principale est que les caracte´ristiques de beau-
coup de signaux/images naturelles peuvent eˆtre repre´sente´es plus simplement dans le
domaine des ondelettes (Cette transforme´e permet de concentrer l’e´nergie du signal sur
une faible proportion des coefficients). En traitement d’image, un type d’information es-
sentiel est les contours des images. Dans le domaine spatial, pour bien reconstruire les
contours, les lois a priori complique´es introduisant les informations de parcimonie sur les
gradients des images, par exemple la loi base´e sur la variation totale ou la densite´ a` va-
riables cache´es de type Geman qui ont e´te´ utilise´es dans le chapitre 4, sont ge´ne´ralement
ne´cessaires. Ne´anmoins, dans le domaine des ondelettes, les contours sont simplement
repre´sente´s par les grands coefficients et les coefficients d’ondelettes des images naturelles
pre´sentent un faible degre´ de corre´lations, ce qui rend une hypothe`se d’inde´pendance
admissible. En conse´quence, l’utilisation d’une loi se´parable pour les coefficients permet
d’apporter des informations de´sire´es sur l’image originale.
Ces transformations sont particulie`rement bien adapte´es aux images qui sont re´gulie`res
par morceau : elles sont constitue´es ge´ne´ralement en zones lisses se´pare´es par des bords
francs. Comme les ondelettes ple´biscite´es sont celles qui ont leurs premiers moments nuls,
les zones posse´dant une re´gularite´ polynomiale donnent des coefficients proches de ze´ros
[Mal00] et quelques coefficients peuvent prendre des valeurs significatives correspondant
aux contours pre´sents dans les images. Les coefficients sont donc parcimonieux. Dans
ce cas, on peut introduire des informations de parcimonie sur les coefficients dans la
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re´solution de proble`mes inverses. Pour ce faire, un terme de re´gularisation de´fini par la
norme L1 sur les coefficients d’ondelettes a e´te´ beaucoup utilise´, par exemple dans le
travail de Donoho [Don95] ou` il introduit la me´thode de seuillage doux. Pour avoir des
reconstructions de meilleure qualite´, d’autres termes de re´gularisation plus complique´s
ont e´te´ aussi utilise´s pour introduire les informations de parcimonie, par exemple, dans
[DDDM04, EMSZ07], la norme Lp a e´te´ e´tudie´e, ce qui a conduit a` des me´thodes de
seuillage plus complique´es.
Ne´anmoins, il est difficile de faire un bon choix des hyperparame`tres qui controˆlent le
compromis entre la fide´lite´ aux donne´es et la confiance aux informations a priori, et dans
un autre formalisme re`glent le seuil utilise´. De plus, il est e´vident qu’un sche´ma optimal
de seuillage est de de´terminer un seuil par type de coefficients (e´chelle, direction). Dans ce
cas, la de´termination d’un nombre important de seuils augmente fortement la complexite´.
Graˆce au travail de Stein [Ste81], dans un proble`me de de´bruitage ou` le bruit est i.i.d.
gaussien, on peut utiliser l’estimateur de l’erreur quadratique moyenne non biaise´ Stein’s
unbiaised risk estimate (SURE) [DJ95, BL07, PL97, BBP05] afin de de´terminer les seuils,
ce qui donne de tre`s bons re´sultats. Le crite`re SURE a e´te´ ge´ne´ralise´ pour les proble`mes
inverses line´aires plus ge´ne´raux (GSURE) [Eld09] : l’ope´rateur A peut eˆtre quelconque,
de plus, la loi du bruit n n’est plus force´ment i.i.d. et peut eˆtre une loi quelconque dans
la famille exponentielle. Ne´anmoins, lorsque les proble`mes sont mal-pose´s et de grande
dimension, le calcul du GSURE est couˆteux voire impossible. Il y a deux difficulte´s, il
faut calculer des pseudo-inverses de matrice de grande taille et l’augmentation de nombre
de seuils a` de´terminer va significativement augmenter le couˆt de calcul. Dans un cas
particulier de proble`me line´aire – un proble`me de de´convolution, Pesquet et al. ont propose´
une approche plus efficace pour calculer GSURE [PBBC09] a` l’aide de la transforme´e de
Fourier. Mais cette approche est limite´e au proble`me de de´convolution.
Pour contourner ces proble`mes, nous travaillons dans le cadre baye´sien comme dans
les chapitres pre´ce´dents. En fait, re´cemment, de plus en plus de travaux proposent les
approches baye´siennes dans le domaine des ondelettes [ATB03, BD06, SA96] car le cadre
baye´sien offre une grande richesse et flexibilite´ pour mode´liser une grande varie´te´ d’infor-
mations incluant la parcimonie. Dans le cadre baye´sien, l’utilisation de la loi de Laplace
correspond a` la re´gularisation par la norme L1. D’autres densite´s a` queue lourde telles
que la loi de Student [Vid98, SN11], la loi gaussienne ge´ne´ralise´e [Mal89, ML99, SA96]
et les distributions alpha-stables [ATB03] ont e´te´ utilise´es avec succe`s. En effet, ces trois
types de distributions appartiennent a` une meˆme famille de distribution : la famille de
me´lange de gaussiennes par changement d’e´chelle (GSM). Plusieurs travaux ont donc pro-
pose´ des approches ge´ne´rales base´es sur les GSM [BD06, PSWS03]. Ne´anmoins, dans ces
approches, les hyperparame`tres sont ge´ne´ralement de´termine´s de fac¸ons empiriques.
Dans ce travail, nous conside´rons aussi le mode`le GSM pour l’a priori des pa-
rame`tres d’inte´reˆt. Ne´anmoins, nous profitons du cadre baye´sien afin de de´velopper des
approches entie`rement automatiques en estimant conjointement les hyperparame`tres et
les parame`tres d’inte´reˆt. Contrairement aux approches pre´ce´dentes ou` la de´termination
de plusieurs seuils ne´cessite un couˆt de calcul important, dans le cadre baye´sien, on
peut de´terminer beaucoup d’hyperparame`tres sans trop augmenter le couˆt de calcul.
Comme nous l’avons e´voque´ plusieurs fois dans cette the`se, la loi a posteriori dans ce
cas non-supervise´ est ge´ne´ralement complexe et ne peut pas eˆtre utilise´e directement.
Pour re´soudre ce proble`me, nous recourons a` l’approche d’approximation BV-MG qui a
e´te´ introduit dans le chapitre 3.
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Dans la suite de ce chapitre, nous pre´sentons d’abord deux approches par seuillage de
l’e´tat de l’art dont le seuil est de´termine´ automatiquement en minimisant le crite`re SURE
ou GSURE. Ensuite, nous de´veloppons un algorithme de reconstruction non-supervise´
ge´ne´ral pour des lois a priori de la famille des GSM a` l’aide de l’approche d’approxima-
tion BV. Ensuite, nous e´tudions deux cas particulier de GSM : la loi de Student et la
loi gaussienne ge´ne´ralise´e. Finalement, nous montrons des re´sultats de l’application des
approches non-supervise´es base´es sur la loi de Student et la loi gaussienne ge´ne´ralise´e a`
deux proble`mes inverses line´aires classiques : de´bruitage et de´convolution. Les approches
sont e´value´es en comparant avec des re´sultats obtenus par des me´thodes de seuillage.
5.2 E´nonce´ du proble`me
Notons l’ope´rateur de la transforme´e directe par ΦT et son ope´rateur adjoint par Φ.
Nous allons pre´senter ce travail dans un cadre ge´ne´ral ou` ΦT est une transformation
quelconque.
Les coefficients correspondant a` la transforme´e directe sont note´s par le vecteur c ∈ RJ .
En conse´quence, nous avons
c = ΦTx, (5.1)
ou` x ∈ RN , comme de´fini dans les chapitres pre´ce´dents, repre´sente le vecteur des pa-
rame`tres d’inte´reˆt et l’ope´rateur ΦT ∈ RJ×N .
Nous conside´rons dans ce travail un mode`le line´aire comme ci-dessous :
y = AΦc + n. (5.2)
Dans ce cas, l’estimation de l’objet d’inte´reˆt se fait en deux e´tapes : une e´tape d’estimation
des coefficients c et une e´tape de reconstruction de x commune´ment appele´e e´tape de
synthe`se : x = Φc.
5.3 Approches de l’e´tat de l’art
Le proble`me d’estimation de c est ge´ne´ralement mal-pose´. Une classe des approches
populaires cherche une estimation de c en minimisant un crite`re pe´nalise´ comme suit :
J(c) =
1
2
‖y −AΦc‖2 + λρ(c) (5.3)
ou` le terme de re´gularisation ρ(c) est choisi pour introduire les informations de parci-
monie et le parame`tre λ est automatiquement choisi en minimisant l’estimation SURE
(proble`me de de´bruitage) ou GSURE (proble`me inverse line´aire ge´ne´ral). Dans la suite,
nous pre´sentons deux types d’approches.
5.3.1 Approche SUREShrink
Pour re´soudre un proble`me de de´bruitage (A est alors la matrice identite´), Donoho et
Johnstone [DJ94, DJ95] ont propose´ l’approche SUREShrink qui s’appuie sur un seuillage
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doux :
cˆ = ηλ(y˜) = sgn(y˜)max(y˜ − λ, 0), (5.4)
ou` ηλ repre´sente l’ope´rateur de seuillage doux avec un seuil note´ par λ, cˆ est l’estimation
des coefficients et y˜ = ΦTy repre´sente les coefficients de la transforme´ des donne´es. En
effet, cet estimateur donne´ par le seuillage doux est le minimiseur du crite`re pe´nalise´ J(c)
lorsque ρ(c) = ‖c‖1 [DDDM04].
En ce qui concerne le seuil λ, la valeur optimale serait celle minimisant l’erreur quadra-
tique moyenne (EQM) entre l’estimation propose´e cˆ et les vrais coefficients c. Ne´anmoins,
en pratique, les vrais coefficients ne sont pas connus. Pour s’affranchir de cette difficulte´,
l’approche SUREShrink de´termine le seuil en testant des valeurs dans un intervalle assez
large et prenant la valeur minimisant le Stein’s unbiased risk estimate (SURE) [Ste81], qui
est une estimation non-biaise´e de l’EQM dans un proble`me de de´bruitage avec un bruit
gaussien.
Pour le seuillage doux ηλ(y˜), nous montrons son SURE dans la suite (les de´tails de
calcul peuvent eˆtre aussi trouve´s dans [DJ95]). Notons g(y˜) = ηλ(y˜) − y˜ et son i-ie`me
composante gi(y˜). Le SURE pour le seuillage doux est calcule´ comme :
SURE(λ) = Jσ2n + ‖g(y˜)‖2 + 2σ2n
J∑
i=1
∂gi(y˜)
∂y˜i
= Jσ2n + ‖cˆ− y˜‖2 + 2σ2n
J∑
i=1
∂(ηλ(y˜)− y˜)i
∂y˜i
= Jσ2n + ‖cˆ− y˜‖2 + 2σ2n(‖cˆ‖0 − J)
= ‖cˆ− y˜‖2 + 2σ2n‖cˆ‖0 − Jσ2n (5.5)
ou` ‖cˆ‖0 est e´gal au nombre d’e´le´ments non nuls du vecteur cˆ.
Nous pouvons voir dans (5.5) que pour calculer le SURE du seuillage doux, il faut
connaˆıtre la variance du bruit σ2n. En pratique, cette variance est estime´e a` partir des
donne´es y. Un estimateur classique pour σn est donne´e par
σn =
MAD
0.6745
(5.6)
avec MAD le median absolute deviation des coefficients d’ondelettes a` l’e´chelle la plus fine
[DJ94].
5.3.2 Approche par GSURE Shrinkage ite´rative
L’approche SUREShrink est valide seulement pour les proble`mes de de´bruitage avec
un bruit i.i.d. gaussien. Dans la litte´rature, des approches ont e´te´ propose´es pour re´soudre
les proble`mes inverses plus ge´ne´raux ou` la matrice A n’est plus une matrice identite´.
Pour minimiser le crite`re (5.3), Daubechies et al. [DDDM04] ont propose´ une approche
ite´rative qui inclut une ope´ration de seuillage e´le´ment par e´le´ment a` chaque ite´ration.
Cette approche s’appuie sur la formule ite´rative suivante :
ck+1 = Sρ,αλ
(
α(AΦ)T (y −AΦck) + ck) (5.7)
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ou` ck et ck+1 repre´sente l’estimation a` k-ie`me et a` (k+ 1)-ie`me ite´ration, respectivement,
Sρ,αλ est un ope´rateur de seuillage de´pendant de ρ avec le seuil αλ. Le parame`tre α de´pend
de l’ope´rateur AΦ.
Ne´anmoins, dans [DDDM04], le parame`tre λ est choisi empiriquement. Ce type d’ap-
proches a ensuite e´te´ e´tudie´e par Giryes et al. dans [GEE11] et une me´thode de re´glage
automatique de parame`tre λ a e´te´ propose´e. Cette me´thode de re´glage s’appuie sur le pro-
jected GSURE qui a e´te´ de´veloppe´ dans [Eld09] pour les proble`mes inverses ou` la matrice
ATA n’est pas inversible.
Notons l’estimateur par h(y). Dans le cas ou` la matrice A est de plein rang colonne,
le GSURE est donne´ par Eldar [Eld09] comme
GSURE(λ) = C1 + ‖h(u)‖22 − 2xTMLh(u) + 2
N∑
i=1
∂hi(u)
∂ui
(5.8)
ou` C1 est une constante inde´pendante de h(u), u = (1/σ
2
n)A
Ty et xML = (A
TA)−1ATy
est l’estimateur du maximum du vraisemblance de x (la solution des moindres carre´s).
Dans le cas ou` A n’est pas de de plein rang colonne, le GSURE ci-dessus n’est plus va-
lable. Pour re´soudre ce proble`me, le projected GSURE a e´te´ propose´. Le projected GSURE
est calcule´ avec une meˆme formule que (5.8) mais applique´ sur une projection de l’esti-
mateur Ph(u) ou` l’ope´rateur de projection P donne´ par
P = AT (AAT )†A. (5.9)
Ici, † repre´sente la pseudo-inverse. Dans ce cas ou` ATA n’est pas inversible, l’estimateur
de maximum de vraisemblance est choisi comme la solution des moindres carre´s a` norme
euclidienne minimale :
xML = A
T (AAT )†y. (5.10)
Graˆce a` GSURE et projected GSURE, le parame`tre de la me´thode pour les proble`mes
inverses plus ge´ne´raux (A n’est pas une matrice identite´) peut eˆtre automatiquement re´gle´.
Ne´anmoins, ses applications aux proble`mes inverses mal-pose´s de grande dimension sont
limite´es. Premie`rement, la matrice A est ge´ne´ralement non-inversible ou mal-conditionne´e.
En conse´quence, le projected GSURE doit eˆtre utilise´. Ne´anmoins, le calcul de ce crite`re
consiste a` calculer la pseudo inverse de la matrice AAT (l’ope´rateur de projection P et
xML) et ce calcul de la pseudo inverse est tre`s couˆteux voire impossible lorsque le proble`me
est de grande taille. Par ailleurs, la pseudo inverse de´pend d’une valeur de tole´rance qui
doit eˆtre proprement choisi selon le proble`me traite´. Enfin, comme dans le crite`re SURE,
le calcul de projected GSURE ne´cessite de connaˆıtre la variance du bruit.
En fait, le re´glage discute´ ci-dessus est sur un seul parame`tre λ, donc un meˆme seuil
pour tous les coefficients. Il est e´vident qu’un meilleur sche´ma de seuillage consiste a`
de´terminer un seuil par type de coefficients. Dans ce cas, il est difficile d’adapter l’ap-
proche base´e sur le GSURE aux proble`mes avec plusieurs parame`tres de re´glage. Le couˆt
de calcul d’une telle approche va augmenter de manie`re significativement si on se place
sur un proble`me line´aire quelconque. L’application de telles approches va donc eˆtre tre`s
complique´e lorsqu’on va vouloir traiter des proble`mes inverses de grandes dimensions.
Par contre, dans le cadre baye´sien, nous pouvons de´finir une approche non-supervise´e
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ou` on peut de´terminer automatiquement plusieurs parame`tres diffe´rents pour les coeffi-
cients diffe´rents sans beaucoup augmenter le couˆt de calcul. En conse´quence, nous allons
de´velopper notre approche dans le cadre baye´sien.
5.4 Approche non-supervise´e avec un a priori de la famille
GSM
Dans cette partie, nous allons de´velopper une approche non-supervise´e ge´ne´rale pour
les distributions de la famille GSM. Pour ce faire, l’approximation BV va eˆtre utilise´e.
5.4.1 Formulation baye´sienne
Loi a priori pour les coefficients
Nous conside´rons une loi a priori se´parable :
p(c) =
J∏
i=1
p(ci). (5.11)
Cette hypothe`se est valable par exemple dans le domaine des ondelettes [CKM97, ML99,
ATB03, BD06]. Ne´anmoins, les coefficients n’ont pas toujours les meˆmes caracte´ristiques
statistiques. Pour prendre en compte cela, nous divisons les coefficients c en L sous-bandes
ou` les coefficients dans la meˆme sous-bande suivent une meˆme loi et les coefficients dans
les sous-bandes diffe´rentes ne sont pas identiquement distribue´s.
Dans cette partie, nous conside´rons une loi a priori de la famille GSM. Notons
l’ensemble des indices des coefficients dans la l-ie`me sous-bande par (Il)l=1,...,L. En
conse´quence, on e´crit la loi a priori comme
p(c) =
L∏
l=1
∏
i∈Il
p(ci)
=
L∏
l=1
∏
i∈Il
∫
R
p(ci|zi, γlp)pl(zi)dzi
=
L∏
l=1
∏
i∈Il
∫
R
(2pi)−1/2
√
ziγlpe
−ziγlpc2i
2 pl(zi)dzi, (5.12)
ou` z = (z1, . . . , zJ) est le vecteur des variables cache´es, γp = (γ
1
p , . . . , γ
L
p ) est le vecteur
des hyperparame`tres et pl(zi) repre´sente la loi a priori de la variable cache´e zi. Ici, toutes
les pl(zi) appartiennent a` une meˆme famille de distribution, mais pour des coefficients
dans des sous-bandes diffe´rentes, les parame`tres de pl(zi) prennent des valeurs diffe´rentes.
En fait, les parame`tres de pl(zi) sont ge´ne´ralement les parame`tres de forme de la loi
p(ci). Par conse´quent, en prenant les parame`tres de forme diffe´rents pour les sous-bandes
diffe´rentes, nous introduisons les informations de parcimonie diffe´rentes pour chaque sous-
bande. Comme discute´ pre´ce´demment, les parame`tres de forme sont fixe´s selon notre
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connaissance a priori et les parame`tres d’e´chelles γp sont estime´s conjointement avec les
coefficients c.
Comme nous l’avons indique´ dans le chapitre 3, lorsque p(ci) est la densite´ d’une loi
de Student (un cas particulier de GSM), on sait que pl(zi) est la densite´ d’une loi Gamma.
Dans ce cas, on a de´veloppe´ une approche de reconstruction en estimant conjointement
la variable cache´e z et le parame`tre d’inte´reˆt a` l’aide de l’approximation BV. Ne´anmoins,
pour les autres distributions de la famille de GSM, la densite´ de la variable cache´e pl(zi)
est ge´ne´ralement inconnue. Dans ce cas, ce n’est pas e´vident que l’on puisse de´velopper
des approches de reconstruction identiques a` celle du cas Student. Nous allons montrer
que, avec un a priori dans la famille GSM, nous pouvons quand meˆme de´velopper des
approches de reconstruction sous condition que l’espe´rance de zi sous la loi conditionnelle
p(zi|xi) soit connue.
Loi a priori pour les hyperparame`tres
Nous avons ici un plus grand nombre d’hyperparame`tres : la pre´cision du bruit γn
ainsi que le vecteur γp de taille L (L = 10 dans nos simulations). Pour γp, on introduit
un a priori Gamma se´parable, donc
p(γn) = G(γn|a˜n, b˜n), (5.13)
p(γp) =
L∏
l=1
p(γlp) =
L∏
l=1
G(γlp|a˜lp, b˜lp). (5.14)
En mettant les parame`tres (a˜n, b˜n) et (a˜
l
p, b˜
l
p) a` ze´ro, nous pouvons obtenir des lois de
Jeffreys.
En utilisant la re`gle de Bayes, nous pouvons en de´duire une loi a posteriori jointe
comme ci-dessous :
p(c, z, γn,γp|y) ∝γnM/2 exp
[
−γn‖y −AΦc‖
2
2
]
×
L∏
l=1
∏
i∈Il
√
ziγlp exp
[
−γ
l
p
2
zic
2
i
]
pl(zi)
× γa˜n−1n exp
[
−b˜nγn
] L∏
l=1
(γlp)
a˜lp−1 exp
[
−b˜lpγlp
]
.
(5.15)
Cette loi a posteriori est de forme complique´e. Pour s’affranchir de la difficulte´ de
calcul, nous pouvons recourir aux approches d’approximation BV qui nous offre une ap-
proximation se´parable de la loi a posteriori, comme nous avons fait dans les chapitres
pre´ce´dents. Ne´anmoins, une autre difficulte´ pose´e ici est qu’on ne connaˆıt pas l’expression
explicite de la densite´ pl(zi) ce qui rend la de´termination de la loi a posteriori appro-
chante pour z impossible. Cependant, notre principale pre´occupation est d’obtenir une
expression explicite de la loi approchante de c qui nous permet de donner une estimation
sur c. Comme nous le verrons dans la suite, la mise a` jour des distributions approchantes
de c ne´cessite de connaˆıtre seulement l’espe´rance a posteriori de z. En conse´quence, le
proble`me pose´ par la densite´ inconnue pl(zi) peut eˆtre re´solu en effectuant seulement la
mise a` jour de l’espe´rance de z mais pas sa distribution approchante.
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5.4.2 Application des me´thodes d’approximation BV
Dans la suite, Θ = {c, z, γn,γp} repre´sente le vecteur incluant toutes les variables a`
estimer. On calcule alors la loi approchante se´parable qΘ de la loi a posteriori (5.15) en
utilisant les me´thodes d’approximation BV. Dans cette partie, comme nous avons fait
dans les chapitres pre´ce´dents, nous supposons que
qΘ(Θ) = qc(c)qz(z)qγn(γn)qγp(γp)
=
(
L∏
l=1
∏
i∈Il
qi(ci)q˜i(zi)
)
qγn(γn)
L∏
l=1
qγlp(γ
l
p). (5.16)
De plus, une optimisation alterne´e par rapport a` qz, qc, qγn et qγp est effectue´e. Ici,
l’optimisation de qc est faite avec l’algorithme d’approximation BV-MG et l’optimisation
de qz, qγn et qγp est faite avec l’algorithme d’approximation BVClass.
Lorsqu’un a priori GSM est utilise´, la loi conditionnelle p(c|z) est une loi gaussienne
qui est conjugue´e avec la vraisemblance gaussienne p(y|c, γn). Par conse´quent, on sait que
la loi approchante optimale qoptc est dans la famille gaussienne. De plus, on a choisi les lois
a priori conjugue´es pour les hyperparame`tres γn et γp. Les lois approchantes optimales
qoptγn et q
opt
γlp
sont donc dans la famille Gamma. Nous prenons alors
qkc(c) =
∏
i
N (ci|(mk)i, (σ2k)i), (5.17)
qkγn(γn) = G(γn|akγn , bkγn), (5.18)
qkγlp(γ
l
p) = G(γlp|akγlp , bkγlp). (5.19)
Comme indique´ ci-dessus, pour la plupart des distributions dans la famille GSM, on
ne connait pas l’expression de pl(zi). En conse´quence, la loi approchante qz n’est pas
explicitement connue non plus car elle de´pend de p(zi), comme on peut le voir dans
l’e´quation suivante. Selon (2.12), on peut obtenir
∀i ∈ Il, q˜k+1i (zi) ∝ exp
[
〈ln p(Θ,y)〉qkc ∏j<i q˜k+1j ∏j>i q˜kj qkγnqkγlp
]
∝ exp
(
1
2
ln(zi)−
〈γlp〉k
2
zi〈c2i 〉k + ln pl(zi)
)
∝√zipl(zi) exp
(
−〈γ
l
p〉k
2
〈c2i 〉kzi
)
=p(zi|
√
〈c2i 〉k, 〈γlp〉k). (5.20)
Cette loi n’a pas d’expression explicite. Ne´anmoins, notre objectif n’est pas d’obtenir
l’expression explicite de qz, mais d’obtenir qc qui nous permet de donner une estima-
tion de notre parame`tre d’inte´reˆt c. Comme l’a fait remarquer Palmer dans son tra-
vail [PKDRW05], et comme on peut le voir dans l’e´quation (3.38), il suffit de connaˆıtre
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l’espe´rance de q˜k+1i (zi) pour de´terminer qc :
∀i ∈ Il 〈zi〉k+1 =
∫
ziq˜
k+1
i (zi)dzi
=
∫
zip
(
zi|
√
〈c2i 〉k, 〈γlp〉k
)
dzi
=E
p
(
zi|
√
〈c2i 〉k,〈γlp〉k
){zi}. (5.21)
Dans ce cas, le de´fi principal est de de´terminer cette espe´rance.
Lorsque p(ci) est une loi de la famille GSM (5.12) [PKDRW05], on peut avoir
∀i ∈ Il, p′(ci) = ∂
∂ci
∫ ∞
0
p(ci|zi, γlp)pl(zi)dzi
= −
∫ ∞
0
γlpcizip(ci|zi, γlp)pl(zi)dzi
= −
∫ ∞
0
γlpcizip(zi|ci, γlp)p(ci)dzi = −γlpcip(ci)Ep(zi|ci,γlp){zi}, (5.22)
qui nous permet d’obtenir
Ep(zi|ci,γlp){zi} = −
p′(ci)
γlpcip(ci)
. (5.23)
En combinant (5.21) et (5.23), nous pouvons avoir
∀i ∈ Il, 〈zi〉k+1 = − p
′(ci)
γlpcip(ci)
∣∣∣∣
ci=
√
〈c2i 〉k,γp=〈γlp〉k
. (5.24)
Remarque. Le calcul de l’espe´rance a posteriori de zi ne ne´cessite pas l’expression ex-
plicite de pl(zi), mais il ne´cessite de connaˆıtre l’expression explicite de p(ci).
Optimisation de qc avec l’algorithme d’approximation BV-MG
Comme la loi de Student fait partie de la famille GSM, les calculs pour le cas ge´ne´ral
de GSM devraient eˆtre similaires a` ceux montre´s dans le chapitre 3. En fait, les de´rivations
des e´quations de mise a` jour des parame`tres mk et σ
2
k avec l’algorithme d’approximation
BV-MG sont les meˆmes que celles donne´es par (3.46) – (3.48). De plus, le calcul de la
fonction interme´diaire qr1i est le meˆme que celui de l’Eq. (3.38) sauf que ici, l’espe´rance
de zi est donne´e par (5.24).
∀i ∈ Il, (σ2r1)i =
[〈γn〉kdiag (ΦTATAΦ)i + 〈γlp〉k〈zi〉k+1]−1 , (5.25)
(mr1)i = (σ
2
r1
)i
[〈γn〉k (ΦTATy −ΦTATAΦmk + diag (ΦTATAΦ) ◦mk)]i .
(5.26)
Optimisation de qγn et qγp
Comme qγn ne de´pend pas de p(c, z), l’optimisation de qγn est exactement la meˆme
que dans le cas de Student (voir (3.59)). Les e´quations de mise a` jour pour les parame`tres
aγn et bγn sont donne´es par (3.60) et (3.61).
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Pour l’optimisation de qlγp , le calcul est similaire a` celui de l’Eq. (3.63). Les e´quations
de mise a` jour des parame`tres aγlp et bγlp peuvent eˆtre obtenues a` partir de (3.64) et (3.65)
en remplac¸ant la moyenne de zi par celle obtenue avec (5.24). En conse´quence, on a
∀l = 1, . . . , L ak+1
γlp
=
card{Il}
2
+ a˜lp (5.27)
bk+1
γlp
=
1
2
∑
i∈Il
〈zi〉k+1
(
(mk+1)
2
i + (σ
2
k+1)i
)
+ b˜lp. (5.28)
ou` card{Il} est le cardinal de l’ensemble Il, c’est a` dire le nombre des e´le´ments de l’en-
semble Il.
En re´sume´, nous avons obtenu un algorithme de reconstruction non-supervise´ base´ sur
un a priori de GSM en utilisant l’algorithme d’approximation BV-MG (voir l’algorithme
10).
Algorithm 10 L’algorithme de reconstruction non-supervise´ base´ sur un a priori de
GSM en utilisant BV-MG (GSMBV-MG)
1. Initialiser q0c, q
0
γn et q
0
γp : initialiser m0, σ
2
0, a
0
γn , b
0
γn et a
0
γlp
, b0
γlp
2. Calculer 〈zi〉k+1 en utilisant (5.24)
3. Calculer qk+1c =
∏
i q
k+1
i : pour i = 1, . . . , N
(a) Calculer qr1i : calculer ses parame`tres en utilisant (5.25) et (5.26)
(b) Calculer le pas sous-optimal selon annexe B.2
(c) Calculer qk+1i : calculer ses parame`tres en utilisant (3.47) et (3.48) ou` le pas s
est e´gal au pas sous-optimal obtenu a` l’e´tape (b)
4. Calculer qk+1γn : calculer ses parame`tres en utilisant (3.60) et (3.61)
5. Calculer qk+1
γlp
: calculer ses parame`tres en utilisant (5.27) et (5.28)
6. Retourner a` l’e´tape 2 jusqu’a` convergence
L’algorithme 10 est utilisable pour un proble`me inverse line´aire avec n’importe quel a
priori de la famille GSM dont l’expression explicite de la densite´ est connue. Cette famille
inclut des distributions qui nous permettent d’introduire une grande varie´te´ d’informa-
tions. Dans la suite, on s’inte´resse a` des informations de parcimonie. Pour ce faire, on
conside`re deux lois a` queue lourde de la famille GSM : la loi de Student et la loi gaus-
sienne ge´ne´ralise´e. Les calculs avec la loi de Student ont e´te´ faits dans le chapitre 3. Par
conse´quent, dans la suite, nous de´taillerons uniquement les calculs pour la loi gaussienne
ge´ne´ralise´e.
5.4.3 Cas d’un a priori gaussien ge´ne´ralise´
En e´tudiant les histogrammes des coefficients de de´tails des ondelettes de plusieurs
images diffe´rentes, Mallat [Mal89] a montre´ que les coefficients de´tails peuvent eˆtre bien
mode´lise´s par la loi gaussienne ge´ne´ralise´e. Depuis, la loi gaussienne ge´ne´ralise´e (GG) a
e´te´ largement utilise´e pour de´crire les coefficients d’ondelettes et elle a conduit aux bons
re´sultats [Mal89, ABMD92, SA96, ML99]. Dans cette partie, nous e´tudions cette loi, plus
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spe´cifiquement, nous adaptons l’algorithme 10 pour la loi GG. Pour ce faire, il suffit de
de´terminer l’espe´rance donne´e par (5.23).
La densite´ de probabilite´ d’une loi GG de moyenne nulle s’e´crit comme :
GG(c|γp, β) =
√
γpβ
2Γ(1/β)
e−|
√
γpc|β (5.29)
ou` γp > 0 est le parame`tre d’e´chelle et β ∈ (0, 2) est le parame`tre de forme.
Pour apporter des informations diffe´rentes pour les coefficients de sous-bande
diffe´rente, nous prenons
∀i ∈ Il, p(ci) = GG(ci|γlp, βl). (5.30)
Pour la densite´ de la loi GG, nous pouvons calculer sa de´rive´e
∀ci 6= 0, p′(ci) =−
√
γpβ
2Γ(1/β)
e−|
√
γpci|βγβ/2p
β
2
(c2i )
β/2−12ci
=− p(ci)βciγβ/2p (c2i )β/2−1. (5.31)
En utilisant (5.24) et (5.31), nous pouvons en de´duire que
〈zi〉k+1 =βγβ/2−1p (c2i )β/2−1
∣∣
ci=
√
〈c2i 〉k,γp=〈γp〉k
=β(〈γp〉k)β/2−1
[
(mk)
2
i + (σ
2
k)i
]β
2
−1
=β
[〈γp〉k ((mk)2i + (σ2k)i)]β2−1 (5.32)
ou` β = βl, γp = γ
l
p pour i ∈ Il.
5.5 Re´sultats de simulation
Nous pouvons remarquer que l’approche de´veloppe´e dans la partie 5.4 est assez
ge´ne´rale : premie`rement, elle est utilisable pour divers proble`mes inverses line´aires,
deuxie`mement, diffe´rentes pairs d’ope´rateurs ΦT/Φ peuvent eˆtre utilise´es, troisie`mement,
nous pouvons exploiter toute la famille GSM pour la loi a priori.
Dans ce travail, nous exploitons la loi Student et la loi gaussienne ge´ne´ralise´e de la
famille GSM pour introduire les informations de parcimonie dans un domaine transforme´.
Dans la suite, l’approche base´e sur la loi de Student est appele´e BV-MGSt et l’autre
approche utilisant la loi gaussienne ge´ne´ralise´e est appele´e BV-MGGG. Il est important
de souligner que nos approches sont non-supervise´es et tous les hyperparame`tres sont
automatiquement de´termine´s.
Pour e´valuer notre approche, nous montrons dans la suite son application a` deux
proble`mes inverses couramment rencontre´s : un proble`me de de´bruitage et un proble`me
de de´convolution. En plus, dans toutes les simulations, nous utilisons une frame construite
par union de neuf bases d’ondelettes orthogonales de´termine´es par translation. Cette frame
permet d’avoir la proprie´te´ d’invariance que la transforme´e en ondelettes (TO) orthogonale
109
5.5.1 - Proble`me de de´bruitage
ne posse`de pas. Par ailleurs, les ondelettes Daubechies 4 sont utilise´es et nous faisons
une de´composition sur 3 niveaux (voir la figure 5.1). Dans ce cas, les coefficients des
e´chelles grossie`res sont ge´ne´ralement moins parcimonieux que les coefficients des e´chelles
plus fines. En outre, les coefficients a` diffe´rentes orientations (horizontale, verticale et
diagonale) pourraient avoir des caracte´ristiques diffe´rentes. Pour prendre en compte ce
fait, nous divisons les coefficients a` diffe´rentes orientations et a` diffe´rentes e´chelles en
L = 10 sous-bandes diffe´rentes. Dans ce cas, on a I1 inclut les indices des coefficients dans
la case LL3 de la figure 5.1, I2 inclut les indices des coefficients dans la case HL3, etc.
HL1
HH1LH1
HH2LH2
HL2
HH3
LL3
LH3
HL3
Figure 5.1 – Illustration de la de´composition en ondelettes sur 3 niveaux.
5.5.1 Proble`me de de´bruitage
En identifiant l’ope´rateur A comme une matrice identite´, nous pouvons utiliser les ap-
proches propose´es pour re´soudre un proble`me de de´bruitage. Pour e´valuer nos approches,
nous les comparons avec une approche classique : l’approche SUREShrink [DJ94, DJ95]
qui a e´te´ brie`vement introduite dans la partie 5.3.1.
Configurations de simulation
Dans les simulations de cette partie, nous testons avec l’image Lena de taille 256×256
(voir figure 5.2 (a)). A` partir de cette image, on ge´ne`re une image bruite´e (voir la figure
5.2 (b)) en ajoutant un bruit i.i.d. gaussien pour obtenir un SNR = 20 dB.
Nous utilisons l’approche SUREShrink et les deux approches propose´es BV-MGSt,
BV-MGGG pour effectuer le de´bruitage. Pour l’approche SUREShrink, la variance du
bruit (γ−1n ) a besoin d’eˆtre estime´e et fixe´e en avance. Pour comparer avec cette approche,
nous avons aussi fixe´ la variance du bruit dans les deux autres approches. Dans toutes les
simulations, la variance du bruit est fixe´e a` sa vraie valeur.
Par ailleurs, nos approches propose´es sont mises en œuvre avec les initialisations sui-
vantes : la transforme´e en ondelettes des donne´es (l’image bruite´e) comme moyenne et un
comme variance des coefficients a` estimer et l’inverse de la vraie variance du bruit comme
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l’initialisation de γlp. Pour l’approche BV-MGSt base´e sur la loi de Student, nous avons
pris les parame`tres de forme (ν l) diffe´rents pour les coefficients a` diffe´rentes e´chelles,
mais pour les coefficients des diffe´rentes directions (horizontale, verticale, diagonale) a`
une meˆme e´chelle, nous avons pris une meˆme valeur car, pour l’image Lena, il n’y a pas
de direction privile´gie´e. En fait, les coefficients d’approximations (correspondent a` case
LL3 de la figure 5.1) ne sont ge´ne´ralement pas parcimonieux. Par conse´quent, nous avons
pris 2000 comme parame`tre de forme des coefficients d’approximation, qui donne une
distribution ressemblant a` la loi gaussienne. En plus, [5, 2.5, 1] sont utilise´s comme les
parame`tres de forme des coefficients de de´tail de la plus grossie`re a` la plus fine e´chelle
afin de prendre en compte le fait que les coefficient a` l’e´chelle plus fine sont ge´ne´ralement
plus parcimonieux. Pour l’approche BV-MGGG base´e sur la loi gaussienne ge´ne´ralise´e,
les parame`tre de forme sont choisis de la meˆme fac¸on que pour la loi de Student : 2, qui
conduit a` une loi gaussienne, est utilise´ comme parame`tre de forme pour les coefficients
d’approximation, et [1, 0.9, 0.8], qui conduit a` distributions a` queue lourde, sont utilise´s
pour les coefficients de de´tails de la plus grossie`re a` la plus fine e´chelle.
Re´sultats
Les images reconstruites par ces approches sont montre´es dans la figure 5.2 (c), (d) et
(e). En comparant ces trois images avec la figure 5.2 (b), nous pouvons voir que les trois
approches permettent de re´duire le bruit pre´sent dans les donne´es. La comparaison de la
figure 5.2 (d) et (e) et la figure 5.2 (c) montre que les approches BV-MGSt et BV-MGGG
donnent des reconstructions moins lisses que celle obtenue par le SUREShrink. Nous
donnons aussi des valeurs de PSNR des images reconstruites dans le tableau 5.1 pour avoir
une comparaison plus directe. Nous pouvons voir que la valeur PSNR obtenue par SURE-
Shrink est un peu plus haute (vers 0.2 dB) que les approches BV-MGSt et BV-MGGG.
Nous pouvons voir que l’approche de seuillage doux marche bien pour un proble`me de
de´bruitage. Mais les re´sultats de BV-MGSt et BV-MGGG sont assez comparables avec le
re´sultat de SUREShrink.
Table 5.1 – Les valeurs PSNR des reconstructions obtenues par SUREShrink,
BV-MGSt et BV-MGGG
SUREShrink BV-MGSt BV-MGGG
PSNR (dB) 30.18 30.04 29.98
Contrairement a` l’approche SUREShrink ou` un seul seuil est de´termine´, dans nos
approches, on de´termine dix seuils diffe´rents (dix hyperparame`tres γlp diffe´rents), un pour
chaque sous-bande. Nous montrons dans le tableau 5.2 les valeurs des (γlp)l=1,...,10 estime´es
par l’approche BV-MGSt et dans le tableau 5.3 les valeurs des (γlp)l=1,...,10 estime´es par
l’approche BV-MGGG. Comme nous avons fixe´ la valeur du γn, plus la valeur de γ
l
p
est grande, plus le poids des informations a priori (parcimonie) est fort. Dans les deux
tableaux 5.2 et 5.3, nous pouvons voir que plus l’e´chelle est fine, plus la valeur de γlp
est grande, c’est a` dire qu’on introduit plus d’informations de parcimonie, ce qui est
cohe´rent avec le fait que les coefficients a` l’e´chelle plus fine sont plus parcimonieux que les
coefficients a` l’e´chelle plus grossie`re. Cette observation est cohe´rente avec les histogrammes
des coefficients d’ondelettes de l’image Lena montre´s dans la figure 5.3. De plus, les valeurs
de γlp pour les coefficients diagonaux sont aussi toujours plus grandes que les γ
l
p pour
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(a) (b)
(c) (d) (e)
Figure 5.2 – (a) L’image vraie, (b) l’image bruite´e, SNR = 20 dB, (c) l’approche
SUREShrink , (d) l’approche BV-MGSt et (e) l’approche BV-MGGG
les deux autres directions. Ceci est aussi cohe´rent avec le fait que les coefficients de
direction diagonale sont plus parcimonieux que les coefficients des deux autres directions
pour l’image Lena (comme on peut voir dans la figure 5.3 que les histogrammes de la
troisie`me colonne sont plus e´troits que les histogrammes dans la premie`re et la deuxie`me
colonnes). En plus, pour les coefficients d’approximation, une petite valeur pour γlp a e´te´
trouve´e par l’approche BV-MGSt et BV-MGGG. Dans ce cas, le poids des informations
a priori est faible. Les coefficients d’approximation sont donc principalement de´termine´s
par les donne´es. Tout cela montre les bonnes proprie´te´s de notre approche pour re´gler le
compromis entre l’information pre´sente dans les donne´es et les informations a priori.
Table 5.2 – Hyperparame`tres γlp estime´s par l’approche BV-MGSt. E´chelle de la plus
grossie`re a` la plus fine : 3→ 1.
Approximation E´chelle Horizontale Verticale Diagonale
γlp 0.06
3 10.82 23.30 31.60
2 131.91 231.11 369.21
1 776.26 1.11e+03 1.59e+03
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Table 5.3 – Hyperparame`tres γlp estime´s par l’approche BV-MGGG. E´chelle de la plus
grossie`re a` la plus fine : 3→ 1.
Approximation E´chelle Horizontale Verticale Diagonale
γlp 0.03
3 19.09 40.93 54.29
2 130.33 233.47 392.09
1 898.60 1.34e+03 2.07e+03
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Figure 5.3 – Histogrammes des coefficients d’ondelettes de Lena a` diffe´rente
sous-bande. Les lignes de la plus haut a` la plus bas correspondent aux e´chelles de la plus
grossie`re a` la plus fine.
5.5.2 Proble`me de de´convolution
Un proble`me de de´bruitage est un proble`me relativement simple car la matrice A est
une matrice identite´. Par conse´quent, c’est un proble`me bien pose´. Dans cette partie, nous
allons re´soudre un autre proble`me inverse plus complique´ : un proble`me de de´convolution
qui est ge´ne´ralement tre`s mal-pose´. Dans ce proble`me, l’ope´rateur A correspond a` un
ope´rateur de convolution. L’approche BV-MGSt et l’approche BV-MGGG peuvent donc
eˆtre aussi utilise´es pour re´soudre les proble`mes de de´convolution.
Pour e´valuer les deux approches propose´es, nous faisons les comparaisons avec une
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approche de seuillage ite´ratif pre´sente´e dans la partie 5.3.2. Dans notre simulation, la
fonction de re´gularisation ρ est choisie comme la norme L1 et le seuillage implique´ est
donc un seuillage doux. Ne´anmoins, comme nous l’avons indique´ auparavant, la se´lection
de seuil avec le Projected GSURE ne peut pas eˆtre utilise´e pour re´soudre les proble`mes
mal-pose´s de grande taille. Pour contourner ce proble`me, comme nous connaissons les
vraies images, au lieu de calculer le crite`re Projected GSURE, nous utilisons directement
l’erreur quadratique vraie comme crite`re pour choisir le seuil optimal.
Nous testons les trois approches avec les donne´es synthe´tiques ge´ne´re´es a` partir de
l’image Lena de taille 256× 256 (voir la figure 5.4 (a)) et de l’image Cameraman de taille
128 × 128 (voir la figure 5.5 (a)). Pour ge´ne´rer des donne´es, un noyau de convolution
uniforme de taille 9×9 a e´te´ utilise´, ce qui conduit a` un proble`me mal pose´. Ensuite, nous
avons ajoute´ un bruit gaussien pour atteindre un SNR = 40 dB aux images convolue´es
qui nous permet d’obtenir des images floues montre´es dans la figure 5.4 (b) et la figure
5.5 (b).
Nous avons utilise´ ici les meˆmes initialisations que celles utilise´es dans le proble`me
de de´bruitage, afin de tester la robustesse de l’approche lorsqu’on change de proble`me.
Contrairement au cas du de´bruitage, on estime la pre´cision du bruit γn automatiquement.
Concernant l’approche de seuillage ite´ratif, les meˆmes initialisations ont e´te´ prises pour
les coefficients a` estimer.
En ce qui concerne les parame`tres de forme de la loi de Student et de la loi gaussienne
ge´ne´ralise´e, nous avons pris les meˆmes valeurs que dans le cas de´bruitage : [2000, 5, 2.5, 1]
comme parame`tres de forme de la loi de Student et [2, 1, 0.9, 0.8] comme parame`tres de
forme de la loi gaussienne ge´ne´ralise´e.
Table 5.4 – Les valeurs PSNR (dB) des reconstructions obtenues par le seuillage
ite´ratif, BV-MGSt et BV-MGGG
seuillage BV-MGSt BV-MGGG
Lena 29.22 28.00 29.31
Cameraman 28.42 25.60 28.20
Nous montrons dans la figure 5.4 (c)-(e) et la figure 5.5 (c)-(e) les reconstructions obte-
nues par les trois approches. En comparant les reconstructions avec les images floues (voir
la figure 5.4 (b) et la figure 5.5 (b)), nous pouvons voir que les trois approches permettent
d’ame´liorer la qualite´ de l’image, plus spe´cifiquement, les contours des images deviennent
beaucoup plus nets. Nous pouvons aussi voir que l’approche BV-MGGG donne des re-
constructions similaires a` celles obtenues par l’approche de seuillage ite´ratif avec un seuil
optimal et meilleures que celles obtenues par BV-MGSt. Par ailleurs, nous remarquons
un proble`me du bord pour l’image Cameraman. Ceci vient du fait que les coefficients
d’ondelettes se calculent par la convolution circulaire.
Nous montrons dans le tableau 5.4 les valeurs PSNR des reconstructions montre´es
dans la figure 5.4 et 5.5. Nous observons que pour l’image Lena, notre approche BV-
MGGG donne une reconstruction de PSNR (29.31 dB) plus grande que celle obtenue par
le seuillage ite´ratif (29.22 dB). Ne´anmoins, dans le cas Cameraman, le seuillage ite´ratif
donne la valeur PSNR (28.42 dB) un peu plus grande que celle obtenue par BV-MGGG
(28.20 dB). On peut en conclure que dans ce proble`me de de´convolution, notre approche
BV-MGGG donne des reconstructions de qualite´ tre`s similaire a` celles obtenues par le
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(a) (b)
(c) (d) (e)
Figure 5.4 – (a) L’image vraie, (b) l’image floue, SNR = 40dB, (c) le seuillage ite´ratif,
(d) l’approche BV-MGSt et (e) l’approche BV-MGGG.
seuillage ite´ratif. Il faut quand meˆme mentionner que dans l’approche de seuillage utilise´
nous conside´rons le meilleur parame`tre (celui qui minimise EQM). C’est une information
que bien e´videmment nous n’utilisons pas nos approches non-supervise´es. Les re´sultats
obtenus sont donc tre`s satisfaisants. En pratique, comme on ne connaˆıt pas l’image vraie,
l’EQM n’est pas calculable. Dans ce cas, on est oblige´ d’utiliser une approximation de
l’EQM, par exemple, le crite`re GSURE introduit ci-dessus. Ne´anmoins, comme il existe
des erreurs d’approximation, le seuil de´termine´ avec le crite`re GSURE est force´ment moins
bon que celui utilise´ ici. Il est donc tre`s probable que les re´sultats obtenus par les seuils
sous-optimaux soient moins bons que les re´sultats obtenus par notre approche BV-MGGG.
La bonne performance de notre approche BV-MGGG peut eˆtre explique´e par le fait qu’elle
estime dix seuils diffe´rents pour les coefficients de dix sous-bandes diffe´rentes, comme nous
l’avons explique´ dans le cas de de´bruitage.
Afin de montrer l’estimation pertinente des hyperparame`tres γlp, nous montrons leurs
valeurs. Notons que ces hyperparame`tres nous informent sur l’importance des informations
de parcimonie introduites. Les valeurs de γlp estime´es par l’approche BV-MGGG pour
l’image Cameraman sont montre´es dans le tableau 5.5. Les valeurs de γlp pre´sentent le
meˆme comportement que dans le cas de de´bruitage : les valeurs de γlp a` l’e´chelle plus fine
sont plus grandes que γlp a` l’e´chelle plus grossie`re ce qui est cohe´rent avec le fait que les
coefficients d’ondelettes a` l’e´chelle plus fine sont ge´ne´ralement plus parcimonieux.
En observant le tableau 5.4, on peut aussi remarquer que les re´sultats de BV-MGSt
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(a) (b)
(c) (d) (e)
Figure 5.5 – (a) L’image vraie, (b) l’image floue, SNR = 40dB, (c) le seuillage ite´ratif,
(d) l’approche BV-MGSt et (e) l’approche BV-MGGG.
Table 5.5 – Hyperparame`tres γlp estime´s par l’approche BV-MGGG pour Cameraman.
E´chelle de la plus grossie`re a` la plus fine : 3→ 1.
Approximation E´chelle Horizontale Verticale Diagonale
γlp 0.04
3 12.32 10.07 41.37
2 143.29 110.22 772.81
1 1.16e+03 1.14e+03 2.41e+03
sont moins bons que les re´sultats de BV-MGGG. Nous montrons dans la figure 5.6 les
histogrammes des coefficients reconstruits par l’approche BV-MGSt (voir la premie`re ligne
de la figure 5.6) et par l’approche BV-MGGG (voir la deuxie`me ligne de la figure 5.6). En
comparant les histogrammes dans les deux lignes, nous pouvons voir que les histogrammes
obtenus par BV-MGSt sont plus pique´s autour de ze´ro que ceux obtenus par BV-MGGG.
Il nous semble que l’utilisation de Student fait une ope´ration ressemblant au seuillage dur
qui donne des reconstructions de moins bonne qualite´ pour les images naturelles.
Au dessus, nous avons montre´ les valeurs de γlp. Dans la suite, nous montrons aussi
la valeur de la pre´cision du bruit estime´e. Comme nous connaissons la vraie valeur du
bruit (γ−1n ), nous comparons donc les valeurs estime´es avec la vraie valeur de γn par le
tableau 5.6. Nous pouvons voir que pour les deux images teste´es, nos deux approches
donnent des estimations relativement pre´cises, par exemple, dans le cas de l’image Lena,
l’erreur relative de l’estimation de γn de l’approche BV-MGSt est 5.7% et l’erreur relative
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Figure 5.6 – Les histogrammes des coefficients des ondelettes dans l’intervalle
[−0.1, 0.1]. Premie`re ligne : BV-MGSt, deuxie`me ligne : BV-MGGG. (a) Lena, (b)
Cameraman.
donne´e par l’approche BV-MGGG est 9.7%, dans le cas de l’image Cameraman, l’erreur
relative de l’approche BV-MGSt est 4.7% et l’erreur relative de l’approche BV-MGGG est
10.4%. Dans le tableau 5.6, nous pouvons remarquer que nos approches ont sous-estime´
la pre´cision du bruit. Ceci est probablement duˆ au fait qu’une partie du bruit est explique´
par l’a priori qui est blanc comme le bruit. Par conse´quent, les approches ont mis moins
de confiance aux donne´es.
Table 5.6 – Les valeurs de γn estime´es par nos approches : BV-MGSt et BV-MGGG
valeur vraie BV-MGSt BV-MGGG
Lena 2.2619× 105 2.1336× 105 2.0404× 105
Cameraman 1.0951× 105 1.0432× 105 9.8090× 104
Comparaison avec la de´convolution base´e sur TV (L’approche du chapitre 4)
Les approches base´es sur l’a priori TV et l’a priori a` variables cache´es de type Ge-
man de´veloppe´es au chapitre 4 permettent de re´soudre des proble`mes inverses line´aires
quelconques (A quelconque) de grande taille. Par conse´quent, elles peuvent eˆtre aussi
utilise´es pour re´soudre le proble`me de de´convolution. Comme pour l’image Lena et Ca-
meraman, l’a priori TV marche mieux que l’a priori a` variables cache´es de type Geman.
Nous montrons donc seulement les comparaisons avec l’approche base´e sur l’a priori TV.
Nous avons applique´ l’approche base´e sur TV sur les donne´es de la figure 5.4 (b)
et la figure 5.5 (b). Nous observons dans les figures 5.7 (a) et (b) les reconstructions
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obtenues utilisant l’approche base´e sur TV. Les valeurs PSNR de chaque reconstruction
sont montre´es en bas de chaque image. Pour faciliter les comparaisons, nous remettons
les reconstructions de l’approche BV-MGGG dans les figures 5.7 (c) et (d). En comparant
les re´sultats de la ligne en haut et les re´sultats de la ligne en bas, nous pouvons voir que
les qualite´s des images sont comparables. Si on compare les PSNR des reconstructions
(montre´es en bas de chaque image), nous pouvons voir que pour Lena, c’est l’approche
BV-MGGG qui donne un re´sultat un peu meilleur, mais pour Cameraman, c’est l’approche
base´e sur TV qui est un peu meilleure. En fait, l’image Cameraman est plutoˆt re´gulie`re
par morceau et l’a priori TV marche tre`s bien pour ce type d’images. Par contre, dans
l’image Lena, il existe plus de de´tails. Dans ce cas, c’est l’approche base´e sur un a priori
dans le domaine des ondelettes qui marche mieux.
(a) PSNR : 29.01 dB (b) PSNR : 28.78 dB
(c) PSNR : 29.31 dB (d) PSNR : 28.20 dB
Figure 5.7 – Premie`re ligne : les re´sultats obtenus avec l’a priori TV, deuxie`me ligne :
les re´sultats obtenus par BV-MGGG.
5.6 Conclusion
Dans ce chapitre, nous avons de´veloppe´ une approche non-supervise´e base´e sur un
a priori de la famille GSM dans un domaine transforme´, a` l’aide de l’approximation
baye´sienne variationnelle. Cette approche est assez ge´ne´rale : elle est valable pour diverses
proble`mes inverses line´aires, diffe´rentes transformations peuvent eˆtre utilise´es et la loi a
priori peut eˆtre une loi quelconque dans la famille GSM pourvu que sa densite´ soit
explicitement connue.
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Pour introduire des informations de parcimonie, nous avons ensuite conside´re´ deux lois
de la famille GSM : la loi de Student et la loi gaussienne ge´ne´ralise´e. Les approches base´es
sur les deux lois ont e´te´ teste´es dans deux proble`mes inverses line´aires : un proble`me de
de´bruitage bien-pose´, un proble`me de de´convolution tre`s mal-pose´. Les re´sultats obtenus
montrent que l’approche utilisant la loi gaussienne ge´ne´ralise´ donne des re´sultats meilleurs
que ceux obtenus par l’approche utilisant la loi de Student ce qui sugge`re que, la loi
gaussienne ge´ne´ralise´e permet de mieux de´crire des coefficients d’ondelettes des images
naturelles. Nous avons aussi montre´ les comparaisons avec des re´sultats d’un seuillage
ite´ratif avec un seuil optimal. Dans tous les proble`mes, l’approche utilisant la loi gaus-
sienne ge´ne´ralise´e a donne´ des re´sultats de qualite´ e´quivalente au seuillage optimal. Ceci
est duˆ au fait que notre approche choisit diffe´rents hyperparame`tres (diffe´rents seuils)
pour les coefficients de type diffe´rent. Nous avons montre´ a` l’aide d’histogrammes sur
les coefficients que les hyperparame`tres e´taient ajuste´s de manie`re cohe´rente. Enfin nos
approches sont re´ellement non supervise´es, nous avons montre´ qu’avec les meˆmes initia-
lisations et les meˆmes parame`tres de forme, nous obtenons de tre`s bons re´sultats aussi
bien sur un proble`me bien pose´ (de´bruitage) que sur un proble`me mal pose´. Notons que
nous avons fait d’autres types de simulation qui conforte ce re´sultat que nous n’avons pas
montre´ ici (reconstruction de donne´es tomographiques).
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Conclusions et perspectives
6.1 Bilan des travaux
Dans le cadre de cette the`se, notre pre´occupation principale est la re´solution efficace
de proble`mes inverses de grande taille. De plus nous voulons de´velopper des approches
non supervise´es. Pour ce faire, nous avons conside´re´ des approches baye´siennes qui per-
mettent d’estimer conjointement l’objet d’inte´reˆt et les hyperparame`tres. Dans ce cadre,
la difficulte´ principale est que la loi a posteriori est en ge´ne´ral complexe. La de´termination
d’un estimateur a` partir de cette loi a posteriori dans ce contexte est tre`s difficile. Pour
re´soudre ce proble`me, nous nous sommes inte´resse´s a` l’approximation baye´sienne varia-
tionnelle (BV) qui offre une approximation se´parable de la loi a posteriori. Cette approche
est tre`s inte´ressante car elle permet de lever les difficulte´s qui proviennent du lien complexe
entre les parame`tres d’inte´reˆt et les hyperparame`tres.
La premie`re contribution de cette the`se consiste a` transposer les me´thodes d’optimi-
sation de sous-espace dans l’espace fonctionnel implique´ dans le cadre BV. Notons que ce
proble`me est loin d’eˆtre trivial car la structure des espaces fonctionnels est diffe´rente des
espaces de Hilbert utilise´s dans l’optimisation parame´trique. Nous avons donc propose´
dans chapitre 3 une nouvelle me´thode d’approximation baye´sienne variationelle. Cette
me´thode a e´te´ ensuite applique´e a` un proble`me inverse line´aire de petite taille afin de
mener une comparaison avec les approches classiques. Cette comparaison a montre´ que la
me´thode propose´e est beaucoup plus efficace que celle de l’e´tat de l’art : plus de 20000 fois
plus rapide que MCMC, plus de 100 fois plus rapide que les approches BV classiques et
vers 7 fois plus rapide que l’approche BV de type gradient. De plus, nous avons e´tudie´ deux
sous-espaces d’ordre deux diffe´rents : un sous-espace de gradient (SG) et un sous-espace
de me´moire de gradient (MG). Nous avons montre´ que la me´thode d’approximation BV
base´ sur le sous-espace MG (BV-MG) est plus rapide que celle base´e sur le sous-espace SG
(BV-SG). Ceci peut eˆtre explique´ par le fait que la direction pre´ce´dente incluse dans le
sous-espace MG est plus informative que le gradient pre´ce´dent inclus dans le sous-espace
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SG.
Nous avons voulu ensuite confronter notre nouvelle me´thodologie a` des proble`mes
de traitement d’images de grande taille. De plus nous avons voulu favoriser les images
re´gulie`res par morceau. Nous avons donc utilise´ un a priori de Variation Total (TV). Les
difficulte´s lie´es a` l’utilisation de ce type d’a priori dans un contexte baye´sien variationnel
sont de deux ordres. Premie`rement cet a priori n’est pas conjugue´ avec la vraisemblance ce
qui est une des conditions de l’application des approches BV. Deuxie`mement, l’estimation
non supervise´e ne´cessite de connaˆıtre de manie`re explicite la fonction de partition de l’a
priori. Dans cette the`se, nous avons re´solu le proble`me de conjugaison de la loi TV en
utilisant la technique Minoration-Maximisation qui nous permet d’obtenir une variante
conjugue´e a` chaque ite´ration. Par conse´quent, nous avons pu appliquer notre algorithme
d’approximation BV-MG ce qui nous a permis d’obtenir une approche non-supervise´e.
Ensuite, l’approche propose´e a e´te´ teste´e sur un proble`me de super-re´solution. Nous avons
montre´ que l’approche propose´e est environs 5 fois plus rapide que l’approche BV classique
et vers 1.9 fois plus rapide que l’approche BV de type gradient.
Dans le but d’introduire des informations de re´gularite´ par morceau, nous avons aussi
conside´re´ une loi a priori a` variables cache´es de type Geman : la loi du parame`tre d’inte´reˆt
sachant les variables cache´es est une loi gaussienne corre´le´e et les variables cache´es suivent
une loi de Laplace. Dans ce travail, deux difficulte´s ont e´te´ rencontre´es. – Premie`rement,
la loi de Laplace n’est pas une loi conjugue´e pour les variables cache´es. Pour contourner
ce proble`me, nous avons cherche´ une loi approchante sous-optimale dont la forme est
fixe´e a` une loi Dirac. – Deuxie`mement, cette loi a` variables cache´es de´pend de deux
hyperparame`tres. Cependant l’estimation de ces deux hyperparame`tres est proble´matique.
En effet, on estime conjointement deux parame`tres qui modifient simultane´ment la forme
et l’e´chelle de la loi. Dans ce mode`le, nous ne pouvons pas introduire d’information de
parcimonie (dans les gradients) car ceci ne´cessite de fixer la forme de la loi. Pour re´soudre
ce proble`me, nous avons propose´ une reparame´trisation qui nous permet d’obtenir un
parame`tre de forme et un parame`tre d’e´chelle. Nous fixons donc le parame`tre de forme et
nous estimons le parame`tre d’e´chelle qui va nous permettre de re´gler le compromis entre
l’information provenant des donne´es et celle provenant de l’a priori. La de´termination
de la loi approchante de ce nouveau hyperparame`tre donne une loi non conventionnelle
donc les moments sont difficiles a` de´terminer lorsque la taille du proble`me est grande.
Pour contourner ce proble`me, nous avons estime´ ses moments en utilisant l’approche
MCMC. Nous obtenons donc une approche hybride entre approximation analytique et
approximation stochastique. Notons ici que cette approche stochastique ne re´duit que
faiblement la performance globale de l’approche car nous estimons seulement un parame`tre
scalaire. Pour finir nous avons compare´ cette nouvelle approche (type Geman) a` l’approche
pre´ce´dente (TV). Nous avons constate´ que l’approche type Geman introduisait plus de
parcimonie dans les gradients que l’approche TV. Contrairement a` ce qui est couramment
e´crit dans l’e´tat de l’art le maximum de parcimonie ne conduit pas force´ment aux meilleurs
re´sultats. Pour les images “naturelles” comme Lena ou le Jetplane, c’est l’approche TV qui
donne les meilleurs re´sultats. Par contre, sur une image de Mire qui posse`de des diffe´rences
finies tre`s parcimonieuses c’est l’approche type Geman qui l’emporte.
La dernie`re contribution de cette the`se consiste a` tirer partie de la de´composition sur
un dictionnaire afin de simplifier notre proble`me baye´sien variationnel. En effet, les lois
a priori introduites pre´ce´demment sont corre´le´es ce qui rend l’estimation des parame`tres
d’e´chelle tre`s complique´e : nous sommes souvent confronte´ a` une fonction de partition non
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explicite. Pour introduire les informations de´sire´es en utilisant des lois de forme simple,
nous avons conside´re´ de travailler dans un domaine transforme´, plus particulie`rement,
dans le domaine des ondelettes. En fait, les coefficients d’ondelettes des images naturelles
sont ge´ne´ralement parcimonieux. De plus, nous pouvons introduire une information de
corre´lation sur l’objet recherche´ a` travers un a priori se´parable sur les coefficients d’onde-
lettes. Pour de´crire la parcimonie, nous avons conside´re´ des lois de la famille de me´lange
scalaire de gaussiennes par changement d’e´chelle (GSM) car cette famille comprend une
varie´te´ des distributions permettant d’introduire une varie´te´ des informations. En plus,
les distributions de la famille GSM peuvent eˆtre e´crites sous une forme relativement plus
simple pour l’application de l’approximation BV. Une contribution principale du chapitre
5 est de de´velopper une approche non-supervise´e pour les lois de la famille GSM dont la
densite´ est explicitement connue, en utilisant l’approche d’approximation BV-MG. Nous
avons teste´ notre nouvelle approche sur deux proble`mes inverses de nature tre`s diffe´rente :
de´bruitage et de´convolution. Nous avons montre´ au travers de ces re´sultats que notre ap-
proche est re´ellement non supervise´e car nous obtenons des tre`s bons re´sultats pour les
deux proble`mes traite´s avec exactement les meˆmes parame`tres et les meˆmes initialisa-
tions. Nous avons aussi fait la meˆme constatation que pour l’approche TV, la plus forte
parcimonie dans le domaine des ondelettes ne donne pas les meilleurs re´sultats, c’est pour-
quoi l’approche utilisant des gaussiennes ge´ne´ralise´es donne les meilleurs re´sultats sur des
images “naturelles” que les approches utilisant la loi de Student.
6.2 Perspectives
Perspectives a` court terme :
• Une validation de l’approche sur des donne´es re´elles serait tre`s utile. Nous pourrions
voir si les comportements observe´s sur les simulations sont identiques a` ceux sur
donne´es re´elles. En particulier, la statistique du bruit sur les donne´es re´elles s’e´loigne
de la gaussianite´ et de l’inde´pendance.
• Dans le chapitre 4, nous avons vu que l’approche de type Geman avait des re´sultats
limite´s car elle imposait une “trop” forte parcimonie dans les images de diffe´rences
finies. Une ide´e serait d’introduire d’autres diffe´rences finies (pas uniquement hori-
zontale et verticale), et d’appliquer ce type d’approche sur des proble`mes de controˆle
non destructif ou` les objets posse`dent une grande re´gularite´ par morceau.
• Dans le chapitre 5, on estime des lois approchantes sur les coefficients d’ondelettes,
puis on en de´duit un estimateur de l’objet d’inte´reˆt. Pour l’instant, cet estimateur est
extreˆmement simple. Nous pourrions utiliser en particulier la variance a posteriori
des coefficients afin d’ame´liorer l’estimation de l’objet d’inte´reˆt.
Strate´gie de pas
Nous avons propose´ une nouvelle me´thode d’approximation baye´sienne variationnelle
base´e sur la me´thode d’optimisation de sous-espace. Cette me´thode est une me´thode
ite´rative avec un pas sous-optimal de´termine´ par la strate´gie de type backtracking : on
calcule un pas initial en maximisant le de´veloppement de Taylor d’ordre deux du crite`re,
et ensuite on teste si le pas obtenu fait augmenter le crite`re, sinon, on divise le pas
123
CHAPITRE 6. CONCLUSIONS ET PERSPECTIVES
initial par deux ite´rativement jusqu’a` obtenir un pas assurant l’augmentation du crite`re.
En fait, la vitesse de convergence de la me´thode de´pend du pas choisi. En ame´liorant
la strate´gie de recherche de pas, on peut ame´liorer la vitesse de convergence de notre
me´thode. Chouzenoux et al. [CIM11] ont propose´ une strate´gie de pas par Majoration-
Minoration efficace pour la me´thode d’optimisation de sous-espace dans l’espace Hilbert.
Une ame´lioration possible de notre me´thode est donc d’adapter cette strate´gie de pas par
Majoration-Minoration dans notre espace fonctionnel.
Mode`le du bruit
Durant ma the`se, nous sommes concentre´s sur les proble`mes inverses avec un bruit
blanc additif gaussien. Ne´anmoins pour certaines applications, par exemple, en biologie
ou en tomographie par e´mission de positon (TEP), on a besoin d’introduire des bruits de
Poisson ou le bruit Poisson-gaussien.Dans ce cadre, le bruit n’est plus additif et de´pend
des donne´es. Les lois a priori classiques telles que celles que nous avons utilise´es dans ma
the`se ne peuvent donc plus eˆtre conjugue´es avec la vraisemblance de´duite de la statistique
du bruit. Dans un premier temps il faudra de´terminer comment le baye´sien variationnel
peut s’adapter a` ce type de bruit. Un second travail sera alors de de´terminer quels a priori
seraient envisageables et comment les adapter aux applications.
Estimation aveugle
Dans le travail de cette the`se, nous avons suppose´ que la matrice du syste`me A est
connue. Ne´anmoins, en pratique, nous nous confrontons souvent des proble`mes aveugles ou
semi-aveugles ou` la matrice A n’est pas connue ou est partiellement connue. Ce proble`me
est envisageable dans le cadre baye´sien en affectant des lois a priori sur les e´le´ments de
A ou les parame`tres lie´ a` la matrice A et estimant conjointement la matrice A avec le
parame`tre d’inte´reˆt x. Dans ce cas, la loi a posteriori jointe de x et A est tre`s probable
de forme complique´e. Dans ce cas, ce qu’on peut faire est d’utiliser l’approche d’approxi-
mation BV pour ge´ne´rer des lois approchantes qx et qA qui nous permettent d’obtenir
les estimations de x et de A. Une perspective d’ici est donc d’appliquer notre me´thode
d’approximation BV-MG au proble`me aveugle pour avoir des approches efficaces.
Choix de mode`le
L’objective du choix de mode`le est de se´lectionner un meilleur mode`le parmi plu-
sieurs diffe´rents candidats selon les observations y. Le meilleur mode`le est celui qui maxi-
mise l’a posteriori du mode`le p(Mi|y) qui est proportionnel au produit de l’e´vidence de
mode`le p(y|Mi) et de l’a priori de mode`le p(Mi). Ne´anmoins, le calcul de l’e´vidence
est ge´ne´ralement tre`s difficile car on connaˆıt de manie`re explicite uniquement la loi
jointe p(y,x|Mi). Dans ce cas, le calcul de l’e´vidence consiste au calcul de l’inte´grale∫
p(y,x|Mi)dx qui est ge´ne´ralement incalculable analytiquement. Ne´anmoins, l’approche
d’approximation BV peut offrir une estimation de cette e´vidence. Comme nous avons vu
dans (2.7) du chapitre 2, la log-e´vidence ln p(y|Mi) est e´gale a` la somme de l’e´nergie libre
ne´gative et la divergence de Kullback-Leibler entre la loi approchante et la loi a posteriori.
Lorsque l’algorithme BV converge, la divergence de Kullback-Leibler est quasiment nulle.
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Par conse´quent, l’e´nergie libre ne´gative a` convergence peut eˆtre donc une approximation
de ln p(y|Mi).
Traitement re´cursif
Dans les applications telles que le guidage, la navigation et le controˆle des ve´hicules,
on a besoin de faire les mesures en continu et prendre en compte les nouvelles mesures
pour mettre a` jour les estimations. Pour traiter ce type de proble`me, le filtre de Kal-
man est couramment utilise´ afin de re´duire le couˆt de calcul. Ne´anmoins, l’utilisation du
filtre de Kalman ne´cessite le stockage et l’inversion de la matrice de covariance a` chaque
ite´ration, ce qui est impossible lorsque le proble`me est de tre`s grande taille. Pour re´soudre
ce proble`me, une possibilite´ est d’utiliser l’approximation baye´sienne variationnelle, plus
particulie`rement notre approche BV-MG, qui offre une approximation se´parable a` chaque
ite´ration. Dans ce cas, la matrice de covariance est diagonale, on a besoin de stocker
seulement ses e´le´ments diagonaux qui sont de taille plus petite.
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De´tails des calculs de la fonction
interme´diaire
A.1 La de´rivation de qr1i pour le proble`me inverse en uti-
lisant la loi a priori de Student
La fonction interme´diaire qr1i est une fonction exponentielle et son exposant est calcule´
de la manie`re suivante :
ln qr1i (xi) =−
∫ (
γn
2
‖y −Ax‖2 +
N∑
i=1
1
2
γpzix
2
i
)(∏
j 6=i
qkj (xj)dxj
)
qk+1z (z)dz
=C − γn
2
∫ (
xTATAx− 2xTATy)∏
j 6=i
qkj (xj)dxj
−
∫ N∑
i=1
1
2
γpzix
2
i
(∏
j 6=i
qkj (xj)dxj
)
qk+1z (z)dz, (A.1)
ou` C est une constante qui inclut tous les termes inde´pendants de xi.
Pour obtenir ln qr1i (xi), il faut qu’on calcule les inte´grales intervenues. Nous calcu-
lons d’abord l’integrale
∫
xTHx
∏
j 6=i q
k
j (xj)dxj avec la matrice H identifie´e comme A
TA.
Dans ce cas, la matrice H est une matrice syme´trique. En gardant seulement les termes
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de´pendants de xi, nous pouvons obtenir∫
xTHx
∏
j 6=i
qkj (xj)dxj =
∫ N∑
p=1
N∑
l=1
(H)plxpxl
∏
j 6=i
qkj (xj)dxj
=
∫ [
x2i (H)ii + 2xi
∑
p6=i
(H)ipxp
]∏
j 6=i
qkj (xj)dxj + C1
= x2i (H)ii + 2xi
∑
p6=i
(H)ip(mk)p + C1
= x2i (H)ii + 2xi
[ N∑
p=1
(H)ip(mk)p − (H)ii(mk)i
]
+ C1
= x2idiag(H)i + 2xi(Hmk)i − 2xidiag(H)i(mk)i + C1 (A.2)
ou` (H)ij repre´sente un e´le´ment de la matrice H et C1 est une constante e´gale a` la somme
de tous les termes inde´pendants de xi.
Ensuite, nous pouvons calculer facilement l’inte´grale suivante :∫
−2xTATy
∏
j 6=i
qkj (xj)dxj = −2xi(ATy)i + C2. (A.3)
De fac¸on analogue, en gardant seulement les termes de´pendants de xi, la troisie`me
inte´grale est calcule´e comme∫ N∑
i=1
1
2
γpzix
2
i
(∏
j 6=i
qkj (xj)dxj
)
qk+1z (z)dz =
∫
1
2
γpzix
2
i q˜
k+1
i (zi)dzi
=
γp
2
(a)i
(bk+1)i
x2i (A.4)
Remplac¸ant (A.2), (A.3) et (A.4) dans (A.1), nous pouvons obtenir l’expression de
log qr1i (xi) qui nous permet d’obtenir l’expression de q
r1
i (xi) donne´e par (3.38).
128
La de´rivation de qr1i pour le proble`me inverse en utilisant la loi a priori de TV
A.2 La de´rivation de qr1i pour le proble`me inverse en uti-
lisant la loi a priori de TV
Encore une fois, la fonction interme´diaire qr1i est une fonction exponentielle et son
exposant est calcule´ de la manie`re analogue que le cas avec la loi de Student :
log qr1i (xi) =
〈
logL(Θ,y|λk)〉(∏j 6=i qkj )qkγnqkγp
=
∫ [
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)
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2
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2
∫
xT
[
DThΛ
kDh + D
T
v Λ
kDv
]
x
∏
j 6=i
qkj (xj)dxj, (A.5)
ou` C est une constante qui inclut tous les termes inde´pendants de xi.
Dans l’Annexe A.1, j’ai montre´ les calculs pour l’inte´grale
∫
xTHx
∏
j 6=i q
k
j (xj)dxj avec
H comme une matrice syme´trique. Dans (A.5), nous avons deux telles inte´grales avec la
matrice H identifie´e comme ATA et comme DThΛ
kDh+D
T
v Λ
kDv. Remplac¸ant H par ces
deux matrices, nous obtenons les expressions des deux inte´grales correspondantes :∫
xTATAx
∏
j 6=i
qkj (xj)dxj = x
2
idiag
(
ATA
)
i
+ 2xi
(
ATAmk
)
i
− 2xidiag
(
ATA
)
i
(mk)i + C1 (A.6)
et∫
xT
(
DThΛ
kDh + D
T
v Λ
kDv
)
x
∏
j 6=i
qkj (xj)dxj = x
2
idiag(D
T
hΛ
kDh + D
T
v Λ
kDv)i
+ 2xi(D
T
hΛ
kDhmk + D
T
v Λ
kDvmk)i − 2xidiag(DThΛkDh + DTv ΛkDv)i(mk)i + C2
(A.7)
Par ailleurs, l’inte´grale
∫ −2xTATy∏j 6=i qkj (xj)dxj est donne´e par (A.3). En inserant
(A.6), (A.7) et (A.3) dans (A.5), nous obtenons que
log qr1i (xi) = C˜ −
〈γn〉k
2
(
x2idiag
(
ATA
)
i
− 2xi
(
ATy
)
i
+ 2xi
(
ATAmk
)
i
− 2xidiag
(
ATA
)
i
(mk)i
)
− 〈γp〉
k
2
(
x2idiag
(
DThΛ
kDh + D
T
v Λ
kDv
)
i
+ 2xi
(
DThΛ
kDhmk + D
T
v Λ
kDvmk
)
i
− 2xidiag
(
DThΛ
kDh + D
T
v Λ
kDv
)
i
(mk)i
)
, (A.8)
qui nous permet d’obtenir facilement l’expression de qr1i donne´e par (4.27).
129

B
Calculs du pas de l’algorithme
B.1 Calculs pour le pas sous-optimal de l’approche BV
base´ sur le Sous-espace Gradient (BV-SG)
Nous rappelons d’abord que la fonction gk est de´finie comme
gk : R2 → R gk(s) = F (Kk(s)qk(w) exp [Dk(w)s]) . (B.1)
L’algorithme propose´ adopte le pas sous-optimal de´fini par (3.20). Pour de´terminer ce
pas, il faut qu’on calcul le pas initial sˆk dont la formule est rappele´e comme suit :
sˆk = −
(
∂2gk
∂s∂sT
∣∣∣∣
s=0
)−1
∂gk
∂s
∣∣∣∣
s=0
. (B.2)
Pour le calculer, il faut qu’on obtient tout d’abord le gradient (la de´rive´e partielle du
premier ordre) et la matrice hessienne (la de´rive´e partielle du second ordre) au s = 0. Les
deux e´le´ments du gradient de gk(s) au ze´ro sont trouve´s comme pour l = 1, 2,
∂g(s)
∂sl
∣∣∣∣
s=0
= 〈γn〉k
(
∂ms
∂sl
∣∣∣∣
s=0
)T
(ATy −ATAmk)−
N∑
i=1
(
〈γp〉k ∂(ms)i
∂sl
∣∣∣∣
s=0
(a)i
(bk+1)i
(mk)i
)
+
1
2
N∑
i=1
(
∂(σ2s)i
∂sl
∣∣∣∣
s=0
(
−〈γn〉k(ATA)ii − 〈γp〉k (a)i
(bk+1)i
+
1
(σ2k)i
))
, (B.3)
Car nous utilisons un sous-espace de dimension deux, la matrice hessienne est de
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dimension 2× 2 qui est donne´e par
∂2gk
∂s∂sT
∣∣∣∣
s=0
=

∂2gk
∂s21
∣∣∣∣
s=0
∂2gk
∂s1∂s2
∣∣∣∣
s=0
∂2gk
∂s2∂s1
∣∣∣∣
s=0
∂2gk
∂s22
∣∣∣∣
s=0
 . (B.4)
Nous donnons les quatre e´le´ments de la matrice hessienne dans la suite. Ses deux
e´le´ments diagonaux sont trouve´s comme, pour l = 1, 2,
∂2gk
∂s2l
∣∣∣∣
s=0
=〈γn〉k
(
∂2ms
∂s2l
∣∣∣∣
s=0
)T
(ATy −ATAmk)− 〈γn〉k
(
∂ms
∂sl
∣∣∣∣
s=0
)T
ATA
(
∂ms
∂sl
∣∣∣∣
s=0
)
− 〈γp〉k
N∑
i=1
[
∂2(ms)i
∂s2l
∣∣∣∣
s=0
(a)i
(bk+1)i
(mk)i +
(
∂(ms)i
∂sl
∣∣∣∣
s=0
)2
(a)i
(bk+1)i
]
+
1
2
N∑
i=1
[
∂2(σ2s)i
∂s2l
∣∣∣∣
s=0
(
−〈γn〉k(ATA)ii − 〈γp〉k (a)i
(bk+1)i
+
1
(σ2k)
2
i
)]
−
N∑
i=1
[(
∂(σ2s)i
∂sl
∣∣∣∣
s=0
)2
1
2(σ2k)
2
i
]
. (B.5)
Ensuite, la matrice hessienne est syme´trique. Donc les deux autres e´le´ments sont e´gaux
et ils sont trouve´s d’eˆtre de forme suivante :
∂2gk
∂s1∂s2
∣∣∣∣
s=0
=〈γn〉k
(
∂2ms
∂s1∂s2
∣∣∣∣
s=0
)T
(ATy −ATAmk)− 〈γn〉k
(
∂ms
∂s1
∣∣∣∣
s=0
)T
ATA
(
∂ms
∂s2
∣∣∣∣
s=0
)
− 〈γp〉k
N∑
i=1
[
∂2(ms)i
∂s1∂s2
∣∣∣∣
s=0
(a)i
(bk+1)i
(mk)i +
(
∂(ms)i
∂s1
∣∣∣∣
s=0
∂(ms)i
∂s2
∣∣∣∣
s=0
)
(a)i
(bk+1)i
]
+
1
2
N∑
i=1
[
∂2(σ2s)i
∂s1∂s2
∣∣∣∣
s=0
(
−〈γn〉k(ATA)ii − 〈γp〉k (a)i
(bk+1)i
+
1
(σ2k)
2
i
)]
−
N∑
i=1
[(
∂(σ2s)i
∂s1
∣∣∣∣
s=0
∂(σ2s)i
∂s2
∣∣∣∣
s=0
)
1
2(σ2k)
2
i
]
. (B.6)
La formule du gradient (B.3) et les formules de la matrice hessienne (B.5) - (B.6)
montrent que ses e´valuations ne´cessitent des e´tudes de la de´rive´e partielle du premier
ordre et de la de´rive´e partielle du second ordre de ms et de σ
2
s au s = 0.
B.1.1 E´tude des de´rive´es partielles de la moyenne ms et de la
variance σ2s
Nous donnons ici les expressions des de´rive´es de chaque e´le´ment de ms (voir (3.44) et
σ2s (3.45)). Pour la simplicite´, nous omettons les indications de composantes (·)i dans la
suite, c’est a` dire que u repre´sente (u)i dans la suite.
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Calculs pour le pas sous-optimal de l’approche BV base´ sur le sous-espace
Me´moire de Gradient (BV-MG)
Les de´rive´es partielles du premier ordre de la moyenne et de la variance s’e´crivent :
∂ms
∂s
∣∣∣∣
s=0
=
 σ2kσ2r1 (mr1 −mk)
σ2k
σ2r2
(mr2 −mk) + σ
2
k
σ2k−1
(mk −mk−1)
 , (B.7)
∂σ2s
∂s
∣∣∣∣
s=0
=
 σ2k(σ2r1−σ2k)σ2r1
σ4k(σ2r2−σ2k−1)
σ2r2σ
2
k−1
 , (B.8)
(B.9)
Ensuite, les de´rive´es partielles du second ordre de la moyenne sont trouve´es de formes
suivantes :
∂2ms
∂s21
∣∣∣∣
s=0
= 2
σ2k
(
σ2r1 − σ2k
)
(mr1 −mk)
σ4r1
, (B.10)
∂2ms
∂s22
∣∣∣∣
s=0
= 2σ2k
(
1
σ2k−1
− 1
σ2r2
)[
σ2k
σ2r2
(mr2 −mk) +
σ2k
σ2k−1
(mk −mk−1)
]
(B.11)
∂2ms
∂s1∂s2
∣∣∣∣
s=0
= σ4k
(
1
σ2k−1
− 1
σ2r2
)(
mr1
σ2r1
+
mk
σ2k
− 2mk
σ2r1
)
+ σ4k
(
1
σ2k
− 1
σ2r1
)(
mr2
σ2r2
− mk−1
σ2k−1
)
(B.12)
Et les de´rive´es partielles du second ordre sont donne´es par
∂2σ2s
∂s21
∣∣∣∣
s=0
= 2
σ2k
(
σ2r1 − σ2k
)2
σ4r1
, (B.13)
∂2σ2s
∂s22
∣∣∣∣
s=0
= 2
σ6k
(
σ2r2 − σ2k−1
)2
σ4r2σ
4
k−1
, (B.14)
∂2σ2s
∂s1∂s2
∣∣∣∣
s=0
= 2
σ4k
(
σ2r1 − σ2k
) (
σ2r2 − σ2k−1
)
σ2r1σ
2
r2
σ2k−1
. (B.15)
Ces formules nous permettent d’obtenir des de´rive´es partielles de la moyenne et de la
variance qui sont ne´cessaires pour le calcul de ∂g(s)
∂sl
∣∣
s=0
et ∂
2gk
∂s∂sT
∣∣
s=0
. Ensuite, le pas sˆk
peut eˆtre obtenu en utilisant (B.2).
B.2 Calculs pour le pas sous-optimal de l’approche BV
base´ sur le sous-espace Me´moire de Gradient (BV-
MG)
Dans ce cas, un sous-espace diffe´rent est utilise´, ce qui entraˆıne des expressions
diffe´rentes pour ms (voir (3.47)) et pour σ
2
s (voir (3.48)). Ne´anmoins, le pas sˆ
k est encore
de´termine´ par (B.2) et les formules de ∂g(s)
∂sl
∣∣
s=0
et ∂
2gk
∂s∂sT
∣∣
s=0
sont aussi les meˆmes que (B.3)
et (B.5-B.6). En raison que ms et σ
2
s sont calcule´s diffe´remment, leurs de´rive´es partielles
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sont alors de formes diffe´rentes. Premie`rement, les de´rive´es partielles du premier ordre
sont donne´es par
∂ms
∂s
∣∣∣∣
s=0
=
 σ2kσ2r1 (mr1 −mk)
σ2k
σ2k−1
(mk −mk−1)
 , (B.16)
∂σ2s
∂s
∣∣∣∣
s=0
=
 σ2k(σ2r1−σ2k)σ2r1
σ2k(σ2k−σ2k−1)
σ2k−1
 . (B.17)
Ensuite, nous calculons les de´rive´es partielles du second ordre qui nous donne
∂2ms
∂s21
∣∣∣∣
s=0
= 2
σ2k
(
σ2r1 − σ2k
)
(mr1 −mk)
σ4r1
, (B.18)
∂2ms
∂s22
∣∣∣∣
s=0
= 2
σ4k
σ2k−1
(
1
σ2k−1
− 1
σ2k
)
(mk −mk−1) , (B.19)
∂2ms
∂s1∂s2
∣∣∣∣
s=0
= σ4k
(
1
σ2k−1
− 1
σ2k
)(
mr1
σ2r1
+
mk
σ2k
− 2mk
σ2r1
)
+ σ4k
(
1
σ2k
− 1
σ2r1
)(
mk
σ2k
− mk−1
σ2k−1
)
. (B.20)
Et les de´rive´es partielles du second ordre sont donne´es par
∂2σ2s
∂s21
∣∣∣∣
s=0
= 2
σ2k
(
σ2r1 − σ2k
)2
σ4r1
, (B.21)
∂2σ2s
∂s22
∣∣∣∣
s=0
= 2
σ2k
(
σ2k − σ2k−1
)2
σ4k−1
, (B.22)
∂2σ2s
∂s1∂s2
∣∣∣∣
s=0
= 2
σ2k
(
σ2r1 − σ2k
) (
σ2k − σ2k−1
)
σ2r1σ
2
k−1
. (B.23)
Ces formules nous permettent d’obtenir des de´rive´es partielles de la moyenne et de
la variance, ce qui nous permet de calculer la de´rive´e du premier ordre et la de´rive´e du
second ordre de la fonction gk(s) au ze´ro. Finalement, le pas sˆk est obtenu en utilisant
(B.2).
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C
De´tails de calculs du Chapitre 4
C.1 De´tails de calculs de la variable auxiliaire λi
Le maximum de FL est atteint a` son point critique qui est calcule´ comme suit :
λk+1i = arg max
λi∈R+
FL(qk+1x qkγnqkγp ,λ)
= arg max
λi∈R+
∫
qk+1x (x)q
k
γn(γn)q
k
γp(γp) ln
(
L(x, γn, γp,y|λ)
qk+1x (x)q
k
γn(γn)q
k
γp(γp)
)
dxdγndγp. (C.1)
En fait, dans l’expression pre´ce´dente, il n’y a que L(x, γn, γp,y|λ) de´pendant de λ. En
ne´gligeant les termes inde´pendants de λ, nous pouvons obtenir
λk+1i = arg max
λi∈R+
∫
qk+1x (x)q
k
γn(γn)q
k
γp(γp) lnL(x, γn, γp,y|λ)dxdγndγp
= arg max
λi∈R+
−
∫
qk+1x (x)q
k
γn(γn)q
k
γp(γp)γp
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i + λi
2
√
λi
dxdγndγp
= arg min
λi∈R+
∫
qk+1x (x)
N∑
i=1
(Dhx)
2
i + (Dvx)
2
i + λi
2
√
λi
dx
= arg min
λi∈R+
N∑
i=1
Eqk+1x [(Dhx)
2
i + (Dvx)
2
i ] + λi
2
√
λi
= Eqk+1x
[
(Dhx)
2
i + (Dvx)
2
i
]
. (C.2)
Lorsque qk+1x est la densite´ d’une loi gaussienne multi-dimensionnelle de moyenne mk+1
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et de matrice de variance Σk+1, on peut calculer l’expectation (C.2) comme ci-dessous :
λk+1i =Eqk+1x
[
(Dhx)
2
i + (Dvx)
2
i
]
=Eqk+1x
[
xT (Dh)
T
i (Dh)ix + x
T (Dv)
T
i (Dv)ix
]
=
∫ N∑
i=1
N∑
j=1
xixj
[
(Dh)
T
i (Dh)i
]
ij
qk+1x (x)dx +
∫ N∑
i=1
N∑
j=1
xixj
[
(Dv)
T
i (Dv)i
]
ij
qk+1x (x)dx
=
N∑
i=1
N∑
j=1
∫
xixj
[
(Dh)
T
i (Dh)i
]
ij
qk+1x (x)dx +
N∑
i=1
N∑
j=1
∫
xixj
[
(Dv)
T
i (Dv)i
]
ij
qk+1x (x)dx
(C.3)
Pour le calculer, nous calculons d’abord
∫
xixj(H)ijq
k+1
x (x)dx. Car la matrice de co-
variance de qk+1x est Σk+1, nous pouvons e´crire∫
xixjq
k+1
x (x)dx = (Σk+1)ij + (mk+1)i(mk+1)j (C.4)
Par conse´quent,∫
xixj(H)ijq
k+1
x (x)dx = (Σk+1)ij(H)ij + (mk+1)i(mk+1)j(H)ij. (C.5)
En conse´quence,
λk+1i =
N∑
i=1
N∑
j=1
[
(mk+1)i(mk+1)j
[
(Dh)
T
i (Dh)i
]
ij
+ (Σk+1)ij
[
(Dh)
T
i (Dh)i
]
ij
]
+
N∑
i=1
N∑
j=1
[
(mk+1)i(mk+1)j
[
(Dv)
T
i (Dv)i
]
ij
+ (Σk+1)ij
[
(Dv)
T
i (Dv)i
]
ij
]
=mTk+1(Dh)
T
i (Dh)imk+1 + m
T
k+1(Dv)
T
i (Dv)imk+1
+
N∑
i=1
N∑
j=1
(Σk+1)ij
[
(Dh)
T
i (Dh)i
]
ij
+
N∑
i=1
N∑
j=1
(Σk+1)ij
[
(Dv)
T
i (Dv)i
]
ij
=(Dhmk+1)
2
i + (Dvmk+1)
2
i + trace
[
(Dh)
T
i (Dh)iΣk+1)
]
+ trace
[
(Dv)
T
i (Dv)iΣk+1)
]
. (C.6)
C.2 Calculs de la fonction de partition de la loi a priori de
type Geman Zx|b
Nous calculons la fonction de partition Zx|b donne´e par (4.46) en transposant les
calculs de l’inte´gral dans le domaine de Fourier.
Notons d’abord les noyaux de convolution correspondant aux matrices Dh et Dv par
dh et dv, respectivement. En outre, nous utilisons ∗ a` de´noter l’ope´rateur de convolution.
En conse´quence, nous pouvons e´crire Dhx = dh ∗ x et Dvx = dv ∗ x. Par ailleurs, ◦a
repre´sente la transforme´e de Fourier du vecteur a.
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En utilisant le the´ore`me de Parseval, nous pouvons obtenir que
‖Dhx− bh‖2+‖Dvx− bv‖2 = ‖
◦
dh ◦ ◦x−
◦
bh‖2 + ‖
◦
dv ◦ ◦x−
◦
bv‖2
=
∑
i
{[
(
◦
dh)i(
◦
x)i − (
◦
bh)i
]2
+
[
(
◦
dv)i(
◦
x)i − (
◦
bv)i
]2}
=
∑
i
{[
(
◦
dh)
2
i + (
◦
dv)
2
i
]
(
◦
x)2i + (
◦
bh)
2
i + (
◦
bv)
2
i
− 2
[
(
◦
dh)i(
◦
bh)i + (
◦
dv)i(
◦
bv)i
]
(
◦
x)i
}
=
∑
i
{[
(
◦
dh)
2
i + (
◦
dv)
2
i
]( ◦x)i − ( ◦dh)i( ◦bh)i + ( ◦dv)i( ◦bv)i
(
◦
dh)2i + (
◦
dv)2i
2
+
(
(
◦
dh)i(
◦
bv)i − (
◦
dv)i(
◦
bh)i
)2
(
◦
dh)2i + (
◦
dv)2i
}
. (C.7)
Donc, la fonction de partition Zx|b peut eˆtre calcule´e dans le domaine de la transforme´e
de Fourier graˆce a` un changement de variable :
Zx|b =
∫
exp
[
−γd
2
(‖Dhx− bh‖2 + ‖Dvx− bv‖2)] dx
=(2pi)N/2γ
−N/2
d
∏
i
[
(
◦
dh)
2
i + (
◦
dv)
2
i
]−1/2
× exp
−γd2
(
(
◦
dh)i(
◦
bv)i − (
◦
dv)i(
◦
bh)i
)2
(
◦
dh)2i + (
◦
dv)2i

=cγd
−N/2 exp
−γd2
N∑
i
(
(
◦
dh)i(
◦
bv)i − (
◦
dv)i(
◦
bh)i
)2
(
◦
dh)2i + (
◦
dv)2i
 (C.8)
ou` c est un facteur qui est le produit de tous les termes inde´pendants de γd,
◦
bh et
◦
bv.
Nous pouvons donc facilement obtenir
Zx|b ≤ cγd−N/2 (C.9)
car le troisie`me facteur exponentiel dans (C.8) est strictement infe´rieur a` un.
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Titre : Algorithmes baye´siens variationnels acce´le´re´s et applications aux proble`mes
inverses de grande taille.
Re´sume´ : Dans le cadre de cette the`se, notre pre´occupation principale est de
de´velopper des approches non supervise´es et efficaces pour les proble`mes inverses de
grande taille. Pour ce faire, nous avons conside´re´ des approches entie`rement baye´siennes.
Dans ce cadre, la difficulte´ principale est que la loi a posteriori est en ge´ne´ral complexe.
Pour re´soudre ce proble`me, nous nous inte´ressons a` l’approximation baye´sienne variation-
nelle (BV) qui de´termine une approximation se´parable de la loi a posteriori. Ne´anmoins,
les approches BV classiques souffrent d’une vitesse de convergence faible.
La premie`re contribution de cette the`se consiste a` transposer les me´thodes d’optimi-
sation de sous-espace dans l’espace fonctionnel pertinent dans le cadre BV, ce qui nous
permet de proposer une nouvelle me´thode d’approximation BV plus efficace. Nous avons
montre´ l’efficacite´ de notre nouvelle me´thode en la comparant aux approches de l’e´tat de
l’art.
La deuxie`me contribution consiste a` appliquer notre nouvelle me´thodologie a` des
proble`mes de traitement d’images ou` nous introduisons l’information de re´gularite´ par
morceau. Pour cela, nous avons conside´re´ trois types d’a priori diffe´rents : un a priori
de la variation totale sur les valeurs des pixels, un a priori a` variables cache´es utilisant
un me´lange de gaussiennes par changement de positions sur les valeurs des pixels et les
a priori de la famille de me´lange de gaussiennes par changement d’e´chelle (GSM) sur les
coefficients d’ondelettes d’images. Ces diffe´rentes approches permettent d’avoir de bon
re´sultats sur les images re´gulie`res par morceau.
Title : Fast variational Bayesian algorithms and application to large dimensional
inverse problems.
Abstract : In this thesis, our main objective is to develop efficient unsupervised
approaches for large dimensional inverse problems. To do this, we consider fully Baye-
sian approaches. In this context, the major difficulty is that the posterior distribution
is generally complex. To tackle this problem, we consider variational Bayesian (VB) ap-
proximation, which determines a separable approximation of the posterior distribution.
Nevertheless, classical VB approaches suffer from slow rate of convergence.
The first contribution of this thesis is to transpose the subspace optimization methods
to the functional space involved in the VB framework, which allows us to propose a more
efficient VB approximation method. We have shown the efficiency of the proposed method
by comparisons with state of the art approaches.
The second contribution is to apply our new methodology to image processing pro-
blems where numerous images are piecewise smooth. To introduce such prior information,
we have considered three types of prior distributions : a total variation prior for the pixel
values, a Gaussian location mixture-like prior for the pixel values and sparse priors of the
Gaussian scale mixture family for the wavelet coefficients of images. These approaches
allow us to obtain good results for piecewise smooth images.
