Abstract. A methodology is introduced based on first-order logic, for the design and decomposition of abstract domains for abstract interpretation. First, an assertion language is chosen that describes the properties of interest. Next, abstract domains are defined to be suitably chosen sets of assertions. Finally, computer representations of abstract domains are defined in the expected way, as isomorphic copies of their specification in the assertion language. In order to decompose abstract domains, the notion of prime (conjunctive) factorization of sets of assertions is introduced. We illustrate this approach by considering typical abstract domains for ground-dependency and aliasing analysis in logic programming.
Introduction
In the theory of abstract interpretation [3] , abstract domains are (computer) representations of properties. The semantics of an abstract domain is given by a function called concretization, that maps elements of the abstract domain into elements of a 'concrete domain'. Two fundamental aspects of the study of abstract domains are the investigation of representations supporting efficient implementations, and the comparative analysis of the properties represented by abstract domains. This paper is concerned with the latter aspect.
Previous work on this subject is mainly based on two equivalent techniques (cf. [3]): Galois connections and closure operators. In [3] comparison of abstract domains is defined by means of the notion of abstraction, where an abstract domain is more abstract than another one if there is a Galois insertion from the first into the latter. This notion is weakened in [7] , where the comparison is defined w.r.t, a given property, by means of the notion of quotient of one abstract domain w.r.t, another one, describing the part of the former abstract domain that is useful for computing the information described by the latter one. In [4] , the approach based on closure operators is used for investigating domain complementation in abstract interpretation. The authors formalize the concept of decomposition of an abstract domain, as a set of abstract domains whose reduced product yields the initial abstract domain and use the notion of pseudo-complement fol: decomposing abstract domains.
In this paper we propose a method based on first-order logic for the design and decomposition of abstract domains. First, an assertion language is chosen whose syntax specifies the properties of interest, and whose semantics is fixed by means of a structure characterizing the meaning of the predicates in accordance with the properties they are supposed to describe. Next, an abstract domain is defined to be a suitably chosen set of assertions. Finally, computer representations of abstract domains are defined in the expected way, i.e., they have to respect (i.e, be isomorphic to) their specification in the assertion language. In order to decompose abstract domains, the notion of prime (conjunctive) factorization of sets of assertions is introduced. This is a standard algebraic notion of factorization, where an abstract domain is factorized in pairwise 'disjoinU parts.
This method has various benefits. First, it allows one to focus only on the abstract domains that describe the properties of interest, that are those expressible in the chosen assertion language. This is not the case for the standard methods above mentioned, where all possible abstract domains (on the concrete domain) are taken into account. Moreover, using our method abstract domains can be decomposed in 'disjoint' factors. This desirable property is not guaranteed in the decompositions obtained using the approach of I4]. Finally, the two phases of design and computer representation of an abstract domain are neatly separated, where the design phase is performed at the logical level.
We illustrate this approach by considering typical abstract domains for ground-dependency and aliasing analysis in logic programming. The fragment L of a first-order assertion language introduced in [13] (actually, a slight extension of this) is used. Logical descriptions of various abstract domains are given: De] [8] and Pos [14, 15] for ground-dependency analysis; Sharing [10] and ASub [18] for aliasing analysis. Maximal factorizations for these domains are obtained by inspecting the structure of the assertions in the abstract domains, and they are used for analyzing and comparing the abstract domains.
The paper is organized as follows. The next section introduces our methodology. Section 3 presents an assertion language for the design of typical abstract domains for logic programming, and Section 4 contains a comparative study of various abstract domains for logic programming. Finally, Section 5 contains a discussion on related work and some conclusive remarks.
Abstract Domains in Assertion Form
First-order logic is a familiar formalism, used for specifying as well as for reasoning about properties. We show in this section how first-order logic can be used for the design and decomposition of abstract domains for abstract interpretation.
Here and in the sequel Z: denotes a generic assertion language. We assume that 1;he semantics of the predicates in s is fixed according to their intended meaning, by a given structure denoted by/vl. Assertions are indicated by r ~b. As already mentioned, abstract domains represent properties of some syntactic objects, usually a subset of the "variables of the considered program. Thus, the definition of abstract domain we give is parametric with respect to a set V
