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Abstract
This paper surveys recent work in matroid representation theory and discusses a number of open
problems.
© 2005 Published by Elsevier B.V.
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1. Introduction
Whitney [36] introduced matroids as a means of axiomatising combinatorial properties
of ﬁnite sets of vectors in a vector space; the independent sets of the matroid being the sets
that are linearly independent in the vector space. Of course, manymatroids do not arise from
vector spaces in this way and matroid representation theory began whenWhitney noted that
“the fundamental question of completely characterizing systems which represent matrices
is left unsolved.”
In its broadest interpretation, Whitney’s question remains unanswered but substantial
progress has been made. Moreover, attacks on the problem have led to some of the deepest
and most beautiful theorems in matroid theory. Currently matroid representation theory is
one of the most active areas of research in the subject.
This survey is quite informal. The intention is to convey something of the spirit of the
subject, to give the reader a rough guide to the more recent literature and to state what I
believe to be the most interesting current open problems and conjectures. I take a personal
perspective and make no claim to be balanced. Neither is the survey comprehensive. It is
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assumed that the reader is familiar with the basics of matroid theory. Notation and termi-
nology follows Oxley [19], a text that may be useful to have at hand while reading this
paper. In particular, theAppendix of [19] gives geometric representations and discusses the
properties of many of the matroids named in this paper.
2. Rota’s Conjecture
Whitney’s question probably referred to representations over the real numbers; after all,
his example of a “matroid with no corresponding matrix” is the Fano matroid F7, which is
certainly representable by a matrix over GF(2). From our perspective it makes more sense
to ﬁx a ﬁeld F, and ask for a characterization of the class of F-representable matroids. But
what do we mean by a characterization? In an ideal world one would have a polynomial
time algorithm that determines F-representability for a matroid given by, say, a rank oracle.
However, Seymour [32] has given examples that show there is no polynomially bounded
algorithm to test if a matroid is binary and it is easy to extend these examples to obtain the
analogous result for any ﬁeld.
In the light of Seymour’s negative example, the best we can ask for are theorems that
enable us to prove in polynomial time that a given matroid is not representable over a ﬁeld
F, that is, enable us to give a short proof of non-representability. It is easily checked that
the class of F-representable matroids is minor closed and thus it makes sense to speak
of matroids that are minor minimal with respect to not being in the class. We call such
matroids excluded minors for the class. In 1958 Tutte [33] showed that a matroid is binary
if and only if it has no U2,4-minor, that is, U2,4 is the unique excluded minor for the class
of binary matroids. For a ﬁxed matroid N it can be proved that a matroid M has an N-
minor with a ﬁxed number of rank evaluations. This is because, if N =M\D/C, we have
rN(X) = rM(X ∪ C) − rM(C), for X ⊆ E(N). Thus Tutte’s theorem really does provide
a short proof of non-representability over GF(2). (Actually, given the special structure of
binary matroids, there are many ways of doing this.)
A similar result was proved for GF(3) in the 1970’s when it was shown that U2,5, F7
and their duals are the excluded minors for GF(3). This result has a somewhat complicated
history. Bixby [1] published a proof attributing the result to Reid. Seymour [30] obtained
an independent proof using different techniques. Later Kahn and Seymour [17] gave a
somewhat slicker proof. Notwithstanding this the most elegant proof remains unpublished.
One obtains it by modifying the techniques of Gerards’ excluded minor characterization
of regular matroids [14]. For those interested in getting a feel for these types of excluded-
minor theorems I can think of no better exercise than adapting Gerards’ proof to obtain the
excluded minors for GF(3).
Aware of Tutte’s result forGF(2), and Reid’s unpublished result forGF(3), in 1970, Rota
[28] commented that “there probably is a ﬁnite number of obstructions for representations
over any given ﬁnite ﬁeld”. While Rota can hardly be said to have exuded conﬁdence, the
following conjecture has universally come to be known as Rota’s Conjecture.
Conjecture 2.1 (Rota’s Conjecture). If F is a ﬁnite ﬁeld, then the class of matroids repre-
sentable over F has a ﬁnite number of excluded minors.
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The main motivation for Rota’s Conjecture is that an afﬁrmative answer would give a
short proof of non-representability for any ﬁnite ﬁeld. But there are other ways of getting
such short proofs. Thus a weakening of Rota’s Conjecture is
Conjecture 2.2. If F is a ﬁnite ﬁeld, then there is a short proof of non-representability
over F.
Rota’s Conjecture has come to be regarded as one of the two most important conjectures
inmatroid theory (the other one is to generalize the well-quasi-ordering results of Robertson
and Seymour to matroids representable over a ﬁnite ﬁeld and will be discussed later) but
progress has proved to be extremely difﬁcult. Recently Geelen et al. [5] resolved the conjec-
ture for GF(4) by proving that such an excluded minor has at most eight elements and then
ﬁnding them through a case analysis. Of these,U2,6, U4,6, P6, F−7 , (F
−
7 )
∗
, and P8 had been
known for some time to be excluded minors, but a hitherto unsuspected excluded minor P ′′8
arose in the case analysis. While [5] is certainly not an easy read, once the strategies of the
proof are understood it is quite approachable. It is a feat of careful combinatorial reasoning
and one of the ﬁnest papers in matroid theory.
There are severe difﬁculties in attempting to resolve Rota’s Conjecture for ﬁelds larger
than GF(4). It is not clear that the problem of ﬁnding the speciﬁc excluded minors for
GF(5) is that well motivated. Current research tends more to focus on attempting to develop
techniques that would lead to a resolution of Rota’s Conjecture in general; more on this later.
On the other hand, Conjecture 2.2 seems more approachable. Indeed, using the techniques
of totally-free matroids, discussed in Section 9, Conjecture 2.2 has already been resolved
in the afﬁrmative [10] for GF(5).
3. Sets of ﬁelds; algebraic characterizations
The ﬂavour of matroid representation problems changes considerably if we want to char-
acterizematroids representable over all ﬁelds in a given set of ﬁelds.Again the seminal result
was proved by Tutte. A matrix over the rationals is totally unimodular if it has the property
that all of its subdeterminants are in {0,±1}. A matroid is regular if it can be represented
over Q by a totally-unimodular matrix. Tutte [33] proved the following theorem.
Theorem 3.1. The following are equivalent for a matroid M.
(i) M is regular.
(ii) M is representable over all ﬁelds.
(iii) M is representable over GF(2) and any ﬁeld whose characteristic is not 2.
(iv) M has no minor isomorphic to U2,4, F7 or F ∗7 .
One aspect of Tutte’s characterization of regular matroids is that it gives an algebraic
characterization of this class. Moreover, given a setF of ﬁelds containing GF(2) we know
that there are precisely two possibilities for the class of matroids representable over all
ﬁelds inF. If all ﬁelds have characteristic 2, then the class is the class of binary matroids;
otherwise it is the class of regular matroids.
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The analogous problem for sets of ﬁelds containing GF(3) was considered by Whittle
[37,38]. Here it is possible to give algebraic characterizations of those classes that consist of
the matroids representable over a set of ﬁelds containing GF(3). Three basic classes arise.
The ﬁrst describes the class of matroids representable over all ﬁelds of size at least
three. Consider Q(), the ﬁeld obtained by extending the rationals by the transcendental
. A matrix over Q() is near-unimodular if all of its non-zero subdeterminants are in
{±(i − 1)j : i, j ∈ Z}. A matroid is near-regular if it can be represented by a near-
regular matrix. This deﬁnition probably sounds more complicated than it need be. Just
regard  as an undetermined element. The condition on subdeterminants guarantees that
when  is replaced by any element of a given ﬁeld F other than 0 or 1, the resulting matrix
over F represents the same matroid as the original near-unimodular matrix. From this it
follows immediately that near-regular matroids are representable over all ﬁelds of size at
least three. But the converse is also true, and in fact we have
Theorem 3.2. The following are equivalent for a matroid M.
(i) M is representable over GF(3), GF(4) and GF(5).
(ii) M is representable over GF(3) and GF(8).
(iii) M is representable over all ﬁelds except possibly GF(2).
(iv) M is representable over GF(3), GF(4) and the rationals.
(v) M is near-regular.
For the next class, deﬁne amatrix overQ to bedyadic if all of its non-zero subdeterminants
are in {0,±2i : i an integer} and a matroid to be dyadic if it can be represented by a dyadic
matrix. It turns out that a result like Theorem 3.2 also holds for dyadic matroids where
the class of dyadic matroids is the class of matroids representable over GF(3) and Q or
equivalently the class of matroids representable over GF(3) and GF(5).
Finally we say that a 6
√
1-matrix is a matrix over the complex numbers with the property
that all of its non-zero subdeterminants are complex sixth roots of unity. A 6
√
1-matroid is a
matroid that can be represented over the complex numbers by the columns of a 6
√
1-matrix.
It turns out that the class of 6
√
1-matroids is the class of matroids representable over GF(3)
and GF(4).
While the situation is more complicated than for sets of ﬁelds containing GF(2), it is
still quite tractable. Moreover, just as for binary matroids, there are only a ﬁnite number of
possibilities for the matroids representable over a set of ﬁelds containing GF(3).
Theorem 3.3. LetF be a set of ﬁelds containing GF(3), and letM be the class of matroids
representable over all ﬁelds inF. Then, for some q ∈ {2, 3, 4, 5, 7, 8},M is the class of
matroids representable over GF(3) and GF(q).
It is natural to ask whether this theme can be extended to other ﬁelds; for example, what
of sets of ﬁelds containing GF(4)? Sadly, there is no analogue of Theorem 3.3. The rank-r
free spike r is obtained by taking M(K2,r ), the cycle matroid of the complete bipartite
graph K2,r , which has rank (r + 1), and truncating it to rank r. It is known [22] that r
is representable over GF(4) for all r, whereas, if p is a prime and rp − 1, then r is
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not representable over GF(p) [9, Lemma 11.6]. From this it follows easily that there are
an inﬁnite number of classes that are the class of matroids representable over some set of
ﬁelds containing GF(4).
But not all is lost. There is still the potential for a fruitful general theory. All of the
classes considered above, namely regular, near-regular, 6
√
1, and dyadic are obtained by
taking representations where subdeterminants are restricted to belong to some subgroup of
the multiplicative group of a ﬁeld. Motivated by this Semple and Whittle [29] developed a
theory of matroid representation over algebraic structures called partial ﬁelds.Vertigan [35]
continued this study and showed that every partial ﬁeld can be obtained from a commutative
ring R and a multiplicative groupG of units of R for which−1 ∈ G. He further showed that
ifF is any set of ﬁelds, then, for some partial ﬁeld P, the class of matroids representable
over all ﬁelds inF is the class of P-representable matroids.
Vertigan obtained a number of other interesting results on partial ﬁelds including one
that is very beautiful. Let r denote a real root of the polynomial x2 − x − 1; the other
root is 1− r . A matrix over R is golden mean if all of its non-zero subdeterminants are in
{±ri(1− r)j : i, j ∈ Z}. A matroid is golden mean if it can be represented over the reals
by a golden-mean matrix. Vertigan has proved
Theorem 3.4. A matroid is golden mean if and only if it is representable over both GF(4)
and GF(5).
The partial-ﬁeld theoretic approach to matroid representation has barely been touched.
Surely there must be other beautiful and surprising results like Theorem 3.4 that are just
waiting to be discovered.
4. Sets of ﬁelds: excluded minors
The deepest part of Theorem 3.1 is the excluded-minor characterization of regular ma-
troids. While Tutte’s proof of the excluded-minor characterization is quite difﬁcult, a short
and extremely elegant proof is given by Gerards [14]. The following conjecture clearly
generalizes Rota’s Conjecture.
Conjecture 4.1. If F is a set of ﬁelds, at least one of which is ﬁnite, then the class of
matroids representable over all ﬁelds inF has a ﬁnite set of excluded minors.
For a minor-closed class of matroidsM let E(M) denote the set of excluded minors for
M. IfM1 andM2 are minor-closed classes of matroids, then E(M1 ∩M2) is clearly a
subset of E(M1)∪E(M2). It follows that if bothM1 andM2 have ﬁnite sets of excluded
minors, then so too doesM1 ∩M2. Thus much of Conjecture 4.1 would follow from a
proof of Rota’s Conjecture. But there are other cases; for example, when one of the ﬁelds
is inﬁnite and therefore does not have a ﬁnite number of excluded minors.
Since 6
√
1-matroids are thematroids representable over bothGF(3) andGF(4), an excluded-
minor characterization of this class follows from those for GF(3) and GF(4). This fact is
observed in [5]. Geelen [4] has adapted the techniques of [5] to obtain an excluded-minor
characterization for near-regular matroids. The remaining class of interest here is that of
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dyadic matroids. Perhaps surprisingly, this seems like a difﬁcult problem. Obstacles arise
that prevent a straightforward modiﬁcation of the techniques of [5]. Since dyadic matroids
are the matroids representable over GF(3) and GF(5), the excluded minors for dyadic
matroids would follow from those for the GF(5)-representable matroids. Thus ﬁnding the
excluded minors for the class of dyadic matroids is really a step on the way to the next
instance of Rota’s Conjecture, and is therefore an important problem. Oxley et al. [23] con-
jectured a list of excluded minors for dyadic matroids, but as noted in [5] their conjecture
is false as the list is incomplete.
5. Sets of ﬁelds: structural characterizations
Probably the deepest theorem in matroid theory is Seymour’s decomposition theorem for
regular matroids [31]. Loosely speaking it tells us that every sufﬁciently connected regular
matroid is either graphic, cographic or the matroid R10. Moreover, the precise way that a
less connected regular matroid can be built from graphic and cographic pieces is speciﬁed.
Crucially, Seymour’s decomposition leads to a polynomial time algorithm for recognising
a regular matroid.
It is natural to ask if there are analogues of Seymour’s decomposition for classes of
matroids representable over other sets of ﬁelds. Part of the problem is to know precisely
what form such a decomposition theorem should take, so the next conjecture is somewhat
vague.
Conjecture 5.1. LetF be a set of ﬁelds, not all of the same characteristic, at least one of
which is ﬁnite, and letM denote the matroids representable over all ﬁelds inF. Then there
is a decomposition for the members ofM.
What sort of decomposition would we expect? We need classes that would play a role
analogous to that played by graphic and cographic matroids in Seymour’s decomposition of
regular matroids. Zaslavsky (see for example [39]) has made an extended study of labelled
graphs called biased graphs.Associated with such graphs are matroids called bias matroids.
The bias matroids representable over a given ﬁeld F are precisely the matroids that have
a representation over F with at most two non-zero entries in each column. These matroids
have also been studied from a more geometric perspective by Dowling [2,3]. In particular,
for each ﬁnite group G there is a class of bias matroids, the Dowling group geometries over
G. A Dowling group geometry is representable over a ﬁnite ﬁeld F if and only if the group
G is a subgroup of the multiplicative group F. Dowling group geometries over the trivial
group are cycle matroids of complete graphs. To get a feel for the signiﬁcance of Dowling
group geometries see the important paper of Kahn and Kung [16]. Bias matroids include
Dowling group geometries and their minors. For a given pair of ﬁnite ﬁelds there is always a
rich class of highly connected bias matroids representable over both ﬁelds, and, in general,
this class will be considerably larger than the class of graphic matroids.
A more speciﬁc conjecture than Conjecture 5.1 is
Conjecture 5.2. Let F be a set of ﬁelds not all of the same characteristic, at least one
of which is ﬁnite. Then, apart from a ﬁnite number of exceptional matroids, a sufﬁciently
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connected matroid that is representable over all ﬁelds inF is either a bias matroid or the
dual of a bias matroid.
This conjecture is still somewhat vague as it is not clear what is meant by “sufﬁciently
connected”. An afﬁrmative answer to Conjecture 5.2 is probably too much to hope for. I
mentioned above that the value of Seymour’s decomposition is that it leads to a polynomial-
time algorithm for recognising regular matroids. It is certainly asking for too much to hope
that this generalizes to other classes consisting of matroids representable over more than
one ﬁeld. For convenience I will say that a class of matroids is polynomially recognisable
if there is an algorithm that determines, for each matroid M in the class given by a rank
oracle, in time polynomial in |E(M)|, whether M belongs to the class.
Proposition 5.3. Let F1 and F2 be ﬁnite ﬁelds. If either both F1 and F2 are not prime, or
both F1 and F2 are prime with at least ﬁve elements, then the class of matroids representable
over both F1 and F2 is not polynomially recognisable.
As far as I know, the proof of Proposition 5.3 is unpublished, but the result is folklore
and the proof straightforward. In the case that both ﬁelds are not prime, one uses examples
based on free spikes. In the case that both ﬁelds are prime one uses examples based on free
swirls (see Section 8).
Some cases not covered by Proposition 5.3 are quite hopeful. I am quite optimistic for
the truth of the next conjecture.
Conjecture 5.4. The classes of dyadic, near-regular and 6√1-matroids are polynomially
recognisable.
For the near-regular case Conjecture 5.4 seems quite approachable. In very interesting
work, Pagano [24,25] has essentially characterized the bias matroids that are near-regular.
It seems clear that this class is polynomially recognisable.As noted above, we would expect
this class to take the role of graphic matroids in a decomposition for near-regular matroids.
Note that there is a decomposition of 6
√
1-matroids in terms of near-regular matroids [11],
so that a polynomial algorithm for recognising near-regular would lead to an algorithm for
recognising 6
√
1-matroids.
6. Matroid minors
As the culmination of a long series of difﬁcult papers, Robertson and Seymour prove
that graphs are well-quasi-ordered under the minor order; in other words, they prove that
in any inﬁnite set of graphs, there is one that is a minor of another. This celebrated theorem
is without doubt the deepest in the whole of graph theory. Moreover, the theorem, and the
techniques developed in the course of proving it, have applications throughout graph theory.
Consider a minor-closed class G of graphs. The graphs that are excluded minors for G
form an antichain with respect to the minor order, so that by Robertson and Seymour’s
theorem there can only be a ﬁnite number of them. On the other hand if there were an
inﬁnite antichain of graphs, then this set of graphs would be the excluded minors for some
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minor-closed class of graphs. Thus the following is an equivalent formulation of Robertson
and Seymour’s theorem.
Theorem 6.1 (Graph Minors Theorem). If G is a minor-closed class of graphs, then there
is a ﬁnite number of graphs that are excluded minors for membership of G.
The GraphMinors Theorem is entirely matroidal in spirit. Indeed, combined with Tutte’s
excluded-minor characterization of graphic matroids it gives the following theorem as a
corollary.
Corollary 6.2. IfG is aminor-closed class of graphicmatroids, then there is a ﬁnite number
of matroids that are excluded minors for membership of G.
It is natural to attempt to generalize Corollary 6.2 to other classes of matroids, but it is
easy to construct inﬁnite antichains of matroids; for example, there is an inﬁnite number of
excluded minors for representability over the reals [18]. However, I know of no counterex-
ample to the following conjecture which I believe to be the most important open problem
in the whole of matroid theory.
Conjecture 6.3 (Matroid Minors Conjecture). Let F be a ﬁnite ﬁeld. In any inﬁnite set of
F-representable matroids there is one that is a minor of another.
Arguing as before we see that the Matroid Minors Conjecture is equivalent to
Conjecture 6.4. Let F be a ﬁnite ﬁeld. Then any minor-closed class of F-representable
matroids has a ﬁnite number of F-representable excluded minors.
Stated in this form, the Matroid Minors Conjecture has a ﬂavour somewhat like that of
Rota’s Conjecture. However, it is certainly much more difﬁcult. For example, it is straight-
forward to verify Rota’s Conjecture for GF(2), while verifying the Matroid Minors Con-
jecture for GF(2) is still a somewhat distant hope. Note too that the two conjectures are
independent in that neither directly implies the other. However, the conjectures are related
and techniques used to prove one would certainly be useful in proving the other. The next
conjecture combines both Rota’s Conjecture and the Matroid Minors Conjectures.
Conjecture 6.5. Let F be a ﬁnite ﬁeld. Then any minor-closed class of F-representable
matroids has a ﬁnite number of excluded minors.
I guess there are worse ways to spend one’s working life than nibbling at the fringes of
Conjecture 6.5.A sceptical reader may doubt the plausibility of both Rota’s Conjecture and
the Matroid Minors Conjectures, but evidence is accumulating for their truth and we turn
to this now.
7. Branch-width
An essential part of Robertson and Seymour’s proof of the Graph Minors Theorem is
to ﬁrst prove that graphs of bounded tree-width are well-quasi-ordered. Tree-width is a
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parameter that, loosely speaking, measures how tree-like a graph is. Tree-width does gen-
eralize to matroids, but, for matroids, it is usually easier to work with a related parameter,
namely branch-width. The two notions are qualitatively equivalent for graphs in that a class
of graphs has bounded branch-width if and only if it has bounded tree-width.
For formal deﬁnitions of branch-width the reader is referred to [6] or [13]. To gain an
intuitive feel for the notion recall that a k-separation of a matroid M is a partition {A,B}
of the ground set of M with the property that r(A) + r(B)< r(M) + k. For a represented
matroid, {A,B} is a k-separation if and only if the subspaces spanned by A and Bmeet in a
subspace of dimension at most k − 1. A matroid with branch-width k has the property that
it decomposes across non-crossing k-separations in a tree-like way.
Geelen et al. [6] proved that the Matroid Minors Conjecture holds for classes of matroids
of bounded branch-width. Geelen and Whittle [13] generalized this theorem to show that
Conjecture 6.5 also holds for classes of matroids of bounded branch-width. Indeed, for any
minor-closed class of matroids representable over a ﬁnite ﬁeld, there are only ﬁnitely many
excluded minors whose branch-width is bounded. This means that if the Matroid Minors
Conjecture or Rota’s Conjecture fails for some ﬁnite ﬁeld F, then there must exist a minor-
closed class of F-representable matroids with excluded minors of arbitrarily high branch-
width and this seems unlikely. Moreover, these results open up strategies for approaching
both the Matroid Minors Conjecture and Rota’s Conjecture. Such strategies would be based
on attempting to further generalize the techniques of Robertson and Seymour. The next
crucial step is to generalize Robertson and Seymour’s theorem that a graph with sufﬁciently
large tree-width has a large grid graph as a minor. In other words we need to prove
Conjecture 7.1. Let F be a ﬁnite ﬁeld. Then for all positive integers k, there is an integer l
such that if an F-representable matroid has branch-width l, then it has the cycle matroid of
a k-grid as a minor.
Progress has been made towards this conjecture in unpublished work of Robertson, Sey-
mour and Johnson, but there is still much to be done.
8. Inequivalent representations
Two representations of amatroid are equivalent if one can be obtained from another via an
automorphism of the underlying projective space. This means that the matrix corresponding
to the ﬁrst representation can be transformed to that of the second via standard matrix
operations together with a possible application of a ﬁeld automorphism, see for example
[19]. It is quite possible for a matroid to have representations that are not equivalent and
the existence of such inequivalent representations is a major difﬁculty in making progress
in matroid representation theory. A matroid is uniquely representable over a ﬁeld F if all
of its F-representations are equivalent. For certain classes there exist guarantees of unique
representability. For example, binary matroids are uniquely representable over any ﬁeld,
ternary matroids are uniquely representable over GF(3), while Kahn [15] showed that 3-
connected quaternary matroids are uniquely representable over GF(4). These are the ﬁelds
for which Rota’s Conjecture is known to be true. No bound can be placed on the number of
294 G. Whittle / Discrete Mathematics 302 (2005) 285–296
inequivalent representations of a quaternary matroid that is not 3-connected and the need
to maintain sufﬁcient connectivity to guarantee uniqueness of representations is the cause
of much of the difﬁculty in the proof of Rota’s Conjecture for GF(4).
Kahn [15] conjectured that for any ﬁnite ﬁeld GF(q), there is an integer q such that a
3-connected matroid has at most q inequivalent GF(q)-representations. Oxley et al. [22]
veriﬁed Kahn’s Conjecture for GF(5), showing that a 3-connected matroid has at most
six inequivalent GF(5)-representations. However, they also provided counterexamples that
showed that Kahn’s Conjecture fails for all ﬁelds with more than ﬁve elements. These
counterexamples fall into two classes. We have already seen free spikes in Section 3. We
consider the other class now. The rank-k free swirlk can be obtained as follows. Consider
a matroidMk containing a basisB={b1, b2, . . . , bk}with exactly 2k other points and these
are placed as follows. There are two points freely placed on the line spanned by {bi, bi+1}
for all i ∈ {1, 2, . . . , k}, where subscripts are interpreted modulo k. Then k = Mk\B.
A ﬁeld F with at least four elements either has the property that all free spikes or all free
swirls are F-representable and, if F has at least seven elements, the number of inequivalent
representations of these spikes or swirls is a strictly increasing function of rank.
Understanding the behaviour of inequivalent representations is a genuinely interesting
problem in its own right. Our current state of knowledge is very primitive. The matroid
U3,6 appears to be fundamental in that Geelen et al. [7] have shown that Kahn’s Conjecture
is true for the class of matroids representable over a ﬁxed ﬁnite ﬁeld with no U3,6 minor.
Interestingly, U3,6 is both the ﬁrst non-trivial free spike and free swirl, so that this result
could be interpreted is a start on resolving the following conjecture of [9].
Conjecture 8.1. Let k be an integer exceeding two. Then, for all prime powers q, there is
a constant n(q, k) such that every 3-connectedGF(q)-representable matroid with no minor
isomorphic to either k or k has at most n(q, k) inequivalent GF(q)-representations.
While Conjecture 8.1 is certainly interesting it is not completely clear that its resolution
would be of great assistance in solving the fundamental problems of matroid representation
theory. More useful would be to recover Kahn’s Conjecture by raising connectivity.
9. Connectivity
Understanding connectivity has been crucial to most deep results in matroid theory, see
for example [5,30]. Traditionally it has sufﬁced to focus on 3-connected matroids and there
is a well-developed theory for this class. Moreover, there exist theorems such as Tutte’s
Wheels andWhirlsTheorem [34] and Seymour’s SplitterTheorem [31] that enable inductive
arguments to be made within the class of 3-connected matroids. But the failure of Kahn’s
Conjecture tells us that 3-connectivity is not enough. It is quite possible that the conjecture
could be recovered using higher connectivity and it is natural to look to 4-connectivity.
Recall that a matroid M is 4-connected if r(A) + r(B)r(M) + 3 whenever {A,B} is a
partition of the elements ofMwith |A|, |B|3. But this notion of 4-connectivity is difﬁcult
to deal with; for example it does not allow non-trivial lines so that neither matroids of
complete graphs nor projective spaces are 4-connected.A matroid is vertically 4-connected
if it is 3-connected and r(A) + r(B)r(M) + 3 whenever {A,B} is a partition of E(M)
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with r(A), r(B)3. Vertical 4-connectivity is a minimal weakening of 4-connectivity that
allows projective spaces to be 4-connected. There is reasonable hope for the following:
Conjecture 9.1. For each prime power q there is a integer q such that a vertically 4-
connected matroid has no more that q inequivalent GF(q)-representations.
There are substantial barriers to proving Conjecture 9.1. Firstly there are no analogues
to the Wheels and Whirls Theorem and the Splitter Theorem for vertically 4-connected
matroids. Indeed, Rajan [26] has shown that there are vertically 4-connected matroids M
and N with |E(M)| − |E(N)| arbitrarily large such that N is the only minor of M that
is vertically 4-connected with an N-minor. No doubt, with effort, the structure of such
examples could be understood. However, the most proﬁtable avenue seems to be to further
weaken vertical 4-connectivity. Geelen and Whittle [12] introduced one such weakening,
sequential 4-connectivity, and proved a version of the Wheels and Whirls Theorem for it.
A further weakening, fork connectivity, was introduced by Oxley et al. [21]. This notion
of connectivity is related to a generalization of the familiar –Y exchange introduced by
Oxley et al. [20]. It is shown in [21] that Conjecture 9.1 holds if and only if it holds for
fork-connected matroids. Moreover, there seems every reason to believe that a reasonable
analogue of the Splitter Theorem holds for fork-connected matroids.
We now consider the other barrier to proving Conjecture 9.1. The underlying cause for
inequivalent representations is that an elementmay have freedom. For example, if an element
p is freely placed on a line l, then, when it is represented over an inﬁnite ﬁeld, all but a ﬁnite
number of points on the span of l can be chosen for p. These choices lead to inequivalent
representations. Consider a minor-closed classM of matroids. If we knew the 3-connected
members ofM whose members have, in some sense, maximum freedom, we would have
an understanding of the way inequivalent representations arise. This is extremely informal,
but the ideas can be made precise and lead to the notion of a totally free matroid. These are
introduced in [9]. The crucial fact is that totally free matroids in a class can be found by
an inductive search; they do not occur sporadically. Moreover, for those ﬁelds for which
Kahn’s Conjecture holds, totally free matroids provide a routine means of verifying the
conjecture, while for other ﬁelds, the counterexamples are unearthed by the search for
totally free matroids. To verify Conjecture 9.1, an analogous theory is needed for some
reasonable version of 4-connectivity. There are formidable technicalities to overcome to
develop such a theory, but they do not appear to be insuperable.
We conclude by noting that resolving Conjecture 9.1 is certainly a worthwhile project.
Modulo some technicalities that seem quite tractable, a resolution of Conjecture 9.1 in the
afﬁrmative should lead to a resolution of Conjecture 2.2 in the afﬁrmative. From a technical
point of view (although not from an aesthetic one) this would be just as satisfactory as
resolving Rota’s Conjecture.
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