Recently, Umirbaev proved the long-standing Anick conjecture, that is, there exist wild automorphisms of the free associative algebra K͗x, y, z͘ over a field K of characteristic 0. In particular, the well known Anick automorphism is wild. In this work, we obtain a stronger result (the Strong Anick Conjecture that implies the Anick Conjecture). Namely, we prove that there exist wild coordinates of K͗x, y, z͘. In particular, the two nontrivial coordinates in the Anick automorphism are both wild. We establish a similar result for several large classes of automorphisms of K͗x, y, z͘. We also discover a large, previously undescribed class of wild automorphisms of K͗x, y, z͘ that is not covered by the results of Umirbaev.
AutK͗X͘ to AutK [X] . As an analogue of the Strong Nagata Conjecture in ref. 12 , we state the following.
Conjecture 2 (Strong Anick Conjecture). There exist wild coordinates in K͗x, y, z͘. In particular, the two nontrivial coordinates of the Anick automorphism are both wild.
The Anick automorphism has the property that it fixes z, and (x) and (y) are linear in x and y. In our paper (17) , we showed that such an automorphism of K͗x, y, z͘ is z-tame if and only if certain 2 ϫ 2 matrix with entries from K[z 1 , z 2 ] is a product of elementary matrices. This idea has been used by Umirbaev (15) in the final step of his proof of the wildness of the Anick automorphism. Now we show that if f(x, y, z) is a z-wild coordinate in K͗x, y, z͘, and f(x, y, z) is linear in x, y, then f(x, y, z) is also a wild coordinate of K͗x, y, z͘. This is the main result of the work. It immediately gives an affirmative answer to the Strong Anick Conjecture.
The class of wild automorphisms of K͗x, y, z͘ discovered by Umirbaev (15) is larger than the class of z-wild automorphisms (f, g, z) such that the polynomials f, g are linear in x, y. Our method gives that all automorphisms of the class of Umirbaev have the property that at least two of their coordinates are wild. We establish a similar result for several large classes of automorphisms of K͗x, y, z͘. We also discover a large, previously undescribed class of wild automorphisms of K͗x, y, z͘, which is not covered by the results of Umirbaev (15) .
Our main result suggests an algorithm deciding whether a polynomial f(x, y, z) ʦ K ͗x, y, z͘, which is linear in x and y, is a tame coordinate. If it is, then the algorithm shows how to find a product of z-elementary automorphisms that sends x to f(x, y, z). (Of course, in all algorithmic considerations we assume that the ground field K is constructive, and we may perform calculations there.) In this part of the work we use the approach and the results of Umirbaev (15) , combined with our approach from ref. 14. Algorithms inspecting large classes of wild coordinates and wild coordinates of K͗x, y, z͘ based on their linear in x and y part are also given. Dicks and Lewin (19) introduced the Jacobian matrix of an endomorphism of K͗X͘. This is an n ϫ n matrix with entries from the tensor product K͗X͘ R K K͗X͘ op of the free algebra K͗X͘ and its opposite (or antiisomorphic copy) K͗X͘ op . For n ϭ 2 they proved that the Jacobian matrix is invertible over K͗x, y͘ R K K͗x, y͘ op if and only if the endomorphism is an automorphism. The general case of any n was established by Schofield (20) , which is the Jacobian Conjecture for free associative algebras. The partial derivatives and the Jacobian matrix of Dicks and Lewin can be defined as follows:
Main Results
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For K͗x, y, z͘, the endomorphisms that fix z and are linear in x and y are of the form (
which fixes z and is linear in x and y, is an automorphism if and only if the
(
ii) The automorphism is z-tame if and only if the matrix J z () belongs to the group generated by elementary matrices with entries from
For example, for the Anick automorphism
and by a result of Cohn (21) , the matrix J z () cannot be presented as a product of elementary matrices. If a , b are the homogeneous components of maximal degree of the nonzero polynomials a ϭ a(z 1 , z 2 ), b ϭ b(z 1 , z 2 ), respectively, then we say that the Euclidean division algorithm can be applied to a and b if a ϭ b q for some q ʦ K[z 1 , z 2 ] (or b ϭ a q). Then, we replace a with a Ϫ bq (or, respectively, we replace b with b Ϫ aq). In matrix form, these operations correspond, respectively, to
generated by the diagonal and by the elementary matrices We need a description of the free metabelian associative algebra and a short exposition of the results of Umirbaev. Recall that the free metabelian algebra
is the relatively free algebra freely generated by X in the variety of associative algebras defined by the polynomial identity 
Moreover, any tame automorphism ʦ Ker() has a Jacobian matrix that is a product of elementary matrices. The next key observation of Umirbaev is the following. Let be any automorphism from the kernel of the natural homomorphism
is a 3 ϫ 3 matrix with entries from K[x 1 , y 1 , z 1 , x 2 , y 2 , z 2 ]. If we replace x 1 , y 1 , x 2 , y 2 with zeros, then the matrix J M ()(0, 0, z 1 , 0, 0, z 2 ) will be of the form
where the polynomials w ij ϭ w ij (z 1 , z 2 ) have no constant terms. Define the 2 ϫ 2 matrix 
Note that the matrix J 2 ( ) of the automorphism of M(x, y, z) induced by the automorphism of K͗x, y, z͘ coincides with the matrix J z () [the Jacobian matrix of ((x), (y))] when fixes z and is linear with respect to x, y. Now we are ready to state the main results in this work. Now, let be any tame automorphism of K͗x, y, z͘ that sends x to f(x, y, z). Replacing with ϭ Ϫ1 , we obtain a tame automorphism for which (x) ϭ (x).
The automorphism induces a tame automorphism of K[x, y, z] that fixes x. By results in refs. 9, 11, 16, and 17, such an automorphism is tame in the class of automorphisms fixing x, and we can lift it to an x-tame automorphism of K͗x, y, z͘. So we obtain a tame automorphism ϭ Ϫ1 , which induces the identity automorphism of K[x, y, z] and (x) ϭ (x).
Let be the automorphism of M(x, y, z) induced by . It is in the kernel of the homomorphism of AutM(x, y, z) 3 AutK[x, y, z]. The first columns of the matrices J 2 () and J 2 (()) coincide. As we remarked above, this column cannot be a column of a matrix from GE 2 (K[z 1 , z 2 ]) since is wild. On the other hand, by Proposition 4, it is a column of a matrix from GE 2 (K[z 1 , z 2 ]). This contradiction completes the proof. Theorem 1 and Proposition 2 give an algorithm deciding whether a polynomial f(x, y, z) ʦ K͗x, y, z͘, being linear in x and y, is a tame coordinate. If it is, then the algorithm finds a product of z-elementary automorphisms that sends x to f(x, y, z).
The following consequence of Theorem 1 gives the affirmative answer to the Strong Anick Conjecture. 
