In a study of perceptual robustness, 23 subjects discriminated between two rates (3 and 6 Hz) at which brief visual, vibrotactile, or concurrent visual and vibrotactile pulses were presented. On two-thirds of the trials, inter-pulse intervals (IPIs) were stochastic, perturbed by random samples from a zero-mean Gaussian distribution. Directional changes in IPIs increased 5 or diminished the likelihood of confusing the pulse rates, making it possible to gauge the influence of successive IPIs on subjects' judgments. Logistic regression revealed a strong primacy effect: subjects' decisions were disproportionately influenced by a trial's initial IPIs.
Introduction
Your skin provides a larger receptor surface than any other sense organ, approximately 1.6-1.8 m 2 for average adults (Bender & Bender, 1995) . Despite its expanse, the skin remains an underutilized communication channel, including for possible human-machine interactions.
Although phone vibrations are a common signaling modality, they serve mostly alerting 20 functions; how much more information could vibrotactile signals reliably transmit? How robust might such transmission be if signals were perturbed by random influences? Additionally, little is known about vibrotactile communication when it is paired with stimulation from one or more other sensory modalities. What benefit could arise from coordinating vibrotactile stimulation with stimulation through another sensory modality? To address these questions, we explored 25 perception of the rate at which pulses of stimulation are delivered. In our study, subjects discriminated between sequences of pulses delivered at a mean rate of either 3 Hz or 6 Hz.
Figure 1.
Photograph showing a subject holding the Samsung tablet that delivered visual stimuli, vibrotactile stimuli, and concurrent stimuli from both modalities.
and speed, to surpass that of vibrotactile signals.
(ii) We expected that all IPIs in a pulse sequence would contribute equally to a subject's decision, corresponding to standard driftdiffusion models of decision making (Ratcliff & McKoon, 2008; Ratcliff, Smith, Brown, & McKoon, 2016) . (iii) In accordance with previous studies of multisensory integration, we expected better 75 performance with bimodal stimuli than with unimodal stimuli.
Methods

Apparatus
All stimuli were delivered via a handheld computer tablet (Samsung Note 10, Fig. 1.) Subjects held the tablet bimanually so that on average it was ∼41 cm from their eyes.
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Stimuli
Stimuli were sequences of pulses delivered either as vibrotactile (vT), visual (V), or concurrent vibrotactile and visual (V-vT) pulses. In all three conditions, each pulse in a sequence was always 33 ms in duration, but the IPIs varied as described below. Stimuli with two different mean pulse rates, 3 and 6 Hz, were randomly intermixed; pilot testing showed 85 that these two rates would be readily, but imperfectly, discriminated. Subjects categorized the rate of each stimulus as either ''slow'' (3 Hz) or ''fast'' (6 Hz) throughout the experiment.
Hereafter, we refer to each condition (modality, noise, and rate) in italicized script.
Vibrotactile stimulation was produced by the tablet's built-in motor whose rotating eccentric load delivered vibrations to the subjects' hands. Located behind the tablet's touch 90 screen, the tablet's motor rotated at and produced vibrations at 250 Hz. Each 33 ms vibrotactile stimulus pulse was generated by gating the motor's rotation on and off. The strength of each vibrotactile stimulus pulse was well above detection threshold. Visual pulses were generated by turning on and turning off a small circular Gabor patch presented at the center of the tablet screen. The Gabor subtended ∼1.4°with the tablet at viewing distance, and had a peak 95 luminance of 125 cd/m 2 against a steady background luminance of 52 cd/m 2 . For V-vT stimuli, the concurrent visual and vibrotactile pulses were synchronized at the start of each trial.
A sequence's mean IPI could be perturbed by adding a random variate, ω, to each IPI.
Random variates were generated by sampling a zero-mean Gaussian distribution, ω ∼ N (0, σ 2 ),
where σ was set to equal 0, 0.2, or 0.4 to produce temporally stochastic sequences of 0%, 20%, 100 or 40% noise, respectively. If the nominal IPI were X ms, each IPI in a train of pulses would be changed to X + ω(X ). We expected these added random variates to have directional effects, that is, that values of ω < 0 and values of ω > 0 would have opposite effects on discriminability when (i) ω was added to the mean IPI of 3 Hz stimuli, versus when when (ii) ω was added to the mean IPI of 6 Hz stimuli. As an example, if ω > 0 were added to the mean IPI from a 6 Hz 105 stimulus, the resulting IPI would shift toward the mean IPI from a 3 Hz stimulus. Of course, larger values of ω would produce larger shifts toward the mean IPI from a 3 Hz stimulus. This shift toward the mean IPI of a 3 Hz stimulus would promote confusion and lead subjects to mistake the nominally 6 Hz stimulus for one of 3 Hz. A comparable effect would occur if ω < 0 and it were added to the mean IPI from a 3 Hz stimulus. Here, the reduced IPI would be more 110 like an IPI from a 6 Hz stimulus, causing a subject to mistake the sample of a 3 Hz stimulus for a 6 Hz stimulus. Table 1 summarizes how the addition of positive and negative ω values to IPIs for 3 and 6 Hz stimuli was expected to affect subjects' responses. 
Task
To control the effect of switching attention between modalities (Boulter, 1977), V, vT, and 115 V-vT stimuli were presented in separate test blocks of 130 trials. For V-vT stimuli, concurrent visual and vibrotactile pulses were always synchronized with one another. Departing from the usual approach with bimodal stimuli (Varghese et al., 2017) , we allowed subjects to base their decisions about V-vT pulse rate on whichever modality they preferred: visual or vibrotactile.
The 130 trials in each block comprised stimuli randomized by mean pulse rate (3 Hz or 6 Hz) 120 and noise level (σ = 0, 0.2, or 0.4). Each of the three modality conditions, V, vT, and V-vT, was repeated twice in a block-randomized design. This resulted in a total of 780 (6×130) trials per subject.
A fixation cross, displayed at the tablet's center for 33 ms, alerted the subject that a trial was about to begin. Five hundred milliseconds later, stimulus pulses began, and continued 125 until the subject registered a categorization response by tilting the handheld tablet either downward, away from themselves, or upward, toward themselves. A downward tilt ≥17°meant
that pulse train was categorized as ''slow" (3 Hz) by the subject; the same amount of tilt upward meant that the pulse train was categorized as ''fast" (6 Hz). Differences in latency and speed of movement of the wrist's flexor and extensor muscles caused the average times to rotate 130 the tablet in each direction to differ. Our failure to counterbalance how judgment categories (''slow'' and ''fast'') mapped onto directions of tablet rotation, upward or downward, foreclosed comparing judgment times for 3 and 6 Hz stimuli. This limitation had no other effect on data analysis or interpretation.
Response time (RT) was defined as the time elapsed from the onset of the trial's 135 pulse sequence to the time of the subject's response. For the entire experiment, a reminder about the direction in which to tilt the tablet for different responses remained on the screen.
Subjects received feedback for their responses only during the first 10 trials in each test block.
Throughout the experiment, subjects were encouraged to respond as quickly as possible;
whenever an RT exceeded 1600 ms, the tablet screen displayed a message prompting more 140 rapid responses on subsequent trials. To prevent any auditory signals generated by the tablet's vibrations from impacting subjects' responses, subjects received low levels of white noise from noise-canceling headphones throughout the experiment.
Subjects
Twenty-five subjects (13 female, 10 male, 2 declined to identify; mean age = 19.12 145 years, SD = 1.24) served in the experiment. Previous rate perception work from our laboratory (Bushmakin & Sekuler, 2016 ) demonstrated that such sample sizes are sufficient for observing significant effects. All subjects had best-corrected Snellen acuity 20/40 or better. Experimental procedures were approved by the Brandeis University Institutional Review Board, and all subjects gave written informed consent prior to participation.
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Results
Of the 25 subjects who were tested, two were excluded from consideration. One excluded subject consistently performed at or below chance (percent correct ≤50%). The second excluded subject consistently gave abnormally long response times (that is, up to five seconds long).
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For each of the remaining 23 subjects, data for the first 10 practice trials from each block were discarded. We analyzed RTs only from trials on which the subject's response was correct. In addition, we excluded RTs that were outliers relative to a subject's normal performance. More specifically, we identified each subject's first and third quartiles as well as their interquartile range (IQR), and then excluded trials when RT < Q1 − 1.5×IQR, or when RT > Q3 + 1.5×IQR. After such trials were excluded, we summarized a subject's RTs in each condition by that subject's median RT on correct trials. Data from all test trials were used for analyses of accuracy.
Separate within-subject factorial ANOVAs tested the effects of noise and modality on each of the dependent measures: accuracy (Table 2 ) and response time (Table 3 ). The
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ANOVAs incorporated different sets of contrasts for planned comparisons: ordered, polynomial coefficients were used to dissect the ordered effect of noise, and Helmert coefficients were used to dissect the unordered categorical variable of stimulus modality. was significantly different from performance with bimodal stimuli (V-vT), F(1,44) = 4.44, p = 0.041. While these main effects were statistically significant, modality's overall small effect size suggests that changes in noise level were the primary source of differences in accuracy. 
Accuracy
Response time
Evidence accumulation
Results with our two dependent variables show a clear divergence in which independent 195 variables produced significant effects. Response accuracy showed little or no reliable difference among V, vT, and V-vT conditions. In contrast, response times to V-vT stimuli were shorter than to stimuli in either of the other two conditions. To reconcile that divergence, we examined the accumulation of information that led up to a response. We turned to a diffusion-decision framework in order to analyze subjects' decision-making processes in detail (Ratcliff & McKoon, 200 2008). The diffusion model framework portrays decisions as the product of a stochastic process that accumulates information over time toward one of two response criteria, in this case, ''slow" or ''fast". For the drift-diffusion analysis, we used the Python-based toolbox HDDM (see Wiecki, Sofer, & Frank, 2013) . The results were estimates of three parameters characteristic of the two-choice decision-making process: drift rate, the rate at which evidence accumulates in 205 favor of one response; decision criterion, the amount of evidence needed to make a response;
and non-decision time, described as the portion of response time allocated to both stimulus encoding and motor response.
As Table 4 shows, both noise and modality significantly affected drift rate. Random variation in IPIs decreased the rate at which subjects accumulated information to make their 210 decisions, p < 0.001, η 2 p = 0.84. As in our analysis of response time, the effect of modality was also significant, but accounted for less variance in drift rate than noise did, p = 0. Our analysis of the decision criterion parameter revealed that noise had a statistically significant main effect on how subjects set their decision criteria in each condition, but modality did not (see Table 4 ). The interaction of these two effects was also not statistically significant, Table 4 235 and Fig. 3C ). The interaction between modality and noise was non-significant, p = 0.466, η 
Subjects adopt optimal criteria
Signal detection theory defines an optimal decision criterion is one that elicits equal error rates across experimental conditions (Macmillan & Creelman, 2005) . In our study, an optimal . We did not expect to observe a response bias in our study, as both stimulus rates occurred equally often and carried equal payoff incentives (Macmillan & Creelman, 2005) . For the familiar equal-variance case, the optimal criterion would be located at 250 a point where the likelihood ratio is 1.0, that is, at the midpoint between the nominal IPIs from 3 and 6 Hz stimuli (see Fig. 4A ). However, adding noise to the IPIs produced unequal-variance distributions for 3 Hz and 6 Hz, as illustrated in Fig. 4B for 20% noise and Fig. 4C for 40% noise. In these two conditions, the optimal criterion would not be where the IPI likelihood ratio = 1.0, but instead would be located at the IPI where Pr(''fast''|slow stimulus) = Pr(''slow''|fast 255 stimulus).
To determine whether subjects performed optimally vis-à-vis signal detection theory, we tested the proposition that pairs of error rates, one for 3 Hz stimuli and one for 6 Hz stimuli, would be sufficiently similar within each noise level as to be reasonably considered equivalent. To evaluate the proposition of equivalence, we used the Two One-Sided Tests (TOST) method (Lakens, 2017) . This procedure can be employed to determine whether an observed effect is indeed small enough to be considered statistically equivalent to zero. The approach involves specifying a set of lower (∆ L ) and upper (∆ U ) bounds to define a null effect region, 270
i.e., a range of effect sizes considered to be small enough to constitute no worthwhile effect.
Two one-sided tests are then performed to jointly test the null hypotheses H 01 : ∆ ≤ ∆ L and H 02 : ∆ ≥ ∆ U . In our implementation, ∆ was the mean difference between the two kinds of error rates for each noise condition, or ∆ = Pr(''slow''|fast stimulus) -Pr(''fast''|slow stimulus).
Using the TOST package in R, we calculated lower and upper equivalence bounds of 275 (-0.0768, 0.0768) with n = 23 subjects at 80% power and α = 0.05. These equivalence bounds indicated the null effect region in our study; if |Pr(''slow''|fast stimulus) -Pr(''fast''|slow stimulus)| < 7.68%, we could consider the two error rates statistically significant. Using these equivalence bounds, TOST equivalence tests were significant in all noise levels at α = 0.05 Figure 5 . Mean differences between error rates (Pr(''slow''|fast stimulus) -Pr(''fast''|slow stimulus; black squares) and 90% TOST confidence intervals (CIs; horizontal black lines) with equivalence bounds ∆ L = -0.0768 and ∆ U = 0.0768. In all noise levels, the observed mean difference was statistically equivalent to zero, indicating that the average proportion of errors made on 6 Hz trials was statistically equivalent to the average proportion of errors made on 3 Hz trials.
First impressions (and first IPIs) matter most
Stimuli with different noise levels were randomly interleaved in our experiment, making it impossible for subjects to know the stimulus noise level until the pulse sequence was underway.
This fact made one result from our diffusion decision analysis surprising: the change in subjects' 290 decision criterion with noise level. Such a change would have to occur in real-time, that is, in response to information received during a trial. Although subjects could continue to sample a stimulus for as long as they wanted before making a response, the relatively short times associated with most correct responses (see Fig. 2B ) meant that many decisions were made after just a few IPIs. For example, judging from response times, many correct responses to 6 295 Hz stimuli followed the receipt of as few as three or four IPIs. Of course, the idea that subjects accumulate information over successive samples or ''looks'' (Moore, 2003; Holt & Carney, 2005) is not novel; it is, in fact, central to evidence accumulation models. However, there is no principled reason to assume that successive samples are integrated with no regard to their serial order. In fact, quite the opposite may be true: sequential sampling decision strategies 300 that give extra weight to early samples can outperform their fixed sample-size counterparts (Wald, 1947) .
The power of a sequential sampling strategy and its demonstrated usefulness in diverse decision-making domains (Ratcliff et al., 2016) led us to examine how subjects processed the series of discrete, stochastic stimuli. Our analysis exploited the fact that, as in the decision-making process (Evans, Hawkins, Boehm, Wagenmakers, & Brown, 2017) .
To examine how successive IPIs influenced subjects' categorization of pulse rate, we applied multiple logistic regression to the first three IPIs and the mean IPI for each trial using stochastic stimuli for 20% noise and 40% noise separately. Observations from trials with deterministic stimuli (noise = 0%) were omitted because all IPIs were the same on these trials.
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We included the first three IPIs in the analysis, reasoning that three pulses would afford a clear picture of how successive IPIs influenced subjects' decisions. We focused our analysis exclusively on 6 Hz stimuli because their shorter IPIs meant that many responses would have been made after at least four pulses (and therefore three IPIs) occurred. In the 6 Hz condition, subjects responded after receiving an average of 4.92 IPIs (SD: 1.69). In contrast, with slower, 320 3 Hz stimuli, response times on nearly one-half of all trials would not have permitted at least four pulses (and three IPIs) to be delivered (mean number of IPIs before a response in the 3
Hz condition: 2.46, SD = 1.03). Although our analysis considered only the first three IPIs, on approximately 98.8% of trials with 6 Hz pulses, subjects received more than three IPIs before responding. These additional IPIs likely also influenced subjects' ultimate response; for this 325 reason, we also included the mean IPI for each trial in the analysis.
For each 6 Hz pulse rate trial, we regressed decision accuracy (a binary variable) against predictors including the modality of testing (V, vT, and V-vT) , the values of the first three IPIs on the trial, and the value of the mean IPI on the trial. Mean IPI was calculated for each trial using the IPIs a subject experienced before they responded. We sequentially fit the nested 330 models shown in Table 5 to determine the impact of each parameter on the likelihood of a correct response. The models presented omit interaction terms due to the instability of model fit produced by their inclusion. In the 20% noise condition, interactions between the first and second IPIs (χ 2 (1) = 5.15, p = 0.023), the second and third IPIs (χ 2 (1) = 12.53, p < 0.001), and the first and third IPIs (χ 2 (1) = 11.34, p < 0.001) were all statistically significant; the same 335 models, however, failed to converge using the 40% noise data. Given the instability of the interactive models, we opted for the simpler, additive full model (boldface model in Table 5 ). We fit the mixed logistic regression models listed in Table 5 using the lme4 package in R. Likelihood ratio testing was performed using the deviance (-2LL) statistics for each nested model, yielding the presented p values. The table shows the way that deviance, sometimes 340 described as "badness of fit", shrinks as additional parameters are included in successive nested models. Comparing the values of ∆-2LL for successive models gives a sense of each additional parameter's impact. With this criterion, we found that for both noise levels, the first and second IPIs each consistently significantly affected response accuracy. The effects of the third IPI, the mean IPI, and that of stimulus modality were statistically significant only for the 345 40% noise condition. Additionally, each of these parameters had a considerably smaller impact on model deviance than did the first and second IPIs.
For an intuitive sense of how a sequence's first and second IPIs altered response accuracy, we interpret the parameter estimates of the full model, shown in boldface in Table 5, variables, such as trial-to-trial variation in attention (e.g. Chambers & Pressnitzer, 2014; Schwiedrzik et al., 2014; Parise & Ernst, 2017) and variability in the decision criterion (Cabrera, Lu, & Dosher, 2015; Mueller & Weidemann, 2008) .
General Discussion
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Our experiment set out to (i) benchmark the robustness of information conveyed by vibrotactile signals compared to visual signals, (ii) investigate the decision-making process in rate discrimination tasks involving stochastic temporal sequences, and (iii) assess the potential of combined visual and vibrotactile stimuli for use in signaling devices.
Across all modality conditions in our experiment, participants were least accurate in 390 the visual condition. We conclude that vibrotactile signals are as robust as visual signals in conveying rate information, which disconfirms our hypothesis that visual would surpass vibrotactile performance. Multiple studies have demonstrated that sensory systems are specialized for processing different stimulus attributes (the "modality appropriateness hypothesis", Welch & Warren, 1980) . In audiovisual studies, auditory cues are weighted more heavily 395 than visual cues when processing temporal information, and visual cues are weighted more heavily than auditory cues when processing spatial information (Gebhard & Mowbray, 1959; Recanzone, 2003; Welch, DuttonHurt, & Warren, 1986) . Analogous relationships have been reported between visual and tactile cues (Bushmakin & Sekuler, 2016; Ernst & Banks, 2002; Ernst, 2007) . The poorer performance that we observed with visual stimuli may, therefore, be 400 related to vision's specialization for processing spatial information rather than the temporal information demanded by our task.
Investigating the decision-making process
Drift-diffusion modeling of performance yielded deeper insights into the decision-making process than did our separate analyses of accuracy and response speed. In the diffusion 405 model framework, subjects processed noisier stimuli at a slower rate, implying that each IPI in a noisy pulse sequence provided less evidence for a decision compared to a zero-noise sequence. Such an effect is common among studies that have used diffusion modeling to characterize performance on tasks of varying difficulty (Voss, Rothermund, & Voss, 2004; Wagenmakers, 2009) . Consistent with our results, Varghese et al. (2017) , investigating the 410 effects of audiovisual temporal congruence on rate perception, found that average drift rate decreased when subjects were faced with more uncertainty. The trend we observed for the decision criterion parameter differed surprisingly from that of Varghese et al. (2017) : they observed no significant change in decision criterion across conditions, while we observed a decrease in decision criterion with increasing amounts of noise. The decision criterion 415 parameter marks subjects' conservatism in decision making: a larger value indicates that subjects need additional information. While our results may seem counterintuitive in that they suggest subjects were less conservative with noisy stimuli, the effect we observed might be better interpreted as a speed-accuracy tradeoff.
Subjects' ability to adjust decision thresholds in real time, during the course of a trial, 420 has special theoretical interest. Diffusion models of decision making typically assume fixed boundaries set by the subject at trial onset (Ratcliff & McKoon, 2008; Ratcliff et al., 2016) . In our study, noise level was randomized, guaranteeing that subjects had no prior knowledge of how much IPI variability they might encounter until the trial was underway. If subjects set their decision threshold at the beginning of each trial, we would have seen no differences in 425 the decision criterion parameter between noise levels. Our diffusion modeling results as well as the results of equivalence testing imply that subjects adjusted their decision thresholds as a function of the noise level they experienced within a trial. These results resemble collapsing bound models, which assume that thresholds are not constant over a trial, but instead collapse over time (Ratcliff et al., 2016) .
Our results diverge from standard drift-diffusion accounts in another important way.
Classic diffusion models assume a constant rate of evidence accumulation during a trial, captured by the drift rate parameter (Ratcliff & McKoon, 2008; Ratcliff et al., 2016) . In our study, where the IPI is the unit of evidence, a constant drift rate would imply that each IPI in a single trial provide the same amount of evidence toward the decision criterion threshold. Our 435 logistic regression analysis, however, suggested a different narrative: that each IPI in a pulse sequence yielded a different amount of evidence, with the first and second IPIs in a sequence providing the most information and later IPIs providing comparatively less.
The benefit of bimodality
Bimodality's beneficial impact on response speed and evidence accumulation is consis-440 tent with previous proposals that such stimuli are processed by some supramodal mechanism.
Cross-adaptation between perceived rates of visual and auditory stimulation (Levitan et al., 2015) and between auditory and tactile stimulation suggested that timing information is processed via a common, supramodal mechanism. Interestingly, this hypothesis is supported by a recent functional magnetic resonance imaging (fMRI) demon-445 stration that auditory frequency is broadly represented in human cerebral cortex, including in classically defined somatosensory cortex .
As mentioned earlier, with V-vT combinations, subjects could base their decisions on whichever modality they chose. With concurrent stimuli in multiple modalities, previous work showed that subjects' reliance on one or the other modality depends upon the modalities' 450 relative reliabilities (Ernst & Banks, 2002; Bresciani, Dammeier, & Ernst, 2008; Bresciani & Ernst, 2007) . However, the close equivalence in accuracy for V and vT stimuli in our experiment meant neither modality offered a clear advantage in terms of reliability. Additionally, because the separate concurrent components of V-vT stimuli were perfectly correlated and synchronized, the two components might have been bound perceptually, an effect likely amplified by 455 their unified spatial location (Locke & Landy, 2017; Badde, Navarro, & Landy, 2018) . These speculations could be tested in experiments that added independent noise samples to the of vibrotactile signals demonstrated in our study confirms that various attributes of these cues could be manipulated to provide more information than a simple alert. We concur with the conclusions made by Meng and Spence (2015) about the considerable information-carrying potential of vibrotactile stimulation, including its temporal, spatial, and intensity dimensions. 
