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Abstract
Let A1,A2, . . . ,Ar be C∗-algebras with second duals A′′1,A′′2, . . . ,A′′r , and let X be an arbi-
trary Banach space. Let Γ :A1 × A2 × · · · × Ar → X be a bounded r-linear map, and denote by
Γ ′′ :A′′1 ×A′′2 ×· · ·×A′′r → X′′ the Johnson–Kadison–Ringrose extension (i.e., the separately weak∗
to weak∗ continuous r-linear extension) of Γ . The problem of characterising those Γ for which Γ ′′
takes its values in X was solved by Villanueva when the algebras are all commutative. Because
the Dunford–Pettis property fails for noncommutative C∗-algebras, the ‘obvious’ extension of Vil-
lanueva’s characterisation does not give the correct condition. In this paper we solve this problem
for general C∗-algebras. This result is then applied to obtaining a multilinear generalisation of the
normal-singular decomposition of a bounded linear operator on a von Neumann algebra.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let T :A → X be a bounded linear operator from a Banach space A into a Banach
space X. The the second adjoint T ′′ of T maps the bidual A′′ of A into X′′. One of the
most useful characterisations of weakly compact operators states that T is weakly compact
if and only if T ′′ maps A′′ into X (or, more pedantically, into κ(X), where κ is the canonical
embedding of X into X′′).
Let Γ be a bounded multilinear map from a product A1 × · · ·×Ar of Banach spaces to
a Banach space X. As a necessary tool for their work on cohomology of operator algebras,
Johnson et al. [12] proved a result which implies that when A1, . . . ,Ar are C∗-algebras,
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rately weak∗ to weak∗ continuous and extends Γ . When r  2, this is a highly nontrivial
result.
Villanueva [18] points out that Γ being weakly compact implies that Γ ′′ takes its values
in X but, for r  2, the converse is not true in general. He studies the situation when the
algebras Aj are commutative. Using deep and delicate arguments he finds a condition on
Γ (complete continuity) which is equivalent to Γ ′′ taking its values in X.
When the algebras Aj are not required to be commutative, what condition on Γ is
equivalent to Γ ′′ taking its values in X? A natural conjecture would be that complete
continuity, the condition which works when the algebras are all commutative, would also
work in the noncommutative situation. This is easily seen to be false—see below.
In this paper we answer the question by showing that, in the noncommutative situation,
Γ ′′ takes its values in X if, and only if, Γ is quasi completely continuous. We define a
bounded multilinear map Γ :A1 × · · · × Ar → X to be quasi completely continuous if,
given sequences (j an)n∈N in Aj which converge in the universal σ -strong∗ topology to
j a ∈ Aj , the sequence (Γ (1an, 2an, . . . , ran)) converges in the norm topology of X to
Γ (1a, 2a, . . . , ra). The universal σ -strong∗ topology is defined in Section 2.
The theorems giving our characterisation are proved in Section 3 but make use of some
other results, which can be proved in a more general setting. These other results are proved
in Appendix A, to avoid interrupting the flow of Section 3. Many of the methods and
results given here are capable of considerable generalisation. We intend to return to this in
a later work. Here, we aim at clarity rather than maximal generality. The results obtained
in Section 3 are needed in Section 4, where a multilinear generalisation of [5] is obtained.
2. Preliminaries
Let M be any von Neumann algebra. For any normal positive (linear) functional ψ on
M we define pψ on M by pψ(x) = ψ(xx∗ +x∗x)1/2. The σ -strong∗ topology on M is the
locally convex topology on M induced by the family of all such seminorms.
Let M be isomorphic to a weakly closed ∗-subalgebra of L(H) (with the same unit
element as L(H)). Then the strong∗ topology of L(H) and the σ -strong∗ topology of M
induce the same topology on bounded subsets of M (see [17]). So we may say that a norm
bounded sequence in M converges in the strong∗ topology (induced by some unspecified
faithful normal representation) precisely when it is σ -strong∗ convergent. Moreover, any
σ -strong∗ convergent sequence (xn) is bounded in norm. This follows from the uniform
boundedness theorem and the observation that each element of the predual of M is a finite
linear combination of positive normal functionals. Thus a sequence (xn) in a von Neumann
algebra is σ -strong∗ convergent if and only if (xn) is bounded and strong∗ convergent.
Let A be a C∗-algebra and let A′′ be its second dual. Then, see [17], A′′ may be
identified with the von Neumann envelope of π(A), where π is the canonical faithful
representation of A in its universal representation space Hπ . Thus the positive normal
functionals on A′′, which are the positive elements of its predual A′, can be identified with
the positive functionals on A. We define the universal σ -strong∗ topology of A to be the
relative topology of A induced by the σ -strong∗ topology of A′′ ⊂ L(Hπ). Equivalently,
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ψ is a positive functional on A and pψ is defined on A by pψ(x) = ψ(xx∗ + x∗x)1/2.
By an orthogonal sequence in A we mean a sequence (an) of selfadjoint elements of
the closed unit ball of A such that aman = 0 whenever m = n.
Definition 2.1. Let A be a C∗-algebra, X a Banach space and T :A → X a linear map.
Then T is said to be quasi completely continuous if limn→∞ ‖T an‖ = 0, whenever (an) is
a sequence in A converging to zero in the universal σ -strong∗ topology of A.
It is clearly equivalent to require that (T an) converges in norm to T a whenever (an) is
a sequence in A converging in the universal σ -strong∗ topology to a.
In the following proposition we collect useful information which depends on character-
isations of weak compactness in preduals of von Neumann, see [1,2,15,16], and in duals of
C∗-algebras [13]. For related results and techniques, see also [19].
Proposition 2.2. Let A be a C∗-algebra, X a Banach space and T :A→ X a linear map.
The following conditions are equivalent:
(i) T is quasi completely continuous;
(ii) T is norm continuous, and limn→∞ ‖T an‖ = 0 whenever (an) is an orthogonal se-
quence in A;
(iii) T is a weakly compact operator;
(iv) T is norm continuous, and if (xλ) is a bounded net in A′′ which converges in the
σ -strong∗ topology to x , then each T ′′xλ ∈ X and the net (T ′′xλ) converges in norm
to T ′′x ∈ X;
(v) T is norm continuous, and if (xλ) is a bounded net in A′′ which converges in the
σ -strong∗ topology, then each T ′′xλ ∈ X and the net (T ′′xλ) converges in norm to
some element of X;
(vi) T is norm continuous, T ′′(A′′) ⊂ X and T ′′ maps all σ -strong∗ convergent sequences
in A′′ to norm convergent sequences in X;
(vii) for any sequence (an) in A which is convergent in the universal σ -strong∗ topology
of A, the sequence (T an) is norm convergent.
Proof. (i) ⇒ (ii) Let (an) be a sequence in A such that ‖an‖ → 0. Then (an) converges
to 0 in the universal σ -strong∗ topology. So ‖T an‖ → 0.
Now let (an) be an orthogonal sequence in A. Then, for each positive functional ψ
on A,
0ψ
(
a21 + a22 + · · · + a2N
)
 ‖ψ‖.
Thus the series Σψ(a2n) is convergent and so limn→∞ ψ(a2n) = 0. Hence the sequence
(an) converges to zero in the universal σ -strong∗ topology of A, and by (i) we have
limn→∞ ‖T an‖ = 0.
(ii) ⇒ (iii) For any orthogonal sequence (an) in A, (ii) implies that
lim sup
{∥∥(φT )an
∥∥: φ ∈ X′, ‖φ‖ 1}= 0.n→∞
J.D.M. Wright, K. Ylinen / J. Math. Anal. Appl. 292 (2004) 558–570 561Hence by Pfitzner’s theorem [13, p. 355] {φT : φ ∈ X′, ‖φ‖  1} is a relatively weakly
compact subset of A′. Thus T ′ maps the unit ball of X′ into a weakly compact subset of A′,
i.e., T ′ is weakly compact. Hence by Gantmacher’s theorem [11], T is weakly compact.
(iii) ⇒ (iv) This follows immediately from applying Proposition 1 in [3] to A′′. See also
Proposition 3.2 in [5], where a different argument is given. Both proofs make essential use
of the deep results of Akemann [1]. For the reader’s convenience we sketch a proof here.
Let (xλ) be a bounded net in A′′ converging in the σ -strong∗ topology to x ∈ A′′. By
Gantmacher’s theorem the set {φT : φ ∈ X′, ‖φ‖ 1} is relatively weakly compact in A′,
and so using Theorem III.5.4 in [17] and the definition of the σ -strong∗ topology of A′′,
we find that
lim
λ
‖T ′′xλ − T ′′x‖ = lim
λ
sup
{∣∣〈φ,T ′′xλ − T ′′x〉
∣∣: φ ∈ X′, ‖φ‖ 1}= 0.
(The essential ingredients of this argument were also used in [20, p. 360].)
The implications (iv) ⇒ (v) ⇒ (vi) ⇒ (vii) are obvious.
(vii) ⇒ (i) It follows from (vii) that T is norm continuous, for otherwise we can choose
a sequence (un) in the unit ball of A such that ‖T un‖  n2, and then (T un/n) fails to
converge even though un/n → 0 in the universal σ -strong∗ topology of A. Now let an → 0
in the universal σ -strong∗ topology of A. By (vii) the norm limit y of the sequence (T an)
exists. Since T is also continuous from σ(A,A′) to σ(X,X′) (see the proof of Lemma 3.1
below), and the universal σ -strong∗ topology of A is finer than σ(A,A′), (T an) converges
weakly to 0. But it also converges weakly to y , and so y = 0. 
3. Multilinear maps and their canonical extensions
Throughout this section, unless we specify otherwise, A1,A2, . . . ,Ar will be arbitrary
C∗-algebras, X a Banach space and Γ a bounded r-linear map from A1 × A2 × · · · × Ar
into X. The following basic result is well known: the proof below just spells out why it is
a specialisation of the Johnson–Kadison–Ringrose theorem [12].
Lemma 3.1. There exists a unique bounded multilinear map Γ ′′ from A′′1 ×A′′2 × · · ·×A′′r
into X′′ which extends Γ and which is separately weak∗ to weak∗ continuous.
Proof. By Theorem V.3.15 in [11] a bounded linear operator from a Banach space A to X
is continuous as a map from A, equipped with the weak topology, σ(A,A′), to X, equipped
with the σ(X,X′)-topology. This means that Γ is separately σ(Aj ,A′j ) to σ(X,X′) con-
tinuous. We may identify Aj with its image on its universal representation space Hj and
then we may identify A′′j with the von Neumann envelope of Aj in L(Hj ). The weak∗
topology of A′′j induces the σ(Aj ,A′j )-topology on Aj . If we now regard Γ as a map
into X′′, we may apply Johnson–Kadison–Ringrose [12, Theorem 2.3], to obtain the re-
quired extension Γ ′′.
Alternatively, we may recall that any bounded linear operator from a C∗-algebra into
the predual of a von Neumann algebra is weakly compact [1] and then apply the general
extension theorem given in [4]. 
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Ringrose extension or, briefly, the canonical extension of Γ .
We are interested in characterising those Γ for which Γ ′′ takes its values in X. When
the algebras A1,A2, . . . ,Ar are all commutative, this problem has been solved by Vil-
lanueva [18]. His characterisation is that Γ be ‘completely continuous,’ that is, when-
ever, for j = 1,2, . . . , r , (j an)n∈N is a weakly Cauchy sequence in Aj then the sequence
(Γ (1an,
2an, . . . ,
ran))n∈N is norm convergent.
It is natural to conjecture that the same characterisation will also hold in the noncommu-
tative case. If this were true then, considering the situation where r = 1, this would require
that a weakly compact operator from an arbitrary C∗-algebra always maps weakly con-
vergent sequences to norm convergent sequences, i.e., that arbitrary C*-algebras have the
Dunford–Pettis property. But this is not true in general. So the noncommutative situation
requires a different characterisation.
For a survey of the Dunford–Pettis property see [10]. For clarification of the connections
between C∗-algebras and the Dunford–Pettis property, see [6–9].
Definition 3.2. Let Γ :A1 × A2 × · · · × Ar → X be a bounded r-linear map. Then Γ is
said to be quasi completely continuous if
lim
n→∞
∥∥Γ (1an, . . . , ran)− Γ (1a, . . . , ra)
∥∥= 0
whenever, for j = 1,2, . . . , r , (j an)n∈N is a sequence in Aj which converges in the univer-
sal σ -strong∗ topology to j a, an element of Aj .
Remark 3.3. When r = 1, it is clear that if Γ is completely continuous, then it is also quasi
completely continuous. But the converse is false since, see above, there exist noncommu-
tative C∗-algebras which do not possess the Dunford–Pettis property.
Theorem 3.4. Let Γ :A1 ×A2 ×· · ·×Ar → X be a bounded r-linear map. Let Γ be quasi
completely continuous. Then Γ ′′, the canonical extension of Γ , takes its values in X.
Proof. We shall use induction on r . For r = 1, if Γ is quasi completely continuous then,
by Proposition 2.2, it is weakly compact. Hence Γ ′′ takes its values in X.
We now suppose that k  2 and that the required result is true for 1 r  k − 1. Let Γ
be a quasi completely continuous multilinear map from A1 × A2 × · · · × Ak into X. Fix
a ∈ A1 × A2 × · · · × Ak−1 and let T (b) = Γ (a, b) for all b ∈ Ak . Since Γ ′′ is weak∗ to
weak∗ continuous in the kth variable, Γ ′′(a, x)= T ′′(x) for each x ∈ A′′k . Also T is a quasi
completely continuous map from Ak to X, and so T is weakly compact. Thus T ′′ takes its
values in X.
Fix x ∈ A′′k . Let Γx(a) = Γ ′′(a, x) for each a ∈ A1 × A2 × · · · × Ak−1. Then Γx is a
bounded multilinear operator which takes its values in X. We have Γ ′′x (y) = Γ ′′(y, x) for
all y ∈ A′′1 × A′′2 × · · · × A′′k−1. So if we can show that Γx is quasi completely continuous
for each x , then by the inductive hypothesis, Γ ′′ will take its values in X.
For j = 1,2, . . . , k − 1, let (j an)n∈N be a sequence in Aj which converges in the uni-
versal σ -strong∗ topology to j a. We wish to prove that the sequence n → Γx(1an, 2an, . . . ,
k−1an) converges in norm to Γx(1a, 2a, . . . , k−1a). By Proposition A.1, see Appendix A,
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assume that 1a = 0. We now wish to prove that ‖Γx(1an, 2an, . . . , k−1an)‖ → 0.
To simplify our notation, we write an for (1an, 2an, . . . , k−1an). For each n, we define
Sn on Ak by Sn(b) = Γ (an, b). By hypothesis, Γ is quasi completely continuous, and
so ‖Sn(b)‖ → 0 for each b in Ak . Let c0(X) denote, as usual, the Banach space of all
sequences in X which converge to zero. We define an operator Φ from Ak to c0(X) by
Φ(b) = (Sn(b))n∈N.
Now let (bm)m∈N be any sequence in Ak which converges to 0 in the universal σ -
strong∗ topology. It follows from Proposition A.3 in Appendix A that, because Γ is quasi
completely continuous, we have supn ‖Γ (an, bm)‖ → 0 as m → ∞. That is, ‖Φ(bm)‖ → 0
as m → ∞. Thus, by Proposition 2.2, Φ is weakly compact on Ak . So, by Lemma 1.2 in
[14], ‖S′′n(z)‖ → 0 for each z ∈ A′′k . Thus Γ ′′(an, z) → 0, that is, Γz(an) → 0. Hence Γz
is quasi completely continuous. It now follows, see the remarks above, that Γ ′′ takes its
values in X. 
We now prove the converse of Theorem 3.4. In other words, quasi complete continuity
characterises those Γ whose canonical extensions Γ ′′ take their values in X.
Theorem 3.5. Let Γ :A1 ×A2 × · · ·×Ar → X be a bounded r-linear map. Let Γ ′′ :A′′1 ×
A′′2 × · · · × A′′r → X′′ be the canonical extension of Γ . Let the range of Γ ′′ be contained
in X. Then Γ is quasi completely continuous. More generally, let (j xn)n∈N be a σ -strong∗
convergent sequence in A′′j with limit j x for j = 1,2, . . . , r . Let xn = (1xn, 2xn, . . . , rxn)
and let x∞ = (1x, 2x, . . . , rx). Then
lim
n→∞
∥∥Γ ′′(xn)− Γ ′′(x∞)
∥∥= 0.
Proof. We shall use induction on r . For r = 1, the hypotheses imply that Γ is a weakly
compact operator from A1 to X, see [11]. Thus by Proposition 2.2, Γ is quasi completely
continuous.
We now assume that the result is true for r = k. Let Γ :A1 ×A2 × · · · ×Ak+1 → X be
a bounded (k + 1)-linear map such that Γ ′′, the canonical extension of Γ , takes its values
in X.
First fix x ∈ A′′1 × A′′2 × · · · × A′′k . Let S be defined on Ak+1 by S(b) = Γ ′′(x, b). We
know that S takes its values in X. Since Γ ′′ is separately weak∗ to weak continuous, we
have that S′′(y) = Γ ′′(x, y) for all y in A′′k+1. It now follows that S′′ takes its values in X,
so that S is weakly compact [11].
Now let (j xn)n∈N be a σ -strong∗ convergent sequence in A′′j with limit j x , for j =
1,2, . . . , k. Let xn = (1xn, 2xn, . . . , kxn) and let x∞ = (1x, 2x, . . . , kx). We define weakly
compact operators on Ak+1 by Sn(b) = Γ ′′(xn, b) and S∞(b) = Γ ′′(x, b). Hence for y in
A′′k+1 we have S′′n(y)= Γ ′′(xn, y) and S′′∞(y) = Γ ′′(x∞, y).
Fix y ∈ A′′k+1 and then let Γy(a) = Γ ′′(a, y) for each a ∈ A1 × A2 × · · · × Ak . Let Γ ′′y
be the canonical extension of Γy to A′′1 × A′′2 × · · · × A′′k .
By applying Lemma 3.1 we see that Γ ′′y (x)= Γ ′′(x, y) for all x ∈ A′′1 ×A′′2 × · · · ×A′′k .
It now follows from our inductive hypothesis that (Γ ′′y (xn))n∈N is a sequence in X which
converges in norm to Γ ′′y (x∞). Thus we have that (Sn − S∞)′′(y) → 0 in norm. By [14]
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Φ(a) = ((Sn − S∞)(a))n∈N. Then, see Lemma 1.2 in [14], Φ ′′(z) = ((Sn − S∞)′′(z))n∈N
for each z ∈ A′′k+1. By weak compactness, the range of Φ ′′ is contained in c0(X).
Now let (bn) be a bounded sequence in A′′k+1 which converges in the σ -strong∗ topology
to b. We wish to show that ‖S′′n(bn)− S′′∞(b)‖ → 0.
Since S∞ is weakly compact, it follows from Proposition 2.2 that
lim
n→∞
∥∥S′′∞(bn)− S′′∞(b)
∥∥= 0.
Choose 
 > 0. Pick N1 such that, for nN1,
∥∥S∞(bn)− S∞(b)
∥∥ 
.
By Proposition 2.2, there exists N2  N1 such that ‖Φ ′′(bn − b)‖ 
 for nN2. So for
all m, whenever nN2,
∥∥S′′m(bn − b)− S∞(bn − b)
∥∥ 
.
From these two inequalities it follows that when nN2, we have
∥∥S′′m(bn − b)
∥∥ 2

for all m. Thus
∥∥S′′n(bn)− S′′∞(b)
∥∥
∥∥S′′n(bn − b)+ S′′n(b)− S′′∞(b)
∥∥ 2
 + ∥∥S′′n(b)− S′′∞(b)
∥∥.
But, as shown above, limn→∞ ‖S′′n(b)− S′′∞(b)‖ = 0. Hence ‖S′′n(bn)− S∞(b)‖ → 0, that
is, ‖Γ ′′(xn, bn) − Γ ′′(x∞, b)‖ → 0. Hence the required result holds for r = k + 1. By
induction, the theorem is proved. 
Corollary 3.6. Let Γ :A1 × A2 × · · · × Ar → X be a bounded r-linear map. Let Γ ′′ be
the canonical extension of Γ , taking its values in X′′. Then Γ ′′ takes its values in X if and
only if Γ is quasi completely continuous.
We have seen that in general quasi complete continuity does not imply complete con-
tinuity. However, combining the results here with those of Villanueva, we find that they
coincide when all the domain algebras are commutative.
Corollary 3.7. Let A1,A2, . . . ,Ar be commutative C∗-algebras, Γ :A1 × A2 × · · · × Ar
→ X a bounded r-linear map and Γ ′′ : A′′1 ×A′′2 ×· · ·×A′′r → X′′ the canonical extension
of Γ . Then the following three conditions are equivalent:
(i) Γ is quasi completely continuous;
(ii) Γ ′′ takes its values in X;
(iii) Γ is completely continuous.
Proof. By Corollary 3.6, (i) and (ii) are equivalent. By [18], (ii) and (iii) are equivalent.
So (i) and (iii) are equivalent when the algebras are all commutative. 
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The canonical extension of a bounded multilinear map plays a key role in the following
generalisation of part of [5, Theorem 4.1]. For the basic theory of normal and singular
functionals on von Neumann algebras, we refer to [17].
Theorem 4.1. Let Mj for each j = 1, . . . , r be a von Neumann algebra, X a Banach space
and Γ :M1 × · · · ×Mr → X a bounded r-linear map. Then there is a unique mapping
α = (α1, . . . , αr ) → Γα1,...,αr = Γα
from {0,1}r into the space of X′′-valued bounded r-linear maps on M1 × · · ·×Mr having
the following properties:
(i) For the canonical embedding κ :X → X′′ we have
κ ◦Γ =
∑
α∈{0,1}r
Γα.
(ii) Whenever k ∈ {1, . . . , r}, xj ∈ Mj for j ∈ {1, . . . , r} \ {k}, and φ ∈ X′ (⊂ X′′′), the
functional x → φ ◦Γα1,...,αk−1,0,αk+1,...,αr (x1, . . . , xk−1, x, xk+1, . . . , xr) on Mk is nor-
mal and the functional x → φ ◦ Γα1,...,αk−1,1,αk+1,...,αr (x1, . . . , xk−1, x, xk+1, . . . , xr )
on Mk is singular for all (α1, . . . , αk−1, αk+1, . . . , αr ) ∈ {0,1}r−1.
Proof. For each j ∈ {1, . . . , r}, let zj ∈ M ′′j be the support projection of the identity rep-
resentation of Mj . Then the normal linear functionals on Mj are the elements of M ′zj ,
and M ′(1 − zj ) is the space of the singular elements of M ′j (see [17, pp. 126–127]). Let
Γ ′′ :M ′′1 × · · ·×M ′′r → X′′ be the canonical extension of Γ . For xj ∈ Mj , let x˜j denote its
canonical image in M ′′j . For α = (α1, . . . , αr ) ∈ {0,1}r and (x1, . . . , xr ) ∈ M1 × · · · × Mr
denote (interpreting that a0 = 1 even if a = 0)
Γα(x1, . . . , xr) = Γ ′′
(
z
1−α1
1 (1 − z1)α1 x˜1, . . . , z1−αrr (1 − zr )αr x˜r
)
.
It is immediately seen that the r-linear operators Γα obtained in this way have the properties
stated in the theorem.
We now prove the uniqueness part by induction on r . The case r = 1 just amounts to
the uniqueness of the normal-singular decomposition of a bounded linear functional on a
von Neumann algebra [17, p. 127]. Assume now the uniqueness claim for r − 1. Suppose
(α1, . . . , αr ) → Γα1,...,αr and (α1, . . . , αr ) → Ψα1,...,αr are two mappings on {0,1}r having
the properties (i) and (ii). Fix φ ∈ X′ (⊂ X′′′). Since
∑
α1,...,αr∈{0,1}
φ ◦Γα1,...,αr =
∑
α1,...,αr∈{0,1}
φ ◦ Ψα1,...,αr
for any xj ∈ Mj , j = 1, . . . , r − 1, and x ∈ Mr , we get
∑
φ ◦ Γα1,...,αr−1,0(x1, . . . , xr−1, x)
α1,...,αr−1∈{0,1}
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α1,...,αr−1∈{0,1}
φ ◦Γα1,...,αr−1,1(x1, . . . , xr−1, x)
=
∑
α1,...,αr−1∈{0,1}
φ ◦Ψα1,...,αr−1,0(x1, . . . , xr−1, x)
+
∑
α1,...,αr−1∈{0,1}
φ ◦Ψα1,...,αr−1,1(x1, . . . , xr−1, x).
By the uniqueness of the normal-singular decomposition of a bounded linear functional (in
x ∈ Mr ), for any (x1, . . . , xr−1) ∈ M1 × · · · ×Mr−1 and x ∈ Mr we must therefore have
∑
α1,...,αr−1∈{0,1}
φ ◦ Γα1,...,αr−1,0(x1, . . . , xr−1, x)
=
∑
α1,...,αr−1∈{0,1}
φ ◦Ψα1,...,αr−1,0(x1, . . . , xr−1, x)
and
∑
α1,...,αr−1∈{0,1}
φ ◦ Γα1,...,αr−1,1(x1, . . . , xr−1, x)
=
∑
α1,...,αr−1∈{0,1}
φ ◦Ψα1,...,αr−1,1(x1, . . . , xr−1, x).
From the induction assumption we conclude that for any fixed x ∈ Mr and any (α1, . . . ,
αr−1) ∈ {0,1}r−1 the (r − 1)-linear functionals
(x1, . . . , xr−1) → Γα1,...,αr−1,0(x1, . . . , xr−1, x)
and
(x1, . . . , xr−1) → Ψα1,...,αr−1,0(x1, . . . , xr−1, x)
on M1 × · · · ×Mr−1 coincide, and so do
(x1, . . . , xr−1) → Γα1,...,αr−1,1(x1, . . . , xr−1, x)
and
(x1, . . . , xr−1) → Ψα1,...,αr−1,1(x1, . . . , xr−1, x).
Since x ∈ Mr is arbitrary, this completes the uniqueness proof. 
Remark 4.2. In the general situation Theorem 4.1 yields a decomposition involving r-
linear operators with values in X′′ rather than X. However, if the original r-linear operator
Γ is quasi completely continuous, the results in Section 3 show that the range of every
operator Γα is contained in X. In this case every Γα is also quasi completely continuous,
as can be seen from the above proof combined with Theorems 3.4 and 3.5 along with the
fact that multiplication in a von Neumann algebra is separately σ -strong∗ continuous.
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To avoid interrupting the flow of Section 3, we gather here some technical results which
are needed there. They seem straightforward but are more slippery to establish than appears
at first sight.
Let A1,A2, . . . ,Ak and X be Banach spaces. Then the space of all bounded k-linear
maps from A1 × · · · ×Ak to X is denoted by L(A1,A2, . . . ,Ak;X).
We define an enriched Banach space to be an ordered pair (A, τ(A)), where A is a Ba-
nach space and τ (A) is a Hausdorff vector topology for A, weaker than the norm topology.
For example, τ (A) might be chosen to be the norm topology or the weak topology. For
the applications of this appendix to the rest of this paper, our Banach space A will be a
C∗-algebra and τ (A) will be its universal σ -strong∗ topology.
When there is no ambiguity about the choice of τ (A) we shall abuse notation and refer
to the ‘enriched Banach space A.’ For the rest of this appendix A1,A2, . . . will be enriched
Banach spaces and X will be an arbitrary Banach space. Let CL(A1,A2, . . . ,Ak;X) be
the set of all Γ ∈ L(A1,A2, . . . ,Ak;X) with the following property. Whenever (ajn)n∈N
is a norm bounded sequence in Aj which converges in the τ (Aj ) topology to aj for j =
1,2, . . . , k, then
lim
n→∞
∥∥Γ
(
a1n, a
2
n, . . . , a
k
n
)− Γ (a1, a2, . . . , ak)∥∥= 0.
In our applications of the results of this appendix to the rest of the paper, each Aj will
be a C∗-algebra and τ (Aj ) its universal σ -strong∗ topology. Then CL(A1,A2, . . . ,Ak;X)
becomes the space of quasi completely continuous k-linear maps from A1 ×A2 ×· · ·×Ak
to X.
Proposition A.1. Let m be a positive integer. Let Γ ∈ L(A1,A2, . . . ,Am;X) be such that
whenever (ajn)n∈N is a norm bounded sequence in Aj converging in the topology τ (Aj) to
aj for j = 1,2, . . . ,m, then, whenever one of the a1, a2, . . . , am is zero,
lim
n→∞
∥∥Γ
(
a1n, a
2
n, . . . , a
m
n
)∥∥= 0.
Then Γ ∈ CL(A1,A2, . . . ,Ak;X).
Proof. Let P(k) be the assertion of the proposition for m = k. We use induction on k. Let
Γ satisfy the hypotheses of P(1). Then Γ is a bounded linear operator from A1 to X. Now
let (a1n) be a norm bounded sequence in A1 which converges in the topology τ (A1) to a1.
Then, by hypothesis, ‖Γ (a1n−a1)‖ → 0. By linearity we conclude that Γ is in CL(A1;X).
Thus P(1) holds.
Now we assume P(k) to be true and deduce P(k+1). Let Γ ∈ L(A1,A2, . . . ,Ak+1;X).
Suppose that Γ satisfies the hypotheses of P(k + 1). Fix b ∈ A1. Let Γb be defined by
Γb(a2, a3, . . . , ak+1) = Γ (b, a2, . . . , ak+1). Then Γb is in L(A2, . . . ,Ak+1;X) and Γb sat-
isfies the hypotheses of P(k). Thus Γb ∈ CL(A2, . . . ,Ak+1;X).
Let (ajn)n∈N be a norm bounded sequence in Aj which converges in the topology τ (Aj )
to aj , for j = 1,2, . . . , k + 1. On replacing b by a1 we find that
lim
∥∥Γ
(
a1, a2n, . . . , a
k+1
n
)− Γ (a1, a2, . . . , ak+1)∥∥= 0.
n→∞
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lim
n→∞
∥∥Γ
(
a1n − a1, a2n, . . . , ak+1n
)∥∥= 0.
It follows from the triangle inequality that
lim
n→∞
∥∥Γ
(
a1n, a
2
n, . . . , a
k+1
n
)− Γ (a1, a2, . . . , ak+1)∥∥= 0.
Thus P(k) implies P(k + 1). The proposition follows by induction. 
The following two results will be proved in the form in which they are used in this paper.
The techniques can be abstracted for use in much more general settings which we intend
to consider in later work.
Lemma A.2. Let Γ ∈ CL(A1,A2, . . . ,Am;X). Let (ajn)n∈N be a norm bounded se-
quence in Aj which converges in the topology τ (Aj ) to aj for j = 1,2, . . . ,m. Then,
given any 
 > 0, there exists a natural number p such that, whenever n(j) > p for each
j = 1,2, . . . ,m, we have
∥∥Γ
(
a1n(1), a
2
n(2), . . . , a
m
n(m)
)−Γ (a1, a2, . . . , am)∥∥< 
.
Proof. Assume that the conclusion is false. Then there exists 
 > 0 such that for every p
there are natural numbers n(1), n(2), . . . , n(m), each strictly greater than p, such that
∥∥Γ
(
a1n(1), a
2
n(2), . . . , a
m
n(m)
)−Γ (a1, a2, . . . , am)∥∥ 
.
We can therefore find strictly increasing sequences of natural numbers n(j, r) (r =
1,2, . . .), where j = 1,2, . . . ,m, such that
∥∥Γ
(
a1n(1,r), a
2
n(2,r), . . . , a
m
n(m,r)
)− Γ (a1, a2, . . . , am)∥∥ 

for every r ∈N. But since Γ ∈ CL(A1,A2, . . . ,Am;X), we have
lim
r→∞
∥∥Γ
(
a1n(1,r), a
2
n(2,r), . . . , a
m
n(m,r)
)− Γ (a1, a2, . . . , am)∥∥= 0.
By reductio ad absurdum, the lemma follows. 
Proposition A.3. Let Γ ∈ CL(A1,A2, . . . ,Ak+1;X). Let (ajn)n∈N be a norm bounded se-
quence in Aj which converges in the topology τ (Aj ) to aj for j = 1,2, . . . , k. Let (bn) be
a norm bounded sequence in Ak+1 which converges in the topology τ (Ak+1) to 0. Let
∆n = sup
{∥∥Γ
(
a1n(1), a
2
n(2), . . . , a
k
n(k), bn
)∥∥:
(
n(1), n(2), . . . , n(k)
) ∈Nk}.
Then limn→∞ ∆n = 0.
Proof. It follows from the norm boundedness of Γ that each ∆n is finite. We shall use
induction on k. First let us suppose that k = 1. Choose 
 > 0. By Lemma A.2 there exists
a natural number p, such that we have
∥∥Γ
(
a1m,bn
)∥∥ 
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c = a11, a12, . . . , a1p, we find q  p, such that whenever n  q , ‖Γ (a1r , bn)‖  
 for r =
1,2, . . . , p. Hence ∆n  
 for n q . So the statement of the theorem holds when k = 1.
Now let us suppose that the statement of the theorem holds for k = h − 1. We shall
deduce that the statement also holds for k = h. Choose 
 > 0. By Lemma A.2 there exists
a natural number p, such that whenever n > p and min{n(1), n(2), . . . , n(h)} > p then
‖Γ (a1n(1), a2n(2), . . . , ahn(h), bn)‖ 
.
For each fixed c ∈ A1, let Γc(x2, . . . , xh, b) = Γ (c, x2, . . . , xh, b). Then Γc ∈ CL(A2,
. . . ,Ah;X). It now follows by our inductive hypothesis that for large enough n,
sup
{∥∥Γ
(
c, a2n(2), . . . , a
h
n(h), bn
)∥∥:
(
n(2), . . . , n(h)
) ∈Nh−1} 
.
By taking c = a11, a12, . . . , a1p, for all large enough n we have
sup
{∥∥Γ
(
a1r , a
2
n(2), . . . , a
h
n(h), bn
)∥∥: 1 r  p and
(
n(2), . . . , n(h)
) ∈Nh−1} 
.
Similarly, for all large enough n,
sup
{∥∥Γ (a1n(1), a2r , . . . , ahn(h), bn)
∥∥: 1 r  p and
(
n(1), n(3), . . . , n(h)
) ∈Nh−1} 
.
Repeating this argument for each of the first h coordinates, we find that for all large
enough n, the norm of every element in the set
{
Γ
(
a1n(1), a
2
n(2), . . . , a
h
n(h), bn
)
:
(
n(1), . . . , n(h)
) ∈Nh,
n(j) p for some j = 1, . . . , h}
is at most 
. But, whenever n > p and min{n(1), n(2), . . . , n(h)} >p, we have
∥∥Γ
(
a1n(1), a
2
n(2), . . . , a
h
n(k), bn
)∥∥ 
.
So, for all large enough n, ∆n  
. Hence limn→∞ ∆n = 0. 
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