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ABSTRACT
The Q-cycle mechanism entering the electron and proton transport chain in oxygenic photosynthesis is a paradigmatic
example of how biological processes can be efficiently investigated with elementary microscopic models. Here we address the
problem of energy transport across the cellular membrane from an open quantum system theoretical perspective. We model
the cytochrome b6 f protein complex under cyclic electron flow conditions starting from a simplified kinetic model originally
introduced by Smirnov and Nori. Such formalization is hereby revisited in terms of a quantum master equation formulation and
spin-boson Hamiltonian treatment, which are apt to account for a richer and genuinely quantum phenomenology. As an original
application of our theoretical modeling, we determine the thermodynamic efficiency and the quantum yield of this complex
biochemical process, with no preliminary assumption besides the choice of well established electrochemical potentials. Albeit
not providing any evidence for an intrinsically quantum coherent dynamics, when scanning the temperature as an external
parameter we determine an optimal thermodynamic efficiency of the Q-cycle around ambient and physiologically relevant
condition. The present work, at the interface between two macro research areas like Physics and Biology, demonstrates
how the theory of quantum open systems can successfully push forward our theoretical understanding of complex biological
systems. Similar approaches could open new research directions, exploring physical effects that are at the quantum/classical
boundary, with potential applications to both natural and artificially manufactured biological systems.
Introduction
Approaching the field of biological sciences from the perspective of microscopic physical processes is an extremely intriguing
and partly unexplored area of research. Presently, photosynthesis occupies a particularly privileged position in this quest: the
molecular basis of its fundamental mechanisms are actively investigated at the biological, biochemical, and biophysical level,
while the very nature of the process is very well suited to be investigated with the tools of classical and quantum physics. In
fact, it involves analyzing the light-matter interaction within the cell as well as exciton and particle transport through molecular
networks, together with compelling energetic considerations. It has been more than ten years now since the attention of
quantum physicists was triggered by remarkable spectroscopic results showing evidence for quantum coherent processes in
light harvesting complexes1. We have henceforth assisted to the rapid development of the field of Quantum Biology2, 3, a
growth that continues nowadays towards many directions at the forefront of pure and applied scientific research4, 5.
One of the most relevant theoretical contributions lies in the application of the theory of open quantum systems to model
biological processes featuring a single or a few excitations embedded in the complex landscape represented by a protein,
a membrane, or even a cell. Here we bring this approach to a new stage, moving forward in the study of photosynthetic
complexes and moving up towards the extrapolation of the large scale biological significance of such models arising from its
microscopic description. In particular, we hereby focus on the electron transport chain, which represents the second stage of the
photosynthetic machinery, as it is immediately connected to the primary light-absorbing part. Building up on a kinetic model
originally proposed by Smirnov and Nori6, we develop a simple but accurate open quantum systems model of the Q-cycle,
a biochemical mechanism lying at the heart of the energy conversion process, and we use it to quantitatively derive some
macroscopically relevant observables, such as the quantum yield and thermodynamic efficiency. Even though no genuine
quantum effect such as entanglement or coherence-enhanced transport is expected to play any relevant role in the Q-cycle itself,
we demonstrate that the tools of quantum mechanics are nevertheless very well suited for the physical study of microscopic
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1Figure 1. Model for electron transport chain and cytochrome b6 f complex. (a) The electron transport chain of oxygenic
photosynthesis. Solid purple arrows show the ideal linear electron flow (LEF) in which electrons go through the whole chain
and are finally transferred to a biological redox agent called NADPH. Dashed purple arrows show the alternative path that
makes cyclic electron flow (CEF) possible. (b) Pictorial representation of the model described in this article. Single electron
binding sites are represented as small black circles, and proton ones as small white circles. The PQ purple element represents
the plastoquinone/plastoquinol molecule, which is able to commute between N- and P-side reaction sites, as indicated by purple
arrows. The black arrows show the ideal path of the electrons in the system.
biochemical transport processes, as they provide the necessary formal control over the relevant parameters and lead to very
natural results. Complemented by alternative mathematical approaches7, 8, this would certainly guarantee a deeper and more
complete understanding of many biological aspects at the molecular level.
The electron transport chain and the Q-cycle
In Fig. 1a we show a concise diagram of the full photosynthetic electron transport chain. Light is absorbed and stored in the
form of chemical energy inside large proteins called photosystem I (PSI) and photosystem II (PSII), respectively9. These
photosystems are typically assisted by light harvesting complexes (LHC) during the photon absorption and exciton migration
stage. The two photosystems are actually successive stages of the same global energy transfer chain in which the energy
contained in high energy chemical bonds fuels the transfer of protons (H+) against their concentration gradient across the
membrane of the photosynthetic cellular organelles, commonly defined “tylakoids”. The non-equilibrium distribution of protons
is then used by the cell for the synthesis of ATP, the well known molecule representing the fundamental energetic currency in
all living systems. The proton transfer reactions are orchestrated by a third membrane-spanning molecular complex, called
cytochrome b6 f complex, which will be the object of our analysis in the following of this work.
The cytochrome b6 f complex works essentially as an electron-fueled proton pump implementing the Q-cycle mechanism,
as originally proposed by P. Mitchell10, 11 and successively discussed and adapted12–15. In Fig. 1b we provide a schematic
description of its working principles under the so called cyclic electron flow conditions (CEF), a situation that turns out to be
simpler to model and to simulate, while keeping all the interesting features already established for the Q-cycle mechanism.
Several detailed structural descriptions of cytochrome b6 f complex exist in the literature16–20, including all the large heme
and other prosthetic groups embedded inside the protein scaffold acting as electron binding sites. In particular, it is currently
accepted that two reaction sites are present at the two opposite sides of this membrane-spanning protein complex, respectively
called Qo towards the interior of the tylakoid (lumen) and Qi on the other side (stroma), where specific mobile electron carriers,
called plastoquinone/plastoquinol (PQ/PQH2) can fit one per site at a time. Each PQ molecule (purple in Fig. 1b) can be either
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discharged or charged with up to two electrons (mainly coming from PSII) and two protons, thus transforming into a PQH2.
In principle, a whole pool of PQ/PQH2 molecules is present inside the membrane, to which these hydrophobic species are
confined while being free to diffuse. When a PQH2 enters the Qo reaction site, it interacts with two electron binding sites,
namely heme-bL and the Iron-Sulfur (ISP) domain (B in Fig. 1b). One electron leaves the PQH2 and is transferred through the
ISP via cytochrome f to a Plastocyanin (Pc) molecule, a water-soluble single electron carrier acting as a connector with PSI.
Hence, the original redox energy of such electron is definitely consumed. One proton is released to the lumen side (also called
P-side for proton rich), leaving the original plastoquinol in a semiquinone state. The second electron is transferred to heme bL
and then to heme bH across the membrane, while the second proton is released to the P-side: the plastoquinol is now in the
fully oxidized plastoquinone state. On the other side of the membrane, such plastoquinone molecules can bind to the Qi site
close to heme bH . The electron that traversed the L-H chain reduces this plastoquinone to a semiquinone state. A second fresh
electron is provided directly by PSI through a water soluble single-electron carrier called Ferredoxin (Fd) which can bind to the
N-side of the b6 f complex. Two protons are taken up from the stromal side, thus producing a fully reduced PQH2, ready to
diffuse back into the membrane and towards the P-side. With a circuital analogy, the Fd and Pc pools act as source and drain
leads for the proton pump, while the PQ/PQH2 molecules are used as mobile parts. It is easy to see that the overall process
translocates two protons to the P-side per electron passed to the Pc pool. Under ideal conditions, the quantum yield (QY) of the
reaction, defined as the ratio between the number of protons released on the P-side and the number of electrons whose redox
energy is consumed approaches QY = 2. This is particularly relevant in view of calculating the thermodynamic efficiency of
the proton translocation process, defined as the ratio between energetic outputs and inputs, which is proportional to QY:
η =
∆µprot
∆µel
QY (1)
where ∆µ denotes the change in electrochemical potential for electrons and protons.
Model and theoretical description
A simplified model of the Q-cycle mechanism was originally introduced by Smirnov and Nori in 20126. We now summarize
such a model (full details are provided in the Methods section, for completeness), and introduce its open quantum system
formulation in terms of the dynamical evolution of the total density matrix of the system. The model describes the proton and
electron motions through different binding sites, which are individually treated as basic two-level systems. The use of quantum
theory, and specifically the theory of open quantum systems, allows for a straightforward derivation of the dynamical equations,
directly arising from the general definition of all the possible elementary states of the system and their mutual interactions. We
make use of the pseudospin s = 1/2 formulation, in which the occupied Fock state |1〉 indicates the presence of a particle on
the specific site.
A single plastoquinone/plastoquinol molecule is included in the model, described as a carrier of up to two protons
and two electrons, which can spatially commute between the N- and P-side of the cellular membrane and alternatively
interacting with the Qi an Qo reaction sites. We will often refer to this component as the PQ-shuttle. The Hamiltonian
describing the microscopic degrees of freedom of such plastoquinone contains multiple contributions, which we represent as
HQ = He+Hp+Hee+Hpp+Hep: the first two terms describe two pairs of independent binding sites for electrons and protons,
respectively, while the other terms describe the mutual electrostatic interactions between the charged particles simultaneously
present on the shuttle. These are intended as an effective way to take into account the differences in free energy (i.e. in standard
redox potential) between different molecular species such as quinone, semiquinone, and quinol.
The hemes bL and bH that constitute the electron-recycling chain are also described by a composite Hamiltonian containing
free energy terms, HLH, f ree, accompanied by a Coulomb repulsive interaction, HLH,int , which reflects the redox anticooperativity
of the two hemes, as measured in molecular complexes structurally and functionally similar to the b6 f 21. A site as B collectively
represents the ISP- cytochrome f chain that transfers electrons to the Pc pool. On the other hand, site A models the electron
re-injection site from the Fd pool to PQ. The A and B sites can bind a single electron each, while the Ferredoxin and Plastocyanin
pools on the stromal and lumenal sides, respectively, are modeled as collections of fermionic oscillators. We assume that PSI
transfers electrons from the Plastocyanin pool to the Ferredoxin pool with the help of external energy (i.e., from light absorption),
and that this mechanism is at a steady state, such that pools can be described with time-independent parameters. The protons
in the bulk aqueous phase on the P- and N-side can be treated in a similar way. Throughout the paper, quantum mechanical
operators for electron binding sites will be written with small letters (e.g. annihilation operators ai, with i = 1,2,A,B,L,H),
while we will use capital letters for protons (e.g. annihilation operators Ai, with i = 1,2). Here the index i = 1,2 refers to
the binding sites on the PQ shuttle. Annihilation operators obey anticommutation rules {ai,a†j}= δi j and {Ai,A†j}= δi j. For
simplicity of notation, we will assume h¯ = kB = 1 in the following.
We now solve for the dynamics of this model, which formally reproduces the main ingredients already introduced6, by
explicitly resorting to the theory of open quantum systems applied to the full density matrix of the complete system, ρ . Notice
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that the total dimension of the Hilbert space corresponds to a collection of 8 independent two-level systems, i.e. d = 28.
We hereby describe A and B sites interacting with the electron source and drain in terms of typical Lindblad terms (with
(i, j) ∈ {(Fd,A),(Pc,B)})22
Li[ρ] = n¯i j
γi
2
Θ(a†j)[ρ]+ (1− n¯i j)
γi
2
Θ(a j)[ρ] (2)
where the Lindblad dissipator is Θ(V ) [ρ] = 2VρV †−{V †V,ρ}, and the average occupation numbers of the reservoirs are
described by Fermi-Dirac distributions at the A and B energies ε j
n¯i j = f (ε j;T,µi) =
[
exp
(
ε j−µi
T
)
+1
]−1
(3)
where T is the temperature and µi are the source and drain electrochemical potentials, respectively. The electron transfer
reactions can be phenomenologically modeled through incoherent Lindblad-type terms including forward and backward Marcus
rates23, 24. A complication arises here, since the single Marcus rates from two individual states explicitly depend on their energy
difference. Therefore, we shall distinguish between the cases in which other charged molecules are present or not, for example
in all the transitions involving shuttle electrons. This is precisely the effect of the Coulomb interaction terms, which contribute
to make some specific transitions more or less favorable. We thus introduce projectors on the states of the system, Pi = |i〉〈i|,
i = 1, ...,28, and add the following contributions to the master equation
L x→yi→ j [ρ] =
1
2
χxy(i, j)Θ(Pjaxa†yPi)[ρ] (4)
to describe the transition from state i to state j via the tunneling connection from site x to site y. For simplicity, we assume that
the reorganization energies only depend on the sites and not on the states of the system: we can therefore write
χxy(i, j) = |∆xy|2
√
pi
λxyT
exp
(−(λxy+ω j−ωi)2
4λxyT
)
(5)
where ωi is the energy eigenvalue of state |i〉 as an eigenstate of the free Hamiltonian of the system, and ∆xy is a tunneling
matrix element. Notice that, contrary to the original approach6, the present formalism fully captures all possible correlation
effects (in principle, both at the quantum and semiclassical level), as it treats the whole set of sites as a whole quantum system.
It can thus be easily extended to include a richer phenomenology when applied to different contexts. Finally, a similar problem
also occurs in defining the interaction between the proton sites on the PQ-shuttle and the N- and P-side reservoirs. In this case,
it is the Fermi-Dirac distribution describing the average occupation number that depends on the energy difference of each
specific transition. The solution comes again with the help of state projectors:
L α,ki→ j[ρ] = f (Ωi j;T,µα)
Γα
2
Θ(PjA†kPi)[ρ]+ (1− f (Ωi j;T,µα))
Γα
2
Θ(PiAkPj)[ρ] (6)
where α = N,P, k = 1,2 and Ωi j is the absolute value of the energy difference between the states i and j. If we now define
L α,kProt [ρ] =∑
i j
L α,ki→ j[ρ] L
x→y
Elec [ρ] =∑
i j
L x→yi→ j [ρ] (7)
we can write the full evolution of the system in the form of a single master equation
dρ
dt
=LFd [ρ]+LPc[ρ]+∑
x 6=y
L x→yElec [ρ]+∑
α,k
L α,kProt [ρ] (8)
where we impose χxy(i, j) = 0 ∀i, j if sites x and y are not directly connected in the model. As already anticipated, from Eq. (8)
it clearly appears that the off-diagonal entries of the density matrix evolve independently from the populations. The effect of
quantum coherence is thus dynamically ineffective here, and it can safely be neglected when considering the electron transfer
dynamics. Since we are dealing with a fully incoherent picture, we can then recast the relevant part of Eq. (8) in the form of a
Pauli master equation22: indeed, the dynamics of the diagonal elements of the density matrix, namely the electron and proton
populations in the possible basis states, evolve according to a relaxation equation of the form
dP
dt
= ΛRelaxP (9)
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(a) (b)
Figure 2. Benchmark simulations. (a) Quantum Yield as a function of the electrochemical gradient of protons (b) Quantum
Yield as a function of the electrostatic surface potential.
where P is a vector with 28 components describing the populations (diagonal elements of ρ), and the time-independent
relaxation matrix, ΛRelax, receives contributions from all the components of Eq. (8).
A very peculiar element of the description of the b6 f complex under CEF conditions is the stochastic modeling of the PQ
shuttle motion inside the membrane between the N- and the P-side, as already introduced6. Here we keep such an approach,
thus including a stochastic differential equation (SDE) to describe the position of the PQ shuttle, whose diffusive commuting
inside the rather dense lipidic membrane is modeled as an overdamped Langevin-Brownian motion
ζ x˙ =−dUw
dx
−〈(n1+n2−N1−N2)2〉dUchdx +ξ (10)
where ζ is the drag coefficient (i.e. the inverse of the diffusion coefficient times the temperature, D = T/ζ ) and ξ represents
a gaussian noise source with zero average and correlation function 〈ξ (t)ξ (t ′)〉= 2ζTδ (t− t ′). The potential Uw is added in
order to confine the shuttle inside the membrane, while Uch prevents an electrically charged shuttle from crossing the lipid core
of the membrane. The tunneling rates between the electron sites on the shuttle and the sites A, B, L, and H will then depend on
the position of the shuttle. This can be described with an exponential decay of the coupling rate9
∆iQ(x) = ∆iQ exp
(
x± x0
le
)
(11)
with the lower sign for i = L, B and the upper sign for i = H, A. Here x0 = 2nm, and le is a characteristic length. Since the
shuttle can only interact with the aqueous phase of the N- or P-side when it is spatially close to the membrane border, we
assume position-dependent rates
Γi(x) = Γi exp
(
x± x0
lp
)
(12)
where the upper sign refers to i = N and the lower to i = P, respectively, thus distinguishing the two sides of a membrane with a
total thickness of 4nm. Finally, the distribution of charged aminoacid residues is at the origin of a structural asymmetry in
the electrical surface potential of the b6 f complex, which is taken into account by adding an internal potential between the
membrane boundaries ±x0. Such a potential is linearly varying between two temperature-dependent extreme values VN = 4.6T
and VP = 5.4T, and its effect is to rescale the free excitation energies of the electron and proton binding sites (see Methods), as
already described6.
Results
In this section, we present some of the most significant results we obtained by performing extensive numerical simulations
of the hybrid quantum and stochastic model discussed above (see also details in the Methods section). Notice that all the
simulations presented in this work can be performed on a standard Personal Computer. The dynamical behavior of the system
was investigated by varying some physically meaningful external parameter, such as the electrochemical gradient of protons
across the membrane, the static surface potential, or the temperature. For each parameter under individual scan, the relevant
range of variation was empirically identified and divided into a number of steps. For each sampling point, six different stochastic
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(a) (b)
Figure 3. Quantum Yield as a function of temperature. (a) Quantum Yield as a function of T for fixed ∆µ of protons and
∆V (scheme I) (b) Quantum Yield as a function of T for fixed ∆pH of protons and ∆V (scheme II).
realizations of the same configuration were computed, with each realization covering 100µs of the b6 f complex activity. The
quantum yield and the total number of transferred electrons and protons (i.e. the translocation rate) for each realization were
stored, then the average value and standard deviation were computed at each sampling point. All the relevant parameters not
involved in the scan were kept fixed at the default values chosen consistently with the relevant literature6, and reported in Table
1 of the Methods section for completeness.
A few benchmark simulations were performed in order to validate our formalism with respect to the previous solutions6.
First, the electrochemical gradient difference for protons, ∆µ = µP−µN , was gradually varied while symmetrically keeping
µN =−µP. Since the following relation generally holds25
∆µ ≈−∆pH T
298K
(60meV) (13)
at a fixed temperature the scan over ∆µ is equivalent to a scan over ∆pH, namely the concentration gradient of H+. The
results for the simulated QY are shown in Fig. 2a. As it can easily be seen, the system is stable and keeps good performances
over a wide range of values, with QY well above 1 and close to the ideal value, QY = 2. The quantum yield decreases when
the concentration gradient against which the protons are pumped becomes very large. Remarkably, these results show good
agreement with previously reported ones6. As a second benchmark simulation, the electrostatic surface potential difference
∆V =VP+VN was varied at constant ∆µ and T . At room temperature (TR = 298K) we have VP = 140meV and VN = 120meV
with VP−VN = 20meV. Following Smirnov and Nori, we varied ∆V while keeping VP−VN constant. The results are presented
in Fig. 2b. Again, there is good agreement with the results previously reported6. Here we go beyond previous studies by
explicitly checking for the effects of temperature variations. Temperature is explicitly included in the definition of many
quantities affecting the dynamical behavior of the model, and influences both electron and proton transfer reactions as well
as the stochastic motion of the PQ shuttle and other structural parameters. In our simulations, the temperature was scanned
according to three different schemes, summarized in the following.
(a) (b) (c)
Figure 4. Temperature scan at constant ∆pH and varying surface potential. (a) Quantum Yield as a function of T for
fixed ∆pH of protons and with ∆V varying with temperature (scheme III) (b)-(c) Average total number of translocated electrons
(ne) and protons (Np) during a full trajectory under scheme III.
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(a) (b)
Figure 5. Figures of merit under scheme III. (a) Quantum Yield times the number of translocated protons (b)
Thermodynamic efficiency.
In scheme I, the temperature was varied while keeping fixed ∆µ for protons and the surface potential. In such a case, temperature
variations only affect the reservoir populations given by Fermi-Dirac distributions and the Marcus electron-transfer rates.
Moreover, the diffusion coefficient for the stochastic motion of the PQ shuttle is also affected. According to Eq. (13), the pH
gradient also depends on T at constant ∆µ . Within this formulation, we analyzed the response of the system mainly for what
intrinsically concerns the electron and proton transfer dynamics, all the other conditions and properties being unchanged. The
results for this scan are presented in Fig. 3a.
In scheme II, we held the pH gradient fixed while changing the temperature. This time, the ∆µ for protons changes at different
sampling points, again according to Eq. (13). This situation is of great biological interest, since realizes the case in which
the pH is under external control. At each point, given the temperature and ∆pH = 2.5, ∆µ is obtained from Eq. (13) and then
distributed as µP = ∆µ/2 and µN = −∆µ/2. The results of this scan, as shown in Fig. 3b, are not radically different from
the previous ones in Fig. 3a: we can thus infer that the impact of a temperature change on the particle dynamics inside the
system dominates over other factors, such as the ∆µ change. Finally, as the third and more complete stage (scheme III), we also
took into account the temperature dependence of the surface electrostatic potential. As already shown6, this dependence takes
the form VP = 5.4T and VN = 4.6T . Again, we kept ∆pH fixed and plotted the results in Fig. 4. The connection between ∆µ
and ∆pH was not modified, assuming that ion balance across the tylakoid membrane always provides a net zero electrostatic
component to the protonic electrochemical potential. The T -scan simulations show that the quantum yield decreases while
increasing the temperature, while the number of translocated protons increases. If achieving a quantum yield as high as
possible is certainly beneficial, this comes at the cost of a reduced number of transferred protons per unit time: in the biological
optimization perspective, a trade-off should then be found at the point where the b6 f activity is both sufficiently quick and
efficient. A possible figure of merit is the product
Q = QY · (Number of transferred protons) (14)
which we expect to show a maximum in the intermediate range of temperatures. This is indeed the case, as shown in Fig. 5a
for the data of simulation scheme III. Quite remarkably, the maximum of Q is found in a temperature range that broadly lies
around physiological conditions.
Finally, we can apply the formal general definition for thermodynamic efficiency, as given in Eq. (1), to the CEF case if we
recognize that the input energy is provided by the electrochemical potential gradient of electrons from source (Fd pool) to drain
(Pc pool), and that work is performed to move protons from the N- to the P-side. We thus have
η =
µP−µN
µS−µD QY (15)
It is particularly interesting to compute such quantity when both the quantum yield and the electron-to-proton energy conversion
ratio vary simultaneously. This is precisely the situation, for example, of the T scan at constant pH and T -dependent surface
potential, whose efficiency is plotted in Fig. 5b. Also in such a case where a purely energetic figure of merit is considered, we
remarkably find a peak of the efficiency around the relevant physiological temperatures.
Discussion
The most remarkable effect associated with the Q-cycle mechanism is certainly represented by the bifurcation of electron
flows at the Qi site. It it worth pointing out explicitly that the electron recycling through the L-H chain is a truly energy
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conserving process, since at the end of the process all the electrons following this path are found inside PQH2 molecules
again, ready to trigger another cycle. The model presented here intrinsically reproduces this intriguing feature, albeit under
simplified conditions, by relying only on general structural parameters. Indeed, it has been shown7 that the redox chemistry
alone, with all the measured mid-point potentials for the intervening species, is in principle sufficient to justify such bifurcation.
However, we must also mention that some phenomenological observations, mainly obtained while studying the response of the
mitochondrial bc1 complex (an analogue of the b6 f found in the respiratory chain) to changes in environmental conditions or to
the introduction of specific inhibitors, pointed towards the necessity of explicitly formulating some gating mechanisms28–30.
Testing these hypotheses would require extending the present model to include an external control over the allowed transitions,
and better detailing the individual chemical mechanisms of such processes, which lies beyond the scopes of the present work.
On the other hand, the model presented is primarily intended as a proof of concept for the emergence of the Q-cycle and for
the investigation of some of its general properties. In fact, we have shown that an open quantum system formulation is already
sufficient to give a few original and possibly biologically meaningful conclusions, especially concerning the efficiency of the
mechanism itself. On a more general perspective, this is only the first step towards a full description of the b6 f complex and
may serve as a starting point to investigate both the detailed pathway of CEF and the behavior of the complex in response to
specific environmental or structural conditions. On the technical side, the formalism adopted in this work is certainly fit for the
exploration of more genuinely quantum mechanical systems at the mesoscale. Finally, we should not forget that the interplay
between biology and its formal description is bidirectional: under this light, the elementary CEF formulation adopted here
might already be sufficient to provide, e.g., some inspiration on possible routes to artificially engineer coupled electron-proton
translocations.
Methods
The explicit expression of the full system Hamiltonian can be written as
H = HQ+HLH +HA+HB+HFd +HPc (16)
For the PQ shuttle, we have HQ = He+Hp+Hee+Hpp+Hep where the electron and proton Hamiltonians are
He = εQ a†1a1+ εQ a
†
2a2 Hp = EQ A
†
1A1+EQ A
†
2A2 (17)
while other terms describe the electrostatic interaction between the charged particles on the shuttle. Each site interacts
independently with the others and the interaction is diagonal on the Fock basis, thus affecting only the energies of the states
without inducing any transition:
Hee =Uee n1n2
Hpp =Upp N1N2
Hep = −Uep (n1+n2)(N1+N2)
(18)
where ni = a
†
i ai and Ni = A
†
i Ai. The Hamiltonian HLH for the L and H sites also contains free energy terms and a Coulomb
repulsive interaction
HLH, f ree = εL a†LaL+ εH a
†
HaH HLH,int =ULH nLnH (19)
Finally, A and B are treated as single-electron binding sites:
HA = εA a†AaA HB = εB a
†
BaB (20)
The Ferredoxin and Plastocyanin pool on the stromal and lumenal side respectively are modeled as collections of fermionic
oscillators
HFd =∑
k
εk,Fd c†k,Fdck,Fd HPc =∑
k
εk,Pc c†k,Pcck,Pc (21)
Equivalent expressions can be given for the the P- and N-side proton reservoirs.
The master equation for the quantum evolution was derived by using techniques from the theory of open quantum systems.
The source (Fd) and drain (Pc) terms are realizations of the well known case of a single two-level system in contact with a
thermal reservoir whose creation and annihilation operators obey anti-commutation rules. The proton reservoir terms are similar
in spirit but distinguish the possible configurations of electrons and protons on the PQ shuttle, essentially recognizing that the
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Energies and rates Lengths and diffusion
Parameter Value (meV) Parameter Value (meV) Parameter Value (nm)
εQ0 280 T 25 lp 0.25
EQ0 822 µFd 410 le 0.25
µN −75 µP 75 xch 1.70
VP 140 µPc −440 xw 2.70
VN 120 γFd ,γPc 0.0001 lch 0.05
ε ′L 360 ΓP 0.002 lw 0.10
ε ′H 220 ΓN 0.002 Parameter Value (meVµs/nm2)
ε ′A 465 ∆AQ 0.10 ζ 8.55
ε ′B −495 ∆BQ 0.10
λAQ 100 ∆LQ 0.06
λBQ 100 ∆HQ 0.06
λLQ 100 ∆LH 0.10
λHQ 100 Uee 305
λLH 250 Uep 610
ULH 240 Uch0 770
Upp 76.30 Uw0 500
Table 1. Default parameters for the numerical simulations performed in this work.
difference in redox potential is well resolved despite the line-broadening induced by the interaction with the reservoirs. Finally,
the Marcus transition rates can be derived starting from Hamiltonian terms of the form
H = εka†kak + εla
†
l al +∆(a
†
kal +h.c.)+∑
j
p2j
2m j
+
m jω2j
2
[x j− x j,knk− x j,lnl ]2 (22)
which are essentially an adapted version of the well known spin-boson Hamiltonian26 featuring the two binding sites coupled
by a tunneling interaction and connected to the surrounding molecular vibrational environment. Marcus transition rates are
obtained by applying perturbation theory and Fermi’s golden rule27.
The asymmetric electrostatic surface potential, varying linearly with position inside the membrane, can be modeled as
V (x) =−x− x0
2x0
VN− x+ x02x0 VP (23)
The effect of V (x) is to rescale the free excitation energies of the electron and proton binding sites. For sites A, B, L and H this
is just a static shift
ε ′A/H = εA/H −VN ε ′B/L = εB/L+VP (24)
while for the PQ-shuttle this means that the free energies become position-dependent
εQ(x) = εQ0−V (x) EQ(x) = EQ0+V (x) (25)
We assume that the surface potential does not affect the Brownian motion: indeed, it could only act on electrically non-neutral
states of the shuttle and, in such case, the motion across the membrane is strongly suppressed by the action of the hydrophobic
energy barrier Uch. In other words, the stochastic random force originating from molecular collision is dominant in governing
the diffusion of the PQ shuttle. The explicit analytic form of the confining potentials for the diffusion are the following:
Uw(x) =Uw0
{
1−
[
exp
(
x− xw
lw
)
+1
]−1
+
[
exp
(
x+ xw
lw
)
+1
]−1}
(26)
and
Uw(x) =Uch0
{[
exp
(
x− xch
lch
)
+1
]−1
−
[
exp
(
x+ xch
lch
)
+1
]−1}
(27)
9/12
(a) (b)
𝑛𝐴
𝑛𝐵
𝑛1,2
𝑁1,2
(d)
𝑛𝐿
𝑛𝐻
𝑛𝑒
𝑁𝑝
(c)
Figure 6. Typical stochastic trajectory of the model system. (a) Position of the PQ shuttle inside the membrane. (b)-(d)
Electron (ni) and proton (Ni) average population on the PQ shuttle and on the A, B, L and H sites. Notice the spikes
corresponding to the charging and discharging of the shuttle when it approaches the N- and P-side, as well as the remarkable
coupling between electron and proton motion (the latter are translocated against their electrochemical gradient). (c) Total
number of electrons transferred to the Pc pool (ne) and total number of protons (Np) brought from the N- to the P-side.
The dynamics of the system was numerically simulated with an original Python code. The coupled quantum and stochastic
system equations{
dP
dt = ΛRelax(x)P
ζ x˙ = − dUwdx −〈(n1+n2−N1−N2)2〉 dUchdx +ξ
(28)
display two separate dominant time-scales, namely the fast (on the order of picoseconds) quantum dynamics and the slower (on
the order of fractions of microseconds) mesoscopic diffusion of the PQ shuttle. At every time step dt = 10−3 µs, we computed
the local energy values and we evolved the populations from the previous state. The linear structure of Eq. (9) makes it possible
to use matrix exponentiation to compute the exact time evolution for arbitrary times
P(t+ t0) = eΛRelaxtP(t0) (29)
We used the above expression at each step for a time dt, and we updated all the relevant observables, including the net charge
on the shuttle, making use of the standard quantum mechanical formalism for the expectation values. At the end of such step,
the position was updated using an Euler scheme for the integration of the SDE. The default parameters that we used in all the
simulations, unless otherwise specified in the text, are summarized in Tab. 1. All of them are mostly consistent with the values
already known from the relevant literature6.
As an explicit example, we show in Fig. 6 part of a typical stochastic trajectory of the system dynamical evolution, as
obtained with the default parameters. The corresponding time evolution of the electron and proton populations is also reported,
for completeness.
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