In modelling phenomena involving diffusion and chemical reactions, coupled systems of linear differential equations are often obtained, which can involve several dependent variables. For two dependent variables, coupled reaction-diffusion systems can be uncoupled, and in principle the original boundary value problem can be reduced to two separate boundary value problems for the classical heat equation. Here we address various aspects of the fundamental unsolved problem of the determination of corresponding uncoupling transformations for systems involving several dependent variables. We present, in an elementary manner, the current state of knowledge relating to this complex problem area. Several new results are obtained here. For example, in reviewing known results for two dependent variables we observe that those systems for which uncoupling transformations have been found are essentially those which can be reduced to a coupled system involving a single spatial operator L. In addition, for several dependent variables, the general solution structure for the kernel matrix, involved in the uncoupling transformation, is presented together with some explicit results for values of components of the kernel matrix along characteristics, which are deduced from elementary considerations.
Introduction
Multi-component systems undergoing diffusion and chemical reactions frequently give rise to coupled systems of linear differential equations involving several dependent variables. For example, for three diffusing species undergoing first-order chemical reactions we have the following coupled system for the concentrations [2] Cj (x,t) (; = 1,2,3), where V 2 denotes the usual spatial Laplacian, the diffusivities dj(j = 1,2,3) are positive constants which we suppose are such that d\ > d 2 > dz, and the matrix A = [dij] is assumed here to be a constant matrix with all components nonzero. In this paper we address the unsolved problem of finding transformations which uncouple systems such as (1.1) and in particular we seek uncoupling transformations which are independent of the spatial operator V 2 involved in (1.1). Thus for any linear spatial operator L, involving partial derivatives of any order, we wish to uncouple the system, For two dependent variables, this problem has been solved. Hill [2] shows that the coupled equations (L5) [3] Uncoupling systems of equations 485 and IQ and I\ are modified Bessel functions with r\ defined by (1.6) Further /ii(x, t) and ft 2 (x, £) are understood to be solutions of dh/dt = L(h), (1.7) satisfying the same initial conditions as c\ (x, t) and c 2 (x, t) respectively. This result is important because, for example for coupled reaction-diffusion equations, certain boundary value problems can be reduced to similar boundary value problems but for the classical diffusion equation (see Hill [2] ). The extension of this result to more than two dependent variables would have many important applications in applied mathematics. The original derivation of the formal solutions (1.4) (Aifantis and Hill [1] and Hill and Aifantis [3] ) depends on formal mathematical devices such as Laplace and Fourier transforms and the success of this method hinges on the simple form of solutions of quadratic equations. For three dependent variables the method involves the solution of a cubic equation and the subsequent analysis proves intractable (see Lee [4] ). However McNabb [7] identified the essential structure of the uncoupling transformation (1.4) for any number of dependent variables and showed that the uncoupling problem hinges on solving a first order coupled system for a kernel matrix k(t, s). Unfortunately the problem of the determination of this kernel matrix is also difficult and the purpose of this paper is to provide an elementary presentation of this problem and to address various aspects which are not explicitly discussed in McNabb [7] . In addition, we present one or two explicit results which are deduced from elementary considerations.
In the following section we first present a review of known results for coupled systems involving only two dependent variables. We show that those systems for which an uncoupling transformation has been found are essentially those which can be transformed into a coupled system (1.3) involving a single linear spatial operator L only. In Section 3 we give the basic equations underlying the uncoupling procedure of McNabb [7] and we detail the general solution structure for the two kernel matrices k + (t, s) and k~(t, s). In Section 4 we then use invariance under a one-parameter group of transformations to give a brief derivation of the known kernels for the case of two dependent variables, and from these explicit expressions we deduce special values of the kernels along characteristics and show that the same special values can also be derived directly. Motivated by these results for the case of two dependent variables, we obtain corresponding expressions for three and more dependent variables in Sections 5 and 6 of the paper respectively. We remark that while systems such as (1.1) can be formulated as abstract evolution equations, for which the Hille-Yosida theorem provides sufficient conditions for a semi-group solution, unfortunately the verification of such conditions can be at least as complicated as the process of obtaining explicit results. For the semigroup approach we refer the reader to Pazy [9] .
Review of known results for two dependent variables
In this section we show how other uncoupling transformations for two dependent variables (see Lee and Hill [5, 6] 
Accordingly if we make the transformation
then using We now look for a transformation of dependent variables such that where the elements of the matrix T and dj(j = 1,2) are all constants. If (2.14) holds then (2.12) becomes which is a coupled system of the form (1.3). Undertaking the necessary algebra it is a simple matter to show that where the constants a and b are related to the constants c and d respectively by the equations,
We observe that c and d are undetermined arbitrary constants and that in the notation of Lee and Hill [6] we have a n = -v\ and 022 = -v 2 . Further, on making repeated use of the relation d\ + d 2 = Di+D 2 , we can show from (2.16) that the quantity k = 012021 arising in (1.6) becomes
which is precisely as given in Lee and Hill [6] . Thus, assuming we can transform (2.10) into a coupled system of the form (1.3), the formal solutions (1.4) are "essentially" those given in Lee and Hill [6] , which were obtained by an alternative procedure. However the two sets of solutions are not identical, since those arising from (1.4) have an initial condition coinciding with that of c 3 (x., t) (j = 1,2) while those derived in Lee and Hill [6] have an initial condition coinciding with that of Uj(x.,t) {j = 1,2). An important unsolved problem would be to obtain formal solutions (1.4)-(1.7) for coupled systems of the form (1.3) but with distinct linear spatial operators L\ and L 2 , namely
19) A more restricted version of this problem would be to obtain formal solutions for a coupled system involving linear spatial operators L and M and being of the form,
where e 3 -(J = 1,2) are constants. In the remaining sections of the paper we focus on the problem of obtaining uncoupling transformations for systems involving several dependent variables.
Basic equations for the kernel matrix
McNabb [7] showed that solutions of the coupled system by means of relations of the form,
Here for simplicity we assume at the outset firstly that the elements of D are distinct and the variables are labelled such that 4) and secondly that the matrix A is a constant matrix with all elements nonzero. In these circumstances the matrix J in (3.3) is diagonal and given simply by
Further the kernel matrices k + (t, s) and k~(t, s) are obtained as solutions of the hyperbolic equations dk
with boundary conditions
and jump conditions along s = t, 
[k+(t,t) -k~(t,t))D -D[k+{t,t) -k~{t,t)} = (A-A°)JD,
10)
Hit, t) -kr^t, t)](dj -di) = aijdje*"* (i ± j). (3.11)
We make the following observations relating to the solution of (3.9)-(3.11).
Clearly kf^ and k~, satisfy the same system of first-order partial differential equations and in principle both are solved column by column; that is, the coupling in (3.9) arises only through elements of the kernel matrix which are in the same column. Further, the character of the solutions fc t +-and k~-is dictated by the slope of the characteristics of (3.9), which are given by
Thus if we consider the problem of solving for the jth column, then because of
Further, the largest ratio is d\/dj and the smallest is d n /dj, which means that the kernel matrices are nonzero only in the fan contained by s -d n t/dj and s = d\t/dj. In particular k^ is nonzero only in the fan contained by s = d n t/dj and s = t, while fc~ is nonzero only in the fan contained by s = t and s = dit/dj. For the first column of the kernel matrices (j = 1) we have di/di < 1 for all i and therefore A; , (t, s) is identically zero for 1 < i < n. On the other hand, for the last column of the kernel matrices (j -n) we have d t /d n > 1 for all i, and therefore kf n (t, s) is identically zero for 1 < i < n. For these two special columns, the jump conditions along s = t become Thus the underlying feature when solving (3.9)-(3.11) for either of the kernel matrices k + (t,s) or k~(t,s) is that either all elements of the column are identically zero or they are all nonzero. Clearly for certain special matrices A with some zero elements this may not be the case. Our discussion pertains to the general matrix A with all elements nonzero, so that once one element of the column of the kernel matrices is nonzero the coupling in (3.9) generates nonzero elements throughout the column. Finally in this section we make the observation that when solving for the j'th column of the kernel matrices the elements of k^At, s) and k~At, s) are continuous functions across all characteristics except their own characteristic, namely s = dit/dj. If we introduce &ijk*p(t) as the discontinuity of k^p across the characteristic s = dit/dj, that is Because of the coupling this nonzero element generates further nonzero elements of the j t h column. These preliminary remarks enable us to make appropriate interpretation of the known kernel matrices for two variables which lead to one or two explicit results for several variables which we show can also be deduced from (3.9)-(3.11) by elementary arguments.
Derivation of known kernel matrix for two dependent variables
In this section we present a slightly different derivation of the kernel matrices for two variables to that given by McNabb [7] . From (3.9) we find that the first column of the kernel matrices where C\ denotes the constant of integration. Now as t tends to zero we require that fcj l " 1 (0,0) is zero and therefore the constant C\ is zero and we have deduced the given expression. Similarly for /^(^tfei/di) we have from the second equation of (4. where the constant of integration C 2 is determined from the condition that the jump in k%! across 3 = d 2 t/di at the origin coincides with the known value deduced from the expression given in (4.2) as t tends to zero, namely
which together with (4.24) yields the given expression. These simple results giving values of components of the kernel matrices along the extreme characteristics and along s = t can be extended to the case of more than two dependent variables and this is done in the following sections.
Kernel matrices for three dependent variables
For n = 3 we find from (3.9) that the first column of the kernel matrices k + (t,s) and k~(t,s) both satisfy 7(l -<Wdi), (5.6) where the constant of integration has to be chosen so that fc^ (0,0) agrees with the value predicted by (5.2) 4 . We observe that while the values of fcj^M) and ii) as given by (5.4) and (5.6) respectively have been deduced to be 
which we notice are such that a + /? = 1. We now make the transformations Because of the zero conditions (5.13)4 and (5.13)s and because partial differentiation with respect to x only occurs in (5.11) for the functions 0i and 02, it is natural to Laplace transform (5.11) with respect to x. Although the resulting transforms are readily obtained, they are not of a type which can be where / denotes the identity matrix. The highly nontrivial problem of inverting such transforms is considered in some detail by McNabb [8] .
Some elementary results for n dependent variables
For the first column of the kernel matrices k + and k~, all the elements of kã re zero while for k + which is nonzero in the fan contained by s = d n t/d\ and s = t, we have from (3.9), (3.10) and (3.13)i,
and from these equations we may deduce in the usual way
For the jth column of the kernel matrices we have from (3.9) for both fc + and while from (3.10) and (3.11) we may deduce
from which we can obtain
For the last column of the kernel matrices, all elements of k + are identically zero while the elements of k~ are nonzero only in the fan contained by s = t and 3 = dit/d n and from (3.9), (3.10) and (3.13) 2 while if i = j we obtain and these differential equations can be solved for the discontinuities using the following argument to obtain a boundary condition at t zero. For i < j , di > d 3 and as t tends to zero, k~, jumps from the value zero just above s = d t t/dj to the value aij/(di/dj -1) just below this line (but above s = t) so that Similarly for i > j , di < dj and as t tends to zero k^ jumps from the value zero just below a = dit/dj to the value aij/(l -di/dj) just above this line (but below a = t) so that } 4,dit/dj)] = a y / ( l -di/dj), (6.14) and (6.9) evidently follows from (6.11), (6.13) and (6.14). Similarly which together with (6.12) readily yields (6.10).
Conclusion
For the fundamental problem of uncoupling systems of linear differential equations we have reviewed the situation relating to known uncoupling transformations for systems involving two dependent variables only. It appears that those systems for which uncoupling transformations have been derived are systems which can be transformed into a coupled system of the form (1.3) involving a single linear spatial operator L only, for which the basic formal solution (1.4)-(1.7) is well established. Further for two dependent variables we have suggested two important coupled systems (2.19) and (2.20) for which formal solutions would have many applications. For more than two dependent variables, although the problem is unsolved, we have nevertheless presented in some detail the structure of solutions for the kernel matrices k + (t, a) and k~(t, s), and moreover we have utilised the governing system of partial differential equations to provide an elementary derivation of special values of the elements of these matrices along bounding characteristics. We have also indicated that further explicit representations of these kernel matrices hinges on inverting seemingly simple Laplace transforms of the form (5.23) for an arbitrary constant matrix A and a diagonal matrix D.
