Abstract. In this paper, some new lower bounds for the smallest singular value of a square complex matrix A are derived. A key tool to obtain these bounds is using some Hermitian matrices which are, in the sense of Loewner matrix ordering, below the Hermitian part of A or, more generally, below the Hermitian part of the unitary equivalences of A. Two types of new bounds are proposed. The first bound can be applied to matrices with positive diagonal entries and strictly diagonally dominant Hermitian parts. It is always at least as large (never worse) as pure Gersgorin-based bound due to C.R. Johnson [C.R. Johnson. A Gersgorin-type lower bound for the smallest singular value. Linear Algebra Appl., 112: 1-7, 1989.]. The other bound is complementary with the first one and it can be effectively applied to matrices whose Hermitian parts are very far from diagonal dominance.
1. Introduction. It is well known that lower bounds for the smallest singular value σ n (A) of an n × n complex matrix A have many potential theoretical and practical applications. Following [4] and [5] , recall that σ n (A) indicates not only whether or not A is nonsingular, but also how far (in a unitary invariant norm) from the singular matrices A is. Moreover, it is also a key ingredient in the spectral condition number σ 1 (A)/σ n (A) (where σ 1 (A) is the largest singular value of A), which is commonly used in studying numerical calculations involving A. So, lower bounds for the smallest singular value in terms of possible simple functions of the entries of a matrix are of interest.
Several results of this type are available in the literature. We first mention the bound derived by Varah in [13] for matrices which are simultaneously strictly diagonally dominant by rows and columns and bounds for more general classes of matrices obtained by Varga in [14] . Bounds involving the determinant of the matrix as well as
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the Euclidean norm of its rows and columns were presented in [3] and [11] . Due to the relationship with our results, we also mention Gersgorin-based bounds given in [6] , [7] and [9] and bounds based on some variants of Gersgorin theorem proposed in [8] .
In this paper we present some further simple lower bounds for the smallest singular value of a square complex matrix A. To get them we make use of the known fact that the smallest singular value of a matrix A is greater than or equal to the smallest eigenvalue of the Hermitian part H(A) of A and focus on Hermitian matrices which are, in the sense of Loewner matrix ordering, below H(A).
In Section 2, we present a condition for a square real matrix to be a P -matrix and we recall some basic information on the Loewner matrix ordering. In Sections 3 and 4, we develop two different applications of this ordering to the problem of bounding the smallest singular value. These applications are complementary and require a computational cost of O(n 2 ) elementary operations to bound the smallest singular value of an n × n matrix.
In Section 3, we derive Gudkov-type bounds for the smallest singular value. We show that these bounds are sharper than those of [8] for the matrices considered therein. A limitation of the proposed bounds follows from the fact that they provide nontrivial results only for matrices which, by means of unitary transformations, become matrices whose Hermitian parts are strictly diagonally dominant. In Section 4, we obtain the bounds that are complementary with the bounds from Section 3 and which can be applied to more general matrices. These bounds, as shown in an example, can also improve bounds obtained in [6] and [8] . The paper is closed with conclusions presented in Section 5.
2. H(A)-type bounds for σ n (A). For a given complex matrix A = (a ij ) 1≤i,j≤n , we define
and the Hermitian part of A, i.e., the matrix
A matrix A = (a ij ) 1≤i,j≤n is said to be strictly diagonally dominant (by rows) if, for each k = 1, . . . , n, |a kk | > P k (A).
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It is well-known (Corollary 3.1.5 of [5] ) that
and that
hold for any eigenvalue λ of A (5 of Section 14-2 of [2] ).
Applying Gersgorin theorem to the matrix H(A), where A is a square complex matrix such that H(A) is positive definite, the bound (2.2) becomes
In fact, (2.4) is given in Theorem 1 in [7] . This formula provides a nontrivial bound for σ n (A) whenever H(A) is strictly diagonally dominant with positive diagonal entries. Of course, as singular values of a Hermitian positive definite matrix coincide with its eigenvalues, and taking into account (2.2), this bound can be obviously extended to derive a lower bound σ n (B) ≥ σ n (A) for any complex matrix B such that A := H(U BV ) is positive definite strictly diagonally dominant for some unitary matrices U, V .
Let us notice that Gersgorin theorem was also used in Theorem 3 of [7] to derive the following bound for σ n (A):
It is easy to see that, for matrices with positive diagonal entries, bound (2.4) is always at least as large as the bound from the aforementioned theorem and it is essentially better for A such that 1 2 (P r (A) + Q r (A)) > P r (H(A)), where r is the index for which the right hand-side in the latter bound (the bound proposed in [7] ) attends the minimum. The following example illustrates this fact.
Then the bound of Theorem 3 of [7] gives σ 2 (A) ≥ 1 and, since H(A) is a diagonal matrix with diagonal entries equal to 3, bound (2.4) gives σ 2 (A) ≥ 3. In this case σ 2 (A) = √ 13.
A real square matrix such that all its principal minors are positive is called a Pmatrix. The following result collects the above inequalities relating to singular values and eigenvalues and also provides a class of P -matrices. Proof. Formulae (2.2), (2.3) and (2.5) follow from the hypotheses and the previous comments.
To show that A is a P -matrix suppose that B is a principal submatrix of A of order k, 1 ≤ k ≤ n. Clearly, H(B) coincides with the corresponding principal submatrix of H(A). Then, by hypothesis, H(B) is positive definite and so 0 < λ n (H(B)) ≤ Re(µ) for any eigenvalue µ of B. Hence det B > 0 and the result follows.
It should be pointed out that Proposition 2.2 can also be applied to matrices whose Hermitian parts belong to a class of P -matrices different from the class of strictly diagonally dominant with positive diagonal entries (for instance, the class of B-matrices introduced in [10] ).
Further lower bounds for σ n (A), sharing a similar type of information on A, were derived in [8] . We derive a new bound in Section 3 that improves these bounds in all examples considered in [8] .
Observe that, by Corollary 3.1.5 of [5] , σ 1 (A) ≥ λ 1 (H(A)) and so, lower bounds for σ 1 (A) could be derived in a similar way to those for σ n (A). 
In the next two sections, we shall present two different applications of Loewner ordering to derive new lower bounds of the smallest singular value of a matrix.
3.
A new Gudkov-type bound for the smallest singular value. We start this section by introducing some notations related to Gudkov's condition for nonsingularity. Let A = (a ij ) 1≤i,j≤n and let R 1 (A) := P 1 (A) (see (2.1)). Then we define for each i = 2, . . . , n
Before stating Gudkov's nonsingularity condition [1] we mention that matrices that satisfy it are known in the literature as Nekrasov matrices ( [12] ).
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Theorem 3.1. Let A = (a ij ) 1≤i,j≤n be a complex matrix such that |a ii | > R i (A) for i = 1, . . . , n. Then A is nonsingular.
The following result is an immediate consequence of Theorem 2 of [12] . Theorem 3.2. Let A = (a ij ) 1≤i,j≤n be a complex matrix with positive diagonal entries satisfying a ii > R i (A) for i = 1, . . . , n. Then all eigenvalues of A have positive real parts.
For our purposes, we will need the following weaker version of the previous result: Theorem 3.3. Let A = (a ij ) 1≤i,j≤n be a complex matrix with nonnegative diagonal entries satisfying a ii ≥ R i (A) for i = 1, . . . , n. Then all eigenvalues of A have nonnegative real parts.
Proof. Let ε > 0 and consider the matrix A ε := A + εI. Then one can check that the positive diagonal entries of A ε satisfy a ii + ε > R i (A) ≥ R i (A ε ), and so, by Theorem 3.2, all eigenvalues of A ε have positive real parts. Hence Re(λ i ) + ε > 0 for any eigenvalue λ i of A. Taking into account that these inequalities hold for any ε > 0, the result follows. Now we are ready to present our main result for Hermitian strictly diagonally dominant matrices. To state it the following notion of the last landing index is needed.
Let {b i } i=1,...,n be a nonincreasing ordered sequence of real numbers. The index j such that b j > b j+1 = b j+2 = · · · = b n will be called the ll-index (last landing index) for {b i } i=1,...,n . If the elements of the sequence coincide, then we set j := n; otherwise, j belongs to {1, . . . , n − 1}. Theorem 3.4. Let A be an n × n Hermitian matrix strictly diagonally dominant with positive diagonal entries and let F be a permutation matrix such that A = (ã rs ) 1≤r,s≤n := F AF T satisfies
Proof. We shall prove thatÃ − D is positive semidefinite. As j is the ll-index of 
..,n and v ≤ (w + z)/2, we havẽ
for any index i with 1 ≤ i ≤ j, and by Theorem 2.3, the smallest eigenvalue ofÃ is greater than or equal to the smallest eigenvalue of D, which is its smallest diagonal entry. Since λ n (Ã) = λ n (A) = σ n (A), we obtain (3.2).
If all rows of A have the same diagonal dominance (i.e., if a 11 − P 1 (A) = · · · = a nn − P n (A)), then the previous result leads again to the bound (2.5).
Let us particularize Theorem 3.4 in the important case in which there exists a unique row with the minimal strict diagonal dominance.
Corollary 3.5. Let A be a matrix satisfying the hypotheses of Theorem 3.4 with j = n − 1. Then, with the notation of Theorem 3.4, the smallest singular value σ n (A) of A satisfies
Our next result applies Theorem 3.4 to non-Hermitian matrices. Corollary 3.6. Let B be an n × n complex matrix such that A := H(U BV ) is positive definite strictly diagonally dominant for some unitary matrices U, V . Then the smallest singular value σ n (B) of B satisfies 
and checking Gudkov's condition requires O(n 2 ) elementary operations. Finally, additional n − j + 1 comparisons are needed. So, the computational cost for obtaining the bound of Corollary 3.6 for the smallest singular value of an n × n matrix if U BV is known has the order of O(n 2 ) elementary operations. Example 4.7 illustrates how U, V can be chosen in practice. Remark 3.11. Following Remark 3.10 and the definition of R i (A), it is easy to see that for a matrix B with positive diagonal entries satisfying the hypotheses of Corollary 3.6, the bound (3.3) is always at least as large as the bound (2.4) (and therefore at least as large as the bound given in Theorem 3 of [7] ) and for B such that all sums of the first i − 1 terms in P i (H(U BV )), i = 2, ..., n, are nonzero the bound (3.3) is essentially better than the bound (2.4) (and therefore essentially better than the bound given in Theorem 3 of [7] ). Moreover, if B satisfies the hypotheses of Corollary 3.6 and r is the index for which the right hand-side in the bound (2) from [8] attends the minimum, our experiments show that, when P r (B) is "close" to Q r (B), the bound (3.3) is better than the bound (2) of [8] .
We shall close this section giving examples which illustrate efficiency of our results. We consider the matrices used in Section 5 of [8] to compare the best bounds for the smallest singular value. Our new bounds will always improve bounds obtained in [8] for these examples. 
4.
Complementary results to bound the smallest singular value. In this section, we present another application of the Loewner ordering that complements the results of the previous section. Let us recall (Definition 2.5.11 in [5] ) that an n × n complex matrix A = (a ij ) 1≤i,j≤n is said to be strictly diagonally dominant of its row entries if |a ii | > |a ij | for each i = 1, . . . , n and all j = i. Proof. Observe that the Hermitian matrix M − C is positive semidefinite because its eigenvalues are 0 (with multiplicity n − 1) and nc(M ) > 0. So, C M and by Theorem 2.3, the smallest eigenvalue of M (which coincides with σ n (M )) is greater than or equal to the smallest eigenvalue of C (which coincides with σ n (C)).
Corollary 4.2. Let A = (a ij ) 1≤i,j≤n be an n × n complex matrix such that M := H(U AV ) is a matrix characterized in Theorem 4.1 for some unitary matrices U, V . Then the smallest singular value σ n (A) of A satisfies σ n (A) ≥ σ n (C), where C is defined in Theorem 4.1, and for lower bounds for σ n (C) one can use the bounds obtained in Sections 2 and 3.
Proof. As U, V are unitary matrices, σ n (A) = σ n (U AV ) and the assertion follows from Theorem 4.1.
The efficiency of the results of this section depends on the spectral properties of the matrix C, and the following remark provides some suggestions on the choice of the number c(M ). Remark 4.3. As c(M ) is positive, in order to reach our purposes (i.e., either the matrix C becomes strictly diagonally dominant or its strict row diagonal dominance is increased) it is necessary that the number q of nonpositive off-diagonal entries of M satisfies 2q < n(n − 1) since otherwise we increase the sum of the absolute values of the off-diagonal entries. In this case, a good choice to diminish the positive offdiagonal entries and to control the increasing of the absolute values of the remaining off-diagonal entries is the choice c(M ) := m, where m is the arithmetic mean of the off-diagonal entries. Let us mention two exceptions for this choice:
• m does not satisfy 0 < m < min 1≤i≤n {m ii }, • 2(q + r(s)) ≥ n(n − 1), where s is the least positive off-diagonal entry of M and r(s) denotes the number of off-diagonal entries of M equal to s.
In the first case we recommend the choice c(M ) := s and in the second case the choice c(M ) := min{m, s}. Finally, let us observe that the choice of c(M ) proposed here increases the computational cost considered in Remark 3.9 in at most (n 2 − n − 2)/2 sums, one division and at most (n 2 − n)/2 + 1 comparisons. The computation of the matrix
requires (n 2 + n)/2 elementary operations. Thus we still keep a computational cost of O(n 2 ) elementary operations for an n × n matrix, as in Remark 3.9.
We shall close Section 4 by examples illustrating efficiency of Theorem 4.1 and Corollary 4.2. In contrast to Theorem 3.4, Theorem 4.1 can be applied to matrices that are very far from diagonal dominance, as the following example shows.
Example 4.5. For any n odd, let us consider the following n × n matrix M = (m ij ) 1≤i,j≤n : 
With the choice c(M ) = m, where m = n is the arithmetic mean of the off-diagonal entries, the corresponding matrix
In our next example we consider a matrix that has both positive and negative entries. We have compared our bounds with others sharing a similar type of information on a matrix. However, our bounds can also improve the bounds having "a different nature" than ours, as those of [11] . 
5.
Conclusions. This paper deals with lower bounds for the smallest singular value σ n (A) of a complex square matrix A. We use the fact that the smallest singular value of a matrix is not less than the smallest eigenvalue of its Hermitian part, which is combined with well known result about Loewner ordering. Theorem 3.4 from Section 3 gives an estimation for Hermitian matrices strictly diagonally dominant with positive diagonal entries, and consequently for (up to permutation) matrices, Hermitian parts of which have this property. If any main diagonal entry is not positive, it is easy to remedy it since σ n (A) is a unitarily invariant function of A. In particular, if all diagonal entries of A are nonzero then, after multiplication of A by diagonal matrix D with the entries equal to the quotients of the conjugate of the entry and its modulus, the diagonal entries of DA will be positive. In Section 4 the result is generalized to the class of matrices obtained from the previous one by appropriate rank-one perturbations.
The presented bounds are simple, in the sense that they can be computed easily and require a computational cost of O(n 2 ) elementary operations to bound the smallest singular value of an n × n matrix. Numerical examples illustrate the sharpness of the proposed bounds, comparing to known ones. Although results of Section 3 can be applied only to matrices such that their Hermitian part can be transformed into a strictly diagonally dominant matrix by means of unitary transformation, the results of Section 4 can be applied to matrices whose Hermitian parts are very far from diagonal dominance. 
