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ON ABSOLUTE EQUIVALENCE AND LINEARIZATION I
JEANNE N. CLELLAND AND YUHAO HU
Abstract. In this paper, we study the absolute equivalence between
Pfaffian systems with a degree 1 independence condition and obtain
structural results, particularly for systems of corank 3. We apply these
results to understanding dynamic feedback linearization of control sys-
tems with 2 inputs.
1. Introduction
The notion of absolute equivalence between two differential systems was
introduced by E´lie Cartan in [Car14].
By the time of Cartan’s writing, Hilbert [Hil12] asked the question: When
can the general solutions of an ODE for two unknown functions be expressed
in a determined way in terms of an arbitrary function and its successive
derivatives? He proved that such a property is not enjoyed by the ODE
(1)
dx
dt
“
ˆ
d2y
dt2
˙2
.
This is in contrast with, for example, the ODEˆ
dx
dt
˙2
`
ˆ
dy
dt
˙2
“ 1,
whose general (real analytic) solutions can be expressed as
t “ f2pαq ` fpαq,ˆ
x
y
˙
“
ˆ
sinα cosα
´ cosα sinα
˙ˆ
f 1pαq
f2pαq
˙
for an arbitrary function fpαq.
Cartan realized that a key to answering Hilbert’s question was to un-
derstand when one can establish a one-to-one correspondence between the
solutions of two differential systems E1 and E2; and he called E1 and E2
“absolutely equivalent” if a particular kind of such correspondence exists.
Furthermore, the differential systems that enter Hilbert’s question are
special cases of rank-n Pfaffian systems in n ` 2 variables with a degree 1
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independence condition1. Given such a Pfaffian system I, one can compute
its successive derived systems Ipkq. The integers rk :“ rank
`
Ipkq{Ipk`1q
˘
are
important invariants of I under diffeomorphisms. Only two cases can occur:
either rk ď 1 for all k, in which case I is said to have class 0; or rℓ “ 2
for the first time for some ℓ (ℓ ě 1), in which case I is said to have class
rankpIpℓqq. In the latter case, Cartan called Ipℓ´1q the normal system of I.
Furthermore, he proved the following theorem.
Theorem 1.1. [Car14] Two systems I, I¯ of corank 2 are absolutely equiv-
alent if and only if the following two conditions hold
i. I and I¯ have the same class;
ii. when both systems have class 0, the infinite derived systems satisfy
rankpIp8qq “ rankpI¯p8qq; when both systems have the same positive
class, the corresponding normal systems Ipℓ´1q and I¯pℓ¯´1q can be trans-
formed into each other by a change of variables.
In terms of these, I satisfies Hilbert’s condition precisely when I is abso-
lutely equivalent to the Pfaffian system generated by a single 1-form
dx´ udt,
which holds if and only if I has class 0 and Ip8q “ 0. That the Pfaffian
system corresponding to (1) does not satisfy this condition can be checked
simply by computing derived systems.
Cartan’s motivation was apparently classical differential geometry, as the
second half of [Car14] shows. This serves as an interesting contrast, as
eighty years later, a significant amount of interest returned to this paper of
Cartan, this time motivated by applications in control theory, represented
by the works [Sha90], [GS90] and [Slu94], to mention a few.
An autonomous control system in n states and m inputs (aka. controls)
pn ě mq is an ODE system of the form
9x “ fpx,uq, x P Ω Ď Rn, u P Rm.
In addition, we will assume that
rank
ˆ
Bf i
Buα
˙
“ m.
The simplest class of such systems are those that are linear :
9x “ Ax`Bu,
where A,B are constant matrices with B attaining full rank. Controllability
in this case is characterized by Kalman’s maximal rank condition:
rank
`
B|AB|A2B| ¨ ¨ ¨ |An´1B
˘
“ n.
It is well-known that a controllable linear system can be put into a
Brunovsky´ normal form [Bru70] by a linear feedback transformation. This
normal form is defined as follows:
1We will call such a Pfaffian system a system of corank 2.
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Definition 1.1. A control system of the following form
(2)
9x1j “ x
1
j`1 pj “ 0, . . . , r1q,
9x2j “ x
2
j`1 pj “ 0, . . . , r2q,
¨ ¨ ¨
9x
p
j “ x
p
j`1 pj “ 0, . . . , rpq,
where r1, . . . , rp ě 0, is called a Brunovsky´ normal form. In particular, x
i
j
pi “ 1, . . . , p; j “ 0, . . . , riq are the state variables; x
i
ri`1
pi “ 1, . . . , pq are
the control variables.
The Brunovsky´ system (2) is particularly simple, in that its general solu-
tion may be expressed in terms of p arbitrary functions f1ptq, . . . , fpptq as
follows:
x10ptq “ f
1ptq, x11ptq “ pf
1q1ptq, . . . x1r1ptq “ pf
1qpr1qptq,
...
...
x
p
0ptq “ f
pptq, xp1ptq “ pf
pq1ptq, . . . x1rpptq “ pf
pqprpqptq.
More generally, it is also known when an arbitrary controllable autonomous
system can be put into a Brunovsky´ normal form by a t-independent, not
necessarily linear, feedback transformation:
y “ φpxq, v “ ψpx,uq,
where y,v are the new states and inputs, respectively. In fact, in [GS92]
(see also [Slu94, p.78, Theorem 35]), Gardner and Shadwick proved:
An autonomous control system, formulated as a Pfaffian sys-
tem I with the independence condition τ “ dt, is locally feed-
back equivalent to a Brunovsky´ normal form if and only if
i. the infinite derived system Ip8q vanishes;
ii. for each integer k ě 0, the Pfaffian system generated by
the k-th derived system Ipkq and dt is Frobenius.
A more general question is: Given two control systems, how to tell whether
they are absolutely equivalent? The answer to this question largely depends
on the number of control variables that one is dealing with. For control
systems with a single control, the question reduces to the case studied in
[Car14]. A systematic study of cases with more than one control was carried
out in the 1994 thesis [Slu94] of Sluis. In that thesis, Sluis followed Cartan,
realizing that the key to understanding absolute equivalence is to under-
stand the so-called “Cartan prolongations”. A notable theorem that Sluis
proved is Theorem 2.2 below, which allows one to understand any Cartan
prolongation in terms of “prolongations by differentiation”. It is natural to
wonder whether, in certain cases, the theorem can be used to classify control
systems that are absolutely equivalent to a Brunovsky´ normal form. This is
a main motivation for the current work.
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This paper is organized as follows.
To start with (Sections 2 and 3), we remind the reader of various no-
tions of prolongation of a system (Section 2.1) and the extension theorem
of Sluis (Section 2.2). Then, we introduce the notion of a relative extension
(Section 2.4), which is a canonical construction that one can obtain from a
Cartan prolongation. A relative extension can be viewed as a nested array
of Pfaffian bundles. In general, it need not induce a succession of Cartan
prolongations. However, when the original Cartan prolongation is regular
and when the systems involved have corank 3, the relative extensions do
induce a succession of Cartan prolongations (Theorem 2.8). This allows us
to relate various notions of equivalence obtained from different notions of
prolongation (Theorem 2.11), which in turn allows us to describe in a canon-
ical way the necessary and sufficient conditions for a type pn, 2q (that is, n
states and 2 controls) control-type system to be dynamic feedback lineariz-
able (Theorem 3.7). We set up the structure equations (Theorem 3.8) that
are associated to a linearization. In a sequel to this paper, these structure
equations will serve as the basis of classifying control systems that can be
linearized after a particular number of prolongations.
1.1. Symbols and Abbreviations.
EDS: Exterior differential system(s).
CTS: Control-type system(s).
pM,Iq: An EDS with manifold M and differential ideal I Ă
Ω˚pMq.
xη1, . . . , ηky: The differential ideal in Ω˚pMq generated by η1, . . . , ηk P
Ω˚pMq and their exterior derivatives.
xη1, . . . , ηkyalg: The ideal in Ω
˚pMq algebraically generated by η1, . . . , ηk P
Ω˚pMq.
pprpkqM,prpkqIq: The k-th (total) prolongation of an EDS pM,Iq.
pM, Iq: A Pfaffian system determined by a vector subbundle
I Ă T ˚M .
pprpkqM,prpkqIq: The k-th (total) prolongation of a Pfaffian system pM, Iq.
Ipkq: The k-th derived system of a Pfaffian system I.
ΓpIq: The space of C8 sections of a vector subbundle I Ă
T ˚M , where M is a smooth manifold.
CpIq (resp. CpIq): The Cartan system of a differential ideal I Ă Ω˚pMq
(resp., of a Pfaffian system I Ă T ˚M). By definition,
it is the Frobenius system defined on M whose leaves
are precisely the Cauchy characteristics of pM,Iq (resp.
pM, Iq).
Cpω1, . . . , ωkqalg: The algebraic Cartan system associated to an algebraic
ideal of Ω˚pMq generated by differential forms ω1, . . . , ωk.
By definition, this is the Pfaffian system dual to the
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distribution spanned by all vector fields X that satisfy
X ⌟ ωi P xω1, . . . , ωkyalg for all i “ 1, . . . , k.
θ: A vector valued 1-form pθ1, . . . , θkqT .
rrθ1, . . . , θkss: The rank k subbundle of T ˚M , or the corresponding
Pfaffian system, generated by k linearly independent 1-
forms θ1, . . . , θk.
rrI, η1, . . . , ηkss: The subbundle of T ˚M generated by the sections of I
and η1, . . . , ηk, where I Ă T ˚M is a subbundle, and
η1, . . . , ηk P Ω˚pMq.
Ik: The k-th extension of a system I relative to a Cartan
prolongation.
|S|: The cardinality of a finite index set S.
2. The Structure of a Cartan Prolongation
Definition 2.1. By a system we mean a Pfaffian system pM, I; τq with an
independence condition τ P Ω1pMqzΓpIq, where M is a smooth manifold
and I Ă T ˚M is a vector subbundle satisfying:
i. pM, Iq admits no Cauchy characteristics;
ii. τ is exact;
iii. pM, Iq admits no integral surfaces ι : S ãÑM that satisfy ι˚τ ‰ 0.
This definition is local. Generally, one would not require τ to be exact (see
[Slu94, p.35]), but an exact independence condition can always be chosen by
shrinking M and allowing a negligible change in the set of integral curves of
the Pfaffian system. Having an exact independence condition distinguished
will be convenient when we later work with control systems, for which dt,
the differential of time, is the natural choice of an independence condition.
Furthermore, we will always assume that a system and its derived systems
have constant ranks. This can be achieved by shrinking M , if needed.
Our motivation for including condition iii in Definition 2.1 will be ex-
plained in Remark 3 (Section 2.1).
Definition 2.2. We define the type pn,mq of a system pM, I; τq by the
equalities #
dimpMq “ n`m` 1,
rankpIq “ n.
The integer m` 1 will be referred to as the corank of pM, I; τq.
Definition 2.3. Given two systems pM, I; τq and pM¯, I¯ ; τ¯q, we say that
they are τ-equivalent if there exists a diffeomorphism
φ :M Ñ M¯
such that
φ˚I¯ “ I, φ˚τ¯ “ τ.
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Remark 1. Replacing the condition φ˚τ¯ “ τ by
φ˚τ¯ ” ρτ mod I
for some nonzero function ρ, one would obtain a more general notion of
equivalence ([Slu94, p.38]). Because of this, in the definition above, “τ-” is
used in order to eliminate possible confusion.
Sluis proved the following result.
Theorem 2.1. [Slu94, p.37, Theorem 14] A system pM, I; τq admits local
coordinates in which it corresponds to a (time-varying) control system
9x “ fpx,u, tq
such that τ “ dt if and only if the Pfaffian system rrI, τ ss is Frobenius.
Motivated by this, we make the definition below.
Definition 2.4. A system pM, I; τq is said to be a control-type system (CTS)
if the Pfaffian system rrI, τ ss is Frobenius.
Remark 2. A. A type pn,mq CTS corresponds to a control system with n
states and m inputs. In this case, we will always assume that n ě m.
B. Given two CTS pM, I; τq and pM¯, I¯ ; τ¯q, represented in coordinates by
9x “ fpx,u, tq and 9¯x “ f¯px¯, u¯, t¯q, respectively, it is not difficult to see
that they are τ-equivalent as systems if and only if there exists a diffeo-
morphism of the form
(3) φ : px,u, tq ÞÑ px¯, u¯, t¯q “ pξpx, tq,ηpx,u, tq, t ` T q ,
where T is a constant, that transforms the second system into the first,
and vice versa.
2.1. Prolongations of a System. Given a system pM, I; τq, one can de-
fine the following four types of prolongations: total prolongation, partial
prolongation, prolongation by differentiation and Cartan prolongation.
Definition 2.5. Let pM, I; τq be a system. As it will be sufficient for the
this paper, the following notions of prolongation are defined locally.
1. By shrinking M , if needed, choose coordinates px1, . . . , xn, u1, . . . , um, tq
on M such that I,duα, τ generate the entire cotangent bundle T ˚M . Let
prp1qM :“M ˆ Rm, with pλαq being coordinates on the Rm-component;
let
prp1qI :“ rrI,duα ´ λατ ssmα“1,
and let the pull-back of τ to prp1qM be denoted by the same letter. The
system pprp1qM,prp1qI; τq is called the total prolongation of pM, I; τq.
This definition is independent of the choice of local coordinates.
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2. A non-canonical way to “prolong” pM, I; τq is by choosing µα P Ω1pMq,
α P S Ď t1, 2, . . . ,mu, linearly independent modulo I and τ , then letting
N :“ M ˆ R|S| and J :“ rrI, µα ´ λατ ssαPS , where pλ
αq are coordinates
on the R|S|-factor. The system pN,J ; τq is called a partial prolongation
of pM, I; τq.
3. Let px1, . . . , xn, u1, . . . , um, tq be coordinates on M such that dt “ τ and
that I,duα,dt generate the entire T ˚M . The system
pM ˆ R|S|, rrI,duα ´ λαdtssαPS ; dtq,
where S Ď t1, 2, . . . ,mu is fixed, is called a prolongation by differentiation
of pM, I; τq.
4. A Cartan prolongation of pM, I; τq is a system pN,J ;σq together with a
submersion π : N ÑM satisfying
i. π˚I Ă J ;
ii. π˚τ “ σ;
iii. any (generic) integral curve2 γ : p´ǫ, ǫq Ñ M of pM, I; τq has a
unique lifting γˆ : p´ǫ, ǫq Ñ N that satisfies γˆ˚J “ 0 and π ˝ γˆ “ γ;
The fiber dimension of π will be called the rank of the Cartan prolonga-
tion.
Remark 3. One can ask: Does a partial prolongation of a system necessarily
yield a system? This is the question that motivated us to include the condi-
tion iii in Definition 2.1. Without this condition, if a Pfaffian system pM, Iq
with an independence condition τ admits an integral surface ι : S ãÑM such
that ι˚τ is nonvanishing, then a partial prolongation may introduce nontriv-
ial Cauchy characteristics, which is undesirable. As an example, consider
the system
I “ rrdz ´ pdx´ qdtss,
which is defined on M “ R5 with coordinates px, t, z, p, qq, with indepen-
dence condition dt. The Pfaffian system pM, Iq admits integral surfaces. A
partial prolongation may be achieved by adjoining to I the 1-form
dx´ λdt.
The resulting system has nontrivial Cauchy characteristics, corresponding
to those curves that annihilate the 1-forms below:
dz, dpλp` qq, dx, dλ, dt.
On the other hand, we have the following Proposition.
Proposition 2.1. A partial prolongation of a system remains a system.
2Here we do not require all integral curves of pM, I ; τ q to satisfy the condition, in order to
make the concept useful even when there exists a negligible set of integral curves that do
not admit unique liftings. For example, consider pM, I ; τ q :“ pR5, rrdx´udt,dy´vdtss; dtq.
It has a Cartan prolongation: pN, J ;σq :“ pR5ˆR, rrI,du´λdvss; dtq, to which all integral
curves of pM, I ; τ q admits a unique lifting except those along which v is a constant.
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Proof. Let pM, I; τq be a system. Let pN,J ; τq be a partial prolongation
of pM, I; τq, obtained by adjoining the 1-forms (as in Definition 2.5)
µα ´ λατ, α P S Ď t1, 2, . . . ,mu.
To show that pN,J ; τq is a system, it suffices to verify that (1) it does not
admit any Cauchy characteristics and (2) it does not admit any integral
surfaces on which τ is nonvanishing.
If pN,J ; τq has Cauchy characteristics C, then any integral curve transver-
sal to a curve in C and satisfying the independence condition τ can be used
to generate an integral surface on which τ pulls back to be nonzero. Thus,
it suffices to justify (2).
Suppose that ι : S Ñ N is an integral surface of pN,Jq satisfying ι˚τ ‰ 0.
Let π : N Ñ M be the obvious submersion. Since π˚I Ă J and ι˚τ ‰ 0,
locally the rank of π|S must be equal to 1; otherwise, pM, Iq would admit
an integral surface where τ pulls back to be nonzero. As a result, ι˚µα are
multiples of τ . Since
0 “ ι˚dpµα ´ λατq “ ι˚pdµα ´ dλα ^ τq, α P S,
dλα must all be multiples of τ ; in other words, if locally τ “ dt, then λα are
functions of t, which violates the assumption that S is a surface. 
Remark 4. We note that each notion of prolongation in Definition 2.5 re-
quires that the independence conditions correspond to each other via the
underlying submersion. Removing this requirement leads to broader no-
tions of prolongation that are more familiar in the literature. In this paper,
we will always assume that independence conditions are matched by a pro-
longation.
Remark 5. The notions of prolongation above satisfy the following.3
A. Among the four notions above, Cartan prolongation is the most general.
B. A rank 1 Cartan prolongation of a system pM, I; τq need not be a partial
prolongation of pM, I; τq. (See [Slu94, p.50].)
C. If pM, I; τq is a CTS, then a prolongation by differentiation of pM, I; τq
is also a CTS.
D. A partial prolongation may not necessarily be realized as a prolongation
by differentiation of the same system. For example, let M “ R7 and
I “ rrθ1, θ2, θ3ss, where θi “ dxi ´ pidt pi “ 1, 2, 3q. The system
pN,J ; τq :“ pR7 ˆ R, rrI,dp1 ` p2dp3 ´ λdtss; dtq
is a partial prolongation of pM, I; dtq. However, it is not a prolonga-
tion by differentiation, since rrJ,dtss is not Frobenius (in other words,
pN,J ; τq is not a CTS).
E. When m “ dimpMq ´ rankpIq ´ 1 “ 1, a Cartan prolongation is neces-
sarily the result of successive total prolongations. This case is studied
3The reader may compare this with [Slu94, p.61].
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in [Car14], where Cartan did not require the matching of independence
conditions.
2.2. The Extension Theorem of Sluis. In [Car14], Cartan noted that
a generalization of the fact E in Remark 5 into the cases of m ě 2 can be
quite difficult.
Sluis, in his thesis [Slu94], considered such more general cases. In this
section, we remind the reader of a notable theorem he obtained and sketch
the main arguments in his proof. The theorem indicates the following.
Any Cartan prolongation of a system can be extended to a
total prolongation, and such an extension itself is also a Car-
tan prolongation.
Consider a Cartan prolongation represented by the diagram below, where
the rank of the submersion π is r and the rank of I is n.
pNn`m`r`1, J ;σq
pMn`m`1, I; τq
π
By shrinking M if needed, choose coordinates pxi, uα, tq on M such that
I,duα,dt generate T ˚M , where dt “ τ .
In order to understand such a Cartan prolongation, Sluis began by con-
sidering those 1-forms in J that are closest to being expressible in terms of
the coordinates on M . To be more specific, he asked: What is the rank of
the subbundle Jˆ of J generated by the 1-forms that can be written as
f1du
1 ` f2du
2 ` ¨ ¨ ¨ ` fmdu
m ` gdt,
where fα, g are functions on N?
Two observations are immediate:
i. rankpJˆq ‰ 0. To see this, suppose that pxi, uα, vρ, tq pρ “ 1, . . . , rq form
local coordinates on N . If rankpJˆq “ 0, then J is generated by I and
some 1-forms
akρdv
ρ ` bkαdu
α ` ckdt pk “ 1, . . . , s; s ď rq,
where akρ, b
k
α, c
k are functions on N , and pakρq has full rank. Now let
γ “ pxptq,uptq, tq be any integral curve of pM, I; τq. The pullback of J
to π´1γ is generated by the 1-forms
akρdv
ρ ` pbkαpu
αq1 ` ckqdt.
Since the row rank of pakρq is full, J induces a distribution on π
´1γ,
whose integral curves are non-unique liftings of γ. This violates part iii
in the definition of a Cartan prolongation.
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ii. rankpJˆq ‰ m` 1. Otherwise, J would contain the independence condi-
tion.
Therefore, the only cases that can occur are:
I. rankpJˆq “ m;
II. 1 ď rankpJˆq ă m.
Case I. In this case, there exist maps fα : N Ñ R pα “ 1, . . . ,mq such that
duα ´ fαdt
are sections of J . It is shown in [Slu94, p.65] that, on some dense open
subset of N , fα must be independent of xi, uα, t and independent among
themselves; otherwise, pfαq cannot be surjective for a fixed initial point on
M (by Sard’s theorem), and a generic integral curve γ of pM, I; τq passing
through that initial point would not admit a lifting.
Thus, by shrinking N , if needed, one can define a submersion:
π1 : N ÑM ˆ Rm
by
N Q p ÞÑ pπppq, pfαppqqq.
We can identify M ˆ Rm with the space of the total prolongation prp1qM
equipped with the Pfaffian system generated by duα´ yαdt pα “ 1, . . . ,mq,
where pyαq are coordinates on the Rm-component. This makes π1 a Cartan
prolongation. See the diagram below.4
pN,Jq
pprp1qM,prp1qIq
pM, Iq
π
π1
π1
Now note that pprp1qM,prp1qI; dtq has type pn ` m,mq. π1 is a Cartan
prolongation of rank pr ´mq.
Case II. In this case, rankpJˆq “ q ă m. Suppose that Jˆ has the following
basis representatives:
f
µ
1 du
1` ¨ ¨ ¨ ` fµmdu
m ` gµdt pµ “ 1, . . . , qq.
Let µ, ν “ 1, . . . , q and α “ 1, . . . ,m. We must have rankpf ναq “ q, since,
otherwise, dt would be a section of J .
By reordering duα, we may assume that
detpf νµq ‰ 0.
4For clarity here and below, we drop the independence conditions in these diagrams.
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Now consider the following prolongation of pN,Jq by differentiation:
N1 :“ N ˆ R
m´q,
with py1, . . . , ym´qq being coordinates on the Rm´q-component, and
J1 :“ rrJ,du
q`1 ´ y1dt, . . . ,dum ´ ym´qdtss.
Let the submersion N1 Ñ N be denoted by φ.
It is easy to see that
π ˝ φ : pN1, J1q Ñ pM, Iq
represents a Cartan prolongation that belongs to Case I. This implies the
following diagram, where π1 is a Cartan prolongation of rank r ´ q:
pN,Jq pN1, J1q
pM, Iq pprp1qM,prp1qIq
π π1
φ
π1
Combining Cases I and II, we can (for some minimal finite K) obtain the
following diagram, where πK is an isomorphism.
pN,Jq pN1, J1q ¨ ¨ ¨ pNK , JKq
pM, Iq pprp1qM,prp1qIq ¨ ¨ ¨ pprpKqM,prpKqIq
π π1
φ1 φ2
πK
φK
π1 π2 πK
In this diagram,
(1) Each πk has rank m;
(2) Each φk has rank m ´ qk, where 1 ď qk ď m. When qk “ m, φk is
constructed from Case I and is an isomorphism;
(3) Each πk has (fiber) rank r ´ q1 ´ q2 ´ ¨ ¨ ¨ ´ qk.
(4) r “ q1 ` ¨ ¨ ¨ ` qK , and consequently
X
r´1
m
\
` 1 ď K ď r.
The construction above is summarized by the following extension theorem
of Sluis.
Theorem 2.2. [Slu94, p.63, Theorem 24] If π : pN,J ;σq Ñ pM, I; τq is a
rank r Cartan prolongation, then there exists an integer K ď r and a map
πˆ given by a composition of K successive prolongations by differentiation
such that the following diagram commutes in the sense of EDS, where πK,0 :
prpKqM ÑM is the canonical projection.
Corollary 2.3. If π : pN,J ;σq Ñ pM, I; τq is a Cartan prolongation, then
rankpJq ´ rankpIq “ dimN ´ dimM.
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pprpKqM,prpKqIq
pN,Jq
pM, Iq
πK,0
πˆ
π
Proof. This is because, in the argument that leads to Theorem 2.2,#
dimNk ´ dimNk´1 “ rankpJkq ´ rankpJk´1q,
dimprpkqM ´ dimprpk´1qM “ rankpprpkqIq ´ rankpprpk´1qIq,
and at the K-th stage, pNK , JKq and ppr
pKqM,prpKqIq coincide. 
Remark 6. At various points in the arguments above, we have applied steps
such as “by shrinking to an open dense subdomain, if needed . . . ”. This
is because, as Footnote 2 indicated, we allow a negligible set of integral
curves to ill-behave relating to a Cartan prolongation. Putting the example
in Footnote 2 in context, one immediately notices that it belongs to Case
II, and we have
pN1, J1q “ pN ˆ R, rrJ,dv ´ µdtssq
“ pN ˆ R, rrdx´ udt,dy ´ vdt,du´ λdv,dv ´ µdtssq,
where µ is the coordinate on the R-component of N1.
The system pN1, J1q, relative to pM, Iq, is therefore a Cartan prolongation
that belongs to Case I. In particular,
du´ λµdt, dv ´ µdt
are sections of J1. In other words, with the notations used earlier, we have
f1 “ λµ, f2 “ µ.
Indeed, df1,df2 are only linearly independent when µ ‰ 0. At the manifold
level,
π1 : pN1, J1q
–
ÝÑ pprp1qM,prp1qIq,
is a diffeomorphism onto a dense open subset of prp1qM .
2.3. Absolute ô Dynamic. A consequence of Sluis’s Extension Theo-
rem is that absolute equivalence is an equivalence relation; this is proved
in [Slu94]. Moreover, under some mild assumptions, absolute equivalence
is equivalent to the notion of dynamic equivalence, as we will demonstrate
below.
Definition 2.6. Two systems pM, I; τq and pM¯ , I¯; τ¯q are said to be τ-
absolutely equivalent if there exists a system pN,J ;σq and submersions
π : N Ñ M and π¯ : N Ñ M¯ that realize pN,J ;σq as a Cartan prolon-
gation of both pM, I; τq and pM¯ , I¯; τ¯ q.
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pN,J ;σq
pM, I; τq pM¯, I¯ ; τ¯q
π π¯
Definition 2.7. Two systems pM, I; τq and pM¯ , I¯; τ¯q are said to be τ-
dynamically equivalent if there exist integers p, q ě 0 and submersions Φ,Ψ,
as shown in the diagram below, such that
i. Φ˚τ¯ “ π˚τ , Ψ˚τ “ π¯˚τ¯ ;
ii. Φ˚I¯ Ă prppqI, Ψ˚I Ă prpqqI¯
iii. for any (generic) integral curve γ of pM, I; τq, Ψ ˝ pΦ ˝ γppqqpqq “ γ, and
for any (generic) integral curve γ¯ of pM¯, I¯ ; τ¯q, Φ ˝ pΨ ˝ γ¯pqqqppq “ γ¯.
prppqM prpqqM¯
R M M¯ R
Φπ Ψ
π¯
γppq
γ
γ¯pqq
γ¯
Theorem 2.4. Two systems pM, I; τq and pM¯ , I¯; τ¯ q are τ-absolutely equiv-
alent if and only if they are τ-dynamically equivalent.5
Proof. pñq Start with a τ-absolute equivalence as described in Definition
2.6. By Theorem 2.2, there exist integers p, q such that the following diagram
commutes, providing a bijection between (generic) integral curves of each
system involved. It follows by definition that pM, I; τq and pM¯, I¯; τ¯ q are
τ-dynamically equivalent.
pprppqM,prppqIq pprpqqM¯,prpqqI¯q
pN,Jq
pM, Iq pM¯, I¯q
φπp,0
ψ π¯q,0
π π¯
pðq Conversely, assume the diagram in Definition 2.7. It suffices to show
that Ψ represents a Cartan prolongation. Suppose that
γ1, γ2 : p´ǫ, ǫq Ñ pr
pqqM¯
are two liftings of a generic integral curve γ : p´ǫ, ǫq ÑM . By construction,
γ¯1 :“ π¯ ˝ γ1 and γ¯2 :“ π¯ ˝ γ2 satisfy
Ψ ˝ γ¯
pqq
1 “ Ψ ˝ γ¯
pqq
2 .
5This theorem may be seen as a variant of [vNRM98, Theorem 3.6]
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Hence,
γ¯1 “ Φ ˝
´
Ψ ˝ γ¯
pqq
1
¯ppq
“ Φ ˝
´
Ψ ˝ γ¯
pqq
2
¯ppq
“ γ¯2.
Since π¯ is a total prolongation, it follows that
γ1 “ γ2.
This proves that Ψ is a Cartan prolongation.
We end the proof by remarking that the independence conditions are
preserved by all the maps involved. 
2.4. Relative Extensions. In order to understand Cartan prolongations
further, we introduce the notion of a relative extension.
Definition 2.8. Let π : pN,J ;σq Ñ pM, I; τq be a Cartan prolongation.
We define the k-th extension Ik of I relative to π inductively:
(1) I0 “ π
˚I;
(2) Ik “ CpIk´1q X J pk ě 1q.
Example 1. Let θij denote the 1-forms
θij “ dx
i
j ´ x
i
j`1dt.
Let pM, I; dtq be the type p3, 2q CTS in Brunovsky´ normal form generated
by the three 1-forms
θ10 “ dx
1
0 ´ x
1
1dt, θ
2
0 “ dx
2
0 ´ x
2
1dt,
θ11 “ dx
1
1 ´ x
1
2dt.
This system has a prolongation by differentiation to the type (6,2) system
pN,J ; dtq in Brunovsky´ normal form generated by the six 1-forms
θ10 “ dx
1
0 ´ x
1
1dt, θ
2
0 “ dx
2
0 ´ x
2
1dt,
θ11 “ dx
1
1 ´ x
1
2dt. θ
2
1 “ dx
2
1 ´ x
2
2dt,
θ12 “ dx
1
2 ´ x
1
3dt,
θ13 “ dx
1
3 ´ x
1
4dt.
The relative extensions of I are
I0 “ I, I1 “ rrI, θ
1
2, θ
2
1ss, I2 “ J.
Definition 2.8 is independent of the choice of coordinates. Moreover, there
exists an integer K ě 0 indicating where Ik stabilizes:
I “ I0 Ĺ I1 Ĺ ¨ ¨ ¨ Ĺ IK “ IK`1 “ ¨ ¨ ¨ Ď J.
For simplicity, we denote I8 :“ IK , and we define the extension length of π
to be the smallest integer K satisfying I8 “ IK .
Each Ik Ď J is a subbundle on N , so they may admit nontrivial Cauchy
characteristics. As a result, we consider the underlying manifold of Ik as the
one determined by the Cartan system CpIkq. However, since an inclusion
between Pfaffian bundles does not generally imply the inclusion of their
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Cartan systems (for instance, rrdy ´ zdxss Ĺ rrdx,dyss, but their Cartan
systems satisfy rrdx,dy,dzss Ľ rrdx,dyss), it is not immediately clear how
the CpIkq relate to each other or whether I8 must be equal to J in general.
2.5. Regular and C-regular Cartan Prolongations.
Proposition 2.2. If π : pN,J ;σq Ñ pM, I; τq and ̟ : pP,L; ρq Ñ pN,J ;σq
are both Cartan prolongations of systems, then the composition π ˝ ̟ :
pP,L; ρq Ñ pM, I; τq is again a Cartan prolongation.
Proof. By the assumption,
pπ ˝̟q˚I “ ̟˚pπ˚Iq Ď ̟˚J Ď L,
and it is clear that each generic integral curve γ of pM, I; τq has a lifting to
pN,J ;σq then to pP,L; ρq. To justify uniqueness, suppose that γ1 and γ2
are two liftings of γ to pP,L; ρq. Therefore both ̟ ˝γi pi “ 1, 2q are integral
curves of pN,J ;σq and project via π to γ. Since π is a Cartan prolongation,
̟ ˝ γ1 “ ̟ ˝ γ2; since ̟ is a Cartan prolongation, γ1 “ γ2. 
Definition 2.9. We call a Cartan prolongation π : pN,J ;σq Ñ pM, I; τq
simple if I1 “ J .
Remark 7. It is easy to see that the first total prolongation, any partial
prolongation or a prolongation by differentiation (Section 2.1) of a system
are simple Cartan prolongations.
Lemma 2.5. Any rank 1 Cartan prolongation is simple.
Proof. In this case, if I1 ‰ J , then I1 “ I, which is impossible by obser-
vation i in Section 2.2. 
The following theorem, which will be useful later, can be regarded as a
special case of Theorem 2.2.
Theorem 2.6. If π : pN,J ;σq Ñ pM, I; τq is a simple Cartan prolongation,
then there exists a simple Cartan prolongation πˆ : pprp1qM,prp1qIq Ñ pN,Jq
such that the diagram below commutes in the EDS sense.
pprp1qM,prp1qIq
pN,Jq
pM, Iq
π1,0
πˆ
π
Remark 8. πˆ is in fact a prolongation by differentiation.
With the previous theorem in mind, we are interested in the case when
a Cartan prolongation can be achieved by successively performing simple
Cartan prolongations, starting from an original system. To make this point
explicit, we make the definition below.
16 JEANNE N. CLELLAND AND YUHAO HU
Definition 2.10. Let π : pN,J ;σq Ñ pM, I; τq be a Cartan prolongation. It
is regular if there exist vector subbundles Ipℓq Ă J pℓ “ 1, . . . , Lq satisfying
π˚I “ Ip0q Ĺ Ip1q Ĺ ¨ ¨ ¨ Ĺ IpL´1q Ĺ IpLq “ J
such that
(1) σ is a section of CpIpℓqq for each ℓ P t0, 1, . . . , Lu;
(2) each pMpℓq, Ipℓq;σpℓqq is a system, where Mpℓq stands for the manifold de-
termined by CpIpℓqq, and σpℓq is a corresponding independence condition
defined on Mpℓq;
(3) each inclusion Ipℓq Ĺ Ipℓ`1q induces a submersion from Mpℓ`1q to Mpℓq,
which represents a simple Cartan prolongation of pMpℓq, Ipℓq;σpℓqq.
Otherwise, π is called singular.
A condition that is stronger than “regular” is when the vector subbundles
in Definition 2.10 can be chosen to be the canonical relative extensions Ik
(Definition 2.8) and still satisfy the conditions (1)-(3). To be clear, we
present the following definition.
Definition 2.11. Let π : pN,J ;σq Ñ pM, I; τq be a Cartan prolongation. It is
C-regular if the canonical relative extensions Ik (k “ 1, . . . K) (see Definition
2.8) satisfy
π˚I “ I0 Ĺ I1 Ĺ ¨ ¨ ¨ Ĺ IK´1 Ĺ IK “ J,
and
(1) σ is a section of CpIkq for each k P t0, 1, . . . ,Ku;
(2) each pMk, Ik;σkq is a system, where Mk stands for the manifold de-
termined by CpIkq, and σk is a corresponding independence condition
defined on Mk;
(3) each inclusion Ik Ĺ Ik`1 induces a submersion from Mk`1 to Mk, which
represents a Cartan prolongation of pMk, Ik;σkq.
Proposition 2.3. If π : pN,J ;σq Ñ pM, I; τq is C-regular, then the extensions
Ik of I relative to π satisfy the condition that Ik Ĺ Ik`1 is a simple Cartan
prolongation.
Proof. It suffices to prove that the Cartan prolongation induced by Ik Ĺ
Ik`1 is simple. This is immediate since Ik`1 “ CpIkqXJ “ CpIkqX Ik`1. 
Lemma 2.7. Let π : pN,J ;σq Ñ pM, I; τq be a regular Cartan prolongation
with an associated filtration by simple Cartan prolongations
π˚I Ĺ Ip1q Ĺ ¨ ¨ ¨ Ĺ IpL´1q Ĺ IpLq “ J.
Let Ik pk “ 0, 1, . . . ,Kq be the k-th extension of I relative to π. Then we
have
Ip1q Ă I1.
Proof. Since π˚I Ă Ip1q represents a simple Cartan prolongation,
Ip1q “ Cpπ
˚Iq X Ip1q Ă Cpπ
˚Iq X J “ I1,
as desired. 
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Remark 9. It is not yet clear to us whether the conclusion in Lemma 2.7
must hold for all k in general.
Example 2. There exist singular Cartan prolongations.
Consider two systems with the same independence condition dt:
I “ rrdx1 ´ u1dt, dx2 ´ u2dtss,
J “ rrI, du1 ` fdu2 ´ gdt, df ´ hdt, dg ´ pf ` hqdu2ss.
I Ă J represents a Cartan prolongation. To see this, consider an integral
curve γ : t ÞÑ px,u, tq “ pxptq,x1ptq, tq of I. A lifting of γ to an integral
curve of J must satisfy: $’&
’%
u11 ` fu
1
2 ´ g “ 0,
f 1 ´ h “ 0,
g1 ´ pf ` hqu12 “ 0.
From these equations, we obtain that
pu11 ` fu
1
2q
1 “ pf ` f 1qu12.
This implies that $’’’’’’’&
’’’’’’’%
f “
u21
u12 ´ u
2
2
,
g “ u11 `
u21u
1
2
u12 ´ u
2
2
,
h “
ˆ
u21
u12 ´ u
2
2
˙1
,
which is determined as long as u12 ´ u
2
2 ‰ 0 along γ.
It is straightforward to compute that
I1 “ rrI, du1 ` fdu2 ´ gdtss.
I Ă I1 is not a Cartan prolongation, since
rankpCpI1qq ´ rankpCpIqq “ 7´ 5 “ 2 ą 1 “ rankpI1q ´ rankpIq,
violating Corollary 2.3. Thus, the Cartan prolongation represented by I Ă J
is not C-regular.
Furthermore, if I Ă J is regular with an associated filtration Ipℓq by simple
Cartan prolongations, then by Lemma 2.7, Ip1q Ă I1, therefore Ip1q “ I1
(since rankpI1{Iq “ 1). However, this is impossible, since I Ă I1 does not
represent a Cartan prolongation.
Example 3. There exist Cartan prolongations that are regular but not C-
regular.
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For n ě 3, consider the following list of 1-forms expressed in the coordi-
nates pxi, uα, vρ, w, tq.$’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’%
θi “ dxi ´ uidt, pi “ 1, . . . , nq
η1 “ du1 ´ v1dt,
η2 “ du2 ´ v2du3 ´ ¨ ¨ ¨ ´ vn´1dun ´ wdt,
ξ1 “ dv1 ´ v2dt,
...
ξn´2 “ dvn´2 ´ vn´1dt,
ξn´1 “ dvn´1 ´ vndt.
Let
I “ rrθ1, . . . , θnss, J “ rrI, η1, η2, ξ1, . . . , ξn´1ss.
It is easy to see that I Ă J represents a Cartan prolongation. Indeed, an
integral curve γ : t ÞÑ px,u, tq “ pxptq,x1ptq, tq of I has its lifting to an
integral curve of J uniquely determined by the equations:$’’’’’’’’&
’’’’’’’’%
v1 “ u
1
1,
v2 “ u
2
1,
... ,
vn “ u
pnq
1 ,
w “ u12 ´ v2u
1
3 ´ ¨ ¨ ¨ ´ vn´1u
1
n.
Now I1 “ rrI, η
1, η2ss, I2 “ J . Since n ě 3,
rankpCpI1qq ´ rankpCpIqq “ n ą 2 “ rankpI1q ´ rankpIq,
and I Ă I1 is not a Cartan prolongation.
On the other hand, I Ă J is regular, since we can take
Ip0q “ I,
Ip1q “ rrI, η
1ss,
Ip2q “ rrI, η
1, ξ1ss,
...
Ipnq “ rrI, η
1, ξ1, ξ2, . . . , ξn´1ss,
Ipn`1q “ rrI, η
1, ξ1, ξ2, . . . , ξn´1, η2ss “ J,
and Ipℓq pℓ “ 0, . . . , n ` 1q provides a filtration of J by simple Cartan pro-
longations.
The requirement “n ě 3” in Example 3 is no coincidence, as the following
theorem shows.
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Theorem 2.8. Let pM, I; τq be a system of corank 3 (i.e., rankpCpIq{Iq “ 3).
A Cartan prolongation π : pN,J ;σq Ñ pM, I; τq is regular if and only if it
is C-regular.
Proof. pðq is trivial; it suffices to prove pñq. Let
π˚I “ I0 Ĺ I1 Ĺ ¨ ¨ ¨ Ĺ IK´1 Ĺ IK “ J
be the canonical filtration of J by the relative extensions of I. In addition,
by the assumption, there exists a filtration
π˚I “ Ip0q Ĺ Ip1q Ĺ ¨ ¨ ¨ Ĺ IpL´1q Ĺ IpLq “ J
in which Ipℓq Ĺ Ipℓ`1q are all simple Cartan prolongations.
There are two possible cases:
I. rankpIk`1{Ikq “ 1 for all k P t0, 1, . . . ,K ´ 1u;
II. there exists a k P t0, 1, . . . ,K ´ 1u such that rankpIk`1{Ikq ą 1.
Case I. By Lemma 2.7, the rank assumption in this case enforces K “ L
and
Ipkq “ Ik, k “ 1, . . . ,K.
It follows that π is C-regular.
Case II. Let k be the smallest integer such that rankpIk`1{Ikq ą 1. If
k ą 0, then rankpIℓ`1{Iℓq “ 1 for ℓ P t0, 1, . . . , k´ 1u. Therefore, by Lemma
2.7, we have
Ipℓq “ Iℓ, ℓ “ 0, 1, . . . , k.
In other words, I1, . . . , Ik are successive simple Cartan prolongations starting
at I. By Corollary 2.3, pMk, Ik;σkq is also a system of corank 3. It follows
that
rankpIk`1{Ikq ď 2.
By the characterization of k, we must have rankpIk`1{Ikq “ 2. It follows
that Ik`1 is equivalent to pr
p1qIk.
Repeated application of Theorem 2.6 yields the following diagram, where
Ik`1 pr
p1qIk
prp1qIk´1
Ik
Ik´1
–
ρ
β
φ
ψ
α
all arrows are understood as submersions at the manifold level. To be clear,
in the diagram, α is induced from the simple Cartan prolongation Ik´1 Ă Ik,
and β is induced from the inclusion Ik Ă Ik`1, which represents a total
prolongation.
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Applied to α, Theorem 2.6 implies the existence of ψ, which is also
a simple Cartan prolongation. Applied to ψ, the same theorem implies
the existence of ρ, again a simple Cartan prolongation. This implies that
ρ˚pprp1qIk´1q is contained in Ik`1, and therefore that ρ
˚pprp1qIk´1q Ă J .
Because C commutes with pull-back, we also have that
prp1qIk´1 Ă Cpφ
˚Ik´1q “ φ
˚
CpIk´1q.
Consequently, we have that
ρ˚pprp1qIk´1q Ă ρ
˚pφ˚CpIk´1qq “ pα ˝ βq
˚
CpIk´1q “ C ppα ˝ βq
˚Ik´1qq .
Because Ik´1 is “preserved” under pα ˝ βq
˚, we obtain:
C ppα ˝ βq˚Ik´1qq “ CpIk´1q,
and so ρ˚pprp1qIk´1q Ă CpIk´1q. Finally, we have
ρ˚pprp1qIk´1q Ă CpIk´1q X J “ Ik.
This implies that the rank of prp1qIk´1 is at most the rank of Ik. But this
is impossible, since φ has rank 2, while α has rank 1.
Therefore, it is necessary that k “ 0 and that rankpI1{Iq “ 2.
If rankpIp1q{Iq “ 2, then Ip1q “ I1. It follows that I1 Ă J represents a
regular Cartan prolongation with a smaller fiber rank than π. Moreover, if
we have proved that I1 Ă J is C-regular, then it would follow that I Ă J is
also C-regular.
If rankpIp1q{Iq “ 1, we can let η be a nontrivial representative of I1{Ip1q.
In fact, suppose that, under suitable choice of coordinates, I is generated by
dxi ´Aipx, u1, u2, tqdu´Bipx, u1, u2, tqdt, pi “ 1, . . . , nq
and that Ip1q generated by I and
du1 ´ fpx, u1, u2, w, tqdu2 ´ gpx, u1, u2, w, tqdt.
We can choose
η “ du2 ´ λdt,
where λ is independent of x,u, w, t.
Let µ be the smallest integer such that η is a section of Ipµq.
Now consider the diagram below.
In this diagram, Ip0q Ă rrIp1q, ηss represents a total prolongation. Moreover,
each horizontal inclusion induces a prolongation by differentiation, because
du2 must be independent of Ik and dt for k “ 1, . . . , µ´ 1, otherwise, either
the minimality of µ will be violated, or dt will be a section of Ipµq, which is
impossible. This implies that rrIpkq, ηss pk “ 1, . . . , µ ´ 1q are systems.
Furthermore, for each k P t1, . . . , µ´ 2u,
rrIpkq, ηss Ă rrIpk`1q, ηss
represents a simple Cartan prolongation. To see this, first note that the
underlying manifold of rrIpkq, ηss is just Mpkq ˆ R with λ as the coordinate
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...
Ipµq
rrIpµ´1q, ηss Ipµ´1q
...
...
rrIp1q, ηss Ip1q
Ip0q I
Ą
ĄĄ
Ą
Ą Ą
Ą Ą
Ą
Ą Ą
““
on the R-factor. Submersion at the manifold level for consecutive k follows.
Because du2 is a section of CpIpkqq and dλ is not, we have
CprrIpkq, ηssq X rrIpk`1q, ηss “ rrIpk`1q, ηss pk “ 1, . . . , µ ´ 2q.
Existence and uniqueness of lifting integral curves is evident.
It remains to consider the two possible cases: rankpIpµq{Ipµ´1qq is either 1
or 2. (This is because Ipµ´1q Ă Ipµq represents a simple Cartan prolongation
of a system of corank 3.)
(1) If rankpIpµq{Ipµ´1qq “ 1, then Ipµq “ rrIpµ´1q, ηss;
(2) If rankpIpµq{Ipµ´1qq “ 2, then Theorem 2.8 implies that rrIpµ´1q, ηss Ă Ipµq
represents a rank-1 simple Cartan prolongation.
This allows us to consider the filtration
π˚I “ Ip0q Ĺ rrIp1q, ηss Ĺ ¨ ¨ ¨ Ĺ rrIpµ´1q, ηss
Ĺ
or
“
Ipµq Ĺ ¨ ¨ ¨ Ĺ IpLq “ J,
where each inclusion represents a simple Cartan prolongation.
In other words, in Case II, one can always find a filtration Ipkq of J by
simple Cartan prolongations that satisfies rankpIp1q{Iq “ 2. By an induction
on the rank of J{I, we obtain the conclusion of the theorem. 
The corollary below easily follows from the proof of the theorem above.
Corollary 2.9. Let pM, I; τq be a system of corank 3. Suppose that π :
pN,J ;σq Ñ pM, I; τq is a regular Cartan prolongation with the associated
relative extensions Ik of I. The chain of inclusions
π˚I “ I0 Ĺ I1 Ĺ ¨ ¨ ¨ Ĺ IK´1 Ĺ IK “ J
must represent a number of (if any) successive total prolongations starting
from I followed by a number of successive rank 1 simple Cartan prolongations
that terminate at J .
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A particular case covered by Theorem 2.8 is when π is obtained by suc-
cessive prolongations by differentiation: π˚I Ă Ip1q Ă ¨ ¨ ¨ Ă IpLq “ J . When
this is assumed, Case I in the proof implies that each Ik Ă Ik`1 represents a
prolongation by differentiation. Now consider Case II. When rankpIp1q{Iq “
2, Ip1q “ I1 and I1 Ă J represents a prolongation by successive differenti-
ation with a rank less than that of I Ă J . When rankpIp1q{Iq “ 1, choose
η and determine the integer µ as in the proof. Since, by assumption, each
prolongation Ipkq Ă Ipk`1q is obtained by differentiation, the same is true for
rrIpkq, ηss Ă rrIpk`1q, ηss, k P t1, . . . , µ´2u. Now, if rankpIpµq{Ipµ´1qq “ 1, then
Ipµq “ rrIpµ´1q, ηss; if rankpIpµq{Ipµ´1qq “ 2, then Theorem 2.8 and Remark
8 imply that rrIpµ´1q, ηss Ă Ipµq represents a prolongation by differentiation.
As a consequence,
π˚I “ Ip0q Ĺ rrIp1q, ηss Ĺ ¨ ¨ ¨ Ĺ rrIpµ´1q, ηss
Ĺ
or
“
Ipµq Ĺ ¨ ¨ ¨ Ĺ IpLq “ J
is a filtration in which each inclusion represents a prolongation by differen-
tiation, satisfying rankprrIp1q, ηss{Iq “ 2.
This argument justifies the following theorem.
Theorem 2.10. Let pM, I; τq be a system of corank 3. If π : pN,J ;σq Ñ
pM, I; τq is a prolongation by successive differentiation, then the associated
relative extensions Ik of I satisfy: each Ik Ă Ik`1 represents a prolongation
by differentiation.
Remark 10. The conclusion in Theorem 2.10 holds for general corank when
all prolongation by differentiation are based on a fixed set of coordinates and
the t-derivatives of the control variables therein. However, when the corank
of pM, I; τq is greater than 3, the conclusion does not necessarily hold if one
allows prolongation by differentiation to follow changes of coordinates. For
example, consider
I “ rrdxi ´ uidtss
3
i“1.
The following is a prolongation of I by successive differentiation6:
J “ rrI, du1 ´ αdt,
dα´ βdt,
dβ ´ γdt,
dpu2 ´ βu3q ´ wdtss.
Direct calculation yields
I1 “ rrI,du1 ´ αdt, du2 ´ βdu3 ´ wˆdtss,
where wˆ “ γu3`w . It turns out that I1 is not even a Cartan prolongation
of I, since, otherwise, it must be a simple Cartan prolongation, but this is
impossible by Corollary 2.3.
6In fact, this prolongation is obtained by setting n “ 3 in Example 3.
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2.6. Alternative Descriptions of τ-Absolute Equivalence. One can
modify the definition of τ-absolute equivalence by requiring the Cartan pro-
longations to be regular or even to be one obtained by successive differen-
tiations. The result is two new equivalence relations among systems. It
turns out that these new equivalence relations are no more restrictive than
τ-absolute equivalence, as we will demonstrate in this section.
Definition 2.12. Two systems pM, I; τq and pM¯, I¯ ; τ¯q are said to beR-related
(resp. D-related) if there exists a system pN,J ;σq and submersions π : N Ñ
M and π¯ : N Ñ M¯ that make pN,J ;σq a regular Cartan prolongation (resp.,
a prolongation by successive differentiation7) of both pM, I; τq and pM¯ , I¯; τ¯ q.
Proposition 2.4. Being R-related (resp., D-related) is an equivalence relation
among systems.
Proof. Reflexivity and symmetry are trivial; it suffices to prove transitiv-
ity. Suppose that pM, I, τq and pM¯ , I¯; τ¯ q are R-related (resp., D-related),
and suppose the same for pM¯, I¯ ; τ¯q and pMˆ, Iˆ; τˆ q. In the diagram below, by
the assumption, π, π¯,̟, ˆ̟ all represent regular Cartan prolongations (resp.,
prolongations by successive differentiation). The rest of the diagram is con-
structed using the assumption that π¯ and ̟ are Cartan prolongations and
Theorem 2.2 (assuming L¯ ě L); in particular, πL¯,L, φ, ψ, πL,0 represent pro-
longations by successive differentiation. The pair of maps π ˝ φ ˝ πL¯,L and
prpL¯qI
prpLqI¯
J J¯
I I¯ Iˆ
πL¯,L
ψ
φ
πL,0
π
π¯ ̟
ˆ̟
ˆ̟ ˝ψ thus both represent regular Cartan prolongations (resp., prolongations
by successive differentiation). This completes the proof. 
Theorem 2.11. For systems, D-related ô R-related ô τ-Absolutely equiva-
lent.
Proof. pñq are obvious. ‘D-related ð τ-Absolutely equivalent’ is a con-
sequence of Sluis’s extension theorem. In fact, in the diagram right above
Theorem 2.2, all horizontal arrows (i.e., φk, πk, k “ 1, . . . ,K) represent
prolongations by differentiation. In other words, if pN,J ;σq is a Cartan
prolongation (not necessarily regular) of pM, I; τq through some submersion
7Here we do not require each prolongation by differentiation to be constructed from a
fixed set of coordinates.
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π : N Ñ M , then pN,J ;σq and pM, I; τq are D-related. Since being D-
related is an equivalence relation, τ-absolutely equivalent systems must be
D-related. 
Example 4. Recall the singluar Cartan prolongation in Example 2:
I “ rrdx1 ´ u1dt,dx2 ´ u2dtss
Ă rrI,du1 ` fdu2 ´ gdt,df ´ hdt,dg ´ pf ` hqdu2ss “ J.
To establish a D-relation between I and J , it suffices to follow the construc-
tion leading to Theorem 2.2. Indeed, we prolong J by differentiation:
Jp1q “ rrJ,du2 ´ αdtss,
Jp2q “ rrJp1q,dα´ βdtss,
Jp3q “ rrJp2q,dβ ´ γdtss.
And construct the 3rd total prolongation of I:
prp3qI “ rrI, du1 ´ λ1dt, du2 ´ λ2dt,
dλ1 ´ µ1dt, dλ2 ´ µ2dt,
dµ1 ´ κ1dt, dµ2 ´ κ2dtss.
It is easy to determine a local isomorphism between Jp3q and pr
p3qI, re-
stricted to a domain on which α ‰ β, as follows:$’’’’’’’’&
’’’’’’’’%
λ1 “ g ´ fα,
λ2 “ α,
µ1 “ pα´ βqf,
µ2 “ β,
κ1 “ pα´ βqh` pβ ´ γqf,
κ2 “ γ,
Example 5. For convenience, let n “ 3 in Example 3. We have
I “ rrdxi ´ uidtss
3
i“1
Ă rrI, du1 ´ v1dt, du2 ´ v2du3 ´ wdt, dv1 ´ v2dt, dv2 ´ v3dtss “ J.
Following the construction in Theorem 2.2, we successively obtain
Jp1q “ rrJ,du3 ´ αdtss,
Jp2q “ rrJp1q,dα´ βdt,dw ´ γdtss,
Jp3q “ rrJp2q,dpv3α` γq ´ ηdt, dβ ´ ξdtss,
and
prp3qI “ rrI,dui ´ λidt, dλi ´ µidt, dµi ´ κidtss
3
i“1.
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A τ-equivalence between Jp3q and pr
p3qI can be established by the equations:$’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’%
λ1 “ v1,
λ2 “ v2α` w,
λ3 “ α,
µ1 “ v2,
µ2 “ v3α` γ ` v2β,
µ3 “ β,
κ1 “ v3,
κ2 “ η ` v3β ` v2ξ,
κ3 “ ξ.
We point out that the prolongation by differentiation that generates Jp3q
from Jp2q is not obtained by using the obvious coordinates in which Jp2q is
written; instead, it is obtained by first making a change of coordinates that
turns v3α` γ into a single variable.
3. τ-Dynamic Linearization
Given a control system, it is interesting to know whether we can transform
it in a certain way into a (time-varying) linear system. When this is possible,
such a transformation is often called a linearization of the given system.
The following notions of linearization are familiar in the literature. (See
also [DDTV18].)
a. An autonomous control system 9x “ fpx,uq is called static feedback lin-
earizable (SFL) if there exists an invertible change of coordinates#
y “ φpxq,
v “ ψpx,uq,
that transforms the system into a linear system
9y “ Ay `Bv,
where A,B are constant matrices.
b. A time-varying control system 9x “ fpt,x,uq is called extended static
feedback linearizable (ESFL) if there exists an (t-dependent) invertible
change of coordinates
(4)
#
y “ φpt,xq,
v “ ψpt,x,uq,
that transforms the system into a time-varying linear system
9y “ Aptqy `Bptqv.
In the generic case, one can find a coordinate-independent criterion that
works for both notions of linearizability above, as we will now explain.
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Definition 3.1. We say that a CTS pM, I; τq is strongly linear if
i. the infinite derived system Ip8q “ 0;
ii. each rrIpkq, τ ss is Frobenius.
Remark 11. A. A corank-p Pfaffian system I corresponds to a distribution
D onM . In the case of a CTS, Chow’s theorem [Cho39] implies that con-
trollability corresponds to the bracket-generating property of D, which
is equivalent to the condition Ip8q “ 0.
B. Strong linearity is a property of a system pM, I; τq; in particular, it
is sensitive to the independence condition τ . Consider, for example,
pR4, I; dαq with
I “ rrdf ´ gdα, dg ´ hdαss
and pR4, I¯; dtq with
I¯ “ rrdx´ cos θdt,dy ´ sin θdtss.
Via the diffeomorphism given by$’’’&
’’’%
t “ f ` h,
x “ h cosα` g sinα,
y “ ´h sinα` g cosα,
θ “ α,
I¯ and I correspond to each other. Therefore, the first derived systems
Ip1q “ rrdf ´ gdαss, I¯p1q “ rrcos θdx` sin θdy ´ dtss
must also correspond under the diffeomorphism. However, rrIp1q,dαss is
integrable, while rrI¯p1q,dtss is not. In other words, pI; dαq is strongly
linear, while pI¯; dtq is not.
Theorem 3.1. [GS92, Slu94] A controllable autonomous system 9x “ fpx,uq
is linearizable if and only if the corresponding CTS is strongly linear.
Theorem 3.2. [DDTV18, Theorem 3.11] Let 9x “ fpt,x,uq be a controllable
system with n states and m inputs. Let pM, I,dtq denote the corresponding
CTS. The following are equivalent:
i. pM, I,dtq is strongly linear;
ii. there exists a transformation (4) that turns the system into a time-
varying linear system
9y “ Aptqy `Bptqv;
iii. there exists a transformation (4) that turns the system into a Brunovsky´
normal form.
Definition 3.2. A CTS is called τ-dynamically linearizable if it is τ-absolutely
equivalent to a strongly linear CTS.
The following theorem and corollary, slightly modified from their original
statements in [Slu94], reduces the problem of dynamic feedback linearization
to finding a particular type of Cartan prolongation.
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Theorem 3.3. [Slu94, p.87, Theorem 41] A CTS is strongly linear if and only
if its total prolongation is strongly linear.
Proof. Let pM, I; τq be a CTS. It is easy to verify that
pprp1qIqp1q “ I.
The conclusion follows by the definition of strong linearity. 
Corollary 3.4. A CTS is τ-dynamically linearizable if and only if there exists
a prolongation by successive differentiation that results in a strongly linear
system.
prpLqI¯
J
I I¯
φ
πL,0
π
π¯
Proof. pðq is trivial. For pñq, suppose that pM, I; τq and pM¯, I¯ ; τ¯q
are τ-absolutely equivalent, where pM¯, I¯ ; τ¯q is strongly linear. Theorem
2.11 implies that these two systems are also D-related, which yields the
commutative diagram above.
In this diagram, φ, π, π¯ indicate prolongations by successive differentia-
tion; thus, the same is true for π ˝ φ. The system prpLqI¯ is strongly linear
by Theorem 3.3. This completes the proof. 
Lemma 3.5. A type pn, 2q CTS pM, I; τq is τ-dynamically linearizable if and
only if it admits a C-regular Cartan prolongation pN,J ;σq that satisfies
i. pN,J ;σq is strongly linear;
ii. each relative extension Ik is a CTS.
Proof. pðq is trivial. For pñq, Corollary 3.4 and Theorem 2.10 together
imply that there exists a Cartan prolongation terminating at a strongly lin-
ear system with each associated Ik`1 being a prolongation by differentiation
of Ik. Such a Cartan prolongation is automatically C-regular and satisfies i
and ii, since a prolongation by differentiation of a CTS results in a CTS. 
Lemma 3.6. Let pM, I; τq be a type pn, 2q CTS. Suppose that π : pN,J ;σq Ñ
pM, I; τq is a C-regular Cartan prolongation (with extension length K) that
satisfies:
i. pN,J ;σq is strongly linear;
ii. each relative extension Ik is a CTS;
iii. rankpI1{Iq “ 2;
iv. rankpIk`1{Ikq “ 1 for all 1 ď k ď K ´ 1.
Then I Ă J p1q represents a C-regular Cartan prolongation satisfying condi-
tions i and ii.
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Proof. The assumptions imply that one can choose a coframing
pθ1, . . . , θn, ξ1, η1, . . . , ηK , ω1, ω2, τq
on N such that (after dropping pull-back symbols):
I “ rrθ1, . . . , θnss,
Ip1q “ rrθ2, . . . , θn´1ss,
Ik “ rrθ
1, . . . , θn, ξ1, η1, . . . , ηkss, k “ 1, . . . ,K,
CpI1q “ rrI2, ω
1, τ ss.
In particular, IK “ J , by the definition of C-regularity.
Next, it is not difficult to see that such a coframing can be chosen to
further satisfy the structure equations:
(5)
$’’’’’’’’’’&
’’’’’’’’’’%
dθ1 ” τ ^ ξ1 mod I,
dθα ” 0 mod I, pα “ 2, . . . , n ´ 1q
dθn ” τ ^ η1 mod I,
dξ1 ” τ ^ ω1 mod I1,
dηk ” τ ^ ηk`1 mod Ik, pk “ 1, . . . ,K ´ 1q
dηK ” τ ^ ω2 mod IK .
Note, in particular, that each Ik being a CTS enforces that, in the congru-
ences above, the right-hand-sides are multiples of τ .
Note that
J p1q “ rrI, η1, . . . , ηK´1ss.
By the assumption i, rrJ p1q, τ ss is Frobenius. It follows that there exist
functions Ak on N such that
dηk ” τ ^ ηk`1 `Akτ ^ ξ1 mod I, η1, . . . , ηk
for k “ 1, . . . ,K ´ 1. In fact, we can arrange all Ak pk “ 1, . . . ,K ´ 1q to
be zero by adding an appropriate multiple of θ1 into each ηk.
It now follows from the congruences (5) that I Ă J p1q “: J¯ represents a
C-regular Cartan prolongation of I with the relative extensions
I¯k “ rrI, η
1, . . . , ηkss.
It is clear that this Cartan prolongation satisfies i and ii, and its extension
length is K ´ 1. 
Example 6. Consider the type p3, 2q CTS pM, I; dtq generated by$’&
’%
θ1 “ dx1 ´ px2 ` uvqdt,
θ2 “ dx2 ´ pu` x1vqdt,
θ3 “ dx3 ´ vdt.
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Let J “ rrI, θ4, . . . , θ7ss, where$’’’’&
’’’’%
θ4 “ du´ u1dt,
θ5 “ dv ´ v1dt,
θ6 “ dv1 ´ v2dt,
θ7 “ dv2 ´ v3dt.
It is observed in [Slu94, Example 48] that the inclusion I Ă J induces a
Cartan prolongation, and pJ ; dtq is strongly linear. It is easy to see that
I1 “ rrI, θ
4, θ5ss, I2 “ rrI1, θ
6ss, I3 “ rrI2, θ
7ss “ J.
Lemma 3.6 applies, indicating that I Ă rrI, θ5, θ6ss also represents a C-regular
Cartan prolongation with prrI, θ5, θ6ss; dtq being strongly linear. A direct
verification of this fact will be left to the interested reader. We note that this
linearization of pM, I; τq is different from the one given by [Slu94, Example
48]; the latter is obtained by differentiating u instead of v.
The following theorem will serve as a basis for classifying τ-dynamically
linearizable type pn, 2q systems.
Theorem 3.7. A type pn, 2q CTS pM, I; τq is τ-dynamically linearizable if and
only if it admits a C-regular Cartan prolongation pN,J ;σq (with extension
length K) satisfying:
i. pN,J ;σq is strongly linear;
ii. each relative extension Ik is a CTS;
iii. rankpIk`1{Ikq “ 1, for all k “ 0, . . . ,K ´ 1.
Proof. By Lemma 3.5, it suffices to justify iii in pñq. Suppose that we
have already a C-regular Cartan prolongation of pM, I; τq satisfying i and ii.
By Corollary 2.9, as k increases from 0, the simple Cartan prolongations rep-
resented by Ik Ĺ Ik`1 are a number of (if any) successive total prolongations
followed by rank-1 Cartan prolongations. If there is any total prolongation
in this list, we can apply Lemma 3.6 to find a C-regular Cartan prolongation
of pM, I; τq with a lower rank and still satisfying i and ii. Continue until
either J “ I or none of Ik Ĺ Ik`1 represents a total prolongation. 
Definition 3.3. We say that a type pn, 2q CTS pM, I; τq has class K if it
is τ-dynamically linearizable with K being the minimal integer such that
there exists a C-regular Cartan prolongation (with extension length K) of
pM, I; τq satisfying the conditions i-iii in Theorem 3.7. If pM, I; τq is not
τ-dynamically linearizable, we say that it has class 8.
Theorem 3.8. a. Suppose that pM, I; τq is τ-dynamically linearizable. If π :
pN,J ;σq Ñ pM, I; τq is a C-regular Cartan prolongation (with extension
length K) satisfying conditions i-iii in Theorem 3.7, then on N there
exists a local coframing
(6) pθ1, . . . , θn, η1, . . . , ηK , ω1, ω2, σq
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satisfying
I “ rrθ1, . . . , θnss,(7)
Ik “ rrI, η
1, . . . , ηkss, k “ 1, . . . ,K,(8)
and the structure equations:
(9)
$’’’’’’’&
’’’’’’’%
dθ1 ” σ ^ ω1 mod θ1, . . . , θn,
dθα ” 0 mod θ1, . . . , θn, pα “ 2, . . . , n´ 1q
dθn ” σ ^ η1 mod θ1, . . . , θn,
dηk ” σ ^ ηk`1 mod θ1, . . . , θn, η1, . . . , ηk, pk “ 1, . . . ,K ´ 1q
dηK ” σ ^ ω2 mod θ1, . . . , θn, η1, . . . , ηK .
b. Conversely, if pN,J ;σq is a strongly linear system with a coframing (6)
satisfying
J “ rrθ1, . . . , θn, η1, . . . , ηK ss
and the structure equations (9), then the class of the system
I :“ rrθ1, . . . , θnss
(with independence condition induced by σ) is at most K.
Proof. a. First, by the assumption, it is clear that there exists a coframing
(6) satisfying (7), (8) and
CpIq “ rrθ1, . . . , θn, η1, ω1, σss.
Since I is a CTS with corank 3, for each i “ 1, . . . , n, there must exist
functions Ai, Bi such that
dθi ” σ ^ pAiη1 `Biω1q mod I.
Moreover, the n ˆ 2 matrix pAi|Biq must have rank 2. It follows that one
can make a linear transformation of the θi to arrange that
An “ B1 “ 1
and all other Ai, Bi are zero.
Continuing, by the construction of I2 and the expression for dθ
1, we have
CpI1q Ď rrI, η
2, ω1, σss.
This inclusion must be an equality because I Ă I1 represents a simple Cartan
prolongation, which preserves corank (Corollary 2.3). Since I1, by assump-
tion, is a CTS, it follows that
dη1 ” σ ^ pC1η2 `D1ω1q mod I1
for some functions C1,D1. We can always arrange that D1 “ 0 by adding
a multiple of θ1 to η1. On the other hand, C1 is nonvanishing; hence, by
scaling η2, we can arrange that C1 “ 1.
We can continue with this type of argument and obtain the congruences
dηk ” σ ^ ηk`1 mod Ik
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for k “ 2, . . . ,K ´ 1.
Now, since CpIKq “ T
˚N and IK “ J is a CTS, it follows that, modulo
J , dηK is congruent to a linear combination of σ ^ ωi pi “ 1, 2q. We can
add a multiple of θ1 to ηK and then scale ω2 to arrange that
dηK ” σ ^ ω2 mod J.
Thus we have obtained a desired coframing on N .
b. Assuming a coframing (6) on N satisfying (9), and letting
I “ rrθ1, . . . , θnss,
it is easy to see that
CpIq “ rrI, η1, ω2, σss.
Furthermore, rrI, σss is clearly Frobenius. It follows that the system I is a
corank 3 CTS.
It is easy to see that I Ă J represents a C-regular Cartan prolongation
with
Ik “ rrI, η
1, . . . , ηkss, k “ 1, . . . ,K.
By the assumption that pN,J ;σq is strongly linear and the structure equa-
tions, conditions i-iii in Theorem 3.7 are satisfied.
This completes the proof. 
Theorem 3.8 enables us to take the following approach towards finding
type pn, 2q CTS that are τ-dynamically linearizable: For each n,K, first find
local coframings (6) adapted to some strongly linear system pN,J ;σq such
that the structure equations (9) hold; then we classify the CTS generated by
θ1, . . . , θn with independence conditions induced by σ.
A concrete discussion of the classification problem, particularly in the
case when n “ 3, will be addressed in a sequel to the current paper.
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