In this article, we study the estimations of partially linear single-index models (PLSiM) with repeated measurements. Specifically, we approximate the nonparametric function by the polynomial spline, and then employ the quadratic inference function (QIF) together with profile principle to derive the QIF-based estimators for the linear coefficients. The asymptotic normality of the resulting linear coefficient estimators and the optimal convergence rate of the nonparametric function estimate are established. In addition, we employ a penalized procedure to simultaneously select significant variables and estimate unknown parameters. The resulting penalized QIF estimators are shown to have the oracle property, and Monte Carlo studies support this finding. An empirical example is also presented to illustrate the usefulness of penalized estimators.
Introduction
In regression analysis with repeated measures over time (i.e., longitudinal/panel data or cluster data), semiparametric models have been used to take into account both linear and nonlinear effects of covariates. The pioneering work in this context can be traced back to Severini and Staniswalis [31] , followed by a series of efforts, such as Chen et al. [6] , Chen and Jin [8] , Fan and Li [14] , He et al. [17] , Lin and Carroll [25] , Lin and Carroll [24] , and Su and Ullah [35] . All of these works focus on the case in which the models either contain one nonparametric component or a summand of nonparametric functions. The typical approach for estimating parameters in these models is kernel-based backfitting and local scoring, proposed by Buja et al. [4] . Although those models are very flexible, they have some limitations. For example, the model with one multivariate nonparametric function suffers from the ''curse of dimensionality'' when the number of covariates is moderate or large, while the model with a summand of nonparametric functions does not take into account the interaction effects among covariates. In addition, the backfitting estimation algorithm can become computationally expensive when the number of covariates is large. This is because it requires extensive iterations to update the estimator of each nonparametric component [16, 44] . This motivates us to adapt partially linear single-index models (PLSiM) to analyze repeatedly measured data. Semiparametric single-index models have been widely used as an appealing and effective statistical tool to model the relationship between the response variable and multivariate covariates, since it achieves dimension reduction and relaxes the restrictive parametric assumptions. See [18] for detailed discussion and illustration of the usefulness of this model. The PLSiM as a natural extension allows discrete explanatory variables to be modeled in the linear part. See [23, 41, 5, 7] for studies and applications of PLSiM.
To estimate parameters in PLSiM, various methods have been proposed, including the backfitting algorithm [5] , the penalized spline [45] , the average derivative estimation method (ADE, [27] ), the minimum average variance estimation (MAVE, [42, 40] ), the profile least squares approach (PrLS, [20, 22] ), and the estimating function method (EFM, [9] ). It is noteworthy that the backfitting algorithm can be unstable and penalized spline estimation may not be efficient. Although the ADE, MAVE and profile methods overcome these limitations, ADE may suffer from the curse of dimensionality as mentioned in [39] , MAVE may encounter the sparseness problem as noted by Cui et al. [9] , and the PrLS estimator is not easy to obtain due to minimizing a high-dimensional nonlinear objective function. In addition, the above methods mainly focus on cross-sectional data rather than repeatedly measured data. Moreover, the true correlation structure within each cluster is often unknown, and ignoring such a correlation could yield biased estimators [37] , inefficient estimators, and low power in hypothesis testing. Hence, we need to use a sophisticated method to parsimoniously separate within-subject and between-subject variation, and should not simply treat repeated measurements as cross-sectional observations. Consequently, developing an effective estimation procedure and then establishing its theoretical justifications for PLSiM with repeatedly measured data become an important and challenging task.
To alleviate the impact of correlation misspecification and to pursue estimation efficiency, we employ the quadratic inference function (QIF) proposed by Qu and Lindsay [29] , Qu et al. [30] , used for estimation in parametric models. This approach enables us to take into account the within-cluster correlation without specifying the covariance function. Furthermore, it is more efficient than the generalized estimating equation (GEE) approach when the working correlation is misspecified, as demonstrated in [30] . In this paper, we propose a QIF estimation procedure by incorporating the profile principle [32] for PLSiM with repeated measurements. Specifically, it consists of two steps: (i) For the given parametric components, employ the QIF approach to obtain an estimate of the nonparametric component by polynomial splines-It is noteworthy that the resulting nonparametric estimator is a function of the given parametric components; (ii) Based on the nonparametric estimator, construct the profiled QIF objective function for the parametric components and then obtain their estimators.
The QIF approach has been recently applied to estimation in single-index models [1] and PLSiM [21] with the nonparametric functions estimated by penalized-splines and local linear smoothing, respectively. The spline estimation approach is known as computationally faster and more efficient than kernel smoothing in semiparametric models with correlated data [26] . It is noteworthy that Bai et al. [1] studied the asymptotic normality for the index parameters by assuming that the true nonparametric link function is known. Comparing to Bai et al. [1] , we derive root-n consistency and a sandwich formula for the covariance matrix of the parametric estimators by estimating the link function with polynomial splines. Therefore, to obtain the asymptotic properties, we face significant theoretical challenges since the parametric QIF estimators are involved in the nonparametric functional estimator with divergent parameters. Thus, the classical asymptotic theory cannot be directly applied. Accordingly, we explore a new approach to establish the asymptotic normality of the parametric estimators in the PLSiM. Another contribution in our paper is that we introduce the penalized QIF (PQIF) to reduce the model complexity, which shrinks irrelevant coefficients of the linear and single-index components to zero. The resulting estimators of the nonzero coefficients are shown to be asymptotically normal and have the oracle property. Furthermore, Xue et al. [43] applied the QIF to additive models and studied the optimal convergence rate of the spline estimators for the additive nonparametric functions.
The paper is organized as follows. Section 2 introduces the models and then applies QIF to obtain parametric and nonparametric estimations. The theoretical properties of parametric estimators are established. Section 3 proposes a penalized quadratic inference function approach for PLSiM to simultaneously estimate parameters and select variables, and the resulting estimators possess the oracle property. The practical implementations are developed in Section 4, and simulation studies and an empirical example are presented in Section 5. The last section concludes the article with a brief discussion, and technical proofs are given in the Appendix.
Models and estimation methods

Models
Suppose that the data consist of n independent subjects and the ith (i = 1, . . . , n) cluster has m i repeated measures. Let Y ij be the response variable, and
vectors, respectively, for the jth observation in the ith cluster. Denote
, and
. Consider the partially linear single-index model (PLSiM),
where β is an unknown index vector which belongs to the parameter space {β = (β 1 , . . . , β d 1 ) 
Estimation method
In the estimation procedure, we approximate the smooth function g in (2.1) by polynomial splines. To this end, let N = N n be the number of interior knots. For theoretical reasons, we assume that, for any β in the neighborhood of its true parameter value, U ij (β) is distributed on a compact interval [a, b] for 1 ≤ j ≤ m i and 1 ≤ i ≤ n, so that the range of the B-splines can be well defined. See [36] for the same assumption. Divide [a, b] 
is a sequence of interior knots that is given as
The resulting distance between neighboring knots is h J = ξ J+1 − ξ J for 0 ≤ J ≤ N, and let h = max 0≤J≤N h J . Furthermore, define the pth order B-spline basis as [33, 10] , and let G = G (p−2) be the space spanned by B p (u). Then, the unknown function g in (2.1) can be approximated by a linear combination of the B-spline functions such
To estimate β, α and g, we next apply QIF to efficiently incorporate the within-cluster correlation structure. For the sake of simplicity, we assume that the number of repeated measurements is equal, i.e., m i = m < ∞. Let R be a common working correlation matrix. Following the QIF approach, the inverse of R can be approximated by a linear combination of k basis matrices, i.e.,
where M 1 , . . . , M k are known symmetric basis matrices and a 1 , . . . , a k are unknown constants. As stated in [30] , this is a sufficiently rich class that accommodates, or at least approximates, the correlation structures most commonly used. For example, if R is of compound symmetric structure with correlation ρ, R −1 can be represented by a 1 M 1 +a 2 M 2 , where M 1 = I (the identity matrix) and M 2 is a matrix with diagonal entries 0 and off-diagonal entries 1,
and m is the dimension of R. See [30] for more examples. Subsequently, we estimate the parameter vector θ =  β T , α T  T and the nonparametric function g (·) by a profile QIF approach in two steps below.
Step 
where A is an m × m diagonal matrix with its diagonal entries being the marginal variances of
Since the dimension of (2.4) is kJ n , which is larger than the number of unknown parameters, we follow Qu et al.'s [30] approach to estimate γ by minimizing the following equation, 5) and the resulting estimator isγ
For estimating regression parameters, we need to estimate not only g but also its first derivative g ′ . To this end, we follow de Boor's [10] approach to approximate g ′ by the spline functions with one order less than that of g. As a result,
Step 2. Before estimating θ =  β T , α T  T , we eliminate β 1 and reform the space of β to ensure identifiability (see [9] ), and the resulting space of β is {( (1) be the Jacobian matrix of size
Then, we apply the same techniques used in the estimation of g to estimate β (1) and α. Let
and its gradients with respect to β and α be
, . . . , ∂g (U im (β) , θ)
Based on Eqs. (2.1), (2.2), and (2.3), we obtain the estimating function of (β, α) that is
Since the dimension of (2.7) is k
which is larger than the number of unknown parameters, we adopt Qu et al.'s [30] approach to estimate β (1) and α by minimizing the following function,
where
As a result, we obtain the estimatorsβ
andα QIF of β (1) and α. Then, using the fact that 
) obtained by using polynomial splines with order p for the random variable (or vector) ξ ij . For example,
and 
, where
, and then we obtain the following results. 
Theorem 1, together with the multivariate delta-method, leads to
After obtaining the estimatorθ
ing (u, θ) defined in (2.6) and obtainĝ(u). To study the properties ofĝ(u), we define
Furthermore, let B * p (·) be the pth Bernoulli polynomial that is inductively defined as follows:
n ϑ n . Then, we obtain the asymptotic results ofĝ(u) given below. → ∞ as n → ∞, we have that, as n → ∞,
Theorem 3. Under Conditions (C1)-(C6) given in Appendix
, and b * (u) and ϑ n are defined in (2.13), (2.14), and (2.15), respectively;
Remark 1. By letting N ≍ n 1/(2p+1) which satisfies the assumption on N in the above theorem, the spline estimatorĝ(u) has the optimal convergence rate, which is O p
. It is noteworthy that Shen et al. [33] established the same convergence rate for spline estimation in univariate nonparametric regression.
Penalized QIF for PLSiM
In practice, the true model is often unknown. This motivates us to penalize the QIF in (2.8) and then simultaneously select significant variables and estimate resulting parameters
By the assumption that β 1 > 0 in model (2.1), we assume that the first component
covariate. Accordingly, the penalized quadratic inference function (PQIF) is as follows:
where p λ (·) is a penalty function with a regularization parameter λ. We allow (β l )
to have different penalty functions with different regularization parameters.
There are various penalty functions available in the literature such as the L 1 and L 2 penalties, that yield the LASSO-type and ridge-type estimators, respectively. Here, we consider the smoothly clipped absolute deviation (SCAD) penalty proposed by Fan and Li [13] , whose first derivative is defined as
where p λ (0) = 0, a = 3.7, and (t) + = tI (t > 0). For the given tuning parameters, the penalized estimatorsβ PQIF, (1) andα PQIF are obtained by minimizing L (β, α) with respect to β (1) and α. As a result, β 1 is estimated byβ
We next study the theoretical properties of estimatorsβ
PQIF with the SCAD penalty.
Without loss of generality, we assume that the correct model in (2.1) has regression coefficients β 
. Subsequently, we obtain the oracle properties of the penalized estimators given below.
Theorem 4. Under Conditions
then we have that, as n → ∞, the penalized estimators
Under the conditions of Theorem 4, it can be easily shown that 20 , respectively. As a result, the PQIF method yields consistent and asymptotically unbiased estimators, even though the correlation structure is misspecified. As demonstrated in [30] , the QIF approach is more efficient than the generalized estimating equation (GEE) approach when the working correlation is misspecified. Although the true correlation structure is unknown in practice, the closer the working correlation is to the true correlation, the more efficient the regression coefficient estimators can be, which leads to a better model. Hence, we propose employing the coefficient of determination to select an appropriate correlation structure.
Estimation algorithm
We propose an algorithm to find penalized estimators by minimizing Eqs. (2.5) and (3.1). For given β and α, the estimating equation of (2.5) for γ, iṡ
. By the definition of Q n (γ), its first and second derivatives implicitly depend on β and α. For the sake of clarification, we denoteQ n (γ) =Q n (γ, β, α) andQ n (γ) = Q n (γ, β, α). Then, applying the Newton-Raphson method, we obtain the iterative estimation procedure,
is the estimated values of (γ, β, α) at the ith step for i ≥ 0. Accordingly, g and g
Tγ i+1 and
To estimate θ
we next consider the following quantities: 
Minimizing the above function with respect toθ
, we obtain that
. Repeat (4.2) and (4.3) until It is noteworthy that the tuning parameters are unknown in the computation of penalized estimators. Hence, we need to select the tuning parameters in the iterative process to complete the whole computation algorithm. To this end, we employ the BIC criterion modified by Wang et al. [38] to choose the tuning parameters p λ 1 and p λ 2 in the penalized-QIF procedure, which is
The optimal λ 1 and λ 2 are selected by minimizing BIC, i.e., (λ 1 ,λ 2 ) = arg min (λ 1 ,λ 2 ) BIC (λ 1 , λ 2 ).
Numerical studies
Simulation results
We present Monte Carlo studies to evaluate the finite sample performance of the proposed penalized QIF estimators. To this end, let S represent any candidate model and S 0 be the true model. Then, define the model S to be overfitted, correct, and underfitted if S ⊃ S 0 and S ̸ = S 0 , S = S 0 , and S ̸ ⊃ S 0 , respectively. In 500 realizations, we calculate the proportions of models correctly fitted (C), overfitted (O), and underfitted (U). In addition, we report the average number of truly nonzero coefficients that are correctly set to nonzero (NC), and the average number of truly nonzero coefficients that are incorrectly set to zero (NI). To assess the estimation accuracy, we compare the SCAD-penalized QIF (PQIF) estimate with the ORACLE estimate obtained by assuming that the true model is known a priori. The assessment measure is the squared root value of 
α (k) are the parameter estimates calculated in the kth realization.
In this study, we consider a ''sine-bump'' model [5] T are generated from a multivariate normal distribution with mean 0, variance σ 2 , and an associated exchangeable correlation parameter ρ = 0.6. The two standard errors, σ = 0.2, 0.5, are used for examining the performance of the proposed estimators via the signal-to-noise ratio. To assess the robustness of covariance setting, we finally consider three different working correlation structures: independent (IND), exchangeable (EXCH), and AR(1), although the data are simulated from the exchangeable setting. In this study, we use a cubic spline to estimate the nonparametric function, and assume that the family of candidate knots contains the operating knots (i.e., the nearest representation of the true knots). In the literature, selection criteria for the number of interior knots are usually classified into two categories: consistent (e.g., the Bayesian information criterion BIC) and efficient (e.g., the Akaike information criterion AIC and the cross-validation CV). For the sake of consistency, we follow the approach of Qu and Li [28] and Xue et al. [43] , and employ BIC to select the number of interior knots N. However, this does not exclude the possibility of using AIC or CV (e.g., see [19] ) to choose the number of knots when the user focuses on efficiency.
Based on the order assumptions on the number of interior knots N in Theorem 1 and Remark 1, we choose N from a given interval
denotes the closest integer to a. As a result, N = 2 on average among 500 replications for n = 100, 200, and 500. Tables 1 and 2 report the variable selection and estimation results for β 0 and α 0 , respectively. Both tables correspondingly indicate the three and two truly nonzero coefficients of β 0 and α 0 that are correctly set to nonzero. On the other hand, the average numbers of truly nonzero coefficients that are incorrectly set to zero decrease as the sample size increases. In addition, the proportions of models correctly fitted increase with the sample size, while the difference between the PQIF and ORACLE estimators in terms of the squared root MSE measure is diminishing as the sample size increases. The above findings confirm theoretical results under different signal-to-noise ratios. It is noteworthy that although the correct working correlation structure (i.e., EXCH) performs the best, the other two working correlation structures (IND and AR(1)) also yield good performance. This finding corroborates Theorem 4 by showing that the PQIF estimators are consistent even though the working correlation is mis-specified. Finally, we evaluate the nonparametric estimate of g. Fig. 1 respectively depicts the spline estimated functionsĝ û (solid curve) together with the true nonlinear function g(u) (dashed curve) under the exchangeable, AR(1), and independent error structures, when n = 100, σ = 0.2. It shows that all three estimated curves are fairly similar, and close to the true curve. In sum, our proposed PQIF approach performs well in estimating both parametric and nonparametric components.
Empirical example
To illustrate the practical usefulness of PQIF, we consider a data set from [15] that studies the debt maturity structure of a firm. The data contain 328 observations of unregulated firms over the period 1980-1989. The response variable (DEBTMAT) is the value-weighed average of the maturities of the firm's debt that is calculated based on the formula given in [34] . The explanatory variables are defined as follows: LEVERAGE is the ratio of total debt (the sum of long-term debt, long-term debt due within 1 year, and short-term debt) to the market value of the firm; ASSETMAT is the (book) value-weighted average of the maturities of current assets and net property, plant, and equipment; MV/BV is the market value of the firm scaled by the book value of assets; SIZE is the natural logarithm of the estimate of firm value measured in 1982 dollars using the producer price index deflator; CHANGEEPS is the difference between next year's and this year's earnings per share scaled by this year's common stock price per share; The firm's effective tax rate (TAXRATE) is split into two variables GTAXRATE and BTAXRATE, where GTAXRATE = TAXRATE and BTAXRATE = 0 if TAXRATE is between zero and one, and GTAXRATE = 0 and BTAXRATE = TAXRATE otherwise; VAR is the ratio of the standard deviation of the first difference in earnings before interest, depreciation, and taxes to the average of assets over the ten year period (1980-89); TERM is the difference between the long-term and short-term yields on government bonds; LOWBOND is a dummy variable, in which LOWBOND equals one if the firm has a rating of CCC or is unrated, and zero otherwise; and HIGHBOND is also a dummy variable and it equals one if the firm is rated AA or higher, and zero otherwise.
We fit the data with PLSiM by using the standardized continuous variables as the single index components, including
, and X 9 = TERM. In addition, the two dummy variables, LOWBOND and HIGHBOND, are the linear components, i.e., Z 1 = LOWBOND and Z 2 = HIGHBOND. Since the distribution of DEBTMAT is highly right skewed, we take the natural logarithm transformation of DEBTMAT so that Y = log (DEBTMAT + 1). As a result, we have that
. . , β 9 ), and α = (α 1 , α 2 ) for i = 1, . . . , 328 and j = 1, . . . , 10. We use cubic splines to estimate g (·) and the number of interior knots N is selected by the BIC criterion described in Section 5.1. Table 3 reports the variable selection and estimation results by using the proposed PQIF method with the exchangeable, AR(1), and independent working correlation structures. In the single index component, four of the six selected variables are common across the three working correlation structures. Among those four variables, LEVERAGE, ASSETMAT, and MV/BV have significant positive effects on DEBTMAT, while VAR has a significant negative effect on DEBTMAT. In the linear component, the signs of coefficient estimates of both dummy variables, LOWBOND and HIGHBOND, are negative. In addition, the p-values of all variables selected by the penalized QIF method are less than 0.05. It is noteworthy that the coefficient signs (1), and independent working correlation structures, when the sample size n = 100.
Table 3
The PQIF estimates for the debt maturity example with standard errors (SE) and the corresponding p-values across the EX, AR (1) for LEVERAGE, ASSETMAT, LOWBOND and HIGHBOND are consistent with the agency cost hypothesis given in [34] , while MV/BV shows a different sign from the agency cost hypothesis. To further understand this sign difference, we calculate the correlation coefficient between MV/BV and LEVERAGE. It is −0.458, which shows a moderately negative correlation.
This inverse relationship between MV/BV and LEVERAGE may cause MV/BV to have a different sign from the agency cost hypothesis regarding LEVERAGE, by controlling for the LEVERAGE variable in the regression model. This finding is also consistent with Stohs and Mauer [34] . In addition to the four common variables mentioned above, the variables SIZE and GTAXRATE have been selected in the AR (1) and IND settings and the EX and AR (1) settings, respectively. The coefficient estimates of SIZE are positive, which is consistent with the agency cost hypothesis. In contrast, the positive coefficients of GTAXRATE contradict the agency cost hypothesis (see [34] ). In sum, although the estimated regression coefficients obtained from the three working correlation structures, EXCH, AR(1), and IND, are slightly different, they yield the same significant effect on DEBTMAT. To assess the model fitting, we next calculate the coefficients of determination under the EXCH, AR(1) and IND settings, which are 0.488, 0.495, and 0.475, respectively. Since these values are similar, the model fitting via the PQIF method is robust against the three correlation structures. Based on the coefficient of determination, one may favor AR(1). However, its resulting model yields a contradictory sign of GTAXRATE. Consequently, we slightly prefer IND to EXCH and AR (1) .
To study the relationship between the response variable and the aggregate (i.e., linear combination) of continuous variables, Fig. 2 depicts estimated nonparametric functions ofĝ û versusû (thick curves) together with their 95% confidence intervals (upper and lower thin curves) for three working correlation settings, whereû =β T X . The three functions exhibit a similar pattern and show an increasing trend in general. Specifically, they increase sharply in the beginning, and then become less steep as the index increases. There is a sudden decrease at a high index value and then they increase again. In conclusion, the relationship between the debt maturity and index is nonlinear rather than identity, after controlling for two dummy variables, and this provides an insightful finding on corporate debt maturity structure.
Discussion
In partially linear single-index models with repeated measurements, we employed the quadratic influence function together with the profile approach to obtain parameter estimators for both parametric and nonparametric components. The asymptotic properties of the resulting estimators are established. Furthermore, we proposed a penalized quadratic function approach to select variables and estimate parameters. The resulting PQIF estimator shares the same asymptotic distribution as the oracle. To broaden the usefulness of the proposed approach, we could consider a mixed effects model by assuming that part of α or β has random effects. In practice, incorporating the missing data and measurement errors in model structure is also worth further study. Finally, extending the model structure by including the quasi likelihood function and censor data would enhance the applicability in real data analysis.
We begin this appendix by presenting some notation that will be used in the proofs of theorems. For any positive numbers a n and b n , a n ≍ b n means that lim n→∞ a n /b n = c, where c is a positive constant. In addition, denote the space of the pth order smooth functions φ as
For any two functions φ and ϕ, let φ (U i ) and ϕ (U i ) be m × 1 vectors. Then, define the empirical inner product and the empirical norm as ⟨φ, 
, denote 
(C4) The eigenvalues of M r , 1 ≤ r ≤ k are bounded away from 0 and infinity. Let 
.
For any 1 ≤ j ≤ m, and any given vector a = (a r )
are bounded away from 0 and infinity.
It is noteworthy that Condition (C1) is the same as Condition (d) in [9] . Condition (C2) is given in Theorem 2.1 of Shen et al. [33] , and Condition (C6) is weaker than the last one of Condition (a) in [9] . In addition, Condition (C3) is given in Eq. (3) and Remark 4 of Shen et al. [33] . Finally, Condition (C4) is required for the existence of the asymptotic variances of the estimators, while Condition (C5) is needed for the convergence rates of the parametric and nonparametric estimators. Before proving the proposition and theorems, we provide eight lemmas below.
A.2. Eight lemmas
For notational simplicity, we denote
Lemma A.1. Under Conditions (C1) and (C3), we have that, as n → ∞,
Proof. Using Bernstein's inequality from [3] , we can directly prove the result.
Lemma A.2. Under Conditions (C1) and (C3), for any a ∈ R J n , there exist constants
Proof. Lemma A.2 follows from Theorem 5.4.2 of DeVore and Lorentz [12] .
The next lemma can be found in [11] , which plays an important role in the proof of Lemma A.4.
Lemma A.3. Suppose that A is a positive definite Hermitian matrix A such that A has no more than k nonzero entries in each row.
Then, we have that
Lemma A.4. Assume Conditions (C1), (C3), and (C4) hold. Then, as n → ∞, there exist constants 0 < C Ψ < ∞, 0 < c 2 < C 2 < ∞, 0 < C 3 < ∞, and 0 < c 4 < C 4 < ∞, such that, with probability 1, (i) c 2 h
are defined in (2.13) and (2.14), respectively.
r,r ′ has no more than 2p − 1 nonzero entries in each row, and Θ (2)
, and Ψ 1 has no more than (2p − 1) k nonzero entries in each row. By Lemma A.2 and Condition (C4), for any vector a = 
we have that
. Consequently, with probability 1, c To demonstrate part (ii), we have that
Analogously, we can show that
It is also noteworthy that Ψ 1 is a positive definite Hermitian matrix. The above results, together with Lemma A.3, yield
where η is any given kJ n × 1 vector. Then,
Accordingly, with probability 1,
Ψ h ∥η∥ ∞ , as n → ∞. Moreover, let ξ 1 = nΨ n η. Then, with probability 1,
This completes the proof of part (ii).
Using the above results in the proof of part (ii), we have that
in conjunction with
Lemma A.1, yields
. Then, from the definition oḟ Φ, we obtain thaṫ
By B-spline properties,  Φ T  Φ has no more than 4p − 3 nonzero entries in each row. Then, applying the same techniques used in the proof of Part (ii), we are able to show that there exists a constant 0 < C
This, together with the above result, implies that, ∥(
}, Accordingly, with probability 1,
This completes the proof of part (iii). Finally, we can employ the similar techniques used in part (i) to prove part (iv).
To find the asymptotic approximation of the nonparametric function estimationĝ, we next introduce a lemma obtained from Eq. (2.7) of Barrow and Smith [2] . 
Before using the above lemma, we first have that
, whereΨ n is given in (2.14). Letγ
By similar arguments as given in [28] , we can prove that   γ
 T . This, together with Lemma A.5, leads toγ
ϑ n is defined in (2.15), and
be the vector of the true parameters. Accordingly,g
Tr QIF g . The next three lemmas present some asymptotic properties ofg e andg g . Lemma A.6. Under Conditions (C1), (C3), and (C4),
Proof. By the definition ofg e (u) and (A.2), it can be written asg
and conditional on (X, T), ϵ i are independent with mean 0 and covariance I m . Hence, the proof of this lemma follows if the Lindeberg-Feller conditions are satisfied. To this end, it suffices to verify that max 1≤i≤n a
J n × 1 vector with elements 1. By Lemma A.4, we have that, with probability 1,
and c
. As a result, for any u
Consequently, by Condition (C4), max 1≤i≤n a
We complete the proof.
Lemma A.7. Under Conditions (C1), (C3), and (C4), we have that, with probability 1, there exist constants 0 < c σ < C σ < ∞,
Proof. Lemma A.7 follows immediately from (A.4).
Lemma A.8. Under Conditions (C1)-(C4), we have that, for any u ∈ I J and 0 ≤ J ≤ N, 
In addition, by Lemma A. 4 , we obtain that, for any u
As a result,
which completes the proof.
Next we establish the asymptotic convergence rate ofg
, which will be used in the proof of Theorem 1. → ∞, as n → ∞,
Proof. The results of (i) in Proposition A.1 follow immediately from Lemmas A.6-A.8. Using the fact that g ′ (u) is approximated by the spline functions with one order less than that of g, we haveg
employing similar techniques to those used in the proofs of Lemma A.8 and (A.4), we obtain that, with probability approaching 1, the bias and variance ofĝ
, respectively. Accordingly, part (ii) holds.
A.3. Proof of Theorem 1
The root-n consistency ofθ
(1)QIF can be proved by following similar reasoning as in [20] . In the following, we will prove the asymptotic normality. Applying the Taylor expansion, we obtain that 
. . 
By (A.6), one haṡ
Accordingly, 
A.5. Proof of Theorem 4
The proof of this theorem consists of three steps.
Step I establishes the convergence rate of {(β PQIF ) T , (α PQIF ) 0 l ̸ = 0  . When b n → 0, d n → 0, and C is sufficiently large, the second term on the right-hand side of (A.8) dominates its first term and (A.9). Thus, for any given ν > 0, there exists a large constant C such that, have that a n = 0 and c n = 0. Consequently, the rate of convergence of
Step II. Let β 1 =  β 1 ,  β 
