Abstract. For a metric space X, we study the space D ∞ (X) of bounded functions on X whose pointwise Lipschitz constant is uniformly bounded. D ∞ (X) is compared with the space LIP ∞ (X) of bounded Lipschitz functions on X, in terms of different properties regarding the geometry of X. We also obtain a Banach-Stone theorem in this context. In the case of a metric measure space, we also compare D ∞ (X) with the Newtonian-Sobolev space N 1,∞ (X). In particular, if X supports a doubling measure and satisfies a local Poincaré inequality, we obtain that D ∞ (X) = N 1,∞ (X).
Introduction
Recent years have seen many advances in geometry and analysis, where first order differential calculus has been extended to the setting of spaces with no a priori smooth structure; see for instance [AT, He1, He2, S] . The notion of derivative measures the infinitesimal oscillations of a function at a given point, and gives information concerning for instance monotonocity. In general metric spaces we do not have a derivative, even in the weak sense of Sobolev spaces. Nevertheless, if f is a real-valued function on a metric space (X, d) and x is a point in X, one can use similar measurements of sizes of first-order oscillations of f at small scales around x, such as D r f (x) = 1 r sup |f (y) − f (x)| : y ∈ X, d(x, y) ≤ r . On one hand, this quantity does not contain as much information as standard derivatives on Euclidean spaces does (since we omit the signs) but, on the other hand, it makes sense in more general settings since we do not need any special behavior of the underlying space to define it. In fact, if we look at the superior limit of the above expression as r tends to 0 we almost recover in many cases, as in the Euclidean or Riemannian setting, the standard notion of derivative. More precisely, given a continuous function f : X → R, the pointwise Lipschitz constant at a point x ∈ X is defined as follows:
Lip f (x) = lim sup This space D(X) clearly contains the space LIP(X) of Lipschitz functions and a first approach should be comparing such spaces. In Corollary 2.4 we give sufficient conditions on the metric space X to guarantee the equality between D(X) and LIP(X). A powerful tool which transforms bounds on infinitesimal oscillation to bounds on maximal oscillation is a kind of mean value theorem (see Lemma 2.5 in [S] ). The class of quasi-length spaces has a characterization in terms of such mean value type theorem. In particular, this class includes quasi-convex spaces. These spaces will be very useful when proving a partial converse of Corollary 2.4. In addition, we present some examples for which LIP(X) = D(X) (see Examples 2.6 and 2.7).
At this point, it seems natural to approach the problem of determining which kind of spaces can be classified by their pointwise Lipschitz structure. Our strategy will be to follow the proof in [GJ2] where the authors find a large class of metric spaces for which the algebra of bounded Lipschitz functions determines the Lipschitz structure for X. A crucial point in the proof is the use of the Banach space structure of LIP(X). Thus, we endow D(X) with a norm which arises naturally from the definition of the operator Lip. This norm is not complete in the general case, as it can be seen in Example 3.3. However, there is a wide class of spaces, the locally radially quasi-convex metric spaces (see Definition 3.1), for which D ∞ (X) (bounded pointwise Lipschitz functions) admits the desired Banach space structure. Moreover, for such spaces, we obtain a kind of Banach-Stone theorem in this framework (see Theorem 4.6).
If we have a measure on the metric space, we can deal with many more problems. In this line, there are for example generalizations of classical Sobolev spaces to the setting of arbitrary metric measure spaces. It seems that Hajs laz was the first who introduced Sobolev type spaces in this context [Ha2] . He defined the spaces M 1,p (X) for 1 ≤ p ≤ ∞ in connection with maximal operators. It is well known that M 1,∞ (X) is in fact the space of bounded Lipschitz functions on X. Shanmugalingam in [Sh2] introduced, using the notion of upper gradient (and more generally weak upper gradient) the Newtonian spaces N 1,p (X) for 1 ≤ p < ∞. The generalization to the case p = ∞ is straightforward and we will compare the function spaces D ∞ (X) and LIP ∞ (X) with such Sobolev space, N 1,∞ (X). From Cheeger's work [Ch] , metric spaces with a doubling measure and a weak Poincaré inequality admit a differentiable structure for which Lipschitz functions can be differentiated almost everywhere. Under the same hypotheses we prove in Corollary 5.24 the equality of all the mentioned spaces. Furthermore, if we just require a uniform local Poincaré inequality we obtain M 1,∞ (X) ⊆ D ∞ (X) = N 1,∞ (X). For further information about different types of Sobolev spaces on metric measure spaces see [Ha1] .
We organized the work as follows. In Section 2 we will introduce pointwise Lipschitz function spaces D(X) and we look for conditions regarding the geometry of the metric spaces we are working with in order to understand in which cases the pointwise Lipschitz information yields the global Lipschitz behavior of a function. Moreover, we show the existence of metric spaces for which LIP(X) D(X). In Section 3 we introduce the class of locally radially quasi-convex metric spaces and we prove that the space of bounded pointwise Lipschitz functions can be endowed with a natural Banach space structure. The purpose of Section 4 is to state a kind of Banach-Stone theorem in this context while the aim of Section 5 is to compare the function spaces D ∞ (X) and LIP ∞ (X) with Sobolev spaces in metric measure spaces.
Pointwise Lipschitz functions
Let (X, d) be a metric space. Given a function f : X → R, the pointwise Lipschitz constant of f at a non isolated point x ∈ X is defined as follows:
Lip f (x) = lim sup .
If x is an isolated point we define Lip f (x) = 0. This value is also known as upper scaled oscillation (see [BRZ] ) or as pointwise infinitesimal Lipschitz number (see [He2] ).
Examples 2.1.
(1) If f ∈ C 1 (Ω) where Ω is an open subset of Euclidean space, or of a Riemannian manifold, then Lip f = |∇f |.
(2) Let H be the first Heisenberg group, and consider an open subset Ω ⊂ H. If
, that is, f is H−continuously differentiable in Ω, then Lip f = |∇ H f | where ∇ H f denotes the horizontal gradient of f . For further details see [Ma] .
(3) If (X, d, µ) is a metric measure space which admits a measurable differentiable structure {(X α , x α )} α and f ∈ LIP(X), then Lip f (x) = |d α f (x)| µ−a.e., where d α f denotes the Cheeger's differential. For further information about measurable differentiable structures see [Ch, Ke] .
Loosely speaking, the operator Lip f estimates some kind of infinitesimal lipschitzian property around each point. Our first aim is to see under which conditions a function f : X → R is Lipschitz if and only if Lip f is a bounded functional. It is clear that if f is a L−Lipschitz function, then Lip f (x) ≤ L for every x ∈ X. More precisely, we consider the following spaces of functions:
) the space of bounded Lipschitz functions (respectively, bounded functions which are in D(X)) and C(X) will denote the space of continuous functions on X. It is not difficult to see that for f ∈ D(X), Lip f is a Borel function on X and that Lip(·) ∞ yields a seminorm in D(X). In what follows, · ∞ will denote the supremum norm whereas · L ∞ will denote the essential supremum norm, provided we have a measure on X. In addition, LIP(·) will denote the Lipschitz constant.
Since functions with uniformly bounded pointwise Lipschitz constant have a flavour of differentiability it seems reasonable to determine if the pointwise Lipschitz functions are in fact continuous. Namely,
Proof. Let x 0 ∈ X be a non isolated point and f ∈ D(X). We are going to see that f is continuous at x 0 . Since f ∈ D(X) we have that Lip
Fix ε > 0. Then, there exists r > 0 such that
and so
, and so f is continuous at x 0 . Now we look for conditions regarding the geometry of the metric space X under which LIP(X) = D(X) (respectively LIP ∞ (X) = D ∞ (X)). As it can be expected, we need some kind of connectedness. In fact, we are going to obtain a positive answer in the class of length spaces or, more generally, of quasi-convex spaces. By a curve γ we will mean a continuous mapping γ : [a, b] → X. The image of a curve will be denoted by |γ| = γ( [a, b] ). Recall that the length of a continuous curve
where the supremum is taken over all partitions a = t 0 < t 1 < · · · < t n = b of the interval [a, b] . We will say that a curve γ is rectifiable if (γ) < ∞. Now, (X, d) is said to be a length space if for each pair of points x, y ∈ X the distance d(x, y) coincides with the infimum of all lengths of curves in X connecting x with y. Another interesting class of metric spaces, which contains length spaces, are the so called quasi-convex spaces. Recall that a metric space (X, d) is quasi-convex if there exists a constant C > 0 such that for each pair of points x, y ∈ X, there exists a curve γ connecting x and y with (γ) ≤ Cd(x, y). As one can expect, a metric space is quasi-convex if, and only if, it is bi-Lipschitz homeomorphic to some length space.
We begin our analysis with a technical result.
Lemma 2.3. Let (X, d) be a metric space and let f ∈ D(X). Let x, y ∈ X and suppose that there exists a rectifiable curve γ : [a, b] → X connecting x and y, that is, γ(a) = x and γ(b) = y. Then,
Since γ is continuous, there exists δ t > 0 such that
The family of intervals {I t } t∈ [a,b] is an open covering of [a, b] and by compactness it admits a finite subcovering which will be denote by {I ti } n+1 i=0 . We may assume, refining the subcovering if necessary, that an interval I ti is not contained in I tj for i = j. If we relabel the indices of the points t i in non-decreasing order, we can now choose a point p i,i+1 ∈ I ti ∩ I ti+1 ∩ (t i , t i+1 ) for each 1 ≤ i ≤ n − 1. Using the auxiliary points that we have just chosen, we deduce that:
and so |f (x) − f (y)| ≤ (M + ε)(γ). Finally, since this is true for each ε > 0, we conclude that |f (x) − f (y)| ≤ Lip f ∞ (γ), as wanted.
As a straightforward consequence of the previous result, we deduce
The proof of the previous result is based on the existence of curves connecting each pair of points in X and whose length can be estimated in terms of the distance between the points. A reasonable kind of spaces in which we can approach the problem of determining if LIP(X) and D(X) coincide, are the so called chainable spaces. It is an interesting class of metric spaces containing length spaces and quasi-convex spaces. Recall that a metric space (X, d) is said to be well-chained or chainable if for every pair of points x, y ∈ X and for every ε > 0 there exists an ε−chain joining x and y, that is, a finite sequence of points z 1 = x, z 2 , . . . , z = y such that d(z i , z i+1 ) < ε, for i = 1, 2, . . . , − 1. In such spaces there exist "chains" of points which connect two given points, and for which the distance between the nodes, which are the points z 1 , z 2 , . . . , z , is arbitrary small. However, we will see that there exist chainable spaces for which the spaces of functions LIP(X) and D(X) do not coincide (see Example 2.6 and example below). If we work with a metric space X in which we can control the number of nodes in the chain between two points in terms of the distance between that points, we obtain what it is called quasi-length spaces. A chainable space for which there exists a constant K (which only depends on X) such that for every ε > 0 and for every x, y ∈ X there exists an ε−chain z 1 = x, z 2 , . . . , z = y such that
is called a quasi-length space. In this case, we still have examples for which LIP(X) = D(X). Indeed, let us consider the quasi-length space X = [0, 1) ∪ (1, 2] and the function f (x) = 0 if x ∈ [0, 1) and f (x) = 1 if x ∈ (1, 2]. It is easy to see that f ∈ D(X) \ LIP(X). In Lemma [S, 2.5], Semmes gave the following characterization of quasi-length spaces in terms of a condition which reminds a kind of "mean value theorem". Lemma 2.5. A metric space (X, d) is a quasi-length space if and only if there exists a constant K such that for each ε > 0 and each function f : X −→ R we have that
for each x, y ∈ X, where
It can be checked that a proper metric space is quasi-convex if and only if it is a quasi-length space. Recall that a metric space X is said to be proper if every closed bounded subset of X is compact. Although the conditions for a space X to be quasi-length are not enough restrictive to obtain the equality between the spaces of functions LIP(X) and D(X), the previous characterization will be very useful when proving Corollary 3.6, a partial converse of Corollary 2.4.
Next, let us see throughout some examples that there exist complete metric spaces for which LIP(X) D(X). We will approach this by constructing two metric spaces for which LIP ∞ (X) = D ∞ (X). In the first example we see that the equality fails "for large distances" while in the second one it fails "for infinitesimal distances".
, and write I n = [n − 1, n] for each n ≥ 1. Consider the sequence of functions f n : [0, 1] → R given by
For each pair of points x, y ∈ I n , we write d n (x, y) = f n (|x − y|), and we define a metric on X as follows. Given a pair of points x, y ∈ X with x < y, x ∈ I n , y ∈ I m we define 
Next, consider the bounded function g : X → R given by
. Indeed, let x ∈ X and assume that there exists n ≥ 1 such that x ∈ I n . Then, we have that if
On the other hand, for each positive integer n we have |g(n − 1) − g(n)| = 1 and
n 2 . Thus, we obtain that
and so g is not a Lipschitz function.
In particular, since LIP(X) = D(X), we deduce by Corollary 2.4 that X is not a quasi-convex space. However, it can be checked that X is a chainable space.
Example 2.7. Consider the set
and let d be the restriction to X of the Euclidean metric of R 2 . We define the bounded function
Indeed, if t = 0, it can be checked that Lip g(t
3
, t 2 ) ≤ 1. On the other hand, at the origin we have
Thus, we obtain that Lip f ∞ = 1 and so g ∈ D ∞ (X). Take now two symmetric points from the cusp with respect to the y−axis, that is, A t = (t 3 , t 2 ) and B t = (−t 3 , t
2 ) for 0 < t < 1. In this case, we get d(A t , B t ) = 2t 3 and |f (A t ) − f (B t )| = t 2 − (−t 2 ) = 2t 2 . If t tends to 0, we have
Thus, g is not a Lipschitz function.
In general, if X is non compact space we have that
where LIP loc (X) denotes the space of locally Lipschitz functions. Recall that in 2.6 we have constructed a function f ∈ LIP loc (X) ∩ D(X) \ LIP(X). In addition, there is no inclusion relation between LIP loc (X) and D(X). Indeed, consider for instance the metric space X = ∞ i=1 B i ⊂ R with the Euclidean distance where B i = B(i, 1/3) denotes the open ball centered at (i, 0) and radius 1/3. One can check that the function f (x) = ix if x ∈ B i is locally Lipschitz whereas f / ∈ D(X) because Lip f ∞ = ∞. On the other hand, the function g in Example 2.7 belongs to D(X)\ LIP loc (X).
A Banach space structure for pointwise Lipschitz functions
In this section we search for sufficient conditions to have a converse for Corollary 2.4. We begin introducing a kind of metric spaces which will play a central role throughout this section. In addition, for such spaces, we will endow the space of functions D ∞ (X) and D(X) with a Banach structure.
Definition 3.1. Let (X, d) be a metric space. We say that X is locally radially quasi-convex if for each x ∈ X, there exist a neighborhood U x and a constant K x > 0 such that for each y ∈ U x there exists a rectifiable curve γ in U x connecting x and y such that (γ) ≤ K x d(x, y).
Note that the spaces introduced in the Examples 2.6 and 2.7 are locally radially quasi-convex. Observe that there exist locally radially quasi-convex spaces which are not locally quasi-convex (see Example 2.7).
Next, we endow the space D ∞ (X) with the following norm:
Theorem 3.2. Let (X, d) be a locally radially quasi-convex metric space. Then,
Proof. Let {f n } n be a Cauchy sequence in (D ∞ (X), · D ∞ ). Since {f n } n is uniformly Cauchy, there exists f ∈ C(X) such that f n → f with the norm · ∞ . Let us see that f ∈ D(X) and that {f n } n converges to f with respect to the seminorm
Indeed, let x ∈ X. Since (X, d) is locally radially quasi-convex, there exist a neighborhood U x and a constant K x > 0 such that for each y ∈ U x there exists a rectifiable curve γ which connects x and y such that (γ) ≤ K x d(x, y). By Lemma 2.3, we find that for each y ∈ U x and for each n, m ≥ 1
Let r > 0 be such that B(x, r) ⊂ U x and let y ∈ B(x, r). We have that
Let ε > 0. Since {f n } n is a Cauchy sequence with respect to the seminorm
Thus, for each r > 0 such that B(x, r) ⊂ U x and for each n, m ≥ n 1 , we have the following chain of inequalities
In particular, for each n ≥ n 1 , we obtain that
Thus, the previous inequality implies, upon taking the supremum over B(x, r) and by definition of Lip f n1 (x) that there exists r 0 such that if 0 < r < r 0 ,
Since f n is a Cauchy sequence with respect to the seminorm Lip(·) ∞ , then the sequence of real numbers Lip(f n ) ∞ is a Cauchy sequence too and so there exists M > 0 such that Lip(f n ) ∞ < M for each n ≥ 1. In particular, for each n ≥ n 1 and 0 < r < r 0 , we obtain the following:
Now, let us see what happens with f . If n ≥ n 1 , 0 < r < r 0 and y ∈ B(x, r), we have that
Since {f n } n converges uniformly to f , it converges pointwise to f and so there exists n ≥ n 1 such that
Putting all above together we deduce that
Thus, that inequality implies, upon taking the infimum over B(x, r) and letting r tending to 0 that Lip(f )(x) ≤ M + ε for each x ∈ X. Now, if ε → 0, we have that Lip(f )(x) ≤ M for each x ∈ X. And so Lip f ∞ ≤ M < +∞ which implies f ∈ D(X).
To finish the proof, let us see that Lip(f n − f ) ∞ −→ 0. Using the above notation we have that if n, m ≥ n 1 and 0 < r < r 0
The sequence {f n } n converges uniformly to f and, in particular, it converges pointwise to f . Thus, there exists m ≥ n 1 such that
Hence, we have that if n ≥ n 1 ,
and so Lip(f n − f )(x) ≤ ε. This is true for each x ∈ X, and so we obtain that
is a Banach space as wanted.
Let us see however that in general (
Example 3.3. Consider the connected metric space
and f (0, 0) = 0. Thus, we obtain that
is not a Banach space.
Remark 3.4. The previous example can be modified to obtain a path-connected metric space
is not complete. For example, one can connect X 0 to {1} × [0, 1] by a curve that does not intersect any of the X n , n ≥ 2.
Theorem 3.5. Let (X, d) be a connected locally radially quasi-convex metric space and let x 0 ∈ X. If we consider on D(X) the norm
Proof. By hypothesis, for each y ∈ X, there exists a neighborhood U y such that for each z ∈ U y , there exists a rectifiable curve in U y connecting z and y. Since X is connected, there exists a finite sequence of points y 1 , . . . , y m such that
To simplify notation we write z 0 = x 0 and z n+1 = x. For each k = 1 . . . m, we choose a curve γ k which connects z k with z k+1 . Taking γ = γ 0 ∪ . . . ∪ γ m we obtain a rectifiable curve γ which connects x 0 and x.
Let us see now that (D(X), · D ) is a Banach space. Indeed, let {f n } n be a Cauchy sequence. We consider the case on which f n (x 0 ) = 0 for each n ≥ 1. The general case can be done in a similar way. By combining the previous argument with Lemma 2.3, we obtain that for n, m ≥ 1 and for each x ∈ X, we have that
where γ is a rectifiable curve connecting x and x 0 . Since {f n } n is a Cauchy sequence with respect to the seminorm Lip(·) ∞ , the sequence {f n (x)} n is a Cauchy sequence for each x ∈ X, and therefore, it converges to a point y = f (x). Then, in particular, {f n } n converges pointwise to a function f : X → R.
Next, one finds using the same strategy as in Theorem 3.2 (where we have just used the pointwise convergence) that a Cauchy sequence {f n } n ⊂ D(X) such that
We are now prepared to state a partial converse of Corollary 2.4. Corollary 3.6. Let (X, d) be a proper connected locally radially quasi-convex metric space such that LIP(X) = D(X). Then X is a quasi-convex space.
Proof. Since X is proper, it is enough to prove that X is a quasi-length space. In view of Lemma 2.5 we have to prove that there exists K > 0 such that for each ε > 0 and each function f : X −→ R we have that:
and we distinguish two cases:
(1) If Lip f ∞ = 0, since X is locally radially quasi-convex, by Lemma 2.3 we obtain that f is locally constant and so constant because X is connected. Therefore, the inequality trivially holds. (2) If Lip f ∞ = 0, using that f ∈ D(X) = LIP(X), we have the following inequality
∀x, y ∈ X. Now, fix a point x 0 ∈ X. Since LIP(X) = D(X) is a Banach space with both norms
(see Theorem 3.5 and e.g. [W] ) and · D ≤ · LIP , then there exists a constant K > 0 such that · LIP ≤ K · D . And so, if we consider the
Thus, we obtain that
as wanted.
A Banach-Stone Theorem for pointwise Lipschitz functions
There exist many results in the literature relating the topological structure of a topological space X with the algebraic or topological-algebraic structures of certain function spaces defined on it. The classical Banach-Stone theorem asserts that for a compact space X, the linear metric structure of C(X) endowed with the supnorm determines the topology of X. Results along this line for spaces of Lipschitz functions have been recently obtained in [GJ2, GJ3] . In this section we prove two versions of the Banach-Stone theorem for the function spaces D ∞ (X) and D(X) respectively, where X is a locally radially quasi-convex space. Since in general D(X) has not an algebra structure we will consider on it its natural unital vector lattice structure. On the other hand, on D ∞ (X) we will consider both, its algebra and its unital vector lattice structures.
The concept of real-valued pointwise Lipschitz function can be generalized in a natural way when the target space is a metric space. 
for each non-isolated x ∈ X. If x is an isolated point we define Lip f (x) = 0. We consider the following space of functions
As we have seen in Lemma 2.2 we may observe that if f ∈ D(X, Y ) then f is continuous. It can be easily checked that we have also a Leibniz's rule in this context,
In this way, we can always endow the space D ∞ (X) with a natural algebra structure. Note that D ∞ (X) is uniformly separating in the sense that for every pair of subsets A and B of X with d(A, B) > 0, there exists some f ∈ D ∞ (X) such that
In addition, we can endow either D ∞ (X) or D(X) with a natural unital vector lattice structure.
We denote by H(D ∞ (X)) the set of all nonzero algebra homomorphisms ϕ : D ∞ (X) → R, that is, the set of all nonzero multiplicative linear functionals on D ∞ (X). Note that in particular every algebra homomorphism ϕ ∈ H(D ∞ (X)) is positive, that is, ϕ(f ) ≥ 0 when f ≥ 0. Indeed, if f and 1/f are in D ∞ (X), then ϕ(f · (1/f )) = 1 implies that ϕ(f ) = 0 and ϕ(1/f ) = 1/ϕ(f ). Thus, if we assume that ϕ is not positive, then there exists f ≥ 0 with ϕ(f ) < 0. The function
(X) and ϕ(g) = 0 which is a contradiction. Now, we endow H(D ∞ (X)) with the topology of pointwise convergence (that is, considered as a topological subspace of R D ∞ (X) with the product topology).
This construction is standard (see for instance [?] ), but we give some details for completeness. It is easy to check that
and therefore is a compact space. In addition, since D ∞ (X) separates points and closed sets, X can be embedded as a topological subspace of H(D ∞ (X)) identifying each x ∈ X with the point evaluation homomorphism δ x given by δ x (f ) = f (x), for every
, and ε > 0, there exists some x ∈ X such that
would satisfy g ≥ ε and ϕ(g) = 0, and this is impossible since ϕ is positive.
We know that it admits a continuous extension f :
and we are done.
We next give some results which will give rise to a Banach-Stone theorem for
be locally radially quasi-convex metric spaces. Then, every unital algebra homomorphism T :
Proof. First recall that, by Theorem 3.2, D ∞ (X) and D ∞ (Y ) are Banach spaces. Thus, in order to prove the continuity of the linear map T , we can apply the Closed Graph Theorem. Then it is enough to check that given a sequence
Indeed, let y ∈ Y , and let δ y ∈ H(D ∞ (Y )) be the homomorphism given by the evaluation at y, that is, δ y (h) = h(y). By Lemma 4.2, we have that δ y • T ∈ H(D ∞ (X)) is continuous and so
On the other hand, since convergence in D ∞ −norm implies pointwise convergence, then T (f n )(y) converges to g(y). That is, T (f )(y) = g(y), for each y ∈ Y . Hence, T (f ) = g as wanted.
As a consequence, we obtain the following result concerning the composition of pointwise Lipschitz functions. 
Proof. We begin by checking that h is a continuous map, that is, h −1 (C) is closed in X for each closed subset C in Y . Let C be a closed subset of Y and suppose that there exists some
By Lemma 4.3, the homomorphism T :
Note that if x 0 ∈ X is an isolated point, we have that Lip h(x 0 ) = 0. Now, let x 0 ∈ X be a non-isolated point. Let
which has LIP(f x0 ) = 1. In particular, Lip(f x0 ) ∞ ≤ 1 and f x0 ∞ ≤ 1, and so
where the last equality above holds because, as we have checked before, the map h is continuous. Thus, we obtain that
We conclude that Lip h ∞ ≤ K, and the proof is now complete.
Finally, we need the following useful Lemma, which shows that the points in X can be topologically distinguished into H(D ∞ (X)). It is essentially known (see for instance [GJ1] ) but we give a proof for completeness. Proof. Suppose first that ϕ ∈ H(D ∞ (X))\X has a countable neighborhood basis. Since X is dense in H(D ∞ (X)), there exists a sequence (x n ) in X converging to ϕ. The completeness of X implies that (x n ) has no d−Cauchy sequence, and therefore there exist ε > 0 and a subsequence (x n k ) such that d(x n k , x nj ) ≥ ε for k = j. Now, the sets A = {x n k : k even } and B = {x n k : k odd } satisfy d(A, B) ≥ ε, and since D ∞ (X) is uniformly separating, there is a function f ∈ D ∞ (X) with
But this is a contradiction since f extends continuously to H(D ∞ (X)) and ϕ is in the closure of both A and B.
Conversely, if ϕ ∈ X, let B n be the open ball in X with center ϕ and radius 1/n. For each n, there exists an open subset
, it is easily seen that the closure cl H (B n ) of B n in H(D ∞ (X)) coincides with the closure of V n . On the other hand, since H(D ∞ (X)) is compact, every point has a neighborhood basis consisting of closed sets. Using this, it is not difficult to see that the family {cl H (B n )} n is a countable neighborhood basis of ϕ in H(D ∞ (X)).
Now, we are in a position to show that the algebra structure of D ∞ (X) determines the pointwise Lipschitz structure of a complete locally radially quasi-convex metric space. We say that two metric spaces X and Y are pointwise Lipschitz homeomorphic if there exists a bijection h : X → Y such that h ∈ D(X, Y ) and
Theorem 4.6. (Banach-Stone type) Let (X, d X ) and (Y, d Y ) be complete locally radially quasi-convex metric spaces. The following are equivalent:
Let us see first that h is an homeomorphism. To reach that aim, it is enough to prove that h is bijective, closed and continuous. Since T is an isomorphism,
, and so h is bijective. In addition, once we check that h is continuous we will also have that h is closed because H(D ∞ (Y )) is compact and H(D ∞ (X)) is a Hausdorff space. Now consider the following diagram:
Here, f (respectively T (f )) denotes the continuous extension of f (respectively T (f )) to H(D ∞ (X)). Thus, h is continuous if and only if f • h is continuous for all f ∈ D ∞ (X). Hence, it is enough to prove that
, where δ x denotes the evaluation homomorphism for each x ∈ X. It is clear that, To prove (b) ⇐⇒ (c) We use that D ∞ (X) is closed under bounded inversion which means that if f ∈ D ∞ (X) and f ≥ 1, then 1/f ∈ D ∞ (X). Indeed, if f ∈ D ∞ (X) and f ≥ 1, given ε > 0 there exists r > 0 such that
Thus, given x ∈ X, 1
where inequality ( * ) is obtained after applying () and the fact that |f (x)f (y)| ≥ 1. Thus, the conclusion follows from Lemma 2.3 in [GJ2] . Remark 4.9. We deduce from the proofs of Proposition 4.4 and Theorem 4.6 that two complete locally radially quasi-convex metric spaces X and Y are pointwise isometric if, and only if, there exists an algebra isomorphism T :
It is clear that if two metric spaces are locally isometric, then they are pointwise isometric. The converse is not true, as we can see throughout the following example. 
It is easy to see that d defines a metric. We define
Let us observe that Lip h ∞ = Lip h −1 ∞ = 1 and so X and Y are pointwise isometric. However, at the origin (0, 0), for each r > 0 we have that
Thus, h is an pointwise isometry, but not a local isometry. In fact, it can be checked that there is no local isometry f : X −→ Y .
(4.11) Non complete case. If X is a metric space and X denotes its completion, then both metric spaces have the same uniformly continuous functions. Therefore, LIP(X) = LIP( X), and completeness of spaces cannot be avoided in the Lipschitzian case. We are interested in how completeness assumption works for the D-case. It would be useful to analyze if there exists a Banach-Stone theorem for not complete metric spaces.
Example 4.12. Let (X, d) be the metric space given by In the following example we construct a metric space X such that D(X) = D( X), where X denotes the completion of X, and so that X is not homeomorphic to X. This fact illustrates that, a priori, one cannot expect a conclusive result for the non complete case.
Example 4.13. Let X be a metric space defined as follows:
Now, we consider the completion of X :
Let f ∈ D(X). First of all, D(B) = LIP(B)
, since B is a quasi-length space, and so, by McShane's theorem (see [He1] ), there exists
, is a D−extension of f to the completion X. And so D(X) = D( X). However, X is not homeomorphic to X since X is compact but X is not.
Sobolev spaces on metric measure spaces
Along this section, we always assume that (X, d, µ) is a metric measure space, where µ is a Borel regular measure , that is, µ is an outer measure on a metric space (X, d) such that all Borel sets are µ−measurable and for each set A ⊂ X there exists a Borel set B such that A ⊂ B and µ(A) = µ(B).
Our aim in this section is to compare the function spaces D ∞ (X) and LIP ∞ (X) with certain Sobolev spaces on metric-measure spaces. There are several possible extensions of the classical theory of Sobolev spaces to the setting of metric spaces equipped with a Borel measure. Following [AT] and [Ha1] we record the definition of M 1,p spaces:
µ − a.e. ( * ). As usual, we get the space M 1,p (X, d, µ) after identifying any two functions u, v ∈ M 1,p (X, d, µ) such that u = v almost everywhere with respect to µ. The space
is equipped with the norm
where the infimum is taken over all functions 0 ≤ g ∈ L p (X) that satisfy the requirement ( * ).
In particular, if p = ∞ it can be shown that M 1,∞ (X, d, µ) coincides with LIP ∞ (X) provided that µ(B) > 0 for every open ball B ⊂ X (see remark 5.1.4 in [AT] ). In addition, we also have that 1/2 · LIP ∞ ≤ · M 1,∞ ≤ · LIP ∞ . In this case we obtain that
(5.2) Newtonian space. Another interesting generalization of Sobolev spaces to general metric spaces are the so-called Newtonian Spaces, introduced by Shanmungalingam [Sh1, Sh2] . Its definition is based on the notion of upper gradient that we recall here for the sake of completeness.
A non-negative Borel function g on X is said to be an upper gradient for an extended real-valued function f on X, if
for every rectifiable curve γ : [a, b] → X. We see that the upper gradient plays the role of a derivative in the formula ( * ) which is similar to the one related to the fundamental theorem of calculus. The point is that using upper gradients we may have many of the properties of ordinary Sobolev spaces even though we do not have derivatives of our functions.
If g is an upper gradient of u and g = g almost everywhere, then it may happen that g is no longer an upper gradient for f . We do not want our upper gradients to be sensitive to changes on small sets. To avoid this unpleasant situation the notion of weak upper gradient is introduced as follows. First we need a way to measure how large a family of curves is. The most important point is if a family of curves is small enough to be ignored. This kind of problem was first approached in [Fu] . In what follows let Υ ≡ Υ(X) denote the family of all nonconstant rectifiable curves in X. It may happen Υ = ∅, but we will be mainly concerned with metric spaces for which the space Υ is large enough. If E is a subset of X then Γ + E is the family of curves γ such that L 1 (γ −1 (γ ∩ E)) > 0 while Γ E denotes the family of curves γ such that γ ∩ E = ∅. 
, where 1 ≤ p < ∞, be the class of all L p integrable Borel functions on X for which there exists a p−weak upper gradient in
where the infimum is taken over all p−weak upper gradients g of u. Now, we define in N 1,p an equivalence relation by f 1 ∼ f 2 if and only if f 1 −f 2 N 1,p = 0. Then the space N 1,p (X, d, µ) is defined as the quotient N 1,p (X, d, µ)/ ∼ and it is equipped with the norm f N 1,p = f N 1,p . Next, we consider the case p = ∞. We will introduce the corresponding definition of ∞−modulus of a family of rectifiable curves which will be an important ingredient for the definition of the Sobolev space N 1,∞ (X).
Definition 5.5. For Γ ⊂ Υ, let F (Γ) be the family of all Borel measurable functions
We define the ∞−modulus of Γ by
If some property holds for all curves γ ∈ Υ\Γ, where Mod ∞ Γ = 0, then we say that the property holds for ∞−a.e. curve.
Remark 5.6. It can be easily checked that Mod ∞ is an outer measure as it happens for 1 ≤ p < ∞. See for example Theorem 5.2 in [Ha1] .
Next, we provide a characterization of path families whose ∞−modulus is zero.
Lemma 5.7. Let Γ ⊂ Υ. The following conditions are equivalent:
On the other hand, let ρ n = ρ/n for all n ∈ N. By hypothesis γ ρ n = ∞ for all n ∈ N and γ ∈ Γ. Then ρ n ∈ F (Γ) and ρ L ∞ /n → 0 as n → ∞. Hence Mod ∞ (Γ) = 0. Consider the function
Notice that ρ L ∞ = h L ∞ , and since γ ρ = +∞ for every γ ∈ Γ 1 and ρ ≤ h, we have that γ h = +∞ for every γ ∈ Γ 1 . Now, we define the function = h − h L ∞ which has L ∞ = 0 and Definition 5.9. A non-negative Borel function g on X is an ∞−weak upper gradient of an extended real-valued function f on X, if
for ∞−a.e. curve every curve γ ∈ Υ.
The following Lemma shows that ∞−weak upper gradients can be nicely approximated by upper gradients.
Lemma 5.10. Let g be an ∞−weak upper gradient of f . Then for every ε > 0 there is an upper gradient g ε of f such that g ε ≥ g everywhere, and g ε − g L ∞ < ε.
Proof. We denote Γ the family of curves for which g is not an ∞−weak upper gradient for f . We know that Mod ∞ Γ=0. By 5.7 there exists a Borel measurable function 0 ≤ ρ ∈ L ∞ (X) such that, γ ρ = +∞ for every γ ∈ Γ. Now, it suffices to take g ε = g + ερ/(ρ L ∞ + 1).
The next Lemma was first proved for R n by Fuglede [Fu, Theorem 3 (f) ].
Lemma 5.11. Let g i : X −→ R ∪ {−∞ + ∞} be a sequence of Borel functions which converge to a Borel function g in L ∞ (X). Then, there exists a subsequence (g ij ) j such that γ |g ij − g| −→ 0 as j → ∞, for ∞−a.e curve γ ∈ Υ.
Proof. Let us choose a subsequence (g ij ) j such that g ij − g L ∞ < 2 −j for each j. Let Γ be the family of curves γ ∈ Γ such that γ (g ij − g) does not converge to zero as j → ∞. We will show that Mod ∞ Γ = 0. Denote by Γ j the family of curves in Υ for which
−j . This, and the fact that Γ ⊂ ∞ j=i Γ j for every i implies that Mod ∞ Γ = 0.
where the infimum is taken over all ∞−weak upper gradients g of f .
Lemma 5.10 shows that in the definition of N 1,∞ and · N 1,∞ , ∞−weak upper gradients can be replaced by upper gradients.
Definition 5.12. (Newtonian space for p = ∞) We define an equivalence relation in
is defined as the quotient N 1,∞ (X, d, µ)/ ∼ and it is equipped with the norm
Note that if f 1 ∈ N 1,∞ (X) and f 1 = f 2 µ−a.e., then it is not necessarily true that
where d denotes the Euclidean distance and L 1 the 1−dimensional Lebesgue measure. Let f 1 : X → R be the function f 1 = 1 and f 2 : X → R given by f 2 = 1 if x = 0 and f 2 (x) = ∞ if x = 0. In this case we have that
Lemma 5.13. Let f 1 , f 2 ∈ N 1,∞ (X, d, µ) such that f 1 = f 2 µ−a.e. Then f 1 ∼ f 2 , that is, both functions define exactly the same element in N 1,∞ (X, d, µ).
To prove that f 1 ∼ f 2 it suffices to show that f • γ = 0 for ∞-a.e. γ ∈ Υ (and so 0 is an ∞-weak upper gradient of f and so f N 1,∞ = 0). Let us define the zero-measure set E = {x ∈ X : f (x) = 0} and the function g = χ E · ∞ ∈ L ∞ (X) for which γ g < ∞ for ∞−a.e. curve of Υ and so g • γ = 0 a.e. Thus for all γ ∈ Υ such that
, that is, f • γ = 0 on a dense subset of the domain of γ. Therefore, if we prove that f • γ is a continuous function for ∞-a.e. γ ∈ Υ, we will have that f • γ = 0 for ∞−a.e. γ ∈ Υ. Indeed, we now prove that u • γ in absolutely continuous for ∞-a.e. γ ∈ Υ. Since f ∈ N 1,∞ (X), by 5.10, there exists an upper gradient 0 ≤ g ∈ L ∞ (X) of f . Then, for ∞−a.e. γ ∈ Υ we have
Due to the absolute continuity of the integral, we obtain that f • γ is absolutely continuous and so identically 0, as wanted.
As noticed above, it is not enough that two functions are equal almost everywhere to be considered as equivalent. The capacity is a better tool when studying Newtonian spaces. We give here the definition for the case p = ∞ following the one given in [Sh2] for the p−finite case.
Definition 5.14. The ∞−capacity of a set E ⊂ X with respect to the space
where the infimum is taken over all functions f in N 1,∞ (X) such that f |E ≥ 1.
Before we prove some properties of the ∞−capacity, we will need the following useful result about convergence of sequence of functions in N 1,∞ (X). This result is included for the p−finite case in [Sh2, Section 3]
Then, there exists a function f = f µ−a.e. such that g is an ∞− weak upper gradient of f , and in particular f ∈ N 1,∞ (X).
.
, in particular it converges µ−a.e. Thus, f = f µ−a.e. and so f ∈ L ∞ (X). The function f is well-defined outside the zero-measure set
Let Γ be the collection of paths γ ∈ Υ such that either
By Lemma 5.11 we know that Mod ∞ (Γ) = 0. In addition, since µ(E) = 0 we obtain applying Lemma 5.8 that Mod ∞ (Γ + E ) = 0. For any non-constant path γ in the family Υ \ (Γ ∪ Γ + E ) we know that there exists a point y ∈ |γ| \ E. Since g i is an upper gradient of f i , we get for all points x ∈ |γ| that
Thus,
Taking the supremum limit on both sides of the previous inequality and using the fact that γ / ∈ Γ 1 we obtain that
and so x / ∈ E. In particular, we obtain that γ / ∈ Γ E , Γ E ⊂ Γ ∪ Γ + E , and hence Mod ∞ (Γ E ) = 0. This fact will be useful in the proof of Lemma 5.17.
To finish, let γ ∈ Υ \ Γ, and denote the end of point of γ as x and y. Let us notice by the above argument that x, y / ∈ E, and so one has that
Therefore, g is an ∞−weak upper gradient of f , and so
It is easy to see that the set function
and it assigns the value zero to the empty set. The next Lemma shows that the ∞−capacity is in addition countably subadditive. All together proves that the ∞−capacity is an outer measure.
Lemma 5.16. Let E 1 , E 2 , ... be arbitrary subsets of X. Then,
there is nothing to prove. Thus, we may assume that
where f n is an upper gradient for g n . Since
Cap ∞ (E i ) + ε < +∞, so both quantities are finite. This, together with the fact that {f n (x)} n is a monotone increasing sequence for each x ∈ X implies that
Therefore we have that {f n } n is a Cauchy sequence for the L ∞ −norm, and so
We can apply now Proposition 5.15 to get a function f = f µ−a.e. such that g is an ∞− weak upper gradient of f , and so
The claim follows by letting ε → 0.
A corollary of the following lemma is that zero ∞−capacity sets are removable for functions in N 1,∞ (X).
Proof. Let ε > 0. For each positive integer i we can choose functions v i ∈ N 1,∞ (X) with v i|E i ≥ 1 and upper gradients h i of v i such that
where g n is an upper gradient for f n . As in the proof of Lemma 5.16 we get a function
h i is an ∞− weak upper gradient of f , and so f ∈ N 1,∞ (X). Following the construction in Proposition 5.15, outside a set E such that Mod ∞ (Γ E ) = 0 one can write
In addition, F ⊂ E. Indeed, since v i|E i ≥ 1 for each i we get that if x ∈ F , u(x) = ∞ and so x ∈ E. In particular we have that Γ F ⊂ Γ E and so Mod ∞ (Γ F ) ≤ Mod ∞ (Γ E ) = 0 and the lemma follows.
We are now ready to prove that N 1,∞ (X) is a Banach space. We essentially follow the proof given in [Sh2, Theorem 3.7] for the p−finite case. Proof. Let {f i } i be a Cauchy sequence in the N 1,∞ −norm. By passing to a further subsequence if necessary, it can be assumed that
, and that g j+1,j L ∞ < 2 −j , where g i,j is an upper gradient of f i − f j .
Our first aim is to construct a candidate to be the limit function of the sequence f i . We will define that limit function pointwise, and that requires the following auxiliary sets: Let
}, and let
Let us observe that if x / ∈ F , there is k with
and so {f j (x)} j is a Cauchy sequence in R which obviously converges. Therefore, we can define f (x) = lim j→∞ f j (x). Let us prove that the set F has ∞−capacity zero. Indeed, the function 2
. Since ∞−capacity is countably subadditive (see Lemma 5.16) we get that
and thus Cap ∞ (F ) = 0.
For x ∈ X \ F , the sequence {f j (x)} j is convergent so we can define
By Lemma 5.17 we have that Mod ∞ Γ F = 0. Let γ ∈ Υ \ Γ F , connecting two points x and y. Then,
→ 0 as k → ∞. Therefore, the subsequence converges in the N 1,∞ −norm, and we are done.
Proof. Let γ : [a, b] → X be a rectifiable curve parametrized by arc-length which connects x and y. It can be checked that γ is 1−Lipschitz (see for instance Theorem 3.2 in [Ha1] ). The function f •γ is a pointwise Lipschitz function and by Stepanov's differentiability theorem (see [BRZ] ), it is differentiable a.e. Note that |(f •γ) (t)| ≤ Lip f (γ(t)) at every point of [a, b] where (f • γ) is differentiable. Now, we deduce that 
Thus f 1 = f 2 in a dense subset and since f 1 , f 2 are continuous we obtain that f 1 = f 2 . Therefore we have the following chain of inclusions:
and
Observe that in general, D ∞ (X) = N 1,∞ (X). Indeed, the path-connected metric space mentioned in Remark 3.4 gives an example in which D ∞ (X) is not a Banach space whereas N 1,∞ (X) is a Banach space and so
In what follows, we will look for conditions under which the Sobolev spaces M 1,∞ (X) and N 1,∞ (X) coincide. In particular, this will give us the equality of all the spaces in the chain ( * ) above. For that, we need some preliminary terminology and results.
Definition 5.20. We say that a measure µ on X is doubling if there is a positive constant C µ such that 0 < µ(B(x, 2r)) ≤ C µ µ(B(x, r)) < ∞, for each x ∈ X and r > 0. Here B(x, r) denotes the open ball of center x and radius r > 0.
Definition 5.21. Let 1 ≤ p < ∞. We say that (X, d, µ) supports a weak pPoincaré inequality if there exist constants C p > 0 and λ ≥ 1 such that for every Borel measurable function f : X → R and every upper gradient g : X → [0, ∞] of u, the pair (u, g) satisfies the inequality
Here for arbitrary A ⊂ X with 0 < µ(A) < ∞ we write
The Poincaré inequality creates a link between the measure, the metric and the gradient and it provides a way to pass from the infinitesimal information which gives the gradient to larger scales. Metric spaces with doubling measure and Poincaré inequality admit first order differential calculus akin to that in Euclidean spaces. See [AT] , [He1] or [He2] for further information about these topics.
The proof of the next result is strongly inspired in Proposition 3.2 in [JJRRS] . However, we include all the details because of the technical differences, which at certain points become quite subtle.
Theorem 5.22. Let X be a complete metric space that supports a doubling Borel measure µ which is non-trivial and finite on balls and suppose that X supports a weak p-Poincaré inequality for some 1 ≤ p < ∞. Let ρ ∈ L ∞ (X) such that 0 ≤ ρ. Then, there exists a set F ⊂ X of measure 0 and a constant K > 0 (depending only on X) such that for all x, y ∈ X \ F there exist a rectifiable curve γ such that γ ρ < +∞ and (γ) ≤ Kd(x, y).
Proof. We may assume that 0 ≤ ρ L ∞ ≤ 1. Indeed, in other case, we could take
which is a set of measure zero. By Theorem 2.2 in [He1] , there exists a constant C depending only on the doubling constant C µ of X such that for each f ∈ L 1 (X) and for all t > 0
|f |dµ}.
For each n ≥ 1 we can choose V n be an open set such that E ⊂ V n and µ(V n ) ≤ 1 n2 n p (see Theorem 1.10 in [Mat] ). Note that E ⊆ n≥1 V n = E 0 and µ(E 0 ) = µ(E) = 0.
Next, consider the family of functions
and the function ρ 0 given by the formula
We have the following properties:
(iii) ρ n is lower semicontinuous, since each V m is open and therefore, the function m≥n χ Vm is lower semicontinuous (see Proposition 7.11 in [F] ).
For that, it is enough to prove that m≥n χ Vm Lp ≤ 1 n , which follows from the formula
For each n ≥ 1 consider the set
We claim that:
hence S n ⊂ S m . On the other hand by (v) above, we have µ(
After all this preparatory work, our aim is to prove that there exists a constant K > 0 depending only on X such that for all x, y ∈ X \ F there exist a rectifiable curve γ such that γ ρ < +∞ and (γ) ≤ Kd(x, y). The constant K will be constructed along the remainder of the proof. In what follows let m 0 be the smallest integer for which S m0 = ∅. Fix n ≥ m 0 and a point x 0 ∈ S n ⊂ X \ F . As one can check straightforwardly, it is enough to prove that for each x ∈ S n there exists a rectifiable curve γ such that γ ρ < +∞ and (γ) ≤ Kd(x, x 0 ), where the constant K depends only on X and not on x 0 or n.
For our purposes, we define the set Γ xy as the set of all the rectifiable curves connecting x and y. Since a complete metric space X supporting a doubling measure and a weak p−Poincaré inequality is quasi-convex (see Theorem 17.1 in [Ch] ), it is clear that Γ xy is nonempty. We define the function
Note that u n (x 0 ) = 0. We will prove that on S n the function u n is bounded by a Lipschitz function v n with a constant K 0 which depends only on X (and not on x 0 , n or ρ L ∞ ) such that v n (x 0 ) = 0. Assume this for a moment. We have
Thus, there exists a rectifiable curve γ ∈ Γ x0x such that
Hence, taking K = K 0 + 1, we will have (γ) ≤ Kd(x, x 0 ) and γ ρ < +∞, as we wanted.
Therefore, consider the functions u n,k : X → R given by
where ρ n,k = min{ρ n , k} which is a lower semicontinuous function. Let us see that the functions u n,k are Lipschitz for each k ≥ 1 (and in particular continuous) and that ρ n,k + 1 ≤ ρ n + 1 are upper gradients for u n,k . Since X is quasi-convex, it follows that u n,k (x) < +∞ for all x ∈ X.
Indeed, let y, z ∈ X, C q the constant of quasi-convexity for X and ε > 0. We may assume that u n,k (z) ≥ u n,k (y). Let γ y ∈ Γ x0y be such that
On the other hand, for each rectifiable curve γ yz ∈ Γ yz , we have
Thus, we obtain that ρ n,k + 1 is an upper gradient for u n,k . In particular, if
and so u n,k is a C q (k + 1)-Lipschitz function. Our purpose now is to prove that the restriction to S n of each function u n,k is a Lipschitz function on S n with respect to a constant K 0 which depends only on X. Fix y, z ∈ S n . For each i ∈ Z, define
To simplify notation we write λB(x, r) = B(x, λr). In the first inequality of the following estimation we use the fact that, since u n,k is continuous, all points of X are Lebesgue points of u n,k . Using the weak p-Poincaré inequality and the doubling condition we get the third inequality. From the Minkowski inequality we deduce the fifth while the last one follows from the definition of S n :
where K 0 = 9C µ C p is a constant that depends only on X. Recall that C µ is the doubling constant and C p is the constant which appears in the weak p−Poincaré inequality. Let us see with more detail inequality ( * ). If i > 0, we have that
We have used that B i+1 ⊂ B i for i > 0 and that µ is a doubling measure and so µ(2B i+1 ) = µ(B i ) ≤ C µ µ(B i+1 ). The cases i < 0 and i = 0 are similar. Thus, the restriction of u n,k to S n is a K 0 -Lipschitz function for all k ≥ 1. Note that u n,k ≤ u n,k+1 and therefore we may define v n (x) = sup k {u n,k (x)} = lim k→∞ u n,k (x).
Whence v n is a K 0 -Lipschitz function on S n . Since v n (x 0 ) = 0 and x 0 ∈ S m when m ≥ m 0 we have that v n (x) < ∞ and so, it is enough to check that u n (x) ≤ v n (x) for x ∈ S n . Now, fix x ∈ S n . For each k ≥ 1 there is γ k ∈ Γ x0x such that
In particular, (γ k ) ≤ K 0 d(x, x 0 )+1 := M for every k ≥ 1 and so, by reparametrization, we may assume that γ k is an M -Lipschitz function and γ k : [0, 1] → B(x 0 , M) for all k ≥ 1. Since X is complete and doubling, and therefore closed balls are compact, we are in a position to use the Ascoli-Arzela theorem to obtain a subsequence {γ k } k (which we denote again by {γ k } k to simplify notation) and γ : [0, 1] → X such that γ k → γ uniformly. For each k 0 , the function 1 + ρ n,k0 is lower semicontinuous, and therefore by Lemma 2.2 in [JJRRS] and the fact that {ρ n,k } is an increasing sequence of functions, we have (1 + ρ n,k ).
Using the monotone convergence theorem on the left hand side and letting k 0 tend to infinity yields
(1 + ρ n,k ).
Since γ ∈ Γ x0x we have
and that completes the proof.
Remark 5.23. In Theorem 5.22 we can change the hypothesis of completeness for the space X by local compactness. The proof is analogous to the one of Theorem 1.6 in [JJRRS] , and we do not include the details.
Corollary 5.24. Let X be a complete metric space that supports a doubling Borel measure µ which is non-trivial and finite on balls. If X supports a weak p-Poincaré inequality for 1 ≤ p < ∞, then LIP ∞ (X) = M 1,∞ (X) = N 1,∞ (X) with equivalent norms.
Proof. If f ∈ N 1,∞ (X), then there exists an ∞−weak upper gradient g ∈ L ∞ (X) of f . We denote Γ 1 the family of curves for which g is not an upper gradient for f . Note that Mod ∞ Γ 1 =0. By Lemma 5.7 there exists a Borel measurable function 0 ≤ ∈ L ∞ (X) such that, γ = +∞ for every γ ∈ Γ 1 and L ∞ = 0. Consider ρ = g + ∈ L ∞ (X) which is an upper gradient of f and satisfies that ρ L ∞ = g L ∞ . Note that γ ρ = +∞ for all γ ∈ Γ 1 and that by Lemma 5.7 the family of curves Γ 2 = {γ ∈ Υ : γ ρ = +∞} has ∞−modulus zero. Note that if γ ρ < +∞, then the set (ρ • γ) −1 (+∞) has measure zero in the domain of γ (because otherwise γ ρ = +∞). Thus, if γ ρ < +∞, we have in particular that γ ρ ≤ ρ L ∞ (γ). By Theorem 5.22 there exists a set F ⊂ X of measure 0 and a constant K > 0 (depending only on X) such that for all x, y ∈ X \ F there exist a rectifiable curve γ such that γ ρ < +∞ and (γ) ≤ Kd(x, y). Let now x, y ∈ X\F and γ be a rectifiable curve satisfying the precedent conditions. Then
Then f is (ρ L ∞ K)−Lipschitz a.e. Thus, LIP ∞ (X) = M 1,∞ (X) = N 1,∞ (X).
Our purpose now is to see under which conditions the spaces D ∞ (X) and N 1,∞ (X) coincide. For that, we need first to use the local version of the weak p-Poincaré inequality (see for example Definition 4.2.17 in [Sh1] ).
Definition 5.25. Let 1 ≤ p < ∞. We say that (X, d, µ) supports a uniform local weak p-Poincaré inequality with constant C p if for every x ∈ X, there exists a neighborhood U x of x and λ ≥ 1 such that whenever B is a ball in X such that λB is contained in U x , and f is an integrable function on λB with g as its upper gradient in λB, then Under the hypothesis of the corollary below, it can be checked that a local version of Theorem 5.22 holds. Keeping in mind this, and pointing out that Lip(·) depends only on local estimates, the next corollary follows from Corollary 5.24 together with Lemma 5.19.
Corollary 5.26. Let X be a complete metric space that supports a doubling Borel measure µ which is non-trivial and finite on balls. If X supports a uniform local weak p-Poincaré inequality for 1 ≤ p < ∞. Then N 1,∞ (X) = D ∞ (X) with equivalent norms.
Observe that under the hypothesis of Corollary 5.26 we have that X is a locally radially quasi-convex metric space. We see throughout a very simple example that in general there exist metric spaces X for which the following holds:
Indeed, consider the metric space X = R 2 \ {(x, y) ∈ R 2 : −1 < x < 1 and 0 < y < |1/x|}, endowed with the restriction to X of the Euclidean metric of R 2 and the 2−dimensional Lebesgue measure. Since X is a complete metric space that supports a doubling measure and a local uniform weak p-Poincaré inequality for any 1 ≤ One can check that f ∈ D ∞ (X) = N 1,∞ (X). However, f / ∈ LIP ∞ (X), and so LIP ∞ (X) D ∞ (X) = N 1,∞ (X).
Finally, we recall that we know no example of a quasi-convex space X endowed with a doubling measure, which does not support a weak p-Poincaré inequality for any p, and for which LIP ∞ (X) = N 1,∞ (X).
