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Abstract
This paper deals with the smoothness of the transition map between two sections transverse to the fast
flow of a singularly perturbed vector field (one fast, multiple slow directions). Orbits connecting both sec-
tions are canard orbits, i.e. they first move rapidly towards the attracting part of a critical surface, then travel
a distance near this critical surface, even beyond the point where the orbit enters the repelling part of the
critical surface, and finally repel away from the surface. We prove that the transition map is smooth. In
a transcritical situation however, where orbits from an attracting part of one critical manifold follow the
repelling part of another critical manifold, the smoothness of the transition map may be limited, due to
resonance phenomena that are revealed by blowing up the turning point! We present a polynomial example
in R3.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We consider a class of singularly perturbed family of vector fields of the form{
x˙ = ,
y˙ = f (x, y, z, ),
z˙ = h(x, y, z, )z
(1)
where  is a small (positive) perturbation parameter, (x, y, z, ) ∈ [a, b]×V ×[−z1, z1]×[0, 1]
for some a < 0 < b, some open set V ⊂ Rn, some z1 > 0 and 1 > 0. The functions appearing
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the y-variables. This class is of a particular nature, since it has an invariant manifold z = 0 (that
remains to be invariant for  > 0). System (1) is called a singularly perturbed family of vector
fields, because of the appearance of a surface of singular points for  = 0.
Following the standard geometric singular perturbation theory (e.g. [8,9]), we distinguish two
limiting systems that are important in the analysis. First we obtain the “fast system” by setting
 = 0 in (1): {
x˙ = 0,
y˙ = 0,
z˙ = h(x, y, z,0)z.
(2)
The set of singular points z = 0 is called the critical surface. The assumption
xh(x, y,0,0) > 0, ∀x = 0, y ∈ V, (3)
guarantees a division of the critical surface in an attracting part (x < 0) and a repelling part
(x > 0), separated by the turning point surface x = 0. The dynamics of (1) behaves much like
the dynamics of (2), at least far away from the critical surface. In an O()-neighbourhood of this
surface however, the so-called “slow system” may play a more important role. The slow system
is given by {
x′ = 1,
y′ = f (x, y,0,0) (4)
which is obtained by restricting the flow to the surface z = 0, dividing time by  and taking the
limit  → 0. In the sequel we will make the following assumption:
f (x, y, z, ) = O(z). (5)
This makes the slow dynamics a flow box movement in the positive x-direction. Note that this
condition is not a stringent one: after all one could introduce flow-box coordinates for the vector
field ∂
∂x
+ f (x, y,0, ) ∂
∂y
and rewrite the original system in these flow-box coordinates (at the
price of one degree of differentiability).
Given a point p = (x0, y0, z0) with x0 < 0, and given the orbit of (1) through this point, it
is well known that the orbit rapidly tends to the critical surface; as  → 0 this rapid movement
is a straight line and in the limit it intersects the critical surface in the “entry point” pentry =
(x0, y0,0). For positive values of , the orbit passes O()-close near this entry point, then follows
(slowly) the critical surface for some time (in the positive x-direction) before moving rapidly
away from the critical surface. It is also known that as  → 0, the point at which the rapid
movement away from the critical surface occurs, converges to some “exit point” pexit. The fact
that this exit point can lie far beyond the turning point curve is known as “bifurcation delay,”
see for example [1–3,14]. Furthermore, there is a well-known relation between the entry and exit
point, given by the integral of the linear part of the fast system: putting pexit = (x1, y1,0), one
has
x1∫
h(x, y0,0) dx = 0, y0 = y1.x0
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to a section {z = z0, x > 0}. For  > 0, the transition map is as smooth as the vector field (it
is a flow box movement), but as  → 0, each orbit tends towards some non-differentiable limit
set, consisting of a fast orbit towards the critical surface, continuously glued together to a slow
trajectory along the critical surface, and to a fast orbit away from the critical surface. Due to the
non-differentiability of the limit set, the behaviour of the transition map as  → 0 is nontrivial.
In Section 2 we prove
Theorem 1. Consider system (1) with assumptions (3) and (5). Given a transverse section Σ =
{(x, y, z): 0 < x < b, y ∈ V, z = z1}, and given an initial point (x0, y0, z0) ∈ ]a,0[×V ×]0, z1]
with h(x0, y0, z) < 0 for all z ∈ [0, z0], and suppose that
∣∣∣∣∣
0∫
x0
h(x, y0,0) dx
∣∣∣∣∣<
b∫
0
h(x, y0,0) dx.
Then for  > 0 small enough the orbit of (1) through (x0, y0, z0) (and of all orbits in a neigh-
bourhood of this initial point) meets the section Σ in positive time in a point
(x, y, z) = (P(x0, y0, z0, ),Q(x0, y0, z0, ), z1).
The mapping (x0, y0, z0, ) → (P (x0, y0, z0, ),Q(x0, y0, z0, )) is Cr , with a Cr extension to
 = 0. Furthermore, denoting x1 = P(x0, y0, z0,0) and y1 = Q(x0, y0, z0,0), then
x1∫
x0
h(x, y0,0,0) dx = 0, y1 = y0.
Important remarks. (1) Theorem 1 can be motivated through the interest in exchange lem-
mas and generalizations [10,12,15–17]. We refer to [16] where the use of Theorem 1 is illustrated.
(2) Similar results are announced (without proof) in the literature, for example in [12]
and [13], in a C∞-context and for simple turning points only ( ∂h
∂x
(0, y0,0,0) = 0). To our knowl-
edge, there is no reference in the literature of a result in the Cr -context. Theorem 1 is valid for
both simple turning points and more degenerate turning points of finite order, even “infinitely
degenerated” turning points, i.e. turning points for which the infinite jet of h(x, y0,0,0) with
respect to x is 0.
(3) The result is nontrivial in the sense that in a slightly more general context, Theorem 1 is no
longer valid and transition maps can be finitely differentiable even if one starts with a polynomial
vector field. We refer to the example in Section 3.
(4) In order to prove Theorem 1, we have not used the method of family blow up, as intro-
duced in [6] (but instead we use direct majorations). By blowing up one would not obtain the
optimal smoothness for several reasons. First, during the desingularization process, one loses
some degrees of differentiability. Secondly, when using quasi-homogeneous blow up it is often
(if not always) necessary to rescale . In that sense, the obtained smoothness will be expressed in
terms of 1/m for some m> 0 instead of in terms of . And finally, transition maps through gen-
eral turning points that can be treated by means of a blow up will in general only be smooth with
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of logarithmic terms becomes apparent in the example treated below.
In Section 3, we will make use of the family blow up technique, to study a specific example.
Before discussing it, let us first note that the techniques explained to treat this example rely on
the results obtained in [4]. The treatment of this example should hence be easily adaptable to the
more general situation described in that paper. Let us now consider
⎧⎨
⎩
x˙ = ,
y˙ = x4z,
z˙ = x(z2 − x2). (6)
This family of vector fields is not in the form (1), but it displays similar behaviour. For  = 0
there is a transcritical intersection between two critical manifolds
z = −x and z = x.
Both manifolds intersect in the turning point curve {z = x = 0}. Outside x = 0 the manifold
z = −x is normally attracting; outside x = 0 the manifold z = x is normally repelling, see Fig. 1.
The simplicity of the example lies in the possibility of separating variables: one can first study
the reduced 2-d system
{
x˙ = ,
z˙ = x(z2 − x2).
This system has a time-reversing symmetry {x → −x, t → −t}, making it clear that orbits near
the attracting manifold {z = −x, x < 0} proceed along the repelling branch of {z = x, x > 0}
after passing the turning point. Hence, the system has bifurcation delay, just like the family in (1).
Given a section Σ1: {z = −x + 1, x ∈ [−2,−1], y ∈ R} and a section Σ2: {z = x + 1,
x ∈ [1,2], y ∈ R}, and given  > 0, then orbits of (6) from Σ1 meet Σ2 in finite time. This
defines a mapping
Σ1 × [0, 0] → Σ2 : (x0, y0, ) →
(
P(x0, y0, ) = −x0,Q(x0, y0, )
)
. (7)
Fig. 1. Dynamics of (6) in the xz-plane, for  = 0.
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Theorem 2. The mapping from Σ1 to Σ2, taking points of Σ1 along orbits of (6) to Σ2, is only
finitely smooth at  = 0. More precisely, the function Q(x0, y0, ) is of the form
Q(x0, y0, ) = y0 + Q˜
(
x0, 
1/3)+ 5
12
2 ln ,
for some smooth function Q˜.
In this easy example, there is only one logarithmic term, but by treating more involved exam-
ples it is certainly possible to find more complicated dependence on logarithmic terms, appearing
in both P and Q.
2. Proof of Theorem 1
The proof is based on direct and careful estimates on the orbits. It turns out that the estimates
are not particularly harder near the turning point, but the delicate part lies in estimating the
orbits in an O()-neighbourhood of (x, y, z) = (x0, y0,0), i.e. near the point where the fast orbit
intersects the critical surface. The proof could be simplified somewhat if one would only want to
obtain Cr−1 smoothness. In the next proposition, we study how orbits intersect the plane {x = 0}:
Proposition 3. Let K be a compact subset of [a,0[ × V × ]0, z1], and assume that for all
(x0, y0, z0) ∈ K the orbit of X0 through (x0, y0, z0) is a simple attraction towards the crit-
ical surface z = 0 in a straight line. Then there exist M,A,B,N, 1 > 0 and Cr functions
ϕ(v, , x0, y0, z0) and ζ(v, , x0, y0, z0) such that for any choice (x0, y0, z0) ∈ K and for all
 ∈ ]0, 1] the orbit of X through (x0, y0, z0) can be written as a graph
y = ϕ
(
x − x0

, , x0, y0, z0
)
, z = ζ
(
x − x0

, , x0, y0, z0
)
,
defined for all x ∈ [x0,0]. Furthermore, we have the following bounds:∥∥ϕ(v, , x0, y0, z0)− y0∥∥ B,
0 < ζ(v, , x0, y0, z0) z0e−Av,∥∥Dkϕ(v, , x0, y0, z0)∥∥ B,∣∣Dkζ(v, , x0, y0, z0)∣∣M(1 + vN ).ζ(v, , x0, y0, z0),
for all derivation operators Dk of order k  r with respect to any of the variables (v, , x0, y0, z0),
for all v ∈ [0, −x0

].
Note: with a little bit more effort, one can show that one may take N = r .
Proof. Writing v = x−x0

, we examine orbits through (v, y, z) = (0, y0, z0) of the regular system⎧⎪⎨
⎪⎩
dy
dv
= f (x0 + v, y, z, ),
dz = h(x0 + v, y, z, )z
(8)dv
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immediately clear that ϕ and ζ are Cr . We only need to show that they are defined for all v  |x0|

and that they satisfy the required bounds.
Let μ > 0 be so that Ω := [x0,0] × {y: ‖y − y0‖ μ} × [0, z0] × [0, 0] lies in the domain
of f,h, for all (x0, y0, z0) ∈ K . On this domain, choose C > 0 so that
∣∣f (x, y, z, )∣∣ Cz,∣∣∣∣∂f∂y (x, y, z, )
∣∣∣∣ Cz,∣∣∣∣∂f∂z (x, y, z, )
∣∣∣∣ C,
h(x, y, z, ) h(x, y0,0,0)+C
(
z +  + |y − y0|
)
,∣∣∣∣∂h∂y (x, y, z, )
∣∣∣∣ C,∣∣∣∣∂h∂z (x, y, z, )
∣∣∣∣C. (9)
Such C exists since f , h and all its partial derivatives of order 1 are at least C1, and hence
uniformly Lipschitz on the compact Ω . Choose also an A> 0 so that
x∫
x0
h(s, y0,0,0) ds < −2A(x − x0), ∀x ∈ [x0,0],
h(x, y, z, ) < −A, ∀x ∈ [x0, x0 + √], ‖y − y0‖ μ, z ∈ [0, z0],  ∈ [0, 1].
The first condition can be met because of the hypothesis on h: h(x, y,0,0) < 0 for all x ∈ [a,0[.
(Note that we could not have simply required h(x, y,0,0) to be bounded from above by some
−2A, because h(0, y,0,0) = 0.) The second requirement may seem a little bit unusual, but keep
in mind that we only assume that the point (x0, y0, z0) is attracted towards the critical surface
z = 0, implying that we can only have sign information on h near the segment from (x0, y0, z0,0)
to (x0, y0,0,0), so possibly one has to restrict  to some small interval [0, 1].
We show that the orbit through (x0, y0, z0) is defined for all v ∈ [0, |x0| ]. To that end, it suffices
to keep the orbit inside a compact set for all v in the existence interval.
For well-chosen constants A and B0, we denote with V the supremum (depending on
(, x0, y0, z0)) of all values v  0 for which
0 < ζ(v, , x0, y0, z0) z0e−Av and
∣∣ϕ(v, , x0, y0, z0)− y0∣∣ B0.
Clearly, v = 0 satisfies the inequalities, and since h(x0, y0, z0, ) < −A, it is not hard to see that
V > 0. In the sequel of this proof, we will sometimes use ϕ(v) as a shortcut for ϕ(v, , x0, y0, z0),
and similarly use ζ(v). On the interval [0,V ] we have
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v∫
0
f
(
x0 + s,ϕ(s), ζ(s), 
)
ds,
∣∣ϕ(v)− y0∣∣ 
v∫
0
Cζ(s) ds  C
v∫
0
z0e
−As ds =  Cz0
A
(
1 − e−Av) 1
2
B0
provided we define B0 := 2Cz0/A (and restrict  so that B0  μ). Now, let us look at the
evolution of ζ . For values v  1√

we can bound h(x0 + v,ϕ, ζ, ) by −A implying that ζ < Z
where Z solves { dZ
dv
= −AZ,Z(0) = z0}. This would prove that ζ(v) < Z(v) = z0e−Av for all
v  1√

. From the above we conclude that V  1√

. For all values v we have the bound
h(x0 + v,ϕ, ζ, ) h(x0 + v, y0,0,0)+C
(
ζ +  + |ϕ − y0|
)
(see (9)), implying that ζ Z where Z solves
dZ
dv
= [h(x0 + v, y0,0,0)+ C(z0e−Av +  + B0)]Z, Z(0) = z0.
Now, we can bound the integral of the linear part (using (9)):
v∫
0
h(x0 + s, y0,0,0)+C
(
z0e
−As +  + B0
)
ds
−2Av + Cz0
A
(
1 − e−Av)+ Cv + CB0v
−2Av + Cz0
A
+C|x0| + CB0|x0|︸ ︷︷ ︸
R0
< −Av,
provided R0 < Av, i.e. provided v > R0A . For such values we can conclude that
ζ(v, ;x0, y0, z0) < z0e−Av , as required. Since we already know that this property is correct
for v  −1/2, it suffices to restrict  to [0,A2/R20] to ensure that this property remains valid up
to v = |x0|

.
The smoothness of ϕ and ζ are immediate, since the vector field (8) is regular. We only have to
show the bounds on derivatives that are announced in the proposition. Let Dk be any nontrivial
partial derivation operator of order |k|  r − 1, with respect to variables in {v, , x0, y0, z0}.
(At the end of the proof, we will give a remark how to deal with the case |k| = r , but at this
point we prefer to keep the derived expressions C1.) Denote ϕk = Dkϕ and ζk = Dkζ . Using the
variational method, we find that the graphs {yk = ϕk, zk = ζk} are orbits of the system⎧⎪⎨
⎪⎩
dyk
dv
= fk + ayk + bzk,
dzk = gk + cyk + dzk,
dv
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a b
c d
)
=
(

∂f
∂y
(x0 + v,ϕ, ζ, )  ∂f∂z (x0 + v,ϕ, ζ, )
∂h
∂y
(x0 + v,ϕ, ζ, )ζ (z ∂h∂z + h)(x0 + v,ϕ, ζ, )
)
and does not depend on the derivation operator Dk . Concerning the function fk , observe that it
is Cr−|k| function, expressed in (x0 + v, ,ϕ, ζ ), multiplied by a polynomial in v and partial
derivatives of ϕ and ζ of order less than |k|. Since f = O(z), at least one factor in fk is ζ or one
of its derivatives, and since by induction all derivatives of ζ are O(1 + vNk−1)ζ , we find that∣∣fk(v, , x0, y0, z0)∣∣ Ck(1 + vNk )ζ  Ck(1 + vNk )z0e−Av (10)
for some Ck > 0 and some Nk > 0. Similarly, one can derive a bound on |gk|, as it is a |k|th order
derivative of h.z. Since also this expression is O(z), we have for the same reason∣∣gk(v, , x0, y0, z0)∣∣ Ck(1 + vNk )ζ, (11)
where we have used the same Ck and Nk for the sake of convenience. We now determine equa-
tions for the quotient
rk = zk
ζ
.
We find ⎧⎪⎪⎨
⎪⎪⎩
dyk
dv
= fk + ayk + bζ rk,
drk
dv
= gk
ζ
+ c
ζ
yk + (d − h)rk.
Let us now bound the expressions yk = ϕk and rk = ζk/ζ . For well-chosen constants Bk
and Mk , let V be the supremum value (depending on (, x0, y0, z0)) of all v  |x0| for which the
following inequalities hold:
|ϕk| Bk and |ζk|Mk
(
1 + v1+Nk )ζ. (12)
Since ϕk(0) and ζk(0) are regular expressions in (, x0, y0, z0) (and thus also rk(0) is a regular
expression), we can surely choose Bk and Mk large enough in order that the inequalities are
satisfied near v = 0, we may even impose that |ϕk(0)|  Bk2 and |ζk(0)|  MkQ z0, for any well-
chosen Q that will be specified later (so rk(0) = MkQ ).
On the interval [0,V ], we can use the inequalities (9) and (10) to find
∣∣ϕk(v)∣∣ ∣∣ϕk(0)∣∣+
v∫
0
[|fk| + ∣∣aϕk(s)∣∣+ ∣∣bζk(s)∣∣]ds
 1
2
Bk +
∞∫
Ck
(
1 + sNk )z0e−As ds + Bk
∞∫
Cz0e
−As ds
0 0
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∞∫
0
CMk
(
1 + s1+Nk )z0e−As ds
 1
2
Bk + 2Ck(1 + Bk + Mk)
for some Ck > 0. For any choice of (Bk,Mk) with Bk > 2Ck , we can restrict  in a way that
|ϕk(v)| <Bk . Using (9) and (11) we have
∣∣rk(v)∣∣  1
Q
Mk +
v∫
0
[ |gk|
ζ(s)
+
∣∣∣∣ cζ(s)ϕk(s)
∣∣∣∣+ ∣∣(d − h)rk(s)∣∣
]
ds
 1
Q
Mk +
v∫
0
Ck
(
1 + sNk )ds + v∫
0
CBk ds +
v∫
0
Cz0e
−As∣∣rk(s)∣∣ds
(∗)

[
1
Q
Mk + 2Ck +CBk
](
1 + v1+Nk )︸ ︷︷ ︸
p(v)
+
v∫
0
Cz0e
−As︸ ︷︷ ︸
q(s)
∣∣rk(s)∣∣ds.
At (∗) we have used that v max{1, v1+Nk } 1 + v1+Nk . Applying Gronwall’s lemma, we find
∣∣rk(v)∣∣ p(v)+
v∫
0
p(s)q(s)e
∫ v
s q(τ ) dτ ds.
Observe that
∫ v
s
q(τ ) dτ = Cz0
A
(e−As − e−Av)  Cz0
A
. Furthermore, there is a constant Rk > 0
such that
v∫
0
(
1 + s1+Nk )e−As ds Rk(1 + v1+Nk ),
so
∣∣rk(v)∣∣ [ 1
Q
Mk + 2Ck +CBk
](
1 + v1+Nk )(1 +Cz0eCz0/AR).
The idea is now to choose Q 2(1 + Cz0eCz0/AR), simplifying the following inequality to
∣∣rk(v)∣∣ [ 1
Q
Mk + 2Ck +CBk
](
1 + v1+Nk )Q
2
=
[
1
Mk + 1Q(2Ck + CBk)
](
1 + v1+Nk )<Mk(1 + v1+Nk )2 2
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specified in (12) for all v ∈ [0,V ], implying that V is maximal, i.e. V = −x0

.
Let us finish the proof of the proposition by dealing with the case |k| = r . Since the
k-derivative of f is not necessarily C1, we cannot use (10). Notice however that fk is a kth
derivative of .f , implying that fk = .fk,1 + fk,2, where fk,2 is still C1 and thus satisfying the
bound in (10), and where fk,1 is just continuous. In other words, instead of (10), we replace it
with a slightly different bound
∣∣fk(v, , x0, y0, z0)∣∣ Cr +Ck(1 + vNk )ζ  Ck(1 + vNk )z0e−Av
for some Cr > 0. Since
∫ v
0 Cr ds = Crv  Cr |x0|, the use of this bound does not affect the
remaining estimates in the proof. On gk , one can still use the bounds in (11), since gk is a kth
derivative of h.z. We have finished the proof of the proposition. 
From this proposition it also follows that ϕ and ζ , restricted to  = 0, are defined for all v  0.
Remark. We have not used the nature, or even the mere absence or presence, of the turning point.
We only needed the strong attraction at (x0, y0, z0), and the fact that
0∫
x0
h(s, y0,0,0) ds < 0.
In fact, it is now immediately clear that similar estimates remain valid beyond the turning point,
up to a section x = x1, as long as
x1∫
x0
h(s, y0,0,0) ds < 0.
This opens the possibility of generalizing Theorem 1 to passages over several turning points
instead of over just one. We leave the necessary adaptations to the reader.
Proposition 4. The graphs
y = ϕ
(
x − x0

, ;x0, y0, z0
)
, z = ζ
(
x − x0

, ;x0, y0, z0
)
are Cr -smooth with respect to (x, , x0, y0, z0) outside (x, ) = (x0,0). Furthermore, for x > x0
the function z = ζ( x−x0

, ;x0, y0, z0) is exponentially small with respect to  as  → 0, uni-
formly in compact subsets of ]x0,0].
Proof. The claims on z follow directly from the estimates in the proposition. The continuity of
y follows as well from the proposition, since ϕ = O(), uniformly for v in [0, −x0

]. Concerning
the smoothness of y, we have a little bit more work.
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y = y0 +
x−x0
∫
0
f
(
x0 + v,ϕ(v, . . .),ψ(v, . . .), 
)
dv.
A partial derivative of this expression is a combination of several terms: one such term is a
derivative of x−x0

, multiplied by the integrand evaluated at x−x0

. Since f = O(z), this last
factor is exponentially small with respect to  (and so are its derivatives, keeping in mind that
all derivatives of ζ are divisible by ζ ), making it clear that such term is smooth. Another term
appearing in the derivative of the above expression comes from deriving the integrand. Up to
(r−1)th order derivatives, the integrand remains O((1+vN)ζ ), and up to r th order, the integrand
remains O((1 + vN)ζ ) + .o(1), i.e. we have to study expressions
I :=
x−x0
∫
0
[
q1(v, ;x0, y0, z0, ζ )ζ + q2(v, ;x0, y0, z0, ζ )
]
dv
where q1 and q2 are continuous, q2 being uniformly bounded and o(1) as v → ∞, and q1 being
O(1 + vN). The first part of this integral is bounded by
M.
x−x0
∫
0
vNz0e
−Av dv < ∞,
so we can use the Lebesgue’s dominated convergence theorem to find that
x−x0
∫
0
q1(v, ;x0, y0, z0, ζ )ζ dv →
∞∫
0
q1(v,0;x0, y0, z0, ζ )ζ dv < ∞
as  → 0. The second part of I can be rewritten as
x∫
x0
q2
(
(s − x0)/, ;x0, y0, z0, ζ
(
(s − x0)/
))
ds.
Since q2 is uniformly continuous, this integral is bounded, and the integrand tends in a pointwise
manner to q2(∞, ;x0, y0,0) = 0 (keeping in mind that q2(z) = o(1), uniformly, as z → 0).
From these observations it follows that this part tends to 0. This proves the continuity of I as
 → 0. 
Let us now prove the smoothness of log ζ .
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y = ϕ
(
x − x0

, ;x0, y0, z0
)
, z = exp J (x, , x0, y0, z0)

where J is Cr outside (x, ) = (x0,0) and
J (x,0, x0, y0, z0) =
0∫
x0
h(s, y0,0,0) ds.
Proof. Consider the family of vector fields⎧⎪⎨
⎪⎩
x˙ = ,
y˙ = f (x, y, z, ),
w˙ = h(x, y, z, ) − h(x, y,0, ),
z˙ = h(x, y, z, )z.
This family is of the same form as the initial one and satisfies the assumptions of the
proposition. As a corollary, the graph w = W(x, , x0, y0, z0) is Cr (which is chosen with
W(x0, , x0, y0, z0) = J (x0, , x0, y0, z0) =  log z0). Notice now that
J (x, , x0, y0, z0) = W(x, , x0, y0, z0)+
x−x0
∫
0
h
(
x0 + v,ϕ(v),0, 
)
dv.
Remains to deal with the smoothness of the last term. We can rewrite it as
x∫
x0
h
(
s, ϕ
(
s − x0

)
,0, 
)
ds.
Consider a partial derivative, with respect to u ∈ {x0, y0, z0, }. (A partial derivative with respect
to x is Cr .) This yields
h(x0, y0,0, ).
∂x0
∂u
+
x∫
x0
∂h
∂y
(
s, ϕ
(
s − x0

)
,0, 
)
.
∂ϕ
∂v
(
s − x0

)
.
∂
∂u
(
s − x0

)
ds
+
x∫
x0
∂h
∂y
(
s, ϕ
(
s − x0

)
,0, 
)
.
∂ϕ
∂u
(
s − x0

)
ds.
The first term is clearly Cr . The last term is bounded and hence converges according to
Lebesgue’s dominated convergence theorem to
x∫
∂h
∂y
(
s, ϕ(s),0,0
)
.
∂ϕ
∂u
(s) dsx0
1460 P. De Maesschalck / J. Differential Equations 244 (2008) 1448–1466where ϕ(x) is the pointwise limit of ϕ((x − x0)/, , x0, y0, z0) (which is bounded continuous,
according to previous proposition). Finally, the middle term can be rewritten according to the
differential equation that ϕ satisfies
x∫
x0
∂h
∂y
(
s, ϕ
(
s − x0

)
,0, 
)
.f (s,ϕ, ζ, ).
∂
∂u
(
s − x0

)
ds.
Notice now that f = f˜ .z for some Cr−1 function f˜ , and notice also that ∂
∂u
((x − x0)/) is at
worst O(−2), showing that this term is an expression of the form
(x−x0)/∫
0
ψ(v,ϕ, ζ, , x0, y0, z0)ζ dv
(keeping in mind that ds = .dv) where ψ is Cr−1. Such an expression can be studied according
to the methods that were introduced in the proof of the previous proposition, and its convergence
is mostly based on the presence of the factor ζ in the integrand, which is exponentially decreasing
(as are its derivatives). This finishes the proof of the proposition. 
2.1. Entry–exit mapping
If we do the same on the right side of the turning point (by reversing time), we can compare
an orbit (y, z) = (ϕ−, ζ−)(x, ;x0, y0, z0) to an orbit (y, z) = (ϕ+, ζ+)(x, ;x1, y1, z1). Instead
of comparing z, we compare  log z, and consider hence a difference function 
, as a function
of , (x0, y0, z0) and (x1, y1, z1):

 = (ϕ−(0, ;x0, y0, z0)− ϕ+(0, ;x1, y1, z1),
 log ζ−(0, ;x0, y0, z0)−  log ζ+(0, ;x1, y1, z1)
) ∈ Rn × R.
Clearly 
 is Cr with respect to (, x0, y0, z0, x1, y1, z1) and

|=0 =
(
y0 − y1,
0∫
x0
h(s, y0,0,0) ds +
x1∫
0
h(s, y0,0,0) ds
)
.
As a consequence, when x0 and x1 are values such that
∫ x1
x0
h(s, y0,0,0) ds = 0, then

=0, y0=y1 = (0,0),
∂

∂y1
∣∣∣∣
=0, y0=y1
= (id,0),
∂

∂x1
∣∣∣∣ = (0, h(x1, y1,0,0)),
=0, y0=y1
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terms of (, x0, y0, z0, z1) in a Cr -smooth way along which the difference map 
 is identically
zero. Restricting this implicit function to a fixed choice of z1 determines the transition map
having the properties announced in Theorem 1.
3. The transcritical example
Let us recall the example family (6):
⎧⎨
⎩
x˙ = ,
y˙ = x4z,
z˙ = x(z2 − x2).
Since we only treat this example to illustrate the possibility of nonsmooth transition maps, we
study an example that allows to be treated with minimal efforts. Observe that the y-variable is
completely separated from the other variables, allowing us first to study the reduced family
{
x˙ = ,
z˙ = x(z2 − x2).
This simplifies the study a great deal. Please note however that such a reduction is not necessary;
using similar techniques one could study more general systems. The reduced system is a planar
slow–fast system, having so-called canard orbits
z = ζx0,z0(x, ), (13)
defined by integrating the vector field from a point (x0, z0) ∈ {z = −x + 1}. For small values
of  > 0, this orbit quickly moves towards the critical curve z = −x and stays near this curve
until it meets the section x = 0. The orbit is symmetric with respect to the z-axis, since the
family of vector fields has a time-reversing symmetry (x, t) → (−x,−t). This implies that the
orbit follows the repelling branch of z = x, x > 0 for some time, and for that reason it is called
a canard orbit. The section {z = x + 1} is crossed at a point (x1, z1) = (−x0,−x0 + 1). This
already explains why P(x0, y0, ) = −x0 in formula (7).
The canard orbit has a smooth continuation to  = 0, except at three points: the entry point,
the exit point and the turning point. In the entry and exit points, i.e. at (x, ) = (±x0,0) the
graph ζx0,z0 is not well defined (as  → 0, the orbit tends to a limit set formed by a compact
piece of the critical curves z = ±x and vertical fast trajectories, which are not graphs). In the
turning point, the smoothness is limited, since near x = 0 we have ζx0,z0(x, ) → |x| as  → 0.
Nevertheless, canard orbits are known to behave regularly if one considers the smoothness in
blow up coordinates (see [5]).
We can now use the canard orbit of the reduced system to calculate orbits of the full system (6):
we have
z = ζx0,z0(x, ), y = ϕx0,y0,z0(x, ) := y0 +
x∫
s4ζx0,z0(s, ) ds. (14)x0
1462 P. De Maesschalck / J. Differential Equations 244 (2008) 1448–1466Such integrals, defined over canard orbits, are treated in [4], where it is shown that in general the
integrals are nonsmooth due to the appearance of a logarithmic term. Here, we briefly want to
show how such logarithmic terms arise from resonances for the particular example.
We calculate the integral for x = 0, which suffices (keeping the symmetry of the problem in
mind) to study the transition map from Σ1 to Σ2. Indeed, if we choose a point (x0, y0, z0) ∈ Σ1
(i.e. with z0 = −x0 + 1), then the orbit through this point intersects {x = 0} in the point
(x, y, z) =
(
0, y0 +
0∫
x0
x4ζx0,z0(x, ) dx, ζx0,z0(0, )
)
.
On the other hand, if one considers a point (x1, y1, z1) ∈ Σ2 (i.e. with z1 = x1 +1), then the orbit
through this point intersects {x = 0} (in negative time) in the point
(x, y, z) =
(
0, y1 −
0∫
x0
x4ζ−x1,z1(x, ) dx, ζ−x1,z1(0, )
)
,
which is shown based on symmetry arguments, directly looking at (6). Equating both orbits yields
x1 = −x0 and
y1 = y0 + 2
0∫
x0
x4ζx0,z0(x, ) dx. (15)
To prove Theorem 2, it suffices now to obtain detailed information on the integral in (15).
The irregularity of the integral near (x, ) = (x0,0) does not form a major obstruction: the
part of the integral for x ∈ [x0,1] is a smooth contribution with respect to (x0, y0, z0, ), see
also [4]. So let us focus on that part of the integral in (14) near the turning point at x = 0.
To study the passage near the turning point, it is most convenient to first rescale the perturba-
tion parameter: write  = v3, then consider the single vector field in R4
X:
⎧⎪⎪⎨
⎪⎪⎩
x˙ = v3,
y˙ = v3x4z,
z˙ = x(z2 − x2),
v˙ = 0.
(16)
This vector field has a degenerate singularity at the origin, in fact it has a family of degener-
ated singularities along the y-axis. We desingularize them by applying the cylindrical blow up.
Since the blow up includes the parameter space, we in fact perform a so-called family blow up,
see e.g. [6,7] or [11]. We perform a homogeneous cylindrical blow up (along the y-axis), by
introducing spherical coordinates
(x, y, z, v) = (ux, y,uz,uv), u ∈ R+, (x, z, v) ∈ S2+, (17)
where S2+ is the top part of 2-sphere (i.e. v  0). The study of the blown up vector field is
done in charts. In the part of the sphere near the equator v = 0 and near (x, z) = (−1,0), we
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“{x = −1}”:
(x, y, z, v) = (−u,y,uz,uv), u ∈ R+, (z, v) ∼ (0,0). (18)
The variables (u, z, v) in (18) are not identical to those symbols in (17), but should be considered
diffeomorphic variants of them. Away from the equator, i.e. away from v = 0, we introduce a
second set of diffeomorphic coordinates: the family rescaling chart {v = 1}:
(x, y, z, v) = (ux, y,uz,u), u ∈ R+, (x, z) in a large compact. (19)
Again, (u, x, z) in (19) are not identical to those symbols in (17) but are diffeomorphic variants of
them. It is easy to establish transformations between the two charts in their overlapping domains.
Those transformations are most conveniently described by adding proper indexes:
(ufam, zfam, xfam) =
(
uphasevphase,
zphase
vphase
,
−1
vphase
)
,
(uphase, zphase, vphase) =
(
−ufamxfam,− zfam
xfam
,
−1
xfam
)
.
Observe that in both charts {u = 0} describes the so-called blow-up locus, i.e. the degenerate
singularity. On this blow-up locus, the study of the phase-directional rescaling charts near v = 0
corresponds to a study of the family rescaling chart at infinity (near x = ±∞).
3.1. The phase-directional rescaling chart {x = −1}
The vector field X in the phase-directional rescaling chart {x = −1} is given, after division by
the positive factor u2, by the blow up vector field
X:
⎧⎪⎪⎨
⎪⎪⎩
u˙ = −uv3,
v˙ = v4,
y˙ = u6v3z,
z˙ = 1 − z2 + v3z.
Notice that the invariant foliation dv = 0 is replaced by the invariant foliation d(uv) = 0, making
it clear that the above vector field is no longer a regular family. In the plane v = 0, one finds back
the two branches of the set of singular points on the left side of the z-axis: z = −1 and z = 1.
The blow up has split the two branches into two branches that are hyperbolic up to the end
point at u = 0. Because (u, v, y, z) = (0,0,0,1) is a partially hyperbolic point (with 1 nonzero
eigenvalue), there is a 3-dimensional center manifold z = ζ (u, v, y). In fact, one may take the
blow up of the manifold z = ζx0,z0(x, ) in (13) to define this center manifold:
ζ (u, v, y) := 1
u
ζx0,z0
(−u,u3v3).
One of the well-known properties of canard orbits like (13) is that the orbits are possibly non-
smooth at (x, ) = (0,0), but they are smooth with respect to blow up coordinates. In other
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well known that the Taylor series of ζ with respect to (u, v) does not depend on the choice of
(x0, z0): all these center manifolds are exponentially close to each other. This Taylor series can
be obtained through formal calculations from the equations of X:
ζˆ (u, v) = 1 + 1
2
v3 − 5
8
v6 + 15
8
v9 +O(v12). (20)
The reduction of X to the center manifold is given, after division by v3, by{
u˙ = −u,
v˙ = v,
y˙ = u6ζ (u, v),
(21)
which is a resonant equation since it has eigenvalues −1, 1, 0.
The contribution of the integral for y in (15) near the turning point can be partly calculated
in this chart. We calculate that part of the integral between the sections x = −1 and x = −v, in
other words between u = 1 and u = v. The relevant part of the integral in (15), for one specific
value of v, is given by
I =
v∫
1
y˙
u˙
du =
1∫
v
u5ζ (u, v)|v=v/u du.
Let us look at this integral formally, using (20):
I =
1∫
v
u5
(
1 + 1
2
v3
u3
− 5
8
v6
u6
+ 15
8
v9
u9
+ · · ·
)
du
=
[
u6
6
+ 1
6
u3v3 − 5
8
v6 logu− 5
8
v9
u3
+ · · ·
]u=1
u=v
.
This formal expansion contains only regular monomials that are smooth with respect to v with
the exception of one term + 58v6 lnv.
This type of integral I has been studied in [4] in more detail. Essentially it is shown that the
above formal calculations can be made rigorous:
Lemma 6. (See [4].) Suppose f (u, v,λ) is C∞ for u,v ∈ [0,1] and λ in a compact space, and
let b ∈ N. Define
F(v,λ) :=
1∫
v
ubf (u, v/u,λ)du.
Then, for any k ∈ N, there exist Ck-functions G and H (C∞ with respect to λ) such that
F(v,λ) = G(v,λ)+H(v,λ)v logv.
Furthermore, G(0, λ) = ∫ 1 f (u,0, λ) du and H(v,λ) = O(vb).0
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the plane {x = −v} in a curve
(x, y, z) =
(
−v, y0 + ϕ(v;x0, y0, z0)+ 58v
6 lnv, vζ (v,1)
)
for some C∞ function ϕ that is O(v).
3.2. The family rescaling chart {v = 1}
The section {x = −v} is also visible in family rescaling coordinates: there it is given by
{x = −1}. The orbit through (x0, y0, z0) now intersects this section in a curve
(x, y, z) =
(
−1, y0 + ϕ(u;x0, y0, z0)+ 58u
6 lnu, ζ (u,1)
)
.
The blow up vector field in the family rescaling chart is given by⎧⎪⎪⎨
⎪⎪⎩
x˙ = 1,
y˙ = u6x4z,
z˙ = x(z2 − x2),
u˙ = 0.
This vector field has no singularities. From these expressions, it should be clear that the orbit is
continued in a smooth way and intersects the plane {x = 0} in a point
(x, y, z) =
(
0, y0 + ϕ(u;x0, y0, z0)+ 58u
6 lnu,
1
u
ζ
(
0, u3
))
,
for some smooth function ϕ that is O(u). One can blow down this curve, and by going back
to (15), one finally finds y1 = y0 + 2ϕ(1/3;x0, y0, z0)+ 5122 ln . This proves Theorem 2.
To finish, let us remark that in the setting of Theorem 1, one can also blow up the turning point.
Similar resonances appear in the family rescaling chart {x = −1}. However, the logarithmic terms
that arise as a result of these resonances are cancelled with those terms that arise in the family
rescaling chart {x = +1}. This can be shown using symmetry arguments between the two charts,
but we leave this to the interested reader.
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