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Abstract
The demographic challenges caused by the proliferation of people of advanced age,
and the following large expense of care facilities, are faced by many western countries,
including Norway (“eldrebølgen”). A common denominator for the health conditions
faced by the elderly is that they can be improved through the use of physical therapy.
By combining the state-of-the-art methods in deep learning and robotics, one can
potentially develop systems relevant for assisting in rehabilitation training for patients
suffering from various diseases, such as stroke. Such systems can be made to not
depend on physical contact, i.e. socially assistive robots.
As of this writing, the current state-of-the-art for action recognition is presented in
a paper called “Spatial Temporal Graph Convolutional Networks for Skeleton-Based
Action Recognition”, introducing a deep learning model called spatial temporal graph
convolutional network (ST-GCN) trained on DeepMind’s Kinetics dataset. We combine
the ST-GCN model with the Robot Operating System (ROS) into a system deployed
on a TurtleBot 3 Waffle Pi, equipped with a NVIDIA Jetson AGX Xavier, and a web
camera mounted on top. This results in a completely physically independent system,
able to interact with people, both interpreting input, and outputting relevant responses.
Furthermore, we achieve a substantial decrease in the inference time compared to
the ST-GCN pipeline, making the pipeline about 150 times faster and achieving close
to real-time processing of video input. We also run multiple experiments to increase
the model’s accuracy, such as transfer learning, layer freezing, and hyperparameter
tuning, focusing on batch size, learning rate, and weight decay.
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Chapter 1
Introduction
The Silver Tsunami is a term coined in 2002 by professor M. F. Maples, referring to
the Baby Boomer generation in the US: the 76.000.000 children born between 1946 and
1964 (Maples, 2002). This generation benefited from numerous medical advances made
in the 20th century and the resulting increase in life expectancy. Consequently, this
has led to a large generation of elders who will struggle with conditions such as cancer,
osteoporosis, arthritis, Parkinson’s, and stroke. The demographic challenges caused by
the proliferation of people of advanced age, and the following large expense of care
facilities, are faced by many western countries, including Norway (“eldrebølgen”). A
common denominator for the health conditions faced by the elderly is that they can be
improved through the use of physical therapy (Pergolotti et al., 2014) (Schröder et al.,
2012) (jeffersoncountyhealthcenter, 2017).
In the US, physical therapists are said to increase in demand by 31% by 2026
(of Labor Statistics, 2018), compared to the average 7% overall increase of all the
occupations in the US economy. “Historically, costs for physical therapy were unnoticed
by Medicare, but because of the dramatic increase, these costs are deemed unsustainable.”
(Brennan, 2012)
An effort to address this dramatic increase in demand for physical therapists is the
development, and implementation, of active-assistive robots as a supplement for the
rehabilitation process. These are robots in which the patient actively interacts with,
to complete one or multiple movements.
Technology cannot replace human touch and care, but considering the scalability
and possible ubiquity of robot-based solutions, they have the potential to become a
useful supplement.
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Fig. 1.1 Example of robotic devices for motor functions training, distributed under the
terms of the Create Commons Attribution Non-Commercial Licence (Chang and Kim,
2013).
One large research area for such robots is post-stroke patient’s rehabilitation (Poli
et al., 2013), which is “the leading cause of movement disability in Europe, and the
US” (Rosamond et al., 2008). Furthermore, it is estimated by the World Health
Organization (WHO) that stroke events in Europe will increase by 30% between 2000
and 2025 (Truelsen et al., 2006).
An alternative to robots is the usage of inertial measurements units (IMUs), shown
in fig. 1.2, which is electronic devices equipped with accelerometers and gyroscopes to
report orientation (Spartonnavex, 2015). Patients can wear one or more IMUs, which
measures the patient’s movement.
(a) IMUs attached to patient, capturing data
about the patient’s movements.
(b) A patient moving with IMUs.
Fig. 1.2 IMUs example, distributed under Creative Commons Attribution License (Li
et al., 2015)
A common challenge of IMU-based and most robot-based approaches is that they
require physical contact with the patient. For active-assistive robots, the physical
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contact creates safety concerns, while the IMUs can be challenging to attach without
professional supervision or assistance.
This thesis will aim to investigate methods for mitigating these challenges by
creating a socially-assistive robot, i.e. a robot that interacts with the patient through
social interactions. Examples of social interactions are auditory interactions, by talking
or playing sounds, or visual interactions based on movements. Equipping the robot
with sensors to give it the ability to interact with the patient results in a “social
exchange” (Lumen, n.d.) between the patient and the robot. To achieve this, we will
combine state-of-the-art approaches in both robotics and deep learning.
Initially, the goal is to create a system able to interpret input from the user in the
form of human movement, i.e. human action recognition. The current state-of-the-art in
human action recognition is based on deep learning models, e.g. the one presented in the
paper “Temporal Graph Convolutional Networks for Skeleton-based Action Recognition”
(Yan et al., 2018). This novel model, called spatial temporal graph convolutional
networks (ST-GCN), has the ability to learn from both the spatial and temporal
patterns in data, and it achieved substantial improvements over mainstream methods
on two large datasets, Kinetics (Kay et al., 2017) and NTU RGB+D (Shahroudy
et al., 2016b). We will explore the model’s abilities in our context, namely movements
relevant for physical rehabilitation.
For the robotic software and communication between components in our system, we
will use the Robot Operating System (ROS). This is an open source framework designed
to address the need to enable communication within systems consisting of different
components and subsystems, often operating in distinct programming languages, i.e.
heterogeneous systems. According to (Yoonseok Pyo, 2017), ROS is the most popular
robot software platform. This makes ROS a natural choice for our project.
In this thesis we extend the code base made available by the authors of ST-GCN
on GitHub, adding several features:
1. Extract a subset of both specific action classes, and random ones, from data
derived from the Kinetics dataset
2. Download, process and train on a new action class
3. Combine the data from 1) and 2), and update necessary parameters for training,
validation, and testing
4. Implement transfer learning, using their model trained on the Kinetics dataset
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5. Increasing the effects of transfer learning by
(a) Modifying the network architecture
• Adding fully connected layers(s)
• Adding extra spatial-temporal graph convolutional layer(s)
(b) Implement layer freezing/unfreezing
6. Replacing their pose estimation software, OpenPose (Cao et al., 2018), with the
significantly faster tf-pose-estimation (tf pose, 2019)
7. Extend their validation and testing functionality to include storage of:
• Confusion matrix
• Summary score file, containing train loss, validation loss and accuracy
• Overview of each file in the validation set, and the values outputted by the
model for each of those files




Our code in its entirety also resides on GitHub: https://github.com/Sindreedelange/st-
gcn.
The main contributions of this thesis are:
• The aforementioned extension to the state-of-the-art project for action recognition
in deep learning, making it easier to tailor for specific projects, and giving a
better overview of the model evaluation process
• Defining a new relevant action class for human movement, namely jumping jacks,
with a CSV file containing URLs, start- and stop time, and label for 199 YouTube
videos, resulting in
199 ∗ 2 ∗ 2 = 796
videos for our newly defined action class when using our implemented data
augmentation functionality
5
• Combining state-of-the-art tools in robotics and deep learning in order to make
a proof of concept system, relevant for the rehabilitation process
This thesis will be split into two parts. Part I is an overview of the underlying theory
of deep learning and robotics, starting with machine learning, building towards deep
learning, ultimately explaining the theory behind the ST-GCN model. In Chapter 2 and
3 we introduce the fundamentals of machine learning and deep learning, respectively,
explaining model selection, common problems when training a model, and model
evaluation. Chapter 4 build on the deep learning models introduced in section 3.2 and
3.3 to explain the ST-GCN model. Lastly, in chapter 5 we give an overview of robotics
and computer vision.
In part II we introduce our experiments. Chapter 6 starts with retraining ST-
GCN on action classes relevant for the rehabilitation process, continuing with the
implementation of our pipeline in its entirety by combining hardware- and software.
We conclude chapter 6 with an evaluation of the system, and its components. This
leads to chapter 7 and efforts to improve the system by decreasing its inference- and
training time while increasing its accuracy. All of the experiments are evaluated using
relevant, quantitative metrics, such as confusion matrix, accuracy, training loss and
validation loss.
Ultimately, in chapter 8 we summarize our results and sketch out a possible path
for relevant further work. All figures in this thesis have been made using Matplotlib
(Hunter, 2007), Seaborn (Waskom et al., 2018), yED Graph Editor (yWorks GmbH,
n.d.), and NN-SVG (LeNail, 2019), with SVG icons from FlatIcon. Furthermore, the




The first part of this thesis will focus on the background of the various fields our
thesis touches, such as artificial intelligence, machine learning, robotics, and computer
vision. After reading part I, the reader will have enough background knowledge
to read and understand part II. Our work is a combination of robotics and machine
learning. The machine learning running in our robotics system is our main contribution,
as the robotics software components are relatively easy to construct using modern
robotics frameworks. Our discussion will therefore focus on machine learning, and our
introduction to robotics in chapter 5 is comparably short.
Chapter 2
Artificial intelligence & machine
learning
Artificial intelligence (AI) is a technical science aiming to equip machines with human-
like intelligence (Song, 2018). A practical definition of AI is one proposed by (Pérez
et al., 2018): “Artificial intelligence is the study of human intelligence and actions
replicated artificially, such that the resultant bears to its design a reasonable level of
rationality”. Today, AI is used in many domains, such as online advertising, driving,
aviation, medicine, personal assistance, and image recognition. A specific example of
AI is autonomous cars, using AI-algorithms on data from lidar sensors and cameras,
equipping the cars with the ability to make intelligent decisions about traffic behavior.
AI is an umbrella term, covering subfields such as machine learning (ML) and deep
learning (DL).
Fig. 2.1 The relationship between AI, ML and DL
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The first general definition of ML was made in (Samuel, 1959): “Machine learning
is the field of study that gives computers the ability to learn without being explicitly
programmed.” Later, in 1997, a more engineering-oriented definition was given in
(Mitchell, 1997): “A computer program is said to learn from experience E with respect
to some task T and some performance measure P, if its performance on T, as measured
by P, improves with experience E.”
An example can be a spam filter, learning to classify emails as spam or not spam. In
this case, the task T is to detect if a new email is spam or not, the experience E is all the
previous emails that the program has learned from (data), and the performance measure
P has to be defined; for example the ratio of correctly classified emails (accuracy)
(Géron, 2017).
(a) Traditional approach (b) Machine learning approach
Fig. 2.2 Traditional programming vs. machine learning, with inspiration from (Géron,
2017).
Compare this to traditional programming, shown in fig. 2.2a, continuing with
the spam-example. To write such a program the programmer has to detect different
patterns in the email, distinguishing spam and not spam mail, and write a detection
algorithm for each of these patterns. This will most likely result in a long list of
complex rules that are hard to maintain and does not generalize well.
A classifier based on ML, shown in fig. 2.2b, automatically learns complex patterns
during training. Instead of manually writing complex rules, data is given to the model
so that it can automatically learn how to classify the emails. This program is much
shorter, easier to maintain, and most likely more accurate (Géron, 2017).
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With that said, the performance of a ML model is dependent on the quality and
quantity of the data used to construct the model. A high quality dataset has a large
number of unique data points corresponding to the model’s task, for instance, if the
task is to classify spam or not spam, then the model needs a large dataset consisting
of unique emails of both spam and not spam, to maximize its performance. Such
high-quality datasets can be hard to obtain in some domains. Luckily, there are
techniques for maximizing the potential of limited datasets. These considerations and
other fundamental topics in machine learning will be presented in the coming sections.
2.1 Fundamentals of machine learning
ML is a huge field with a large number of subfields for many different types of problems.
In this section, the most important parts of this field will be introduced, providing the
reader with knowledge and context for understanding the following chapters.
2.1.1 Building blocks





This section will give a short introduction to these three domains.
Supervised, unsupervised and reinforcement learning
In supervised learning, each training example consists of input variables, matrix X⃗,
and an output, vector y⃗. By being fed enough training examples, the model learns the
connection between X⃗ and y⃗. A trained model can then be tested by trying to predict
y⃗, given X⃗, where the prediction is referred to as ŷ. A more detailed overview of how
machine learning models are trained will be presented in section 2.1.2.
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Unsupervised learning focuses on detecting hidden patterns and structures in data.
Unlike supervised learning, unsupervised learning does not have access to the correct
output y⃗, only the input X⃗. Common unsupervised learning tasks are clustering and
dimensionality reduction of X⃗.
Reinforcement learning is about making an agent, e.g. a robot, perform suitable
actions based on the environment. The agent gets rewarded when performing suitable
actions, and punished when making wrong decisions. By trying enough times, the
agent will hopefully learn the most appropriate action to do next (Bajaj, 2014). This
is achieved using various learning algorithms, with Q-learning (Watkins, 1989) being
one of the most popular and well-known examples.
Regression and classification in supervised learning
Regression and classification are two different types of tasks within machine learning.
In supervised learning, a regression algorithm tries to predict y⃗ as a continuous variable,
given X⃗. For example, when provided with a dataset about houses, the goal can be to
create a model that predicts the house prices based on other data about the houses.
A classification algorithm, on the other hand, tries to predict y⃗ as a categorical
variable, given X⃗. Continuing with the example from above, instead of y⃗ being the
specific sum, a classification algorithm will categorize the price, for example over/under
the median (Garbade, 2018). A supervised classification problem falls into one of the
following tasks:
• Binary: X⃗ is classified to ŷ, where ŷ is one of two non-overlapping classes.
• Multi-class: X⃗ is classified to ŷ, where ŷ is one of > 2 non-overlapping classes.
• Multi-labelled: X⃗ is classified to ŷ, where ŷ is several of > 2 non-overlapping
classes.
• Hierarchical: X⃗ is classified to ŷ, where ŷ is one class which is divided into
subclasses or grouped into superclasses.
(Sokolova and Lapalme, 2009)
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2.1.2 Training a model
To give a short explanation of how a machine learning model can be trained, linear
regression will be used as an example. To make a prediction, a linear regression model
computes a weighted sum of the input features, and adds a constant called the bias
term, as shown in eq. 2.1 (Géron, 2017).
ŷ = θ0 + θ1x1 + θ2x2 + · · · + θnxn (2.1)
• ŷ is the predicted value
• n is the number of features
• xi is the ith feature value
• θj is the jth model parameter (including the bias term θ0 and the feature weights
θ1, θ2, · · ·, θn
Training a linear regression model means setting the parameters (bias and feature
weights) such that ŷ becomes as close to the target as possible. For example, finding
the line in fig. 2.3 that best fits the data points.
Fig. 2.3 Linear regression. The goal is to fit the line to the data points.
To set the parameters such that ŷ becomes as close to the target as possible, one
first needs to define a function that measures this distance, i.e. an error measure. One
common error measure for regression models is the root mean squared error (RMSE),
explained in section 2.1.4. Training a linear regression model means minimizing a
2.1 Fundamentals of machine learning 13
function expressing the error, also called a loss function or a cost function. One method
for minimizing the error function is using gradient descent. How this works is shown
in the following example.
Gradient descent example
To demonstrate how a model is trained using gradient descent, the line equation
ŷ = ax + b will be used as an example, where a and b are weights that will be updated
during training, and x is the only input variable, i.e. feature value. In this example,
the weights are initially set to a = 2 and b = 3. The input variable x = 2 is fed to the
model, with the target y = 5. The goal is to adjust a and b such that ŷ becomes as
close to 5 as possible. This example shows one iteration of weight updates. However,
normally the training process consists of many iterations, taking one small step towards
the minimum loss per iteration.
First, the model makes a prediction based on the given input variable x
ŷ = ax + b = 2 · 2 + 3 = 7 (2.2)
The model predicts 7, but we want it to predict 5. To calculate the distance between
the prediction and the target, a loss function has to be defined. In this example, the
squared error (SE) will be used, shown in eq. 2.3.
SE = (ŷ − y)2 = ((ax + b) − y)2 (2.3)
In gradient descent, for each weight, the partial derivative of the loss function with
respect to the weight is calculated to get the direction of the weight update (recall that
the gradient of a function points in the direction of steepest increase). In this case, the
weights are a and b, resulting in the partial derivatives below.
∂SE
∂a
= 2x((ax + b) − y) (2.4)
∂SE
∂b
= 2((ax + b) − y) (2.5)
Feeding the values for a, x, b and y to the equations gives
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∂SE
∂a




= 2((2 · 2 + 3) − 5) = 4 (2.7)
Now we have the tools needed to update the weights. The weights are updated by
using equation 2.8, where γ is the learning rate deciding how much the weight will be
updated.
w+ = w − γ · ∂SE
∂w
(2.8)
Using γ = 0.05, the new weights becomes
a+ = a − γ · ∂SE
∂a
= 2 − 0.05 · 8 = 2 − 0.4 = 1.6 (2.9)
b+ = b − γ · ∂SE
∂b
= 3 − 0.05 · 4 = 3 − 0.2 = 2.8 (2.10)
Now, the model can be tested again with the new weights and the same input
ŷ = ax + b = 1.6 · 2 + 2.8 = 6 (2.11)
The prediction is now closer to the target than the first prediction was, i.e. the
model has improved by being trained. By continuing updating the weights over more
iterations, the prediction will get closer and closer to the target, and the model will
get better and better until a minimum is reached, as visualized in fig. 2.4.
Hyperparameter tuning
Hyperparameters are set before the training and are usually static during training,
unlike the model’s weights. In the example above the learning rate was set to 0.05.
This hyperparameter has a big impact on the model’s performance and is therefore
important to set correctly. As shown in fig. 2.5, if the learning rate is too large, the
risk of jumping out of a local minima increases, and consequently, the complexity of
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Fig. 2.4 Gradient descent. After each iteration of gradient descent the weights are
adjusted such that the loss decreases.
optimizing the weights. On the other hand, a learning rate that is too small makes the
convergence towards the local minima slow. Hence, the learning rate impacts both the
training and the performance of a model.
To demonstrate how the learning rate impacts the training, we will increase the
learning rate in the previous example to 0.5, giving us the weights:
a+ = a − γ · ∂SE
∂a
= 2 − 0.5 · 8 = 2 − 4 = −2 (2.12)
b+ = b − γ · ∂SE
∂b
= 3 − 0.5 · 4 = 3 − 2 = 1 (2.13)
Testing the model with the new weights
ŷ = ax + b = −2 · 2 + 1 = −3 (2.14)
As shown, changing the learning rate from 0.05 to 0.5 resulted in ŷ = 6 and ŷ = −3,
respectively. By using learning rate 0.5, the weights are updated too much, resulting in
a prediction further away from the target than the initial prediction, i.e. the learning
rate is too large.
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(a) Large learning rate. If the learning rate is
too large, the risk of jumping out of a minima
increases.
(b) Small learning rate. If the learning rate is
too small, the steps against the minima are
too small, resulting in a slow convergence.
Fig. 2.5 Large vs. small learning rate
2.1.3 Reducing generalization error
When creating a machine learning model, the goal is to make it able to generalize well
to new data, i.e. minimizing the model’s generalization error. Minimizing this error is
equivalent to reducing the problem of overfitting - a phenomenon which occurs when a
model focuses too much on the details and noise in the training data, as shown in fig.
2.6c. Conversely, if the model struggles to adapt to patterns in the data, as shown in
fig. 2.6a, the model is underfitting.
(a) Underfitting - the model
struggles to adapt to the pat-
terns in the data.
(b) Just right - the model man-
ages to adapt to the train-
ing data without focusing too
much on the noise.
(c) Overfitting - the model fo-
cuses too much on the noise
in the training data.
Fig. 2.6 Underfitting vs. overfitting
Finding the balance between overfitting and underfitting is directly connected to
the so-called bias-variance trade-off. When given a training set of size k, bias measures
2.1 Fundamentals of machine learning 17
how close the model’s average prediction (over all possible training sets with size k)
is to the target. Variance measures how much the model’s prediction changes for the
different training sets (Kohavi et al., 1996). While more powerful models reduce bias,
they increase the variance and vice versa (Domingos, 2000).
As shown in fig. 2.6a, when the model is underfitting the variance is low (because
y barely changes when X changes) and the bias is high (because the average distance
from the line to the data points is high). For the model in fig. 2.6c the situation is
the opposite. The challenge is to find the optimal point in this trade-off (middle plot),
which varies from application to application.
To improve the performance of an underfitting model one can give it more data, or
create a more complex model. Conceptually, one could think that if supplying more
data to an underfitting model helps, then removing data should help an overfitting
model. This is not the case, at all, as one almost always want a larger dataset. To
improve a model that is overfitting one tries to reduce the aforementioned generalization
error, which can be done by using different techniques. One fundamental practice is -
before training a model on a dataset - to divide the dataset into three subsets; training
set, validation set, and test set.
• Training set: Often 80% of the entire dataset. Used to fit the model, meaning
that the model sees the data and learns from it during the training process.
• Validation set: Often 10% of the dataset. Used for evaluation of models during
model selection, and for fine-tuning hyperparameters based on this evaluation,
i.e. hyperparameter tuning. The model sees this data but does not directly learn
from it. The model is overfitting if the error on the validation set is larger than
the error on the training set.
• Test set: Often 10% of the dataset. Used for evaluation of the model after it
is completely trained using the training set and validation set. This data is
completely unseen for the model before this step, and the test set is only used
once to get the model’s final performance measure.
Batch size
Another important hyperparameter when training a model is batch size. If one has a
training set containing N data points, using batch size 1 means that all of these points,
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one at a time, will be sent through the model during training. This means that the
model’s weights will be updated for each data point, i.e. N weight updates.
However, by using data parallelization one can experiment with increasing the
batch size from 1 to a larger and potentially better size. This can be done through
distributing the computations over multiple either central- or graphics processing units.
Specifically, say one increases the batch size to 32, it means that 32 data points will
run through the model training procedure at once. This leads to N32 mini batches, and
as many weights updating processes. This leads to a decrease in both training time
and generalization error, because the number of operations is reduced, and one updates
the model based on the loss from a larger sample size (Smith et al., 2017).
Regularization
Techniques that aim to improve a model’s generalization ability without decreasing
training performance are called regularization techniques. Two types of regularization
are
1. L1 Regularization, or Lasso Regularization
2. L2 Regularization, or Ridge Regularization
L1 regularization adds a penalty to the error function. This penalty is the sum
of the absolute value of the error. More specifically, given the error function mean




(yi − ŷi)2 (2.15)
Adding the penalty leads to the error function in eq. 2.16, where λ is the tuning









Adding the sum of the absolute value of the weights to the error function forces the
model to penalize weights with big values. Machine learning models are more affected
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by large weights than small ones, so by penalizing large weights the risk of overfitting
is reduced.
Like L1 regularization, L2 regularization also adds a penalty to the error function.
Instead of using the sum of the absolute value of the weights as a penalty, the sum of










To choose a suitable batch size and to decide to what extent various regularization
techniques should be used, one must investigate the effect on the model’s generalization
ability. One commonly used technique for getting an estimate of how well a model
performs on new data is cross validation. In k-fold cross-validation, the training data
is folded into k subsets. The model is then trained k times, such that each time, one
of the k subsets is used for validation, and the other subsets are used for training, as
shown in fig. 2.7. The error is the average of the errors after k-epochs (Gupta, 2017).
Fig. 2.7 Cross validation - the training data is folded into k subsets, before the model
is trained k times on the different subsets, using one subsets for validation and the
others for training for each iteration.
This thesis focuses on the regularization methods most commonly used in deep
learning, and such methods will therefore be presented in section 3.1.4.
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2.1.4 Performance measures
How a model’s performance is measured depends on whether it is a regression or a
classification model.
Performance measures for classifiers
A classifier can be evaluated by for example computing the number of correctly classified
objects divided by the total number of objects, giving the accuracy - the most common
evaluation method for classifiers (Sokolova and Lapalme, 2009). However, accuracy
alone does not necessarily indicate how good the model is. For example, if one class A
in the dataset occurs much more frequently than the other classes, i.e. an unbalanced
dataset, then the model can achieve relatively high accuracy by predicting A every
time. To detect this, one could use a confusion matrix.
The confusion matrix is a tool for evaluating the performance, sensitivity and
specificity of a classifier. The main idea is to compare the predictions and the targets,
then count the number of times each class A was predicted as class B. The confusion
matrix can, for instance, show how many times a model confuses spam with no spam,
and vice versa, as shown in fig. 2.8. In this case, out of 11 spam-emails, the model
classified 9 of them correctly, and out of 52 no-spam-emails, 47 was classified correctly.
This does not only give information about how good the model performs but also in
which areas the model can improve (Géron, 2017).
Performance measures for regression models
As mentioned in 2.1.2, the most popular performance measure for regression problems
is the root mean squared error (RMSE), shown in eq. 2.18. RMSE indicates how much
error the machine learning model makes in its predictions by calculating the distance
between the prediction and the actual solution, where large errors are weighted more






(h(x(i)) − y(i))2 (2.18)
• m is the number of instances in the dataset
• X is a matrix containing all feature values of all instances in the dataset
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Fig. 2.8 Confusion matrix - spam-email example
• x(i) is a vector of all the feature labels of the ith instance in X, and y(i) is its
label
• h is the prediction function that gives the prediction by taking x(i) as input
However, weighting large errors makes RMSE sensitive to outliers. Therefore, if
there are many outliers, one may consider using an alternative performance measure
for regression, called mean absolute error (MAE), shown in eq. 2.19 with the same
notations as for RMSE (Géron, 2017).




∣∣∣h(x(i)) − y(i)∣∣∣ (2.19)
RMSE and MAE are both performance measures that measure the distance between
the prediction vector and the target vector. The goal is to make this distance as close
to zero as possible when predicting on the test set.
To demonstrate the difference between RMSE and MAE we will use the example
of housing prices, mentioned in 2.1.1. Given X⃗, comprised of information about 3
different houses, and the target vector y⃗, comprised of the corresponding house prices,
the model predicts ŷ(1) = 50000, ŷ(2) = 48000, ŷ(3) = 75000 while the actual labels are
y(1) = 55000, y(2) = 40000, y(3) = 76000. The predictions are visualized in fig. 2.9,
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where the black curve represents the actual house prices given features. The resulting
RMSE and MAE are calculated below.
Fig. 2.9 Prediction errors - housing prices example. The grey, dashed lines represent
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= 13(|50000 − 55000| +|48000 − 40000| +|75000 − 76000|)
≈ 4667
(2.21)
As we can see from comparing the computed values in eq. 2.20 and eq. 2.21, RMSE
outputs a larger value, resulting in a larger update value for the model’s weights,
causing its higher sensitivity to outliers.
2.2 Machine learning models
A well-known theorem in ML is the no free lunch-theorem, which establish that “for any
algorithm, any elevated performance over one class of problems is offset by performance
over another class” (Wolpert and Macready, 1997). For example, one cannot say that
artificial neural networks are always better than random forests, because for each
problem neural networks outperform random forests, there has to be a problem in
which random forests outperform neural networks. This is an interesting theoretical
theorem, however, in real situations, there are various reasons to prefer one model over
others.
Many factors play a role when it comes to choosing the best suitable machine
learning model, such as the size and complexity of the dataset. Therefore, different
machine learning models should be trained on the same problem, before evaluating the
performances to select the best model (Le, 2018).
The only machine learning model mentioned so far is linear regression. This section
will give an overview of some of the other common machine learning models, how they
work, and for which problems they are most suitable.
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2.2.1 Decision trees
Decision trees can perform both regression and classification tasks. How a decision tree
makes predictions is shown in fig. 2.10. Suppose that the model’s task is to predict
which class an instance belongs to; whale, lion, bird or cat. Start at the root node (the
top). This node asks if the instance weighs more than 100 kilograms. If the answer
is yes, then the algorithm moves on to the next node, which asks if the instance is a
mammal. Finally, the tree reaches a leaf node, and the prediction will be the content
of this node. So, the model traverses the tree, from top to bottom, until a leaf node is
reached, which will be the prediction (Géron, 2017). This is an example of a decision
tree performing a classification task. However, replacing the leaf nodes with numbers
can convert it into a regression task.
Fig. 2.10 Decision tree example. By starting at the top (root node), an input data
point is traversed through the tree to finally end up on the final prediction in a leaf
node.
The decision tree is built during training, which includes choosing the node’s values,
more specifically computing which features results in the optimal data partition, at each
node. There are various algorithms for computing this, such as algorithms based on the
gini index (Catalano et al., 2009) or entropy (Jaynes, 1957). During model training,
each available feature is tested to see which one results in the largest information gain.
More specifically, looking at fig. 2.10, given the three features’ weight, lives in the
sea, and mammal. Starting at the root node, the model can use either Gini index or
entropy to calculate each feature’s information gain, then split on whichever gives the
largest one, which in this case is weight.
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This process is repeated for the rest of the features in the data, continuing to either
all of the features are used, or reaching an explicitly defined limit for information
gain, defined in the hyperparameter list. More specifically, the information gained by
splitting on feature X < limit. Alternatively, there are two other hyperparameters
designed to limit the training process: setting maximum depth, or a maximum number
of leaves.
2.2.2 Random forest
A random forest model is an ensemble of decision trees, making a prediction by
aggregating the predictions from all of the trees, by predicting the class that gets the
most votes. A voting classifier like this often achieves higher accuracy than the best
tree in the ensemble. This is made possible due to the law of large numbers, which is
the principle behind the wisdom of the crowd.
This idea originates from a British scientist Francis Galton, who in 1906 tested
it in a competition designed for guessing an ox’s weight. Originally, he wanted to
show that a crowd comprised of mainly non-intellectuals would give a correspondingly
inaccurate answer. However, this prediction did not come to pass, as the crowd’s guess
was 1,197, and the actual weight was 1,198, prompting Galton to write “The result
seems more creditable to the trustworthiness of a democratic judgment than might have
been expected” (Surowiecki, 2005).
Here is a specific example from (Géron, 2017): think of a biased coin which has
51% chance of showing heads. If tossed 1000 times, the probability of obtaining a
majority of heads is close to 75%. With 10 000 tosses, the probability climbs to 97%.
Similarly, if an ensemble consists of 10 000 independent classifiers that are correct only
51% of the time, the majority vote of the ensemble is correct 97% of the time.
This principle makes random forests among the most powerful machine learning
algorithms available today (Géron, 2017).
Fig. 2.11 illustrates how a random forest makes a prediction. The ensemble consists
of six decision trees, where four of them predicts the same class, which ultimately
becomes the majority class, hence the final output.
Why random forest? Recall how decision trees are trained in section 2.2.1, calculat-
ing each available feature’s information gain at each node. Random forests, however,
incorporates randomness when training. Instead of searching for the best feature in the
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Fig. 2.11 Random forest architecture - by using an ensemble of decision trees to choose
the major vote, a random forest model often achieves higher accuracy than the best
tree in the ensemble.
whole dataset when splitting a node, it searches for the best feature among a subset
of the data, that is randomly picked at every node. This is called bagging, short for
bootstrap aggregating. In addition, each split is based on searching through a randomly
selected set of all possible features (feature bagging). This results in different trees in
the ensemble, trading a higher bias for a lower variance (Géron, 2017).
2.2.3 Support vector machines
A support vector machine (SVM) is a powerful ML model capable of performing both
linear- and non-linear classification and regression tasks.
Support vector machines for classification
The main idea behind SVM classification is to separate classes by the largest possible
margin, as shown in fig. 2.12. In other words, the goal is to fit the widest possible
street between the classes. This is called large margin classification. This street is fully
determined by the data points located at the edge of the street (the black points in
fig. 2.12), named support vectors. Note that adding more data points outside of these
support vectors will leave the decision boundary and the prediction unaffected.
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Fig. 2.12 Linear SVM classification - finding the line that separates classes by the
largest possible margin.
Support vector machines for regression
Instead of trying to fit the largest possible street between the two classes, SVM
regression tries to fit the line such that as many data points as possible are on the
street, given a maximum street width, as shown in fig. 2.13.
Fig. 2.13 Linear SVM regression - finding the line that fits as many data points as
possible on the street, given a maximum street width.
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Support vector machines training
During the training process, the model calculates the optimal line. What is optimal is
dictated by whether it is a classification- or a regression task. However, the calculations
are similar, in that they both use kernel functions. These are functions used to map
data into higher dimensional space (−→ ∞), in order to find the aforementioned optimal
line. The use of such functions is only necessary if the data’s complexity requires it,
i.e. if it comprises > 2 features.
There are many possible kernels proposed by researchers. However, the four most
basic kernels are:
• Linear: K(xi, xj) = xTi xj
• Polynomial: K(xi, xj) = (γxTi xj + r)d, γ > 0
• Radial basis function (RBF): K(xi, xj) = exp(−γ∥xi − xj∥2), γ > 0
• Sigmoid: K(xi, xj) = tanh(γxTi xj + r)
Here, γ, r and d are kernel parameters (Hsu et al., 2003).
Each of these kernel functions is relevant for certain types of situations and data,
with their own pros and cons, most notably the situation of linearly- vs. non-linearly
separable data.
We plot the data separation of the Iris dataset (FISHER, 1936) using the four
presented kernel functions, in fig. 2.14. Please note that in order to plot the data, it
was necessary to choose two of the four features in the dataset. We used the Python
library Mlxtend (Raschka, 2018) for plotting the kernels.
2.2.4 Other models
Machine learning is a field with a long history, and there are many models beyond
the ones listed above that have been constructed and studied over the years. One
model that has become almost unavoidable these days is the artificial neural network
(ANN). ANN has become the most popular ML model in the last decade due to its
state-of-the-art performance and almost complete dominance across several applications.
There are many different versions of ANNs, such as convolutional neural networks
(CNNs), and recurrent neural networks (RNNs). These models will be introduced in
the following chapter.
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Fig. 2.14 The four most common SVM kernels plotted, using iris IRIS dataset.
Chapter 3
Deep learning
Deep learning refers to computational models comprised of multiple processing layers,
used to learn data representations at multiple levels of abstraction (Lecun et al., 2015).
The most common deep learning models are artificial neural networks (ANNs), with
various implementations such as convolutional neural networks (CNNs), and recurrent
neural networks (RNNs), each tailored for specific types of problems. For instance,
the development of CNNs has led to breakthroughs in image processing, while RNNs
are relevant for sequential data such as text and speech. This chapter will introduce
fundamental aspects in deep learning, as well as an overview over the aforementioned
deep learning models. The terms ANN and model will be used interchangeably.
3.1 Artificial neural networks
An ANN is made up by neurons and their weighted connections, where the neurons are
organized in layers. As shown in fig. 3.1, the first layer, the middle layers, and the last
layer are called the input layer, the hidden layers, and the output layer, respectively.
3.1.1 Basics
The first ANN appeared in 1958, named perceptron, shown in fig. 3.2. This is the
simplest neural network architecture, and is based on a special neuron called linear
threshold unit (LTU), visualized as the step-neuron in fig. 3.2. The LTU summarizes the
connected input neurons multiplied with the corresponding weights, i.e. the weighted
sum of the inputs, refer to eq. 3.1 (Géron, 2017).
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Fig. 3.1 Deep neural network architecture, consisting of one input layer, one or more
hidden layers, and one output layer.
z = w1x1 + w2x2 + · · · + wnxn = wT · x (3.1)
Fig. 3.2 Perceptron - the first neural network.
This weighted sum is then given to a step function, also referred to as activation
function, which calculates the output. The most common step function used with
perceptrons is the (linear) Heaviside step function, refer to eq. 3.2.
Heaviside(z) =
0 if z < 01 if z ≥ 0 (3.2)
Combining several LTUs results in a larger neural network, like the one in fig. 3.1.
However, a network only consisting of units with linear activation functions cannot
handle non-linear data and is therefore incapable of learning complex patterns. Luckily,
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ANNs have improved since 1958, incorporating non-linear activation functions, giving
them the ability to handle non-linear data.
Furthermore, key components such as improved regularization and normalization
techniques have been developed. Also, more data and more compute (Moore’s Law (Mol-
lick, 2006)) has made more complex architectures possible. For example, adding many
more layers to the ANNs have increased their practical expressiveness tremendously.
3.1.2 Training
Similarly to linear regression, explained in section 2.1.2, training an ANN means
optimizing all of the network’s weights, trying to minimize an error measure. During
this process, the network is fed one batch at a time, refer to section 2.1.3, where each
batch consists of one or more training instances. Based on each batch, the network
makes its predictions, before a loss function, introduced in section 2.1.2, is used to
compute the error for that batch. At first, the weights are randomly initialized, so to
improve the network they have to be adjusted such that the error decreases. The most
common way to update the weights in ANNs is through gradient descent.
Gradient descent on ANNs
Gradient descent on ANNs is a little more complicated than for linear regression,
explained in section 2.1.2, even though the principle is the same. The difference is the
way of calculating the gradients. ANNs consist of layers of variables depending on
variables in the previous layer, again depending on variables in the previous layer, etc.,
making it more complicated to compute the gradients with respect to every weight. To
calculate the derivative of the loss function with respect to a weight in the first layer,
all the relevant derivatives with respect to the weights in the next layers are needed.
Therefore, the method used for this is backpropagation. Starting with the last layer,
the derivative of the loss function with respect to the weights is computed, which is
used to find the derivative in the previous layer, and so on. This method, a form of
automatic differentiation, is based on the chain rule, shown in eq. 3.3. If variable z
depends on variable y, which itself depends on variable x, then z depends on x as well.
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So far, only gradient descent for regression tasks using squared error as the loss
function has been described. Alternatively, when faced with a classification task,
a popular loss function is categorical cross entropy (CCE), also called softmax loss,
refer to eq. 3.4. CCE is a combination of softmax activation, refer to eq. 3.5, and
cross-entropy loss (CE), refer to eq. 3.6.


















Where ti and si are the ground truth.
(West and O’Shea, 2017)
Like mean squared error (MSE), CEE measures the distance between two vectors.
For classification tasks, these vectors are two probability distributions: the predicted
and the actual. For example, given three classes: [cat, dog, bird]. If the input is “dog”,
then the actual probability distribution is [0, 1, 0], while the predicted one can be for
example [0.2, 0.6, 0.2], representing the probabilities for each class. During training we
want the predicted probability distribution to converge towards the actual probability
distribution, which one needs a loss function for. For regression tasks the standard loss
function is MSE, but for classification tasks, one will always use cross-entropy loss.
3.1.3 Transfer learning & fine-tuning
“Transfer learning is the improvement of learning in a new task through the transfer
of knowledge from a related task that has already been learned” (Torrey and Shavlik,
2010). For example, if a model knows how to distinguish between images of cats and
dogs, then it can use that knowledge to learn how to distinguish between other objects,
such as wolfs and tigers, with increased accuracy and speed. Furthermore, it has even
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shown promise when applied to seemingly unrelated datasets, such as using knowledge
about human action recognition to improve medical image segmentation (Chen et al.,
2019). Further, in addition to increased accuracy and decreased training time, the data
size requirements are decreased, which is significant considering that the lack of useful
data is “one of the most serious problems in deep learning” (Tan et al., 2018).
As mentioned in section 3.1.2, the training process of a model is about optimizing
its weights, which are scalar values. These weights are randomly initialized, with
efforts being made to investigate a general relationship between each layer’s node
values, such as in (He et al., 2015) and (Glorot and Bengio, 2010). Relying on random
initialization is suboptimal, which is why transfer learning is useful. Specifically, a
commonly used way to do transfer learning is to load weights from a pre-trained model
into an untrained model as initial weights, often making the model’s weights more
favorable than the randomly initialized ones.
Freezing layers
Conceptually, when initializing model 1’s weights with the weights from model 2 that is
pre-trained on a specific task, model 1 is trained on the specific task before the training
process has even started. However, when using transfer learning between models and
tasks, the number of possible outputs, i.e. classes the network have, usually varies.
This means that by editing the number of classes in the dataset, the final layer(s) will
differ from model 1 to 2. These layers are randomly initialized, i.e. not optimized for
the task. This leads to shattering of the pre-loaded weights during the first couple of
training iterations, through gradient descent, explained in section 2.1.2. Thus, possibly
mitigating a majority of the benefits presented by transfer learning
One solution to this problem is freezing the pre-loaded layers, i.e. not updating
them during the first few epochs, such that the final layer(s) are the only ones trained.
Then, to specialize the entire model 1 to the new task, the frozen layers are unfrozen
after a few epochs.
3.1.4 Reducing generalization error
As for all other machine learning models, an optimal ANN has low generalization
error, meaning that it generalizes well to unseen data. In other words, the goal is
to create a model that performs well on both the training data and the test data.
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To make such a model, several techniques can be used. The best alternative for
reducing generalization error is to increase the amount of informative training data.
Unfortunately, training data is a restricted resource, forcing us to use other techniques
to reduce the generalization error (Srivastava et al., 2014). Some of them that are
particularly relevant for ANNs are introduced in this section.
Dropout
ANNs with a large number of parameters requires a large training set to prevent
overfitting. When the number of parameters is too large relative to the dataset, i.e.
the model is too complex compared to the data, one solution is dropout. Dropout
refers to dropping, or rather ignoring, nodes and their outgoing edges from a neural
network. The choice of which nodes to drop is made at random based on the Bernoulli
distribution (of Everyday Things, 2019), using a hyperparameter p to specify the
dropout ratio.
Adding dropout to a network can typically result in increased generalization ability.
When nodes are ignored for one iteration, it means that they are not trained that
iteration, thus updated fewer times during training. Therefore, the weights do not get
updated too much to fit the training data, resulting in better generalization ability.
Also, ignoring some of the nodes forces the network to learn different representations
of identical inputs, making the model generalize better.
More generally, considering that “Model combination nearly always improves the
performance of machine learning methods” (Srivastava et al., 2014), an optimal network
is more often than not a combination of multiple models. However, that requires a lot of
computation, data, and time. By implementing dropout, one approximates combining
an exponentially large set of different neural network architectures, efficiently.
In addition to increasing the generalization ability, dropout also decreases com-
putational needs per epoch due to the decreased number of parameters. However, it
increases the time it takes for the model to converge (Srivastava, 2014).
It is worth noting that dropout is only used during training - not when running
inference. This is because during inference one wants the model to have as much
information as possible. There are exceptions to this, most notably the technique
of using Monte Carlo dropout to obtain model uncertainty estimates. See (Gal and
Ghahramani, 2016) and (Murray, 2018).
3.2 Convolutional neural networks 36
(a) Standard neural network without
dropout
(b) Neural network using dropout -
ignoring a random set of the nodes
during training.
Data augmentation
As mentioned, the optimal way to increase a model’s generalization ability is to add
more training data. One way to obtain more data is to use data augmentation. For
example, in the image domain, augmented images can be flipped, zoomed and/or
rotated versions of the original images, leaving the distinct features of the image
unaffected: a horizontally flipped image of a cat will still be a cat (Shorten, 2018).
Such data augmentation also makes the model more invariant to transformations, e.g.
scaling or rotation. Depending on the task, this can be of great use.
Early stopping
During training of an ANN the training error and validation error initially decreases.
However, at some point the validation error usually starts increasing, i.e. the estimated
generalization error increases, and the model starts overfitting. Typical development
of error-values during model training is shown in fig. 3.4. The early stopping approach
is to stop model training when the validation error increases, improving the model’s
generalization ability.
3.2 Convolutional neural networks
Creating problem-specific architectures by reducing the number of connections between
the neurons is a common way to increase the generalization ability of ANNs, a widely
used approach since the 1980s when dealing with images is CNNs (Géron, 2017).
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Fig. 3.4 Example of typical ANN training error and validation error development during
training. By stopping the training when the validation error starts to increase typically
improves the model’s generalization ability.
CNNs are able to achieve superhuman performance on complex tasks in areas like
image- and video processing, beating radiologists at narrow tasks (Guan et al., 2018),
and making self-driving cars a reality (Bojarski et al., 2016). The key component in
CNNs is the convolutional layer, making CNNs more suitable for image recognition
than any other machine learning architecture. This component has many names:
convolution, kernel, and filter, which we will used interchangeably. A typical CNN
architecture is shown in fig. 3.5, comprised of some standard layers. These layers will
be explained next, except for dropout, explained in section 3.1.4.
Fig. 3.5 Typical CNN architecture, inspired by the default network provided by NN-SVG
(LeNail, 2019).
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3.2.1 Batch normalization
In section 2.1.3 we described how one can use the hyperparameter batch size to
decrease both the training time and the generalization error of a model. In (Ioffe and
Szegedy, 2015) the authors obtained state-of-the-art results in classification tasks by
implementing a normalization layer as part of their (CNN) model. Specifically, for each
mini batch, m, with size s, the values for data point n ∈ [1, ..., s] in the mini batch mn
is normalized according to the rest of the data points in the mini batch. So, if there are
data points ni and nj, where i and j ∈ n, in the mini batch, with features fni ∈ [0, 1],
and nj with features fnj ∈ [1, 256], these will be edited such that the variance and
mean of the mini batch is 1, and 0, respectively. In the example provided in fig. 3.5
the batch size is set to 8, with 8 images of size 128 × 128 sent through the network.
This is done in three steps:












(xi − µB)2 (3.8)





3. Get the output of the layer by scaling and shifting the input
yi = γxi + β (3.10)
It is important to note that β and γ in eq. 3.10 are learnable model parameters, thus
learned during the training process.
3.2.2 Rectified linear unit
As described in 3.1.1, the first ANNs were able to exclusively learn linear relationships,
because of their lack of non-linear functions. Rectified linear unit, or ReLU, is a
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non-linear function, refer to eq. 3.11, giving ANNs the ability to successfully learn
non-linear relationships in the data: “Neural networks with rectified linear unit (ReLU)
non-linearities have been highly successful for computer vision tasks” (Dahl et al., 2013).
y = max(0, x) (3.11)
More specifically, each activation, ai, in the feature map, fai , is processed using eq.
3.11. This process is visualized in fig. 3.6, showing that activations ∈ N<0 (blue) is
substituted with 0’s, while activations ∈ N>=0 (orange) are unedited.
Fig. 3.6 ReLU example - the negative feature map values are mapped to 0, while the
positive ones stay unchanged.
3.2.3 Convolutional layer
Eq. 3.12 describes how the output value at the spatial location x, visualized in fig. 3.7
as 7, is calculated using a convolutional layer. It is important to note here that the
input to the convolutional layer can be either the raw image, or feature map(s) already






fin(p(x, h, w)) · w(h, w) (3.12)
The function fout takes an x as input, and returns a feature value. The input
feature map is denoted by fin. In fig. 3.7, the orange matrix represents the pixel values,
or activations, within the K × K area with x as center. The green matrix is a K × K
convolution, containing learnable weights. A specific visualization is provided in fig.
3.7, with a 3 × 3 kernel, used for point detection in images (Salem Saleh Al-amri et al.,
2010).
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Fig. 3.7 Visualization of a 3 × 3 CNN kernel calculation. The values in the feature
map to the right is a result of the dot product between the image/feature map’s values
(left) within the kernel size, and the kernel.
The green matrix, i.e. the filter, is randomly initialized and optimized during the
training process using gradient descent and backpropagation, as described in section
3.1.2. Normally, after training a CNN the early layers will recognize low-level features
such as lines and edges, while the later layers will recognize more high-level features such
as eyes and ears. This optimization happens automatically during training, meaning
that no manual work goes into ordering specific filters at specific positions.
The dot product of the orange and the green matrix results in a scalar called
activation, which is added to the feature map. After repeating the process described
above for inputs derived from every pixel in the original image, the feature map will
ultimately represent the feature that the filter is trained to recognize.
3.2.4 Pooling
The complexity of neural networks is a double-edged sword: it allows them to learn
complex patterns, hence solving complex problems, but it also requires a lot of compu-
tational power. With common CNN architectures comprised of several million learnable
parameters, a useful technique for decreasing the complexity level is pooling, which
reduces the size of the feature maps, i.e. the resolution. There are several different
pooling techniques, but the most common are max pooling and average pooling.
The techniques are quite similar, with both having a defined pooling window of
arbitrary size, which can be overlapping. An example of a non-overlapping, 2 × 2
window, max-pooling layer is visualized in fig. 3.8. The max pooling function:
aj = max
N×N
(an×ni u(n, n)) (3.13)
computes the maximum value based on the input patch, captured by the window
function u(x, y) (Scherer et al., 2010).
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Fig. 3.8 2 × 2 max pooling example - only the largest value within the pooling window
is added to the feature map.
3.2.5 Fully connected layer & output layer
Lastly in fig. 3.5 there is a 1 × 128 fully connected layer, outputting to a 1 × 10 output
layer. While the already described layers are used for data processing, such as feature
extraction, these layers are used to recognize patterns in these processed features -
culminating in a prediction.
Fully connected layers
A fully connected layer means that each activation in the input layer, in this case, the
output of the pooling layer, is connected to each activation in the fully connected layer,
which in turn is connected to each activation on the output layer. A simplified example
is visualized in fig. 3.9, where the input layer is the pooling layer, the hidden layer is
the fully connected layer, and the output layer is just that: the output layer. Originally,
in fig. 3.5, the 16 ∗ 32 ∗ 32 = 16 384 output activations from the pooling layer maps
to 128 activations which in turn maps to 10 activations. However, for visualization
purposes, these numbers are reduced to 10, 5 and 3, respectively.
Output layer
The output layer is the final layer, where one finds the model’s predictions. When doing
classification, more specifically single-label classification, this is usually calculated using
one of two non-linear functions:
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Fig. 3.9 Simplified example of fully connected layers. In a fully connected layer, each
neuron is connected to every neuron in the previous layer.
1. Softmax, refer to eq. 3.5
2. Sigmoid
S(x) = 11 + e−x =
ex
ex + 1 (3.14)
Which to use depends on the number of unique classes the prediction can belong to, i.e.
whether one does multi-classification (Softmax) or binary-classification (Sigmoid). For
our thesis, distinguishing between many action recognition classes, Softmax is the most
relevant. This non-linear function takes in the probabilities of each unique class and
uses eq. 3.5 to edit their values, such that they add up to 1. This process is visualised
in fig. 3.10, where we have continued on fig. 3.9, and assigned values to the three
nodes in the output layer.
3.2.6 Residual function
In addition to the aforementioned CNN components, newer architectures often imple-
ment residual functions.
As mentioned in section 3.2.4, the complexity of neural networks is what grants
them the ability to learn complex patterns. One way of increasing their complexity,
thus their ability to learn more complex patterns, is to add more layers - making them
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Fig. 3.10 Softmax calculation example. All the values in a layer is mapped to a number
between 0 and 1, where all the outputs sums up to 1.
deeper. “This makes sense, since the models should be more capable (their flexibility
to adapt to any space increase because they have a bigger parameter space to explore)”
(Ruiz, 2018). However, when adding more layers the problem of vanishing gradients
arise. As detailed in (Bengio et al., 1994), vanishing gradient describes the problem
of the gradients converging towards 0 during gradient descent. When the gradient is
0, the weights will be static, never updated, thus not learning. It is this problem the
adding of residual function(s) aims to solve, by adding skip connections, thus letting
the output from earlier layers skip x layers, then adding them to the output of layer
x + 1, visualized in fig. 3.11.
The benefits of adding residual functions were empirically proven in (He et al.,
2016). He et al. reported the ability to train a network 8× deeper than other then-
standard CNN networks, placing first in the 2015 ImageNet large scale visual recognition
challenge, classification task.
3.3 Graph neural networks
Graphs are used in many domains and systems because of their great expressive power,
as important tools for visualizing and representing patterns and relationship in data.
Recently, research of neural network algorithms applied to graphs, named graph neural
networks (GNNs), has gained traction (Zhou et al., 2018). More specifically, applying
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Fig. 3.11 Resnet example, inspired by (He et al., 2016). Adding skip connections helps
to avoid the problem of vanishing gradient.
machine learning, a great learner of patterns, to a representation that reveals different
patterns and relationship within the data.
3.3.1 Graphs
Graphs are widely used across several fields of science and engineering, e.g., computer
vision, molecular chemistry, and pattern detection. An example of graphs used for
pattern detection is within cyber security, where internet traffic can be represented
as a graph. Malicious activity can be detected by finding specific activity patterns in
the graph (Choudhury et al., 2015). For computer vision, graphs can, for example,
be used to represent keypoints in images, relevant for action recognition and object
classification.
A graph G is defined as a pair (N, E), where N is the set of nodes and E is the set
of edges, as visualized in fig. 3.12 (Scarselli et al., 2009).
This structure can be applied to images where the pixels are the nodes, and the
neighboring pixels are connected through edges, as seen in fig. 3.13. Note that this is
for visualization purposes only, as mapping whole images to graphs is not typically
useful because of inefficiency, compared to using the standard image format. However,
as graphs can be used for the computer vision tasks, that we are interested in, it is
important that the reader has a clear visualization of this concept.
Nodes that are directly connected by an edge to a node n are called the neighbors
of n. Each node and edge represent some information about the data. The nodes
usually represent features of objects, while the edges usually represent the relationship
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Fig. 3.12 A graph consists of nodes connected by edges. Figure inspired by Scarselli et
al.
Fig. 3.13 Image represented as a graph. The nodes represent the pixels’ position, while
the edges represent their relationship.
between the objects. For example, in a graph representing an image, refer to fig. 3.13,
the nodes can represent coordinates of different regions in the image, while the edges
can represent the relative position between the coordinates, like distance and angle.
Graphs may be either positional or non-positional. In a positional graph, each
node has a function that calculates its position relative to all its neighbors. Such
neighbor-positions can implicitly be used for storing spatial positions, which is a key
factor in graphs representing skeletons, thus vital for this thesis, and will be introduced
in section 4.2.1.
3.3.2 Combining graphs & artificial neural networks
It is the aforementioned node-edge relationship that GNNs take advantage of (Gori
et al., 2005). Each node n in a GNN has a state xn, which is dependent on the
information about n’s neighbors. When w is a set of parameters and fw is a parametric
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function that reflects the dependence of a node on its neighborhood, the state xn can
be defined as
xn = fw(ln, xne[n], lne[n]), n ∈ N (3.15)
where ln, xne[n] and lne[n] are the label of n, the states of the nodes in the
neighborhood of n, and the labels of the nodes in the neighborhood of n, respectively.
Fig. 3.14 Graph neural network architecture - state x1 depends on the neighborhood
information, inspired by Gori et al.
Each node n also has an output vector on, which is defined by a parametric function
gw. Eq. 3.16 takes the state xn and the label ln as input, such that on only depends
on the state, and the label of the node.
on = gw(xn, ln), n ∈ N (3.16)
Eqs. 3.15 and 3.16 together realize a parametric function ϕw(G, n) = on meant
for operating on graphs, such that we have a method to produce an output on for
each node. We can now set up a machine learning problem, consisting of adjusting
the parameters w to minimize the error between ϕw and the data in the learning set
L = {(Gi, ni, ti)|1 ≤ i ≤ p}. Each triple (Gi, ni, ti) denotes a graph Gi, one of its
nodes ni, and the output target t2i . The solution to the learning problem can then
be approximated using gradient descent to for example minimize the quadratic error
function shown in 3.17 (Gori et al., 2005).




(ti − ϕw(Gi, ni))2 (3.17)
3.3.3 Graph convolutional neural networks
As described in section 3.2, standard CNNs have a fixed grid that traverses an image
with a particular step size to extract features from the image. Since the pixels in images
are in spatial order, the grids are moved from left to right, top to bottom (Niepert
et al., 2016b). Furthermore, the spatial order in the grids enables a natural mapping
to vector space representation, as shown in fig. 3.15.
Fig. 3.15 Mapping from grid to vector in a GNN. Figure inspired by Niepert et al.
Because nodes in a graph generally have no fixed order, such as pixels in an image,
there are two things that have to be determined before we can construct analogous
convolutions on graphs:
1. A sequence of nodes from which neighborhoods can be created
2. A mapping from the graph domain to a vector representation
In (Niepert et al., 2016b), these two problems are addressed for arbitrary graphs.
For each input graph, its nodes and their order, for which neighborhood graphs are
created, are first determined. For each node, x, from which a neighborhood graph is to
be created, the neighborhood N , consisting of k nodes, is extracted and normalized,
comprise a k × 1 vector V with labels lk for node k ∈ N . Normalized, in this instance,
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means that the neighborhood nodes are mapped into a space with a fixed linear order.
This normalized neighborhood then works as a grid with a natural spatial order, and
can be combined with convolutional- and fully connected layers as in standard CNNs,
refer to section 3.2. This method makes it possible to assign nodes from different graphs
to the same relative position in their vector representations, if the graph structures are
similar. Fig. 3.16 visualizes this process.
Fig. 3.16 Visualization of a graph convolution. The graph is first mapped into a space
with a fixed linear order, before a filter slides over the values as in standard CNNs.
Chapter 4
Human action recognition &
spatial temporal graph
convolutional networks
The spatial temporal graph convolutional network (ST-GCN) was presented in a paper
written by Sijie Yan, Yuanjun Xiong and Dahua Lin, published in January of 2018
(Yan et al., 2018). As mentioned in the introduction, the ST-GCN serves as a starting
point for our thesis.
Yan et al.’s paper describes a project designing and training a graph convolutional
network (GCN) to recognize actions from video data. In short, it proves that this
general approach to action recognition “outperforms former state-of-the-art models”
(Yan et al., 2018). This is achieved by combining information about both the spatial
configuration and temporal dynamics of 18 keypoints in the human body. These
keypoints are mostly joints that are crucial for determining human movement, such as
the shoulders and hips.
This chapter will give an overview of some approaches to human action recognition
before introducing the main components in ST-GCN.
4.1 Human action recognition
Human action recognition is a popular and important research area, as it is vital for
understanding actions in videos. Classifying actions from videos can be challenging, and
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can be done in several ways, such as appearance, depth, optical flow, feature encoding,
deep LSTM, temporal convolutional networks, and human skeletons. Among these
approaches, the human skeletons solution usually convey the most useful information
for action recognition. This is due to skeletons of human bodies are more robust to
noise in the data, such as illumination change and scene variation. Before jumping into
the details about dynamic human skeletons, alternative methods for action recognition
will be presented.
Appearance
Appearance-, or RGB methods, for action recognition mainly look at the appearance
features in the video. For instance, if a tennis racket is seen in the video, this affects
the classifier’s final prediction. Appearance does not require foreground segmentation
or tracking of body parts, resulting in more robustness to camera movement and low
resolution (Wu et al., 2011).
A paper written by Xinxiao Wu et al. (Wu et al., 2011) describes a method for
action recognition in videos using appearance, where interest points first are defined,
and then the appearance around those interest points is considered. Such interest
points are coordinates in the video where the variation of spatial-temporal intensity is
high, in other words, coordinates referring to areas with lots of movement. Appearance
can also be used to classify actions in static images, as presented in (Maji et al., 2011).
Depth
Exploiting depth points to classify actions can be done in several ways (Wang et al.,
2012), (Vieira et al., 2012), (Chen et al., 2016), and have shown promising results.
A paper written by W. Li et al. (Li et al., 2010) presents such a method for action
recognition on sequences of depth maps.
A depth map is an image containing information about the 3D-positions of the
objects in the scene. For instance, a depth map of a person will visualize the person
in a different color than the background, because the distances from the camera are
different. The idea in Li’s paper is to extract a bag of 3D points from the depth maps,
and use a Gaussian mixture model (GMM) to capture the statistical distribution of
the points to classify the person’s posture. This posture is then fed to an action graph,
which classifies the action.
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In this case, each node in the action graph represents a posture, where all the
postures are shared by the graph’s action classes. Every action is encoded in one or
multiple paths in the graph. To construct the graph, training samples of depth maps
are used to learn how to encode the graph and recognize all actions. One major benefit
of this method is that it does not require joint tracking.
Optical flow
Optical flow is the distribution of velocity vectors that represents the movement of
brightness patterns in an image. In a video, optical flow can arise from relative motion
of objects between two video frames. This can convey important information about
object movement in videos, making it suitable for action recognition (Horn and Schunck,
1981).
In a paper written by Karen Simonyan et al. (Simonyan and Zisserman, 2014),
experiments showed that optical flow combined with CNNs achieved good performance
for action recognition on videos. The input to the CNN was constructed by stacking
optical flow fields generated from the videos, describing the motion between the video
frames. The CNN then extracts the features from the input, before the action is
classified using the softmax function described in section 3.5.
Feature encoding
Researchers has developed a video representation that captures the video-wide temporal
evolution (VTE) of videos, used for action recognition. This method starts with
considering a video X = [x1, x2, ..., xn], consisting of n frames, where the frame at t is
represented by vector xt. The frames x1, ..., xn are extracted from each video, before
a feature vector vt is generated, representing the action occurring in frames x1 to xt.
This vector is the result of a function V (t), which can be based on methods such
as independent frame representation, focusing solely on each independent frame, and
moving average, extracting average behavior within a fixed temporal window.
Afterwards, a video representation u is learned for each video by using ranking
machines, i.e. the usage of machine learning algorithms to rank models that are
meant to retrieve information (Mohri et al., 2012). Lastly, these video specific u
representations are used as a representation for action classification, which finally can
be classified using for example a SVM classifier, described in 2.2.3 (Fernando et al.,
2015).
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Long short-term memory networks
A human body pose can be represented by an ensemble of 3D coordinates of body
joints. Thus, human movements can be represented by time series of such coordinates.
Furthermore, as mentioned in section 2.2.4, RNNs have proven to be among the best
ML models for learning sequential data (Yin et al., 2017).
The main component in RNNs today is a long short-term memory (LSTM) unit,
first presented in (Hochreiter and Schmidhuber, 1997), expanding RNNs’ abilities to
solve complex tasks. (Shahroudy et al., 2016a) uses such a (deep) LSTM-based RNN
model to identify the correlation between human joints over time by feeding the model
with time series of body joints coordinates, classifying the time series into an action.
Temporal convolutional neural networks
Another approach for 3D human action recognition is temporal convolutional neural
networks (TCN), described in (Kim and Reiter, 2017). The input to a standard TCN is
a matrix representing features in a video. For each frame in a video, a D-dimensional
feature vector is extracted, for example using a CNN, such that for a video of T
frames, the input X is a concatenation of all the feature vectors from the frames:
X ∈ RT ×D. By sending this feature matrix through a network consisting of residual
blocks, explained in section 3.2.6, a final prediction can be made using an activation
function, relevant for the specific task. Their approach achieved state-of-the-art results
on the largest 3D human action recognition dataset, NTU-RGB+D.
Dynamic human skeletons
Over the past years, several methods for extracting human skeletons from 2D videos
have been presented. The methods have largely focused on detecting body parts on
individuals (Felzenszwalb and Huttenlocher, 2005). In 2018, OpenPose presented a
new approach to efficiently detect the 2D pose of people in an image. The architecture
secures high accuracy on constructing the skeletons and provides the ability to achieve
real-time performance, independent of the number of people in the image (Cao et al.,
2018).
OpenPose is based on the deep learning software Caffe developed by Berkeley AI
Research (Jia et al., 2014). Caffe was an effort from then Ph.D. student Yangqing Jia,
now a research scientist at Google, to create an open source framework simplifying
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efforts to recreate state-of-the-art deep learning results such as Alex Krizhevsky’s
AlexNet from 2012 (Krizhevsky et al., 2012). Jia was motivated by the lack of such
frameworks in the deep learning domain at that time (Alliance, 2016).
The method used in OpenPose starts with taking a collection of images as the input,
before feeding them to a CNN which gives confidence maps for body part detection,
and part affinity fields for parts association. Part affinity fields are 2D vector fields
between two parts, that indicates in which degree the parts are associated. Finally,
after the confidence maps and affinity fields are parsed for all images in the collection,
both the 2D coordinates (X, Y ) in the image’s pixel grid, and the confidence score C,
for each of the detected body parts for all people in the image, are returned as the
output.
OpenPose offers various models, trained on various datasets, able to extract different
amounts of keypoints from single images. One option is a model trained on the “COCO
keypoints dataset” (Cao et al., 2018), extracting 18 keypoints, i.e. (X, Y ) coordinates
for 18 body keypoints. It is this model, visualized in fig. 4.1, Yan et al. used for action
recognition on the Kinetics dataset. How Yan et al. use these keypoints to classify
actions will be explained in the next section.
Fig. 4.1 Visualization of the keypoints extracted by OpenPose’s COCO model, inspired
by Cao et al.
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4.2 ST-GCN: The spatial temporal graph convolu-
tional network
Yan et al.’s uses the 18 keypoints, extracted using OpenPose, and exploits the fact
that human joints move in small, local groups within the skeleton, known as body
parts. Adding this restriction to action classifier models causes a large improvement
because the joints are then constrained to move within the local area and not the whole
skeleton. For example, it is generally problematic for a human to move their elbow
more than one meter away from their shoulder.
This section will give an overview of the main components in ST-GCN, including
details about the network, such as its construction and architecture.
4.2.1 3D skeleton graph construction
The skeleton graph is constructed as an undirected spatial temporal graph: G = (V, E),
on a skeleton sequence with N keypoints and T frames. The graph contains the node
set V = {vti|t = 1, ..., T, i = 1, ..., N}, which includes every joint in a skeleton sequence.
Furthermore, each node have a feature vector consisting of both coordinate vectors,
and estimation confidence of the i-th joint on frame t.
The graph is constructed on the skeleton sequences in two steps:
1. Connecting each node within one frame to each other, directly or indirectly,
following the structure of the human body, resulting in a spatial connection
2. Connect each joint within one frame to the same joint in the following frame,
resulting in a temporal connection
The outcome is a 3D graph representing a skeleton’s movement over consecutive
frames, as illustrated in fig. 4.2, with the blue edges representing the spatial dimension,
and the orange edges representing the temporal one.
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Fig. 4.2 3D graph representing a skeleton’s movement over time, inspired by Yan et al.
The blue edges represent the spatial connection between nodes within a skeleton, while
the orange edges represent the temporal connections between the skeletons.
4.2.2 The spatial graph convolutional neural network






fin(p(x, h, w)) · w(h, w) (4.1)
where p is the sampling function enumerating the neighbors of x, and w is the
weight function providing the kernel. To use the same principle on graphs, the sampling
function and the weight function need modifications.
Sampling function on graphs
A sampling function is a function that enumerates through a set of items, which for
images are pixels. As stated in section 3.3.1, graphs consists of nodes and edges instead
of grids of pixels, which leads to the definition of a new sampling function, adapted to
graphs. This sampling function can be defined as
B(vti) = {vti|d(vtj, vti) ≤ D} (4.2)
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where B(vti) is the neighbor set of node vti, and d(vtj, vti) is the minimum length
from vtj to vti. Thus, the sampling function can be written as
p(vti, vtj) = vtj (4.3)
In Yan et al.’s paper, D is set to 1, meaning that the neighbor set B(vti) only
consists of the nodes that have 1 edge between them and the node vti, visualized as
the blue nodes with the orange node as root in fig. 4.3.
Fig. 4.3 Visualizing an example of labeled nodes when number of neighbors is set to 1.
The root node (orange) is connected to its neighbors (blue) when D = 1.
Using this method may result in neighbor sets with a different number of nodes,
unlike convolutions on images where the sampling function has a constant number of
pixels in the grid. This introduces some challenges when the weight function is defined.
Weight function on graphs
Defining a weight function for 3D-graphs is more tricky than on images because a
neighbor set has no natural arrangement like pixels in grids. One solution to this
problem, introduced in (Niepert et al., 2016a), is to label all the nodes in the neighbor
set around the root node, which Yan et al. used. However, instead of assigning a
unique label to every node in the neighbor set, they partitioned the neighbor set B(vti)
of a node vti into a fixed number of K subsets, such that each node can be mapped to
its subset label. The weight function can then be implemented as in eq. 4.4, where
lti(vtj) is the mapping function that maps a node in the neighborhood to its subset
label.
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w(vti, vtj) = w′(lti(vtj)) (4.4)
Spatial graph convolution
Eq. 4.5 says that for each node vtj in the neighborhood B(vti), calculate the dot
product between the result from the sampling function and the result from the weight
function, and normalize the output with Zti(vtj), where Zti(vtj) equals the number
of nodes in the corresponding subset, added to balance the impact of different sized






fin(p(vti, vtj)) · w(vti, vtj) (4.5)
To modify the equation such that it works on graphs, the sampling function p and
the weight function w have to be replaced with p shown in eq. 4.3 and w shown in eq.






fin(vtj) · w(lti(vtj)) (4.6)
4.2.3 Subset partitioning
When designing a partitioning strategy, one has to design the mapping function l,
making sure that it is possible to implement. There are several ways to split the
neighbor set of a node into partitions. Some of them will be introduced in this
subsection.
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Fig. 4.4 Visualization of different skeleton partition strategies, inspired by Yan et al.
Body joints are drawn with blue dots. Neighborhood for node n, with size = 1 is
drawn with red, dashed circles. 1) Example of a skeleton and some neighborhoods,
with the orange nodes as root nodes and the green nodes as neighbors 2) Uni-labeling
3) Distance partitioning 4) Spatial configuration partitioning.
Uni-labeling
All nodes within the same subset has the same label, refer to 2) in fig. 4.4.
Distance partitioning
Every subset has a root node with distance 0, while all the other neighbors in the
subset have distance 1, refer to 3) in fig. 4.4.
Spatial configuration partitioning
In spatial configuration partitioning, refer to 4) in fig. 4.4, the nodes are labeled with
respect to their distances from the skeleton gravity center, shown as a black circle,
which is the average coordinate of all keypoints in the skeleton at a frame. This
partitioning strategy divides the neighbor set into three subsets:
1. The root node, colored orange
2. The centripetal group, consisting of the nodes that are closer to the gravity center
than the root node, colored green
3. The centrifugal group, consisting of the nodes that have a longer distance to the
gravity center than the root node, colored pink
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This strategy is inspired by the fact that motions of body parts can be broadly
categorized as concentric and eccentric motions, or in other words, body parts moving
towards (concentric) or away (eccentric) from the skeleton gravity center. Experiments
performed by Yan et al. showed that this strategy achieves the best performance, and
it is the partition strategy used in the ST-GCN network (Yan et al., 2018).
4.2.4 Network architecture & training
Fig. 4.5 ST-GCN architecture as interpreted from Yan et al. The network consists of
batch normalization layers, ST-GCN layers, pooling layers, fully connected layers, and
finally the Softmax function. Each ST-GCN layer uses a residual function. Also, the
TCN block consists of a batch normalization 2D layer, ReLu, convolutional 2D layer,
another batch normalization 2D layer, and uses dropout.
The majority of the layers making up ST-GCN has been explained in section 3.2.
The first layer in ST-GCN is a batch normalization layer, followed by 9 layers of
spatial temporal graph convolution operators, called ST-GCN layers. Among these nine
ST-GCN layers, the initial three have 64 channels as output, the three next layers have
128 channels as output, and the final three layers have 256 channels as output. All
these layers have kernel size 9.
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To avoid overfitting, dropout with 0.5 probability is sometimes used after each
ST-GCN layer. The 4th and the 7th layers have strides set to stride 2, to work as
pooling layers. The resulting tensor is sent through a global pooling layer, outputting a
256 dimension feature vector for each sequence. These tensors are finally fed to a fully
connected layer, connected to a softmax classifier, outputting a 1 × C vector consisting
of the probabilities for each class, where C is equal to the number of unique classes in
the dataset.
The paper describes using two large datasets for network training:
1. Kinetics - assembled by DeepMind, consisting of approximately 300 000 raw
video clips taken from YouTube. It covers 400 different human action classes
with 400-1150 video clips for each action class. Each clip lasts around 10 seconds
and is labeled with a single class (Kay et al., 2017).
2. NTU RGB+D - assembled by the ROSE Lab at the Nanyang Technological
University, Singapore. The dataset covers 60 labeled action classes and consists of
56 880 action samples. In addition to the RGB video, each sample also contains
depth map sequences, 3D skeletal data, and infrared videos (Shahroudy et al.,
2016b).
The network uses mini-batch gradient descent, which is a variant of gradient descent
explained in 2.1.2. Here, the model’s weights are updated after calculating the gradient
for each batch, unlike for all the data points in the training set at once. Cross-entropy
loss, described in section 3.1.2, is used as the loss function during training. This can
be seen in their code:
1 import torch.nn as nn
2 self.loss = nn.CrossEntropyLoss()
Furthermore, it has a base learning rate 0.01, which is decayed by 0.1 after every 10th
epoch, starting from epoch 20. The change in learning rate is defined as steps:
1 lr = self.arg.base_lr *
2 (0.1**np.sum(
3 self.meta_info[’epoch’]>= np.array(self.arg.step)))
To reduce the risk of overfitting, two different augmentation techniques are used to
replace dropout layers when training on the Kinetics dataset. The first technique,
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named random moving, simulates the camera movement, resulting in the skeleton
getting different joint coordinates than the original video. The second augmentation
technique takes random fragments from the original skeleton sequence and uses these
to train the model, similar to dropout 3.1.4.
4.2.5 Experiments & results from the ST-GCN paper
The results of Yan et al.’s ST-GCN model was compared with other state-of-the-art
methods and other input modalities, using the deep learning framework PyTorch
(Paszke et al., 2017) and 8 TITANX GPUs (Yan et al., 2018). On the Kinetics dataset,
ST-GCN was compared with three different approaches for skeleton based action
recognition:
• Feature encoding approach on hand-crafted features (Fernando et al., 2015).
• Deep LSTM (Shahroudy et al., 2016c).
• Temporal ConvNet (Soo Kim and Reiter, 2017).
The comparison was based on recognition performance, namely accuracy for both
top-1 and top-5 predictions. Results provided by Yan et al., shown in table 4.1, show
that ST-GCN outperforms the previous skeleton-based models. However, frame-based
methods such as RGB and optical flow, see sections 4.1 and 4.1 respectively, still
outperform ST-GCN on this dataset.
Top-1 (%) Top-5 (%)
RGB 57.0 77.3
Optical Flow 49.5 71.9
Feature Encoding 14.9 25.8
Deep LSTM 16.4 35.3
Temporal ConvNet 20.3 40.0
ST-GCN 30.7 52.8
Table 4.1 Performance for human action recognition models on the Kinetics dataset.
Frame-based models are listed in the top row, while skeleton based models are listed
in the following rows
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4.2.6 Conclusion
On the Kinetics dataset, it turns out that video frame-based models like RGB frames
and optical flow are superior to ST-GCN. The argument for this is that a large amount
of action classes in this dataset requires recognizing the objects and scenes that the
people in the video are interacting with 6.1, i.e. person-object actions. To verify this, a
subset of 30 classes related to body motions, independent of the surroundings, named
as “Kinetics-Motion”, was tested against the frame-based models. The results, shown
in table 4.2, verifies that the difference in performance decreases.
Method RGB CNN Flow CNN ST-GCN
Accuracy (%) 70.4 72.8 72.4
Table 4.2 Top 3 human action recognition approaches tested on the “Kinetics motion”
subset of the Kinetics dataset
The conclusion is that ST-GCN can recognize actions from dynamic skeleton
sequences which is complementary to RGB modality. Further, ST-GCN is also very
flexible, which opens up many possibilities for future work. As the authors point out,
one natural question to answer then becomes how to include contextual information,
such as scenes, objects, and interactions.
Chapter 5
Robotics and computer vision
Robotics and computer vision are technologies under constant development and rapid
change, as they are key components in advanced systems that continually make existing
products obsolete.
Robotics is defined as the study of robots (May, 2017). Modern robots comprise
several components touching a number of different fields, such as mechanics, electronics,
thermodynamics and power conversion technology, computer and information tech-
nology, and materials science (Angelo, 2007). Combining all these fields into a robot
requires experts from the different domains to cooperate, making robotics a complex
field, especially considering today’s advanced robots (Asano et al., 2019) (Asano et al.,
2017) (Stories, 2019).
Computer vision is “the transformation of data from a still or video camera into
either a new representation or a decision” (Bradski and Kaehler, 2008). In this case, a
new representation might mean converting a video of a person into a skeleton sequence,
while a decision might be concluding whether or not there is a person in the video.
This way, computer vision gives robots the ability to see and feel the environment
surrounding them by using cameras, sensors, and computer vision algorithms.
The number of robots taking advantage of computer vision has increased significantly
over the last years, with this combination being used in many booming fields, such as
the automobile industry, space robots, and surgical robots (Pugh, 2013). To be able to
create relevant robots efficiently, one needs tools that simplify the development process.
One tool for such tasks is the Robot Operating System (ROS), which is compatible with
a large number of today’s modern robots. This chapter will focus on some relevant
examples and the main concepts of ROS.
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5.1 Modern robot applications
This section will give an overview of the present status in the field of robotics, presenting
some state-of-the-art robot applications within different domains.
Self-driving cars
The car domain is currently converging towards robotics, in the sense that cars are
becoming more and more autonomous, equipped with cameras and sensors capturing
data about the environment. An important component in autonomous cars is computer
vision. Image streams from the cameras are sent through computer vision algorithms
in real-time to give the car the ability to act based on what it sees.
Today, all Tesla cars have an autopilot function which can steer your vehicle through
highway interchanges and exits based on the destination (Tesla, 2019). This still requires
the driver to focus on the road and take action when it is needed. However, Tesla
claims that the hardware available in their cars is sufficient to drive fully autonomously,
such that the cars can become self-driving through software updates in the future.
Fully self-driving cars can pick the user up and drive to their destination while they
are taking a nap. Tesla’s CEO, Elon Musk, claims that fully self-driving cars will be
on the market in 2020 (wire.com, 2019), making them relevant to launch a driverless
taxi service (Wiggers, 2019).
Waymo is an American company also aiming for creating fully self-driving cars
(Waymo, 2019). Since their beginning in 2009, starting as the “Google self-driving car
project”, they have worked with developing self-driving cars. In 2019 they officially
released a commercial autonomous taxi service in the USA, where you can order an
autonomous taxi using their app. However, the service is in its early phases, and the
wait list to ride with a Waymo car is relatively long (theverge.com, 2019).
It is important to note that a significant amount of highly knowledgeable experts,
such as John Krafcik (CEO of Waymo), Rodney Brooks (founder of Rethink robotics),
and many more, claim that fully autonomous cars, able to drive on regular streets
and in all conditions, are a long way off (TIBKEN, 2018) (Brooks, 2018). With that
said, the major advances made in the field over the recent years are still extremely
impressive, and will likely at least lead to useful new technology in cars, and some
form of restricted autonomy for cars and other vehicles.
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Computer vision in space
Computer vision is not only applicable here on Earth - it is also highly relevant for space
exploration, shown by its use on the Mars Rover project. Furthermore, “Increasing
the level of spacecraft autonomy is essential for broadening the reach of solar system
exploration. Computer vision has, and will continue to, play an important role in
increasing autonomy of both spacecraft and Earth-based robotic vehicles” (Matthies et al.,
2007). This is motivated by the problems of communication latency and bandwidth
limitations, which Matthies et al. describe as severely constraining humans’ ability to
remotely control robot functions.
Surgical robots using computer vision
Robotics has become an important and established part of clinical surgery (Rosen et al.,
2010). The motivation behind using surgical robots is to increase the effectiveness of
surgical procedures. In fact, the US has identified three top application areas in their
health care system that will benefit the most, economically, by new technology, by
2026:
1. Robot Assisted Surgery ($40B).
2. Virtual Nursing Assistant ($20B).
3. Administrative Workflow Assistance ($18B).
(Matt Collier, 2017)
A surgical robot often needs sensors that enable it to adapt to its rapidly changing
environment. Such sensors might be force sensors and computer vision systems, giving
the robot a natural transition into the human senses of touch and sight, critical abilities
for making robots relevant as a surgical assistant.
Computer vision on such robots can be used on images from different sensors, like
ultrasound, spectroscopy, and optical coherence tomography (OCT). Robots capable
of seeing subsurface structures provides major benefits when it comes to, for instance,
resecting a brain tumor. “This type of sensing can alert the surgeon before he or she
accidentally cuts a major vessel that is obscured by the tumor” (Kazanzides et al.,
2008).
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5.2 ROS: the Robot Operating System
ROS is a state-of-the-art, open source framework for writing robot software, consisting
of tools, libraries, and conventions that facilitate the programming of robot behavior
(ROS.org, 2019a). It is designed to address the challenge of having a heterogeneous
ecosystem, i.e. systems consisting of different robots, operating in distinct programming
languages. The framework builds on a message system that sends messages between
nodes via topics, using the publish/subscribe pattern (Eugster et al., 2003), often
abbreviated to pub/sub. This section will introduce ROS and discuss some of its main
components.
5.2.1 Nodes & topics
Normally, a robot consists of many nodes, described as “a process that performs
computation” (ROS.org, 2019b). For example, one node can control the wheels’ motors,
another node can control the navigation, while a third node controls the laser sensor(s).
The communication between these nodes is facilitated by the use of topics, giving the
nodes the ability to exchange messages asynchronously, visualized in fig. 5.1.
Fig. 5.1 Publish-subscribe mechanism for message exchange in ROS. Nodes can com-
municate with each other by publishing and subscribing to the same topic.
Topics are named message buses that nodes can publish or subscribe to (ROS.org,
2019c). When two nodes communicate, they don’t know which node they are com-
municating with. Instead, nodes that need data subscribe to a topic that provides
relevant data. Concurrently, nodes that generate data can publish to a relevant topic,
making it visible for other nodes in the ecosystem.
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5.2.2 Message types
The data type of a topic is determined by the publishing node. If a node publishes mes-
sages of type string to a topic, then a subscribing node can only receive string messages.
ROS provides a large number of different message types divided into categories. One cat-
egory is sensor_msgs, containing message types such as sensor_msgs/LaserScan,
where one message represents a single scan from a planar laser range-finder, and
sensor_msgs/Image, where one message represents one image.
By sending sensor_msgs/Image messages over a topic, a robot and a computer
can exchange images or videos between each other by publishing and subscribing to
the same topic.
However, ROS is used in our project because of their simple pub/sub message
exchanging pattern, but also because it offers a wide range of packages and great
simulation tools.
Packages are software that provides some specific functionality. For example, if you
want to create a map with a robot by driving it around, ROS has a package for that,
and if you want to control your robot with a joystick, ROS has a package for that also.
Furthermore, ROS has great simulation tools to test the robot’s behavior, such as Rviz
(Kam et al., 2015) and Gazebo (Koenig and Howard, 2004). Gazebo provides the user
with the ability to add physical constraints to the virtual environment, making the
simulations more realistic, while Rviz is used to visualize how the robot is interpreting
its sensor data.
5.3 ROS alternatives
The robotics community offers alternatives to ROS for creating robot software, such
as Yet another robot platform (YARP), Rock and Open robotics control software
(OROCOS). Similar to ROS, these alternatives are open source software for creating
robot applications. They all have a high focus on simplifying message sending between
different components within a robotic system.
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5.3.1 YARP: Yet another robot platform
YARP is a library and toolkit for communication between devices used on everything
from humanoid robots to small embedded devices (YARP, 2019). Its way of creating
robot control systems is building them as a collection of programs, which can com-
municate via common connection types such as TCP, UDP, XML, etc. The creators’
main goal for YARP is to increase the lifetime of robot software projects.
5.3.2 Rock
Rock is a software framework created by “DFKI robotics innovation center” in the
German research center for artificial intelligence, used to develop robotic systems (Rock,
2019). It provides a collection of ready-to-use packages and was created to specifically
address issues such as
• Sustainability - by focusing on error detection, reporting, and handling
• Scalability - by giving the tools the ability to manage big systems
• Reusability - by making most of the functionality totally independent from
Rock’s integration framework, such that the algorithms can be used in different
frameworks
Actually, Rock can cooperate with ROS by exchanging data between Rock ports
and ROS topics.
5.3.3 OROCOS: Open robotics control software
OROCOS is a free software project for robot development (OROCOS, 2019). The
project combines both component-based and object-oriented reusability strategies. It
provides a component-based infrastructure and a library of ready-to-use components,
making it possible to manage interactions within an application at a high level. Similar
to ROS, OROCOS also uses an (anonymous) pub/sub message system through data-flow
ports, which are comparable to topics in ROS (Khemaissia, 2013).
Part II
Experiments
The following part lays out the experiments done to answer our hypothesis
By combining state-of-the-art techniques from computer vision and
robotics it is possible to construct robots capable of accurate, real-time
human action recognition, making it feasible to deploy such systems as
robotic physical therapists.
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A challenge when creating a system based on computer vision and robotics is the
rapid, ongoing change in the technology.“The pace of technological development poses
the end user with the perpetual headache of trying to decide what is worth using and
how to use it” (Eason, 2014). In each field, techniques and solutions quickly become
obsolete, and that’s particularly true for techniques in the two fields’ intersection. This
has led to a general lack of up-to-date and useful documentation, with a plethora of
choices among often difficult to compare techniques and approaches.
Chapter 6
Retraining ST-GCN to increase its
relevance for rehabilitation
This chapter lays out the steps necessary to develop a system combining ST-GCN and
ROS, such that it can function as a supplement in the rehabilitation process. Given the
complex structure ST-GCN is built on, modifications such as extracting relevant action
classes from the Kinetics dataset or adding new classes are challenging. However, we
have identified some solutions and will try to explain our process in an understandable
way.
6.1 The Kinetics human action video dataset
As explained in section 4.2.4, our action recognition DL model is trained on the Kinetics
human action video dataset, referred to as Kinetics from now on. The 400 actions
in Kinetics include: singular person actions, e.g. clapping, laughing, shaking head;
person-person actions, e.g. hugging, shaking hands; and, person-object actions, e.g.
playing tennis, baking cookies, drinking beer (Kay et al., 2017).
6.1.1 How the dataset was built
Initially, DeepMind identified relevant action classes from previously created action
datasets. Next, the data for each of the defined action classes were generated by
matching titles of YouTube videos with the action names. These went through two
quality checks. First, they used image classifiers outputting the videos with a position
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in the form of a time interval in every video where one of the actions potentially
occurred. Further quality check was crowdsourced using Amazon’s “Mechanical turk”
(Buhrmester et al., 2011), by creating a simple web app and exposing it to willing
labelers.
6.1.2 Data distribution
A human might understand which action is taking place in a video filmed from a
first-person perspective. For example, if a person is doing paragliding, then another
person can recognize the action by seeing what the person performing the action sees.
However, this is not possible for a model that requires skeleton data as input to classify
actions. For such a model to be successful at human action recognition, the data needs
to contain explicit informative signals, i.e. easily visible humans performing actions.
After looking through some of the videos in the Kinetics dataset one discovers that
some videos are recorded from a first-person perspective, providing no or very little
skeleton-data to our deep learning model. To investigate this further one can take a
look at the amount of skeleton-data the pose estimator is able to extract from each
video in Kinetics.
Fig. 6.1 Distribution of the number of non-empty frames in the videos in the original
dataset. The left side of the plot shows that there is a significant amount of data with
a notable amount of empty frames.
Fig. 6.1 shows the distribution of the number of skeleton-frames in the videos in
Kinetics. There is a significant amount of data with a lot of empty frames. Yan et al.
implemented a way to filter out the (completely) empty videos by adding the metadata
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information “has_skeleton”, which we will come back to in section 6.2.2. However, one
can argue that a human requires in the excess of 1 second of visual input to categorize
a human action. This is naturally dependent on the complexity of the movement. Now,
using videos with a frame rate of 30 fps, this means approximately 30 frames, which
means that a case can be made that a significant amount of the videos contains too
little skeleton data, even for a human-level skeleton-based recognition system.
6.2 From videos to machine learning training
The ST-GCN project used the pose estimation software OpenPose to extract skeletons
from the videos in Kinetics. The returned JSON files for each video frame are then
combined into a single file, called a skeleton file, together with meta data information
about the video. Furthermore, they construct a corresponding summary file, and a label
file. This process is illustrated in fig. 6.2. Lastly, the skeleton files and the summary
file is used to generate four new files, referred to as training- and validation data.
Fig. 6.2 From video to skeleton files. Each video is mapped to a skeleton file which is
related to the summary file and the label file.
6.2.1 Label file
The label file is a TXT file containing the name of each class in the dataset. Each class
name, or label, is separated by a new line, such that one can use their line number to
identify them, i.e. each label has a unique index number. More formally, each class
c has a corresponding index number i, such that the label file l can be defined as
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l = [ci, ..., cn], where n is equal to the number of classes. Here is a print-out of the first







The summary file is a JSON file containing metadata for the skeleton files. For each
skeleton file, there is a key-value entry in the summary file, where the skeleton file’s
name corresponds to the summary file’s key. Further, the values correspond to the









Note the sub key “has_skeleton” - this is a boolean value, that is “false” if all of the
frames in the video are empty, i.e. there are no humans present in the video, else it is
“true”. Its value is used to ignore the files that contains no skeleton information when
generating training and validation data.
6.2.3 Skeleton file
As mentioned, the skeleton files contain the data from each frame in the video, and
the meta data about the video. Continuing with the example entry from 6.2.2, here is
an illustration of the corresponding skeleton file:




4 [{"pose": [0, ..., 0.41],










6.2.4 Training data and validation data
The aforementioned files are sufficient to train a DL model. However, the authors of
the paper chose to compress the data into four new files - the training and validation
data. These are made up of two files for training: train_data.npy, train_label.pkl, and
two files for validation: val_data.npy, and val_label.pkl.
The nature of the content is the same for the train- and validation files. Visualizing
the train files using Python:
1 train_label_pkl =
2 [[’---QUuC4vJs’, ... , video name n], [354, ..., video label n]]
3 train_data_npy =
4 [size of dataset][num channels][num frames][num keypoints][num values]
Specifically, the skeleton files and their corresponding entries in the summary file
are used to construct these label- and data files, such that the label files contain the
video’s name and its label, while the data files contain the frame information. They
have corresponding index number, simplifying lookups.
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6.3 Creating the Rehab dataset
This section describes how we went from the original set of skeleton files generated
from Kinetics, referred to as Kinetics skeleton files from now on, using OpenPose, to
our own reduced set of skeleton files exclusively containing action classes relevant for
rehabilitation, referred to as Rehab skeleton files from now on. The Kinetics summary
file also had to be reduced to a new one, called Rehab summary file. The process is
shown in fig. 6.3.
Fig. 6.3 From Kinetics files to rehab files. To create a dataset consisting of skeleton
files more relevant for rehabilitation, we extracted relevant skeletons from the Kinetics
skeleton files.
Initially, we identified 5 classes from the original Kinetics dataset; squat, lunge,
deadlift, push-ups, and pull-ups, because of their relevance for physical training, and
thus by extension rehabilitation. By iterating through the Kinetics summary file we
created the Rehab summary file, containing the instances from Kinetics summary file
with a label corresponding to one of our selected labels. Simultaneously, we iterated
through the Rehab summary file to extract the matching Kinetics skeleton files. These
skeleton files were copied to a new folder, containing the Rehab skeleton files. The
Rehab skeleton files represent our new dataset, named Rehab dataset from now on.
Further, when iterating through the Kinetics summary file to create the Rehab
summary file, we extracted 700 random entries containing action classes not in the 5
identified classes - 600 for training, 100 for validation. Lastly, we changed their labels
to “unknown”. This to account for the relatively small set of action classes in the
Rehab dataset.
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6.4 Adding a new class to the Rehab dataset
Further, the ST-GCN project comes with a CSV file, where each row has the name of
the action class, the URL to the video on YouTube, and the start- and stop time stamp
specifying which part of the video is relevant for the dataset.
When basing the Rehab dataset on Kinetics, the selection of action classes are
restricted to the ones present in Kinetics. Since we need a more flexible system, we
wanted to develop a pipeline making it possible to add whatever action classes deemed
relevant. Thus simplifying the process of tailoring the program for the rehabilitation
process. Our pipeline is a five-step process:
1. Identifying a class to add
2. Obtaining videos of the identified action class
3. Cleaning the videos such that one gets the relevant parts and making sure it is
the correct size
4. Running the videos through pose estimation software (OpenPose) to obtain the
body keypoint coordinates for each frame
5. Constructing the skeleton files, based on the body joint coordinates from step 4
1) Identifying a class to add
When completing this step we had to select a class not present in the original Kinetics
dataset that has a large enough volume of data available online. We ended up choosing
“jumping jacks”, due to the availability of online videos where this action is performed.
2) Obtaining videos of the identified action class
The procedure used to obtain the videos was inspired by the ST-GCN paper. This
included creating a CSV file 6.2, and running a script iterating through that file, using
YouTube-dl (Y. C. Hsuan, 2011) to download the videos, before cutting them at the
corresponding time stamps using FFmpeg (Bellard, 2000), and lastly outputting the
videos to a selected folder.
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The video URLs was identified manually, searching for “jumping jacks” on YouTube.
The URLs that linked to relevant videos was copied into the CSV file, together with
the labels and time stamps. This resulted in a CSV file consisting of approximately
199 different URLs to videos of people doing jumping jacks.
In order to have a balanced dataset, i.e. approximately the same amount of
videos for each class as in Kinetics, data augmentation, explained in section 3.1.4, was
necessary. There are many different augmentation techniques, however, not all are
relevant for our case. We identified frame flipping and zooming to initially be the
most relevant for this project. Flipping and zooming generate new videos with body
keypoints different from the original videos.
Augmentation techniques such as changing the contrast or brightness would not
have worked, because it does not affect the position of the body keypoints. The
augmentation was done using the open source program OpenCV (Bradski, 2000),
increasing number of jumping jacks videos from 199 to 796.
3) Cleaning the videos
Yan et al. resized each video to the resolution of 340 × 256 and set the frame rate to
30 fps. It was essential that we followed suit, and generated our own keypoints from
videos using the same resolution and frame rate, using FFmpeg.
4) Obtaining coordinates
Each processed/cleaned video of jumping jacks was run through OpenPose to extract
the coordinates of each keypoints from the person performing the action. This resulted
in one folder per video, each folder containing one JSON file for each frame, i.e. 300
files for a video with 300 frames.
5) Constructing the skeleton files
We created a Python script iterating through all the folders mentioned in step 4). For
each folder, all its JSON files were merged into one skeleton file. Further, for those
folders containing < 300 frames, we padded them by adding the first n frames to the
end. Here n is the difference between 300 and the number of original frames. Finally,
the new skeleton files, generated from the jumping jacks videos, was placed in the same
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folder as the Rehab skeleton files, such that we could train a new model on the Rehab
dataset. As in section 6.1.2, we plot the number of non-empty frames, shown in fig.
6.4.
Fig. 6.4 Distribution of the number of non-empty frames in the Rehab dataset. The
plot shows a more favorable distribution, compared to fig. 6.1, considering the decrease
of videos on the left side of the plot.
6.5 Training & evaluating our new ST-GCN model
Before training the model, we extracted the usual validation set from the training
set. This was done using a Python script, defining the desired training/validation
ratio. Furthermore, we produced our own test set by recording videos of ourselves,
performing actions from the Rehab dataset. The motivation for this distribution is
explained in section 2.1.3.
The training was done by running the train script, supplied by Yan et al., on two
NVIDIA TITAN RTX GPUs (4608 CUDA cores, 24 GB memory) running in parallel,
using the hyperparameters specified in the ST-GCN project.
Further in this section we use the validation set to evaluate the performance of our
newly trained ST-GCN model, customized for rehabilitation exercises. The test set is
held out until we have trained and identified an optimal rehab model. Optimal here
means first and foremost largest validation accuracy.
The data distribution is summarized in table 6.1, and the model’s performance, on
the validation set, is presented in in table 6.2.
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Class label Training Validation Test
Jumping Jacks 706 78 10
Squat 999 50 10
Lunge 609 50 10
Deadlifting 656 49 10
Push up 465 49 10
Pull up 971 50 10
Unknown 600 100 10
Total 5006 426 70
Table 6.1 Data distribution in the three splits of the Rehab dataset, training-, validation-
and test set.
Top 1 accuracy (%)
Validation set 48.36
Table 6.2 Rehab model performance on data pose estimated by OpenPose
Looking at the validation accuracy in table 6.2 it is evident that the model is
suboptimal. For a more complete picture of the model’s performance, we show the
corresponding confusion matrix, produced during the validation process, in fig. 6.5.
It is quite interesting that the model is somewhat able to recognize “push-ups”, and
not at all “lunge”, considering the difference in the amount of data, read from table 6.1.
Further, the confusion matrix provides more optimism than the validation accuracy.
This is based on though it struggles with classes such as “lunge” and “unknown”,
it shows that the model has the potential to learn the movements, shown by its
72/78 accuracy on “jumping jacks”, and the aforementioned surprising accuracy on
“push-ups”.
With that said, as the model’s accuracy is suboptimal, we do not evaluate its
performance on the test set. For this to be relevant the model should have significantly
higher validation accuracy. Efforts to achieve this is presented in chapter 7.
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Fig. 6.5 Confusion matrix showing the Rehab model’s performance on the validation
set. The model struggles with most of the classes, especially “lunge” and “unknown”,
however it seemingly performs well on videos of “jumping jacks”.
6.6 Combining our model with robotics
The final step in the process includes combining our trained ST-GCN model with
a robot, such that the patient can get feedback on their movement(s). We used a
Turtlebot 3 Waffle Pi (Foundation, n.d.), shown in fig. 6.6. This robot is compatible
with ROS, thus we used ROS to control its behavior.
Fig. 6.7 shows a visualization of how we want the whole system’s pipeline to
be, at a high level. A web camera mounted on the robot captures a 0-10 seconds
video of a person performing some action. This video is sent through pose estimation
software, constructing the skeleton files, explained in section 4.2.1, necessary for running
inference. Further, the generated skeleton sequences are sent through the ST-GCN
model, returning a prediction on which action it thinks was performed. Lastly, the
model’s output is used by the robot, when deciding on the relevant feedback for the
person.
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Fig. 6.6 TurtleBot 3 Waffle Pi, the robot in our system.
6.6.1 Deploying the model on the robot
Until this point, our machine learning model has been running on a powerful workstation
computer. However, the robot is incapable of functioning properly with a large computer
on top. The machine learning model had to be transferred to a smaller computer, still
powerful enough to run the inference process efficiently.
The Turtlebot 3 Waffle Pi comes with a Raspberry Pi 3 Model B. However,
Raspberry Pi is only equipped with a relatively modest ARM Cortex CPU and
a weak Broadcom GPU. We require a GPU that is compatible with NVIDIA’s CUDA
framework platform to run our neural network. We therefore decided to replace the
Raspberry Pi with NVIDIA’s Jetson Xavier, shown in fig. 6.8. Xavier is a small
(105mm × 105mm), fast and power efficient embedded AI computing device, built
around a CUDA compatible NVIDIA 512-core Volta GPU, and loaded with 16GB of
memory and 137GB/s of memory bandwidth (NVIDIA, 2018).
TurtleBot has a microcontroller called OpenCR, used to control TurtleBot’s motors
based on the commands it receives from Raspberry Pi. OpenCR communicates with
Raspberry Pi between its micro-USB port and Raspberry Pi’s USB port. Replacing
Raspberry Pi with Xavier involves getting the communication between OpenCR and
Xavier to work properly. Xavier also has a USB port, but to communicate with OpenCR,
a specific port named ttyACM0 has to to be enabled. After ensuring that this port was
enabled, the communication between OpenCR and Xavier was successfully established
6.6 Combining our model with robotics 83
Fig. 6.7 The figure above shows a high-level view of our system pipeline, starting with
recording of a person performing an action, ending with the person receiving feedback
on their performed action, and everything in between. With inspiration from Yan et
al., and SVG files from FlatIcon.
Fig. 6.8 NVIDIA’s Jetson Xavier, the computing device used on the robot in our
system. Image from NVIDIA’s homepage (NVIDIA, 2018).
through a USB cable. The next step was to install ROS on Xavier, such that ROS
nodes can publish TurtleBot navigation commands to ROS topics and thereby being
able to control the robot’s actions.
6.6.2 Integrating the Robot Operating System
Fig. 6.9 shows how the components in the system use ROS to communicate, where
the blue squares are ROS topics, the orange squares are ROS nodes, and the green
hexagon is the robot.
The communication in ROS starts with the ST-GCN node. This script feeds the
pose keypoints extracted from the web camera to ST-GCN, then receives a prediction.
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Fig. 6.9 ROS communication overview. By subscribing and publishing to relevant
topics, the TurtleBot can react based on the ST-GCN model’s output.
The prediction is then sent to the ROS topic stgcn_prediction. A code snippet from
this node is shown below.




5 prediction = run_inference(video)
6
7 # Publish the prediction to a ROS topic
8 publisher = rospy.Publisher(’stgcn_prediction’, String, queue_size = 1)
9 publisher.Publish(prediction)
Line 3 initializes the node, giving it the name “st-gcn”. After our machine learning
model has run inference on the recorded video, a publisher-object is created at line 8.
The publisher can publish messages of types String to the “stgcn_prediction” topic,
with queue_size 1. Queue size 1 means that if the publisher is publishing messages with
a higher rate than ROS is able to send over the wire, then some messages get queued.
The queue_size parameter decides how many messages this queue can take before
the oldest messages get deleted. Since our application only publishes one message per
prediction, a queue size larger than 1 is unnecessary. Line 9 publishes the prediction
to the topic.
On the other side of the “stgcn_prediction” topic, we find the “TurtleBot controller”
node, which both subscribes to the “stgcn_prediction” topic and publishes to the
“cmd_vel” topic. This way, the node can receive the prediction and control the
TurtleBot based on what it receives. The “cmd_vel” topic contains information about
how the TurtleBot should navigate, so by publishing messages to this topic one can
control the TurtleBot’s movement. TurtleBot subscribes to this topic, ready to take
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action as soon as a message is published. The code below shows an example of how
the code in “TurtleBot controller” node can look like.
1 # ’TurtleBot controller’ node
2
3 rospy.init_node(’turtlebot_controller’)
4 velocity_publisher = rospy.Publisher(’cmd_vel’, Twist, queue_size = 1)
5
6 def callback(prediction):
7 if prediction.data == ’squat’:





13 vel_msg.linear.x = 0
14 velocity_publisher.publish(vel_msg)
15 else:
16 # Do nothing
17
18 rospy.Subscriber(’stgcn_prediction’, String, callback)
Line 3 initializes the node, giving it the name “turtlebot_controller”. The next line
creates a publisher-object, used to publish messages of type Twist to the “cmd_vel”
topic, with queue_size set to 1. “Twist” is the message type TurtleBot uses for
navigation commands. The “callback” method is triggered when it receives a message,
i.e. when the topic the node subscribes to receives a message. In this example, if the
prediction is “squat”, then the node publishes a velocity message to the TurtleBot,
saying that it should start driving in the x-direction, i.e. straight ahead. The robot
drives for two seconds before the velocity is set to zero again. If the prediction is
something other than squat, the robot stays unmoved. Note that this is an example of
how the robot can react. In a rehabilitation process, it is natural with more informative
feedback.
Lastly, line 18 defines which topic the node subscribes to. In this case, the topic is
“stgcn_prediction”, containing messages of type String. It also defines which method
that will be triggered when a message is received, which is the “callback” method.
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6.7 Evaluating the system
To reiterate, the hypothesis we want to answer is: By combining state-of-the-art
techniques from computer vision and robotics it is possible to construct robots capable of
accurate, real-time human action recognition, making it feasible to deploy such systems
as robotic physical therapists.
Completing this chapter we have constructed a functional robot capable of human
action recognition, and human interaction. The accuracy of the machine learning
model ended up being 48.36% on the validation set, with the corresponding confusion
matrix to provide an overview on how the model performed on each class in the rehab
dataset.
Further, our system cannot be classified as a real-time system, because the robot
uses an excess of about 150 seconds to provide the user with feedback. For the robot
to be relevant for rehabilitation, it is preferable that the feedback-time is close to 0
seconds and a significant increase in accuracy.
Based on these evaluations, our conclusion so far is that the robot has potential,
but is currently unusable for a rehabilitation process due to unsatisfactory accuracy




As presented in the previous chapter, running the system on Jetson Xavier resulted in
an inference time of more than 2 minutes on a 10 seconds video, which is unsatisfactory.
Furthermore, the accuracy of the model was suboptimal. Both of these has to be
improved in order for us to positively answer our hypothesis. This chapter will go
through the experiments done to improve the system, by both reducing the inference
time and improving the underlying model.
7.1 Decreasing the inference time
Ideally, the inference time should be close to 0 seconds, i.e. close to live classification.
In order to achieve this, each part of the system needs to be analyzed such that we
can establish which ones can, and should, be optimized. Note that we continue to use
10 seconds videos for our experiments.
7.1.1 Identifying bottlenecks in our system
Our system is running several processes, some more time consuming than others.
Identifying the bottlenecks is about identifying the processes consuming the majority
of the total time, such that one can focus on optimizing those. For this the Python
package Pyinstrument was used, which provides the user with the running time for
every process and subprocess. By running our inference pipeline using this tool, we got
the results shown in table 7.1. Note that the time we want to reduce is where the user
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is waiting for feedback from the robot, i.e. after the video has been recorded, referred
to as total waiting time.
Process Time used (s)
Initializing environment 5.6
Imports 11.4
OpenPose skeleton estimation 130.9
Inference 3.2
Total waiting time 151.1
Table 7.1 Each process in the robot’s prediction pipeline and their time requirements,
when using OpenPose. Time requirements are calculated using Pyinstrument.
OpenPose is clearly the largest bottleneck in the system, making it the top priority
to either improve or substitute, in order to decrease the inference time.
A study of the recent literature on pose estimation led us to the software TF-pose-
estimation (tf-pose), a Tensorflow implementation of OpenPose created by NVIDIA
researchers (Madeleine Waldie, 2018). As mentioned in section 4.1, OpenPose is based
on the deep learning software Caffe. Tf-pose uses similar algorithms, but by using
TensorFlow instead of Caffe, the pose estimation is significantly faster. Thus, by
substituting OpenPose with tf-pose in our pipeline, the inference time should decrease
notably.
7.1.2 Substituting OpenPose with tf-pose
The substitution is illustrated using code:
OpenPose
1 openpose_bin_path = ’openpose/build/examples/openpose/openpose.bin’
2
3 cmd = (f’{self.openpose_bin_path} --video {input_fpath} --model_folder
{self.model_folder} --write_json {output_fpath} --model_pose COCO
--keypoints_scale 3’)
4
5 parent = subprocess.Popen(cmd, shell=True, stdout=subprocess.PIPE,
stderr=subprocess.PIPE)
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tf-pose
1 pose_est_path = ’tf-pose-estimation/run_video.py’
2
3 cmd = (f’python {pose_est_path} --video {input_fpath} --output_json
{output_fpath}’)
4
5 parent = subprocess.Popen(cmd, shell=True, stdout=subprocess.PIPE,
stderr=subprocess.PIPE)
Testing our pipeline after the substitution gave us the results presented in table 7.2.
Process Time used (s)
Initializing environment 5.6
Imports 11.5
Tf-pose skeleton estimation 30.8
Inference 1.0
Total waiting time 48.9
Table 7.2 Each process in the robot’s prediction pipeline and their time requirements,
when using tf-pose. Time requirements are calculated using Pyinstrument.
By replacing OpenPose with tf-pose the pose estimation time was reduced from
130.9 seconds to 30.8 seconds. I.e. tf-pose is 4-5 times faster than OpenPose. Therefore,
tf-pose was deemed the pose estimation tool to use in further experiments.
7.1.3 Modifying our pipeline
As the results in table 7.2 show, sending a 10 seconds video through tf-pose to extract the
skeleton files takes more than 30 seconds. Even though this is a significant improvement
from using OpenPose, 30 seconds is still a long time to wait to get feedback from the
robot.
Our pipeline so far is
1. Record video
2. Pose estimation
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3. Run inference
One way to further improve our system is to combine the video recording (1) and
the pose estimation (2), lowering the time used on the pose estimation step. Our new
pipeline is then:
1. Record video
• Pose estimation on each frame, as they are recorded
2. Run inference
With this pipeline, the recording and pose estimation runs concurrently, such that
the skeleton files are ready for the inference process as soon as the recording has
finished. The implementation of this new approach is shown below.
1 estimator = TfPoseEstimator(model_path)
2 cam = cv2.VideoCapture(0)
3
4 duration = 10
5 start_time = time.time()
6
7 # recording video
8 while (time.time() - start_time) <= duration:




The while loop processes the actual video recording. In line 9, one new video frame
from the web camera is read. In line 10, the method “inference” takes the video frame
as input for pose estimation. This method extracts the skeleton from the frame, and
creates a JSON file containing these values, as explained in section 6.2. After the
recording is done, the code in line 12 combines all of the frame skeleton files into an
ST-GCN-compatible skeleton file, i.e. something that can be ran through the model.
The new pipeline was profiled using Pyinstruments, giving the results shown in table
7.3.
The results show that the new pipeline reduces the total waiting time from 30.8
seconds to 1.0 second. The time-consuming steps are now before the video recording,
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Process Time used (s)
Initializing environment 5.6
Imports 12.2
Record a 10 seconds video 10.0
Inference 1.0
Total waiting time 1.0
Table 7.3 Each process in the robot’s optimized prediction pipeline and their time
requirements, when using tf-pose. Time requirements are calculated using Pyinstrument
i.e. initializing the environment and importing necessary packages. These steps only
have to be done once, meaning that after initialization, one can use a loop to run as
many video recordings as desired in the same environment, resulting in no waiting
time before the recording starts. This is why the “Initializing environment”- and
“Imports”-processes listed in table 7.3 are not taken into account when calculating
“Total waiting time”.
Reducing “Total waiting time” this way has a trade-off: the video’s frame frequency,
or frames per second (fps). In the current setup, we can record at a maximum of
9 fps. This is because the inference on each frame (line 10) takes some time, more
precisely 1/9 = 0.11 seconds on average, and the next frame is not read from the web
camera before the inference has finished (we will not pursue ways of parallellizing the
recording and the inference in this work, e.g. multi-threaded inference). From table 7.1
and 7.2 we calculate that OpenPose is 4.25 times slower than tf-pose. Hence, in our
new pipeline, OpenPose would have used 0.11 × 4.25 = 0.47 seconds on each frame,
resulting in a fps value of 1/0.47 = 2.1. When comparing 9 fps videos with 2.1 fps ones,
our conclusion is that 9 fps is sufficient for action recognition since one clearly can see
which movement is being done, while a 2.1 fps video is too “laggy”. This motivates us
to use our new pipeline combined with tf-pose for further experiments.
7.2 Establish a new benchmark
After successfully decreasing the inference time, enough to make the system usable, we
needed to establish a benchmark for our newly implemented pose estimation software,
tf-pose. This would serve as a necessary baseline for improving the model. This is
because a final product will still be dependent on being accurate, not just fast.
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7.2.1 Recreating Yan et al.’s dataset using tf-pose
To establish a new tf-pose benchmark it was necessary to recreate the skeletons from
the Kinetics dataset in their entirety using this new pose estimation software. We used
essentially the same pipeline as described in section 6.4. The CSV files, specifying
the video’s extension, start- and stop time, and labels, were provided by the ST-GCN
project’s GitHub repository.
The CSV files are divided into the standard three subsets: train, validation, and
test, providing us with the distribution used in Yan et al.’s experiments. At the time
of writing this article this distribution is as follows:





Table 7.4 Data distribution for the original Kinetics dataset, split into the standard
training-, validation- and test sets.
However, the test data is unlabeled, and we do not have the resources needed to
label them. This gave us approximately 260 000 videos to download and process.
Downloading the data
As mentioned in section 6.4, we used Youtube-dl to download YouTube videos. This
tool has a large set of features. However, it currently does not offer the ability to
download specific parts of videos. Therefore, the entire videos needed to be downloaded.
With 260 000 YouTube videos to be downloaded, with sizes ranging from a couple
of MBs to a couple of GBs, we calculated that we needed several TBs of storage.
However, we made a few modifications to the pipeline, and deleted each full YouTube
video after extracting the relevant part. I.e. we combined the downloading and the
cleaning of the videos. This resulted in decreased storage needs, down to a couple of
hundred GBs.
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The still relatively large storage and time requirements led us to transfer the pipeline
to an external server. Further, in order to run the pose estimation software, it was
necessary that this server was equipped with sufficiently sophisticated GPU(s).
Explicitly missing data
YouTube videos are often region restricted or deleted, making us unable to recreate
the dataset in its entirety.
After running the pipeline we ended up with the following distribution:




Table 7.5 Data distribution for the currently available parts of the Kinetics dataset,
split into the standard training-, validation sets. Ignoring the test set because of the
lack of corresponding label.
This means that about 20 000 of the videos used by Yan et al. were currently
unavailable. We call the dataset in table 7.5 the currently available dataset.
Implicitly missing data
In section 6.1.2, we visualized OpenPose’s ability to recognize humans in videos,
by plotting the number of non-empty frames in each video. After substituting the
pose estimator, we wanted to test the new software’s human-identification ability to
investigate whether we are trading speed for accuracy.
To compare these two pose estimation softwares, we processed the 240 000 videos
in the currently available dataset using tf-pose, to a (skeleton) dataset we call tf-pose-
cur. Then we plotted the distribution of non-empty frames in the videos from this
tf-pose-cur dataset, versus the dataset used in Yan et al.’s project, called OpenPose-og.
This visualization is shown in fig. 7.1.
Here, we can clearly see that there is a significant increase in the number of videos
with low-to-no amount of skeleton data. Further, it is interesting to note that on
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Fig. 7.1 The distribution of the number of non-empty frames in two pose-estimated
versions of the Kinetics datasets: the currently available videos, processed by tf-pose
(orange), and the originally available videos, processed by OpenPose (blue). One can
clearly see a notable increase in the number of videos with a low amount of skeleton
data when using tf-pose compared to OpenPose.
the other end of the scale there difference is small. This could potentially mean that
OpenPose is superior when pose data is difficult to extract, however, when this is not
the case they perform more or less the same.
Get the benchmark
Running the tf-pose-cur dataset through the training and validation process, using
the same hyperparameters as Yan et al. resulted in a benchmark accuracy of 24.32% -
about 6 percentage points less than their reported benchmark: 30.7%. Our re-training
attempt using tf-pose was motivated by obtaining a comparable benchmark to Yan et
al.’s benchmark. Therefore, this result was worse than we hoped for. Note that the
performance is measured on the validation set.
However, as mentioned, the number of videos in the currently available dataset
(240 000), and Yan et al.’s dataset (260 000) is notably different.
To test tf-pose and OpenPose under as similar conditions as possible we generated,
or, rather, extracted a new dataset. We name this (skeleton) dataset OpenPose-cur.
This was done by comparing the two datasets tf-pose-cur and OpenPose-og, extracting
the files from OpenPose-og that was also in tf-pose-cur. The process was quite similar
to the data extraction task explained in section 6.3, except the extraction check was
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on each skeleton file’s name, not their classes. OpenPose-cur now consisted of skeleton
frames from the same videos as tf-pose-cur, though processed by different software.
The OpenPose-cur dataset was run through the same training and validation
process to get a new benchmark, comparable to our model. This lead to an increase in
validation accuracy: 30.9%, from the Yan et al.’s reported 30.7%. This was surprising,
because deep learning models usually perform better with larger data sets. However,
the difference is relatively insignificant. Still, it is interesting that model performance
did not decrease.
One possible explanation is that it seems like a majority of the unavailable videos did
not contain human actions, i.e. empty videos. So, comparing the number of non-empty
frames from OpenPose-og to the number of non-empty frames in OpenPose-cur, there
is a notable decrease in the lower part of the plot, as shown in fig. 7.2.
Fig. 7.2 Comparing the distribution of non-empty skeleton-frames in the pose-estimated
original dataset vs. the pose-estimated currently available dataset, both processed by
OpenPose. One can see there is an evident decrease in the left part of the plot.
We sum up the benchmark results in table 7.6, and their datasets’ distribution of
non-empty frames in fig. 7.3.




Table 7.6 Summarizing the benchmark results from the three (skeleton) datasets.
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Fig. 7.3 The distribution of non-empty frames from the three benchmark datasets:
“OpenPose-og”, visualized in green, - the original OpenPose dataset used by Yan et
al. “tf-pose”, visualized in orange - the currently available dataset, pose estimated by
tf-pose. Lastly, “OpenPose-cur”, visualized in blue - the currently available dataset,
pose estimated by OpenPose.
Furthermore, Yan et al. report results on the data subset “Kinetics motion” dataset,
explained in section 4.2.6: 72.4%. Our model, trained on the tf-pose-cur dataset,
got an accuracy of 57.71% when validating on this Kinetics motion data subset. We
summarize these benchmarks in table 7.7 indicating that there is a real tradeoff between
speed and accuracy in our current setup. Note that we did not re-run this experiment
with the new OpenPose-cur dataset, because of the relatively insignificant performance
difference.
Dataset Pose estimator Accuracy (%)
Original OpenPose 30.70
Currently available tf-pose 24.32
Motion OpenPose 72.40
Motion tf-pose 57.71
Table 7.7 Summarizing the benchmarks of models trained on OpenPose- and tf-pose
generated data. One can see a clear decrease in accuracy when switching from OpenPose
to tf-pose.
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Lastly, in section 6.3 we introduced a subset of action classes relevant for rehabili-
tation, named “Rehab data”. This dataset consists of 6 classes plus a set of random
videos, labeled as “unknown”. This is independent of the experiments presented by
Yan et al.
We ran the equivalent subset of data from the currently available videos, processed
using tf-pose, through the training process. We name this model Rehab model. This
new model was run through the validation process, giving better results than the
OpenPose model (table 6.2).
Accuracy (%)
Validation set 62.65
Table 7.8 Rehab model performance on data pose estimated by tf-pose.
The corresponding confusion matrix is shown in fig. 7.4
Fig. 7.4 Confusion matrix showing the Rehab model’s performance on the validation
set. This is an improvement from the confusion matrix showing the result from an
equivalent process, using OpenPose, rather than the currently used tf-pose.
Considering that tf-pose generated data had shown inferior results earlier, this
seemed out of the ordinary. The reason for this abnormality could be due to the
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difference in the number of empty frames in the data. This was investigated by plotting
the number of empty frames in the Rehab subsets for training and validation, for both
OpenPose-og and tf-pose-cur in fig. 7.5. Here we can see that the difference in the
number of non-empty frames is more or less insignificant, showing that the abnormality
is not due to the difference in the number of empty frames.
Fig. 7.5 The distribution of non-empty frames from the two splits of the Rehab dataset:
train and validation. Comparing the pose estimation softwares: OpenPose (orange),
and tf-pose (blue).
7.3 Increasing the accuracy of our ST-GCN model
With a new benchmark defined, we wanted to increase the accuracy of our new rehab
model. As explained in chapter 3, there are many ways of improving deep learning
models, and this section will lay out how we did this.
7.3.1 Transfer learning
As mentioned in section 3.1.3, an important tool when training deep learning models
is transfer learning. This has the potential to both increase accuracy and decrease
training speed, all while demanding less data. The amount of data is a general problem
in deep learning, and this specific domain of action recognition is no exception, making
transfer learning an important technique to include in our work.
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In section 3.1.3 it was also said that transfer learning is about improving learning
in a new task through the transfer of knowledge from a related task that has already
been learned. In our case, the related task that has already been learned is general
human movements, i.e. the model trained on the entire Kinetics dataset. The new task
is to learn specialized human movements.
By transferring the weights from the pre-trained model to our rehab model, the
weights will be initialized before the training starts. In theory, this will lead to faster
convergence towards a minimum. Hence, less training data is needed to achieve similar
performance as a model trained on more data with randomly initialized weights. We
wanted to see if this theory could work in practice for our project. The results after
training the Rehab model taking advantage of transfer learning are shown in table 7.9,
with the corresponding confusion matrices in fig. 7.6
Accuracy (%)
Validation set 83.05
Table 7.9 Rehab model performance after implementing transfer learning.
Fig. 7.6 Confusion matrix showing the Rehab model’s performance on the validation
set after using transfer learning. This confusion matrix combined with table 7.9 shows
a significant increase in performance.
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Lastly, we can plot the accuracy and loss calculated during training using transfer
learning, against not using transfer learning:
Fig. 7.7 Plotting the mean accuracy of the model during training when using transfer
learning vs. the mean accuracy of the model during training when not using transfer
learning. It is evident that transfer learning results in a significant increase in model
accuracy.
Fig. 7.8 Plotting the model’s mean train- and validation loss when using transfer
learning vs. the model’s mean train- and validation loss when not using transfer
learning. One can see a clear increase in the difference between training loss and
validation, resulting in an overfitting model. However, considering the size of the
accuracy increase this is definitely the way forward.
We can see from table 7.9 that transfer learning results in a overall significantly
improved model, with an increase of approximately 20 percentage points. As most of
the classes in this dataset were present in the Kinetics dataset, an increase in accuracy
is not surprising. Note that based on the accuracy- and loss plots, fig. 7.7 and fig. 7.8,
the model overfits to the training data.
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Visualization of loading the weights from one model to another, using Python:
1 def load_weights(self, model, weights_path):
2 weights = torch.load(weights_path)
3 weights = OrderedDict([[k.split(’module.’)[-1], v.cpu()] for k, v in
weights.items()])
4
5 model_dict = model.state_dict()







As explained in section 3.1.3, transfer learning is often combined with freezing/un-
freezing of pre-trained layers, such that one optimizes the gains from using pre-trained
weights.
Whether a layer is updated during training is decided by each layer’s boolean
attribute “requires_grad”. So, after loading the pre-trained weights, we set all but
the last (fully connected) layers’ “requires_grad” to False. Specifically, we used the
model’s “children” attribute, freezing every child node up to the last one. Visualized
using Python:
1 if freeze:
2 for child in model.children()[:-2]:
3 for name, param in child.names_parameters():
4 param.requires_grad = False
Then, after a couple of updates to the last layer(s), we unfreeze the frozen nodes,
such that the entire rehab model can be optimized to the rehab dataset. In addition,
these processes should be combined with a change in learning rate as well, with a
decrease after unfreezing, for example halving the learning rate. Here visualized in
Python:
7.3 Increasing the accuracy of our ST-GCN model 102
1 def unfreeze_all(self):
2 for child in self.model.children():
3 for param in child.parameters():
4 if param.requires_grad is False:
5 param.requires_grad = True
6 self.adjust_lr(specific_adjustment=0.5)
Lastly, we edit the learning rate schedule by changing the hyperparameters “steps”
and “base learning rate”, explained in section 4.2.4. We decreased the base learning
rate from 0.1 to 0.01, and changed the step interval from [20, 30, 40, 50] to [10, 20, 30,
40].
These changes, combined with unfreezing pre-trained layers and halving the learning
rate after finishing 10% of the epochs, leads to an overall decrease in the network’s
learning rate. This is motivated by the fact that we do not want to change the loaded
weights too much, as they represent general human action recognition - we only want
to specialize them to our smaller subset of human action recognition. The result was
a small increase in accuracy, shown in table 7.10, with the corresponding confusion
matrix, fig. 7.9, also not showing a great accuracy increase.
Accuracy (%)
Validation set 84.77
Table 7.10 Rehab model performance after implementing transfer learning, layer
freezing, and hyperparameter tuning.
Note that one could also consider using different learning rates for each (group of)
layers, e.g. discriminative learning rates.
7.3.3 Adding complexity
We have shown that freezing the pre-trained layers, thereby only training the randomly
initialized layers for the first few epochs, resulted in an increase in accuracy, albeit
small. This motivated us to experiment with adding more (randomly initialized) layers
to the model, i.e. increasing its complexity and capacity.
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Fig. 7.9 Confusion matrix showing the Rehab model’s performance on the validation
set after using transfer learning, layer freezing, and hyperparameter tuning. There is
not a notable difference from fig. 7.6, except for the eight more correctly classified
videos of “unknown”.
We experimented with adding one new ST-GCN layer and one or more fully
connected layer(s), both explained in section 4.2.4. Furthermore, we tried increasing
the number of activations in these newly added layers: from 256, to 512. Here visualized
in Python:
1 self.st_gcn_networks = nn.ModuleList((
2 st_gcn(in_channels, 64, kernel_size, 1, residual=False, **kwargs),
3 st_gcn(64, 64, kernel_size, 1, **kwargs),
4 st_gcn(64, 64, kernel_size, 1, **kwargs),
5 st_gcn(64, 64, kernel_size, 1, **kwargs),
6 st_gcn(64, 128, kernel_size, 2, **kwargs),
7 st_gcn(128, 128, kernel_size, 1, **kwargs),
8 st_gcn(128, 128, kernel_size, 1, **kwargs),
9 st_gcn(128, 256, kernel_size, 2, **kwargs),
10 st_gcn(256, 256, kernel_size, 1, **kwargs),
11 st_gcn(256, 512, kernel_size, 1, **kwargs), # Increased output size
12 st_gcn(512, 512, kernel_size, 1, **kwargs), # Newly added
13 ))
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14 ...
15 self.fcn2 = nn.Conv2d(512, 512, kernel_size=1) # Newly added
16 self.fcn = nn.Conv2d(512, num_class, kernel_size=1) # Increased input size
We conclude that one extra fully connected layer with size 512 for its in- and output,
while not adding a new ST-GCN layer, but rather increasing the last ST-GCN’s layer
output size and the final fully connected layer’s input size, gave the most improvement
of these experiments: 0.5 percentage points validation accuracy increase, shown in
table 7.11 with the corresponding confusion matrix in fig. 7.10.
Accuracy (%)
Validation set 85.26
Table 7.11 Rehab model performance after implementing transfer learning, layer
freezing, hyperparameter tuning, and added complexity.
Fig. 7.10 Confusion matrix showing the Rehab model’s performance on the validation
set after using transfer learning, layer freezing, hyper-parameter tuning, and added
complexity.
Now, it rather seems that these experiments show that adding complexity actually
results in an inferior model that overfits to the training data. This can be seen from
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plotting this more complex model versus the model from section 7.3.2, shown in fig.
7.11 and 7.12.
Fig. 7.11 Plotting the mean accuracy of the model during training when adding a fully
connected layer vs. the model’s mean accuracy during training when not having an
extra fully connected layer. The addition of a fully connected layer seems to improve
the model’s accuracy, minimally.
Fig. 7.12 Plotting the model’s mean train- and validation loss when adding a fully
connected layers vs. the model’s mean train- and validation loss without an extra
fully connected layer. Here we can clearly see a decrease in the model’s generalization
ability, i.e. increased overfitting.
Fig. 7.12 actually looks a lot like fig 7.8, making us interested in exploring methods
to decrease the model’s generalization error, i.e. implement regularization techniques.
7.3.4 Experimenting on NVIDIA’s DGX station
As mentioned in section 6.4, we used two NVIDIA TITAN RTX GPUs running in
parallel, with the hyperparameters specified in ST-GCN’s project for training. However,
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we were fortunate enough to gain access to NVIDIA’s DGX station, sporting four
NVIDIA® Tesla® V100 Tensor Core GPUs, integrated with a fully-connected four-way
NVLink™ architecture, delivering 500 teraFLOPS of AI power. This provided us with
about 32GB×4 = 128GB of GPU memory, putting us in a position to run more, and
faster hyperparameter tuning.
With this state-of-the-art hardware it was possible to test if we could recreate and
possibly surpass Yan et al.’s reported score on the full Kinetics dataset, but more
importantly improve our tf-pose benchmark. This was motivated by a couple of reasons.
One is we had not verified their reported results - if we were unable to recreate this,
maybe the tf-pose benchmark was not that far off. Another being to see if small
adjustments made possible by more advanced hardware were enough to increase the
OpenPose benchmark, and if so, by how much. Furthermore, if these experiments
result in increased accuracy for the OpenPose dataset, would it have the same impact
on our tf-pose dataset?
Recreating Yan et al.’s benchmark
Yan et al. reported a 30.7% accuracy on the 400 class Kinetics dataset. They used
8×TITANX GPUs, giving them about 12GB×8 = 96GB of GPU memory.
Using the processed OpenPose data, made available by Yan et al. through both
GoogleDrive and BaiduYun, we are able to verify the reported results. The model
even surpassed the reported results, albeit by a relatively insignificant margin, giving a
validation accuracy of 31.6%, using their hyperparameters.
Improving tf-pose benchmark
As with the OpenPose data, we recreated the tf-pose benchmark using the DGX and
got approximately identical results: 24.32%. Hence, we have shown that using DGX
compared to RTX or TITANX does not in itself produce a change in performance.
This was expected. However, as mentioned, using the DGX gives us the ability to
run more, and faster hyperparameter tuning, which is generally how deep learning
networks are optimized.
We tried quadrupling the batch size, increasing the learning rate, increasing the
number of epochs by 600%, and 10× the weight decay. None of these changes gave
a noticeable increase in model performance, that is, until we tried transfer learning
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by using the weights from an OpenPose-trained network to train on tf-pose data.
More specifically, we trained a model on the full Kinetics dataset, pose estimated by
OpenPose, i.e. “OpenPose-og”, loaded those weights into a new model, and trained
that model on the full Kinetics dataset, pose estimated by tf-pose, i.e. “tf-pose-cur”.
This gave a performance boost on the validation accuracy of about 2 percentage points:
26.26%. As an interesting aside, this result ties in with the results from (Carreira
and Zisserman, 2017), reporting that performing transfer learning in videos, using
the Kinetics dataset, has shown considerable benefits, comparable to the benefits of
pre-training ConvNets on the ImageNet dataset.
We have visualized the two training processes non-transfer learning and transfer
learning in fig. 7.13 and 7.14. Note that the jump in fig. 7.13 is explained by differences
in the learning rate schedulers.
Fig. 7.13 Plotting the model’s mean training accuracy when using transfer learning vs.
the mean accuracy when using randomly initialized weights. The two approaches has
a notable initial performance difference that seems to somewhat smooth out after the
first 20 epochs. However, the approach using transfer learning gets a better accuracy.
As the loss figs. 7.14, 7.12 and 7.8 show that the ST-GCN network has a problem
with overfitting. This led us to run the same experiments mentioned in the above
paragraph, on this improved benchmark model, with a couple of additions: adding
regularization in the form of a 0.2 dropout to each ST-GCN layer in each model and
improving the learning rate scheduler by limiting the number of times the learning
rate is decayed. This led to an even more improved model, shown in fig. 7.15 and 7.16,
where we can clearly see an increase in the model’s generalization ability, and a small
accuracy gain, more specifically 26.46%.
Note that we did try with higher values of dropout, up to 0.5. However, 0.2 seemed
to produce the best results.
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Fig. 7.14 Plotting model mean train- and validation loss when using transfer learning
vs. not using transfer learning. Like fig. 7.13, the transfer learning approach is superior
in the start of the training process, with the differences more or less evens out at the
end. However, the mean loss on the validation set for the transfer learning approach is
slightly better than the mean loss on the validation set for the non-transfer learning
approach.
Experimenting with the model pre-trained using DGX
Now that we have an improved tf-pose benchmark of 26.46%, with 0.2 dropout
implemented throughout the transfer learning process, we should see some improvements
with regards to the rehab model’s generalization ability. Our new benchmark model
was used for transfer learning to train the rehab model, as in the start of this section,
doing hyperparameter tuning on layer freezing and adding more layers.
This resulted in a model with the following results:
Accuracy (%)
Validation set 82.56
Table 7.12 Rehab model performance after improving the benchmark model by im-
plementing transfer learning×2, adding regularization, layer freezing, hyperparameter
tuning, and added complexity.
This is a decrease of about 2 percentage points of validation accuracy from the
previous optimal model, from table 7.9. By considering the accuracy alone we should
have probably continued with the previous optimal model. However, a 2 percentage
points increase is rather insignificant when taking into account the model’s increased
generalization potential with regularization implemented. Therefore, we choose to go
forward with the “Added regularization”-model shown in fig. 7.16.
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Fig. 7.15 Plotting the mean accuracy of the model during training when adding
regularization in the form of 0.2 dropout to each ST-GCN layer in the model vs. the
mean accuracy without added regularization. One can see that adding regularization
results in a model with improved, albeit small, accuracy.
7.4 Combining the improved components
The improvement of the robot, explained in section 7.1, and the deep learning model,
explained in sections 7.2 and 7.3, were two separate processes. As mentioned, decreasing
the inference time on the robot to one second effected the fps negatively, going from
30 fps to 9 fps. This means that when the robot predicts on a captured video, it
essentially predicts on a 9 fps video.
Recall that we imitated Yan et al.’s video pre-processing, i.e. editing each videos
resolution (340 × 256), and more notably their fps (30). This means that all of the
training data, validation data, and most importantly test data consists of 30 fps
videos. However, to get the best possible estimate on how well the robot would
perform in a production environment, we wanted to modify the test videos such that
they approximate the data that the robot will actually see and base its predictions
on. Accordingly, we produced a more realistic test set, tailoring its specifications to
skeleton data produced by the robot, by changing the fps of all the test set videos from
30 fps to 9 fps using FFmpeg, resulting in each video having 1/3 of the original amount
of frames. We name this test set test-9fps. Note that according to FFmpeg’s homepage
the videos “will have frames dropped, in order to match the target rate” FFmpeg (2018),
i.e. it will ignore 2/3 of the frames to downsample the videos to the correct frame rate.
As has been shown in section 7.2.1, fewer frames of skeleton data usually lead to
inferior results. This is to be expected because the model has less data to base its
prediction on. Therefore, in an effort to approximate the original 30fps, we implemented
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Fig. 7.16 Plotting the model’s mean train- and validation loss during training when
adding 0.2 dropout to each ST-GCN layer in the model vs. having no extra regulariza-
tion. There is a clear closing of the gap between train- and validation loss, meaning
that adding 0.2 dropout results in a model with increased generalization ability.
copying of frames. For each frame in each video in the test set, we copied it three
times to increase the video’s fps to 27 fps. We name this test set test-27fps. Note that
this functionality was also implemented on the robot.
We identified our optimal Rehab model in the former section, which we now test
on the two newly defined test sets: “test-9fps” and “test-27fps”, and the original test
set defined in section 6.5, called test-30fps. This is an effort to get a better sense of
how well our model would perform on live recordings on the robot. The results are
shown in table 7.13.
The confusion matrices generated during these test processed are shown in table
7.13.




Table 7.13 The optimal Rehab model’s performance on the three different test sets.
A significant increase in accuracy from “test-9fps” to “test-27fps” is to be expected,
because our model is trained on 30 fps videos, and predicts on skeleton files not
conveying any information about the time between the frames. Considering our model
is trained on 30 fps videos, it interprets every skeleton sequence as a 30 fps sequence.
Therefore, when the model is given a 9 fps video, it interprets the video as unusually
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fast movements, which it may not recognize. Therefore, by tripling every frame the
connection between the spatial and the temporal aspect becomes almost the same as
what the model is trained on.
Following the same logic, one would expect the model to perform better on “test-
30fps” than “test-27fps”. With that said, the difference is insignificant considering the
size of the test sets. However, it would have been interesting to create a larger test set
to examine whether or not the performance differences between the original 30fps test
set and the 27fps test set still stands.
(a) Confusion matrix showing the optimal Rehab model’s performance
on the test set with videos having 9 frames per second.
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(b) Confusion matrix showing the optimal Rehab model’s performance
on the test set with videos having 27 frames per second.
(c) Confusion matrix showing the optimal Rehab model’s performance
on the test set with videos having 30 frames per second.
Fig. 7.17 Confusion matrices showing the optimal Rehab model’s performance on the
three test sets. When comparing subfigure a) vs. subfigures b) and c) one can clearly
see a performance increase with a significant increase in frames per second.
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7.5 Final system overview
Fig. 7.18 shows an overview of the final ROS communication in our system implemented
on the robot.
Fig. 7.18 Final ROS communication overview in our system. The orange squares are
nodes, while the blue nodes are topics. Each node has its own task, such as displaying
messages on the screen, controlling the robot, or running ST-GCN. The use of topics
and the publish/subscribe mechanism simplifies the communication between the nodes.
The process starts with the node “Pick action class”. This node has a list of
all the action classes in the Rehab dataset. It picks one of these classes randomly
before publishing it to the two topics action_class and display_message. We call the
randomly picked class X. The node “Displayer” subscribes to the display_message
topic, displaying all the messages it receives on the robot’s 7 inch screen. This was
done by using the Python library PyGame (Shinners, 2000).
By using this library we can customize the content and appearance of the messages
shown on the screen, ensuring that the robot always communicates with the user.
Combining PyGame with ROS makes it possible to show messages on the screen
synchronously with the other processes in the system.
This way, the user is told to perform action X. Next, the node “Recording and
ST-GCN” starts the recording which creates the skeleton files. After recording, the
skeleton files are sent through our model, which outputs a prediction. This prediction
is sent to the ROS topic stgcn_prediction, as described in section 6.6.2. Further, the
“TurtleBot controller” node, subscribing to the topics action_class and stgcn_prediction,
compares the two values on the topics to see if the model’s prediction corresponds with
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action X. If these values are the same, the message “correct” is sent to the ROS topic
display_message, else the message “wrong” is sent. This way the user receives feedback
on the performed movement. Further, the robot subscribes to cmd_vel, which the
“Turtlebot controller” node can send velocity messages to. These messages will depend
on whether the prediction corresponds with action X. Our final robot is shown in fig.
7.19.
7.6 Evaluation of our improved system
We have demonstrated that initializing a model’s weights by using transfer learning
gives a significant boost in both overall accuracy and the time requirements to achieve
these results. To obtain the optimal model for human action recognition, extensive
hyperparameter tuning was performed. This lead to a validation accuracy increase
of approximately 36 percentage points compared to the model from chapter 6, called
Original model. We summarize and visualize this significant improvement in table 7.14,
and fig. 7.20 and 7.21.
Model name Dataset Accuracy (%)
Original Validation 48.36
Final rehab Validation 82.56
Table 7.14 Final Rehab model performance on the validation set compared to Rehab
model from section 6.5.
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Fig. 7.20 Plotting the model’s mean accuracy during training of the original model from
chapter 6 vs. the final rehab model after implementing transfer learning, layer freezing,
increasing model complexity and extensive research into hyperparameter tuning. One
can see a significant increase in model performance.
Fig. 7.21 Plotting the model’s mean training- and validation loss during training
of the original model from chapter 6 vs. the final rehab model after implementing
transfer learning, layer freezing, increasing model complexity and extensive research
into hyperparameter tuning. It is evident that the model performance is increased,
while the model’s generalization ability is not compromised.
While the model achieved a considerable increase in accuracy, its generalization
ability was deemed questionable, as seen in fig. 7.21. We demonstrated that imple-
menting regularization techniques, such as dropout, notably improved the model’s
generalization ability. Its generalization ability was proven adequate when evaluated
on the test data, as shown in table 7.13 and fig. 7.17.
Lastly, we reduced the inference time from 151.1 seconds to 1 second. The first
step in this process was to identify bottlenecks in our system. The largest bottleneck
was OpenPose, prompting us to replace it with the faster pose estimation software
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tf-pose. This resulted in a decreased total waiting time, from 151 seconds to 31 seconds.
Further, we modified our pipeline such that the skeleton files were created as the video
was recorded, instead of after the video recording. Our new pipeline resulted in a
significant improvement in waiting time, ending at 1.0 second.
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Fig. 7.19 Our robot, with the main components: NVIDIA Jetson AGX Xavier, 7" LCD
screen, Logitech web camera, 2 Sandberg powerbanks (20 000 mAh each), OpenCR




In this thesis we have combined the fields of deep learning and robotics to explore if
such technologies can be used to create a robot relevant for rehabilitation purposes. In
part I we introduced background theory from the two fields. initially explaining the
fundamental theory behind machine learning in chapter 2, before advancing towards
deep learning in chapter 3, and the specific ST-GCN that we used in our experiments.
Lastly, we presented the theory behind the robotics software utilized in this project.
Part II started with training an ST-GCN model on a subset of the original data,
more relevant for rehabilitation. Initially extracting the relevant action classes from the
Kinetics dataset, before adding a new relevant class, creating our Rehab dataset. Next,
we set up two pipelines: one for training an ST-GCN model, and one for combining
this trained model with robotics for running inference on the robot. The first pipeline
was set up by forking the original ST-GCN GitHub project, implementing necessary
software to construct the rehab dataset, and train a model on this subset. By using
the Robot Operating System, we managed to enable communication between the robot
and the program running in the system - setting up the second pipeline. Chapter 6
culminates to an evaluation of the robots and its software, deeming them unsatisfactory
due to the slow run time and low accuracy. This led to chapter 7, where we performed
extensive research on how to decrease the running time, and increase the model’s
accuracy and generalization ability. The solution to decreasing the time demand was
substituting the original pose estimation software with a faster version. To further
improve the model, we utilized various machine- and deep learning methods, explained
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in chapter 2 and 3, such as transfer learning with layer freezing, and regularization
techniques. The experiments led to an improved model accuracy by about 36 percentage
points, and reduction in time requirement of our system by 150×. Lastly, when we
combined the improved model and the robotics, we saw a difference in the data used
for model training and evaluation, and the data generated on the robot, i.e. the
production environment. This led us to process the test videos in such a way that
it approximated the data in the production environment. As a result, the test set
accuracy increased further to a final value of 84.29%. Thus proving our doubts about
the model’s generalization ability wrong.
The hypothesis we wanted to answer is: By combining state-of-the-art techniques
from computer vision and robotics it is possible to construct robots capable of accurate,
real-time human action recognition, making it feasible to deploy such systems as robotic
physical therapists.
The accuracy of our model is not world-class compared to papers such as (Olatunji,
2018), reporting results up to 95%, for human action recognition. This comparison
is albeit dubious when considering the two datasets: they used a significantly larger,
more dense dataset: “Vicon physical action dataset” (Dua and Graff, 2017), having 20
action classes, with approximately 30 000 videos per class. With that said, considering
our convincing increase in model performance only focusing in model optimization, and
Olatunji’s amount of data, it is likely we could converge towards the same performance
if we experimented with data optimization. This could be everything from setting the
threshold for the required number of non-empty frames > 0 for ignoring videos, to
implementing additional data augmentation, such as flipping frames. Be that as it may,
seen from a technical point of view, we have proven that it is feasible to construct a
robot with the ability to perform accurate, almost real-time human action recognition,
by combining state-of-the-art in robotics and deep learning for computer vision.
Further, seen from a domain point of view, more specifically rehabilitation, we
would need to cooperate with a professional physical therapist to answer our hypothesis.
There is no doubt about the system’s relevance for rehabilitation in general, as explained
in chapter 1. However, we lack the domain knowledge to deem the performance results
relevant for professional assisting, as it is now. In other words, we are unable to
conclude that it is feasible to combine state-of-the-art in robotics and deep learning
into a robotic physical therapist assistant. This is left for future work, with the hope
that this project can be a building block.
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8.2 Future work
There are several interesting paths to explore for improving the system:
• Is it possible to implement the system on a humanoid robot, e.g. Pepper, such
that the robot can physically show what movements to do? Would this be an
improvement compared to showing the movement on a screen?
• Can the dataset be tailored more towards rehabilitation, either by adding or
subtracting movements? Are there some action classes more relevant for certain
rehabilitation, while not relevant for others? I.e. is there some natural separation
of human movement? If so, would such a separation increase the model’s ability?
• How would exploration of data optimization affect the model’s performance?
Would an increased requirement to the number of non-empty frames in a video
lead to an increase or decrease in accuracy? Is it feasible to develop a natural
way to pad padded videos? For example copying frames containing information
and use them to fill in the empty ones?
• How could one best enable continuous learning in our system? To make the system
learn after being placed in production. I.e. user-specific patterns, analogous to
how e.g. Apple’s personal assistant Siri improves as you use it. Perhaps active
learning could be added? E.g. ask the user to perform movements that are
particularly difficult for the system to classify.
• How would substituting the robot’s current computational device, Jetson Xavier,
with NVIDIA’s newest small, computational device sporting a GPU: Jetson
Nano, affect the system? Would the reduced fps lead to a significant decrease
in accuracy? If so, would the size-accuracy trade-off be desirable? Maybe it is
possible to copy frames such that one approximates the fps original, as we did in
our system?
• With the shown increase of generalization ability using data approximating data
generated on the Jetson Xavier, what effect would it have to implement this type
of data processing in the pipeline from the start? What effect would it have on
the transfer learning? Regularization efforts?
• Could we transform the use case from a classification problem to a regression
problem? How would one go about to construct the dataset, such that the model
8.2 Future work 121
learns optimal techniques for human movement? Would the experiments aimed
at optimizing the model’s accuracy performed in this project be relevant for this
use case?
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