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Abstract
Starting with any orientation of some given undirected graph G, what happens if we keep
reorienting all arcs starting at sources? Dynamical questions of that system are investigated, and
the connections to the well-known chip ring process is established. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
An orientation of an undirected graph G=(V; E) is obtained by assigning an arbi-
trary direction, either (x; y) or (y; x) on every edge xy of G. The original undirected
graph is called the underlying graph of any such orientation. Sinks are vertices with
no outgoing arcs, and sources have no ingoing arcs.
Given any connected (nite) undirected graph G=(V; E), let O(G) denote the set
of all possible orientations of G. We dene a mapping  : O(G)!O(G) by reversing
the directions of all arcs going outside sources in parallel. In this way, former sources
become sinks. We say that these sources re.
O(G), together with the mapping , forms some discrete dynamical system. For such
systems, the following three notions are fairly natural: A garden of eden orientation
does not occur as an image of some orientation under . For periodic orientations
D there is some integer p>1 such that p(D)=D. The smallest such integer p is
called the period of D; periodic orientations with period 1 are also called stationary.
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Finally, since our discrete dynamical system is nite, for every D2O(G) there must
be some integer t>0 such that t(D) is periodic; the smallest such integer t is called
the transient time of D.
In the rst half of this paper we derive several results on the system (O(G); ).
In Section 2 we give a characterization of garden of edens, and in Section 3 we
show that the dynamical behavior for the cyclic and the acyclic part is completely
dierent.
The system described has connections to some other discrete dynamical system,
called parallel chip ring with as many chips as edges. Here, any distribution of jEj
chips on the vertices of a graph G=(V; E) is called a conguration on G. That is, a
conguration is any tuple C = (Cx)x2V of nonnegative integers with
P
x2V Cx = jEj.
Let CjEj(G) denote the set of all congurations with jEj chips. Given any conguration
C , chip ring means now, every vertex with at least as many chips as outgoing edges
sends one chip along each such edge towards each of its neighbors, and this process
is applied in parallel to obtain a conguration 	(C). Again we have some discrete
dynamical system. Parallel chip ring with an arbitrary number of chips has been
investigated in [2, 6, 9]. Mainly the question of possible periods has been investigated,
and it has been shown that trees only allow periods 1 or 2 [2], but that in general
periods may be superpolynomial in the vertex number of the underlying graph, even
for jEj chips [5, 6].
As already observed for the sequential case in [5, 6], every orientation D of G gives
rise to some conguration F(D) of G | we put d+D(x) chips on every vertex x. The
mapping F : O(G)!CjEj(G) commutes with chip ring and source reversal. Commu-
tativity implies that (F(O(G)); 	) is again a discrete dynamical system.
The theme of the second part of the paper is whether there is any connection be-
tween the fundamental notions | gardens of eden, periodic states, : : :| and parameters
| transient times and periods occurring | of the two systems, or at least between
(O(G); ) and its F-image (F(O(G)); 	). Clearly, the longest transient times and pe-
riod lengths in F(O(G)); 	) may not exceed those in (O(G); ). Equality would hold
if F were injective, but this is not the case. Rather, F is injective on an important
part of O(G) in which all periods greater than 1 occur, see Theorem 4.5. Actually,
we show in Theorem 4.3 that all periodic congurations lie in F(O(G)), therefore the
same periods occur in both systems (O(G); ) and (CjEj(G); 	). Since, already a lot
on possible periods in (CjE j(G); 	) is known, this carries over to (O(G); ), but there
are also implications in the other direction, see Corollary 4.4.
Congurations that lie in F(O(G)) can also be recognized in polynomial time via
ows (cf. Theorem 4.1).
2. Gardens of eden
Whereas the garden of eden problem is still unresolved for chip ring, it is rather
easy for source reversal:
E. Goles, E. Prisner / Theoretical Computer Science 233 (2000) 287{295 289
Theorem 2.1. Let D be some orientation of the graph G. Every D0 s.t. (D0)=D
can be obtained as follows:
(1) Find a set W of sinks such that every source is G-adjacent to some vertex of W .
(2) Reverse the directions of all edges incident to vertices of W .
Proof. For (D0)=D, let W denote the set of all sources of D0 | they become some
of the sinks of D. Clearly D0 is obtained from D by reversing all edges incident with
vertices of W . Sources of D have not been the sources in D0, therefore for every such
source at least one incident edge must have been reversed. Since, exactly, the edges
incident with vertices of W have been reversed, we get condition (1).
Conversely, let condition (1) be fullled, and let D0 be obtained from D by reversing
the direction of all edges incident with vertices of W . Sources of D are no longer
sources, by condition (1). All vertices of W are now sources. But only the vertices
of W had some decrease in the indegree from D to D0, therefore there are no more
sources in D0. Applying  to D0 results in D again.
In particular, there is a quick algorithm for detecting whether such an orientation
D0 exists: If some set W of sinks fullls (1), then the set of all sinks also fullls.
Thus we only have to check this set. The simplest example of a garden of eden is the
directed three-vertex path.
3. Cyclic and acyclic orientations
For every cycle C of the underlying graph G we choose some xed cyclic orientation
~C of its edges. Note that cyclic orientations of dierent cycles do not have to be
compatible. For every orientation D of G and every cycle C of G, let C+D be the
number of arcs of ~C appearing in D, and let C−D be the other arcs of ~C. Surely
C+D +C
−
D equals the length of D. D is acyclic if for every cycle C of G both C
+
D and
C−D are nonzero (i.e. if it does not contain oriented cycles).
The so-called ow-dierence of D on C; dD(C)=C+D −C−D turns out to be invariant
under  for every cycle C of G. Pretzel shows this in [8] for the sequential version of
source reversal. He also showed that one orientation D can be transformed into another,
one D0, by a sequence of nonparallel source reversals (where one only redirects all
arcs going outside one single source at the time) if (and only if) for every cycle C of
G dD(C)=dD0(C). This is not true for the parallel process, as can be seen in Fig. 1.
Both orientations are periodic with period 8, but neither can be transformed into the
other by iterations of .
Proposition 3.1. An orientation D is acyclic if and only if (D) is acyclic.
We should mention that there is another invariant for , namely the determinant of
the asymmetric adjacency matrix of the orientation (with aij = + 1;−1; 0 depending
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Fig. 1. Two orientation, both of period 8.
on whether ij2A; ji2A, or i; j are not adjacent). In particular, (D) is unimodular
if and only if D is so. (where the determinant of the asymmetric adjacency matrix of
a unimodular orientation is one of −1; 0; 1). However, we shall not use this invariant
in this paper.
Theorem 3.2. If D is a cyclic orientation of some connected graph with n vertices;
then (
n−2
2 )(D) is stationary (i.e. sourceless).
Proof. Let G be the underlying undirected graph of D. First note that G-adjacent
vertices must re alternately. Consequently, the dierence between the number of times
two adjacent vertices have red so far is at the most 1. Since the vertices of the
directed cycle do not re at all, G-neighbors of these cycle-vertices only red at the
most once, G-neighbors of these neighbors at the most twice, and so on. Since G
is connected, we get an upper bound on the number of possible rings for every
vertex x, namely the distance between x and the directed cycle. This directed cycle
must contain at least three vertices, thus the total number of possible rings is at the
most 1+2+   +n−3=

n−2
2

, and since in every round before the process becomes
stationary something has to re, we get at the most

n−2
2

rounds.
Probably this bound is not sharp, but we even do not know whether the transient time
may be (n2) in the worst case. A directed path with a directed 3-cycle attached at
its terminal vertex is an example of an cyclic oriented graph which becomes stationary
only after 2n− 7 iterations.
Since no acyclic orientation can be stationary (it must contain sources as well as
sinks), the preceding two propositions yield a parallel algorithm that decides in O(jV j2)
steps whether a given orientation is acyclic or not.
Let us now consider acyclic orientations in more detail. We dene the canonical
decomposition of an acyclic digraph D=(V; A) as follows: Let V0 be the set of all
sources of D, and Vi the set of all sources of the (acyclic) digraph D−(V0[  [Vi−1).
In this way we obtain a partition V0 [    [ Vs−1 of V such that arcs only go from
sets Vi towards sets Vj of index j greater than i. Moreover, for every i2f1; : : : ; s− 1g,
every x2Vi has some in-neighbor inside Vi−1.
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Applying  means, we delete the rst level V0 and distribute its vertices among the
other levels, and maybe in some new level Vs. After that we rename each level Vi as
level Vi−1.
Remark 3.3. The length of this canonical decomposition is nonincreasing under .
Proposition 3.4. Let V0; V1; : : : ; Vs−1 be the canonical decomposition of the acyclic
orientation D=(V; A). If for every x2V0 there is some y2Vs−1 such that xy2A;
then D is periodic under  with period s.
Proof. The orientation (D) has canonical decomposition V1 [    [ Vs−1 [ V0. Every
x 2 V1 has some in-neighbor in V0, which now is an out-neighbor, so we can proceed
and obtain that s(D) has the original decomposition. This means that every edge of
G has the same orientation in D and in s(D), whence D=s(D).
The join H  J of the two graphs H and J is obtained from the disjoint union H [ J
by joining every vertex of H with every vertex of J by an edge.
Theorem 3.5. Orientations of graphs G=(V; E) of the type G=Km  H allow no
periods greater than jV j.
Proof. Let S be the vertices of Km . We have already seen that in the cyclic part, no
period greater than 1 is possible.
Let D be acyclic periodic orientation of G. We choose the canonical decomposition
V0 [    [ Vs−1 of D. W.l.g. S \ V0 6= ; | otherwise, we would look at some t(D).
Since V0 is independent, but every vertex of S adjacent to every vertex outside S, we
conclude V0 S.
Now we show Vs−1nS 6= ;. Assume, to the contrary, Vs−1 S, then no new level Vs
occurs by applying , since all vertices of V0 are distributed among V1; : : : ; Vs−1. Then
the length of the canonical decomposition of each k(D) is smaller than that of D by
Remark 3.3, a contradiction to the periodicity of D.
Therefore, we have the situation of Proposition 3.4, and the period of D cannot
exceed s, but clearly s6jV j, and we are done.
4. Congurations stemming from orientations
There are 2jEj orientations, and

jEj+jV j−1
jEj

congurations for a graph G=(V; E).
For dense graphs, as complete graphs, we seem to have more orientations, but for
trees we have more, namely about
p
2=(jEj)22jEj congurations. Therefore, neither
injectivity nor surjectivity could be expected from F in general.
An example where F is not surjective is given in Fig. 2. As we shall see below,
from the two congurations given there, only the left one stems from some orientation
| that one given on the right of the gure.
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Fig. 2. Two congurations and one orientation of a graph.
Next, we give a characterization of those congurations stemming from orientations.
This characterization yields some ecient recognition algorithm. So, given any con-
guration C 2CjEj(G), the question is whether C 2F(O(G)). To decide the question,
we construct a network by adding two new vertices s; t. For every x2V (G) with
Cx>dG(x)=2, we add some arc from s towards x, weighted by 2Cx−dG(x). For every
other vertex x2V (G), we add some arc from x towards t, weighted by dG(x)− 2Cx.
Every edge inside G replaced by two opposite directed arcs, both weighted by 1. This
network is denoted by N (G;C). Note that, since 2
P
x2V Cx =2jEj=
P
x2V dG(x), the
sum
P
x2V (G);Cx>dG(x)=2 (2Cx−dG(x)) of all weights of arcs starting at s equals the sumP
x2V (G);Cx<dG(x)=2 (dG(x)− 2Cx) of weights of all arcs ending in t. Now our original
question can be translated into a network ow problem, into the question whether this
maximum possible s{t ow can actually be achieved:
Theorem 4.1. A conguration C 2CjEj(G) lies in F(O(G)) if and only if there is
some integer s{t ow in N (G;C) of weight
P
x2V (G);Cx>dG(x)=2
(2Cx − dG(x)):
Proof. (1) Assume C 2F(O(G)), namely C =F(D) for some orientation D of G.
Together with all arcs from s and towards t (with full weights), these arcs of D form
an s{t ow of full weight
P
x2V (G);Cx>dG(x)=2 (2Cx−dG(x)). All that we have to check
are the vertices x2V : At every such vertex with Cx>dG(x)=2, the weight of the
ingoing ow is (2Cx − dG(x)) + (dG(x) − Cx). The weight of the outgoing ow at x
equals Cx, since C =F(D). Hence, the outgoing ow equals the incoming ow. In the
same way, if Cx < dG(x)=2, then the incoming ow at x equals dG(x)− Cx, and the
outgoing ow (dG(x)− 2Cx) + Cx, and again equality.
(2) Assume that N (G;C) allows such an integer s{t ow of maximum possible
weight. If pairs of antidirected arcs are used, we may as well delete both directions to
obtain a ow with the same weight, so we assume this is not the case in our ow. Let
D be those arcs of G used by the ow | clearly D is an orientation of a subgraph
of G. Let G0=(V 0; A0) be the remaining subgraph of G, containing just those edges
not yet oriented by D.
We claim that every vertex has even degree in G0. The ow condition reads as
2Cx − dG(x) + d−D (x)=d+D(x) (1)
for all vertices x2V . But dG0(x)=dG(x)− d+D(x)− d−D (x)= 2(Cx − d+D(x)).
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Therefore, G0 is the vertex-disjoint union of Eulerian graphs. We assign the Eulerian
circuits of the components of G0 with orientations to obtain an Eulerian orientation D0
of G0 (meaning that d+D0(x)=d
−
D0(x) for every x2V ).
The digraphs D and D0 are arc-disjoint, and their union D [ D0 is an orientation
of G. Moreover, for every x2V ,
2d+D[D0(x) = 2d
+
D(x) + 2d
+
D0(x)
= d+D(x) + (2Cx − dG(x) + d−D (x)) + 2d+D0(x) (by (1))
= 2Cx − dG(x) + (d+D(x) + d−D (x) + d+D0(x) + d−D0(x))
= 2Cx;
therefore d+D[D0(x)=Cx, as desired, and we obtain C =F(D [ D0).
As an example, for the left conguration in Fig. 2 we get some 4-ow, but for the
conguration in the middle, a 2-ow is maximum.
Since maximum integer ows can be found in time O(jV j3) [7], this characterizations
lead to some O(jV j3)-time recognition algorithm of such congurations.
The maximum degree (G) of a graph G=(V; E) is the maximum of its degrees
dG(x); x2V . The diameter diam(G) is the maximum distance between two vertices
(i.e. the length of a longest shortest path).
Theorem 4.2. Let 	t(C) be some nonstationary conguration of G=(V; E) with
t>diam(G)((G)diam(G) + 1) + 2; where (G)>2. Then 	t(C) stems from some
orientation.
Proof. Let C be some conguration with jEj chips. First, we give a rough bound
s=diam(G)((G)diam(G) + 1)+1 for a time after which every vertex has red at least
once, provided the process has not become stationary.
Assume, to the contrary, that vertex x has not red in every conguration from
C until 	s−1(C). Then all the neighbors of x altogether have red at the most
f1 =(G) − 1 times during C until 	s−2(C). Using the abbreviation Ni for the
set of vertices of distance i from x, if the vertices in Ni have red at the most fi
times from C until 	s−i−1(C), then the vertices in Ni+1 have red at the most
fi+1 :=fi(G) + Ni((G) − 1) times during C ; : : : ; 	s−i−2(C). Using the bounds
Ni6(G)((G) − 1)i−1, summing up yields that the total number of rings during
C; : : : ; 	s−diam(G)−1(C) is at the most
(G) + (2(G)2 − (G)) + (3(G)3 − 2(G)2)
+   + (diam(G))(G)diam(G) − (diam(G)− 1)(G)diam(G)−1
= diam(G)(G)diam(G):
But in every of these s−diam(G) rounds there was at least one ring, by our assumption
of nonstationarity up to now, a contradiction.
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Fig. 3. A stationary conguration that does not stem from some orientation.
Next, we want to label some of the chips by the edges of G in such a way that
1. every chip moves only along the corresponding edge, and
2. distinct chips have distinct labels.
We consider the congurations C ; 	(C); 	2(C); : : : one after another. At every ring
at some vertex x, we take care that every already labeled chip uses the corresponding
edge. If this rule has been applied so far, it is also possible that we require it now,
since every label of a chip at x must be an edge incident to x | the chip must have
arrived at x regularly, and since no two chips have the same label. Moreover, the
rst chip to move along an edge whose label has not been used so far is assigned that
label. In ties, if two (unlabeled) chips move the same edge at the same time in dierent
directions, we choose one of these arbitrarily. At least at 	t−1(C), every vertex has
red, so at 	t(C); every edge has been traversed, and every edge occurs as a label.
Since no two chips have the same label, and since we only have jEj chips, this means
that all chips are labeled now. Thus, the labeling is in fact a bijection l between the
set of chips and E.
Next, we consider 	t(C) and orient edge xy as (x; y) if the corresponding chip
l−1(xy) lies on x at 	(C) (has moved from y towards x before), and as (y; x)
otherwise.
Clearly, the resulting orientation D of G fullls F(D)=	(C).
Corollary 4.3. Every periodic nonstationary conguration stems from some orienta-
tion.
Therefore, periods in source reversal coincide with the periods in chip ring (with
jEj chips), and we obtain superpolynomial periods for some graphs by the results in
[5], but we also obtain:
Corollary 4.4. On graphs of type G=Km  H; chip ring with jEj chips allows no
periods greater than jV j.
On the other hand, not every stationary conguration on jEj chips stems from some
orientation. As an example, look on the conguration in Fig. 3.
Having investigated the image of F , let us now turn to the question whether an
orientation D is uniquely determined by F(D). This is not the case, i.e. F is not
injective: Look at the two orientations in Fig. 4; both of these have the same image
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Fig. 4. Two orientations of a graph, resulting in the same corresponding chip conguration.
under the mapping F . Actually, by reversing all directions of some directed cycle in
an orientation D; we get another orientation D0 such that F(D)=F(D0). Nevertheless,
D is uniquely determined if it (or equivalently F(D)) is acyclic.
Theorem 4.5 (Eriksson and Eriksson [5]). Let D1; D2 be orientations of the graph G
with F(D1)=F(D2); and let D1 be acyclic. Then D1 =D2.
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