A group G Sym(N) is cofinitary if g has finitely many fixed points for every g ∈ G except the identity element. In this paper, we discuss the definability of maximal cofinitary groups and some related structures. More precisely, we show the following two results:
Introduction
Let Sym(N) be the symmetric group on N, the set of natural numbers. A permutation g ∈ Sym(N) is cofinitary if g has only finitely many fixed points. A group G Sym(N) is cofinitary or sharp if g is cofinitary for all g ∈ G \ {id}. For a discussion of different aspects of cofinitary groups, our reader can consult the well-written survey paper [4] by P. Cameron. Various research has been done concerning the structure of maximal cofinitary groups (see, e.g., [1] [2] [3] 6, 12, 13, 16, 17] , etc.). Most of the research has been focused on combinatorial properties and cardinalities of maximal cofinitary groups. For example, the following result was proved by S.A. Adeleke [1] and J.K. Truss ([12] or [13] ): Theorem 1.1 (Adeleke, Truss) . If G Sym(N) is a maximal cofinitary group, then G is not countable.
It is easy to see that maximal cofinitary groups do exist. As pointed out in [4] , since the union of a chain of cofinitary groups is cofinitary, Zorn's Lemma (or the Axiom of Choice) implies that maximal cofinitary groups exist, and indeed any cofinitary group must be contained in a maximal one. However, some natural existence questions can still be asked, such as the following one.
Open Problem 1.2. Does there exist a concrete example of maximal cofinitary group?
This question was asked by several algebraists. In [18] , some maximal cofinitary groups were constructed under certain set theoretic assumptions. Ideally, to positively answer the above question we need to identify a purely algebraic condition so that it can be proved that all permutations satisfying the condition form a maximal cofinitary group. In such an answer the group will be definable. In view of this, it is more meaningful to consider the following question.
Open Problem 1.3. How definable can a maximal cofinitary group be? For example, does there exist a Borel (or analytic, or closed, etc.) maximal cofinitary group?
There is an obvious analogy between the concept of maximal cofinitary group and that of maximal almost disjoint (mad) family of sets. The following simple observation is a more direct connection between the two concepts. Remark 1.4. Every permutation f ∈ Sym(N) can be viewed as a subset of N × N. Thus every set of permutations can be viewed as a family of subsets of N × N. A group G Sym(N) is cofinitary iff G is an almost disjoint family of subsets of N × N, and iff {n ∈ N | f (n) = g(n)} is finite for any distinct f, g ∈ G.
The concept of mad family of sets has been extensively studied and in particular the analogous definability questions have been answered. The following results are well known and can be found in [11] and [10] respectively. Theorem 1.5.
(1) (Miller) V = L implies that there is a Π 1 1 mad family of subsets of N.
(2) (Mathias) There is no analytic mad family in P(N).
Based on the analogy, most people we have talked to believe the following conjectures. Proof. On the one hand, g ∈ G iff
The same argument works for boldface classes. Thus if there is an analytic maximal cofinitary group G, then as a set of generators for itself, G is analytic. By Blass' lemma, G is in fact Borel.
In this paper we will also consider the intermediate concept of maximal almost disjoint (mad) permutation families. Two permutations f and g are almost disjoint if the set {n ∈ N | f (n) = g(n)} is finite. An almost disjoint permutation family can be viewed as an almost disjoint family of subsets of N×N, and a cofinitary group can in turn be viewed as an almost disjoint permutation family. Of course maximality with respect to these concepts is all different. A systematic study of mad permutation families was suggested by S. Thomas (see [14] ) and many results have been obtained (see, e.g. [3, 7, 14, 17] , etc.). As to the relationship between maximal cofinitary permutation groups and mad permutation families in Sym(N), some preliminary study on set theoretic aspects of the two has been done in [15, 19] . Similar definability questions can be asked here too, and conjectures parallel to 1.6 and 1.7 can be formulated for mad permutation families in Sym(N).
In this paper, we will focus on the conjectures which assume V = L. For maximal cofinitary groups, we will prove that, assuming V = L, there is a Π 1 1 set X ⊆ Sym(N) generating a maximal cofinitary group. Our proof does not seem to yield a Π 1 1 maximal cofinitary group. We believe that new ideas are needed in order to prove Conjecture 1.6. For mad permutation families, we will show that the conjecture holds, that is, if V = L, then there is a Π 1 1 mad permutation family in Sym(N).
Recently J. Steprans [9] proved a partial result on the non-existence of analytic mad permutation families. To state the theorem, we need the following definition. Definition 1.9. If F ⊆ N N and h ∈ N N then define h to be finitely covered by F if there is a finite subset C ⊆ F such that h(k) ∈ {f (k)} f ∈C for all but finitely many integers k. A family of functions F ⊆ N N is strongly maximal if for any countable H ⊆ N N, no member of which is finitely covered by F , there is f ∈ F such that for all h ∈ H there are infinitely many integers k such that f (k) = h(k). [9] .) There is no analytic strongly mad family in N N.
Theorem 1.10. (See Steprans
The following question remains of interest.
Open Problem 1.11. Does there exist an analytic mad family in N N?
Blass' lemma can be adapted to this situation. Thus the above question is equivalent to the question: Does there exist a Borel mad family in N N?
Set of generators in maximal cofinitary group
In this section we construct a definable set of generators for a maximal cofinitary group under the assumption V = L. Assuming V = L the usual abstract argument can quickly produce a Δ 1 2 set of permutations which generates a maximal cofinitary group. By Blass' lemma this maximal cofinitary group is also Δ 1 2 . Our main theorem improves the definability of the set of generators. The proof of Theorem 2.2 will be an inductive construction of finite approximations of the permutation g. To describe the crucial condition we maintain at each inductive step we will need the following notation. Fixing a variable x, let W G be the set of all words of the form
where t > 0, g i ∈ G \ {id} for 2 i t, g 1 , g t+1 ∈ G, and n i ∈ Z \ {0} for all 1 i t. For w ∈ W G and finite one-one functions p and q such that p ⊆ q, that is, q is an extension of p, we say that q is a good extension of p with respect to w if the following condition is satisfied:
then there are subwords u and z of w and n ∈ N such that
Our construction will make use of iterative good extensions to guarantee cofinitarity of the resulting permutation and the group it generates. However, it turns out that the argument we will use to carry out the construction is completely general. Thus we will first digress to several abstract lemmas about good extensions and later apply the statements of the lemmas in our construction.
Lemma 2.3. Let G be a cofinitary group, w ∈ W G , p a finite one-one function and i / ∈ dom(p).

Then for all but finitely many m ∈ N the function p ∪ { i, m } is a good extension of p with respect to w.
Proof. We argue by induction on the length of the word w. Let m ∈ N \ rng(p) and consider
Suppose that q m is not a good extension of p with respect to w. Assume
and l m ∈ N witnesses that
but there are no subwords u and z of w and n ∈ N such that w = uzu −1 without cancellation,
Consider the computation of w(p)(l m ) in more detail. There exists some 1 j t such that
is defined, and either
(1) n j > 0 and there exists 0 k n j − 1 such that
(2) n j < 0 and there exists n j + 1 k 0 such that
At the next step in the computation of w(q m )(l m ), the new data i, m of q m must be used.
Case (1).
We must have that p k (r) = i and so
We now consider various subcases.
Case 1.1. Suppose that k + 1 < n j . Then we must have that
Hence there are only finitely many such m ∈ N. Case 1.2. Suppose that k + 1 = n j . Now we have to consider the rest of the computation,
First suppose that j > 1. If n j −1 > 0, then we can continue the computation iff
and hence there are only finitely many possible values for such m. If n j −1 < 0, then we must have that
Since G is cofinitary and g j ∈ G, there are only finitely many values of m. Now suppose that j = 1. Then it has to be that g 1 (m) = l m . There is an apparent difficulty since we do not know how many possibilities there are for l m . But since we know that
and
then it follows that either
For (1 a ), it is clear that there are only finitely many possibilities for l m , and hence only finitely many possibilities for m = g
Case (2).
We must have that p k (r) = m and so
Case 2.1. Suppose that j < t or k < 0. Then
Since rng(p k g j +1 . . . p n t g t+1 ) is finite, there are only finitely many values for m.
Case 2.2. Suppose that j = t and k = 0. Then m = g t+1 (l m ). Once again, there is an apparent difficulty, since we do not know how many possibilities there are for l m . We have the following two subcases to consider:
Thus there are finitely many values for m.
Now we consider the subcase (2 b ). Since
we may write that
, then l m fails to witness that q m is not a good extension of p with respect to w, a contradiction to our assumptions. Therefore
For (I) we may assume that z(p)(i) ∈ dom(p) because otherwise the computation of w(q m )(l m ) stops. Therefore, we know that 
For (II a ), there are finitely many possibilities for m, by an argument similar to subcase (I). Now suppose that (II b ) holds. By inductive hypothesis, if m is a sufficiently large integer, then there exists an expression z = uz 0 u −1 and an integer c ∈ N such that
Note that for each such m, we have that
Thus if there are infinitely many such m, we must have that
, since G is a cofinitary group. But again l m fails to witness that q m is not a good extension of p with respect to w, a contradiction.
Finally suppose that z(p)(i) = i and
. Since G is a cofinitary group, there are only finitely many possibilities for m.
This completes the proof of the lemma. 2
By a similar argument one can show a dual version of the lemma as follows.
Lemma 2.4. Let G be a cofinitary group, w ∈ W G , p a finite one-one function and i / ∈ rng(p).
Then for all but finitely many k ∈ N the function p ∪ { k, i } is a good extension of p with respect to w. Alternatively, the above lemma can be proved by citing Lemma 2.3 and noting the following easy fact.
Then q is a good extension of p with respect to w iff q −1 is a good extension of p −1 with respect to w , where
Lemmas 2.3 and 2.4 enable us to maintain good extensions while doing a back and forth construction. Next we consider the requirement of meeting certain permutation infinitely many times. Specifically, suppose f is a permutation we would like to meet. We need a lemma to guarantee that there is a pair n, f (n) ∈ f so that p ∪ { n, f (n) } is a good extension of p. The following lemma does exactly that. Lemma 2.6. Let G be a cofinitary group and let f ∈ Sym(N) \ G be such that G, f is also cofinitary. Let w ∈ W G and p be a finite one-one function. Then for all but finitely many n ∈ N, p ∪ { n, f (n) } is a good extension of p with respect to w.
Proof. Since G, f is a cofinitary group and f ∈ Sym(N) \ G, we know that f is a cofinitary permutation, i.e., f has finitely many fixed points.
Let
where n i ∈ Z \ {0} and g i ∈ G \ {id} except possibly g i = id or g t+1 = id. Also let
and suppose w(q n )(l n ) = l n , and
Consider the point where n, f (n) is first used. So we have that
and so in either case there are only finitely many possibilities for n. Thus without loss of generality, we may assume that b = g t+1 in the following. Case 1. Suppose that n t > 0. First suppose that n t > 1. Then
Hence f (n) ∈ dom(p) ∪ {n}, since otherwise the computation of w(q n )(l n ) would stop. Since dom(p) is finite and f is a cofinitary permutation, there are only finitely possibilities for n. Now assume that n t = 1. To make the computation of w(q n )(l n ) continue, it must happen that
When t > 1, g t = id and g t • f is cofinitary; thus there are only finitely many n such that
Hence there are only finitely many n to make the computation continue. So, without loss of generality, we may consider that
Assume that there are infinitely many l n such that
This implies that
Hence
∈ G which is a contradiction.
Case 2. Suppose that n t < 0. First suppose that n t < −1. We know that if
then the computation of w(q n )(l n ) stops. There are only finitely many other n. So without loss of generality, we may assume that n t = −1. Then if t > 1 only
can make the computation continue. Since there are only finitely many n ∈ N such that
there are only finitely many possibilities for n. We consider the last case
If there are infinitely many l n such that
. This is a contradiction as well. This finishes the proof of the lemma. 2
The next two lemmas guarantee goodness for extensions by adding certain cycles. The number of elements in the cycle will be used to code arbitrary reals. Assume that
Suppose that q is not a good extension of p with respect to w. Let l ∈ N witness this, in particular, we have the following condition ( * ):
w(p)(l) is undefined, and w(q)(l) = l.
Consider the computation of w(p)(l) in more detail. There exists some 1 j t such that
is defined and r ∈ C. Also consider the computation of w(q)(l) in more detail. We get that
We consider three cases.
Since the second set in the above expression is finite, it is possible to choose all elements of C not to belong to this finite set. Thus the condition ( * ) is violated and the statement of our lemma is established. Similarly, if j < t and there is c i ∈ C such that l = g 1 (c i ), then
This is similar to above situation, and again the lemma is established by violating ( * ).
Thus we assume l ∈ g 1 (C) and j = t. Now there are c i ∈ C with l = g 1 (c i ) and c k ∈ C with g t+1 (l) = c k . Thus
By our case assumption g t+1 g 1 = id, thus it is possible to choose elements of C to make the above expression to fail. Again the statement of the lemma holds because for all but finitely many s we can find C to violate ( * ), hence establishing goodness of the extension. Case 2. g 1 g t+1 = id and n 1 n t > 0.
As in Case 1 we may assume l ∈ g 1 (C) and j = t.
and ( * ) implies that there is c i ∈ C such that q n 1 (c i ) = c i . This is easily violated by choosing s > n 1 . Again the lemma holds because ( * ) fails.
If t > 1 then
We consider the word
where in fact g 1 = g 2 , t = t − 1, n t = n 1 + n t and g t +1 = id. Note that for
we have that l is defined and in fact l ∈ C since g −1
Thus we have the condition ( * ): w (p)(l ) is undefined and w (q)(l ) = l
for the word w , functions p, q and number l . Note that
Thus our argument for Case 1 applies to this set of data. We thus know that it is possible to choose the elements of C so that the condition ( * ) is violated. It follows then that the condition ( * ) is violated as well and our lemma is established.
Case 3. g 1 g t+1 = id and n 1 n t < 0. Again we assume l ∈ g 1 (C) and j = t. In addition, without loss of generality we may assume n 1 > 0. The case n 1 < 0 is similar. We thus have
.
Let u 0 = g 1 x and z 0 be such that w = u 0 z 0 u −1 0 without cancellation. Let
If z 0 (p)(l 0 ) is undefined then by inductive hypothesis for all but finitely many s we can find C so that q is a good extension of p with respect to z 0 . Thus there are subwords u 1 This finishes the proof of the lemma. 2
In our final construction we will need the following strengthening of Lemma 2.7. It is not a logical consequence of the statement of Lemma 2.7 but is a corollary of the proof if one runs it verbatim. Thus we state it without proof. We are now ready to give the proof of Theorem 2.2. For the convenience of the reader we repeat the statement of Theorem 2.2 below.
Theorem 2.2. Let G be a countable cofinitary group, f ∈ Sym(N) \ G be such that G, f is cofinitary and S ⊆ N be arbitrary. Then there is a permutation
g ∈ Sym(N) \ G such that S ∈ Σ 0 1 (g), G,
g is cofinitary and g ∩ f is infinite. Moreover g can be recursively constructed from the given data.
Proof. Let W G be enumerated as {w i (x) | i ∈ N}. For i ∈ N define an extension relation ⊆ i between finite one-one functions as follows: p ⊆ i q iff for any j i and subword w of w j ∈ W G , q is a good extension of p with respect to w . It is straightforward to see that the relation ⊆ i is transitive for every i ∈ N.
We now inductively define finite one-one functions p i for i ∈ N so that the following requirements are satisfied:
∈ S, then all cycles in p i+1 are also in p i , i.e., if c 1 , . . . , c s ∈ dom(p i+1 ) are distinct and c 1 , c 2 , . . . , c s−1 , c s , c s , c 1 ∈ p i+1 ,   then c 1 , . . . , c s ∈ dom(p i ); In fact, given p i we define p i+1 in four steps. In the first step we find m ∈ N such that
In the second step we find
This is done by a similar argument as above, except Lemma 2.4, instead of Lemma 2.3, is used to guarantee the existence of such k.
In the third step we apply Lemma 2.6 to find an
If i / ∈ S we are done with the definition and put
Notice that (iii) is satisfied in the first two steps, (iv) is taken care of in the third step, (ii) follows by transitivity of the relation ⊆ i and (v) holds by our choice of the numbers m, k and n, since no new cycle is added to p i+1 . If i ∈ S then we apply Lemma 2.8 to get s = 2 i 3 k for some k and distinct c 1 , . . . , c s ∈ N such that c 1 , c 2 , . . . , c s−1 , c s , c s , c 1 . c 1 , c 2 , . . . , c s−1 , c s , c s , c 1 .
To make the construction canonical we can further require that m, k, n and c 1 , . . . , c s , etc., be chosen to be the smallest in some canonical ordering satisfying the good extension conditions. From the proofs of Lemmas 2.3 through 2.8 it is clear that this can be done in a recursive fashion in the codes of G, f and S. Now we let
Then g is constructed in a recursive fashion in the given data.
It follows from (ii) that g is a permutation and from (iii) that g ∩ f is infinite. To see that S ∈Σ 0 1 (g), notice that (iv) and (v) imply that i ∈ S iff ∃k there is a cycle of length 2 i 3 k in g .
Finally we argue that G, g is cofinitary. Assume not. Let w i (x) be the shortest element of W G such that w i (g) has infinitely many fixed points. Let
For all but finitely many l ∈ F there is i l > i such that w i (p i l )(l) is undefined and
, there are subwords u l and z l of w i and c l such that
Since w i is a finite word there must be subwords u and z of w i such that w i = uzu −1 without cancellation, and for infinitely many l ∈ F , u −1 (g)(l) = c l and z(g)(c l ) = c l . Now notice that u −1 (g) is a permutation, thus in particular is one to one. Therefore we have obtained infinitely many fixed points for z(g). Since z is shorter than w i , this is a contradiction to our assumption about w i . 2
The usefulness of Theorem 2.2 comes from a general method to obtain Π 1 1 sets first used by van Engelen, Miller and Steel (see, e.g., [5] ) and later better isolated by Miller (see, e.g. [11] ). In all other instances of the application of the method an object can be obtained to code an arbitrary real in a recursive fashion. Thus in our first attempt to prove Theorem 2.2. we hoped to obtain g so that S is recursive in g. This turned out to be quite difficult. In fact in the circumstances of Theorem 2.2 we do not know a good method to code an arbitrary real in a permutation in a recursive fashion. It seems to be an interesting problem in its own right.
The next part is devoted to a proof of Theorem 2.1. The argument is similar to those in Miller [11] .
Proof of Theorem 2.1. Assume V = L and let < L be the canonical well-ordering of L.
For
Now let L β α , α < ω 1 , be a sequence of point definable L α 's listed in order, so that β α+1 β α + ω for all α < ω 1 . By a transfinite induction we construct permutations g α ∈ Sym(N), α < ω 1 , as follows. At each stage α choose g α so that it is the least constructed (i.e., < L -least) permutation such that the following conditions hold:
Here we let G = {g γ | γ < α} . To see that (1) is also satisfied, we need to consider the constructibility of the parameters in more detail. First note that the sequence g γ | γ < α is an element of L β α +ω . Thus we have that G ∈ L β α +ω . Also S = Th(L β α , ∈) is an element of L β α +ω . To see that f ∈ L β α +ω also, apply our Lemmas 2.3 and 2.4 to G, in the manner of the proof of Theorem 2.2, to produce a permutation f 0 ∈ Sym(N) \ G so that G, f 0 is also cofinitary. Notice that such an f 0 can be constructed to be recursive in G, thus in particular f 0 ∈ L β α +ω . This guarantees that f ∈ L β α +ω since f is the least constructed such function. Now applying Theorem 2.2 again, we obtain a permutation g recursive in the parameters G, S and f . Thus g α ∈ L β α +ω .
We have thus seen that the transfinite induction can be carried out. Finally let X = {g α | α < ω 1 }. It is clear that X is a maximal cofinitary group. To see that X ∈ Π 1 1 , note that there
Thus by standard set theoretic arguments X ∈ Π 1 1 :
This completes the proof of Theorem 2.1. 2
Mad permutation families
In this section we turn to mad permutation families and prove the following theorem. Given the apparent similarity between Theorem 3.1 to Theorem 2.1, and in view of the general method employed in the proof of Theorem 2.1, it suffices to establish the following technical theorem. f 0 , f 1 , . . . , f n , . . . , n ∈ N, be an enumeration of A. We construct g in stages again by inductively defining finite one-one functions p i for i ∈ N as approximations of g. For each finite approximation p i we will maintain the condition that
Proof. Let
Thus when we eventually define
it follows immediately that A ∪ {g} is almost disjoint.
Note that requirement (b) excludes only finitely many values for k since A ∪ {f } is an almost disjoint family. Ditto with requirement (c) since f is a one-one function. Therefore there exists such k satisfying all three requirements. We define q 2 = q 1 ∪ { k, f (k) }. Then (a) and (c) guarantee that q 2 is still a one-one function and that condition (v) is maintained. As in the argument for Step 1, requirement (b) guarantees that |q 2 ∩ f n | n for all n ∈ N.
Step 4. In this last step we define p i+1 ⊇ q 2 so that condition (vi) is satisfied. If i / ∈ S, we only need to let p i+1 = q 2 and we are done. Suppose i ∈ S. Let j = i + 1 and N 2 = | dom(q 2 )|. We will find suitable c 1 , . . . , c j and define p i+1 = q 2 ∪ c 1 , c 2 , . . . , c j −1 , c j , c j , c 1 .
To ensure the desired properties we require that c 1 , . . . , c j satisfy the following requirements: The rest of the proof is similar to that of Theorem 2.2. Note only the difference that now S is coded in g via a nominally simpler property: i ∈ S iff there is a cycle of length i + 2 in g. 2
Now Theorem 3.1 follows from Theorem 3.2 in exactly the same fashion as Theorem 2.1 follows from Theorem 2.2. Therefore we omit its proof.
Let us observe that in the above proof of Theorem 3.2 if f has only finitely many fixed points then g can be constructed so that it has no fixed points. We thus obtain the following corollary. second author was partially supported by the MOE Project of Key Research Institute of Humanities and Social Sciences at Universities, CNSF 10471158 and China-France-Russia mathematics collaboration grant 34000-3275100.
