Abstract. We theoretically and numerically investigate spin waves that occur in systems of classical magnetic dipoles that are arranged at the vertices of a regular polygon and interact solely via their magnetic fields. There are certain limiting cases that can be analyzed in detail. One case is that of spin waves as infinitesimal excitations from the system's ground state, where the dispersion relation can be determined analytically. The frequencies of these infinitesimal spin waves are compared with the peaks of the Fourier transform of the thermal expectation value of the autocorrelation function calculated by Monte Carlo simulations. In the special case of vanishing wave number an exact solution of the equations of motion is possible describing synchronized oscillations with finite amplitudes. Finally, the limiting case of a dipole chain with N −→ ∞ is investigated and completely solved.
Introduction
Systems in which magnetic nanostructures solely interact via electromagnetic forces have recently drawn much attention experimentally as well as theoretically [1] - [11] . Whereas in traditional magnetic systems electromagnetic forces usually just add to a complex exchange interaction scenario, they play a major role in arrays of interacting magnetic nanoparticles and lithographically produced nanostructures, like nanodots and nanopillars. In such systems geometrical frustration and disorder lead to interesting and exotic low temperature effects, e. g. artificial spin ice [12, 13] , and superspin glass behavior [14] . Moreover, the dynamic behavior of interacting magnetic nanostructures is a subject of considerable current investigation. These systems are promising candidates for future applications beyond magnetic data-storage, e. g. , as low-power logical devices [15, 16] . Theoretically, these systems can often be described as interacting point dipoles. This is justified if the considered nanostructures form single domain magnets and are spatially well separated from each other so that exchange interactions do not play an important role. A different realization of systems of interacting dipoles is given by N@C 60 , nitrogen atoms encapsulated in fullerene cages [17] . Such fullerene array structures have been proposed as an alternative concept for a scalable spin quantum computer [18] .
The basic building block of all extended interacting dipole systems represents a pair of interacting magnetic dipoles with fixed position. This system has been shown [19] to be completely integrable due to the existence of two conserved quantities, namely the energy H and the component S · e of the total magnetic moment S into the direction e joining the two dipoles. The two ground states of the dipole pair are those where both moment vectors are parallel to e or to −e and thus ferromagnetic in character. Larger systems of magnetic dipoles will no longer be integrable and it will be, in general, difficult to determine their ground states because of geometric frustration. However, for special geometries the ground states may be found, see, e. g. [20] .
In this paper we consider discrete dipole rings, i. e. , systems where the dipoles are located at the vertices of a regular polygon, see section 2, and, as a limit case, the infinite dipole chain. For the latter no frustration occurs and the two ferromagnetic ground states are obvious. For dipole rings numerical evidence shows that the two ground states ±s are those with all moment vectors tangent to the circle circumscribing the polygon, see figure 2 and Appendix A for some remarks concerning a proof. It is then a straightforward task to linearize the equation of motion (eom) just above the ground state energy and to solve it, see section 3. Due to the C N symmetry of the dipole ring these solutions can be viewed as spin waves, where the notation has been chosen in analogy to similar solutions for classical spin lattices [22] . The frequencies of the linearized spin waves can also be numerically determined, see section 7: We calculate the autocorrelation function ac(t) in the thermal average for low temperatures and consider the maxima of its Fourier transform. The position of the dominant peaks then coincides with the theoretically determined frequencies within a precision of 0.25 percent for the cases N = 3, . . . 7 that we have investigated.
Spin waves are interesting phenomena in their own right as well as tools for an approximate description of quantum systems [21] . The simplest models of spin waves can be obtained for a spin ring with classical nearest neighbor Heisenberg interaction [22] . It shows not only infinitesimal spin waves in the sense sketched above but also finite amplitude spin waves with a dispersion relation [23] ω(q) = 2(1 − cos q) z .
(
The dipole ring is more complicated in two respects: The interaction is (1) anisotropic in dependence of the direction e µν joining any two dipoles and (2) of long range. Thus the question arises whether also for dipole rings finite amplitude spin waves exist. The solutions to the linearized eom described above can be re-translated into approximate finite amplitude solutions via some inverse projection. Alternatively, we have constructed the corresponding finite amplitude initial conditions and numerical solved the eom with these conditions. This yields numerically exact solutions that are, however, not spin waves in a strict sense. Of course, the quality of these "approximate spin waves" depends on the size of the initial amplitudes: The smaller the amplitudes, the better the approximation of spin waves. Moreover, the quality increases with N. For N ≃ 25 there exist numerical solutions with large amplitudes that look perfectly like spin waves, see Fig. 1 . Given this situation the above question assumes the following form: Are finite amplitude solutions always only spin waves in some approximate sense, or do there exist exact finite amplitude spin waves? We cannot definitely answer this question but we have strong evidence that exact spin waves exist. There are at least three arguments in favor of this.
(i) In the case of N = 3 we have systematically improved the initial conditions obtained from solutions of the linearized eom and obtained numerical solutions that are rather close to exact spin waves, see section 4.3
(ii) In the special case of vanishing wave number k = 0 it is possible to obtain analytical solutions that describe "synchronized oscillations", see section 5. It would seem to be strange if such exact spin waves exist for k = 0 but not for larger k.
(iii) In the limit of N −→ ∞, i. e. , for the dipole chain, exact spin waves exist with arbitrary amplitudes, see section 6. Again, it would seem to be strange if such exact spin waves exist for N −→ ∞ but not for finite N.
These arguments are further discussed in section 7 containing the summary and the outlook for future investigations. Interestingly, in the case of the infinite dipole chain there exist spin waves with negative group velocity, see section 6. Systems with negative group velocity have recently found much attention in optics, see, e. g. [24] , as well as in the investigation of meta-materials, see, e. g. [25] , [26] .
Rings of interacting magnetic dipoles
We consider systems of N classical point-like dipoles. The normalized dipole moments are described by unit vectors s ν , ν = 0, . . . , N − 1. Each dipole moment performs a precession about the instantaneous magnetic field vector that results as a sum over all magnetic fields produced by the other dipoles. The N dipoles are fixed at the positions of the vertices of a regular N− polygon
For the sake of simplicity, the length of the vectors r ν is chosen as 1, but it can be scaled arbitrarily. Then the dimensionless equation of motion (eom) assumes the form where
For a detailed derivation and analysis of this eom that apply to the special case of N = 2 see [19] . The time evolution for the lapse of time t will be denoted by the operator T t : P −→ P, where P denotes the phase space of the dipole ring, see section 3 for more details. The dimensionless energy of the dipole system is
see [27] (6.35), [19] . It will be conserved under time evolution. By definition, the ground states of the system are spin configurations that assume the global minimum of the energy (5) . Numerical studies [28] suggest that there are exactly two ground states, namelys
and −s ν , ν = 0, . . . , N − 1, see Fig. 2 for an illustration. The rigorous proof of this suggestion is outside the scope of the present paper; we will confine ourselves to some remarks in Appendix A that support the ground state property of (6). We define the "shift operator" S : P −→ P as a cyclic permutation of the moment sites accompanied by a rotation R 3 (α) about the 3-axis:
where the addition ν + 1 is understood modulo N. This shift is a symmetry operation of the dipole ring in the sense that it commutes with the time evolution:
Linearized spin waves
For excitations of the dipole ring slightly above the ground state energy it is sensible to linearize the eom at the ground states given by (6) . Some mathematical considerations are in order. The eom (3) can be viewed as a Hamiltonian eom on a 2N-dimensional phase space that is the N-fold product of unit spheres, P = S 2 × . . . × S 2 , see [19] . Linearization of this eom takes place in the 2N-dimensional tangent space TsP at the points ∈ P. This tangent space can be visualized as the N-fold product of planes T µ tangent to the unit sphere S 2 at the pointss µ . We introduce the basis (e 3 , r µ ) in the tangent plane T µ , where e 3 = (0, 0, 1) ⊤ and consider the coordinates (ζ µ , ξ µ ) of T µ w. r. t. this basis. This yields coordinates (ζ, ξ) ≡ (ζ 0 . . . , ζ N −1 , ξ 0 , . . . , ξ N −1 ) of TsP. A small neighborhood of 0 ∈ TsP can be identified with a small neighborhood ofs ∈ P by means of the projection
that is locally 1 : 1. In this sense, the eom on P can be translated into an eom on TsP and, further, linearized w. r. t. the coordinates (ζ, ξ) by means of a Taylor expansion. Note that the constant term of the Taylor expansion vanishes sinces is a stationary point of the eom. Then the linearized eom assumes the form
The two N ×N sub-matrices M (i) , i = 1, 2 are symmetric circulants and hence commute with each other. A circulant is a square matrix that commutes with the cyclic shift matrix, see [30] , part III. For example, in the case N = 4 the matrix M
(1) has the following form
One notes that all secondary diagonals have equal entries even if the diagonals are "periodically extended". The eigenvectors of a circulant form the discrete Fourier basis and its list of eigenvalues is the discrete Fourier transform of the first matrix row (times the factor √ N ), see [30] . In our case, the circulant property of M (i) , i = 1, 2 is clearly the consequence of the C N -symmetry of the dipole ring. The symmetry of M (i) , i = 1, 2 can be traced back to the property that M is a symplectic matrix, see [31] , w. r. t. to the standard symplectic structure of TsP, but this will not be needed in what follows. We conclude that the eigenvalues and eigenvectors of M can be obtained as follows: Let b (µ) be the µ-th Fourier basis vector, i. e. ,
then we have
= ±m
. (14) Here the numbers m negative, hence the eigenvalues in (14) will always be of the form ±i ω µ , ω µ > 0, as it should be. The corresponding wave numbers are k µ ≡ 2πµ N , µ = 0, . . . , N − 1 which are usually chosen to cover the interval (−π, π) (note that µ is only defined modulo N and hence could also be chosen to run from −⌊
⌋ constitutes the finite "dispersion relation" for the corresponding dipole ring. It remains to give explicit expressions for the first row of the sub-matrices M (i) . After some algebra we obtained the following result
For the sake of illustration we consider the case N = 3. The sub-matrices M (1) and M (2) assume the form
and Their eigenvalues are √ 3 times the Fourier series of the first row of these matrices, which gives
The square root of the respective products gives the eigenvalues ±i ω µ of M where
corresponding to the wave numbers k 0 = 0 and k ±1 = ± 2π 3 , respectively.
The analogous results for the finite dispersion relations of dipole rings with N = 4, . . . , 7 are given in table 1. The set of pairs (
⌋ will be called the "normalized" dispersion relation. It is displayed in Fig. 10 for N = 3 , . . . , 300 and can be seen there to approach the dispersion relation of the infinite dipole chain.
Numerical results

Method
A direct experimental test of the results of the previous sections for real systems is naturally affected by thermal fluctuations due to finite temperatures. Hence it seems worthwhile to investigate the thermodynamics of the dipolar spin waves, especially to determine the temperature dependent equilibrium autocorrelation function (ac). In order to calculate the canonical ensemble average numerically we used the so-called "Gibbs approach" [29] , where the trajectories s µ (t) for the dipoles are calculated for the isolated system by solving the equations of motion (3) over a certain number of time steps numerically. The initial conditions for each trajectory are generated by a standard Monte Carlo simulation for a temperature T . By averaging all generated trajectories at each time step one obtains the canonical ensemble average.
Autocorrelation functions
We define the thermal equilibrium autocorrelation function, to be denoted by ac (t, T ), as the canonical ensemble average of
Due to the symmetry of the system the results for all dipoles are identical. In Fig. 3 we show the Fourier time transform of ac (t, T ) calculated using Monte Carlo methods for an equilateral triangle of interacting dipoles for an dimensionless temperature of T = 0.001. We expect that the peaks of the transform should approach the frequencies of the spin waves or the combined frequencies in the limit T −→ 0. Indeed, the spectrum shows two main peaks at the predicted theoretical frequencies
and ω 0 = 1. Furthermore, the theoretically expected combined frequencies 2ω 0 , 2ω 1 , ω 1 ± ω 0 , and ω 0 ± ω 1 are visible in this semilog plot as well, however with a much lower magnitude, i. e. invisible on a linear scale. As in the case N = 2, see [19] , we expect that the peaks at the combined frequencies are suppressed due to the process of thermal averaging. In order to illustrate the changes in the spectrum for increasing ring sizes we have simulated the ac for a variety of small ring systems, i.e. for N = 4, 5, 6, 7 coupled dipoles (see Fig. 4 ). All results fully agree with our theoretical predictions for the limit T −→ 0. According to table 1 we find three peaks for N = 4 and N = 5 dipoles and four peaks for N = 6 and N = 7 dipoles.
Another important aspect with respect to any experimental test of our theory is the temperature dependence of the ac . We have performed simulations for the case of N = 4 for 5 different temperatures. The results are given in Fig. 5 . One can see that the peaks become broader and eventually wash out with increasing temperatures. The peak positions are shifted towards lower frequencies with increasing temperatures.
Spin waves with finite amplitudes for N = 3
By numerically adapting the initial conditions we have obtained a rich variety of finite amplitude solutions of the eom that are very close to exact spin waves. These solutions will be investigated elsewhere; in this article we will only provide an example far from the linear regime. Concentrating on the simplest case N = 3 we have transformed the eom to the set of coordinates a µ ≡ (ξ µ , η µ , ζ µ ), µ = 0, 1, 2 defined in (21) . This has the consequence that spin waves with wave number k 1 = 2π/3 can be characterized by the property of "choreography", i. e. ,
where T is the period of any single spin solution and the addition µ + 1 is understood modulo 3. It says that all spin vectors traverse the same closed curve but with a mutual phase shift of T /3. With the initial conditions given in table 2 we obtained the numerical solution displayed in Fig. 6 .
Synchronized oscillations
There exists a family of analytical solutions of the eom that can be understood as spin waves with k = 0 and infinite phase velocity. Each moment vector performs a periodic non-linear oscillation and there is no phase shift between these oscillations. Moreover, the collective oscillations are all the same if described in the local coordinate system adapted to the ground states, see (6). More specifically, we introduce coordinates
and assume that for all moment vectors s µ these coordinates are the same and will be simply denoted by (ξ, η, ζ). Mathematically, we consider the sub-manifold Q of the phase space P consisting of all fixed points of the shift operator S, i. e. , Q ≡ {s ∈ P | S s = s}. This sub-manifold is invariant under the time evolution T t since S s = s implies S (T t s) = T t S s = T t s where the commutation relation (8) has been used. Then it is obvious that the eom will assume the simple form
where the three real constants α, β, γ have still to be determined. They satisfy two constraints due to the conserved quantities
The constants a, b, d can be obtained as N times the constant row sum of certain matrices A, B, D, see Appendix A, but for the moment we prefer to work with the a, b, d as undetermined constants. The special solution ξ = 0, η = 1, ζ = 0 of (22) represents the ground states that is a stationary point of the eom. (22) for N = 5. There are two regions of stable oscillations around the states with minimal and maximal energy (black and blue curves, resp. ) separated by orbits that represent "switch solutions" (red curves).
We notice that the eom (22) are of the same form as Euler's equation describing the time evolution of the angular momentum M of a rigid body in the body frame, see [31] . In that case the equation analogous to (24) reads treatment of (22) will be very similar to the case of Euler's equation. In particular, the well-known facts about the stability of the rigid body's rotations about the two principal axes of inertia corresponding to the maximal and the minimal moment of inertia apply to the collective oscillations of the dipole ring as well, see Fig. 8 . We now turn to the eom for the function ζ(t), see (22) . After some algebra we obtain for the corresponding parameter
The two conserved quantities (23), (24) can be used to express ξ and η through ζ:
Hence the analytical solution for ζ(t) suffices to solve the system (22) completely. Separation of variables transforms the 3rd eq. of (22) into an elliptic integral:
The first equality in (30) follows from the definitions
and the second one from the substitution
and the definitions
By inserting appropriate boundaries and using the definition of the Weierstrass elliptic function P(z) ≡ P(z; g 2 , g 3 ), see [32] Ch. 18, we obtain
As an example we consider the case N = 5 and initial conditions
The result of the numerical integration of the eom compared with the analytical solution is shown in Fig. 7 . This solution belongs to the oscillations about the system's ground state (black curves in Fig. 8 ). There exist similar oscillations about the state with maximal energy (blue curves in Fig. 8 ). Both regions of stable oscillations are separated by orbits that represent transitions between the two unstable stationary states ξ = η = 0, ζ = ±1 (red curves in Fig. 8 ). These "switch solutions" can be expressed in terms of elementary functions, but they are of increasing complexity with growing N.
Here we only present the simplest case of N = 3:
see Fig. 9 .
Spin waves of the infinite dipole chain
The dipoles will be indexed by the set of integers Z and placed on the z-axis with distance a between adjacent neighbors. Hence e 3 is the unit vector in the direction 
We make the following ansatz for a spin wave:
where ω, q and z are parameters, constant in time, to be determined later. It will suffice to check whether (41) satisfies (40) for the special case m = 0 and t = 0 since the general case is analogous. Hence we have to show that the second term of the r. h. s. of (40) is of the form n∈Z, n =0 1 |n| 3 (s n − 3 s n · e 3 e 3 ) = ω e 3 + λ s 0 .
Note that the term λ s 0 would have no influence on the eom because of the vector product with s 0 . The second term in (42) already has the desired form:
where ζ(n) denotes the Riemann Zeta function, see [32] , 23.2.18. To evaluate the first term in (42) we add s n and s −n and obtain
Upon multiplying this result by 1 n 3 ,summing over n = 1, . . . , ∞ and using (44) we obtain
Here Li n (z) denotes the polylogarithmic function, see [33] . Eq. (49) represents the dispersion relation ω = ω(q, z) that also linearly depends on the parameter z. For the comparison with the dispersion relations for infinitesimal spin waves and finite N we have to set z = 1 according to the ground state value, see Fig. 10 . We note that for z > 0 the dispersion relation (49) leads to a negative group velocity dω dq .
Summary and outlook
In this article we have theoretically and numerically investigated spin waves in rings of fixed dipoles interacting solely via their magnetic fields. We have found numerical evidence for exact spin waves with finite amplitudes and analytically solved three limit cases:
• Spin waves that are infinitesimal excitations of the ground state,
• synchronized oscillations that can be viewed as spin waves with vanishing wave number and finite amplitudes, and
• spin waves with finite amplitudes in the infinite dipole chain.
The results for these three cases have been checked in various ways, e. g. , by numerical solutions of the eom including Monte Carlo simulations for low temperatures, and by comparing the normalized dispersion relations of large rings with the corresponding limit case of the infinite dipole chain. Thus we have completed the program arranged in the outlook of [19] except for the theoretical calculations of the low temperature asymptotics. Further topics that have to be deferred to forthcoming papers are
• the detailed numerical investigation of finite amplitude spin waves for small N,
• a rigorous proof of the ground state property of ±s, and
• a rigorous existence proof for finite amplitude spin waves in the general case.
The latter problem seems to be the most ambitious one and probably one will have to be content with numerical evidence. Another question is how the theoretical results could be tested. Note that our calculations are general and could be applied to microscopic as well as macroscopic realizations of interacting dipole systems. However, one has to make sure that higher order interactions, e. g. octopole, can be neglected. Furthermore, for microscopic systems it is important that the dipolar interaction is large due to large localized magnetic moments. This may be the case for special types of ring-type molecular magnets that are composed of rare earth metals with high spin quantum numbers like gadolinium [34] . Another realization could be obtained by creating rings of interacting magnetic nanoparticles or lithographically produced micro-or nanostructures. j α of J such that the corresponding eigenvector can be identified with the states, see (6) . Hences is a ground state if j α = j min , but the latter fact will not be proven in this article. To detail the above remarks it is convenient to introduce new cartesian coordinates (ξ, η, ζ) ≡ (ξ 0 , . . . , ξ N −1 , η 0 , . . . , η N −1 , ζ 0 , . . . , ζ N −1 ) for the moment vectors s µ defined by
W. r. t. these new coordinates that are better adapted to the C N -symmetry of the dipole ring the matrix J assumes the form, again denoted by J,
Here A, B, C, D denote N × N sub-matrices that are circulants, see section 3. A, B and D are symmetric, whereas C is anti-symmetric. Again, the matrices A, B, C, D pairwise commute since they have the Fourier basis b (µ) , see (12) , as a common system of eigenvectors. It thus suffices to give the values of the first row of the respective matrices: We see that, except a vanishing diagonal, A and D have only positive entries and B has only negative ones. The row sum of C vanishes since C is an antisymmetric circulant. The eigenvalues of C are purely imaginary. Let i . Then the general eigenvector of J has the form (u
i . In this way we have, in principle, diagonalized the matrix J. In particular, its eigenvalues corresponding to µ = 0 can be determined explicitely. The Fourier basis vector b (0) is the vector with constant entries 
It is, up to normalization, identical with the conjectured ground states according to (6) . To prove thats is actually a ground state it would suffice to show that b (0) is the lowest eigenvalue of J since then the equality sign in E 0 ≥ Nj min would be assumed. For any given small N this could be done since the eigenvalues of J can be calculated in closed form. A rigorous proof of the ground state property ofs following the above strategy would, however, require the proof of b (0) = j min for all N ≥ 3.
In the remainder of this Appendix we will present arguments in favour the ground state property ofs if N is sufficient large. First we will prove that
Recall that d (ν) can be written as
and hence In order to investigate the leading terms of k 
