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University of Toronto, Toronto, Canada 
Th is  paper presents an algorithm for synchroniz ing (firing) an arbitrary, 
finite, connected pattern of cells in a potentially infinite two-dimensional  grid 
of identical finite state cells. Earlier solution t imes have been quadratic in m, 
where m is the edge length of the smallest square enclosing the pattern. A linear 
solution is formulated. 
1. INTRODUCTION 
The firing squad problem in its one-dimensional form has been the 
subject of a number of investigations. The historical background to the 
problem appears in Moore (1964), and a concise review of both the problem 
and its first efficient, minimum-time solution (due to Waksman, 1966) 
appears in Moore and Langdon (1968); therefore, neither of these two 
aspects of the problem need be repeated here. Refinements of the basic 
structure of the Waksman (1966) minimum-time solution which lead towards 
least number of states and arbitrary General positioning have been reported 
by Balzer (1967) and Moore and Langdon (1968), respectively. 
Applications of the firing squad synchronization scheme to abstract two- 
dimensional cellular space pattern processing problems appear in the recent 
work of Kosaraju (1972) and Smith (1971). In particular, Kosaraju uses the 
firing squad to synchronize the initiation of a certain phase of the processing 
of a binary pattern that is constrained to a rectangular area. The boundary 
of this area is delineated by cells that are initially placed in a specific state. 
These cells do not change state during computation. Smith also uses the 
concept of a fixed boundary, but it is allowed to be irregular, and firing squad 
action occurs in the layer of cells adjacent to the boundary. 
* The  main result of this paper was presented at the 7th Annu.  Princeton Conf. 
Inform. and System Sci., Mar. 1973, Princeton, NJ .  Th is  work has been supported 
in part by the National Research Counci l  of Canada under  Grant  A5192. 
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It is convenient to introduce some terminology and definitions and then 
specify the relationship of our main result to the previous work. A finite, 
connected pattern of cells, P, is named by a finite subset of the set I × I, 
where I is the integers. I f  x, y ~ P, there exists a chain of directly connected 
cells, all members of P, that leads from x to y. The eight nearest neighbors 
of a point determine the types of direct connection paths possible. A cell 
position x = (i, j) and its eight nearest neighbors have been called the J1 
stencil by Cole (1969). If we think of the cells as tight packed squares, Fig. 1 
shows the J1 stencil. We then say that two cells are directly connected if and 
only if one is in the J1 stencil centered at the other. In detail, then, if x, y ~ P, 
there exists a chain of cells x ~ x 1 , x 2 .... , x~ = y such that x~+ 1 is directly 
connected to x i for 1 ~< i ~< t --  1. The crosshatched cells in Fig. 2 constitute 
such a pattern. 
FIG. 1. 
_//ce, (i,j) 
/l, 
, /  
J1 stencil centered on cell (i, j). 
FIG. 2. 
_ '/2 
A finite, connected pattern P. 
In a very elegant treatmem, Rosenstiehl (1966) has adapted some 19th 
century maze algorithms to the linearization of an arbitrarily interconnected 
set of identical finite-state machines. Rosenstiehl then applies the usual 
one-dimensional firing squad solution to synchronize the linearized set in a 
number of steps proportional to the number of machines. These results 
can be applied to the synchronization of patterns P, as defined above, and 
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the synchronization or firing time is bounded by an 2, for some constant a, 
where n is the radius (in terms of J1 path steps) of the area occupied by the 
pattern. The quadratic form of the above bound does not change if n is 
replaced by the perimeter length of the smallest square bounding P, or 
similar measures. 
The purpose of this paper is to develop a technique for firing P within 
time bn for some constant b. This is an important reduction (from quadratic 
to linear), since some of the most interesting questions in abstract wo- 
dimensional pattern processing revolve around whether or not certain 
processes (that may need synchronization for some phases) can be performed 
in linear or polynomial time, where the variable is n as above, or some 
similar measure. In what follows, it will be seen that the synchronization 
algorithm utilizes cells that are not in P as well as those that are, but there is 
no assumption of an initial fixed boundary square or rectangle. Interpreted 
in the terms of this paper, Smith does not allow the use of cells not in P, so 
that our results do not apply directly to his formulation. Kosaraju (1972) 
does allow the use of cells not in P, but requires an initial fixed boundary 
rectangle or square. Our results thus show that the boundary assumption 
can be dropped from Kosaraju-type processing of connected patterns without 
any essential increase of processing time. In fact, construction of such a 
boundary is the difficult part of our linear synchronization algorithm. Aside 
from applicability to previous problem formulations, the notion of 
constructing a square or rectangle around a pattern P using as much 
parallelism (or equivalently, as little time) as possible seems to be an 
interesting problem on its own. A related open problem is suggested in 
Sect. 4. 
2. THE PATTERN SYNCHRONIZATION PROBLEM 
Given a pattern P (which will henceforth be a name for a finite multiply- 
connected set of cells in the two-dimensional grid) with an arbitrary cell G 
in P designated as the General, fire P. In more detail, let the potentially 
infinite grid of cells of identical finite state machines (as shown schematically 
in Fig. 2) be initialized at time t o as follows: (i) exactly one cell of P is placed 
in the special state G, (ii) all other cells are in one of two states, Q0 or Q~. 
In particular, cells of P are in Q1 and the remainder are in Qo. The state Qo 
is clearly the quiescent state of the usual cellular space theory. However, 
the uniform local state update function, f, (that operates on the current state 
of a cell and that of its J1 neighbors to determine its next state) is such that 
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if the states of cell x and its J1 neighbors are all in the set {Q0, Q1} at time 
t i , then cell x will not change state at time ti+ 1 . Because of this, we might 
consider both Qo and Q1 to be quiescent in that they will not change unless 
some other state, not in {Q0, Q1}, appears in their neighborhood. We are 
assuming the usual synchronous behavior of the potentially infinite grid of 
cells, time being quantized as t o , t 1 , t 2 ,..., with cells in and out of P taking 
part in the synchronization of P. The update function f must be designed 
such that at some time t o q- T = t r all cells of P will enter state F, the fire 
state, simultaneously and for the first time, and all other cells of the grid 
will have returned to state Q0. We will describe a construction in which 
T ~ 8n q-10, where n is the distance from G to the smallest square, 
centered on G, that just contains P. As indicated above, some of the original 
Q0 cells will have gone through various state changes, before returning to Qo, 
in propagating signals necessary to the synchronization algorithm. 
3. A LINEAR SOLUTION 
A central notion in the solution to be presented is that of expanding and 
contracting "waves" in two-dimensional cellular spaces. We will need 
waves of only one shape: 
DEFINITION l. An expanding J-wave is a signal A that initiates from some 
cell x at time t such that it reaches all cells y where y ---- x + z for some 
z ~ Jk (3 Jk-a at time t ' -~ t + w(k), where .w(k) is a strictly increasing 
function. 
The Ji stencils, i > 1, (see Cole, 1969), are a straightforward generalization 
of Ja used earlier; that is, J~ --- {(i,j) ] I i] ~ k, l J{ ~< k). We will use linear 
functions for w(k). In general, the propagation of signals must be defined 
formally in terms of state changes of the individual cells caused by the f 
function, but this is such a well known concept in cellular spaces that we 
will take it as primitive in the above definition. Since the f  function arguments 
are determined by the J1 stencil, expanding J-waves with w(k) chosen from 
k, 2k, 3k ,... are particularly easy to implement. 
DEFINITION 2. A contracting J-wave is a signal A that initiates at time t 
in all cellsy such thaty ~ x + z for some fixed cell x and for all z e Jr n J~-l, 
and reaches all cells y '  such that y '  ~ x + z' for all z '  e J~_~ n Jr-~-a at 
time t' ~ t + w(k), where w(k) is a strictly increasing function. 
643126]I-Z 
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As in the case of expanding J-waves, contracting J-waves are easy to 
implement 1 in a J1 stencil space, and linear functions for w(k) will suffice. 
DEFINITION 3. When w(k) is any of k, 2k, 3k,..., ck,..., we will say that 
the coefficient c is the speed of the J-wave, with c = 1 representing the 
fastest possible propagation. 
The main idea in firing the multiply connected pattern is to establish 
the smallest square boundary, centered on G, that completely encloses the 
pattern. Once this is done, the pattern cells can be fired by synchronizing 
all cells inside the boundary by running all rows in parallel as one-dimensional 
firing squads. This is possible because, as we will show, all boundary cells 
identify themselves simultaneously; and the right or left edge cells, or both, 
can serve as General initiators. Then, since firing (the P cells of) a square 
in this manner is linear, total synchronization time will be linear if boundary 
square formation is linear. 
It is convenient at this point to comment on two changes in the problem 
specification that make a solution either trivial or impossible. First, if P is 
on a finite square or rectangular background with distinguished edge squares, 
then the solution is trivial, as sketched above; and second, if the pattern is 
not connected, a solution is impossible, because the General can never 
discover (by signal transmissions and returns) whether or not there is some 
of the pattern ot yet encountered. 
Algorithm to Establish a Square Boundary 
Step 1. At time t o , cell G initiates an expanding J-wave, A at speed cl • 
Each cell when hit by A will: 
(i) Remember the direction of the wave so that later it can properly 
direct a signal proceeding back toward G, and 
(ii) Send, in the case it is a cell of P, an echo signal B back to G at speed 
Q,  where B is faster than A, that is, c2 < q .  
The B signals are guided back to G by the use of the direction information 
that was recorded by (i) above when the original A wave expanded. The 
example shown later will make this process clearer. Consider the timing 
analysis of this A and B signaling process. Let x be the position of G, and 
1 There is an initial problem in getting the contracting J-wave started in the right 
direction, i.e., inward towards x. This can always be overcome if the cells on the 
inside of the initial square are distinguished (by some state component) from those 
on the outside. This is always the case in our later constructions. 
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let y be that of any other cell in P. Then, let m be the smallest integer such 
that y ~ {x} + J~ .~ It will take mq time units for A to reach y, and rnc 2 time 
units for the echo B to return to x; therefore, cell G expects to receive the 
echo signal B at times t o -~- rn(c I -[- c~) for m = 1, 2 ..... n, where n is the 
smallest integer such that {x}-~ Jn contains all of P. When G does not 
receive an echo at time t o ~ (n ~- 1)(q + c~), it knows that the entire set P 
has been swept through by the expanding J-wave A. 
Step 2. From time t o+(n+ 1) (q+q) ,  which is the time of first 
absence of an expected B signal, G delays a fixed k 1 time units and initiates 
an expanding J-wave C at speed c3 (faster than ca) to capture A. Some fixed 
delay kz later, it also initiates another J-wave D at speed Q (slower than c~). 
The role of D will be made clear in step 4. 
Step 3. Eventually, because of its higher speed, C will catch up with A, 
and both will stop propagating. Furthermore, the square perimeter of cells 
hit simultaneously by A and C will initiate a contracting J-wave E at speed 
c~. These cells will then return to the quiescent state Q0 • Other cells hit by 
the contracting E wave will also return to Q0, since it turns out that they 
are outside of the P region. 
Step 4. On the way back to G, E will meet D, in which case they both 
stop propagating. With a proper choice (independent of n) of the speeds Q 
through c 5 , and the delays k 1 and k~ mentioned in step 2, it is possible for 
the meeting of D and E to take place on the perimeter of the smallest square 
(centered on G) that contains P. In terms of our notation, that would be in 
cells Jn n J~-i • Table I shows one suitable combination. 
TABLE I 
Signal Speeds and Delays Needed in Establishing Square Boundary Around P 
Fixed delays 
A B C D E k l  k2 
c l  = 3 c2 = 1 ca = 1 c~ = 3 c5 = 1 2 4 
a Addition, +, of sets of 2-tuples, A and B to yield C = A + B is defined as c ~ C iff 
c ~ a -[- b for a E A, b c B, with a -[- b defined as coraponentwise addition. 
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Timing Analysis. The simultaneously formed border (at the D meets E 
cells) in step 4 above can be used to initiate parallel row firing of the cells of 
P inside the square as mentioned earlier. If n is the distance (in terms of 
shortest J1 paths) to the farthest point (s) of P, then Fig. 3 is a timing diagram 
of rates of propagation of the various signals with respect to G. It can be 
observed from Fig. 3 that the value for t~, which is the time at which the 
boundary square is formed, is t~ = t o + 7n + 10. If firing is commenced 
from both vertical edges of the square, a further 2n time units are needed 
to fire the pattern. This leads to a synchronization (or firing) time of tT 
t, + 2n ~- t o + 9n + 10. This firing condition can also serve to return all 
non-P cells to the Qo state as well as send the P cells into the fire 
condition. 
The above firing time of 9n + 10 (letting t o ---- 0 for convenience) can 
be reduced to 8n + 10 by the following modification to the above scheme. 
I=0  
4n-  4 
4n  
4n+4 
4n+6 
4n+lO 
DISTANCE ( f rom G) 
n 2ni-2 
6n 
6n+6 
7n+lO 
FIG. 3. Timing geometry for signaling with respect to distance from G for the 
general case. 
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The square is formed as above at 7n + 10. Now, if G could start the usual 3
(one-dimensional) firing algorithm for the total enclosing square at 6n ~- 10 
by using expanding and contracting J-waves for signal propagation, then 
firing time could be 6n + 10 + 2n = 8n -~ 10. This is based on the fact 
that the bounding square only needs to be formed by the time that the firing 
algorithm expanding J-wave from G gets to the bounding square position. 
We have now reduced the problem to whether or not G can know when time 
6n ~- 10 has arrived. In order to arrange for this, when pattern cells initiate B 
signals at speed 1 back towards G, they also initiate B' signals at speed 3 
back towards G. As in the case of knowing (with small fixed delay) when the 
last of the B signals have arrived, G can also know (with small fixed delay) 
when the last of the B' signals have arrived. A brief observation of Fig. 3 
in conjunction with the previous discussion indicates that this will happen 
at 6n @ 6. After a delay of 4 time units, G then knows time 6n ~- 10 as 
required. 
4. COMPARISONS AND A LOWER ]~OUND 
It is instructive to compare the above best firing time of 8n ~ 10 with the 
(minimum-time) solution of Moore and Langdon (1968) for the one- 
dimensional case. They showed that the firing time is 2m - -  2 - -  k where G 
is the k ~- 1st cell from the nearest end in a length m firing squad (where 
length m includes the General). Let us consider that G ranges from the end 
to the middle. Then their firing time, T1, ranges as 
2rn - -  2 - -  [(m - -  1)/2] ~< /11 ~< 2m - -  2. 
Now, for the two-dimensional case, consider the two extreme situations in 
which G is at the center of 1 ) and it is at the edge of P. Our firing time, 
The reason that we can call this algorithm "usual" is that all cells that are distance i 
(in J1 steps) away from G perform exactly the same operations as the cell that is 
distance i from the General in the one-dimensional c se. The various i values define 
squares centered on G, and all cells learn the limited amount of information that they 
need to know about heir orientation with respect to G from the first expanding J-wave 
that enters their neighborhood. In fact, the directional information entered in the 
bottom halves of cells in Fig. 5 can be seen to be sufficient. Although we have presented 
thelinear synchronization solution for two-dimensional connected patterns, it should be 
clear from our definitions of expanding and contracting J-waves that our final 8n -1- 10 
solution generalizes easily to higher dimensions where the parameter n is suitably 
defined as the "radius" of the smallest "volume" centered on G that just contains P. 
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Ta, then ranges as 8 [ (m--  1)/2] + 10 ~< T 2 ~< 8(m--  1) + 10 = 8m + 2, 
where the parameter m is taken as the length of a side of the smallest square 
bounding P. This square is not necessarily centered at G. 
Still considering m as defined above, it is straightforward to argue that the 
lower bound for firing two-dimensional patterns is the same as the (achievable) 
lower bound T 1 , as given above, for the one-dimensional case. The argument 
is almost identical to that of Moore and Langdon (1968) which was adapted 
from Moore (1964). It hinges on the fact that the firing time cannot be lower 
than the time for a fastest signal to go from G to the extent of the pattern 
and back to G again. The details need not be given. 
Our solution is about three or four times the above lower bound. We pose 
as an interesting open problem the closeness to which the bound can be 
approached, which would seem to involve establishment of the smallest 
square bounding P. 
5. EXAMPLE OF SQUARE FORMATION 
An example of the various states of the cellular space as establishment of 
the square proceeds is helpful in understanding the above four step algorithm. 
If  we take Fig. 2 as a pattern P, around which we wish to establish the smallest 
square S (centered on some G) that just contains P, then Fig. 4 shows the 
final configuration. Small ones indicate pattern cells here and in Fig. 5. 
The square S would be formed at time 31 since n = 3 for the configuration 
shown. The sequence in Fig. 5 shows intermediate configurations. Note the 
N, S, E, W, NE, SE, SW, and NW state components in various cells of the 
configurations. These components indicate the direction information, in an 
obvious way, as called for in step 1 of the algorithm. Instead of giving all of 
S S S 
S 
S I 
S 
S S 
S S 
I I 
GI 
I 
S S 
S S 
I S I  
S I  
S I  
S 
S 
S S 
FIG. 4. Bounding square formed at t = 31, (7n + 10) for an n = 3 case. 
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~vll SEI 
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(u) 1:3 
~d~,l~ 
A 
~,I~ ~E, 
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N I ~1 
Wl NV~NI NE 
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l 
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~ ,~ ~ ~ ~',~ ~ ~ 
A~ 
I A WWI ,~nEE El ~ 
Www~al  E EIEL~ 
~.~ W wSw' S SE~ E E 
A/ ~ S . lS | IS  :S !SE F- A 
~" is s Is 
Sw5 ~ $ 
(f) ~=lz  
C CCCCC A 
C A 
A I C A 
c I! -; I Lc A 
I C A 
I11 C A 
( C A 
~A ~ C C C C C CC A C C 
A I 
AAIA IA  A A AAAAA AA A 
(g) -t :22  
AE~E~E~E a,i AE AE AE ~,[ AE AE AE e~E~E AE AE 
AE I AE 
AE AE 
AE ~E 
AE AE 
AE AE 
~.E AE 
AE D D 1 D AE 
AE DI @I D ! At~ 
DID PJ A~ 
AE AE 
AE AE 
A_E [ aE 
AE AE 
AE I AE 
~ ~E AE AE AE ~[ AE AE AE ~E I\E~E AE ~E! kE AE 
(h) I=26 
FIa. 5. Cellular space configurations during square formation for an n ~ 3 case. 
(a) t = 0;(b) t = 3;(c) t = 4;(d) t = 6;(e) t = 7;(f) t = 12;(g) t = 22;(h) t = 26. 
the details of  the l imited count ing needed to imp lement  J -waves contract ing 
and expanding at various speeds, we have s imply  indicated the wave posit ions 
at different t imes by their capital letter names. In general, in the configuration 
sequence in Fig. 5, all of  the notat ion inside of  a cell is meant to indicate 
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components of the total state of the cell. Letters in the upper portion of a 
cell represent waves and signals, and symbols in the lower portion represent 
direction information and P membership. If there is no notation inside of a 
cell, then it is in (total) state Qo- A comment is in order on the transmission 
of B signals back to G using the direction information. Suppose a B signal 
originates in a W direction cell. It proceeds traight east. Then there are two 
possibilities; it eventually hits G, or it eventually hits either the NW or SW 
half-diagonal, in which case it moves along that diagonal to G. If B originates 
on a half-diagonal, it proceeds along the diagonal to G. All other cases are 
analogous to these situations. There should be no confusion about the 
double use of S and E components ince they occur in different halves of 
DISTANCE(from G) - - - -D-  
~:0  A 
B 
l 
M B 
E -B-! 
B 
B 
BIB B I 
® 
® 
=l~=(.+0(.,+,.) ®i 
~i ® a 
C 
¢ 
C A 
D C 
C 
JC=24=6nf 6 ~ C A 
D cl;  
E 
D E 
.,t =31 = 7nf  I0 [ ]  
E 
E 
F Ie .  6. Signal propagation with respect to distance from G for the n = 3 case. 
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cells, and at different phases of the process. Figure 6 is a complete timing 
diagram of the n = 3 case where signal progress with respect only to distance 
from G is indicated. The combination of Figs. 3, 4, 5 and 6 should suffice 
to convince the reader of the validity of the general case. It should be noted 
that, although we have shown B' signaling in Figs. 3 and 6, we have omitted 
B' signaling from Fig. 5 for purposes of clarity. Also, the circled or dashed 
B and B' signals shown in Figs. 3 and 6 are clearly not real signals, but are 
used to indicate the first times (4n + 4 and 6n q- 6) at which G is aware that 
expected B and B' signal echos are missing. Finally, direction components 
have been dropped from Figs. 5g and h for clarity. 
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