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“Every revolutionary idea seems to evoke three stages of reaction.
(1) It’s completely impossible. (2) It’s possible, but it’s not worth doing.
(3) I said it was a good idea all along.”
— Sir Arthur C. Clarke
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A B S T R A C T
This manuscript is about a journey. The journey of computer vision
and machine learning research from the early years of Gabor filters
and linear classifiers to surpassing human skills in several tasks today.
The journey of the author’s own research, designing representations
and matching processes to explore visual data and exploring visual
data to learn better representations.
Part i addresses instance-level visual search and clustering, build-
ing on shallow visual representations and matching processes. The
representation is obtained by a pipeline of local features, hand-crafted
descriptors and visual vocabularies. Improvements in the pipeline are
introduced, including the construction of large-scale vocabularies [18],
spatial matching for geometry verification [20, 432], representations be-
yond vocabularies [435, 436] and nearest neighbor search [212]. Appli-
cations to exploring photo collections are discussed, including location
recognition, landmark recognition and automatic discovery of photos
depicting the same scene [19, 214].
Part ii addresses instance-level visual search and object discove-
ry, building on deep visual representations and matching processes,
focusing on the manifold structure of the feature space. The repre-
sentation is obtained by deep parametric models learned from visual
data. Contributions are made to advancing manifold search over global
or regional CNN representations. This process is seen as graph filter-
ing, including spatial [193] and spectral [188]. Spatial matching is revis-
ited with local features detected on CNN activations [404]. Finally, a
method is introduced for object discovery from CNN activations over
an unlabeled image collection [405, 406].
Part iii addresses learning deep visual representations by explor-
ing visual data, focusing on limited or no supervision. It progresses
from instance-level to category-level tasks and studies the sensitiv-
ity of models to their input. It introduces methods for unsupervised
metric learning [191] and semi-supervised learning [192], based again on
the manifold structure of the feature space. It contributes to few-shot
learning [260], studying activation maps and learning multiple layers
to convergence for the first time. Finally, it introduces an attack as an
attempt to improve upon the visual quality of adversarial examples in
terms of imperceptibility [504].
Part iv summarizes more of the author’s past and present con-
tributions, reflects on these contributions in the present context and
consolidates the ideas exposed in this manuscript. It then attempts to
draw a road map of ideas that are likely to come.
ix
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1O R I E N TAT I O N
This manuscript is about designing representations and matching processes
to explore visual data and exploring visual data to learn better represen-
tations. This chapter begins by motivating such an endeavor in seeking to
replicate the functionalities of the human visual system. It sets the goals of
this manuscript and walks through the subjects studied in its different parts,
while providing relevant background from the fields of computer vision
and machine learning. Finally, it includes a more detailed structure of the
manuscript, a list of chapter dependencies and a reading guide.
1.1 motivation
We are born into this world and we open our eyes. Everything is The impatient reader
wondering how to read
this manuscript may
want to jump to
Section 1.4 right away.
blurry but we can discriminate colors from white and recognize the
face of our mother within days. We develop a perception of depth a
few weeks later, long before we begin crawling. Although we can fo-
cus on particular objects at two months, it is only at about six months
that we can perceive sharp images.
As our visual system develops, we begin to encode, store and re-
trieve detailed mental images of vast amounts of objects, places or
people. This occurs over a time range spanning from eye movements
to years. As we grow up, little recollection remains from the first few
years of our life. We maintain an up-to-date mental image of beloved
persons and we are at times surprised to find out in photographs
what they looked like several years ago.
How do we perceive the world around us? What is the form of
mental representations stored in our visual memory? How do we orga-
nize objects into abstract categories, while at the same time recogniz-
ing particular ones instantly? Is there a precise location in the brain
where a particular object, place or person is stored, or is the informa-
tion distributed? What mechanisms limit the capacity of our memory
and dictate the evolution of stored representations over time? What
is the role of other senses in the development of vision?
What would be the impact if we could unlock the mysteries of
the human visual system and we had access to hardware powerful
enough to replicate its functionalities, including visual memory? What
if we could afford such an artificial system for every person suffering
from impaired vision or memory disorders? What if such systems
could be networked into a collective memory of gigantic capacity,
still able to recognize instantly?
While the unlocking part is the subject of neuroscience, the replicat-
ing part is primarily the subject of computer vision and machine learning.
Often taking inspiration from the former over decades, the latter two
are currently undergoing a period of spectacular growth.
1
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1.2 about this manuscript
This manuscript is about a journey. The journey of computer visionA journey.
and machine learning research from the early years of Gabor filters
and linear classifiers to surpassing human skills in several tasks to-
day. The journey of my own research, designing representations and
matching processes to explore visual data and exploring visual data
to learn better representations. My personal journey, exploring this vi-
brant scientific field and learning from my own experience and the
experience of colleagues over time.
This manuscript summarizes the research I have been conductingContributions.
with collaborators during roughly the last 10 years, focusing more
on recent work, and draws perspectives on future directions. Clearly,
putting together work of such broad thematic and temporal range is
challenging in terms of size, coherence and terminology. For this rea-
son, I am focusing on a small number of selected articles that I expose
to some length. A complete and updated list of my publications and
professional activities is maintained online1.
This manuscript is a requirement for the qualification of HabilitationHDR.
à Diriger des Recherches (HDR) by University of Rennes 1. According to
a recommendation by Institut de Recherche en Informatique et Systèmes
Aléatoires (IRISA), an HDR manuscript is a “synthetic document of 30
to 50 pages (excluding attached articles and appendices).”
On one hand, a document of such length requires significant ef-Design.
fort to prepare, without giving the reader a good understanding of
the presented methods. On the other hand, attaching articles has lit-
tle value since articles are too detailed to be read in large quantity.
Besides, they are available online.
For this reason, I choose to also include a self-contained summary
of each selected article, mostly one per chapter. These technical chap-
ters are intermixed with non-technical chapters corresponding to the
“synthetic document.” The latter provide context and background as
well as summary and positioning of the contributions.
This design, discussed in Section 1.4, serves a dual purpose: meet-
ing the HDR expectations and providing a succinct, unified presen-
tation of my research contributions in the broad context of develop-
ments in computer vision, machine learning and other fields of study
over a period of several decades. It is thus my hope that the manu-
script will be read by more people than my jury.
The manuscript consists of three technical parts, each containingStructure.
a collection of contributions corresponding to a different period or
subject; and a fourth part consolidating the contributions and draw-
ing perspectives on future work. Section 1.3 discusses in detail the
contents of the different parts.
This manuscript studies solutions to similar problems in two differ-
ent periods: before and after the establishment of deep learning as the
dominant paradigm in representing and understanding visual data.
1 https://avrithis.net
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This provides an excellent opportunity to appreciate the impact of
deep learning on the relative importance given to different research
directions by the scientific community.
Even though I am the author of this manuscript, hence take full “We”.
responsibility for its content, most contributions are the result of my
collaboration with colleagues. For this reason, I use first-person plural
from this point onward.
1.3 exploring and learning
This section serves as a mild introduction to the subjects studied
in this manuscript. It introduces a road map and terminology, then
guides through the different parts. Aspiring to be read easily by non-
experts, it is kept abstract and does not include references other than
to our own contributions. It is essentially a high-level summary of
Chapters 2, 8, 13, 18 and 19. As explained in Section 1.4, this sequence
of chapters provides a non-technical synthesis of our contributions
and is recommended to follow, at least at first reading.
road map We begin with representations and matching processes
for exploring visual data: first based on shallow representations in
Part i, then based on deep learned representations in Part ii. We
then turn to learning visual representations by exploring visual data
in Part iii, progressing towards category-level tasks. A discussion of
past, present and future ideas is attempted in Part iv.
By exploring we refer to processes that are linear in the data size, Exploring.
like searching for (or retrieving) the most similar images within a dataset
to a given image; and processes that are quadratic, like clustering or
discovering objects within a dataset. These processes rely on the defini-
tion of visual similarity between two images.
By representations we refer to simple, compact visual representa- Representations.
tions, like a vector or a set of vectors per image. A representation
may be learned on some training data. We focus on explicit mappings
from the input image to the representation space, such that extending
to images unseen during training is straightforward. Representations
are expected to capture appearance and geometry, while at the same
time being invariant to factors like viewpoint.
By matching processes we refer to processes for evaluating the visual Matching processes.
similarity of two images. This can be based on a simple Euclidean
distance or cosine similarity in the case of one vector per image. A
set of vectors per image allows for partial similarity, i.e. searching for
a part of an image that is similar to a part of the other.
In instance-level tasks, two images are visually similar if they depict Instance-level and
category-level tasks.two views of the same instance, e.g. object or scene; in category-level
tasks, they are similar if they depict different instances of the same se-
mantic category, e.g. birds or cars. The distinction refers mainly to the
amount of appearance variability to which the representation should
be invariant to.
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exploring Part i addresses instance-level visual search and clus-This is a summary of
Chapter 2. tering, building on shallow visual representations and matching pro-
cesses. The representation is obtained by a pipeline of local features,
hand-crafted descriptors and visual vocabularies.
By local features we refer to a large set of small geometric primitivesLocal features.
per image, like points, circles or ellipses. Those features are stable to
lighting and viewpoint changes, in the sense that a geometric transfor-
mation of the image causes the same transformation on the features.
Splitting images into many small pieces and finding which pieces
they have in common is an efficient way to measure partial similarity,
providing robustness to occlusion and background clutter.
By visual descriptor we refer to a vector representation of an im-Visual descriptors.
age or part of an image. Local descriptors are obtained on rectangular
patches aligned with local features. Descriptors are stable to light-
ing changes and discriminative in the sense that proximity in the de-
scriptor space reliably indicates correspondence of the associated fea-
tures. Hand-crafted descriptors commonly take the form of orientation
histograms, inspired by biological visual systems. Hand-crafted, intro-
duced in retrospect, means not learned.
By visual vocabulary we refer to a set of descriptors learned with-Visual vocabularies.
out supervision from visual data, which allows the formation of a
second layer of representation on top of visual descriptors. This rep-
resentation takes again the form of histograms in the high-dimensional
descriptor space. It is a compact vector representation of regions or
entire images, invariant to geometric configuration, but not very dis-
criminative. While vocabularies are learned, this representation is still
referred to as shallow, a term introduced in retrospect as opposed to
deep, i.e., consisting of more layers.
We introduce improvements to this pipeline: a mechanism to learnImproving
representations and
matching.
large-scale vocabularies that automatically adjusts the size of the vocab-
ulary to the data [18]; an extremely fast spatial matching process to
identify common objects between two views, allowing for multiple
objects or deformation [20, 432]; and a high-dimensional representa-
tion beyond vocabularies that is very discriminative [435, 436].
Using the same representation pipeline, we also introduce improve-Exploring visual data.
ments in exploring visual data: a compression and indexing scheme that
adapts to the distribution in the descriptor space and allows for fast
search in the compressed domain at a very large scale [212]; and a
clustering scheme that finds multiple views of the same scene, builds
a joint representation without supervision and uses this representa-
tion to improve search [19]. The latter is applied to exploring photo
collections, supporting location and landmark recognition [214].
exploring deeper Part ii addresses instance-level visual searchThis is a summary of
Chapter 8. and object discovery, building on deep visual representations and
matching processes, focusing on the manifold structure of the fea-
ture space. The representation is obtained by deep parametric models
learned from visual data.
By deep parametric models we refer to functions mapping imagesDeep parametric
models.
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to a representation space, composed of several linear and nonlinear
operations, determined by a significant amount of parameters. The
most common is a Convolutional Neural Network (CNN), where each
operation is called a layer. Operations apply densely, resulting in 3-
dimensional activation tensors that can be seen as one visual descriptor
per location. Gradually, the dimension of the representation increases,
while the spatial resolution decreases, introducing invariance to de-
formation. This is reminiscent of the encoding and pooling steps of
histograms in shallow models.
By learning we refer to the process of determining the parameters Learning and
optimization.of a deep model, by jointly optimizing an objective function on a tar-
get task on some training data. The most common task is supervised
classification, where the model maps directly to a vector of class scores
and the objective is optimal when the maximum score is attained for
a given class label per image. At large scale, the most common form
of optimization is Stochastic Gradient Descent (SGD), relying on first-
order derivatives only. These derivatives are computed efficiently by
automatic differentiation, a dynamic programming approach known as
back-propagation in this context. The difficulties lie in optimizing in the
absence of higher-order derivatives and in designing operations such
that propagated derivatives are “stable”.
One of the interesting aspects of deep models is that, regardless of Learning for
instance-level search.the initial task, representations obtained at intermediate layers may
be re-used for or adapted to new tasks, where less training data is
available; the latter is called transfer learning. For instance-level search,
it is common to obtain one or more feature vectors2 per image by spa- Features.
tial pooling of activation maps, globally or over rectangular regions
respectively. Alternatively, one may obtain a large set of local descrip-
tors by some form of sampling.
The new target task may still be supervised classification at in-
stance level: All views of an object belong to the same class. Impor-
tantly, the classes are different at training and testing; hence at least
the last layer, a parametric classifier, is discarded. Alternatively, it may
be a form of metric learning, where the objective function is defined
on two or more images and is optimal when the ranking obtained by
the representations is correct. Most importantly, the supervision may
be provided by existing hand-crafted mechanisms.
The power of deep representations lies in that one or few vectors Manifold search.
per image are discriminative enough to outperform shallow represen-
tations consisting of thousands of vectors per image. This allows us to
explore the global manifold structure of the feature space by means of
nearest-neighbor graphs and search beyond Euclidean distance, accord-
ing to manifold similarity. We introduce a number of improvements
that make this search process practical at large scale and make con-
2 Feature means representation here. In shallow representations, feature is a geometric
primitive, while representation is referred to as (appearance) descriptor. To avoid con-
fusion, we use local feature for the geometric primitive unless obvious from context,
and descriptor more often than feature for the representation.
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nections to Graph Signal Processing (GSP), casting search as graph filter-
ing [188, 189, 193].
When searching for small objects in large images, partial similarity isSpatial matching
revisited. still needed. In this case, a representation consisting of thousands of
deep learned local descriptors is even more discriminative and allows
for spatial matching much like shallow counterparts. We observe that
local features may be obtained simply at local maxima over the 3d
activation maps without training and we use such local features for
spatial matching, even without descriptors [404].
An alternative approach to partial similarity is to identify whichObject discovery.
regions of an image may correspond to objects of interest and focus
attention to those regions only, suppressing background clutter. This
is only feasible using the entire image collection to be searched. We
introduce a nonparametric attention mechanism that is learned with-
out supervision on the target collection, capturing discriminative and
frequent patterns according to activation maps [405, 406].
learning Part iii addresses learning visual representations byThis is a summary of
Chapter 13. exploring visual data, focusing on solutions assuming only limited
or no supervision. It progresses from instance-level to category-level
tasks and studies the sensitivity of models to their input.
The better deep models and learning processes are understood,Research trends.
the more interesting things happen. Learning with less supervision
becomes a priority: Representations are learned by observing visual
data without human involvement, or with human supervision on tiny
fractions of the data, or with noisy supervision from different sources
on the Internet. Category-level and instance-level tasks converge in the
sense that they are mostly treated the same way, the only difference
lying in the data and annotations defining the task. New tasks appear;
or, tasks of marginal interest become very popular. The research land-
scape changes within months.
One of the tasks resisting recent trends is metric learning. Originat-Metric learning.
ing in unsupervised nonlinear dimension reduction or manifold learning
from pairs of “similar” and “dissimilar” examples, supervised metric
learning arises as a task where such pairs are specified by humans.
In early deep metric learning, supervision appears as a natural choice.
In most cases, two examples are defined as “similar” if they belong
to the same class. But then, one wonders what is the difference from
supervised classification.
Building on our work on searching by manifold similarity, we intro-Unsupervised metric
learning. duce one of the first unsupervised deep metric learning solutions [191].
We treat manifold similarity as a teacher model and we use it to learn
a representation by a student model. The goal is that the ranking ob-
tained by the representation of the student is in agreement with the
ranking obtained by manifold similarity in the representation space
of the teacher. This approach is equally effective in fine-grained classi-
fication and instance-level search.
Obtaining large amounts of training data annotated by humans forSemi-supervised
learning. every single task is both impractical and error prone. Unsupervised
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solutions are still inferior to solutions on data laboriously annotated
by humans. Semi-supervised learning becomes increasingly important
because it can combine limited data carefully labeled by humans with
abundant unlabeled data.
Searching by manifold similarity is a well-known solution for semi- Inductive label
propagation.supervised learning, known as label propagation: In short, unlabeled
examples receive class scores according to average manifold similar-
ity to labeled examples of each class. This is a transductive solution,
i.e. only makes predictions on the training set. We introduce an induc-
tive version [192] whereby a deep model is learned according to su-
pervision provided by label propagation. This model can then make
predictions on unseen data without accessing the training set.
What if both annotations and raw data are scarce? Few-shot learn- Few-shot learning.
ing, i.e. learning from few examples, is challenging because learning
a deep representation undoubtedly needs a lot of data. It is often
treated by nearest neighbor classifiers and indeed many solutions rely
on metric learning. However, modern benchmarks require generaliz-
ing way beyond the few given examples to recognize examples of
entirely different appearance. This is harder than standard category-
level tasks in terms of within-class variability.
We study activation maps for the first time in the context of few- Implicit data
augmentation,
increased capacity.
shot learning [260]. Inspired by partial similarity, we introduce a clas-
sification loss that implicitly acts as a data augmentation mechanism,
essentially searching over all possible locations in an image. At the
same time, inspired by mechanisms of increasing model capacity in
incremental learning, we widen the last layers of the model to accom-
modate for new, task-specific features with reduced risk of overfitting.
These solutions are complementary to some extent.
With the impressive performance of deep models and the resulting Adversarial examples.
routine application to safety-critical tasks like driving cars, it becomes
imperative to study and understand the sensitivity of these models to
their input. Adversarial examples, i.e., failure cases obtained by imper-
ceptible perturbations on legitimate input images, become extremely
important in this respect.
Our smooth adversarial examples [504] are an attempt to improve Smooth adversarial
examples.upon the visual quality of adversarial examples in terms of imper-
ceptibility by an image-dependent smoothing process. This work lies
at the heart of studying the manifold structure of visual data because
natural images are piecewise smooth. Robustness to adversarial exam-
ples on this manifold is essentially generalization. Hence this study
is important in learning better representations regardless of the stan-
dard threat model of adversarial examples.
beyond Part iv summarizes more of our past and present con- This is a summary of
Chapters 18 and 19.tributions, reflects on our contributions in the present context and
consolidates the ideas exposed in this manuscript. It then attempts to
draw a road map of ideas that are likely to come.
On one hand, improvements in visual representation and matching From representing to
exploring and back.processes yield improved search by visual similarity and improved
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discovery of global structure. On the other hand, improving the quality
of global structure yields improved representations, assuming access to
the target image collection. In addition, deep parametric models can
learn new representations based on the global structure of the data
and generalize to unseen images.
The recurrent theme is that exploring data and learning the rep-
resentation are mutually beneficial.
Learning deep parametric models has undergone a number of chal-Memory mechanisms.
lenges before establishing its power. The most recent challenge has
been to convince the scientific community in investing the required
amounts of data, supervision and computing power. One remaining
challenge may be to invest in storage capacity and to find memory mech-
anisms translating this capacity to better performance.
We put forth a vision for future research whereby data becomes a
first-class citizen in visual recognition tasks. Around this vision, we
build a number of research directions, all on learning visual repre-
sentations from data with limited supervision and applying them to
visual recognition tasks. The most challenging is learning while memo-
rizing, a form of instance-level incremental learning.
1.4 how to read
We assume a basic background on computer vision and machine learn-Assumed background
and structure. ing. Other than that, this manuscript can be read by a non-expert. We
include the necessary background to make the text as self-contained
as possible. The text is organized in a modular structure, allowing
reading in different ways. Figure 1.1 shows the chapter dependencies.
For instance, apart from top-down, one may read Part i, Part ii or
Part iii in any order, as long as a few chapters are read first.
It is recommended, at least at first reading, to follow the sequence‘Lazy way’:
non-technical synthesis. of chapters indicated in green. Apart from the current introductory
chapter, this comprises one ‘outline’ chapter at the beginning of each
of the first three parts, including context, background, our contribu-
tions and the structure of the text; and the two chapters of Part iv,
providing a general synthesis and drawing perspectives beyond this
work. This content is high-level and non-technical. In fact, it corre-
sponds to the “synthetic document of 30 to 50 pages (excluding at-
tached articles and appendices)” that is recommended by IRISA.
The background material included in the ‘outline’ chapters is by
no means complete; it is selected according to importance, personal
preference and relevance to the subjects studied in each part.
The remaining chapters assume reading of the ‘outline’ chapter ofTechnical chapters and
publications. the corresponding part. Each of these chapters—except Chapter 9—is
essentially a short version of one or two clearly indicated publica-
tions; the association of chapters to publications also appears at the
end of the corresponding ‘outline’ chapters. This text is technical but
includes enough background to be self-contained. The material is pre-
sented in a unified treatment and unified notation to some extent. The
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Figure 1.1: Chapter dependencies. Solid lines: One chapter is assumed to be
read before another. Dashed: One chapter would help to read be-
fore another, but it is not necessary. Green: Recommended order
of reading. Red: Background on graph filtering.
intent is that in this way, the reader may get a good understanding of
the methods exposed without having to go through all details of the
original publications.
In particular, although these chapters include experimental results, Experiments and
related work.these are only a tiny part of the original results and are meant only to
illustrate the main achievements of the corresponding methods. Also,
these chapters do not include a related work section. Instead, the ‘out-
line’ chapters of the corresponding part provide a much broader his-
torical and more recent background and context to allow positioning
of our contributions in light of the current state of affairs.
These chapters may in general be read in any order, with the ex- Dependencies.
ception of dependencies indicated in Figure 1.1. There is only one
strong dependency: Chapter 9 provides background, notation and
definitions on graph filtering that is required by five other chapters.
The remaining dependencies are weak: Chapter 3 presents a method Also, the graph defined
in Section 10.2 is used
in Chapters 12, 14 and
15.
initially introduced for clustering that is used by Chapter 12 for re-
gion detection; Chapters 4 and 11 are both on different aspects of spa-
tial matching; in the experiments of Chapter 11 we are using manifold
search as introduced in Chapter 10. In these cases, reading the chapter
indicated as a dependency helps, but is not necessary.
Throughout the text, margin paragraphs are used to provide Margin paragraphs.
1. the topic discussed in the corresponding paragraph(s);
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2. references to other chapters;
3. definitions of notation;
4. examples; or
5. information, explanations or discussion.
In particular, apart from Chapter 9, definitions of notation used in
more than one chapters are repeated in each chapter to keep it self-
contained. Margin paragraphs in red highlight our contributions.
1.5 history
I wrote the main technical content of this manuscript, that is, chap-
ters 3-7, 9-12 and 14-17, between April and July 2019. I submitted a
draft version 0.2 to University of Rennes 1 in August 2019, along with
candidate reviewer names. I received a positive response and Patrick
Pérez, Horst Bischof and Gabriela Csurka Khedari were named as
reviewers in October 2019.
I completed the remaining non-technical chapters 1, 2, 8, 13, 18
and 19, shown in green in Figure 1.1, between December 2019 and
January 2020. I submitted a complete version 0.3 to the reviewers in
February and received the reviews in March 2020. I defended my
HDR in Rennes, on July 3, 2020.
The current version 0.4, released in October 2020, is the first to be
made public. It includes the addition of a title page with the jury, ac-
knowledgements, as well as this section on the document’s history. It
also includes minor revisions made since March 2020. Further revi-
sions may follow.
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Part I
E X P L O R I N G
Building on hand-crafted local descriptors and visual vo-
cabularies, we study visual representations and matching
processes for exploring visual data, including instance-
level visual search and clustering, as well applications to
exploring photo collections.
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2O U T L I N E
This chapter serves as an outline or road map of Part i. We present historical
and more recent background on hand-crafted local features and descriptors
as well as visual vocabularies developed in the 2000s. In this context, we
position our own contributions developed in 2008-2014. Building on such
methods, our work addresses visual representations and matching processes
for exploring visual data, including instance-level visual search and clus-
tering, as well as applications to exploring photo collections. We discuss
common evaluation measures and outline the structure of Part i in terms
of methods, key publications and chapters.
2.1 context
The work of Lowe known as Scale-Invariant Feature Transform (SIFT) in
1999 [273, 275] is arguably a landmark of computer vision research
in the 2000s. Even if none of the ideas is entirely new, Lowe puts
together three elements that make visual recognition “really” work
under occlusion, clutter, lighting and viewpoint changes:
1. a sparse local feature detector, building on scale-space theory [483]
and Lindeberg’s automatic scale selection [263];
2. a local descriptor in the form of orientation histograms, as an ap-
proximation of Gabor filter banks [88, 446] followed by spatial pool-
ing [284, 323]; and
3. a spatial matching process using a variant of the Generalized Hough
Transform (GHT) [28], where each feature correspondence between
two views casts a single vote.
Considering local descriptors as a first layer in a visual representa-
tion pipeline, the Bag of Words (BoW) model [83, 412] builds a second
layer that simplifies and accelerates several visual recognition tasks.
With few adaptations in terms of local feature sampling and the size
of visual vocabularies, this pipeline is applied to tasks including both
instance-level (different views of the same object or scene) and category-
level (different objects or scenes in the same category).
In this context, Part i presents part of our work carried out in the Our contributions.
period 2008-2014, which addresses visual representations and match-
ing processes for exploring visual data, including instance-level vi-
sual search and clustering. Our contributions consist of:
1. improvements in the pipeline, including the construction of large
scale visual vocabularies [18], spatial matching for geometry
verification [20, 432], representations beyond vocabularies [435,
436] and nearest neighbor search [212]; and
13
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2. applications to exploring photo collections, including location
recognition, landmark recognition, automatic discovery and vi-
sualization of photos depicting the same scene [19, 214].
Importantly, as a result of discovering photos depicting the same
scene, we improve the representation of each photo itself.
2.2 background and contributions
local features Dense image registration, studied by Lucas andWhy local features?
Kanade in 1981 [277], is a low-level vision task, where for each lo-
cation in an image, the objective is to find a displacement with re-
spect to another reference image. It is appropriate for small displace-
ments, e.g. in stereopsis or optical flow. However, not all locations
are equally good for estimating displacement, which is known as the
aperture problem. By formulating registration as a least squares prob-
lem, Tomasi and Kanade find in 1991 [439] that it is more reliable to
detect and track a sparse set of point features. The criteria are similar
to corner detection, as studied by Harris and Stephens in 1988 [155].
In wide-baseline matching, studied by Pritchett and Zisserman in
1998 [342], an object or scene is seen from two arbitrary viewpoints,
so every part of one view may be seen anywhere in the other. Ob-
jects may be largely occluded or seen at very different scales. In this
more challenging problem, it makes even more sense to focus on a
sparse set of local features. In establishing correspondences between
the two views, it also makes sense to attach to local features more
geometric information like scale and orientation, as well appearance
information like visual descriptors.
The Laplacian of Gaussian (LoG) kernel plays a central role in the the-How to detect them?
ory of edge detection by Marr and Hildredth in 1980 [287]. It serves
as a model of retinal cells, with a hypothesized biological implemen-
tation as a Difference of Gaussians (DoG) having a scale ratio close to
1.6. Following studies by Witkin in 1987 [483], Lindeberg shows in
1994 [265] that the Gaussian kernel and its derivatives are the only
possible smoothing kernels for scale-space analysis and uses them in
1998 [263] to detect local features with automatic scale selection. In this
context, the LoG is an idealized blob-like pattern that is searched for
exhaustively over all possible locations and scales.
The SIFT detector by Lowe in 1999 [273, 275] is such an LoG blob
detector, approximated by a DoG with a scale ratio of exactly 1.6. SIFT
features are equipped with coordinates, scale and orientation. On one
hand, further approximations target faster implementations, for in-
stance Speeded-up Robust Features (SURF) [31] approximate Gaussian
derivatives by integral images [461]. On the other hand, improved re-
peatability under affine transforms is sought, giving rise to affine local
features [295]. Based on iterative affine shape adaptation [264], the
Hessian affine detector [293] becomes the most popular.
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visual descriptors Following the experiments by Hubel and
Wiesel in 1959 [184] and subsequent neuroscience results [286, 306],
2d Gabor filters are introduced by Daugman in 1985 [87] and confirmed
in 1987 [209] as a mathematical model for the receptive fields of sim-
ple cortical cells. Gabor filter banks are used thereafter for texture anal-
ysis [88, 446] and generic visual representation [284, 323].
Because Gabor filters are orientation-sensitive, a filter bank acts Gabor filters and local
scale/orientation
histograms.
as an encoding, effectively assigning each location in an image to an
orientation at that location (and similarly for scale). When followed
by spatial pooling (or aggregation), this is roughly equivalent to a his-
togram over orientations (or scales). Pooling, hence histograms, can
be global over the image [284, 323] or regional [322].
The SIFT descriptor by Lowe in 1999 [273, 275] is essentially a short-
cut, where the orientation at each location is determined directly by
the local gradient and histograms are computed directly, without Ga-
bor filters. Despite several competitors [294], the SIFT descriptor dom-
inates in most vision tasks until learned representations take over.
In modern terminology, all such histogram-like descriptors are called
hand-crafted or shallow in retrospect (as opposed to learned or deep) and
are only the first layer in a visual representation pipeline.
Local descriptors, i.e. descriptors computed at patches aligned with Instance-level and
category-level tasks.local features at the appropriate scale and orientation, provide a pow-
erful mechanism for establishing correspondences between two views
of the same object or scene. This mechanism is robust to occlusion,
clutter, lighting and viewpoint changes, and opens the door to solv-
ing several instance-level tasks including object recognition, retrieval
and 3d reconstruction.
The Histogram of Oriented Gradients (HOG) [86] is another variant,
where the descriptor is computed densely over a grid. As confirmed
independently using visual vocabularies [112, 211], this choice is su-
perior to using a local feature detector in category-level tasks, including
scene categorization and object detection. The situation is the same in
concurrent models inspired by the visual cortex [310, 394], which also
maintain filter banks like modern architectures.
We focus on instance-level tasks, adopting local features and
hand-crafted descriptors in Part i and learned global, regional
or local representations in Part ii. Then, Part iii addresses
learning representations for both instance-level and category-
level tasks.
visual vocabularies In modern terminology, visual vocabular- What are they?
ies (or codebooks) are used to define a second layer in a visual repre-
sentation pipeline on top of, usually hand-crafted, visual descriptors.
Learned without supervision by vector quantization of a collection of
visual descriptors, a visual vocabulary acts as a set of bins over which
histograms may be computed in the visual descriptor space. An im-
age is then represented by encoding (assigning) its visual descriptors
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to bins, called visual words, and then pooling (aggregating) them into
a global histogram vector, called Bag of Words (BoW).
The term BoW originates in a linguistic context [156], where wordsWhy do we need them?
are naturally discrete. In the first layer of visual representation, his-
tograms over scales and orientations are achieved by scalar quantiza-
tion, resulting in a 2d grid of bins. In fact, the Gabor filter bank cor-
responds to a log-polar sampling grid in the frequency domain [88].
By contrast, the visual descriptors handled in the second layer areE.g. 18d for a Gabor
filter bank of 3 scales
and 6 orientations or
128d for a SIFT
descriptor.
high-dimensional. Histograms over this high-dimensional vector space
would be intractable without vector quantization. We are essentially
learning the distribution of visual descriptors of natural images, such
that we are not left with countless empty bins.
An early form of visual vocabulary on Gabor filter bank responses
sampled densely over a single image is suggested by Daugman in
1988 [88], applied to texture segmentation. The same idea with the
same application is given the name textons by Malik et al. in 1999 [281],
defining precisely what was described by Julesz in 1981 [210] as “ba-
sic elements of pre-attentive human texture perception.”
Vocabularies on local descriptors follow, applied to category-level
[83] and instance-level [412] recognition. The former are small (coarse)E.g. few
thousands [123]. to compensate for in-class variations, resulting in compact represen-
tations that can be used e.g. by a Support Vector Machine (SVM) for
object categorization. Descriptors sampled densely over a grid even-
tually replace local descriptors in this case [112, 211]. The latter are
large (fine) to maintain discriminative power, resulting in sparse im-E.g. even a
million [340]. age representations. Borrowing ideas from text retrieval including
Term Frequency (TF)-Inverse Document Frequency (IDF) [26] and inverted
files [484], instance-level search becomes very efficient [412].
Vocabularies for category-level tasks commonly use a Gaussian Mix-
ture Model (GMM) [109, 336], learned by the Expectation-Maximization
(EM) algorithm [91]. For instance-level tasks, learning at a scale of
e.g. one million visual words is mostly constrained to variants of k-
means [142]. Our Approximate Gaussian Mixture (AGM) [18] is the firstOur Approximate
Gaussian
Mixtures (AGMs) [18].
attempt to apply a GMM at this scale, employing Approximate Nearest
Neighbor (ANN) search in EM. The size of the vocabulary is dynam-
ically estimated and AGM only needs to run once. This is extremely
important because for each size k of vocabulary conventionally tested,
one needs to not only learn the vocabulary, but also re-index a very
large collection of images to evaluate performance.
spatial matching The term ‘bag’ in BoW refers to dropping allFrom ‘bags’ back to
local features. geometrical information from local features and keeping only appear-
ance information as represented by visual descriptors. This makes
visual representation completely invariant to geometric transforma-
tions, but naturally drops discriminative power as well.
Establishing correspondences between two views of the same ob-
ject or scene can be much more informative than the similarity of
two histograms. However, correspondences found by pairwise match-
ing of visual descriptors are noisy, even more so when descriptors
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are quantized. True correspondences, called inliers, may be found by
measuring consistency with a rigid geometric transformation model
having a given number of Degrees of Freedom (DoF). Unfortunately, es- E.g., 2 DoF for
translation, 4 for
similarity, 6 for affine
transformation.
tablishing a transformation in turn depends on the correspondences
and is challenging when the inliers are only a small percentage.
RANdom SAmple Consensus (RANSAC), introduced by Fischler and
Bolles in 1981 [116], is a robust estimator that iteratively evaluates
transformation hypotheses by sampling the minimum required num-
ber of correspondences depending on the DoF, fitting the model and
measuring inliers. Alternatively, the Generalized Hough Transform (GHT),
introduced by Ballard in 1981 [28], finds promising transformations
by casting a set of votes for each correspondence and performing
mode seeking in the transformation space. Both are problematic when
the number of DoF is large and RANSAC is even more so when the per-
centage of inliers is small.
The easiest case is when a transformation hypothesis is possible Single correspondence
hypotheses.from a single correspondence (for RANSAC), or there is a single vote
cast for every correspondence (for GHT). For point correspondences
(e.g. corners), this happens for 2-DoF translation only. This is used e.g.
for category-level recognition with vocabularies and GHT [253]. More
interestingly, it also happens for more DoF when local features are
equipped with additional geometric information. For instance, SIFT
(resp. Hessian affine) feature correspondences give rise to transfor-
mations of 4 (resp. 5) DoF, which is used for instance-level recogni-
tion with GHT by Lowe [273, 275] (resp. with RANSAC by Philbin et
al. [340]). Both solutions require inlier verification and are therefore
quadratic in the number of correspondences.
In instance-level image retrieval, a query image needs to be matched
against millions others. Typically, this happens by a first stage of filter-
ing according to BoW using inverted files, followed by a second stage
of more expensive geometry verification, only on a short list of top-
ranking images of the first stage. To accelerate the latter, our Hough
Pyramid Matching (HPM) [20, 432] uses GHT alone, without inlier verifi- Our Hough Pyramid
Matching (HPM) [20,
432].
cation, and is linear in the number of correspondences, reaching thou-
sands of image matches per second. HPM accommodates for multiple
surfaces or flexible objects, improving accuracy over any rigid motion
model, including homography.
beyond vocabularies The BoW model is praised for its effi- From ‘words’ back to
descriptors.ciency, but vector quantization is found detrimental in category-level
tasks [46], because the most informative descriptors are the most in-
frequent, leading to high quantization error. Ideally, we would like
to approximate the optimal descriptor correspondences. The Pyramid
Match Kernel (PMK) [140, 141] attempts this by using a hierarchical
partition of the descriptor space. However, using the true descriptors
is superior [46].
Similarly, in instance-level retrieval, there is a progression from hi-
erarchical vocabularies [315] to flat, fine vocabularies [340], then to
Multiple Assignment (MA) of descriptors to visual words [341], then
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to even finer vocabularies equipped with visual synonyms, giving rise
to visual words of arbitrary shape [297]. However, if one can afford
the required space, using actual compressed descriptors, for instance
with Hamming Embedding (HE) [201], is superior.
At the same time, pooling (aggregation) mechanisms beyond his-Global pooling.
tograms are sought. The idea is to pool vectors rather scalars (frequen-
cies) for each visual word, resulting in a very high-dimensional repre-
sentation, which is followed by dimension reduction by Principal Com-
ponent Analysis (PCA). Such models are Fisher vectors [85, 108, 338] and
the Vector of Locally Aggregated Descriptors (VLAD) [203, 204], applied
to both instance- and category-level tasks. However, performance in
instance-level tasks with small vocabularies is poor.
We are the first to explore matching mechanisms like HE and pool-
ing mechanisms like VLAD with large vocabularies for instance-level
retrieval, developing a common model that incorporates both as spe-
cial cases. In doing so, we borrow ideas from both models to in-




model achieves the last known state of the art before the advent of
deep learning. It is still used by current state of the art methods us-
ing modern learned representations [349, 426].
nearest neighbor search With the use of encoded descrip-
tors, the problem of image retrieval boils down to ANN search in
high dimensions, where points (descriptors) are compressed. One
of the most successful search methods in the compressed domain
is Product Quantization (PQ) [199], which decomposes the space into
a Cartesian product of subspaces and independently applies vector
quantization to each. An improvement is Optimized Product Quantiza-
tion (OPQ) [121], which additionally optimizes subspace decomposi-
tion via an orthogonal transformation.
However, the distribution of images in the descriptor space is arbi-
trary. We cannot expect to fit this distribution with a grid of points,
not even a rotated one. Our Locally Optimized Product Quantization




space decomposition, rotation and quantizer for each region in the
descriptor space. Like local PCA [215], this model can fit distributions
exhibiting manifold structure.
LOPQ remains for several years the state of art on a challenging
dataset of one billion SIFT descriptors. In 2017, using a CNN image
representation, Yahoo! Research chooses LOPQ to index and provide a
similar image search1 functionality on its entire Flickr2 collection, con-
sisting of more than 10 billion images.
exploring photo collections An interesting application of
methods discussed so far, is to datasets originating from community




[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
2.2 background and contributions 19
ings have typically a level of detail for local descriptors to be dis-
criminative enough and non-deformable structure such that different
views are related by a rigid transformation model. Such datasets are
frequently accompanied by additional, non-visual information, like
tags or geo-tags. In many cases they focus on landmarks [340, 341], in
which case they exhibit high redundancy.
Given a query image, search by visual similarity against a dataset Applications.
accompanied by geo-tags gives rise to location recognition [417, 509],
which can work reliably up to city scale [386]. Early efforts on land-
mark recognition [82, 219] are mostly based on metadata, with the con-
tribution of visual features being small. Visual clustering [76, 407] is a
popular way to discover landmark images without supervision. It can
be made more efficient by performing geographic clustering first [119,
348], assuming geo-tags. Structure-from-Motion (SfM) allows for vision-
based reconstruction and navigation of a 3d scene [413], which can
again work at city scale [4].
Most such applications are limited to clusters of popular images
like landmarks and, even if they use efficient indexing by inverted
files, they do not use the mined information to improve the indexing
itself. We rather perform visual clustering by Kernel Vector Quanti- Our scene maps [19].
zation (KVQ) [431], guaranteeing that isolated images are preserved,
and that all images in a cluster share at least a rigid object or surface
with one particular reference image. By projecting them on that image
plane, we then construct a scene map [19] for each cluster. Now, index-
ing scene maps instead of individual images not only saves space, but
increases recall performance as well.
Based on these ideas, our application Visual Image Retrieval and Lo-
calization (VIRaL)3 [214] supports automated location estimation and Our application
VIRaL [214], which has
been online since 2008.
geo-tagging, recognition of landmarks and points of interest, and vi-
sualization of photo clusters and tourist paths on an online map.
evaluation Several tasks including retrieval, metric learning and
object detection are evaluated by mean Average Precision (mAP). An-
other evaluation measure for retrieval is mean Precision (mP) at k. Be-
cause most chapters in Part i and Part ii, as well as Chapter 14 in
Part iii, experiment on image retrieval, we define both here.
Average Precision (AP) [285] evaluates ranking: Given a ranked list of
items, it evaluates to what extent a set of positive items are ranked first.
Informally, AP is the area under the precision-recall curve, where pre-
cision (resp. recall) at every position in the list is the ratio of retrieved
positive to retrieved (resp. positive) items. Then, mAP is the average AP
over a number of queries (for retrieval or metric learning) or classes
(for object detection). This means that for every query (or class), we
need to know a corresponding set of positive items.
Formally, let X := {x1, . . . , xn} be an ordered list of items and We write
[n] = {1, . . . , n} for
n ∈ N.
Xk := {x1, . . . , xk} for k ∈ [n], with |Xk| = k. Let also P ⊆ X be a
3 http://viral.image.ntua.gr/
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subset of positive elements of X ; the remaining elements in X \ P are
negative. For k ∈ [n], precision at k of X relative to P is defined as
pk(X;P ) :=









Then, the AP of X relative to P is defined as1A : X → {0, 1} is the
indicator function of
A ⊆ X : for x ∈ X ,







1P (xk)pk(X;P ). (2.3)
AP satisfies 0 ≤ AP(X;P ) ≤ 1, with AP(X;P ) = 1 iff X|P | = P , that
is, all elements of P are ranked before elements of X \ P .
Mean Precision (mP) at k, denoted by mP@k, is the average, over a
number of queries, of precision at k. This measures the proportion
of top k retrieved items that are positive, for small k. For instance,
our Revisited Oxford and Paris (RevOP) image retrieval benchmark [349]
includes mP@10 as a standard evaluation measure along with mAP.
2.3 structure
Chapter 3 deals with building large-scale visual vocabularies for BoW
models, based on the Gaussian Mixture Model (GMM). It presents our
Expanding Gaussian Mixture (EGM) model and its approximate version
Approximate Gaussian Mixture (AGM) [18].
Chapter 4 addresses spatial matching for geometry verification,
based on the Generalized Hough Transform (GHT). It presents our Hough
Pyramid Matching (HPM) [20, 432].
Chapter 5 revisits visual representations and discusses solutions be-
yond BoW, based on local descriptors. It builds a common framework
for previous models and introduces our Aggregated Selective Match
Kernel (ASMK) [435, 436].
Chapter 6 goes beyond visual search to the more generic problem
of Approximate Nearest Neighbor (ANN) search, based on quantization.
It discusses our Locally Optimized Product Quantization (LOPQ) [212].
Finally, Chapter 7 addresses the more challenging problem of ex-
ploring photo collections to automatically discover groups of pho-
tos depicting the same scene. It presents our scene maps representa-
tion [19] and discusses Visual Image Retrieval and Localization (VIRaL),
our online application for location and landmark recognition [214].
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We introduce a clustering method that combines the flexibility of Gaussian
mixtures with the scaling properties needed for visual vocabularies in im-
age retrieval [18]. It is a variant of Expectation-Maximization (EM) that
dynamically estimates the number of components. We employ approximate
nearest neighbor search to speed-up the E-step and exploit its iterative nature
to make search incremental, boosting speed and precision.
3.1 introduction
The k-means algorithm is one of the most popular in learning visual
vocabularies, or codebooks, needed by the Bag of Words (BoW) model. For
image retrieval, fine vocabularies are needed, e.g. 106 visual words.
Clustering options are limited at this scale, with the most common
being variants like Approximate k-Means (AKM) [340] and Hierarchical
k-Means (HKM) [315].
The Gaussian Mixture Model (GMM), along with Expectation-Maximi- In addition to position,
GMM models cluster
population and shape.
zation (EM) [91] learning, is a generalization of k-means that has been
applied to class-level recognition [335]. It assumes pairwise ‘interac-
tion’ of all points with all clusters and is slower to converge. By con-
trast, a point is assigned to the nearest cluster via Approximate Nearest
Neighbor (ANN) search in AKM [340].
In Robust Approximate k-Means (RAKM) [254], the nearest neighbor
in one iteration is re-used in the next, with less effort being spent
for new neighbor search. This motivates us to keep a larger number
m of nearest neighbors. Thus, enough information is available for an
Approximate Gaussian Mixture (AGM) [18] model, whereby each data
point ‘interacts’ only with the m nearest clusters.
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iteration 0: 50 clusters iteration 1: 15 clusters iteration 3: 8 clusters
Figure 3.1: Estimating the number, population, position and extent of clus-
ters on an 8-mode 2d Gaussian mixture sampled at 800 points, in
just 3 iterations (iteration 2 not shown). Red circles: Cluster cen-
ters. Blue: Two standard deviations. Clusters are initialized on 50
data points drawn uniformly at random.
21
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
22 visual vocabularies
As shown in Figure 3.1, we compute the overlap of neighboring
clusters and purge the ones that appear redundant, after each EM it-
eration. This algorithm, Expanding Gaussian Mixture (EGM) [18], can
dynamically estimate the number of clusters by starting with a large
number and purging along the way. Focusing on spherical Gaussians,Contrary to typical
GMM, indexed
descriptors are assigned
only to the nearest
visual word.
we apply its approximate version, AGM, to large scale visual vocabu-
lary learning for image retrieval.
3.2 gaussian mixtures
The density p(x) of a Gaussian mixture distribution is a convex com-




πjN (x|µj ,Σj) (3.1)
for x ∈ Rd, where πj ,µj ,Σj are the mixing coefficient, mean and covari-
ance matrix respectively of the j-th component. Interpreting πj as the





expresses the posterior probability p(j|x) given observation x ∈ Rd.
We say that γj(x) is the responsibility of j for x. Now, given a set of
i.i.d. observations {x1, . . . ,xn}, the Maximum Likelihood (ML) estimate
for the parameters of each component j ∈ [k] is [44]We write
[n] = {1, . . . , n} for















γij(xi − µj)(xi − µj)>, (3.5)
where γij ← γj(xi) for i ∈ [n], and nj ←
∑n
i=1 γij is the effective
number of points assigned to component j. The EM algorithm is an
iterative process: Given an initial set of parameters, compute respon-
sibilities γij according to (3.2) (E-step); then, re-estimate parameters
according to (3.3)-(3.5), keeping responsibilities fixed (M-step).
Here we focus on the particular case of spherical (isotropic) Gaus-This is still more
flexible than k-means,
and efficient because σj
is a scalar.
sians, with covariance matrix Σj = σ2j I. In this case, update equa-






γij‖xi − µj‖2. (3.6)
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3.3 expanding gaussian mixtures
purging We devise a method of purging components according to Determining the
number of components
is more critical in GMM
than in k-means due to
overlapping.
an overlap measure. Purging is dynamic in the sense that it takes place
during parameter learning. This idea introduces a P-step in EM, to be
applied after the E- and M-steps in every iteration.
A component j can be represented by the function pj determining
its contribution to the GMM distribution (3.1),
pj(x) := πjN (x|µj ,Σj) (3.7)
for j ∈ [k], x ∈ Rd. Now, let pj is not normalized




be the L2 inner product of real-valued, square-integrable functions p, q,
where the integral is over Rd. The corresponding L2 norm of function
p is given by ‖p‖ :=
√
〈p, p〉. When p, q are normal distributions with
p(x) = N (x|a,A) and q(x) = N (x|b,B) for x ∈ Rd, the integral
in (3.8) can be evaluated in closed form [18]
〈p, q〉 = N (a|b,A + B). (3.9)
Hence, given components represented by pj , p`, their overlap, as mea-
sured by inner product, is
〈pj , p`〉 = πjπ`N (µj |µ`, (σ2j + σ2` )I) (3.10)
under the spherical Gaussian model, while ‖pj‖2 = π2j (4πσ2j )−d/2.
Now, if function q represents any component or cluster, (3.10) mo-





so that γ̂j` ← γ̂`(pj) ∈ [0, 1] is the generalized responsibility of compo-
nent ` for component j. As illustrated in Figure 3.2, (3.11) is reduced Function pj is treated
here as a generalized
data point.
to (3.2) when q collapses to a Dirac delta function, effectively sampling
component functions pj .
According to (3.11), γ̂jj is the responsibility of component j for










`∈K 〈pj , p`〉
∈ [0, 1] (3.12)
be the responsibility of component j for itself relative to K. If ρj,K is
large, j can ‘explain’ itself better than set K as a whole; otherwise it is





far, it makes sense to purge component j if ρj,K drops below overlap
threshold τ ∈ [0, 1], in which case we say that j overlaps with K.
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Figure 3.2: ‘Sampling’ a large component p1(x) = π1N (x|µ1, σ21) through a
smaller one, p2(x) = π2N (x|µ2, σ22), in one dimension. When the
latter is reduced to a single point, p2(x) collapses to δ(x − µ2),
and inner product 〈p1, p2〉 is reduced to p1(µ2).
Algorithm 3.1: Component purging (P-step)
input : set of components C at current iteration
output : updated set of components C, after purging
1 K ← ∅ // set of components to keep
2 sort C such that j < `→ πj ≥ π` for j, ` ∈ C // re-order components
3 foreach j ∈ C do // . . . in descending order of πj
4 if ρj,K ≥ τ then // compute ρj,K by (3.12)
5 K ← K ∪ j // keep j if it does not overlap with K
6 C ← K // updated components
This gives rise to the P-step is outlined in Algorithm 3.1. We choose
to process components in descending order of mixing coefficients,
starting from the most populated cluster, which we always keep. We
perform the P-step right after E- and M-steps in each EM iteration.
We also constrain the E- and M-steps to components in C. Now theThis behavior resembles
agglomerative
clustering [158].
number of components k ← |C| decreases in each iteration.
expanding When a component, say j, is purged, data points that
were better ‘explained’ by j prior to purging will have to be assigned
to neighboring components that remain. These components will then
have to expand and cover the space populated by such points. Towards
this goal, we modify (3.5) to overestimate the extent of each componentComponents will then
tend to fill in as much
empty space as possible.
as much as this does not overlap with its neighboring components.
Details can be found in [18]; here we only observe the ‘space-filling’
behavior of the two clusters on the left in Figure 3.1.
initializing and terminating We initialize with all points asUsing ANN search, this
choice is still efficient;
by the second iteration,
few clusters survive
anyway.
component centers, that is, k ← n. Mixing coefficients are uniform ini-
tially. Standard deviations are initialized to the distance of the nearest
neighbor, found approximately. Convergence is never reached in our
experiments. What is important is to measure the performance of the
resulting vocabulary in the retrieval task vs. required processing.
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3.4 approximate gaussian mixtures
Counting d-dimensional vector operations, the complexity of the E-
and M-steps O(nk), where k ≤ n is the current number of com-
ponents, and the complexity of the P-step (Algorithm 3.1) is O(k2).
This is not practical for large k, especially in the order of n. Similarly
to [340], the approximate version of our algorithm involves indexing
the entire set of clusters C according to their center µj and perform-
ing an ANN query for each data point xi, prior to the E-step. For
typical tree-based ANN search methods, the former is O(k log k) and
the latter O(n log k). For a query point x ∈ Rd, distances to cluster
centers are effectively replaced by metric
dm(x,µj) :=
{
‖x− µj‖, if j ∈ NNm(x)
0, otherwise,
(3.13)
where NNm(x) ⊆ C denotes the approximate m-nearest neighbors of
x. The overall complexity per iteration is then O(n log k).
Now, similarly to [254], we not only use approximate search to
speed up clustering, but we also exploit the iterative nature of the
clustering algorithm to enhance the search process itself. To this end,
we maintain a list of the m best neighbors B(xi) found so far for each
data point xi, and re-use it across iterations. This results in an in- This generalizes
RAKM [254], which
restricts to m = 1 and
k-means only.
cremental m-nearest neighbors algorithm [18]. It is an N-step, to be per-
formed prior to the E-step. As in [254], the rationale is that by keeping
track of the best neighbors found so far, we may significantly reduce
the effort spent in searching for new ones.
3.5 experiments
setup We compare AGM against AKM [340] and RAKM [254] on
large scale vocabulary learning for image retrieval. We use Oxford
buildings1 [340] and world cities2 [432] datasets. The distractor set of
world cities consists of 2M images; we use the first one million as dis-
tractors. We use SURF [31] features and descriptors, of dimensionality
64. We learn vocabularies from 6.5M descriptors of an independent
set of 15k images depicting urban scenes. At learning, we use Fast
Library for ANN (FLANN) [308] for all methods. We assign database
descriptors to only one visual word. We apply MA [341] on the query
side only as in [202], keeping the first 1, 3, or 5 neighbors. We measure
mAP.
results We first choose the best competing method for up to 20k
distractors as shown in Table 3.1. The best size for RAKM is 550k. AKM
is more or less equivalent; their difference is in speed. AGM is slightly
better with its vocabulary size 857k being automatically inferred. We
1 http://www.robots.ox.ac.uk/~vgg/data/oxbuildings/
2 http://image.ntua.gr/iva/datasets/wc/
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method RAKM AKM AGM
Vocabulary 350k 500k 550k 600k 700k 550k 857k
No distractors 0.471 0.479 0.486 0.485 0.476 0.485 0.492
20k distractors 0.439 0.440 0.448 0.441 0.437 0.447 0.459
1M distractors — — 0.250 — — — 0.280
Table 3.1: mAP comparisons for vocabularies of different sizes on Oxford
Buildings with a varying number of distractors, using m = 100,
40 iterations for AKM/RAKM, and 15 for AGM.
then extend to 1M distractors for the RAKM 550k and AGM 857k vocab-
ularies. AGM maintains a clear overhead.
3.6 discussion
We manage to get competitive performance on large-scale image re-
trieval with a set of parameters that work even on our very first two-The main parameter is
τ = 0.55. dimensional example. In most alternatives one needs to tune at least
the vocabulary size. Even with spherical components, the added flex-
ibility of Gaussian mixtures appears to boost discriminative power.
Yet, learning is as fast as approximate k-means, both in terms of EM
iterations and underlying vector operations. Our solution appears to
avoid both singularities and overlapping components that are inher-
ent in ML estimation of GMM.
More can be found at our project home page3, including software.
3 http://image.ntua.gr/iva/research/agm/
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4S PAT I A L M AT C H I N G
We develop a simple spatial matching model inspired by Hough voting in the
transformation space, where votes arise from single feature correspondences.
Using a histogram pyramid, we effectively compute pair-wise affinities of
correspondences without ever enumerating all pairs. Our Hough pyramid
matching [20, 432] algorithm is linear in the number of correspondences
and allows for multiple matching surfaces or non-rigid objects.
4.1 introduction
Despite the success of the BoW model [412], spatial matching is still
needed to boost image retrieval performance. A second stage of spa- Re-ranking is linear in
the number of images
to match, so its speed is
crucial.
tial verification and geometry re-ranking is the de facto solution of choice,
where approximations of RANSAC [116] dominate.
Exploiting the local shape of features (e.g. local scale or orienta-
tion), it is either possible to generate RANSAC hypotheses by single
correspondences [340], or to see correspondences as Hough votes in
a transformation space [275]. In the former case one still has to count
inliers, so the process is quadratic in the number of (tentative) corre-
spondences. In the latter, voting is linear in the number of correspon-
dences but further inlier count appears unavoidable.
We develop a relaxed spatial matching model, which applies pyra-
mid matching [140] to the transformation space. Using local feature
shape to generate votes, it is invariant to similarity transformations,
free of inlier-count verification and linear in the number of correspon-
dences. It imposes one-to-one mapping and is flexible, allowing non-
rigid motion and multiple matching surfaces or objects.
Figure 4.1 compares our Hough Pyramid Matching (HPM) [20, 432]
to Fast Spatial Matching (FSM) [340]. Both foreground and background
surfaces are matched by HPM, whereas inliers from one surface are
only found by FSM. But our major achievement is speed: In a given
query time, HPM can re-rank one order of magnitude more images.
4.2 problem formulation
We represent an image by a set P of local features. For each feature
p ∈ P , its position and local shape is given by the 3× 3 matrix We restrict discussion








where M(p) = σ(p)R(p) and σ(p), R(p), t(p) stand for isotropic scale,
orientation and position, respectively. R(p) is an orthogonal 2 × 2
matrix with detR(p) = 1, represented by an angle θ(p).
27
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Figure 4.1: (Top) Inliers found by 4-Degrees of Freedom (DoF) FSM. (Bottom)
HPM matching, with all tentative correspondences shown. The
ones in cyan have been erased. The rest are colored according to
strength, with red (yellow) being the strongest (weakest).
Given two images P,Q, an assignment or correspondence c = (p, q) is
a pair of features p ∈ P, q ∈ Q. The relative transformation from p to











where M(c) = σ(c)R(c), t(c) = t(q)−M(c)t(p); and σ(c) := σ(q)/σ(p),
R(c) := R(q)R(p)−1 are the relative scale and orientation respectively
from p to q. This is a 4-Degrees of Freedom (DoF) transformation repre-
sented by parameters
f(c) := (x(c), y(c), σ(c), θ(c)), (4.3)
where [x(c) y(c)]> := t(c) and θ(c) := θ(q)− θ(p). Hence assignments
are points in a d-dimensional transformation space F with d = 4.
We are also given an set C of tentative correspondences. Two fea-An alternative is
proximity of features in
the descriptor space.
tures correspond when assigned to the same visual word:
C := {(p, q) ∈ P ×Q : u(p) = u(q)}, (4.4)
where u(p) is the visual word of p. Each correspondence c = (p, q) ∈ CWe use the IDF of
visual words for w. is given a weight w(c) measuring its relative importance.
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Given a pair of assignments c, c′ ∈ C, we assume an affinity measure
α(c, c′) as a non-increasing function of their distance in the transfor-
mation space. Two assignments are conflicting if they map two fea-
tures of one image to the same feature of the other.
Our problem is then to identify a subset of non-conflicting assign- We are looking for one
or more
transformations that
make parts of one image
align to parts of the
other.
ments that maximizes the sum of affinity over all assignment pairs.
This is a binary quadratic programming problem [324], but we only
target a very fast, approximate solution. In fact, we want to group
assignments according to affinity without ever enumerating pairs.
4.3 hough pyramid matching
We assume that transformation parameters are mapped to [0, 1], hence
F := [0, 1]d. We construct a hierarchical partition
B := {B0, . . . , BL−1} (4.5)
of F into L levels. Each B` ∈ B is a partition of F into 2kd bins (hyper- Each partition B` is a
refinement of B`+1.cubes), where k := L−1−`, obtained by partitioning each dimension
into 2k equal intervals of length 2−k. B0 is at the finest (bottom) level;




h(b) := {c ∈ C : f(c) ∈ b} (4.6)
be the set of correspondences with parameters falling into b.
matching process We recursively split correspondences into bins
in a top-down fashion, and then group them bottom-up. To impose a
one-to-one mapping constraint, we detect conflicting correspondences
at each level, choose one to keep and mark the remaining as erased.
Let E` be the set of erased correspondences up to level `. If b ∈ B` is
a bin at level `, we define its group count as We write
[x]+ := max(x, 0) for
the positive part of
x ∈ R.
g(b) := [|ĥ(b)| − 1]+, (4.7)
where ĥ(b) := h(b) \ E` are the correspondences we have kept in b.
Let b0 ⊆ · · · ⊆ b` be the sequence of bins containing a correspon-
dence c up to level ` such that bk ∈ Bk for k = 0, . . . , `. For each k,
we approximate the affinity α(c, c′) of c to any other correspondence





level affinity function of k,
α(k) := 2−λk. (4.8)
Similar to [141], there are g(bk)− g(bk−1) new correspondences in a
group with c at level k, giving rise to the strength of c up to level `: The strength of c
depends on the size of
the groups it
participates in and the
level at which they are
formed.
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Then, if s(c) := sL−1(c) is the strength of c, and excluding all erased





If c, c′ are two conflicting assignments and b ∈ B` is the first (finest)The contributions of
c, c′ to s(C) may only
differ up to level `− 1.
bin in the hierarchy with c, c′ ∈ b, we impose the one-to-one mapping
by keeping the strongest one up to level `− 1 according to (4.9).
The total operations per level are linear in n := |C|. Hence the time
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Figure 4.2: Matching of nine assignments on a 3-level pyramid in 2d space.
Colors denote visual words, and edge strength denotes affinity.
The dotted line between c6, c9 denotes a group that is formed at
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Figure 4.3: Referring to Figure 4.2: (Left) Assignment labels, features and
strength. Vertices and edges denote features and assignments, re-
spectively. Assignments c5, c6 and c7, c8 are conflicting, and c6, c7
are erased. Assignments c1, . . . , c5 join groups at level 0; c8, c9 at
level 2. (Right) Affinity matrix equivalent to strengths (4.9). As-
signments have been arranged so that groups are contiguous.
Groups formed at levels 0, 1, 2 have affinity 1, 12 ,
1
4 respectively.
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example A toy 2d example is used for illustration. Figure 4.2 shows
three groups of assignments at level 0: {c1, c2, c3}, {c4, c5} and {c6, c9}.
The first two are joined at level 1. Assignments c7, c8 are conflicting,
and c7 is erased. Assignments c5, c6 are also conflicting, but are only
compared at level 2; c5 is stronger, being in a group of 5. Hence
{c6, c9} is broken up, c6 is erased and c8, c9 join c1, . . . , c5 in a group
of 7 at level 2.
Figure 4.3 illustrates how the similarity score (4.10) is formed, with
λ = 1. For instance, c1, . . . , c5 contribute from all 3 levels, while c8, c9
only from level 2. These contributions are arranged in an n×n affinity The upper triangular
part of A corresponds
to the edges of
Figure 4.2, with edge
strength being
proportional to affinity.
matrix A. Summing affinities over a row of A and multiplying by the
corresponding weight yields the assignment strength—the diagonal
is excluded from the summation (4.7).
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Figure 4.4: mAP vs. total (filtering + re-ranking) query time on Barcelona with
2M World Cities distractors for a varying number of re-ranked
images (shown with labels near markers, in thousands).
4.4 experiments
setup We compare HPM against 4-DoF FSM [340] in pairwise match-
ing and re-ranking in large scale search. In the latter case, we use two
filtering models: BoW [412] and Weak Geometric Consistency (WGC) [202].
We use our World Cities1 dataset, comprising a test set referred to
as Barcelona and a 2M distractors set mostly depicting urban scenes
exactly like the test set, but from different cities. We use SURF [31]
features and descriptors.
results Here we only present mAP performance vs. query time for
the re-ranking task, as shown in Figure 4.4 for varying number of re-
ranked images. HPM re-ranks ten times more images in less time than
FSM. With BoW, its mAP is 10% higher than FSM for the same re-ranking
time, on average. At the price of 7 additional seconds for filtering, FSM
1 http://image.ntua.gr/iva/datasets/wc/
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
32 spatial matching
eventually benefits from WGC, while HPM is clearly unaffected. After
3.3 seconds, mAP performance of BoW+HPM reaches saturation after
re-ranking 7k images, while WGC does not help.
4.5 discussion
HPM is a simple spatial matching algorithm that can be easily inte-
grated in any image retrieval engine. It boosts performance by allow-
ing flexible matching. It is arguably the first time geometry re-ranking
reaches saturation in a practical query time. The practice so far has
been to stop re-ranking such that queries do not take too long, with-
out studying further improvement as in Figure 4.4.
After its introduction [432], we have extended HPM to use MA [341],
applied to the query image only [202]. This extension further boosts





descriptors are not quantized. Hence it can be applied to matching
scenaria other than image retrieval.
More can be found at our project page2, including real retrieval
examples along with comparisons for one query and the entire 2M
World Cities dataset.
2 http://image.ntua.gr/iva/research/relaxed_spatial_matching/
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5B E Y O N D V O C A B U L A R I E S
We consider a family of metrics to compare images based on their local de-
scriptors. It encompasses aggregated representations like VLAD [203] and
selective match kernels like Hamming Embedding [201]. Making the bridge
between these approaches leads us to introducing the Aggregated Selective
Match Kernel (ASMK) [435, 436], which takes the best of existing worlds.
Finally, the representation underpinning this kernel is approximated, provid-
ing precise and scalable image search.
5.1 introduction
To partially recover from the quantization loss incurred by the use of
a vocabulary, it is common to assign descriptors to multiple visual
words. This is known as Multiple Assignment (MA) [341] and is prefer-
ably applied to the query image only [202] in an image retrieval con-
text. Alternatively, one can learn a very fine vocabulary from data [297],
where visual words have arbitrary shape in the descriptor space.
However, at the cost of some additional space, a more precise rep-
resentation of the individual local descriptors works better than any
vocabulary alone. One such solution is Hamming Embedding (HE) [202],
where descriptors are represented by short binary codes apart from
visual word. Such methods exhibit selectivity, i.e., a correspondence
contributes to the image-level similarity to a different extent, depend-
ing on an approximate distance in the descriptor space.
By contrast, aggregation or pooling operators, such as Fisher vectors
[108, 338] or the Vector of Locally Aggregated Descriptors (VLAD) [203],
depart from BoW by pooling vectors (e.g., descriptors) rather than
scalars (e.g., frequencies). Compressing the resulting aggregated vec-
tors [203, 337] yields a very compact global image representation,
which however is inferior to local image representation.
Here we bridge the gap between matching approaches, such as HE,
and aggregated representations, in particular VLAD. We introduce a
class of match kernels that encompasses both. Selectivity is only ex- Aggregation may still
be beneficial in light of
burstiness [108, 147].
ploited in matching approaches, which however do not use aggrega-
tion. We introduce a new representation that exploits the best of both
worlds: the Aggregated Selective Match Kernel (ASMK) [435, 436].
5.2 match kernels
We represent an image by a set X := {x1, . . . ,xn} of n d-dimensional
local descriptors, quantized by a k-means quantizer q : Rd → C,
where C := {c1, . . . , ck} ⊂ Rd is a codebook comprising k visual
words. We denote by Xc := {x ∈ X : q(x) = c} the subset of descrip-
33
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tors in X that are assigned to visual word c. Given two images X , Y ,
we consider a family of image-level similarity functions
K(X,Y ) := γ(X) γ(Y )
∑
c∈C
wc κ (Xc, Yc) , (5.1)
where scalar wc is a weight of visual word c, κ is a match kernel usedFor instance, IDF
weights. as visual word-level similarity function and γ is a normalization func-
tion such that the self-similarity of an image is K(X,X) = 1. This
family encompasses several well known methods.
bag-of-words [83, 412] represents each local descriptor x solely
by its visual word. As observed in [45, 202], bag-of-words with cosine
similarity can be expressed in terms of (5.1), by defining






hamming embedding (he) [201, 202] extends BoW by represent-
ing each local descriptor x with both its quantized value q(x) and a
binary code bx ∈ {−1,+1}B of B bits. It matches all pairs of descrip-
tors assigned to the same visual word by





w (dH(bx, by)) , (5.3)
where w is a non-increasing similarity function and dH is the Ham-w can be for instance a
step [201] or Gaussian
function [147].
ming distance, which can be expressed as dH(a,b) = B2 (1 − â>b̂).
Here â denotes the `2-normalized counterpart of vector a.
vlad [203] aggregates the descriptors per visual word into a dk-








and r(x) is the residual vector of x. Then, VLAD with cosine similarityThe power-law
normalization of Fisher
vectors [108] cannot be
expanded as (5.5).
can again be expressed in terms of (5.1) by







5.3 towards a common model
The match kernels discussed above can be classified into two kinds.
non-aggregated kernels individually match all the elements
occurring in the same vocabulary cell. They are written as










encompassing all variants discussed so far. Here φ is a vector rep-
resentation function, possibly nonlinear or including normalization,
and σ : R→ R is a scalar selectivity function.
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aggregated kernels , in contrast, are written as

















where ψ is another vector representation function, again possibly non-
linear or including normalization. Φ(Xc) is the aggregated vector rep- Aggregation, i.e.,
computing Φ(Xc), is
an offline operation.
resentation of a set Xc of descriptors in a cell. In contrast to (5.6),
selectivity σ is applied after aggregation.
model κ(Xc, Yc) φ(x) σ(u) ψ(z) Φ(Xc)
BoW (5.2) κN or κA 1 u z |Xc|






VLAD (5.5) κN or κA r(x) u z V (Xc)
ASMK (5.11) κA r(x) σα(u) ẑ V̂ (Xc)
Table 5.1: Existing and new solution ASMK for the match kernel κ, classified
as aggregated κA (5.7), non-aggregated κN (5.6), or both. φ(x):
Scalar or vector representation of descriptor x. σ: Scalar selectiv-
ity. ψ(z): Vector representation of aggregated descriptor z. Φ(Xc):
Equivalent representation of descriptor set Xc per cell.
a common model Table 5.1 summarizes the BoW, HE and VLAD
kernels and expresses them in a common model. It also identifies in
each case options for functions φ, σ, ψ and Φ. BoW and VLAD both fit
into (5.6) and (5.7), with σ simply being identity. This is not the case
for HE matching, which has a nonlinear σ, hence only fits into (5.6).
This analysis suggests other potential strategies.
5.4 aggregated selective match kernel
Our ASMK is motivated observing that VLAD employs a linear com-
bination in (5.5) of the contributions of individual descriptor pairs
(x,y) to κ, while HE applies a nonlinear weighting function σ to the
similarity φ(x)>φ(y) in (5.3), but involves no aggregation.
selectivity Without loss of generality, we consider a thresholded
polynomial selectivity function σα : R→ R+ of the form
σα(u) :=
{
sgn(u)|u|α if u > τ
0 otherwise,
(5.9)
and typically set α = 3, while τ ≥ 0. Figure 5.1 shows the effect of this σα plays the same role
as w in (5.3), applied to
similarities instead of
distances.
function σα when matching features between two images, for differ-
ent values of the exponent α. A larger α increases the selectivity and
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Figure 5.1: Matching features with descriptors assigned to the same visual
word and similarity above threshold τ = 0.25. (Top) α = 1; (bot-
tom) α = 3. Color denotes descriptor similarity σα(r̂(x)>r̂(y)),
with yellow (red) being low (high).
drastically down-weights false correspondences. This advantageously
replaces hard thresholding as initially proposed in HE [201].
Figure 5.2: Examples of features mapped to the same visual word. Top 25 visual
words are drawn, each in different color, according the number
of features mapped to them.
aggregation We propose to apply a selectivity function after ag-
gregating descriptors per cell, producing a more compact representa-
tion. Figure 5.2 illustrates several examples of features that are aggre-
gated. Their matches usually dominate the image level similarity. ToSuch bursty features




mitigate this effect, it is common to down-weight [147] or normalize [9]
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the contribution per visual word. This resembles binary BoW [412] or
max pooling [48], which account at most one vote per visual word. We
follow the same approach but for large vocabularies.
our asmk We aggregate the residual vectors as in VLAD (5.4) and
then `2-normalize the sum: The database vectors
v̂(Xc) are computed
offline.ΦASMK(Xc) := v̂(Xc) = v(Xc)/‖v(Xc)‖. (5.10)
ASMK is an aggregated kernel (5.8) with selectivity function σα:






ASMK is also summarized in Table 5.1. It handles burstiness by keep-
ing only one representative of all bursty descriptors per cell, which is
represented by the normalized mean residual.
binarization For the sake of compactness, HE represents the
residual r(x) := x − q(x) by a binary vector bx. We develop ASMK
using full d-dimensional descriptors to investigate the upper bound
in performance; in practice, we use an approximated version ASMK?,
binarizing v(Xc) (5.10) before applying the selectivity function.
dataset MA oxf5k oxf105k paris6k holidays
HE [202] 51.7 – – 74.5
HE [202] X 56.1 – – 77.5
HE-burstiness [197] 64.5 – – 78.0
HE-burstiness [197] X 67.4 – – 79.6
Fine vocabulary [297] X 74.2 67.4 74.9 74.9
ASMK? 76.4 69.2 74.4 80.0
ASMK? X 80.4 75.0 77.0 81.0
ASMK 78.1 – 76.0 81.2
ASMK X 81.7 – 78.2 82.2
Table 5.2: mAP comparison of ASMK variants against state-of-the-art with α =
3, τ = 0 and k = 65k visual words.
5.5 experiments




based HE variants [197, 202] on Oxford Buildings [340], Paris [341]
and Holidays [202] datasets. We use a modified Hessian-Affine fea-
ture detector [333] and SIFT descriptors with component-wise square
root [8, 196]. We use flat k-means to learn visual vocabularies of 65k
visual words on an independent dataset. We combine with MA using
5 nearest visual words on query side only [202].
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results As shown in Table 5.2, ASMK outperforms the binarized
ASMK?, which outperforms all other methods by a large margin. ASMK
relies on full descriptors and does not scale to Oxford105k; only
ASMK? does. ASMK? uses less memory and is faster than HE, having
less features after aggregation.
5.6 discussion
By building a common model for match kernels like BoW, HE and
VLAD, it becomes evident that different kernels have different prop-
erties. ASMK combines the selectivity of HE with the aggregation per
visual word of VLAD, successfully combating burstiness.
After its introduction [435], we have extended ASMK to operateAggregation across
images [436]. across images [436], identifying local features in different images cor-
responding to the same physical structure. We do this by pairwise
matching descriptors of all images in a dataset per visual word, con-
necting nearby pairs and forming the connected components of the
resulting graph. We aggregate their representation into a single vec-
tor per component. We thus further compress the indexing structure
and implicitly perform feature augmentation [445].
Another extension is early burst detection [399], where bursts are ex-Early burst
detection [399]. plicitly detected before quantizing to visual words. The simplest and
most effective way to do so is to compute all pairwise feature similar-
ities (according to scale, orientation and descriptor), connect features
into components and aggregate descriptors per component. This ap-
plies to VLAD, ASMK and any aggregated kernel. Performance is on
par with the state of the art but with significantly reduced complex-
ity, thanks to the fewer descriptors kept. An interesting finding is
the benefit of asymmetric aggregation, i.e., aggregating the database
descriptors and not those of the query.
More can be found at our project home page1, including software.
1 http://image.ntua.gr/iva/research/asmk/
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We present a simple vector quantizer that combines low distortion with fast
search and apply it to Approximate Nearest Neighbor (ANN) search in
high dimensional spaces [212]. Leveraging the very same data structure that
is used to provide non-exhaustive search, i.e., inverted lists or a multi-index,
the idea is to locally optimize over rotation and space decomposition an
individual product quantizer per cell and use it to encode residuals.
6.1 introduction
By experimenting with different vocabulary options [297, 341] and




dent that image retrieval boils down to high-quality, compact encoding
of visual descriptors that allows for fast search. This is ANN search in
high-dimensional spaces, a recurring problem in computer vision.
Product Quantization (PQ) [199] is a compact encoding method that
can be used for exhaustive or non-exhaustive search through inverted
indexing or multi-indexing [22]. Better fitting to the underlying distri-
bution is critical in search performance, as in Optimized Product Quan- The same is true for
most hashing
methods [161].
tization (OPQ) [121]. The principle is that all bits allocated to data points
should be used sparingly. Such methods should be ultimately seen as
(lossy) data compression targeting minimal distortion.
As such, k-means, depicted in Figure 6.1(a), allows log2 k bits to rep-
resent a data point in Rd by specifying k centroids. But naïve search
is O(dk) and low distortion means very large k. By constraining cen-
troids on an axis-aligned, m-dimensional grid, PQ achieves km cen-
troids keeping search at O(dk); but as in Figure 6.1(b), many centroids
may remain without data support. OPQ allows arbitrary rotation and
re-ordering of dimensions to better align to data and balance variance
across subspaces. But as illustrated in Figure 6.1(c), a multimodal dis-
tribution may not benefit from such alignment.
Our solution is Locally Optimized Product Quantization (LOPQ) [212].
Following [199], a coarse quantizer is used to index data, and residu-
als between data points and centroids are PQ-encoded. But within-cell We also combine with
multi-index [22], which
is essential for large
scale datasets.
distributions are largely unimodal; hence, as in Figure 6.1(d), we lo-
cally optimize an individual product quantizer per cell. Under no
assumptions on the distribution, all centroids are supported by data,
resulting a lower distortion.
6.2 background
vector quantization A quantizer is a function q that maps a
d-dimensional vector x ∈ Rd to vector q(x) ∈ C, where C ⊂ Rd is a
39
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(a) k-means (b) PQ
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(c) OPQ (d) LOPQ
Figure 6.1: Four quantizers of 64 centroids (
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) each, trained on a random set
of 2D points (
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), following a mixture distribution. (c) and (d) also
reorder dimensions, which is not shown in 2D.
codebook with k := |C|. Each vector c ∈ C is called a centroid. Given a




‖x− q(x)‖2 . (6.1)
According to Lloyd’s first condition [142], regardless C, a quantizer that
minimizes distortion should map x ∈ Rd to its nearest centroid:Hence, an optimal
quantizer should
minimize distortion E
as a function of
codebook C alone.
q(x) := arg min
c∈C
‖x− c‖ . (6.2)
product quantization Assuming that dimension d is a mul-
tiple of m, write any vector x ∈ Rd as a concatenation (x1, . . . ,xm)
of m sub-vectors, each of dimension d/m. If C1, . . . , Cm are m sub-
codebooks in subspace Rd/m, each of k sub-centroids, a product quan-
tizer [199] constrains C to the Cartesian product
C = C1 × · · · × Cm, (6.3)
i.e., a codebook of km centroids c = (c1, . . . , cm) with each sub-centroid
cj ∈ Cj for j ∈ [m]. An optimal product quantizer q should minimizeWe write
[n] = {1, . . . , n} for
n ∈ N.
E (6.1) as a function of C, subject to C being of the form (6.3) [121].
In this case, for each x ∈ Rd, the nearest centroid in C is
q(x) = (q1(x1), . . . , qm(xm)), (6.4)
where qj(xj) is the nearest sub-centroid of sub-vector xj in Cj , for
j ∈ [m] [121]. Hence an optimal product quantizer q in d dimensions
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incurs m subproblems of m optimal sub-quantizers qj , j ∈ [m], each
in d/m dimensions. We write q = (q1, . . . , qm) in this case.
optimized product quantization [121, 319] refers to opti-
mizing the subspace decomposition too. Constraint (6.3) is relaxed to
C = {Rĉ : ĉ ∈ C1 × · · · × Cm, R>R = I}, (6.5)
where orthogonal d×d matrix R allows for rotation and permutation
of dimensions. Optimization with respect to C1, . . . , Cm and R is ei-
ther joint as in Cartesian k-Means (CKM) [319] and in the non-parametric
OPQnp of [121], or decoupled, as in the parametric OPQp of [121].
exhaustive search Given a product quantizer q = (q1, . . . , qm),
let each encoded data point q(x) be represented by tuple (i1, . . . , im)
of m sub-centroid indices (6.4), each in index set [k]. Given a query This PQ-encoding
requires m log2 k bits
per point.
vector y, the (squared) Euclidean distance to x ∈ X may be approxi-
mated by the Asymmetric Distance Computation (ADC) [199]
δq(y,x) := ‖y − q(x)‖2 =
m∑
j=1
∥∥yj − qj(xj)∥∥2 , (6.6)
where qj(xj) ∈ Cj := {cj1, . . . , cjk} for j ∈ [m]. Distances ‖yj−c
j
i‖2 are
precomputed for i ∈ [k] and j ∈ [m], so (6.6) amounts to only O(m)
lookup and add operations.
indexing The residual vector of x ∈ Rd quantized by q is
rq(x) := x− q(x). (6.7)
Non-exhaustive search involves a coarse quantizer Q of K centroids, or




rQ(x) is quantized by a product quantizer q. A query point y is quan-
tized to its w nearest cells, and approximate distances to residuals
are then computed (6.6) only within those cells. This is referred to as
Inverted File - ADC (IVFADC) [199].
multi-indexing applies the idea of PQ to the coarse quantizer
used for indexing. A second-order inverted multi-index [22] comprises
two subspace quantizers over Rd/2, each of K sub-centroids. A cell is
now a pair of sub-centroids. There are K2 cells on a 2-dimensional
grid, inducing a fine partition of Rd. Quantization and distance com-
putation is done independently per subspace. At query time, cells
are traversed in increasing order of distance to the query by the multi-
sequence algorithm.
A solution involving PQ-encoding of residuals is called Multi-Index
ADC (Multi-D-ADC) [22]. A solution using OPQnp to globally optimize
both the residuals and the data prior to multi-index construction, is
referred to as Optimized Multi-Index ADC (OMulti-D-OADC) [122].
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6.3 locally optimized product quantization
We develop our solution for a single coarse quantizer first. We then
outline our solution for a multi-index.
single index Given X , we optimize a coarse quantizer Q, with
codebook B := {b1, . . . ,bK} of K cells. For i ∈ [K], we collect the
residuals of points quantized to cell biLOPQ incurs





Zi := {x− bi : x ∈ X, Q(x) = bi}. (6.8)
For each cell i ∈ [K], we locally optimize PQ encoding of residuals in Zi,
yielding an orthogonal matrix Ri and a product quantizer qi. Residu-
als are then locally rotated and PQ-encoded as qi(R>i z) for z ∈ Zi. At
query time, the query point y is soft-assigned to its w nearest cells in




i z) ofThe computation is
exhaustive within Zi,
but is performed in the
compressed domain.
the rotated query residual R>i rQ(y) = R
>
i (y − bi) to rotated residu-
als R>i z for z ∈ Zi are then computed according to (6.6), using the
underlying local product quantizer qi.
local optimization Let Z ∈ {Z1, . . . , ZK} be the set of residu-
als of data points quantized to some cell in B. Contrary to [199], we
PQ-encode these residuals by locally optimizing both space decom-
position and sub-quantizers per cell. Given m and k, this problem is
expressed as minimizing distortion as a function of orthogonal matrix







subject to Ĉ = C1 × · · · × Cm
R>R = I,
(6.9)
where |Cj | = k for j ∈ [m]. Sub-codebook Cj determines a sub-Given solution
R,C1, . . . , Cm,
codebook C is given
by (6.5).
quantizer qj by
qj(x) = arg min
ĉj∈Cj
‖x− ĉj‖ (6.10)
for j ∈ [m], x ∈ Rd/m, as in (6.2); collectively, sub-quantizers deter-
mine a product quantizer q = (q1, . . . , qm) by (6.4). Local optimization
can then be seen as a mapping Z 7→ (R, q). We follow the parametric
solution of [121, 319] that we briefly describe here.
parametric solution OPQp [121] assumes a zero-mean normal
distribution N (0,Σ) of residual data Z and minimizes the theoretical
lower distortion bound as a function of R alone [121]. That is, R is
optimized independently prior to codebook optimization, which fol-
lows by independent k-means per subspace, exactly as in PQ. Given
the covariance matrix Σ, empirically measured on Z, the solution for
R is found in closed form, in two steps.
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First, rotating data by ẑ ← R>z should yield a block-diagonal co-
variance matrix Σ̂, with the j-th diagonal block being sub-matrix Σ̂jj
of j-th subspace, for j ∈ [m]. That is, subspace distributions should
be pairwise independent. This is accomplished by diagonalizing Σ as
UΛU>. Second, determinants |Σ̂jj | should be equal for j ∈ [m], i.e.,
variance should be balanced across subspaces. This is done by eigen-
value allocation [121]: Eigenvalues in Λ are traversed in descending or-
der and greedily allocated to the subspace of minimal variance. This The solution for R
represents a re-ordering
of the eigenvectors of Σ.
yields a permutation π of the set [d] of dimensions. Finally, the solu-
tion is R := UP>π , where Pπ is the permutation matrix of π.
multi-index In the case of a second-order multi-index, the space
overhead is prohibitive to locally optimize per cell. Hence, we sepa-
rately optimize a rotation and a set of sub-quantizers per cell of the
two subspace quantizers and PQ-encode two sub-residuals per data
point. At query time, the query needs to be rotated independently for Multi-LOPQ incurs
O(K(d2 + dk)) space
overhead comparing to
Multi-D-ADC [22]. The
query time overhead is
O(Kd2) in the worst
case, but much lower in
practice.
each such cell. Rotations are lazy-evaluated i.e. computed on demand
by the multi-sequence algorithm and stored for re-use. We call this
solution Multi-Index LOPQ (Multi-LOPQ).
This solution is more constrained than in the case of a single index:
each rotation matrix is constrained to be block-diagonal, keeping ro-
tations within-subspace. By contrast, the rotation matrix in [122] is
unconstrained, but it is fixed for all cells.
t method r = 1 10 100
10k
Multi-D-ADC [22] 0.304 0.665 0.740
OMulti-D-OADC [122] 0.345 0.725 0.794
Multi-LOPQ 0.430 0.761 0.782
100k
Multi-D-ADC [22] 0.334 0.793 0.959
OMulti-D-OADC [122] 0.373 0.841 0.973
Multi-LOPQ 0.476 0.919 0.973
Table 6.1: Recall@r for r ∈ {1, 10, 100} on SIFT1B with 128-bit codes, k =
256, i.e. 8 bits per sub-quantizer, m = 16 subspaces, and subspace
quantizers with K = 214; t is the target number of points fetched
by multi-sequence.
6.4 experiments
setup Here we only include large-scale results of non-exhaustive
search with a multi-index. We use the SIFT1B [205]1 dataset, contain-
ing 1 billion SIFT vectors and 10K queries. We evaluate Multi-LOPQ
against Multi-D-ADC [22] and OMulti-D-OADC [122]. All methods PQ-
encode the residuals of the subspace quantizers with 128-bit codes.
1 http://corpus-texmex.irisa.fr/
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As in related work [22, 121, 199, 205, 319, 320], we measure search
performance via recall@r, i.e. the proportion of queries having theirAlternatively, recall@r
is the fraction of queries
for which the nearest
neighbor would be




nearest neighbor ranked in the first r positions. Recall@1 is the most
important, and is equivalent to the precision of [308].
results As shown in Table 6.1, the optimized OMulti-D-OADC [122]
outperforms Multi-D-ADC [22]. However, the performance of Multi-LOPQ
is unprecedented, enjoying nearly 10% gain over OMulti-D-OADC on
the most important measure of precision (recall@1).
overhead With K = 214, the space overhead of Multi-LOPQ on top ofBoth space and time
overhead is constant in
data size n.
Multi-D-ADC is 500MB for rotation matrices and 2GB for sub-quantizer
centroids, compared to 21GB that is the total SIFT1B index space with
128-bit codes. The query time overhead is the time needed to rotate the
query for each cell. On average, this is 0.776 and 4.04ms respectively
for t = 10k and 100k, compared to 7 and 49ms respectively for a
Multi-D-ADC query.
6.5 discussion
Beneath LOPQ lies the very simple idea that no single centroid should
be wasted by not representing actual data. Rather, each should con-
tribute to lowering distortion. Hence, to take advantage of PQ, one
should attempt to use and optimize product quantizers over parts of
the data only.
LOPQ resembles a two-stage fitting of a mixture distribution: compo-
nent means followed by conditional densities via PQ. Joint optimiza-
tion of coarse and local quantizers might bring further improvement,
but its training cost would be prohibitive.
More can be found at our project home page2, including software.
2 http://image.ntua.gr/iva/research/lopq/
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We introduce an image clustering scheme that compresses a large corpus of
images by grouping visually consistent ones, while providing a guaranteed
distortion bound. This allows representing thousands of images depicting a
landmark, while still being able to retrieve isolated non-landmark images.
Starting from a geo-tagged dataset, we group images geographically and
then visually. We align all views to a reference image and construct a 2d
scene map [19]. Indexing and retrieval then operates directly on scene maps.
We apply to location and landmark recognition and we demonstrate several
integrated methods through our online application, VIRaL1 [214].
7.1 introduction
Billions of images are available online along with metadata such as lo-
cation, time and tags. Applications are emerging, for instance location [159] only estimates a
geolocation probability
map, while [513] only
works on landmarks.
estimation [159], virtual tourism [413], and landmark recognition [513].
Here we are interested in location recognition given a single image,
be it landmark or not. Unfortunately, current solutions either do not
scale well, or focus on points of interest like landmarks.
Our work lies between generic image retrieval and clustering. While
large image clusters of popular places help in terms of efficiency, a
distortion bound can guarantee that isolated images are still found as in
a generic retrieval engine. For instance, when clustering geo-tagged
images by location [82], two images taken 2km apart are unlikely
to depict the same building. Likewise, in spatial matching [340], 20
images each having 15 inliers with a reference image, may all depict
similar views of a single scene.
We use Kernel Vector Quantization (KVQ) [431], along with an appro-
priate metric to group images by location and then by visual simi-
larity. Contrary to other solutions, this guarantees that no image in To speed up mining, we
apply visual clustering
only within each
geo-cluster and we use
sub-linear indexing for
pairwise matching.
a cluster is too “far away” (depending on the metric) from the rest.
Given a visual cluster, we align all images to a reference image and
construct a 2d scene map by grouping local features, giving rise to an-
other application of KVQ. Finally, we extend the entire search pipeline
operate on scene maps rather than images. This not only provides
memory savings, but increases recall too.
7.2 background
It is common to perform geo-clustering by location (latitude, longi- Views of the same scene
are not expected in




tude) followed by visual clustering. The objective is to identify photos
depicting views of the same scene. For instance, [82, 257] perform geo-
1 http://viral.image.ntua.gr/
45
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
46 exploring photo collections
clustering alone by mean-shift [69], while visual clustering follows us-
ing e.g. k-means [219] and agglomerative clustering [119, 348, 513]. The
drawback of k-means and agglomerative clustering is that there is no
control over the maximal intra-cluster distance, while mean-shift [82,
257] requires seeding and fixed tiles [119, 348] do not adjust to data. We
use KVQ [431], which guarantees an upper bound on distortion and
adjusts the number of clusters accordingly.
kernel vector quantization Let (X , d) be a metric space.
Given a set X := {x1, . . . , xn} ⊆ X , we are looking for a small subset
Q(X) ⊆ X such that no point in X is too far away from some point
in Q. Define kernel function k : X × X → R byBr(x) is the open ball
of radius r centered at
x; 1A : X → {0, 1} is
the indicator function
of A ⊆ X .
k(x, y) := 1Br(x)(y), (7.1)
to indicate whether points x, y ∈ X lie within distance r, where r > 0
is a scale parameter. The Gram matrix is the n × n matrix K with
elements Kij := k(xi, xj). For x ∈ X , define cluster C(x) := X ∩Br(x)
as the set of points y ∈ X within distance r from x. If there is a weight
vector w ∈ Rn such that Kw > 0, then all points x ∈ X lie in C(xj)
for some point xj ∈ X with positive weight wj > 0. An `1 penaltyA weighted penalty also




subject to Kw ≥ 1, (7.3)
easily reduced to linear programming. Given the optimal solution w?,
the codebook Q(X) is defined as
Q(X) := {xj ∈ X : w?j > 0}. (7.4)
We refer to points in Q(X) as cluster centers. Clearly, Q(X) ⊆ X , and
the collection of clusters C(x) for x ∈ Q(X) is a cover for X2 but
not a partition. That is, clusters are overlapping. By construction, theOverlap is useful for
both geo- and visual
clustering, especially in
case of gradual view
transitions.
distortion induced by Q(X) is upper bounded by r. The number of
clusters is adjusted accordingly.
7.3 view clustering
Now let X and X refer to photos. Each photo x ∈ X is represented byWe also refer to photos
as images, or views. location (latitude and longitude) and a set of local features, including
position, local shape and visual word over a vocabularyW .
geo-clustering We apply KVQ to X in metric space (X , dg) with
scale parameter rg, where metric dg : R2 × R2 → R is the geodesic
distance on the Earth surface3. Let Qg(X) be the resulting geo-codebook,In practice, we use
spatial bucketing on a
uniform grid and keep
one sample per bucket.
2 A subsequent pruning step removes from Q(X) any point such that the cluster col-
lection of the remaining points is still a cover for X .
3 http://en.wikipedia.org/wiki/Great-circle_distance
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Figure 7.1: Map of Athens illustrating geo-clusters for rg = 700m. Black dots,
red markers and red circles stand for photos, codebook vectors
and cluster boundaries, respectively.
and Cg(x) the geo-cluster of x ∈ X . As shown in Figure 7.1, overlap-
ping helps keep dense areas in few clusters for subsequent visual
clustering: Photos taken even 1km away from a landmark may be
included in the same cluster.
visual clustering As in [407], we say that any two photos x, y ∈
X are connected if at least one rigid object is visible in both, possibly
under different viewpoints. A scene is a subset S ⊆ X of connected
photos. We use FSM [340] to match a pair of images x, y under a ge- The model may vary
from 3- to 5-DoF.ometric model. The number of inliers is used as visual similarity. The
visual metric dv can be any non-increasing function of the similarity,
since kernel function k is discrete (7.1). We apply KVQ to each geo-
cluster Cg(x) for x ∈ Qg(X) in space (X , dv) with scale parameter rv.
An example is shown in Figure 7.2. Let Qv(G) be the visual codebook The objective is not
summarization or
canonical view
selection [407], but to
align images in each
cluster.
of geo-cluster G, and Cv(y) the visual cluster of y ∈ G. The complete





The bottleneck is the construction of Gram matrix K, which is
quadratic in n. The same complexity appears in [119, 407, 513]; other
options are to use small spatial tiles of 200m [348] or to not use local
features at all [219]. Indexing is efficient enough to even work without
geo-clustering [76], but then isolated photos are unlikely to be discov-
ered. Our solution is geo-cluster specific indexing: We use an inverted
file indexed by both visual word and geo-cluster. Given a query im-
age in geo-cluster G, we find all connected images x ∈ G in constant
time. Computing a sparse K is now linear in |G|.
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Figure 7.2: Photos in a sample of visual clusters from Pantheon, Rome, one
cluster per row. The first image in each cluster is its center.
7.4 scene maps
We align all images in a visual cluster using a homography model
and construct a scene map, a 2d spatial map of features associated to
different views of the same scene. Scene maps are then used directly
for retrieval.
view alignment During visual clustering, images are geometri-
cally verified by FSM [340]. For each pair of matching images (x, y) in
a geo-cluster, we store the best model Txy that transforms y to x. Each
image x ∈ Q(X) is then treated as a reference in its visual cluster Cv(x).
We now align each image y ∈ Cv(x) to x and compute a 3×3 homogra-
phy matrix Hxy, starting from the stored model Txy and using the “it-
erative” method of Locally Optimized RANSAC (LO-RANSAC) [74]. An
example is shown in Figure 7.3.
spatial clustering For each reference image x ∈ Q(X) and
corresponding visual cluster Cv(x) we collect a set of features Pw(x)
per visual word w ∈ W as the union of features over all images y ∈




{HxyF (p) : p ∈ Pw(y)}. (7.6)
Here, Pw(y) is the set of local features of image y assigned to visual
word w ∈ W , and 3 × 3 matrix F (p) expresses the position and local
shape of feature p, as in (4.1).
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Figure 7.3: View alignment of 10 photos of Palau Nacional, Montjuic,
Barcelona, in a visual cluster.
This feature collection bears similarities to view clustering for 3D ob-
ject recognition [274], feature tracks for extracting canonical views [407]
of a scene, visual cluster alignment for landmark detection [119] and a
latent model for Query Expansion (QE) [75]. In our case, the objective is
a compact representation of all collections Pw(x) to be used directly Ideally, a query should
match a scene map
whenever it matches
any single image in the
map.
for retrieval. Unlike [75], the construction is offline. We want to group
local features from all image regions unlike [119], and control the dis-
tance between features in a group, unlike [274, 407].
Figure 7.4: Scene map: Features within red box of Figure 7.3, before (left) and
after (right) spatial clustering. Colored by visual word.
This gives rise to yet another use of KVQ for spatial clustering, which
we apply separately to the position components of each Pw(x) in the
image plane R2 with scale parameter rs. The scene map S(x) is the We use rs = θ, the
error threshold used in
spatial matching.
collection of the resulting spatial codebooks Qs(Pw(x)) over all visual
words w ∈ W . An example is shown in Figure 7.4.
indexing and retrieval A scene map has exactly the same rep-
resentation as a single image, i.e., a set of features. We therefore treat
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scene maps as images for indexing and retrieval. In particular, S(x)
contains |Qs(Pw(x))| features assigned to visual word w. We index
scene maps by visual word in an inverted file using these cardinali-
ties as a term frequency vector. At query time, all images y ∈ Cv(x)This makes it possible
to retrieve images that
would not match by
themselves, increasing
recall.
are ranked at the same position as the corresponding scene map S(x),
without verifying them individually.
7.5 experiments
setup We evaluate our method on European Cities 1M4, a one-million
urban image dataset that we contribute [19], comprising a test set re-
ferred to as Barcelona and a 900k distractor set depict urban scenery
like the test set. We use SURF features and descriptors [31] and aIndexing by scene maps
takes 1.2GB instead of
1.61GB for the baseline,
a 25% compression.
75k vocabulary learned by flat k-means [340] on an independent set.
We compare against baseline BoW and two QE [75] variants: QE1, re-
querying using the retrieved results and merging for three iterations;
and QE2, creating a scene map using the retrieved results and re-
querying once more. We evaluate performance via mAP.
method avg . query time mAP
Baseline BoW 1.03s 0.577
QE1 20.3s 0.757
QE2 2.51s 0.620
Scene maps 1.29s 0.807
Table 7.1: Average query time and mAP of the four benchmarked methods
on the European Cities 1M dataset including all distractors.
results As shown in Table 7.1, our method outperforms all oth-
ers, even QE1: The expanded set comes from entire dataset in QE1,
while scene maps are constructed by querying a single geo-cluster.
Scene maps are only slightly slower than the baseline, which is due
to spatial matching on more features, while QE is even slower.
7.6 application : viral
The method introduced here [19] and others are made accessible
through our online application VIRaL5 [214], a content-based image
search engine. Given a single query image, it retrieves visually simi-
lar images from its database and estimates where the photo is taken
on a map. It suggests tags, identifies known landmarks or points of
interest, and provides links to relevant Wikipedia articles.




bounding box of city
centers.
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Figure 7.5: VIRaL response to a query image. (Top left) Map depicting loca-
tions of similar images (blue markers) and estimated location of
the query image (red). (Top right) Query image with sets of fre-
quent and suggested tags, the latter linking to Wikipedia articles.
(Bottom) Retrieved visually similar images.
tags, image title and description). It also uses databases of landmarks
and points of interest from Wikipedia7 and GeoNames8.
Figure 7.5 shows the result of a VIRaL query. The suggested tags are





nition is very accurate because it relies on different sources of infor-
mation. In particular, it compares Flickr metadata and geo-tags to
landmark names and coordinates in landmark databases.
VIRaL Explore9 enables browsing of the entire VIRaL image collection
on the world map. Starting in a given city, it places icons of grouped
photos, along with landmark names and links to Wikipedia, if appli-
cable. The VIRaL collection is processed offline to identify groups of
photos depicting the same object, building, or scene, using our scene
maps [19]. Most popular groups are shown on the map, according to
the zoom level.
VIRaL Routes10 offers a unique browsing experience of photo col-
lections. Personal photo sets are processed offline to identify where
they were taken and group them by scene. A route is then laid out on
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Figure 7.6: VIRaL Routes. A personal photo set from a trip to Venice is dis-
played on a map. The route is automatically inferred.
on geographic coordinates and timestamps. The density of photos is
adjusted to the zoom level. Figure 7.6 depicts an example.
7.7 discussion
Typically, sub-linear indexing is not exploited in landmark recogni-
tion applications, while geo-tags are not exploited in large scale 3d re-
construction applications. We combine both here, along with a novel
scene representation that is directly encoded in our retrieval engine.
The result is significant gain in retrieval performance, even compared
to query expansion methods, at the cost of a slight increase in query
time. Index space is also reduced. Contrary to landmark recognition
applications, we can still retrieve any isolated image, allowing loca-
tion recognition at any region where geo-tagged photos are available.
We also recognize landmarks and points of interest by comparing
location, photo title and frequent tags to landmark databases.
More results, both for landmark and non-landmark scenes, can be
found online in our project homepage11.
11 http://www.image.ntua.gr/iva/research/scene_maps/
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
Part II
E X P L O R I N G D E E P E R
Building on Convolutional Neural Network (CNN) features,
we study visual representations and matching processes
for exploring visual data, including instance-level visual
search and object discovery, focusing on the manifold struc-
ture of the feature space.
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8O U T L I N E
This chapter serves as an outline or road map of Part ii. We present histor-
ical and more recent background on deep learning for visual representations
developed in the 2010s. In this context, we position our own contributions de-
veloped in 2017-2019. Building on Convolutional Neural Network (CNN)
features, our work addresses visual representations and matching processes
for exploring visual data, including instance-level visual search and object
discovery, focusing on the manifold structure of the feature space. We out-
line the structure of Part ii in terms of methods, key publications and
corresponding chapters.
8.1 context
The work of Krizhevsky et al. known as AlexNet [234] in 2012 is ar-
guably a landmark of machine learning research in the 2010s. Even if
none of the ideas is entirely new, Krizhevsky et al. put together four
elements that make learning visual representations from raw data
“really” work at scale:
1. a CNN architecture [117, 249] trained on a supervised classifica-
tion task using Stochastic Gradient Descent (SGD) [370] with mo-
mentum and back-propagation [375];
2. the ILSVRC dataset [376], comprising more than one million im-
ages, each with a class label over 1000 classes;
3. a massively parallel implementation on GPUs [67]; and
4. the ReLU non-saturating nonlinearity [312], facilitating backward
gradient flow through a depth of 8 layers.
Representations learned on ILSVRC yield astounding performance
on a multitude of category-level or instance-level computer vision
tasks [99, 397]. In 2015-16, three more elements unleash the full power
of deep architectures beyond 100 layers: careful initialization [163], ac-
tivation normalization [185] and skip connections [164].
In instance-level search, different views of the same object should
be mapped to similar representations. Shallow representations are
quickly outperformed by CNNs trained on ILSVRC and then fine-tuned
to new domains, supervised by noisy class labels [25] or by the very
same shallow representations [135, 350].
In this context, Part ii presents part of our work carried out in the Our contributions.
period 2017-2019, which addresses visual representations and match-
ing processes for exploring visual data, including instance-level vi-
sual search and object discovery, focusing on the manifold structure
of the feature space.
55
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Our contributions consist of:
1. making advances in manifold search over global or regional CNN
representations seen as graph filtering, including spatial [193],
spectral [188] and hybrid [189];
2. revisiting spatial matching with local features detected on CNN
activations in the simplest possible way [404]; and
3. discovering objects from CNN activations over an unlabeled image
collection, seen again as graph filtering [405, 406].
Importantly, as a result of discovering objects in a collection, we
improve the representation of each image itself by focusing on objects
and suppressing background clutter.
8.2 background and contributions
neural networks Rosenblatt introduces the term perceptron inDue to Minsky and
Papert [299],
perceptron is known




the 1960s [374], referring to a wide range of network architectures,
learning algorithms and hardware implementations. Although not
widely appreciated even today, he lays the foundations of modern
neural networks by studying early forms of multi-layer networks, con-
tinuous activation functions, back-propagating errors, convolution,
skip connections, recurrent networks, selective attention, program
learning, and multimodality. The perceptron algorithm is an instance
of (online) Stochastic Gradient Descent (SGD), introduced in 1951 by
Robbins and Monro [370].
Paramount to the optimization of network parameters is the effi-
cient evaluation of derivatives over arbitrary architectures. Given an
arbitrary computational graph and a set of values for the input vari-
ables, automatic differentiation [32, 478] allows the construction of an-One of its first
applications to machine
learning is maybe by
Werbos [479].
other graph for the evaluation of derivatives at the given inputs. Its
reverse accumulation mode becomes widely known as back-propagation
in 1986 by Rumelhart et al. [375], who also advocate for optimization
strategies that are standard today, including random initialization and
batch or online gradient descent with momentum.
Inspired by the findings of Hubel and Wiesel on the visual nervousConvolutional
networks. system in 1959 [184], Fukushima introduces neocognitron in 1980 [117],
a network consisting of alternating layers of simple and complex cells
that learn a feature hierarchy. The former perform convolution with
parameters that are learned in an unsupervised fashion and the lat-
ter spatial average pooling and sub-sampling without parameters, in-
troducing invariance to deformations. LeCun et al. study a similar
architecture in the 1990s [249, 250], rather learning the parameters
by SGD and back-propagation on a classification loss function, estab-
lishing the term Convolutional Neural Network (CNN) and advocating
end-to-end feature learning from raw data. Serre et al. [394] establish
max-pooling as the operator of choice for spatial pooling in 2005.
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deep learning During the 2000s, unsupervised layer-wise pre-
training is used to initialize e.g. 4-layer networks [38, 172, 355] and
massively parallel CNN implementations appear on Graphics Process-
ing Units (GPUs) [67, 79], but experiments are limited to tiny images.
In 2012, Krizhevsky et al. [234] use a two-GPU implementation to AlexNet outperforms
all previous methods by
a large margin on the
ILSVRC 2012
competition.
learn an 8-layer CNN from random initialization on the 1000-class
classification task of the ImageNet Large-Scale Visual Recognition Chal-
lenge (ILSVRC) [376], having a training set of 1.2M high-resolution im-
ages. This network is now named AlexNet after Alex Krizhevsky.
Among the most influential design choices of AlexNet is that of the
Rectified Linear Unit (ReLU) nonlinearity [312] over tanh (or sigmoid).
In fact, ReLU is similar to a flipped version of the loss function of three ReLU is used at least as
early as 1980 by
Fukushima [117].
well-known binary classifiers: the perceptron, logistic regression (sig-
moid + cross-entropy), and SVM (hinge function) [44]. These functions
are easy to optimize because they are not saturating. In retrospect, it
becomes clear that saturating nonlinearities like sigmoid would not
allow enough backward gradient flow for deep networks to learn, at
least without skip connections [314].








ten admitted that improvements come from just “stacking more lay-
ers” [408]. In 2014, a network named after the Visual Geometry Group
(VGG) [408] and another after the film Inception [422] reach 19 and 22
layers respectively, the latter winning ILSVRC 2014. However, both face
difficulties at training. As a workaround, the former uses pre-trained
layers of shallow models to initialize deeper ones, while the latter
uses auxiliary classifiers at training, attached to intermediate layers.
The difficulties encountered at such depth are related to the prob-
lem of exploding/vanishing gradients [128]. A solution is careful weight Learning long-term
dependencies in
recurrent networks
suffers from the same
problem [40].
initialization, which is studied in the linear regime of nonlinearities
by Glorot and Bengio in 2010 [128] and for ReLU by He et al. [163]
in 2015, who train a 30-layer network from scratch. A more effective
solution is batch normalization, an operation introduced by Ioffe and
Szegedy also in 2015 [185], which normalizes activations of all layers
using mini-batch statistics. Apart from preventing exploding/vanish-
ing gradients and allowing higher learning rates, it reduces the need
for regularization, e.g. by weight decay or dropout [171].
With all problems resolved in training a deep network from scratch,
the principle of “stacking more layers” is challenged when e.g. 56-
layer networks are found inferior to 20-layer networks [164]. Devel-
oped by He et al. in 2015 [164], reaching 152 layers and winning





troducing skip connections to the standard chain-structured network
architecture. While skip connections date back at least to Rosenblatt
[374], it is with ResNet that they become a key ingredient of modern
deep network architectures, including Inception-ResNet [421] and the
Densely Connected Network (DenseNet) [182].
Apart from the astounding performance of CNNs, deep learning
quickly develops into a “Swiss-army knife” for most computer vision
tasks [99, 397], allowing training of different modules on different
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datasets and tasks, combining modules into new architectures, fine-
tuning in several stages, jointly training modules on several tasks,
defining and solving new tasks by proper supervision and loss func-
tions, self-learning on unlabeled data and fictitious tasks, with imag-
ination being the only limit.
As a concrete example, Girshick et al. introduce Regions with CNNObject detection.
features (R-CNN) [127] for object detection. They use AlexNet [234], as
pre-trained on ILSVRC and fine-tuned on the target classes with its last
Fully-Connected (FC) layer removed, to replace shallow representations
in an pipeline involving region proposals [449, 523] and an SVM classi-
fier. Unfortunately, this uses the network thousands of times, once
for each region. He et al. [162] rather use the network only once on
the entire image and extract regional features by spatial max-pooling
on projected regions on the activations of the last convolutional layer.
Based on this idea, Girshick introduces Fast R-CNN [126], replacing
the SVM classifier by new FC layers, while Ren et al. extend to Faster
R-CNN [366], replacing hand-crafted proposals by a Region Proposal
Network (RPN) and training everything end-to-end.
learning for image retrieval A CNN of e.g. 101 layers learn-
ed on a category-level classification task can be seen as a linear clas-
sifier on top of a representation extracted by the first 100 layers. The
representation space can be used for similarity search as already ex-
hibited on few examples for FC layer 7 of AlexNet [234], retrieving
images of the same class as the queries.
Learning for instance-level tasks is possible by treating e.g. eachThe term neural
codes [25] indicates
that using a
representation out of a
neural network for
similarity search
appeared exotic at the
time.
building or landmark as a class and using a classification loss like
cross-entropy. Babenko et al. [25] use AlexNet, as pre-trained on ILSVRC,
and fine-tune it like that on a Landmarks dataset. They evaluate for
the first time instance-level retrieval on a representation learned on
raw data and they find that FC layer 6 performs best.
It easily escapes the reader that experiments on convolutional layer
5 by Babenko et al. [25] assume flattening of the 3d convolutional acti-
vation tensor into a vector of length 9,216, which is a non-invariant





can be interpreted as a
histogram over such
patterns, like BoW.
drop FC layers and apply spatial max-pooling to the activation tensors
of the last convolutional layer. Then, Razavian et al. [362, 363] split im-
ages into patches on a grid, feed each patch into a CNN and match the
resulting regional vector representations exhaustively pairwise. With
a lower-dimensional representation based on a modified version of
VGG, this solution outperforms for the first time the best known rep-
resentation based on hand-crafted local descriptors, which happens
to be our ASMK [435].
The matching process by Razavian et al. [363] is invariant but ex-
pensive. The extraction process is expensive too. With the discrim-
inative power of CNNs, a global representation with a single pass
through the network is more appealing. Tolias et al. [438] obtain aThis progression is the
same as the progression
from R-CNN [127] to
Fast R-CNN [126] for
object detection.
single activation tensor from the last convolutional layer correspond-
ing to the entire image and, using a similar spatial grid as [363], per-
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form a two-level spatial pooling called Regional Maximum Activation
of Convolutions (R-MAC): max-pooling over cells on the grid followed
by average pooling. This is found superior to Maximum Activation of
Convolutions (MAC), a name given in retrospect to global max-pooling
as introduced by Azizpour et al. [21].
To adapt representations for the image retrieval task, rather than
classifying images like Babenko et al. [25], requires learning to compare
or rank them. This is the task of metric learning, which is discussed in
more detail in Section 13.2. The two most common methods are to
consider images in pairs or triplets with the contrastive [72] or triplet
loss [467], respectively. But how are we to define labels on pairs or
triplets of examples? This is certainly a more difficult task than a
label per example as in classification.
Gordo et al. [135, 136] clean the the Landmark dataset by Babenko et
al. [25] by pairwise matching using hand-crafted local descriptors and
spatial verification, then finding the different profiles of each land-
mark (e.g. inside/outside) as connected components of a graph and
keeping the largest one. On this clean dataset, they learn fine-grained Gordo et al. also use an
RPN [366] to define the
regions, as discussed
below.
similarity with a network pre-trained on ILSVRC by attaching R-MAC
pooling [438] and fine-tuning it using the triplet loss [467].
Concurrently, Radenović et al. [350, 351] work on an independent
unlabeled dataset of urban scenes. They apply a similar pairwise
matching process as well as a SfM pipeline, resulting in 3d models
and camera positions per image. They use 3d models as labels and
select hard positive and negative pairs using camera positions and
matching scores. They attach MAC pooling [438] to a pre-trained net-
work and fine-tune it using the contrastive loss [72]. They extend to
Generalized Mean (GeM) pooling [351], which allows for contributions
from more than one spatial location.
We focus on instance-level tasks, adopting learned CNN repre-
sentations in Part ii. The representations are global, regional
or local, taking advantage of convolutional activations. Then,
Part iii addresses learning representations for both instance-
level and category-level tasks. Our own contribution to metric
learning for image retrieval is the subject of Chapter 14.
searching on manifolds Both Gordo et al. [136] and Raden-
ović et al. [351], using a global vector representation per image, out- E.g., a vector of length
512 or 2,048 for VGG or
ResNet network
backbone respectively.
perform representations of thousands of hand-crafted local descrip-
tors per image, including our ASMK [435]. This is a game changer.
Not only is image retrieval reduced to nearest neighbor search, but
searching on image manifolds becomes a reality. To appreciate how,
we go back to studies in psychology and social sciences in the 1950s.
In 1949, Seeley [392] studies a nonnegative square matrix W with
elements representing endorsement between entities, for instance one
(zero) meaning “like” (“don’t like”). He observes that it is important
to be liked by someone who is in turn liked a lot, and so on. Recur-
sively, he defines an index of importance or centrality over entities,
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given by an eigenvector of W . In 1953, Katz [218] uses W to repre-
sent a directed graph over entities and a power series of W to measureThe column sum of this
power series is known
as Katz centrality.
the number of paths between entities, representing recursive endorse-
ments. He introduces a damping factor α to ensure convergence of the
series and expresses the power series as a matrix inversion. In 1965,
Hubbell [183] introduces a boundary condition or initial preference vec-
tor to estimate the similarity of entities given the graph.
Vigna [457] puts together all this line of work, calling it spectral rank-
ing, connecting the eigenvector and matrix inversion formulations
and listing a number of rediscoveries of the same theory in differ-The most well-known is
arguably PageRank by
Page et al. [328].
ent fields. Two more rediscoveries include Zhou et al. [516], who use
a symmetric form of W to represent similarity and an iterative pro-
cess to avoid matrix inversion; and Pan et al. [329], who give the name
Random Walk with Restart (RWR) to the same process. Both treat the ini-
tial preference vector as a query representation and use the iterative
process to estimate the similarity of entities to the query given the
graph, which represents a manifold.
Several such iterative processes, called diffusion processes, are stud-
ied for image retrieval by Donoser and Bischof [100]. To maintain
efficiency, graphs need to be small and image representations simple.
For large-scale image retrieval using local descriptors, it is more com-
mon to apply Query Expansion (QE) [75] online, without a graph. InQE originates in text
retrieval [53]. its simplest form, QE is non-iterative and can be thought of as just the
first term of the power series formulation [218].
With powerful and compact global CNN vector representations, it is
easy to construct a k-Nearest Neighbor (k-NN) graph of a large dataset
offline. Following the regional matching of Razavian et al. [363], one
can even construct a k-NN graph of image regions, having few (e.g. 20)
regions per image. This graph represents the image (region) manifold
and diffusion explores this manifold online.
Our regional diffusion [193] is the first method to apply diffusion atOur regional
diffusion [193]. large scale on such a representation. We return to the matrix inversion
formulation and we observe that it is only needed to solve a linear
system. We reveal that the RWR process [329, 516] is an instance of
the Jacobi [148] solver and we rather use Conjugate Gradient (CG) [316],
which is also iterative but more efficient.
It turns out that the mapping from the input query vector to the
output manifold similarity vector is a linear graph filtering operation,
smoothing in particular, as defined in Graph Signal Processing (GSP) [382,
400]. We study this analogy between manifold search and smoothing
in our Fast Spectral Ranking (FSR) [188]. We introduce a scalable offlineOur Fast Spectral
Ranking (FSR) [188]. computation of an approximate Fourier basis of the graph and per-
form filtering online in the frequency domain, which is extremely fast.
The basis is a low-dimensional and sparse explicit embedding of the
diffusion similarity kernel. Alternatively, kernel PCA [49, 388] would
need to compute the kernel first, which we do not.
The combination of powerful CNN representations and manifold
search nearly solves the Oxford [340] and Paris [341] image retrieval
benchmarks. To facilitate further research, we introduce the Revis-
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ited Oxford and Paris (RevOP) benchmark [349]. Among other improve- Our RevOP [349].
ments, we create a new set of one million challenging distractors. At
this scale, it turns out that CG [193] and FSR [188] take too much time
or space respectively. Our hybrid diffusion [189] allows full control of Our hybrid
diffusion [189].the space-time trade-off between the two extremes.
local features and spatial matching Convolutional acti-
vations on images are 3d tensors, where the two dimensions corre-
spond to spatial dimensions of the input image, though at lower res-
olution, and the third dimension to features (descriptors). They can
be thought of as a set of dense local descriptors per spatial location. Or, as a collection of 2d
activation maps, one
per channel (see below).
Spatial pooling yields global or regional descriptors that can be used
to estimate similarity, but, can the original activations be used to esti-
mate accurate correspondences?
This question is studied and answered in the affirmative by Long
et al. in 2014 [271]: Although they have large receptive fields, those
descriptors carry local information at a fine scale. Hence, pairwise
matching can yield dense correspondence and alignment between
two views. Importantly, these views are not necessarily of the same
object or scene as discussed in Section 2.2. They can be of two differ-
ent instances of the same category.
However, again as discussed in Section 2.2, we know that not all
locations are equally good for establishing correspondences. Sparse
local features remain the best choice in handling occlusion and es-
timating relative pose in wide-baseline matching. In instance-level
retrieval, spatial matching is a key ingredient of methods based on
hand-crafted local descriptors. CNN representations already encode
geometry via interleaved convolution and pooling. Can spatial match-
ing on sparse local features help further, and how?
One of the earliest learned local feature detectors is by Dias et
al. [94] in 1995, using a 3-layer neural network to detect corners on
8 × 8 patches after edge detection and thinning. In a more modern





Learned DEtector (TILDE), a piece-wise linear regressor mapping input
images to a score map where features are detected at local maxima.
The Learned Invariant Feature Transform (LIFT) [497] integrates TILDE
into a complete pipeline comprising the detector, patch cropping, ori-
entation estimation and descriptor extraction. SuperPoint [93] oper-
ates on the entire image instead with a single and deeper network
backbone encoder and two different upsampling decoders serving as
detector and descriptor.
Most learned detectors need ground truth coordinates or corre-
spondences, which are commonly provided by hand-crafted detectors
and matching processes on carefully designed datasets. An exception
is DEep Local Features (DELF) by Noh et al. [317], which is trained with
image-level labels only. Following again a single network backbone,
an attention branch is selecting the spatial locations where descriptors
are to be extracted from the activation tensor.
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Still, all learned detectors operate on a single 2d score map and
detect point features, without local shape. However, Tolias et al. [438]
illustrate that the spatial locations of maximum activation per chan-
nel can yield correspondences, while Generalized Mean (GeM) pool-
ing [351] suggests that more locations may be important.
Building on these findings, we observe that local features emerge
on activation maps without particular effort, i.e., without modifying
the network architecture and without training. Simply put, we see
the activation 3d tensor as a collection of 2d maps, one per chan-
nel, and we detect local features at local maxima of these 2d maps,
independently per channel. By fitting affine regions, we also equip lo-
cal features with geometric information to allow generation of trans-
formation hypotheses from single correspondences. Our Deep Spatial
Matching (DSM) [404] applies these ideas to geometry verification forOur Deep Spatial
Matching (DSM) [404]. instance-level image retrieval. By treating activation channels as visual
words, we do not even use local descriptors or vocabularies.
visual attention and object discovery Primates, includ-
ing human, use attention mechanisms to analyze visual stimuli. In the
1960s, Yarbus [495] uses an eye-tracking device to study the role of eye
movements in visual perception. In 1980, Treisman and Gelade [443]




gest that in a first pre-attentive stage, simple features are processed
in parallel, while in a second attentive stage, the focus of attention is
shifted to different locations in a sequence.
Computational models of selective visual attention follow. In 1985,
Koch and Ullman [228] introduce a model comprising a saliency map
that combines individual feature maps into a global conspicuity mea-
sure and a Winner-Take-All (WTA) mechanism that sequentially routesWTA is implemented via
softmax over spatial
locations.
the properties at the most conspicuous location from individual fea-
ture maps to a central representation. Itti et al. extend this model in
1998 [194] by introducing competition among different features, loca-
tions and scales in the construction of the saliency map.
Modern two-stage category-level object detectors like the R-CNN fam-From attention to
detection and back. ily [126, 127] are reminiscent of this approach: Region proposals [5]
obtained by bottom-up grouping like selective search [449] and edge
boxes [523] are used to focus the attention of a classifier on top of
deep convolutional features extracted densely over the entire visual
field. RPN [366] is a learned attention mechanism, in the form of aRPN requires
ground-truth bounding
boxes.
class-agnostic detector applied densely. One-stage detectors are ap-
plied densely too, but with appropriate weighting [262].
Compact global representations for instance-level tasks can be ob-
tained by pooling over attended regions too, replacing the fixed regions





trained on ILSVRC [381], or RPN fine-tuned for retrieval [135]. An alter-
native is weighted average pooling using a saliency map. This may be
supervised, e.g. learning to predict eye fixations [301] or from labeled
nearest neighbors [89]; or unsupervised, e.g. by focusing on channels
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with sparse activations [213] or implicitly learning an attention layer
on image-level labels [317].
The global representation should focus on foreground objects, sup-
pressing clutter and occlusions. Ideally, the definition of foreground For instance, focusing
on animals is not
interesting for a target
dataset of city scenes.
should depend on the target dataset: Objects appearing frequently are
likely to be foreground. In this case, any learning should be fully un-
supervised. In instance-level tasks using local descriptors, this can be
done by pairwise matching and spatial verification over the dataset
and selecting inlier features per image [445].
In category-level tasks, object discovery is the task of discovering From attention to
discovery and back.the categories and localizing foreground objects per category in a
fully unsupervised way [411]. Using region proposals, one solution is
again pairwise spatial matching, interleaved with region selection [70].
By representing pairwise region interactions by a graph, it makes
sense to use a graph centrality measure to identify regions appearing
frequently, hence likely to depict foreground [221].
Using CNN representations, our Graph-based Object Discovery (GOD)




vised way on the target dataset for instance-level retrieval. Begin-
ning with a saliency map capturing discriminative patterns based
on convolutional activations alone [213], we discover common pat-
terns by graph centrality on a k-NN region graph. We thus learn a




common in the dataset. The result is a global representation that fo-
cuses on objects and suppresses background clutter.
8.3 structure
Chapter 9 provides background on graph filtering, including nota-
tion, definitions and interpretations. This background is then used
in Chapters 10, 12, 14, 15 and 17.
Chapter 10 addresses manifold search. It presents two solutions, re-
gional diffusion [193] and Fast Spectral Ranking (FSR) [188]. It also briefly
discusses recent work on revisiting a popular benchmark [349] and a
hybrid solution that is more appropriate at large scale [189].
Chapter 11 revisits spatial matching, now equipped with CNN rep-
resentations. It presents Deep Spatial Matching (DSM) [404], which ex-
tracts local features and quantized representations directly from CNN
activations, without descriptors or vocabularies.
Finally, Chapter 12 addresses unsupervised object discovery from
unlabeled image collections. It presents Graph-based Object Discovery
(GOD) [405, 406], which discovers discriminative and frequent pat-
terns and uses them to improve image representation for retrieval.
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9G R A P H F I LT E R I N G
This chapter provides background on graph filtering, including notation,
definitions and interpretations. We define a particular filter that performs
smoothing over a graph. This background is used in different ways in Chap-
ters 10, 12, 14, 15 and 17. For instance, we compute a similarity measure
between two vertices of a nearest neighbor graph over a dataset. This graph
represents a manifold in continuous space, hence we call this measure mani-
fold similarity. Alternatively, we compute a separate similarity measure per
class and use it for classification. Finally, we compute a measure of graph
centrality and we smooth an image guided by another image.
9.1 introduction
Consider an Exponential Moving Average (EMA), given by recurrence
zi := αzi−1 + (1− α)yi (9.1)
for i ∈ Z. Here, y, z are the input and output respectively. They are
discrete-time signals: yi denotes the sample of y at time i, and sim-
ilarly for z. EMA is an example of a low-pass filter in signal process-
ing [325] and the output z can be regarded as a smoothed version of y.
Parameter α ∈ [0, 1) is a smoothing factor: A lower α discounts older
observations faster.
What we present in this chapter is a generalization of EMA on
graphs, which is the subject of Graph Signal Processing (GSP) [382, 400].
The generalization consists in replacing time instances with vertices
of a graph and time shift (delay) with an operation called graph shift.
This operation replaces the sample at a vertex with a weighted linear
combination of the samples at its neighbors.
We use this smoothing operation in different contexts for different
purposes. For instance, we compute a similarity measure between
two vertices of a nearest neighbor graph over a dataset. In turn, this
graph represents a manifold in continuous space, hence we call this
measure manifold similarity. Alternatively, we compute a separate sim-
ilarity measure per class and use it for semi-supervised classification.
Finally, we compute a measure of graph centrality and we smooth an
image guided by another image.
The nearest neighbor relation is taken as reciprocal (mutual), giv-
ing rise to an undirected graph with symmetric adjacency matrix W .
This simplifies the formulation and the implementation because W is
diagonalizable and a particular linear system may be solved by the
Conjugate Gradient (CG) [316] method.
As discussed by Vigna [457] and summarized in Section 8.2, this
operation has a long history originating in social sciences in the 1950s
65
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and the most well-known form is PageRank [328]. Here we mainly
follow Zhou et al. [516] who use a single-input operation to rank data
on manifolds and Zhou et al. [515] who use a multiple-input operation
applied to semi-supervised learning. We also refer to few elements from
frequency analysis in GSP [383] and spectral graph theory [77].
9.2 definitions
graph We are given a weighted undirected graph G with n ver-
tices represented by its n× n symmetric nonnegative adjacency matrix
W . The graph contains no self-loops, i.e. W has zero diagonal. We
define the n× n degree matrix
D := diag(W1), (9.2)
where 1 is the all-ones vector, and the symmetrically normalized adja-
cency matrix
W := D−1/2WD−1/2, (9.3)
with the convention 0/0 = 0. We also define the n× n Laplacian L :=
D −W and normalized Laplacian
L := D−1/2LD−1/2 = I −W. (9.4)
Both are singular and positive-semidefinite. The eigenvalues of L are
in the interval [0, 2] [77] and those ofW in [−1, 1]. Hence, if λ1, . . . , λn




is 1. Each eigenvector u of L associated to eigenvalue 0 is constant
within a connected component of G, e.g., L1 = D1 −W1 = 0 if G is
connected. The corresponding eigenvector of L is D1/2u.
filtering We define the n× n regularized Laplacian
Lα := (1− α)−1(I − αW), (9.6)
where α ∈ [0, 1) is a parameter. This matrix is positive-definite since
I − αW = αL + (1 − α)I  αL  0. Then, given an n × 1 observation
vector y, the linear system
Lαz = y (9.7)
has a unique solution z? := hα(W)y, where
hα(W) := (1− α)(I − αW)−1. (9.8)
The mapping y 7→ hα(W)y is a linear graph filtering, in particular
smoothing of y on G and hα is the transfer function of the filter. Simi-
larly, given an n× c observation matrix Y , the linear system
LαZ = Y (9.9)
has a unique solution Z? := hα(W)Y , and the mapping Y 7→ hα(W)Y
is a linear smoothing of Y on G.
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Figure 9.1: Function hα is a low-pass filter: If λ ∈ [−1, 1] is an eigenvalue of
W , then 1 − λ ∈ [0, 2] is an eigenvalue of the Laplacian L, with
values near 0 (2) representing low (high) frequencies.
9.3 interpretations
spectral filtering Being real symmetric, matrixW is diagonal- This interpretation
explains smoothing. It
is used in Section 10.4.
izable:
W = UΛU>, (9.10)
where n × n matrices U,Λ hold the eigenvectors and eigenvalues re-
spectively of W . Since U is orthogonal and I − αW and I − αΛ are
nonsingular, it follows that This can be confirmed
by direct multiplication
of I − αW and
U(I − αΛ)−1U>.
hα(W) = Uhα(Λ)U>. (9.11)
In fact, because Λ is diagonal, hα applies element-wise to the eigen-




for λ ∈ [−1, 1]. That is, hα(Λ) = diag(hα(λ1), . . . , hα(λn)). Then, given
y, the linear mapping
y 7→ Uhα(Λ)U>y (9.13)
has the following interpretation:
Seen as a signal in a space domain, y is mapped by U> to the fre-
quency domain, multiplied element-wise by (hα(λ1), . . . , hα(λn)),
and mapped by U back to the space domain. The columns of U
are the Fourier basis of the graph.
This interpretation is understood in the context of frequency anal-
ysis in GSP [383], where the Discrete Fourier Transform (DFT) [325] is
generalized by replacing the DFT matrix by U> and its inverse by U .
Indeed, the columns of the n-point inverse DFT matrix are the eigen-
vectors of the n×n cyclic permutation matrix C, which is the adjacency Multiplication by C
represents the standard
time shift (delay).
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matrix of a directed graph having an edge from time i to i + 1 for
i ∈ {0, . . . , n− 2} and edge from n− 1 back to 0 [383].
This reveals that function hα is a low-pass filter, as shown in Fig-
ure 9.1. By varying α from 0 to 1, the frequency response varies from
all-pass to sharp low-pass. Hence the name smoothing.
random walks Consider the iterating processThis interpretation is
used in Section 10.3.
z(t) := αWz(t−1) + (1− α)y. (9.14)
for t = 1, 2, . . . . Regardless of the choice of z(0) ∈ Rn, state z(t) con-
verges to z? := hα(W)y as t → ∞ provided αW has spectral radius
%(αW) < 1 [515], which is indeed the case. Again, α controls howRecall that ρ(W) = 1
and |a| < 1. much z? is affected by vector y, called boundary condition [457] in this
context: z? equals y for α = 0, while in the limit α → 1, z? tends
to a dominant eigenvector of W . Indeed, for α = 1, (9.14) becomes a
power iteration.
Similarly, given an n× c observation matrix Y , the iterating process
Z(t) := αWZ(t−1) + (1− α)Y (9.15)
for t = 1, 2, . . . converges to Z? := hα(W)Y as t→∞.
In the case whereW is a row-stochastic transition matrix and x(0),y
express distributions over vertices, process (9.14) can be interpreted
as a random walk on a (directed) graph: At each iteration a particle
moves to a neighboring vertex with probability α or jumps to a vertex
according to distribution y with probability 1−α. This is referred to as
Markov chain with restart [47] or RWR [329]. We shall call process (9.14)
RWR too, even thoughW is symmetric in our case.
energy minimization The quadratic energy functionThis interpretation is
used in Sections 15.3




is minimized at z? := L−1α y, that is, the unique solution of (9.7). If weThis is evident by
letting the gradient
∇zEα(z) = Lαz− y
vanish.
expand Eα(z) using (1 − α)Lα = αL + (1 − α)I , we find [515] that it






wij ‖ẑi − ẑj‖2 + (1− α) ‖z− y‖2 , (9.17)
where ẑ := D−1/2z. The first pairwise smoothness term encourages z
to vary little across edges of the graph with large weight whereas
the second unary fitness term to stay close to observation y. Here, α
controls the trade-off: z? equals y for α = 0, while for α→ 1, it tends
to be constant over connected components of G.
9.4 usage
in the literature Zhou et al. [516] use the RWR process (9.14)
to rank data on manifolds. They define the vector y with elements as 1
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at queries and 0 elsewhere. After smoothing, the data are ranked by
descending order of the elements of the solution z. Similarly, Zhou
et al. [515] use the matrix version of the RWR process (9.15) for semi-
supervised classification. They define the label matrix Y with rows as
one-hot labels at labeled examples and 0 elsewhere. Labels are in-
ferred according to row-wise maximum of the solution Z. We refer
to this as Label Propagation (LP). Kim et al. [223] use the same idea for Label
Propagation (LP).interactive segmentation with pixel-wise label matrix Y defined accord-
ing to user-specified seeds (strokes) per object.
in this manuscript We use the definitions of this Chapter as
follows. In Chapter 10 we use the linear system solution (9.7) and
the frequency-domain solution (9.13) to rank images on manifolds. In
Chapter 12 we use the linear system (9.7) to compute the Katz cen-
trality [218] for unsupervised object discovery. In Chapter 14, we use the
linear system (9.7) to compute the manifold similarity of images for un-
supervised metric learning. In Chapter 15, we use the matrix version of
the linear system (9.9) to build an inductive version of LP [515] for semi-
supervised learning of a CNN classifier. Finally, in Chapter 17, we use
the matrix version of the linear system (9.9) to smooth a perturbation
image guided by an input image in generating an adversarial example
for a classifier.
In all cases, we solve the linear systems by the Conjugate Gradient
(CG) [316] method, which applies because Lα is positive-definite. In
all cases except Chapter 17, the observation vector y or matrix Y is
sparse with nonzero elements at queries or labels. In Chapter 17, it is
an arbitrary real-valued signal to be smoothed.
harmonic solution For completeness, we mention an alterna-
tive version of LP by Zhu and Ghahramani [520] for semi-supervised
classification, which iteratively propagates labels and clamps the la-
beled data. As discussed by Zhu et al. [521], this is the harmonic solu-
tion of a Laplace equation with Dirichlet boundary conditions on the
labeled examples. Grady [138] uses the same idea [521] for interactive
segmentation, with labels defined like Kim et al. [223]. Pérez et al. [334]
use the same formulation for image interpolation within some domain
with real-values specified on its boundary; they generalize to guided
interpolation, giving rise to a Poisson equation.
The version of Zhu and Ghahramani [520] retains the labels on the
labeled data, assuming they are noise free. By contrast, in the ver-
sion of Zhou et al. [515], new labels are allowed on labeled examples.
This can be useful e.g. when classes overlap or labels are noisy. This
version is more useful in ranking, where the observation vector origi-
nates in distances or similarities in the feature space and is not to be
trusted like human supervision. It makes even more sense when the
observation vector is an arbitrary signal.
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9.5 detailed usage
In the following, we provide more details on how the definitions of
this Chapter apply in each case. This material is given for reference
only and it is suggested to skip it at least at first reading.
ranking data on manifolds Zhou et al. [516] use the RWR
iterating process (9.14) to rank data on manifolds. They are given a set
of points V := {v1, . . . ,vn} ⊂ Rd, a subset of which are queries. They
define the adjacency matrix W = (wij) with wii = 0 and wij according
to a decreasing function of the distance ‖vi − vj‖ for i 6= j. They also
define the vector y := (y1, . . . , yn) where yi = 1 if vi is a query and
yi = 0 otherwise. They perform RWR until convergence and they use
the resulting solution z? as a ranking score: They rank each point vi
according to z?i , greatest first.
regional diffusion In Section 10.3, we use the linear systemRegional
diffusion [193]. solution (9.7) to rank images on manifolds as above according to a re-
gional CNN representation. We are given a collection of feature vectors
V := {v1, . . . ,vn} ⊂ Rd, with either one global or multiple regional
vectors per image. We define the adjacency matrix W of a nearest
neighbor graph as described in Section 10.2. The queries are not as-
sumed to belong to the collection; rather, we compute y as the sum
over queries of the similarities to the k-nearest neighbors in V per
query (10.6), where the similarities are defined by (10.1). We solve lin-
ear system (10.8) by CG [316] to obtain z?. Each image is associated
with several elements of z?, one per region; we pool these scores by
taking a linear combination per image.
fast spectral ranking In Section 10.4, having the same prob-FSR [188].
lem as in Section 10.3, we use instead an approximation of the frequen-
cy-domain solution (9.13) to obtain z?. In particular, we obtain an ap-
proximate low-rank Fourier basis by a randomized algorithm [151,
373], approximating W ≈ UrΛrU>r with rank r  n, then filter y in
the frequency domain by (10.11). The pooling operation from regions
to images is integrated with Ur offline.
object discovery In Section 12.4, we use the linear system solu-GOD [405, 406].
tion (9.7) to compute the Katz centrality [218] of image regions, accord-
ing again to a CNN representation, and we apply to unsupervised object
discovery. In particular, having the same graph as in Section 10.2, we
define the all-ones vector y := 1 and we solve the linear system (12.8)
by CG to obtain the vector z?, where each element z?i expresses the
centrality of vector vi. In turn, z? is used to compute a saliency map
per image, according to (12.9). Finally, rectangular salient regions are
detected as described by Section 12.3.
metric learning In Section 14.2, having the same graph as inMoM [191].
Section 10.2, we solve the linear system (9.7) to compute the manifold
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similarity of an image to all others in the collection. By forming the
manifold nearest neighbors for a set of anchor images and comparing
to Euclidean nearest neighbors, we generate positive and negative pairs
of images to perform unsupervised metric learning. In particular, for
each anchor vi in V , we set the vector y := ei, where ei is the stan-
dard n-dimensional basis vector and obtain the solution z?i of linear
system (14.1) by CG. Then, for each vector vj in V , the manifold simi-
larity of vi,vj is read off as the j-th element of z?i (14.2). The manifold
nearest neighbors of vi in V are the elements of V corresponding to the
k greatest elements of z?i .
label propagation (transductive) Zhou et al. [515] use the
matrix version of the RWR iterating process (9.15) and apply it to
transductive semi-supervised classification. They are given a set of points
V := {v1, . . . ,vn} ⊂ Rd, a subset of which are labeled over c classes.
Like Zhou et al. [516], they define the adjacency matrix W = (wij)
with wii = 0 and wij according to a decreasing function of the dis-
tance ‖vi − vj‖ for i 6= j. They also define the n × c label matrix
Y = (yij) with yij = 1 if vi is labeled in class j and yij = 0 other-
wise. They perform RWR until convergence, obtaining as solution the
n× c matrix Z?. They use this matrix to infer a label ŷi for each point
vi as the class corresponding to greatest element of the i-th row of Z?,
i.e. ŷi := arg maxj z?ij (15.5).
label propagation (inductive) In Section 15.4, we use the DLP [192].
matrix version of the linear system solution (9.9) to build an induc-
tive version of LP [515] above for semi-supervised learning of a paramet-
ric CNN classifier. We are given the same collection of feature vectors
V and the same graph as in Section 10.2, only now the CNN repre-
sentation V is updated as the classifier is trained. We are also given
the same label matrix Y as above. We solve the linear system (15.6)
using the CG method. Using the solution Z?, we infer a pseudo-label
ŷi := arg maxj z
?
ij (15.5) for each unlabeled example vi as in LP. We
use those pseudo-labels along with the true labels of the labeled exam-
ples and certainty weights (15.7) to train the classifier for one epoch,
optimizing the weighted cost function (15.8). By doing so, the feature
vectors V and the graph are updated, hence we iterate.
adversarial examples In Section 17.5, we use the matrix ver- Smooth adversarial
examples [504].sion of the linear system solution (9.9) to smooth a perturbation image
y ∈ Rn×d, guided by an input image x ∈ Rn×d, while minimizing a
cost function with respect to y in an attempt to generate an adversarial The perturbation is a
matrix but denoted by
y rather than Y here.
example for a given classifier f , starting at input image x with class
label t. As discussed in Section 17.2, the graph is defined over the
pixels of the input image x according to (17.11). The system is solved
by CG and the smooth output, denoted by sα(y), is row-normalized
according to (17.12). The cost function (17.15) consists of a distortion
term ‖sα(y)‖2 and a classification loss term (17.9) such that, when the
smooth perturbation sα(y) is added to the input image x, the classi-
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fier f makes an incorrect prediction (other than t). Similarly to (9.17),
the smooth perturbation sα(y) is the minimizer of the quadratic cost
function Qα(z,y) (17.13) over z ∈ Rn×d, which encourages z to be
close to y and to be smooth wherever x is.
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Using powerful CNN representations, we explore the manifold structure of
the feature space, bringing dramatic gains in standard image retrieval bench-
marks. We are the first to study a diffusion mechanism on CNN representa-
tions, which can be seen as a recursive form of query expansion. We intro-
duce a number of solutions that differ in the amount of offline pre-processing
and space used to accelerate online search. We also introduce a novel view of
search as smoothing of a sparse signal on a graph.
10.1 introduction
When searching in an image collection, the query is often connected
to relevant images by a sequence of images, where pairs of consecu-
tive images are similar. These images form a manifold in the feature
space. Query Expansion (QE) [75, 437] has been an early method to ex-
ploit this idea. Average Query Expansion (AQE) is common with CNN
representations [135, 213, 438], but only explores a small neighbor-
hood of the query. Diffusion [100, 328, 516] is using a k-Nearest Neigh-
bor (k-NN) graph of the dataset constructed offline to efficiently search
on the manifold online in a principled way.




sentations of thousands of local features per image. In this work, we
investigate diffusion on CNN representations of one or few features
per image for the first time. Using a number of regional features per
image effectively recovers small objects, which are a common fail-
ure case of CNN-based retrieval. This regional diffusion [193] incurs no
extra cost compared to diffusion on global features. We introduce a
novel mechanism to handle unseen queries and we use a closed-form
solution that has been avoided so far [100], solving a linear system
online by the Conjugate Gradient (CG) [316] method.
We then introduce Fast Spectral Ranking (FSR) [188], shifting more
computation offline: We exploit a low-rank spectral decomposition of We thus reduce




the graph adjacency matrix to express the linear system solution as a
sequence of matrix multiplications. Equivalently, we treat the query
as a signal to be smoothed over the graph in the frequency domain, con-
necting query expansion to graph signal processing [382]. We provide a
truly scalable solution to computing an approximate Fourier basis of
the graph offline, accompanied by performance bounds.
10.2 nearest neighbor graph
We are given a set of n feature vectors V := {v1, . . . ,vn} ⊂ Rd, with These definitions are
used in Sections 12.4,
14.2 and 15.4.
each vi associated to vertex of graph G. An image collection may be
73
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represented by either one global or multiple regional feature vectors
per image. By using a single region per image, global feature vectors
are a special case of regional ones.
Graph G is a k-Nearest Neighbor (k-NN) similarity graph, where
edges are pairs of vectors that are reciprocal (mutual) nearest neigh-




ity measure s : Rd × Rd → R. Given v′ ∈ Rd, let
sk(v|v′) :=
{
s(v,v′), if v ∈ NNk(v′)
0, otherwise
(10.1)
be the similarity of v ∈ V to v′ if v is in the k-nearest neighbors
NNk(v
′) of v′ in V , and zero otherwise. Then, if v′ ∈ V ,NNk(v′) excludes v′
itself.
sk(v,v
′) := min{sk(v|v′), sk(v′|v)} (10.2)
equals s(v,v′) if v,v′ are the k-nearest neighbors of each other in V ,
and zero otherwise. The n×n adjacency matrix W = (wij) of G is then
defined by wij := sk(vi,vj) for i, j ∈ [n].We write
[n] := {1, . . . , n} for
n ∈ N.
10.3 regional diffusion
background : diffusion In the work of Zhou et al. [516], an ob-
servation vector y = (yi) ∈ Rn specifies a set of queries in V , with
yi = 1 if vi is a query and yi = 0 otherwise. With this definition of y,
the iterative process (9.14) is used
z(t) := αWz(t−1) + (1− α)y, (10.3)
whereW is normalized according to (9.3) and α ∈ [0, 1) is a parameter.
We refer to this process as Random Walk with Restart (RWR) [329]. Zhou
et al. [515, 516] show that regardless of the choice of z(0), vector z(t)
converges to z? = (z?i ) defined by
z? := L−1α y (10.4)





score z?i for each vector vi ∈ V , expressing a similarity of vi to the
set of queries. The benefit is that this similarity captures the intrinsic
manifold structure represented by the graph, while multiple queries
are combined without additional cost.
handling new queries Prior work on diffusion usually assumes
a query vector q ∈ Rd to be contained in the dataset V [100, 515]. This
does not hold in a retrieval scenario. A query can be included in the
graph at query time [508], but this incurs additional cost, especially
to maintain reciprocity (10.2) in the presence of q.
Here we introduce an alternative approach which defines observa-
tion vector y in a new way rather than updating the graph. In par-
ticular, instead of searching for q, we are searching for its k-nearest
neighbors NNk(q) in V , weighted by their similarity to q:
yi := sk(vi|q) (10.5)
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(a) single query (b) multiple queries
Figure 10.1: Diffusion on a synthetic dataset in R2. Dataset points, query
points and their k-NN are shown in blue, red, and green respec-
tively. The adjacency matrix is defined according to (10.2) with
k = 15. Diffusion follows by (10.4) with α = 0.99 and y by (10.6).
Contour lines correspond to ranking scores after diffusion.
for i ∈ [n]. Assuming a single feature vector per image and defining A query is also
represented by a single
vector q ∈ Rd.
the observation vector y by (10.5) is referred to as global diffusion.
Figure 10.1(a) shows a toy 2-dimensional example, where the k-
nearest neighbors of q taken into account in (10.5) are depicted.
regional diffusion While global diffusion fits perfectly with
the early CNN-based global features [23, 213, 350], it may still fail
under severe occlusion or when the object of interest is small. Local
CNN features from multiple regions have been investigated for this
purpose, either aggregated [131, 438] or represented as a set [362].
Following the latter choice, an image is represented by a set of m
feature vectors in Rd, one for each region. Dataset V is the union of
such sets over all images; n still denotes its size. The query image is
also represented by a set Q of m vectors, and (10.5) becomes Computing y involves
searching for each






for i ∈ [n]. Each vi ∈ V is assigned a scalar that is the sum of sim-
ilarities over all queries q of which vi is a k-nearest neighbor in V ,
and zero if it is not a k-nearest neighbor of any query. Given y, dif-
fusion (10.4) is now performed jointly for all queries in q ∈ Q, at no
additional cost compared to (10.5). After diffusion, each image is as-
sociated with several elements of the ranking score vector z?, one for
each region. A linear combination of these scores is taken, by average Details are given
in [193].pooling or Generalized Max Pooling (GMP) [190, 309]. The above process
is called regional diffusion.
Figure 10.1(b) illustrates diffusion on multiple query points. It is
evident that multiple manifolds are captured in this case.
efficient solution Iteration (10.3) is slow at large scale. To use
the closed-form solution (10.4), one may compute the inverse L−1α
offline, but this matrix is not sparse like Lα. Connecting (10.3) to
linear system solvers, we propose a more efficient solution here.
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Diffusion is an iterative solver. Eq. (10.3) is in fact an iteration of the
Jacobi solver [148]. Given a linear system Ax = b, Jacobi decomposes
A as ∆ +R, where ∆ = diag(A) and iterates according to
x(t) := ∆−1(b−Rx(t−1)). (10.7)
Substituting x← z, b← (1−α)y, and A← (1−α)Lα = I−αW (9.6),(10.7) then becomes
z(t) :=
αWz(t−1) + (1− α)y.
it follows that ∆ = In and R = −αW , re-deriving (10.3).
CG [316] is the method of choice for linear systems like (9.7)
Lαz = y, (10.8)
where Lα is positive-definite, in particular for graph-related prob-
lems [462]. It has been used for random walk problems [138], but
explicitly avoided in diffusion-based retrieval [100].
Here we argue, as in [245], that it is the solution of (10.4) that weIn fact, CG minimizes
the quadratic function
Eα(z) (9.16) over a
family of Krylov
subspaces [442].
seek, rather than the path followed by iteration (10.3). We use CG
to approximate this solution. Contrary to other iterative methods in-
cluding (10.3), CG terminates in n steps. Remarkably, it provides good
approximations in very few steps.
scaling up Here we address issues concerning space and online
processing at large scale.
Compact representation. To keep the number of region features perThis also reduces the
redundancy of region
features.
image as low as possible, we learn a GMM on the original features of
each image and represent the image by the `2-normalized means.
Truncating the adjacency matrix. We first search through the dataset
using global descriptors. We then truncate W , keeping only the rowsThus, diffusion only
re-ranks the top ranked
images.
and columns corresponding to the regions of the top ranked images,
and re-normalize it by (9.3). We similarly truncate vector y.
10.4 fast spectral ranking
As we have seen in Section 9.2, we can write the solution of (10.8) as
z∗ := hα(W)y, (10.9)
where the transfer function hα(W) = L−1α is defined by (9.8). The prob-
lem is then to compute z? efficiently, in the sense that hα(W) is never
explicitly computed or stored:W is given in advance and we can pre-
process it offline, while y is given online. In particular, we are looking
for a more efficient solution than solving linear system (10.8).
We are based on the spectral decomposition (9.11), whereby
z∗ = Uhα(Λ)U>y. (10.10)
Here U,Λ represent the eigenvectors and eigenvalues of W , respec-Graph spectral filtering
is well-known [382,
400], but search as
smoothing a sparse
signal is a new view.
tively. A low-rank approximation involving the leading eigenvector
and eigenvalues can indeed be computed offline. Under the spectral
filtering interpretation of Section 9.3, (10.10) represents a smoothing
operation of the sparse signal y on graph G in the frequency domain,
and U is the Fourier basis of the graph. Figure 10.2 depicts 1d and
graph miniatures of this interpretation.
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(c) (d)
Figure 10.2: Retrieval as smoothing. (a) Input signal y. (b) Output of an Ex-
ponential Moving Average (EMA) filter given by recurrence zi :=
αzi−1 + (1 − α)yi (9.1). Compare to (10.3). This assumes a di-
rected graph G, in blue. (c), (d) We use an undirected graph G
instead. Information “flows” in both directions, controlled by
edge weights. The sample in red is the query, and output signal
z is its similarity to all samples.





proximation of W computed offline. The approximation is based on
a randomized algorithm [373]. In the following, rank r  n and num-
ber of iterations q are given parameters.
1. (Range basis) Using simultaneous iteration [442, §28], find an n× r
matrix Q with orthonormal columns that represents an approx-
imate basis for the range of W , i.e. QQ>W ≈ W . In particu-
lar [151, §4.5]: Randomly draw an n× r standard Gaussian ma-
trix B(0) and repeat for t = 0, . . . , q − 1:
a) Compute QR factorization Q(t)R(t) = B(t). Stage 1 is
embarrassingly
parallelizable.b) Define the n× r matrix B(t+1) :=WQ(t).
Finally, set Q := Q(q−1).
2. (Fourier basis) Find a rank-r eigenvalue decomposition UrΛrU>r ≈
W , where n × r matrix Ur has orthonormal columns and r × r
matrix Λr is diagonal. In particular [151, §5.3]:
a) Form the r × r matrix C := Q>WQ. Even if n is very large,
r is small enough such
that this decomposition
is tractable.
b) Compute its eigendecomposition VrΛrV >r = C.
c) Define the matrix Ur := QVr.
An average-case bound on
∥∥QQ>W −W∥∥ for the approximation of
stage 1 decays to |λr+1| exponentially fast in the number of iterations
q [151, §9.3,10.4]. Since W is symmetric, stage 2 indeed yields W ≈
QQ>WQQ> = QCQ> = QVrΛrV >r Q> = UrΛrU>r [151, §9.4].
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We are actually approximating hα(W) by Urhα(Λr)U>r . Therefore, it isA similar situation
appears in [440, §3.3]. |hα(λr+1)| that governs the error rather than |λr+1|. Since we are using
the leading eigenvectors and eigenvalues of W , this approximation
makes sense because hα is nondecreasing, as shown in Figure 9.1.
Vector z ∈ Rn contains the ranking score zi of each region feature
vi. To obtain a score per image, we perform a linear pooling opera-
tion [193] represented as z := Σz, where Σ is a sparse N × n pooling
matrix and N is the number of images. We then directly compute
z := U rhα(Λr)U
>
r y online, where the N × r matrix U r := ΣUr is
computed offline.
Computing y involves Euclidean search in Rd. Then, U>r projects yThe number of nonzero
elements of y and rows
of Ur , whence the cost,
are the same for global
or regional search.
onto Rr. With Λr being diagonal, hα(Λr) is computed element-wise
as discussed in Section 9.3. Finally, multiplying by U r and ranking z
amounts to a dot product similarity search in Rr.
We thus reduce manifold search to Euclidean followed by dot
product search.














Oxf5k (CG) Par6k (CG)
Oxf5k (RWR) Par6k (RWR)
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Figure 10.3: mAP of regional diffusion vs. number of iterations by solv-
ing (10.8) with CG against iterative process RWR (10.3), using
VGG features (d = 512). Labels indicate diffusion time (s).
10.5 experiments
setup We compare Euclidean to manifold search with global orWe apply supervised
whitening [296] to
both global and regional
features, as in [350].
regional CNN features. We use d-dimensional features by VGG [408]
(d = 512) and ResNet101 [164] (d = 2,048), fine-tuned for image re-
trieval [136, 350]. Global features are R-MAC [438] at 3 scales; regional
use the same 21 regions per image without pooling, optionally re-
duced to 5 by GMM. Regional features are matched pairwise as in
Regional Matching (R-Match) [362]. The similarity measure is s(v,v′) :=
[v>v′]3+. We use GMP [190, 309] to pool regional diffusion scores per[x]+ := max(x, 0) is
the positive part of
x ∈ R.
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image. We set α = 0.99, and k = 50 (200) for global (regional) diffu-
sion.
We use Oxford5k [340], Paris6k [341] and Instre [468] benchmarks. We introduce a new
evaluation protocol for
Instre.
For large-scale experiments, we add 100k distractor images [340] to
Oxford5k and Paris6k, referred to as Oxford105k and Paris106k re-
spectively. We measure performance by mAP. Times exclude construc-
tion of the observation vector y.





0.3 4 21 700







Par6k (FSR) Par6k (CG)
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Figure 10.4: mAP of regional diffusion with FSR vs. rank r against CG, using
VGG features (d = 512). Labels indicate diffusion time (ms).
results Figure 10.3 compares our CG solution to iterative diffu-
sion (10.3). CG converges in as few as 20 iterations, while (10.3) reaches
the same performance only after 110 iterations.
Figure 10.4 shows that in all datasets, the optimal FSR performance
is already reached at rank r = 1k. On Paris6k in particular, this hap-
pens as soon as r = 100. FSR reaches the same mAP as CG, 150 times
faster on Oxford5k and Paris6k and 300 times faster on Instre.
Table 10.1 compares our diffusion Euclidean search and AQE [75].
Regional diffusion significantly outperforms all other methods in all AQE is common with
global representation
[135, 213, 438]; we
extend it to regional.
datasets. Global diffusion performs well on Paris because query ob-
jects mostly cover the image. This does not hold on Instre, which
contains a lot of small objects. FSR performs similarly to CG but at
dramatic speed-up, almost as fast as Euclidean search: Dataset trunca-
tion is no longer needed and this improves mAP.
10.6 discussion
The power of CNN features allows representing an image by just one
or a few vectors. This, combined with our efficient solutions, allows
for the first time to perform large scale diffusion at reasonable query
times. Its effect is dramatic, especially when images contain small
objects. The closed form solution, approximated by CG, is significantly
faster than the iterative process RWR (10.3); but FSR offers a dramatic
speed-up, at the expense of space for the eigenvectors U .
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method m instre oxf5k oxf105k par6k par106k
global features: R-MAC [136]
Euclidean 1 62.6 83.9 80.8 93.8 89.9
AQE 1 70.5 89.6 88.3 95.3 92.7
CG 1 80.5 87.1 87.4 96.5 95.4
FSR 1 80.5 87.5 87.9 96.4 95.3
regional features: R-Match [362]
Euclidean 21 71.0 88.1 85.7 94.9 91.3
AQE 21 77.1 91.0 89.6 95.5 92.5
CG 5 88.4 95.0 90.0 96.4 95.8
FSR 5 88.5 95.1 93.0 96.5 95.2
Table 10.1: mAP of our CG and FSR diffusion against Euclidean search—
R-MAC [136] (R-Match [362]) for global (regional) representation—
and AQE, using ResNet101 [136] features (d = 2,048). Regions per
image reduced from m = 21 to 5 by GMM. Truncation at top 10k
images at large scale. Rank r = 5k for FSR.
The excellent performance of our methods motivates us to revisit
Oxford [340] and Paris [341], introducing the Revisited Oxford andRevisited Oxford and
Paris (RevOP) [349]. Paris (RevOP) benchmark [349]. We provide new annotation for both
datasets, correcting previous errors. We introduce 15 new, more diffi-
cult queries per dataset and update the evaluation protocol by intro-
ducing three new protocols of varying difficulty. We also create a new
set of one million challenging distractors.
At this scale, it turns out that CG either is too slow or incurs loss
by truncation, while FSR either takes too much space or fails at low-
rank approximations. We therefore introduce hybrid diffusion [189], al-Hybrid diffusion [189].
lowing full control of the space-time trade-off between these two ex-
tremes. This approach performs on par with the state of the art, with
lower space compared to FSR and faster than CG.
Diffusion code can be found on github1, as well as the revisited
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11S PAT I A L M AT C H I N G
Observing that convolutional activations of deep networks are sparse and
consistent across different views of a scene, we approximate activation ten-
sors by collections of local features, which we robustly match to find the
optimal alignment of two views. We thus introduce Deep Spatial Match-
ing (DSM) [404] for image retrieval. This happens without any network mod-
ification, additional layers or training and without using local descriptors or
visual vocabularies.
11.1 introduction
Image retrieval based on hand-crafted local descriptors [315, 412] typi- A 3d activation tensor




cally relies on Bag of Words (BoW) [412] or aggregated descriptors [203],
followed by spatial verification [333, 340, 432]. CNN-based retrieval [136,
351] mostly relies on global or regional spatial pooling of the 3d activa-
tion tensor [23, 213, 351, 438], which yields a compact and invariant
representation like BoW, but does not allow spatial verification.
It is known that dense correspondence can be recovered by corre- Regional pooling
followed by pairwise




lating activation tensors [73, 271, 371, 372]. Combined with integral
image computation, regional pooling allows fast sliding window-style
spatial matching [438]. However, the activation tensor is too large
to be stored, especially for large-scale applications. Sparse local fea-
ture representations are possible by imitating conventional detector
pipelines [273, 293]. Two dominant paradigms are detect-then-describe,
Figure 11.1: Fast Spatial Matching (FSM) [340] aligns two views based on a lo-
cal features. Inlier correspondences shown, colored by “visual
word”. Are we using (a) Hessian-affine [293] + SIFT [273]? (b)
LIFT [497]? (c) DELF [317]? Or (d) local maxima on vanilla activa-
tion maps, without descriptors or vocabularies?
81
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as in Learned Invariant Feature Transform (LIFT) [497], and describe-then-
detect, as in DEep Local Features (DELF) [317].
Given enough memory, and using conventional vocabularies, in-
verted files and spatial verification, DELF is state of the art [349], but
not compatible with the global representations used for search. In thisWe use no local
descriptors or
vocabularies.
work [404], we attempt to reduce this gap by extracting from CNN ac-
tivations a representation that allows spatial verification, yet it has a
trivial relation to global representations: Instead of pooling, we de-
tect local maxima. Referring to Figure 11.1, the correct answer is (d):
We “read off” information directly from activation maps.
Figure 11.2: Three views (columns) of a scene, overlaid with two feature
maps (rows) of the last convolutional layer of VGG16 [408]. All
activations are sparse and spatially consistent across views.
11.2 motivation




only provides a coarse
saliency map.
at least for image retrieval, can be connected to the sparsity of the ac-
tivations [213]. More interestingly, the locations of maxima can iden-
tify correspondences [7, 438]. Generalized mean pooling (GeM) [351] is
superior, which can be attributed to the fact that it allows for more
than one locations contributing to the representation, while still being
more selective than average pooling.
As illustrated in Figure 11.2, in most cases activation maps in allWe observe all




channels are not just sparse. They also respond at consistent locations
with consistent local shape across views, exhibiting translation and
scale covariance to some extent. Hence the question:
Instead of reducing each channel to a single scalar, why not
keep all the peaks of the responses in each channel along with
geometric information? Instead of attaching an entire descriptor
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to each such geometric entity, why not just attach the channel
it was extracted from, as if it was a visual word?
11.3 deep spatial matching
The preceding ideas give rise to the DSM architecture, illustrated in
Figure 11.3. We consider a fully convolutional network f that, when
followed by spatial pooling e.g. MAC [438] or GeM [351], extracts a
global feature for retrieval [136, 351]. Two input images x1, x2 yield We see an activation
tensor a collection of 2d
maps rather then a 2d
array or feature vectors,
as in image registration
[73, 271], optical
flow [101] or semantic
alignment [222, 371].
3d activation tensors A1 := f(x1), A2 := f(x2) at the last convolutional
layer of f , where Ai ∈ Rwi×hi×c, wi × hi is the spatial resolution of Ai
for i = 1, 2 and c is the number of channels (features).
From each activation tensor A1, A2, feature detector g extracts a
sparse collection of local features P1 := g(A1),P2 := g(A2) respectively,
independently per channel. Then, P1,P2 undergo spatial matching, re-
turning a collection of inliers and a geometric transformation, where
tentative correspondences are formed again independently per chan-
nel. In retrieval, activation tensors are discarded and images are rep-
resented by local features alone.
The entire mechanism takes place without adapting the network
and without any additional learning.





maxima are of interest.
gions (MSER) [288] over activation map A(`) of tensor A independently
for each channel ` = 1, . . . , c. These are connected regions of arbitrary
shape having higher activation than their neighborhood and satisfy-
ing a stability criterion.
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Figure 11.3: DSM architecture. Two input images x1, x2 are mapped by net-
work f to activation tensors A1, A2 respectively. Sparse local fea-
tures P1,P2 extracted independently per channel by detector (g)
undergo spatial matching (s), resulting in a collection of inliers.
In retrieval, only P1,P2 are stored and s applies at re-ranking.
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local feature representation Each MSER detected in chan-
nel ` gives rise to a local feature p with activation strength a(p) :=
poolr∈R(p)A
(`)(r), where R(p) is the MSER, pool is a spatial pooling op-
eration and A(`)(r) the element of A(`) at position r. We also fit anFor instance,
maximum, mean, or
GeM.
ellipse with 2×1 mean (position) vector µ(p) and 2×2 covariance ma-
trix (local shape) Σ(p). We collect local features P = (P (1), . . . , P (c)),
where P (`) contains the local features p found in channel `.
correspondences Given the local features P1,P2 of two images
x1, x2, we form correspondences, i.e. pairs (p1, p2) of local features of the
two images. We allow pairs only between local features in the same
channel, that is, p1, p2 are in P(`)1 ,P
(`)
2 respectively for some channel `.
The collection (P(1)1 × P
(1)




2 ) of all such pairs is the set
of tentative correspondences.
We thus treat channels as visual words, as if local features
were assigned descriptors that were vector-quantized against a
vocabulary.
Feature channels are correlated: One filter may respond to a variety
of patterns, while several filters may respond to the same pattern. For
this reason we apply Non-Maximum Suppression (NMS) over channels
on detected regions of database images. We do not apply NMS to the
query image to allow matches from any channel.
spatial matching We use FSM [340] to find the geometric trans-
formation between the two images and the subsets of P1,P2 that are





of a transformation to
all inliers.
transformation hypothesis from a single correspondence. A hypothe-
sis is evaluated by the number of inliers, that is, correspondences that
are consistent with it. All possible hypotheses are enumerated and
the transformation with the most inliers is returned.
We adopt the linear 5-DoF transformation allowing for translation,
anisotropic scale and vertical shear but no rotation. Images are as-
sumed in “upright” orientation: Given a correspondence of two local
features p1, p2, one finds from the ellipses defined by (µ(p1),Σ(p1)),
(µ(p2),Σ(p2)) the transformations T1, T2 that map them to the unit cir-
cle while maintaining the y-direction, and defines the transformation
hypothesis T = T−12 T1.
retrieval and re-ranking In image retrieval, n database im-
ages X = {x1, . . . , xn} are given in advance. For each image xi with
activation tensor Ai, its local features Pi := g(Ai) are computed along
with a global descriptor vi spatially pooled directly from Ai, which is
then discarded. At query time, given query image x with activation
tensor A, local features P := g(A) and global descriptor v, we first
rank {v1, . . . ,vn} by cosine similarity to v, and then the top-ranking
images undergo spatial matching against P and re-ranked according
to the number of inliers found.
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We apply query-time diffusion [193] after spatial re-ranking. The
precision of top-ranking images is important for diffusion [349], so
spatial re-ranking is expected to help.
11.4 experiments
setup We use VGG16 [408] and ResNet101 [164] as trained by [351]
with GeM pooling, denoted by VGG (ResNet), or V (R) for short. We also
re-train them, denoted by ?, with max-pooling (MAC) [438], using the
setup of [351]. We upsample ResNet by a factor of 2, denoted by ↑,
without re-training.




representations extracted at scales related by factors 1, 1/
√
2, and
1/2, and spatially pooled then pooled over scales by MAC [438] or
GeM [351]. We use the VLFeat [454] version of MSER, adjusting pa-
rameter ∆ per network/dataset according to the cumulative distribu-
tion of activation values over the dataset. We use a multi-scale local At re-ranking, we
perform spatial
matching on all 9
combinations of query
and database image
scales, keeping the best
according to inliers.
representation at the same relative factors as global, keeping the top-
ranking 512 (2,048) local features on VGG (ResNet) according to activa-
tion, discarding activation maps with more than 20 features. We use
an Intersection over Union (IoU) threshold 0.2 for NMS.
medium hard
method Roxf Roxf+R1m Rpar Rpar+R1m
mAP mP@10 mAP mP@10 mAP mP@10 mAP mP@10
DELF-ASMK*+FSM+d [349] 75.0 87.9 68.7 83.6 48.3 64.0 39.4 55.7
V-MAC? 67.7 86.1 56.8 78.6 39.8 51.1 29.4 46.0
V-MAC?+DSM 72.0 90.6 59.2 80.1 43.9 56.0 32.0 47.4
R-MAC?↑ 73.9 87.9 61.3 80.6 45.6 62.2 31.9 48.4
R-MAC?↑+DSM 76.9 90.7 65.7 83.9 49.4 64.7 35.7 51.3
V-GeM[351] 69.6 84.7 60.4 79.4 41.1 51.1 33.1 49.6
V-GeM[351]+DSM 72.8 89.0 63.2 83.7 45.4 57.1 35.4 53.7
R-GeM[351]↑ 70.1 84.3 67.5 79.0 41.5 54.4 39.6 53.0
R-GeM[351]↑+DSM 75.0 89.6 70.2 84.5 46.2 60.6 41.9 54.9
Table 11.1: mAP and mP@10 state-of-the-art on benchmark [349]. We use VGG
(V) and ResNet (R) with MAC and GeM pooling. ↑: Upsampling;
?: Our re-training. DSM: This work. Top two rows as reported
in [349], using DELF [317], ASMK* [436], FSM [340] and diffusion
(D) [193] on graph obtained by [136]. Remaining results use dif-
fusion [193] on our global features; GeM as trained by [351].
We perform spatial verification of the 100 top-ranked images accord-
ing to global representations with transfer error threshold of 2 pixels
in the activation map, and re-rank according to the number of inliers.
We compute the product of the global cosine similarity and number
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of inliers on the 10 top-ranking spatially verified images and initiate
global diffusion [193] on top 5 images according to this product.Diffusion is very
powerful but sensitive




We evaluate performance by mAP and mP@10 on the medium and
hard setups of the revisitedROxf andRPar benchmarks [349], as well
as the large-scale benchmarks ROxf+R1M and RPar+R1M, combin-
ing a set of 1M distractor images with the two small ones.
results Table 11.1 only shows results on ROxf and ROxf+R1M
using diffusion [193]. All baselines are significantly improved by re-
ranking, with a gain of up to 5 mAP or 6 mP@10 points.
We also compare to the best performing version of DELF [317] as
evaluated by [349], which we outperform in several cases. Apart from
spatial verification by [340] on the 100 top-ranking images, this ver-
sion is using two independent representations. One is our ASMK* [436]
on 128-dimensional descriptors of 1000 DELF features per image, used
for initial ranking. Another is a global descriptor by ResNet-R-MAC
[136], used for diffusion as in this work. By contrast, our global and
local representations are obtained from the same activation tensor,
and we do not use any local descriptors or vocabularies.
11.5 discussion
Our representation arises naturally in existing convolutional activa-
tions of off-the-shelf or fine-tuned networks, without particular effort
to detect local features or extract descriptors on image patches. It
does not require network modification or retraining. It is a significant
step towards bridging the gap between global descriptors, which are
efficient for initial ranking by nearest neighbor search, and local rep-
resentations, which are compatible with spatial verification.
Of course, the activation channels are not the most appropriate by
construction to replace a visual vocabulary. Our representation, while
being very compact, is not as powerful as storing e.g. hundreds of
local descriptors per image. Nonetheless, we demonstrate that it is
enough to provide high-quality top-ranking images to initiate diffu-
sion, which then brings excellent results.
DSM code can be found on github1.
1 https://github.com/osimeoni/dsm
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Background clutter is challenging for image retrieval, especially when using
global representations. In this work [405, 406], we detect salient regions in
an unsupervised manner, capturing discriminative and frequent patterns.
Saliency is based on a centrality measure of a nearest neighbor graph of
regional CNN representations on an image collection. Pooling features over
salient regions improves retrieval performance, mostly for small objects.
12.1 introduction
Particular object retrieval becomes very challenging when the object Large objects may be
partially occluded,
while small may be on
background clutter
covering most of the
image.
of interest is covering a small part of the image. Representations
based on local features [412] are naturally insensitive to occlusion and
background clutter. Locality allows matching small parts of image
containing the object of interest, while the incorrect matches are re-
moved by spatial verification [340, 432].
CNN representations have dominated modern image retrieval be-
cause they are very discriminative and have excellent performance,
while being very compact [23, 25, 438]. Using several regions per im-
age [362, 381], local features [317, 404], or the entire activation ten-
sor [438] can provide robustness to clutter, but is expensive. However,
when the object is small, global CNN features fail [188, 193].
Ideally, the representation should focus on the relevant part of the
image, suppressing clutter and occlusions. Deep networks learn, to
some extent, what is discriminative in an image. This can be used for
saliency detection [206, 213, 301, 317]. Alternatively, methods inspired
Figure 12.1: Saliency map (right) computed for input image (left) based on
our salient region detection on Instre dataset. Background clut-
ter and objects not relevant for Instre are removed.
87
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by object detection are using a number of region proposals [135, 305, 381].
In both cases, a global representation is obtained by pooling.
In this work [405, 406], we introduce a pooling mechanism inherit-
ing the properties of both saliency detection and region proposals. It
applies to each image independently, focusing on discriminative parts.
We also introduce an unsupervised Graph-based Object Discovery (GOD)




even in the presence of
diffusion [193].
frequent objects. As shown in Figure 12.1, we find what is relevant for
the dataset, which is not possible by considering images independently.
In both cases, we derive a powerful global representation.
12.2 feature saliency






discriminative regions. Fortunately, this is possible without training
or bounding box annotations. Inspired by Cross-Dimensional Weighting
(CroW) [213], we construct a 2d Feature Saliency (FS) map of an image
based on its convolutional activation alone.
We represent an activation map as a 3d tensor A ∈ Rw×h×c, where
w, h, c are the height, width and number of feature channels, respec-
tively. Let Ω := [w]× [h] be the spatial domain, r := |Ω| = wh the spatialWe write
[n] := {1, . . . , n} for
n ∈ N.
resolution and A(`)(r) the element of A at position r ∈ Ω and channel
` ∈ [c]. Following CroW, we use an IDF-like weight






for ` ∈ [c], where a` := 1wh
∑
r∈Ω 1[A
(`)(r) 6= 0] is the average number
of nonzero elements of channel ` ∈ [c]. We then compute a weighted






for r ∈ Ω. Finally, we obtain the 2d FS map F ∈ Rw×h by normalizingContrary to CroW, we




F̃ according to [213]. Figure 12.2(b) shows FS examples.
12.3 salient regions
Given a 2d saliency map S ∈ Rw×h, either FS (Section 12.2) or OS (Sec-
tion 12.4), the next step is to detect a small set of rectangular regions
per image, allowing us to build a region k-NN graph in Section 12.4.
Each region is associated with a FS score and a feature vector.
region detection We use the Expanding Gaussian Mixture (EGM)
model [18] discussed in Section 3.3 to detect a number of salient
rectangular regions. The original algorithm applies to point sets and
isotropic Gaussian components. Here we extend it to functions, con-
sidering that a saliency map S can be seen as a function S : Ω → R.
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(a) image (b) FS.EGM (c) OS.EGM
Figure 12.2: Oxford5k (top) and Instre (bottom) images, along with super-
imposed FS and OS maps and regions detected by EGM, in red.
We fit a number of components, each modeling a region in 2d coordi-
nate space. We also extend it to a diagonal covariance model, so that a
region is a modeled by an axis-aligned rectangle.
In particular, given 2d saliency map S ∈ Rw×h, we represent it as a
set of Gaussian sample functions q(r) : R2 → R with
q(r)(x) := S(r)N (x|r, σI) (12.3)
for r ∈ Ω, x ∈ R2, where N is the normal density and σ is a scale σ determines how
coarse or fine the
representation is.
parameter. Similarly to (3.7), we represent components as Gaussian
functions pj : R2 → R with
Mean µj represents the
center, while the square
root of eigenvalues of
Σj represent the height
and width of region
(component) pj .
pj(x) := πjN (x|µj ,Σj) (12.4)
for j ∈ [k], x ∈ R2, where k is the number of components and πj ∈
R, µj ∈ R2 and Σj ∈ R2×2 are the mixing coefficient, mean and
diagonal covariance matrix respectively of component j. We initialize
components as {q(r) : r ∈ Ω}, with k ← r. In the expectation (E)-step,
following (3.11), we find the generalized responsibility 〈f, g〉 is the L2 inner
product of
f, g : Rd → R, given







of component j ∈ [k] for sample q(r), r ∈ Ω. In the maximization








γ̂j(r) diag ((r− µj) ◦ (r− µj)) , (12.6)
where rj :=
∑
r∈Ω γ̂j(r) is the effective number of points assigned to
component j and ◦ is the Hadamard product. Finally, in the purge (P)- k may decrease at each
iteration, and overlap is
measured similarly
to (12.5).
step, similarly to NMS, we process components by Algorithm 3.1 in
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image i = 0, k = 272 i = 1, k = 54 i = 4, k = 20 i = 14, k = 9
Figure 12.3: Evolution of regions during EGM iterations on the FS map of the
image on the left; i: iteration; k: number of regions.
descending order of mixing coefficient and keep a component unless
it overlaps with previously kept ones.
Figure 12.3 shows how regions are formed during EGM iterations.Although less salient,
background regions
cannot be removed
based on FS alone.
We get six clean regions on the ground truth building and five regions
on background objects. More examples of region detection on FS and
OS maps are shown in Figure 12.2.
region representation Given a region R of an image with fea-
ture saliency map F ∈ Rw×h and activation map A ∈ Rw×h×c, we as-
sociate it with feature saliency f := 1|R|
∑
r∈R F (r) by average pooling
of F over R, and with feature vector v := φA(R) ∈ Rd, whereA(r) ∈ Rc collects
elements of all channels








denotes max-pooling [21, 438] of A over R followed by supervisedR-MAC [438] uses
uniformly sampled
regions at different
scales, while ours are
based on saliency.
whitening ω : Rc → Rd. The latter is performed by [296], as in [350].
12.4 object saliency
Given an image dataset, we detect a set of regions {R1, . . . , Rn} from
FS maps and we extract a feature saliency vector f := (f1, . . . , fn) ∈ Rn
from FS maps and a set of feature vectors V := {v1, . . . ,vn} ⊂ Rd
from activation maps. Based on this information, we construct a k-NNRegion centrality
expresses how often the
depicted pattern
appears in the dataset.
graph of the regions and compute a centrality [313] score per region.
This allows us to form a dense Object Saliency (OS) map, capturing
discriminative patterns appearing frequently in the dataset.
graph centrality We form the adjacency matrix W of the k-NN
of V according to Section 10.2. Then, following the definitions of
Chapter 9, we normalize it into W by (9.3) and compute the n × n
regularized Laplacian Lα by (9.6), where α ∈ [0, 1). The objective is to
compute a vector z ∈ Rn where each element zi represents the signif-
icance of vertex vi in the graph, for i ∈ [n]. We define this centralityAs in Chapter 10, we
solve this system by the
CG [316] method, but
this takes place offline.
vector as the solution z∗ ∈ Rn of the linear system
Lαz = 1. (12.8)
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The solution z∗ is a graph centrality measure [313], Katz centrality [218]
in particular. Its history is summarized in [457].
saliency map The problem is then to compute a dense OS map This is a regression
problem and we use a
non-parametric k-NN
solution.
O ∈ Rh×w for a new image represented by activation map A ∈
Rh×w×c. The value O(r) at r ∈ Ω is found as a linear combination
of the centrality values of the k-NN in V of a square patch P (r) cen-
tered at r, weighted by similarity and feature saliency








where similarity sk is defined by (10.1). The sum is weighted by FS, The sum is computed
over NNk(φA(P (r)))
only in practice.
hence OS captures both discriminative and frequent patterns. Expo-
nents γ and γ′ control the importance of feature saliency of the cur-
rent patch and the centrality of neighbors, respectively.
Figure 12.2(c) shows OS examples. Looking at the input image and
the FS map alone, it is not evident what is of interest and what is
clutter. This is only found by discovering other instances of the same
object in the dataset, as represented by the graph.
global representation Finally, as discussed in Section 12.3,
we detect a set of regions R on a saliency map (FS or OS) in a dataset Regions detected on OS
are more likely to
appear in new images
than regions detected
on FS.
image with activation mapA. For each regionR ∈ R, we apply spatial
max-pooling of A and `2-normalization, denoted by η. We obtain a











The difference from (12.7) is that we apply whitening on the aggre- This is the same as
R-MAC [438], but our
regions are detected by
saliency rather than
uniformly distributed.
gated vector and not separately per region.
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Figure 12.4: Histogram of saliency precision for FS and OS maps on Instre.
12.5 experiments
setup We evaluate our global representation on regions detected
by EGM on FS and OS maps, denoted as FS.EGM and OS.EGM, respec-
tively. We use the revisited ROxford and RParis benchmarks [349]
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as well as Instre [468] with the protocol of [193]. We apply detec-Regions at different
scales form new




tion to dataset images only, using the provided bounding boxes on
queries. We use VGG [408] with GeM [351] pooling, fine-tuned by [351].
We adopt a multi-scale approach [136, 351]. We set σ = 2.5 (12.3),
α = 0.99 (9.6), γ = 2 and γ′ = 3 (12.9). We search by cosine similarity
and manifold similarity, using global diffusion [193].
Using the bounding box annotation of Instre, we evaluate the qual-High precision means
that a saliency map is
well aligned to the
ground truth bounding
boxes.
ity of saliency maps by precision, defined as the sum of saliency over
ground truth boxes, normalized by the sum over the entire image. We
evaluate retrieval performance by mAP.
method medium hard
instre Roxford Rparis Roxford Rparis
GeM [351] 57.0 62.0 69.3 33.7 44.3
FS.EGM 57.7 63.0 68.7 34.5 43.9
OS.EGM 61.3 64.2 69.9 35.9 46.1
diffusion [193]
GeM [351] 75.0 69.3 83.9 41.1 73.9
FS.EGM 74.6 71.0 84.1 40.6 72.5
OS.EGM 77.4 69.0 85.4 41.9 72.3
Table 12.1: mAP of our global representation on regions detected by EGM on
FS and OS maps against GeM, by cosine or manifold [193] similar-
ity.
results Figure 12.4 shows histograms of precision of FS and OS
maps on Instre. The improvement of OS is impressive.
Table 12.1 compares against GeM [351]. OS.EGM boosts performance
in most cases. The gain is more pronounced on Instre, which contains
small objects on severe background clutter.
12.6 discussion
Our region detection approach is dataset specific but requires no su-
pervision and no learning other than computing the k-NN graph cen-
trality. We precisely localize objects without ground truth bounding
boxes. We avoid indexing of regional features: Our global features
perform well under severe background clutter and occlusions. Af-
ter its introduction [405], we have extended GOD to use multi-scale
GeM [351] representation and shown that Katz centrality performs
best among a number of alternatives [406].
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Part III
L E A R N I N G
Building on deep network models, we address learning
visual representations by exploring data, focusing on solu-
tions assuming only limited or no supervision. We progress
from instance-level to category-level tasks and conclude
with a study of the sensitivity of models to their input.
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13O U T L I N E
This chapter serves as an outline or road map of Part iii. We present his-
torical and more recent background on learning with different levels of su-
pervision developed in 2014 or later, after the deep learning outburst. In this
context, we position our own contributions developed in 2018-2019. Our
work addresses learning visual representations by exploring data, focusing
on solutions assuming only limited or no supervision. It progresses from
instance-level to category-level tasks and concludes with a study of the sensi-
tivity of models to their input. We outline the structure of Part iii in terms
of methods, key publications and corresponding chapters.
13.1 context
After or during the development of ideas leading to training deep ar-
chitectures from scratch in 2012-2016 as outlined in Section 8.1, deep
learning is established as the framework of choice for most computer
vision tasks. The process commonly involves collecting and annotat-
ing task-specific datasets and optionally adapting architectures and
defining new loss functions. The network backbone remains the same
with few exceptions like feature pyramids [261] for dense tasks or en-
tirely new designs for different inputs, e.g. 3d point sets [181].
With most of the research community relying on and improving
the same framework, the period from 2014 until today sees unprece-
dented productivity and progress. All components of the framework
are being scrutinized and ideas spread as a matter of days. What is in-
teresting is that further increase of the network depth and the amount
of annotated visual data is becoming less important than other trends.
We focus here on three trends:
1. learning with less supervision;
2. the convergence of category-level and instance-level tasks; and
3. research directions going from niche to mainstream.
Unsupervised learning is historically common practice for individ- Reducing supervision.
ual components or initialization of the representation. Learning of
vocabularies for BoW [83, 412] is unsupervised. Neocognitron [117]
and layer-wise pre-training [38, 172, 355] are unsupervised too. Back-
propagation allows end-to-end learning of the entire representation,
but for this representation to be of high quality, full supervision is
common, requiring large amounts of labeled data. Reducing this re-
quirement is an important subject of research.
End-to-end unsupervised learning is common in autoencoders [459]
and generative models [134, 224]. By defining simple tasks where labels
95
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can be obtained without human supervision, it is possible to train
arbitrary networks as if learning was supervised. Such tasks include
for instance watching moving objects in video [331, 469] or predicting
geometric layout [96], rotation [125] or cluster assignment [61]. This
is commonly referred to as self-supervision.
Learning on limited labeled data may be combined with unsu-
pervised objectives on unlabeled data or more supervision on other
datasets, domains or tasks. In such combinations, learning may be
joint or in stages, essentially decoupling representation learning from
the end task. Examples include transfer learning [99, 326, 500], domain
adaptation [120, 447], multi-task learning [230, 282], incremental learn-
ing [258, 364, 499], few-shot learning [260, 361, 414], semi-supervised
learning [425, 481], active learning [393, 395], learning from noisy la-
bels [258, 420] and weakly-supervised learning [43, 518].
There are tasks where classes at inference are different from classesConvergence of
category-level and
instance-level tasks.
at learning, for instance fine-grained classification [321], face recognition
[389], person re-identification [7], local descriptor learning [152] and in-
stance retrieval [135, 350]. Those are typically tasks of fine-grained
similarity and commonly addressed by metric learning, supervised by
humans or other algorithms. However, treating them as supervised
classification is attracting increasing attention [268, 511].
Few-shot learning is a category-level task but it commonly relies on
variants of a nearest neighbor classifier and treated as metric learning
too [414, 460]. Instance-level formulations are also common in self-
supervised representation learning [489] or classification [291]. Most
elements are now common in category-level and instance-level tasks,
including architectures, loss functions and representation learning.
The main difference remains in the data and labels. Those define pre-
cisely the task in terms of factors of variation to which invariances need
to be learned, e.g. within-class appearance variation for category-level
and viewpoint changes for instance-level tasks.
There are emerging research directions that are part of the naturalResearch directions
going mainstream. evolution of the deep learning field, for instance Neural Architecture
Search (NAS) [267, 524] and differentiable programming [54, 114]. How-
ever, there are also research directions that have existed long before
deep learning without attracting much attention and are now main-
stream for different reasons.
We focus on two examples: few-shot learning [460] and adversarial ex-
amples [424]. The former, generalizing from few examples, is becom-
ing increasingly important as it is one of the few challenging tasks
where the human skill is not understood yet and, if solved, it would
allow instant inference in domains with scarce data. The latter, study-
ing the sensitivity of models to their input by crafting imperceptible
perturbations that make them fail, is already essential in the quest for
robust models for safety-critical applications.
In this context, Part iii presents part of our work carried out in theOur contributions.
period 2018-2019, which addresses learning visual representations by
exploring visual data, focusing on solutions assuming only limited or
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no supervision and progressing from instance-level to category-level
tasks. Our contributions consist of:
1. methods for category-level and instance-level tasks using lim-
ited supervision, in particular unsupervised deep metric learn-
ing [191] and semi-supervised learning [192], both based on mani-
fold similarity as developed in Part ii;
2. a few-shot learning method [260] that studies activation maps
and learns multiple layers to convergence for the first time; and
3. an adversarial attack [504] that generates invisible perturbations
and improves the standard success rate vs. distortion perfor-
mance despite the additional smoothness constraint.
Importantly, using the same machinery that we use for exploring
data, we are now able to improve the representation and at the same
the improved representation helps explore better. Our attack is also
an important step in understanding the role of adversarial examples
on the data manifold, which has not been explored much.
13.2 background and contributions
metric learning Principal Component Analysis (PCA), introduced
by Pearson in 1901 [332] uses an orthogonal transformation to find a
coordinate system for a dataset such that variables are uncorrelated
and given by descending order of variance. As such, PCA can be used
for dimension reduction, yielding the minimal reconstruction error as-
suming a linear data model. The classical version of Multidimensional
Scaling (MDS), introduced by Young and Householder in 1938 [502],
is identical but expressed in terms of the distance matrix rather than
the covariance matrix.
This subtle difference opens the door to nonlinear dimension reduc-
tion by replacing the Euclidean by some other metric. An example
is Isomap [428], which represents the dataset by a k-NN graph and
uses a graph distance instead. Kernel PCA [388] is obtained similarly by The graph distance is
defined in terms of
shortest paths found by
the Dijkstra
algorithm [95].
expressing PCA in terms of the Gram matrix and then replacing the
Euclidean by some other inner product. Hence, it is defined in terms
of similarities rather than distances.
Rather than preserving all pairwise distances or similarities in the
dataset, topology preservation methods focus on neighbors only. For in-
stance, Laplacian eigenmaps [34], formulated as eigenvalue decomposi-
tion like all previous methods, minimizes pairwise distances weighted
by proximity in the input space. Interestingly, the decomposition ob-
tained by our FSR [188] discussed in Section 10.4 is the same, except
for the eigenvalues being soft-weighted by function hα (9.12) rather
than hard-thresholded for dimension reduction.
All the above methods are unsupervised. The nonlinear ones are See Lee and
Verleysen [252] for a
survey of unsupervised
methods.
collectively referred to as nonlinear dimension reduction, manifold learn-
ing or unsupervised metric learning. By contrast, supervised metric learn-
ing, studied by Xing et al. in 2003 [490] for supervised classification,
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minimizes (resp. maximizes) distances between positive (resp. nega-
tive) pairs of examples, which are given and typically defined as pairsSee Yang and Jin [493]
for a survey of
supervised methods.
having the same (resp. different) class label. Such learning is useful
for k-NN classifiers, using for instance Neighborhood Component Analy-
sis (NCA) [129] or a triplet loss [476].
Given a training set in some input space, the goal of metric learningEmbedding.
in general is to learn a mapping from the input space to an embedding
space. In all methods discussed so far, this mapping is either only
linear or restricted to the training set. In the latter case, out-of-sampleA linear mapping
means that the distance
metric is
Mahalanobis [280].
extension, i.e., extension to unseen examples, is not possible unless the
training set is memorized [39]. Learning explicit parametric nonlinear
mappings such that the training set is not explicitly memorized is
where neural networks excel.
Processing one example at a time, Ackley et al. derive in 1985 [2]
compact representations using nonlinear autoassociative mapping and
a bottlenect layer. This is an explicit, learned nonlinear version of PCA
including an encoder and a decoder. In 2006, Hinton and Salakhut-Autoencoders.
dinov [170] extend to a deep autoencoder architecture that is pre-
trained layer-wise and fine-tuned end-to-end, both unsupervised. But
how about loss functions requiring at least two examples at a time to
specify pairwise distances or similarities?
Baldi and Chauvin introduce in 1993 [27] an architecture where
two training examples are mapped by the same network to respective
representations, then a binary classifier predicts the pair as matching
or non-matching based on the distance between the two representa-
tions. This architecture is given the name Siamese by Bromley et al. inSiamese architecture.
1994 [52]. It is then used for supervised metric learning by Chopra et
al. in 2005 [72] and for unsupervised dimension reduction by Hadsell
et al. in 2006 [149], who introduce the contrastive loss.
Modern deep metric learning, used in tasks like fine-grained classifica-
tion [321], face recognition [389], person re-identification [7], local descrip-
tor learning [152] and image retrieval [135, 350], is mostly supervised by
labels provided by humans or other algorithms. Most common loss
functions are contrastive [149] and a modern version of triplet [467].
Because possible pairs and triplets are too many, most of the diffi-
culty shifts from the loss function to hard example mining [157, 488],
which depends on nearest neighbor search.
Our Mining on Manifolds (MoM) [191] is one of the first unsuper-Our Mining on
Manifolds
(MoM) [191].
vised deep metric learning methods that does not assume external
algorithms [135, 350] or some structure of the data [97, 469]. It learns
similarity in the embedding space guided by manifold similarity in
some initial feature space, as developed in Chapter 10. Compared to
supervised methods, it is competitive on fine-grained classification
and superior on instance-level retrieval, with labels provided by hu-
mans and other algorithms respectively.
semi-supervised learning In 1965, Scudder [391] introduces
maybe one of the first semi-supervised classification methods, which
learns a classifier on some initial set of labeled examples and then
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iteratively makes predictions on unlabeled examples and updates the
classifier accordingly.
In the 1970s, generative models are studied in a semi-supervised See Chapelle et al. [66]




setting. Even before the introduction of EM [91], Hosmer studies in
1973 [175] the iterative Maximum Likelihood (ML) estimation of a Gaus-
sian mixture distribution with one component per class, where only
a small part of the data is known to originate in a given component.
Again, the unlabeled examples participate in the estimation by being
soft-assigned to components.
Also in the 1970s, Vapnik [451] advocates transductive inference, mak-
ing predictions only on the unlabeled test set—whereas in inductive
inference, a general decision rule is inferred first. Because the entire
unlabeled test set is used, transductive implies semi-supervised, but





ductive version of the SVM, maximizing the margin over unlabeled as
well as labeled examples. In 1999, Joachims [208] introduces what is
known today as transductive SVM, allowing class overlap and finding
an approximate solution in the form of local search.





(LP) model the manifold structure of the data by a k-NN graph. One is
by Zhu and Ghahramani in 2002 [520], where the solution retains the
labels on labeled examples and is harmonic on unlabeled ones [521].
The other is by Zhou et al. in 2003 [515], where new labels are allowed
on labeled examples. This can be useful e.g. when classes overlap or
even when labels are noisy. The latter solution uses the same kind of
graph filtering as discussed for manifold search in Chapter 10, but
with one query per class.
Deep learning naturally follows the inductive approach, in the
sense that not only the learned model is expected to work on
unseen examples, but the training set is expected to be discarded.
Weston et al. introduce in 2008 [481] maybe one of the first deep The smoothness
assumption: If two
examples are close in a
high-density region,
then so should be the
corresponding
predictions.
learning approaches. Like metric learning [34, 149], it adds an unsuper-
vised loss to minimize the distance of the embeddings of two exam-
ples that are close in the input space. Pseudo-label, introduced by Lee
in 2013 [251], is a modern incarnation of the earliest approaches [391],
treating predictions as if they were true labels.
Many modern approaches add an unsupervised consistency loss on
all data. For instance, temporal ensemble [240] and mean teacher [425]
minimize the distance of two embeddings of the same example ob-
tained by two similar models. This suggests a dual to the smoothness
assumption: If two models are close in the parameter space, then so
should be the corresponding predictions.
Our Deep Label Propagation (DLP) [192] is an inductive incarnation Our Deep Label
Propagation
(DLP) [192].
of LP in a modern deep learning setting. It uses pseudo-labels on un-
labeled data too. However, our pseudo-labels are inferred by LP [515]
rather than by the classifier directly [251]. Because the graph is based
on the network embedding, DLP alternates between performing LP
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and updating the embedding. Weighting unlabeled examples by cer-
tainty provides robustness to incorrect pseudo-labels. DLP is found to
be complementary to consistency losses.
few-shot learning Humans can learn new concepts from justMotivation from
human skills. one example. This skill is developed quite early and applies to lan-
guage, vision or associations between language and vision. Berko
shows in 1958 [41] that we unconsciously learn linguistic rules by
studying how children, aged 4-7, can solve linguistic tasks like form-
ing the plural, past tense or possessive of nonsense words. Carrey
studies in 1978 [59] how children, aged 3, acquire a new word asso-
ciated with a particular color. Landau et al. show in 1988 [244] that
children, aged 2-3, learn new objects of particular shape more easily
when named with nonsense words than when not.
Early computational models attribute this human skill to “priorEarly models.
knowledge” and devise different ways of encoding it. In 1997, Yip
and Sussman [498] induce constraints on linguistic representations of
speech from a corpus of common nouns and verbs. In 2000, Miller et
al. [298] generalize over geometric transformations in learning novelFor instance, italicized
digits are modeled by a
shearing
transformation.
handwritten digits from one example by learning a density of trans-
formations on a corpus of digits. In 2003, Fei-Fei et al. [110] learn a
mixture distribution over appearance and shape from one example of
a novel generic object category, e.g. face or motorbike, by inducing a
conjugate prior from other categories. In 2005, Bart and Ullman [29]
learn novel classes from one example by using informative patches
of similar, familiar classes and adapting them to the example at hand.
In 2011, Lake et al. [242] study a generative model of handwritten
character composition from strokes and parse novel examples using
a library of strokes learned on different alphabets. In 2012, Mensink et
al. [289] use metric learning for the Nearest Class Mean (NCM) classifier
to learn novel classes from few examples.
In the deep learning era, learning novel object categories from oneDeep learning.
or few examples becomes popular in 2016 when Vinyals et al. [460]
form mini-batches called episodes from a labeled set of base classes to
mimic classification tasks from a limited support set over a distinct set
of novel classes. Inference is based on a soft nearest neighbor classifier.
Snell et al. improve this model in 2017 [414] by averaging the embed-
dings of support examples into class prototypes. This is the same as
the NCM classifier, which is used by Waltner et al. in 2016 [464] with
a linear embedding on top of CNN features. The problem is essen-
tially supervised metric learning, particularly when the loss function is
defined beyond pairs or triplets [291, 321, 448].
However, given the support examples, there is opportunity to con-Meta-learning.
tinue learning. Meta-learning [387, 458] refers to learning at two levels,
where generic knowledge is acquired before adapting to more specific
tasks. In few-shot learning, this translates to learning on base classes
how to learn from few novel-class examples without overfitting. Met-
ric learning is then seen as learning how to compare queries with
support examples [460] or class prototypes [414, 464]. Optimization
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
13.2 background and contributions 101
meta-learning [115, 361] amounts to learning a model that is easy to
fine-tune in few steps. Augmentation meta-learning [154, 471] refers to
learning how to generate novel-class examples.
The meta-learning setup is challenged by Gidaris and Komodakis The challenge applies
equally to metric
learning [511] and face
recognition in
particular [354, 465].
[124], who rather learn on base classes a simple parametric classifier,
based on cosine similarity. The same classifier is introduced indepen-
dently by Qi et al. [346], who further fine-tune the network, assuming
access to the base class training set.
Our Dense Classification (DC) [260] builds on this simple classifier Our Dense
Classification
(DC) [260].
by applying it densely over all locations in an image. This is a form
of implicit data augmentation of dense shifts and crops with a single
network evaluation. As a result, we obtain smoother activation maps
that are more aligned with objects. This is the first time that activation
maps are studied in the context of few-shot learning.
In the same work [260], we introduce implanting. Neural implants Our implanting [260].
are convolutional filters in a new processing stream parallel to a pre-
viously trained network, which remains fixed. Few implants learn
new, task-specific features with reduced risk of overfitting. Implant-
ing thus enables training of multiple layers to convergence in the
few-shot regime, departing from prior methods that train either only
the last layer [154] or only for a few iterations [361].
adversarial examples Shortly after the success of AlexNet in
2012 [234], a new challenge appears. Szegedy et al. find in 2013 [424]
that neural networks are sensitive to their inputs: Adding an imper-
ceptible perturbation makes the classifier fail.
Such adversarial examples are not new: In 2009, Hsu et al. [178] attack Adversarial examples
before deep learning.the SIFT detector either by manipulating pixels in the input image to
introduce duplicate local extrema, or by replacing patches by similar
patches from an image database, where no features are detected. A
similar search over a SIFT descriptor database is used by Weinzaepfel
et al. [477] to reconstruct the input image from its collection of SIFT
descriptors. With CNNs being differentiable, Szegedy et al. [424] rather
modify the input image by using back-propagation to minimize a loss
function. The objective is to modify the classifier prediction while
keeping the input distortion low.
Adversarial examples are not particular to nonlinearities either: In
2015, Goodfellow et al. [132] attribute their existence in linear models
to the high dimensionality of the input space. The reason why their Why study adversarial
examples?study becomes so important can be rather sought in the fact that we
now trust CNNs in safety-critical tasks like driving cars. To make mat-
ters worse, adversarial examples are transferable from one model to
another [269] and there exist Universal Adversarial Perturbations (UAPs)
that apply to several models [303].
Goodfellow et al. [132] also introduce a single-step attack that is Adversarial training.
fast enough to generate adversarial examples on the fly during train-
ing. Such adversarial training is a defense mechanism that improves
the robustness to adversarial attacks. Kurakin et al. then introduce in
2016 [236] a more powerful iterative attack. Unless such a powerful it-
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erative attack is used [278], adversarial training is easily broken [441].
As a result, training robust models becomes very expensive.
The situation becomes more complex when Tsipras et al. [444] proveAdversarial robustness
vs. generalization. on a simple data model that adversarial robustness comes at the addi-
tional cost of dropping accuracy on benign (not adversarial) examples.
But this data model is just chosen to simplify the theoretical proof.
So, is this result true in general? Stutz et al. [418] show empirically
that, under the manifold assumption, adversarial examples leave the
manifold; on-manifold adversarial examples exist and using the them
for adversarial training boosts generalization.
Stutz et al. [418] use an autoencoder [246] to approximate the under-
lying manifold of each class. As a result, experiments are constrained
to tiny images. To generate more realistic on-manifold adversarial ex-
amples, a general property of natural images can be used instead:Smoothness.
smoothness. Previous attempts in this direction include e.g. spatial fil-
tering [517], harmonic functions [168] and attacking in the Fourier
domain [145]. All of these constructs are independent of the input
image and none of these attacks is competitive.
Our smooth adversarial examples [504] are an attempt to improve theOur smooth
adversarial
examples [504].
visual quality of adversarial examples by smoothing the noisy gradi-
ent guided by the input image, similarly to style transfer [276, 344]: The
perturbation is locally smooth on flat areas of the input image, but it
may be noisy on textured areas and sharp across edges. Smoothing
follows Chapter 9 and the graph is defined over pixels.
Despite the additional smoothness constraint, which reduces the
effective dimensionality of the perturbation, our attack has the same
success rate at lower distortion compared to a regular attack. Even
when the distortion is higher, the perturbation is totally invisible.
13.3 structure
Chapter 14 addresses metric learning for ranking tasks including fine-
grained classification and image search. It discusses Mining on Man-
ifolds (MoM) [191], an unsupervised method based on differences be-
tween Euclidean and manifold similarity.
Chapter 15 studies Semi-Supervised Learning (SSL), where labels are
limited. It presents Deep Label Propagation (DLP) [192], an inductive
version of the classic Label Propagation (LP) [515].
Chapter 16 discusses the more challenging problem of Few-Shot
Learning (FSL), where not only labels but raw data is limited too. It
presents two solutions, Dense Classification (DC) and implanting [260],
which do not rely on meta-learning.
Finally, Chapter 17 concludes with a study of adversarial examples,
that is, imperceptible perturbations of a given input that make a
model fail. We argue that popular attacks have a fundamental limi-
tation in terms of imperceptibility and present smooth adversarial exam-
ples [504], an attempt to address this limitation.
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We introduce an unsupervised framework for hard example mining [191].
The only input is a collection of images and an initial CNN representation.
Positive examples are distant points on a manifold; negative are nearby
points on different manifolds. Both are revealed by disagreements between
Euclidean and manifold similarities, and can be used with any discrimina-
tive loss. We apply to fine-grained classification and image retrieval.
14.1 introduction
It is common to start with a pre-trained network [164, 408, 422] and
apply metric learning [72, 157, 467] to fine-tune the network for a
task like fine-grained classification [157, 474], particular object re-
trieval [135, 350], or person re-identification [7]. Loss functions like
contrastive [72], triplet [467] or batch-level [321] are typically used on
hard examples, found by sampling or mining mechanisms [157, 307]. Those are training
examples for which the
network performs
poorly.
Training labels may be found by existing algorithms [135, 350], spa-
tial [97] or temporal [469, 470] structure of the data, but in most cases
by human supervision [25, 321]. On one hand, by using class labels, we
miss the opportunity of learning from unlabeled data, learned class
representations are unimodal [369] and the problem remains super-
vised classification. On the other hand, conventional manifold learning
methods are unsupervised [34, 385, 429] but have difficulties general- Most do not learn an
explicit mapping from
the input to the
embedding space.
izing to new data.
(a) Euclidean k-NN (orange) (b) manifold k-NN (purple)
(c) hard positives (green) (d) hard negatives (red)
Figure 14.1: Given an anchor point (black) and its k nearest Euclidean (NNk)
and manifold (NNmk ) neighbors in a dataset (cyan), we choose
positive examples as NNmk \NNk, and negative as NNk \NNmk .
The selection is fully unsupervised, including anchors.
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We attempt to bridge this gap by introducing Mining on Mani-Learning a new
representation
dispenses the need to





folds (MoM) [191], an unsupervised hard example mining mechanism
using manifold similarity [193] on an initial representation space of
unlabeled data. As illustrated in Figure 14.1, given an anchor point,
neighbors on the manifold that are not Euclidean neighbors are con-
sidered positive examples to be attracted to the anchor. Conversely,
Euclidean neighbors that are not manifold neighbors are considered
negative and should be repelled. We apply our method to fine-grained
classification and particular object retrieval.
14.2 preliminaries
problem We are given a training set X = {x1, . . . , xn} ⊂ X , whereAn example may be an
image, video, image
region, local patch, etc.
X is an input space. Function fθ : X → Rd maps an example x ∈ X
to a vector u = fθ(x) in a d-dimensional embedding space U , where θ
is a set of parameters to be learned. Examples X are represented by
a set of features V = {v1, . . . ,vn} ⊂ V , where V is a feature space and
vi = φ(xi) for i ∈ [n]. Function φ may be fθ0 , i.e. the same model fWe write
[n] := {1, . . . , n} for
n ∈ N.
with parameters θ0, supervised or not, or a different model.
The goal of metric learning is to learn the parameters θ such that
matching examples are mapped to nearby points in the embeddingTwo images are





space U , while non-matching examples are well separated. For in-
stance, a matching (non-matching) pair consists of a reference or anchor
example xr and a positive (negative) example x+ (x−). Alternatively,
we may use a triplet (xr, x+, x−). Assuming only the input examples
X and their features V , our goal is to mine such labels without any
supervision [72, 157, 307, 467], existing algorithms [135, 350] or as-
sumptions on the structure of the training data [97, 469, 470].
manifold similarity By NNk(v) (NNmk (v)) we denote the k
Euclidean (manifold) nearest neighbors of vector v in V , i.e., the k
most similar examples in V by Euclidean (manifold) similarity func-
tion s : V2 → R (sm : V 2 → R). To define sm, we form the adjacencyIn fact, sm is a function
of the entire set V . matrix W of the Euclidean k-NN graph of V as in Section 10.2. Then,
following Chapter 9, we normalize it intoW by (9.3) and compute the
n × n regularized Laplacian Lα by (9.6), where α ∈ [0, 1). Following
Section 10.3 and (10.8), the solution z?i of the linear systemAs in Chapter 10, we
solve this system by
CG [316]. Lαz = ei, (14.1)
where ei is the standard n-dimensional basis vector, expresses theThat is, ei is the i-th
column of an n× n
identity matrix.
manifold similarity of vi ∈ V to all vectors in V . We thus define the




i.e., the j-th element of z?i . Observe that s
m is symmetric because
in fact sm(vi,vj) is the (i, j)-th element of L−1α , which is symmetric.L−1α is dense but we
never compute it; we
only compute its
columns as needed.
Finally, the manifold nearest neighbors NNmk (vi) of vi in V are the ele-
ments of V corresponding to the k maximum elements of z?i .
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14.3 hard example selection
positives Given an anchor or query example xr and the corre-
sponding feature vr = φ(xr), we define the positive pool N+(xr) of
xr as the examples in X that correspond to the manifold neighbors
of vr that are not Euclidean neighbors in the feature space: k controls the diversity
of positives, with larger
values corresponding to
harder examples.
N+(xr) := {x ∈ X : φ(x) ∈ NNmk (vr) \NNk(vr)}. (14.3)
As illustrated in Figure 14.1(c), these examples are assumed to be
matching with xr, yet not retrieved well in the feature space. In the
embedding space, positives should be attracted to the anchor so that Mining hard positive
examples, in contrast to
negatives, is not
common.
Euclidean and manifold neighbors agree.
negatives Similarly, we define the negative pool N−(xr) of anchor
xr as the examples in X that correspond to the Euclidean neighbors
of vr that are not manifold neighbors in the feature space:
N−(xr) := {x ∈ X : φ(x) ∈ NNk(vr) \NNmk (vr)}. (14.4)
As illustrated in Figure 14.1(d), these examples are assumed to be non- It is common practice,




matching with xr, yet too close in the feature space. In the embedding
space, negatives should be repelled from the anchor.
anchors We need a diverse collection of anchors that have many
neighboring examples in the feature space V . This is achieved by the
modes of the k-NN graph G. Following [71], we find those as the local
maxima of the stationary distribution on G. Details are given in [191].
We denote by Q the resulting anchor or query set.
14.4 training
At a given training epoch, for each anchor xr ∈ Q, a positive ex-
ample x+ is drawn at random from its positive pool N+(xr), and
a negative x− from a subset of its negative pool N−(xr). This sub-





neighbors of fθ(xr) in the embedding space, where θ is the current
set of parameters. The training set for the epoch is the set of tuples
(xr, x+, x−) for xr ∈ Q. Given such a tuple with corresponding em-
beddings ur := fθ(xr), u+ := fθ(xr) and u− := fθ(x−), we use the
contrastive loss [149],
`c(u
r,u+,u−) := ‖ur − u+‖2 + [m− ‖ur − u−‖]2+, (14.5)
combining a positive and a negative pair, or the triplet loss [467] We write
[x]+ := max(x, 0) for
the positive part of
x ∈ R.
`t(u
r,u+,u−) := [m+ ‖ur − u+‖2 − ‖ur − u−‖]2+, (14.6)
where m is a margin parameter.
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xr N+(xr) N−(xr)
[ July 25, 2019 at 15:02 – classicthesis version 0.1 ][ July 25, 2019 at 15:02 – clas cthesis version 0.1 ][ July 25, 019 at 15:02 – classicthesis version 0.1 ][ July 25, 019 at 15:02 – classicthesis version 0.1 ][ July 25, 2019 at 15:02 – clas cthesis version 0.1 ][ July 25, 019 at 15:02 – classicthesis version 0.1 ][ July 25, 019 at 15:02 – classicthesis version 0.1 ]
[ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – clas cthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – clas cthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ]
[ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – clas cthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – clas cthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – classicthesis version 0.1 ]
[ July 25, 2019 at 15:03 – classicthesis version 0.1 ][ July 25, 2019 at 15:03 – clas cthesis version 0.1 ][ July 25, 2019 at 15:04 – classicthesis version 0.1 ][ July 25, 2019 at 15:04 – classicthesis version 0.1 ][ July 25, 2019 at 15:04 – clas cthesis version 0.1 ][ July 25, 2019 at 15:04 – classicthesis version 0.1 ][ July 25, 2019 at 15:04 – classicthesis version 0.1 ]
Figure 14.2: CUB200-2011 anchor images xr, positives N+(xr) and negatives
N−(xr) used for fine-grained classification. True positives (neg-
atives) in green (red).
14.5 applications
fine-grained classification We use the Caltech-UCSD BirdsThe goal is to learn
embeddings that
discriminate instances
of the same class from
instances of different
classes.
(CUB)200-2011 dataset [463], comprising 200 bird species as classes.
An embedding is learned on 100 classes, while the remaining 100 are
used for testing [321]: Given a test query, the remaining test images
of the same class should be top-ranked according to embedding sim-
ilarity to the query [157, 474]. This is evaluated by Recall@k, while
Normalized Mutual Information (NMI) [285] measures clustering quality.
We only use labels for testing.The feature space V




Figure 14.2 shows examples of anchors with positives and nega-
tives. True positives (negatives) are examples with same (different) la-
bel as the anchor. Despite the absence of labels at training, we achieve
a very clean negatives and a reasonably clean positives.
particular object retrieval We use a 1M subset of the same
Flickr7M collection used by [350] to learn the embedding. Test sets
comprise small objects (Instre [468]), natural scenery (Holidays [201])
and buildings/landmarks (Oxford5k [340] and Paris6k [341]). For
large-scale experiments, we add 100k distractor images [340] to Ox-
ford5k and Paris6k, referred to as Oxford105k and Paris106k respec-
tively. Given a test query, the remaining test images depicting theSimilarity is even more
fine-grained than in






same instance should be top-ranked according to embedding similar-
ity [135, 350], as evaluated by mAP. Modern methods use existing
algorithms to mine pairs [350] or triplets [135] on the training set. We
only use the provided features.
Figure 14.3 shows examples of anchors with positives and nega-
tives. Positives are challenging, while negatives are interesting, de-
picting different objects, which still look similar.
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xr N+(xr) N−(xr)
Figure 14.3: Flickr7M anchor images xr, positives N+(xr) and negatives
N−(xr) used for particular object retrieval.
14.6 experiments
setup In both applications, the initial model fθ is a network pre-
trained on ImageNet and the feature set V consists of R-MAC [438] on All vector
representations are
`2-normalized.
the last convolutional layer of the same model. We use Euclidean sim-
ilarity s(v,v′) := [v>v′]3+ and set α = 0.99 as in Section 10.5 for mani-
fold similarity. We set k to 30 in the k-NN graph, 50 for positives (14.3)
and 100 (10,000) for negatives (14.4) for classification (retrieval). We Negative pools are
constrained to the 50
hardest examples.
use the triplet loss (14.6) with m = 0.5 for classification and contrastive
loss (14.5) with m = 0.7 for retrieval. Training hyperparameters are
detailed in [191].
method labels r@1 r@2 r@4 r@8 NMI
Baseline 35.0 46.8 59.3 72.0 48.1
Cyclic match [255] 40.8 52.8 65.1 76.0 52.6
MoM (ours) 45.3 57.8 68.6 78.4 55.0
Triplet+semi-hard [389] X 42.3 55.0 66.4 77.2 55.4
Lifted-structure [321] X 43.6 56.6 68.6 79.6 56.5
Triplet+ [157] X 45.9 57.7 69.6 79.8 58.1
Clustering [415] X 48.2 61.4 71.8 81.9 59.2
Triplet+++ [157] X 49.8 62.3 74.1 83.3 59.9
Table 14.1: Recall@k and NMI on CUB-200-2011 using GoogLeNet. Compar-
ing our MoM against [255] and baseline as pre-trained on Ima-
geNet. “Labels” indicates using ground-truth labels at training.
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fine-grained classification We use GoogLeNet [422] base-
line as pre-trained on ImageNet, we reduce to an embedding dimen-
sionality of d = 64 by adding a fully-connected layer and we fine-tune
with triplet loss. We use all training images as anchors.This is affordable since
the training set is small
(6k images).
As shown in Table 14.1, our approach outperforms the unsupervised
approach [255] and competes or even outperforms supervised methods
that are using ground-truth labels on the training set.
method hol instre oxf5k oxf105k par6k par106k
testing on MAC [438]
Baseline 79.4 48.5 58.5 50.3 73.0 59.0
SfM [350] 81.4 48.5 79.7 73.9 82.4 74.6
MoM (ours) 82.6 55.5 78.7 74.3 83.1 75.6
testing on R-MAC [438]
Baseline 87.0 55.6 68.0 61.0 76.6 72.1
SfM [350] 84.4 47.7 77.8 70.1 84.1 76.8
MoM (ours) 87.5 57.7 78.2 72.6 85.1 78.0
Table 14.2: mAP on particular object retrieval using VGG. Comparing our MoM
against SfM-based fine-tuning [350] and baseline as pre-trained
on ImageNet. Fine-tuning performed for MAC [438].







pre-trained on ImageNet and we fine-tune MAC representation with
contrastive loss. At testing, we use both MAC and R-MAC [438]. We
compare against [350], which mines labels via a Structure-from-Motion
(SfM) pipeline based on conventional features. Anchor selection is es-
sential here, due to the size of the training set.
As shown in Table 14.2, we improve over the baseline as well as [350]
in most cases. We even improve on Holidays and Instre, where [350]
shows little improvement or is even inferior to the baseline.
14.7 discussion
In this work, we depart from using ground-truth labels or conven-
tional algorithms in metric learning for fine grained similarity. We
experiment with standard contrastive and triplet loss, but there are
many other losses that are functions of more than two or three exam-
ples [30, 235, 247, 321, 448, 488]. It is possible to iterate our approach,
updating the graph and the pools based on the current embedding
space, then updating the embeddings, and so on.
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Label Propagation (LP) [515] is a transductive method for semi-supervised
classification. In this work, we extend it to an inductive setting, introduc-
ing Deep Label Propagation (DLP) [192]. We generate pseudo-labels for
the unlabeled training examples by LP and train a deep neural network to
classify unseen examples. LP uses a nearest neighbor graph of the training
set that we create based on the embeddings of the same network. Therefore
we alternate between performing LP and updating the network.
15.1 introduction
Deep neural networks require large amounts of training examples. Vi-
sual data is available in large quantities, but supervision is provided
either by humans, which is expensive, or automatically on proxy
tasks [61, 96, 125, 136, 191, 331, 351, 470, 489], which is inferior or
not appropriate for high-level tasks like classification.
Semi-Supervised Learning (SSL) is becoming increasingly important
because it can combine data carefully labeled by humans with abun-
dant unlabeled data to train powerful networks. In transductive in-
ference [515, 521], prediction is restricted to the unlabeled examples
of the training set. In modern inductive learning, the goal is general-
ization to unseen data, while the training data is discarded. This is
achieved e.g. by combining a supervised loss on labeled data with un-






the door to learning
from large scale
unlabeled data [353].
can be used to assign pseudo-labels [251, 380].
Classic transductive methods have not been fully exploited in the
inductive setting. The same holds for the manifold assumption—that
similar examples should get the same prediction. In this work, we use
Label Propagation (LP) [515], a transductive classification method based
(a) Training examples and labels (b) LP predictions and certainty
Figure 15.1: Toy example of Label Propagation (LP). Triangles (circles) indicate
labeled (un-labeled) examples. (a) Gray (color) indicates unla-
beled (labeled by color) examples. (b) LP predictions by (15.5)
(certainty by (15.7)) indicated by color (size).
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on the manifold assumption, to infer pseudo-labels for unlabeled data
and use them to train a classifier. We call this inductive extension Deep
Label Propagation (DLP) [192].
DLP alternates between two steps: (a) Train the network on labeled
and pseudo-labeled data. (b) Use the k-NN graph of the embeddings
of the network to perform LP, inferring pseudo-labels for unlabeled
examples, as well as a certainty-based weight per example. Training
is performed on all data, weighted by certainty.
15.2 preliminaries
problem We are given a training set X := {x1, . . . , xn} ⊂ X , where
X is an input space. A subset XL := {xi : i ∈ L} with L ⊂ [n] is labeledWe write
[n] = {1, . . . , n} for
n ∈ N.
by yL := (yi)i∈L with yi ∈ [c], where c is a number of class labels. The
remaining examples XU := X \ XL with U := [n] \ L are unlabeled.
The goal is to use all examples X and labels yL to train a classifier
that maps new examples from X to class labels.
classifier The classifier network fθ : X → Rc, where θ are the
network parameters, maps an input example xi ∈ X to a vector
fθ(xi) ∈ Rc of class probabilities. The corresponding prediction ŷi ∈ [c]
is the class of maximum probabilityfθ(xi)j denotes the
j-th element of vector
fθ(xi). ŷi := arg max
j∈[c]
fθ(xi)j . (15.1)
As a by-product of learning, we assume access to an embedding net-For example, fθ may
consist of φθ followed
by an FC layer and
softmax.
work φθ : X → Rd, mapping xi to a feature vector vi := φθ(xi).
supervised loss In supervised classification, network parameters θ
are learned by minimizing a supervised cost function of the formThis function applies
only to labeled
examples XL. Js(XL,yL; θ) :=
∑
i∈L
` (fθ(xi), yi) . (15.2)
A standard choice for the loss function ` is cross-entropy, given by
`(p, j) := − log pj for p ∈ Rc+, j ∈ [c].
15.3 background
pseudo-labeling By assigning a pseudo-label ŷi to each exam-
ple xi for i ∈ U and writing ŷU := (ŷi)i∈U , the following pseudo-label
cost function applies to unlabeled examples XU :
Jp(XU , ŷU ; θ) :=
∑
i∈U
` (fθ(xi), ŷi) . (15.3)
An example is [251], where θ is learned by (15.2) on XL and then
pseudo-labels are assigned by network predictions (15.1) on XU .
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label propagation Following the definitions of Chapter 9, given
an n× n adjacency matrix W of the training set, we normalize it into
W by (9.3) and compute the n × n regularized Laplacian Lα by (9.6),
where α ∈ [0, 1). We also define an n× c label matrix Y by The i-th row of Y is an
one-hot encoding of
label yi if i ∈ L and
zero otherwise.yij :=
{
1, if i ∈ L ∧ yi = j
0, otherwise
(15.4)
for i, j ∈ [n]. Defining the n × c matrix Z? as the solution of linear We write the (i, j)-th
element of matrix A as
aij .
system (9.9), LP [515] makes a prediction for xi ∈ X according to
ŷi := arg max
j∈[c]
z?ij . (15.5)
As illustrated in the toy example of Figure 15.1, LP is a transductive
method: Its predictions are constrained to X . To extend to unseen
examples in X , one
needs to store the
training set X .
Similarly to (9.17), Z? minimizes a quadratic cost where a smooth-
ness term encourages nearby examples get the same predictions, while
a fitness term encourages predictions to respect labels Y [515].
15.4 deep label propagation
In an inductive framework, the smoothness term becomes an unsuper-
vised loss encouraging consistency between nearby example predic-
tions. Indeed, such solution is adopted by [481]. This is not very effi- Solving (15.6) for Z? is
efficient because it does
not need feeding data to
the network. Then, the
learning process drives
all examples directly to
Z?.
cient because the gradient propagates from each example to its neigh-
bors only at each iteration. Our idea is thus the following:
Instead of just encouraging nearby examples to get the same pre-
dictions, we encourage all examples to get predictions directly as
obtained by label propagation, as if they were all labeled.
pseudo-labels Given network parameters θ, let V := {v1, . . . ,vn}
be a feature set, where vi := φθ(xi) for i ∈ [n]. We form the adjacency
matrix W of the k-NN graph of V as discussed in Section 10.2. Defin-







perform LP by solving the linear system (9.9)
LαZ = Y (15.6)
using the CG method, which is faster than the iterative process of [515].
Given the solution Z?, we infer pseudo-labels ŷU := (ŷi)i∈U , where ŷi
is given by (15.5).
certainty and balancing Pseudo-labels are not equally cer-
tain. Apart from prediction ŷi (15.5), LP can give a vector of class
probabilities η1(z?i ), where z
?
i is the i-th row of Z
? and η1 denotes We write
η1(z) := z/ ‖z‖1 for
z ∈ Rc.
`1-normalization. We can then measure the certainty of ŷi and assign
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where H(p) := −∑j∈[c] pj log pj is the entropy of distribution p ∈ Rc+.
As illustrated in Figure 15.1(b), the manifold containing “red” labels
is still predicted as “red”, although several examples are far away
from the labels, thus having little certainty.
In addition, to encourage balance of pseudo-labels over classes, we
assign class j a weight βj := (|Lj | + |Uj |)−1, where Lj (Uj) is the
number of examples labeled (pseudo-labeled) as class j for j ∈ [c].
weighted cost Given the above definitions of example and class
weights, the following weighted cost function applies to both labeled











ωiβŷi` (fθ(xi), ŷi) . (15.8)
This is the sum of weighted versions of Js (15.2) and Jp (15.3), where












Jw(X,yL, ŷU ; θ) (7.8)
for 1 epoch
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Figure 15.2: Deep Label Propagation (DLP). We first learn a classifier fθ on la-
beled examples XL (15.2). We then iterate (a) computing a k-NN
graph of the current features V := φθ(X) and its regularized
Laplacian Lα (9.6), (b) performing LP (15.6), and (c) training fθ
with true labels yL on labeled examples XL and pseudo-labels
ŷU (15.5) + weights (15.7) on unlabeled examples XU (15.8).
iterative training Starting with randomly initialized parame-
ters θ, we train the network fθ for T epochs on the labeled examples
XL and labels yL using the supervised cost (15.2). Using the learned
embedding φθ, we then iterate the following process T ′ times:
1. Extract features V := φθ(X) on the entire training set X and
form the Laplacian Lα (9.6) of the k-NN graph of V .
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2. Perform LP by solving linear system (15.6) and infer pseudo-
labels ŷU by (15.5) and weights by (15.7).
3. Train fθ for one epoch on the training set X , labels yL and
pseudo-labels ŷU using the weighted cost Jw (15.8).
This iterative learning process is illustrated in Figure 15.2.
15.5 experiments
setup We evaluate our DLP against or combined with Mean Teacher
(MT) [425], which applies (15.2) to the labeled examples and an unsu-
pervised consistency loss between two models to the entire training
set. The combination uses the sum of the two cost functions. We As detailed in [192], we





use Canadian Institute for Advanced Research (CIFAR)-10 [233], CIFAR-
100 [233] and miniImageNet [460], containing 10, 100 and 100 classes
respectively; we draw 10, 3 and 3 splits respectively of the training
set into labeled and unlabeled subsets. All training (test) sets contain
50k (10k) images. The labeled subsets are uniform over classes and
vary between 1-20% of the training set.
We use the same 13-layer convolutional network that is used in
prior work [240, 425]—referred to as C13—on CIFAR-10 and CIFAR-100,
and Resnet-18 [164] on miniImageNet. Pre-processing, data augmen- In both networks, fθ
consists of φθ followed
by `2-normalization, an
FC layer and softmax.
tation and training hyperparameters are detailed in [192]. We set k =
50 for the k-NN graph and α = 0.99 in (9.6). We train for 180 epochs
in total. We evaluate on the test set by mean classification error and
standard deviation over the splits.
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Figure 15.3: Accuracy of pseudo-labels predicted by LP (15.5) against net-
work (15.1) using C13 on CIFAR-10 with 500 labels.
results Figure 15.3 shows the progress of the pseudo-label ac-
curacy on unlabeled images XU throughout the training process. LP
predictions are consistently better than network predictions.
Figure 15.4 demonstrates how weights ωi (15.7) accurately estimate
the certainty of the predictions: While most examples are misclassi-
fied in the beginning, predictions become more accurate as training
evolves. The proposed weighting mechanism is robust to incorrect
pseudo-labels and prevents model collapse.
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(a) epoch 0 (b) epoch 90
Figure 15.4: Distribution of weights ωi (15.7) for unlabeled images at differ-
ent epochs during training of C13 on CIFAR-10 with 500 labels.
dataset cifar-10 cifar-100 miniimagenet
# labels 500 1,000 4,000 10,000 4,000 10,000
Supervised 49.08±0.83 40.03±1.11 55.43±0.11 40.67±0.49 53.07±0.68 38.28±0.38
DLP 32.40±1.80 22.02±0.88 46.20±0.76 38.43±1.88 47.58±0.94 36.14±2.19
MT [425] 27.45±2.64 19.04±0.51 45.36±0.49 36.08±0.51 49.35±0.22 32.51±1.31
MT [425] + DLP 24.02±2.44 16.93±0.70 43.73±0.20 35.92±0.47 50.52±0.39 31.99±0.55
Table 15.1: Error rate (mean±std over splits) of our DLP against or combined
with MT [425] for different numbers of labels |L| using C13 on
CIFAR-10 and CIFAR-100 and ResNet-18 on miniImageNet. Super-
vised baseline uses (15.2) only on the labeled examples XL. The
remaining methods are semi-supervised on the entire set X .
As shown in Table 15.1, either our DLP or the combination with
MT [425] performs the best out on all datasets, demonstrating that the
two approaches are complimentary. The gain over MT alone is more
pronounced when the number of labels is small. DLP alone performs
best on miniImageNet with 4k labels.
15.6 discussion
Most recent approaches for deep SSL rely on training with unsuper-
vised objectives on both labeled and unlabeled examples. Our ap-
proach relies on graph-based label propagation to infer pseudo-labels
for the unlabeled examples. These pseudo-labels are shown to be
more accurate than the ones inferred by the network itself. This idea
is in principle complementary to unsupervised objectives, which is
experimentally confirmed.
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
16F E W- S H O T L E A R N I N G
In Few-Shot Learning (FSL), we target knowledge transfer from a train-
ing set with abundant data to sets with few available examples. In this
work [260], we introduce two simple solutions: (i) Dense Classification
(DC) over feature maps, which for the first time studies local activations in
the domain of FSL, and (ii) implanting, that is, attaching new neurons to
a previously trained network to learn new, task-specific features. Implanting
enables training of multiple layers in the few-shot regime, departing from
most related methods that train only the final layer.
16.1 introduction
Even if it is possible to learn with limited or no supervision, there
are tasks and classes with even limited raw data, i.e. from the long-
tail [472]. Deep neural networks pose several challenges in the low-
data regime, in particular in terms of overfitting and generalization.
The subject of FSL is to learn to recognize previously unseen classes only
with very few annotated examples.
This is not a new problem [111], yet there is a recent interest in
meta-learning [42, 115, 229, 384, 460]: Even when there is single large This is inspired by
early work on learning
to learn [174, 430].
training set with a fixed set of classes, it is treated as a collection of
sets of different classes, where each class has a few annotated exam-
ples. Here we argue instead that a simple pipeline using all available
classes and data with a parametric classifier is equally effective.
Most few-shot learning approaches do not deal explicitly with spa-
tial information since feature maps are usually flattened or pooled be-
fore the classification layer. Instead, we show that performing Dense
Classification (DC) over feature maps during representation learning
consistently improves performance on novel tasks.
While incremental learning touches similar aspects with FSL by learn-
ing to adapt a network to new tasks [282, 283] or extending a network
with new layers for each new task [377], few of these ideas have been
adopted in FSL. We introduce neural implants, which are layers at-
tached to an already trained network, enabling it to quickly adapt to
new tasks with few examples.
16.2 preliminaries
problem We are given a training set X := {x1, . . . , xn} ⊂ X where
X is an input space, and corresponding labels y := (y1, . . . , yn) with
yi ∈ [c], where c is a set of base classes. On this training set we are We write
[n] = {1, . . . , n} for
n ∈ N.
allowed to learn a representation of the domain X such that we can
solve new tasks. This representation learning we call stage 1.
115
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In a new Few-Shot Learning (FSL) task, we are given a set of few
support examples X ′ := {x′1, . . . , x′n′} ⊂ X and corresponding labels




i ∈ [c′], where c′ is a number of novel classesBase and novel classes
are disjoint. and n′  n; with this new data, the goal is to learn a classifier that
maps a new query example from X to a class label in [c′]. The latter




Classification is called c′-way; if there is a fixed number k of support
examples per novel class, it is called k-shot. FSL is typically evaluated
on a large number of new tasks, with queries and support examples
randomly sampled from (X ′,y′).
classifier The classifier network fθ : X → Rc (resp. Rc
′
), where
θ are the network parameters, maps an input example x ∈ X to a
vector fθ(x) ∈ Rc (resp. Rc
′
) of base (resp. novel) class probabilities.
The prediction for input x ∈ X is the class of maximum probabilityfθ(x)j denotes the j-th
element of vector fθ(x). arg maxj∈[c] fθ(x)j (resp. [c′]). As a by-product, we assume an embed-
ding network φθ : X → Rr×d. Since we study the spatial properties of
the input, the embedding is a tensor, where r is the spatial dimen-For 2d images, the
embedding is a 3d
tensor in Rw×h×d,
where r = w × h is the
spatial resolution.
sions and d the feature dimension. It can still be a vector if r = 1.
16.3 background
prototypes In Prototypical Networks (PN) [414], one finds a single
prototype per novel class and classifies a query to the nearest proto-
type. Given X ′,y′ and an index set S ⊂ [n′], let Sj := {i ∈ S : y′i = j}
index the support examples in S labeled in class j ∈ [c′]. The prototype









for j ∈ [c′]. If C := (c1, . . . , cc′), the classifier is defined asFor n ∈ N, we write
[e(i)]ni=1 :=
(e(1), . . . , e(n)) for
expression e(i) of








for x ∈ X , where s is cosine similarity and σ : Rm → Rm is the softmax
function σ(a) := (ea1 , . . . , eam)
/∑m
j=1 e
aj for a ∈ Rm, m ∈ N.s(v,v′) :=
〈v,v′〉 /(‖v‖ ‖v′‖) for
v,v′ ∈ Rr×d; 〈·, ·〉 and
‖·‖ are Frobenius inner
product and norm
respectively.
In stage 2, the full index set S := [n′] is used and computing class
prototypes (16.1) is the only learning to be done.
In stage 1, a number of fictitious tasks called episodes are generated
by randomly sampling a number classes from [c] and then a number
of examples per class from X with their labels from y. These collec-
tions are denoted as X ′,y′ respectively, of length n′. The set [n′] is
partitioned into a support set S ⊂ [n′] and a query set Q := [n′] \S. TheThese collections are
supposed to be support
examples and queries of
novel classes; queries
are now labeled and the
goal is to classify them
correctly.










on the query set Q, where ` is the cross-entropy loss function given by
`(p, j) := − log pj for p ∈ Rm+ , j ∈ [m] and m ∈ N.
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cosine classifier This is a parametric classifier trained in a
standard classification setting in stage 1 [124, 346]. If wj ∈ Rr×d is
the weight parameter of class j ∈ [c], the classifier is defined by







for x ∈ X , where W := (w1, . . . ,wc) and τ > 0 is a trainable scale
parameter. Training involves minimizing over θ,W the cost function
Jc(X,Y ; θ,W ) :=
n∑
i=1
`(fθ,W (xi), yi). (16.5)
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(a) flattening (b) global pooling
Figure 16.1: An embedding φ(x) is compared to class weights wj by similar-
ity (s); softmax (σ) and cross-entropy (`) follow. (a) Flattening is
equivalent to class weights having the same shape r× d as φ(x).
(b) By global pooling, φ(x) is reduced (Σ) to vector a ∈ Rd before





φ(x)(r1) s σ `
φ(x)(r2) s σ `
φ(x)(r3) s σ `
class weights
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Figure 16.2: Dense Classification (DC). The embedding A := φ(x) ∈ Rr×d is
seen as a collection of vectors A(r1), . . . , A(r3) ∈ Rd, each rep-
resenting a region of x. Each vector is compared independently
to the same class weights and the losses are added.
16.4 dense classification
There are two common ways of handling an embedding tensor φθ(x) ∈ Alternatively, the
weight parameter is a
tensor of the same
shape as the embedding.
Rr×d. The first is an FC layer [124, 414, 460], which can be seen as flat-
tening the tensor into a vector of length r × d, as in Figure 16.1(a).
This is discriminative, but not invariant. The second is Global Average
Pooling (GAP) [124, 300, 327], reducing the tensor to a vector of length
d, as in Figure 16.1(b). This is invariant, but less discriminative.
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architecture Dense Classification (DC), a new approach, is shownFor 2d images,
Ω = [w]× [h]. in Figure 16.2. We view the embedding φθ(x) as a collection of vec-
tors [φθ(x)(r)]r∈Ω, where Ω is the spatial domain and φθ(x)(r) ∈ RdGiven A ∈ Rr×d,
A(r) ∈ Rd collects
elements of all channels
of A at position r ∈ Ω.
represents a single spatial position r ∈ Ω.
In stage 1, we adopt a cosine classifier [124, 346], where weight pa-
rameters are vectors in Rd, shared over all spatial positions, and the
classifier fθ,W : X → Rr×c maps an input to a tensor in Rr×c. If
wj ∈ Rd is the weight parameter of class j ∈ [c], (16.4) becomesThis operation is 1× 1
convolution followed by









for x ∈ X . Then, fθ,W (x)(r) ∈ Rc is a vector of class probabilities
at position r ∈ Ω, while fθ,W (x)(j) ∈ Rr is the probability of class
j ∈ [c] as a function of position. This differs from Class ActivationGiven A ∈ Rr×c,
A(j) ∈ Rr collects
elements of A at all
positions in channel
j ∈ [c].
Mapping (CAM) [514] in that softmax suppresses all but the strongest
responses at each position.
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pooling dense pooling dense
Figure 16.3: Examples overlaid with CAM [514] using ResNet-12 (cf . §16.7)
trained with GAP or DC (16.6). Blue (red) is low (high) activa-
tion for ground truth. Top: Base classes (walker hound, tile roof ).
Bottom: Novel classes (king crab, ant).
training The cost function (16.5) becomes





`(fθ,W (xi)(r), yi). (16.7)
As shown in Figure 16.3, by encouraging the classifier to make correctDC differs from
semantic
segmentation [272,
318] in that we use an
image-level label.
predictions everywhere, DC results in smoother activation maps that
are more aligned with objects. DC behaves like implicit data augmenta-
tion of dense shifts and crops with a single network evaluation.
16.5 implanting
From stage 1, we only keep the embedding network φθ. By implanting,
we find new discriminative features for a new task in stage 2.
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Forward base classes 
Forward novel classes 
Backprop novel classes 
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Backprop base classes 
Image 
Figure 16.4: Neural implants are convolutional filters in a new processing
stream parallel to the base network. The input of an implant is
the depth-wise concatenation of activations from both streams.
Parameters learned in stage 1 are frozen in stage 2.
architecture Beginning with the base embedding network φθ, With implanting, we
reduce the risk or
overfitting by adding a




we widen it by adding new convolution kernels, called implants, in a
number of its top convolutional layers. As illustrated in Figure 16.4,
we are creating a new stream of data in parallel to the base stream,
learning additional connections for the new tasks.
Let Al (A′l) be the output activation of base (implant) layer l. Then





l exists, and Al otherwise. The set of all new parameters




l are the parameters of the l-th implant,
l0 is the first layer with an implant and L the network depth. The
widened embedding network is φθ,θ′ .
training We use fictitious subtasks as in PN [414], however we This process is
deterministic. Because
only one support
example is missing, the
true task is
approximated well.
are now working on novel classes in stage 2. In each subtask, we use
each true support example alone as query and the rest as support:
For each i ∈ [n′], we define a query set Qi := {i} and a support set
Si := [n
′] \ Qi. We compute prototypes Ci on index set Si according
to (16.1), replacing θ by (θ, θ′). The widened classifier fθ,θ′,Ci is similarly
given by (16.2). Similarly to (16.3), we freeze the base parameters θ and
learn the implants by minimizing over θ′ the cost function Prototypes are
recomputed at each
iteration based on the
current version of
implants.













pute class prototypes by (16.1). Given a query x ∈ X , we can perform
GAP to its embedding φθ,θ′(x) too and classify it to the nearest pro-
totype. Alternatively, we can densely classify the embedding φθ,θ′(x),
by soft-assigning the embedding φθ,θ′(x)(r) of each spatial position r













and classifying to arg maxj∈[c′] fθ,θ′,C(x)j .
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16.7 experiments
setup We use ResNet-12 [327] as an embedding network. We eval-




of resolution 84× 84 in
100 classes.
classes for training, validation and testing respectively. To generate
the support set X ′ of a novel task, we randomly sample c′ classes from
the validation or test set and from each class we sample k images. We
report the average accuracy and the corresponding 95% confidence inter-
val over 5k (10k) such tasks for implanting (remaining) experiments,
where each task contains 30 queries per class.
method 1-shot 5-shot 10-shot
GAP 58.61±0.18 76.40±0.13 80.76±0.11
DC (ours) 62.53±0.19 78.95±0.13 82.66±0.11
DC + wide 61.73±0.19 78.25±0.14 82.03±0.12
DC + imp (ours) – 79.77±0.19 83.83±0.16
Gidaris et al. [124] 55.45±0.70 73.00±0.60 –
PN [327] 56.50±0.40 74.20±0.20 78.60±0.40
tadam [327] 58.50±0.30 76.70±0.30 80.80±0.30
Table 16.1: Average 5-way novel-class accuracy on miniImageNet using ResNet-12
except for [124]. GAP, DC and wide (last residual block widened
by 16 channels): Stage 1. imp (implanting): Stage 2, using GAP on
both support and queries. At testing, we use GAP on support and
GAP or DC on queries, depending on the choice of stage 1.
results Table 16.1 shows that using DC rather than GAP in stage
1 improves novel tasks significantly. In stage 2, we add implants ofThe most gain appears
in 1-shot classification. 16 channels to all convolutional layers of the last residual block of
the network, which helps further. This gain does not come from in-
creased feature dimensionality, because just widening in stage 1 actu-
ally hurts performance. As shown in the bottom part, we outperform
other methods by a large margin. Our baseline GAP is already compet-
itive with tadam [327], the previous state-of-the-art using the sameOur best results are at
least 3% better in all
settings.
network, while using a simpler cosine classifier in stage 1.
16.8 discussion
In this work we build upon a simplified process for learning on the
base classes using a standard parametric classifier. We investigate ac-
tivation maps for the first time in FSL and devise a new way of han-
dling spatial information, improving the spatial distribution of the
activation. We further adapt the network for new tasks by implanting
neurons with limited new parameters. For the first time in FSL, we
train several convolutional layers to convergence.
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In this work, we investigate the visual quality of the adversarial examples.
We introduce smooth adversarial examples [504], where the perturbation
is locally smooth on flat areas of the input image, while it may still be noisy
on textured areas and sharp across edges. This operation relies on Laplacian
smoothing, which we integrate in the attack pipeline. Despite the additional
constraint of smoothness, our attack has the same probability of success at
lower distortion under a white-box scenario.
17.1 introduction
Adversarial examples result from applying an imperceptible perturba-
tion to an image that can change a neural network’s prediction [424].





works to their input, assessing imperceptibility remains elusive: User
studies show that p-norms are largely unsuitable [398]. But human as-
sessment of whether an image is adversarial is hard when the p-norm
of the perturbation is small. We thus ask the following question:
Given a single image, can the effect of a perturbation be magni-
fied to the extent that it becomes visible and a human may decide
whether this example is benign or adversarial?
Figure 17.1 shows that the answer is affirmative for a range of pop-
ular attacks. Assuming that natural images are piecewise smooth, we
devise a simple adversarial magnification mechanism [504]. Without
knowledge of the original image, it can reveal not only the presence One can recognize the
pattern of Fig. 4





of an adversarial perturbation but also identify the attack.
Motivated by this example, we argue that popular adversarial at-
tacks have a fundamental limitation in terms of imperceptibility that
we address by smooth adversarial examples [504]. More than just be-
ing “natural” [512] or smooth [145, 168], they are consistent with the
smoothness pattern of the input image. They are photorealistic, low-
distortion, and invisible even under magnification.
17.2 preliminaries
classifier Let X := [0, 1]n×d denote images of n pixels and d color The parameters of the
classifier are not shown:
They remain fixed.
channels. A classifier f : X → Rk maps an image x ∈ X to a vector
f(x) ∈ Rc of class probabilities over c given classes. The prediction
π : X → [c] maps x ∈ X to the class of maximum probability: [n] := {1, . . . , n} for
n ∈ N.
π(x) := arg max
k∈[c]
f(x)k. (17.1)
If a true label t ∈ [c] is known, the prediction is correct if π(x) = t. f(x)k is the k-th
element of vector f(x).
121
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(a) original (b) CW [60] (c) DeepFool [304] (d) FGSM [132]
(e) magnified (f) sCW (ours) (g) UAP [303] (h) I-FGSM [236]
Figure 17.1: (Zoom in for better view.) Magnified versions of adversarial exam-
ples generated by different attacks (b-d), (f-g) on input image
(a), revealing the adversarial perturbation. Our smooth adversar-
ial example, even when magnified (f), is indistinguishable from
the magnified version of the original (e).
problem Let x ∈ X be an image with true label t. An adversarial
example a ∈ X is an image such that the distortion ‖x− a‖ and the
probability f(a)t are small. This problem takes two forms:







subject to ‖a− x‖ ≤ ε, (17.3)
where ε is a distortion target. The performance is measured by
the probability of success P(π(a) 6= t) as a function of ε.




requires π(a) = t′ for a




subject to π(a) 6= t. (17.5)
The performance is measured by the expected distortion E(‖a− x‖).
We focus on this form.
17.3 background : attacks




Sign Method (FGSM) [132] performs a single step in the direction of the
(element-wise) sign of the loss gradient with∞-norm ε,
a := projX (x + ε sign∇x`(f(x), t)) , (17.6)
where ` is the cross-entropy loss `(p, k) := − log pk for p ∈ Rc, k ∈ [c].
Iterative FGSM (I-FGSM) [236] initializes a0 := x and then iteratesprojX(a) :=
arg mina′∈X ‖a− a′‖,
where X is closed and
convex.
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a(t+1) := projX∩B∞[x;ε]
(
a(t) + α sign∇x`(f(a(t)), t)
)
. (17.7)
In both attacks, projection is element-wise by clipping. Bp[x; ε] is the closed
p-norm ball of radius ε,
center x.target success Szegedy et al. [424] propose a Lagrangian formu-
lation of (17.4)-(17.5), minimizing the cost function
J(a, c) := ‖x− a‖2 + λ`(f(a), t), (17.8)
where λ is a Lagrange multiplier for (17.5). The attack of Carlini &
Wagner (CW) [60] pertains to this approach. It uses the loss function [x]+ := max(x, 0) is
the positive part of
x ∈ R.`m(p, k) := [log pk −max
j 6=k
log pj +m]+ (17.9)




log pj for j 6= k by at least margin m ≥ 0. A change of variable elim-
inates the box constraint, replacing a ∈ X by σ(w), where w ∈ Rn×d
and σ is the element-wise sigmoid function. The CW attack then uses
the Adam optimizer [225] to minimize the cost function σ(x) := 1/(1 + e−x)
for x ∈ R.
J(w, λ) := ‖σ(w)− x‖2 + λ`m(f(σ(w)), t). (17.10)
over w ∈ Rn×d. This is repeated for different λ by line search. When the margin is
reached, `m vanishes
and the distortion term
pulls σ(w) back to x.17.4 guided smoothing
To make our perturbation invisible even under magnification, we
smooth it guided by the input image. Guiding is similar to guided fil-
tering [160, 339], but we use graph filtering [223, 516] for the filtering
operation itself, as discussed in Chapter 9.
graph We build a weighted undirected graph having the n pixels
of the input image x as vertices. The i-th vertex is associated with
feature xi ∈ [0, 1]d, the i-th row of x, and position ri ∈ Ω, where Ω := w, h are the width and
height of x.[w]× [h] is the spatial domain. Edge (i, j) has weight
wij :=
{
κf (xi,xj)κs(ri, rj), if i 6= j
0, if i = j
(17.11)
for i, j ∈ [n], where κf is a feature kernel and κs is a spatial kernel. The
kernels are truncated such that the adjacency matrix W is sparse.
filtering Following Chapter 9, we normalize W into W by (9.3)
and compute the regularized Laplacian Lα by (9.6), where α ∈ [0, 1).
Then, given a signal y ∈ Rn×d, the smoothed version is L−1α y (9.9). To
preserve the dynamic range of y, we row-wise normalize by Here, 1 ∈ Rn is an
all-ones vector.
sα(y) := diag(L−1α 1))−1L−1α (y). (17.12)
The smoothing function sα of course depends on x. We say sα is smooth- α controls the
bandwidth: sα is
all-pass for α = 0 and
low-pass as α→ 1 (cf.
Figure 9.1).
ing guided by x and the output is smooth like x.
In interactive segmentation [138, 223, 456] (resp. semi-supervised clas-
sification [516, 521]), y represents labels at few pixels (resp. examples)
and is zero elsewhere. Here it is an arbitrary real-valued signal.
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energy minimization Similarly to (9.17), sα(y) is proportional







wij ‖ẑi − ẑj‖2 + (1− α) ‖z− y‖2F , (17.13)
where ẑ := D−1/2z and D is given by (9.2) [516]. The first pairwiseẑi is encouraged to stay
close to ẑj when wij is
large.
smoothness term encourages z to be smooth wherever x is. The second
unary fitness term encourages z to stay close to y.
(a) original x (b) adversarial a: CW (c) adversarial a: sCW
(d) ‖z‖ = 3.64 (e) ‖z‖ = 4.59
Figure 17.2: Attacks against Inception-v3 on ImageNet. (d,e) Perturbation
z, scaled to [0, 1] independently per channel. Despite its higher
distortion, z is ’smooth like’ x and totally invisible for sCW.
17.5 smooth adversarial examples
Our key idea is that the perturbation z := a−x is smooth like the input
image x. This is achieved by a smoothing operation guided by x, which
we integrate into CW (17.10). Instead of representing z implicitly as a




directly, while using the element-wise clipping function projX (a) =
min([a]+, 1) to satisfy the box constraint a ∈ X (17.4):
min
z
λ ‖z‖2 + `m(f(projX (x + z)), t). (17.14)
smoothness penalty A straightforward choice would be to in-Optimizing (17.14)
results in ‘independent’
updates at each pixel.
troduce a pairwise loss term µ
∑
i,j wij ‖ẑi − ẑj‖2 into (17.14). A prob-
lem is that the spatial kernel is typically narrow, so it would take a lot
of iterations to achieve smoothness globally, each requiring a forward
and backward pass through the classifier network.
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smoothness constraint Instead, we introduce the loss term
µQα(z,y) (17.13) where y ∈ Rn×d is unconstrained, while z should be
close to y and smooth like x (17.13), as well as small (17.14). Then, by
letting µ→∞, this term becomes a hard constraint z = sα(y) (17.12),
imposing a globally smooth solution at each iteration:
min
y
λ ‖sα(y)‖2 + `m(f(projX (x + sα(y))), t). (17.15)
During optimization, every iterate of perturbation z is indeed smooth
like x. We call this the smooth Carlini & Wagner (sCW) attack.
optimization Problem (17.15) has the same form as (17.14), where
z has been replaced by sα(y). This implies that we can use the same
optimization method as the CW attack, where we initialize by y =
0n×d and we apply function sα at each iteration.
We use CG [316] to solve the linear system Lαz = y (9.7) for z.
Matrix Lα is fixed during optimization, depending only on the input
image x. Gradients are easy to compute because smoothing is linear: In the backward pass,
we auto-differentiate
through the forward CG
iterations.
In the backward pass, the gradient of objective (17.15) w.r.t. y is ob-
tained from the gradient w.r.t. z (or a) by smoothing, much like how
z is obtained from y in the forward pass, z = sα(y) [504].
As shown in Figure 17.2, sCW produces smooth perturbations that
are totally invisible in natural images. The reason is the ‘phantom’ of
the original, revealed when the perturbation is isolated.
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Figure 17.3: Operating characteristics against Inception-v3 (solid) and
ResNet-v2-50 (dashed) on ImageNet [238].
17.6 experiments
setup We focus on a white-box setting, where the network is fully Attacks are
untargetted.known to the attacker. We compare target distrortion ∞-norm attacks
FGSM [132] and I-FGSM [236] as well as target success 2-norm attacks
CW [60] and our smooth version sCW. We use Inception-v3 [423] and
ResNet-v2-50 [165] networks on dataset [238], comprising 1,000 Im-
ageNet [376] images. We use a Laplacian feature kernel and a 3 × 3
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neighborhood spatial kernel (17.11); we set α = 0.997 and use 50 iter-
ations of CG (17.12). Parameters of the attacks are detailed in [504].
evaluation protocol We introduce a new protocol that is more
elaborate and more fair in comparing different types of attacks as
discussed in Section 17.2. Given a test image set, we only consider
its subset X of N images that are classified correctly without any
attack. Let Xsuc be the subset of X where the attack succeeds and
dist(x) := ‖a− x‖ the distortion for image x ∈ Xsuc. The operating
characteristic function Psuc : R+ → [0, 1] measures the probability of
success as a function of a given upper bound ∆ on distortion:This function increases
from 0 to |Xsuc| /N as




|{x ∈ Xsuc : dist(x) ≤ ∆}| (17.16)
for ∆ ∈ R+. For distortion targeting attacks, we run an attack over
the test set with different target distortions ε. The attack succeeds on
image x ∈ X if it succeeds in at least one run. For x ∈ Xsuc, the
distortion dist(x) is the minimum distortion over all runs.





shifted to the right.
nal CW in terms of distortion, while keeping the probability of success
roughly the same. This is surprising: We would expect a price to be
paid for a better invisibility as the smoothing is adding an extra con-
straint on the perturbation.
CW internally optimizes its parameter λ independently per image,
while for FGSM and I-FGSM we externally set a small set of target distor-
tions ε on the dataset. Our new evaluation protocol is fair, given thatAs a result, the
operating characteristic
is piecewise constant in
Figure 17.3.
CW is more expensive. As an interesting finding, distortion-targeting
attacks are more competitive than previously thought.
17.7 discussion
Smoothing helps mask the adversarial perturbation, when it is ‘like’
the input image. It allows the attacker to delude the classifier thanks
to larger distortions, while still being invisible. It is impressive how
sCW improves upon CW in terms of distortion and imperceptibility at
the same time, given that it is more constrained. The question raised
in the introduction is still open: Figure 17.1(f) shows that a human
cannot make the difference between the input image and its adver-
sarial example even under magnification. This does not mean that an
algorithm will not detect some statistical evidence.
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Part IV
B E Y O N D
We summarize more of our past and present contribu-
tions, reflect on our contributions in the present context
and consolidate the ideas exposed in this manuscript. We
then put forth a vision for future research and attempt to
draw a road map of ideas that are likely to come.
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18R E F L E C T I O N
In this chapter we first discuss briefly more of our relevant contributions
spanning a period of 20 years as well as more recent and ongoing work that
did not make it into the main part of this manuscript. We then revisit our
contributions, discuss them in the present context, interpret the properties of
different representations, make connections between different ideas, highlight
limitations and hint to future work. Finally, we consolidate the ideas exposed
in this manuscript by summarizing our contributions and structuring them
into a road map, opening the way to new directions.
18.1 what else?
Only a few articles are selected to be exposed in the three technical
parts of this manuscript. There are several others that fit perfectly the
main storyline. We include here a synopsis of a wider selection of
articles organized by subject and time, ranging over a period of 20
years. In the interest of space, there is very limited to no context or
background in this case, even though there are problems we have not
discussed so far.
video abstraction Our early research focuses on pooling re- 1998-2000.
gional descriptors into a global image representation. We combine image
partitions obtained by criteria like color and motion statistics, giving
rise to a multidimensional histogram [14]. Adding a depth map partition
in the case of stereo sequences, we obtain a highly accurate and tem-
porally consistent object support [103].
We first apply this global representation to automated video abstrac-
tion by analyzing the temporal evolution of video sequences in the
representation space and detecting extremal points [14]. By introduc-
ing a correlation measure on sets of video frames, we then attack the
same problem by means of combinatorial optimization [13].
We then apply the same representation to video retrieval, introduc-
ing a relevance feedback mechanism in 1999 [102]. In retrospect, this is
an early supervised metric learning [490] approach, where positive and
negative pairs are obtained by user feedback. The mapping is linear,
giving rise to a closed-form solution. It is a transductive method, since
the metric is learned on the test set. Relevance feedback is a standard
motivating example of transductive inference [208].
spatiotemporal saliency By extending the model of Itti et 2005-2013.
al. [194] to video, we develop spatiotemporal saliency models1 that em-
ploy competition across different feature channels, spatiotemporal lo-
1 http://image.ntua.gr/iva/research/visual_saliency
129
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cations and scales. We apply these models to a wide range of prob-
lems, including visual attention modeling [359], salient event detection
[358], movie summarization [107] and video classification [360].
By selecting points at local extrema of the saliency map, we extend
to spatiotemporal feature detection2, balancing well between sparsity and
discriminative power. We apply to human action recognition [356], with
spatiotemporal descriptors, a BoW model and a nearest neighbor clas-
sifier. We outperform by a large margin previous sparser Space-Time
Interest Point (STIP) detectors [98, 390, 487].
object proposals Alexe et al. [5] are known to introduce the2008.
first class-agnostic method to find candidate regions for object detec-
tion in 2010. Such a region is called object proposal, region proposal or
Region of Interest (RoI). Initially, region proposals are found by bottom-
up cues like hierarchical segmentation [449] or edges [523]. Their use
becomes widespread also in CNN-based detectors [127] and they are
subsequently learned, e.g. by a RPN [366].
What is less known is that we investigate this idea in 2008 [217]
using hierarchical grouping of interest points, in particular Harris
corners [155]. Interest points are considered as a baseline by Alexe et
al. [5], but without grouping.
local feature detection Image gradient and edges are con-2010-2016.
sidered too unstable for local feature detection. Yet, using computa-
tional geometry constructions, repeatable local features arise. Starting
with unstable, single-scale edges, we develop two such solutions us-
ing Delaunay triangulation on local maxima of the Euclidean distance
transform3 [357] and weighted α-shapes4 [452, 453].
Alternatively, starting with single-scale image gradient, we com-
pute the exact weighted distance transform and weighted medial axis and
partition the image similarly to watershed segmentation. The resulting
Medial Feature Detector (MFD)5 [16] provides subpixel-accurate features
capturing the Gestalt principle of closure.
Our detectors yield regions of arbitrary shape and scale that pro-
vide good coverage of the image at a fraction of the total number of
features compared to other detectors. Most importantly, while most
related work is limited to matching experiments, we additionally pro-
vide experimental evaluation on the end task of instance-level search,
outperforming existing detectors with only modest requirements in
terms of inverted index size and query time.
geometry indexing and feature selection In instance-le-2010-2014.
vel search, geometry is traditionally only considered in a sequential
process of spatial verification that is applied to a short list of top-
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sentations like BoW. Representations incorporating geometry are either
not invariant [248] or limited to weak constraints [84, 202].
By exploiting the shape (affine) parameters of local features, our
Feature Map Hashing (FMH)6 [17] is the first to incorporate global fea-
ture geometry in the index, while enjoying invariance to affine trans-
forms. While queries are very fast, the obtained representation is
large. Thus, FMH originally scales only up to 50k images. One way
to obtain a more compact representation is feature selection by match-
ing multiple views of the same object or scene and focusing on the
common parts. Consequently, FMH scales up to 1M images [434].
But, what happens to isolated views, having nothing to match with?
Our SymCity7 [433] selects features from isolated views by detecting
symmetries and repeating patterns. The underlying assumption is that
in urban scenes, man-made structures exhibit a significant amount
of such structure, while ‘transient’ objects like vehicles and persons
standing in front of buildings do not. Building on our HPM [432],
detection is blazing fast.
clustering and nearest neighbor search Inspired by the 2013-2015.
close relation between clustering and nearest neighbor search as well
as the success of one helping to solve the other, we introduce Dimen-
sionality-Recursive Vector Quantization (DRVQ) [12], a paradigm where
both problems are solved simultaneously. Traditionally, in the assign-
ment step of the k-means algorithm, one needs to search for the
nearest centroid for each data point. In DRVQ, we rather start from
centroids and construct a distance map over the entire space. Thus,
search reduces to a lookup operation. Consequently, DRVQ is orders
of magnitude faster than any other solution.
In previous work [12, 18], we cluster local descriptors to construct
visual vocabularies. By contrast, powerful global CNN representations
allow scaling up to image clustering. By quantizing them, we introduce
Inverted-Quantized k-Means (IQM) [15], an extremely efficient web-scale
image clustering method, subsuming the properties of EGM [18] (dy-
namic estimation of the number of centroids) and DRVQ [12] (inverted
search from centroids to points). We achieve clustering of 100M im-
ages in less than an hour on a single machine.
location recognition A particular application of image re- 2017.
trieval is visual location recognition. We introduce a panorama-to-panora-
ma matching process for location recognition from CNN representa-
tions of street-view images [187], reaching near-perfect performance
on a challenging standard benchmark.
discovery of mid-level parts Learning mid-level discrimina- 2017.
tive parts for image classification is very common, even before deep
learning. Our automatic discovery of discriminative parts [402] casts part
6 http://image.ntua.gr/iva/research/feature_map_hashing
7 http://image.ntua.gr/iva/research/symcity/
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learning as a quadratic assignment problem, allowing the use of a num-
ber of known relaxations and optimization algorithms. It is based on
pre-trained networks for feature extraction and makes predictions by
a linear classifier on a part-based encoding.
An unsupervised version of this work is applied both to scene classi-
fication and instance-level search [401]. By unsupervised, we mean that
class labels are not used in part learning, while they are indeed used
in learning the classifier on top of part-based encodings.
18.2 current work
There is also current unpublished work, carried out in 2019. This is
even more relevant since it paves the way towards future ideas dis-
cussed in Chapter 19. We summarize this work here, accompanied
with limited context and motivation.
active learning . We contribute an immediate extension of DLP
[192] to deep active leaning [118, 393]. In active learning [395], one be-
gins learning on limited labeled data, selects which examples to label
next from a large unlabeled pool and iterates in multiple cycles. Using
this pool for selection only is the opposite of what would normally
work well when learning a deep model from scratch.
We depart from this setting by using both labeled and unlabeledUsing all available data
at model training. data during model training [403]. We do so by using unsupervised
feature learning at the beginning and semi-supervised learning at ev-
ery cycle. We find that this brings a spectacular accuracy improve-
ment compared to the differences between selection strategies. We
also find that in the new setting, active learning is not effective when
the quality of the representation is low, i.e. exactly when labeled data
is limited. These findings suggest that we should revisit the standard
settings and the evaluation protocol of deep active learning.
object detection. Another extension of the semi-supervised pa-
radigm is to object detection. Here, the most common setting advocat-
ing less supervision is Weakly-Supervised Object Detection (WSOD) [43],
assuming no bounding box annotation but image-level labels on all
data. There are mixed settings where e.g. few images come with bound-
ing boxes and labels, and a large amount with image-level labels
only [492]. These are sometimes called semi-supervised.




object detection is to have few clean images with image-level labels
and a large amount of completely unlabeled images. We attack this more
challenging problem for the first time by our Nano-Supervised Object
Detection (NSOD) [494]. In particular, we first learn a teacher classifier by
semi-supervised classification and then a student detector, training a
WSOD model on pseudo-labels obtained by the teacher. By using more
unlabeled images, we achieve performance competitive or superior to
many state of the art WSOD solutions.
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few-shot learning . Few-shot learning is often motivated by the
ability of humans to learn new tasks from few examples. However,
standard benchmarks assume that the representation is learned on a
limited amount of base class data, ignoring how much prior knowl-
edge a human may have accumulated before learning new tasks. At
the same time, even if a powerful representation is available, it may
happen in some domain that base class data is limited.




obtained from a classifier pre-trained on a large-scale dataset of a
different domain, while the base class data is limited to few examples
per class. Their role is to adapt the representation to the domain at
hand rather than learn from scratch. We call this new setting few-shot
few-shot learning [259].




from the few clean support examples, there exists a large amount of
novel-class data, annotated with noisy labels. We attack this problem
by forming a nearest neighbor graph over both clean and noisy data
and training a Graph Convolutional Network (GCN) to predict class rel-
evance of noisy examples. We then learn a classifier for the end task,
weighting each noisy example by its relevance [186]. This is particu-
larly effective in one-shot learning.
adversarial examples . When white-box attacks are successful,
it is typically only the distortion that matters in their evaluation. We
argue that speed is important as well, especially when considering
that fast attacks are required by adversarial training. Given more time,
iterative methods can always find better solutions.
We investigate this speed-distortion trade-off and introduce a new Speed vs. distortion.
attack called Boundary Projection (BP) [505] that improves upon exist-
ing methods by a large margin. Our key idea is that the classification
boundary is a manifold in the image space: We thus quickly reach the
boundary and then optimize distortion on this manifold.
We also study the effect of quantization, which is ignored in most Quantization.
related work by treating perturbations as real. This is important be-
cause the attacker’s goal is to publish adversarial images (e.g. on the
Internet), and publishing implies encoding in bytes.
18.3 some thoughts
In the following, we revisit our contributions including some of those
summarized in Sections 18.1 and 18.2 above, discuss them in the
present context, interpret the properties of different representations,
make connections between different ideas, highlight certain limita-
tions or unclear situations and hint to potential future work. Some of
the discussion is continued in Section 19.3.
representation quality = efficiency The introduction of
our work on scene maps in 2010 [19] begins by
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“Images in community photo collections have scaled to billions
[. . . ] State of the art visual image retrieval has not yet scaled to
permit searching into such huge collections.”
But, can’t we search quickly in a collection of one billion items?
Of course we can, if each item has a compact description. PQ-based
solutions easily work at this scale since 2011 [205], including our
LOPQ [212]. However, these results are on a dataset of SIFT descrip-LOPQ has a precision of
47% with 128-bit codes
and a query time of
53ms at this scale [212].
tors and an image has thousands of such descriptors.
One can of course use aggregated representations like BoW [340],
VLAD [203] or Fisher vectors [108, 338]. However, none works as well
as having access to local descriptors [198, 201] or aggregating over
large vocabularies, as in our ASMK [435, 436].
CNN-based representations [136, 351] work better even than ASMK
with a single vector representation of length e.g. 512. This is a game
changer. Indeed, searching over one billion images becomes routine
[24] and the entire Flickr collection is indexed by LOPQ on deep de-
scriptors in 20178. Importantly, CNN-based representations are not
constrained to instance-level similarity; they can be easily adapted
to any similarity depending on the training task.
Of course, using powerful CNN representations and local features
or descriptors improves performance further as shown in our bench-
mark [349] and DSM [404], but by increasing the cost. We need to
always examine performance relative to resources taken, including
the size of the representation and the query time.
on pooling So, why and how does it work? For one thing, shallow
representations are just two layers deep, where the second layer in-
volves learning a vocabulary on a training set; deep ones are based on
learning highly nonlinear maps to optimize an objective like classifi-
cation or ranking on a training set plus supervision.
More than that, the first layer of shallow representations is based
on image patches, sparsely or densely sampled, and the second layer
pools (aggregates) everything globally in one step, without taking intoOne-step global
pooling. account the appearance or geometry of the neighboring patches. One
exception is Spatial Pyramid Matching (SPM) [248], where pooling takes
place at several levels of different spatial resolution, hence consider-
ing neighborhoods of different size. In both cases however, what is
pooled is the quantized encodings over the vocabulary; the discrimi-
native power of the original descriptors is lost. In SPM, pooling across
all neighborhoods uses the same vocabulary.
By contrast, CNNs pool the representation gradually over several lay-Gradual pooling over
different neighborhoods. ers. At each layer, neighborhoods of different size are used. What is
pooled is continuous activations over filter kernels rather than quan-
tized encodings. Different kernels are used at each layer, hence at each
neighborhood. As a result, a deep descriptor at a particular location
8 https://yahooresearch.tumblr.com/post/158115871236/
introducing-similarity-search-at-flick
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encodes appearance and geometry over a large receptive field and is very
discriminative.
The same argument applies even in the absence of pooling, e.g. in
the all convolutional network [416]. In this case, hand-crafted spatial
pooling is replaced by strided convolution, allowing the network to
learn its own spatial downsampling. In any case, there is always a
final global spatial pooling in order to extract a global representation,
and there is apparently less interference among different locations
compared to shallow representations.
follow the data By measuring similarity based on Euclidean
distance, we make assumptions on the data distribution. In a high-
dimensional space, such assumptions may not be realistic. The input
space of a 1 megapixel color image has 3 million dimensions. Are all This number is 75-150
million in the case of
the human retina.
inputs equally likely? Certainly not: Natural images do not look like
noise. This space is extremely sparsely populated and wildly inap-
propriate for any task other than capturing or displaying.
Then, all about representation learning is manifold learning [37]:
learning a nonlinear mapping to a lower-dimensional, more densely
populated space, where dimensions act as natural coordinates in the in-
put space. For instance, when the whole input shifts, few components
should change in the representation space.
So, in the representation space, shallow or deep, is the distribution
more well-behaved, like uniform, Gaussian, unimodal or clustered?
Not really:
1. SIFT descriptors are a shallow representation of small image pa- 128 dimensions.
tches and our experiments with LOPQ [212] demonstrate that the
statistics are different in each location in the descriptor space. In
terms of compression efficiency, we need to adapt the encoder lo-
cally. Implicitly, LOPQ learns a nonlinear, non-smooth mapping
before quantizing.
2. CNN descriptors are a deep representation of regions or entire E.g., 512 or 2,048
dimensions.images and our experiments with diffusion [193] demonstrate
that in terms of similarity measurements, we need to adapt the
metric locally. Implicitly, FSR [188] learns a nonlinear, smooth
mapping.
So, can we improve the representation space to make it more well- Manifold learning.
behaved, following the data distribution? This is what we do in MoM
[191] and DLP [192]: We represent the manifold structure of the data
by a nearest neighbor graph, propagate similarities on the graph and
use them to learn a new representation space, with or without super-
vision. This is done iteratively in DLP; although we have not tested, the
same may apply to MoM9.
Of course, doing this already assumes a compact representation Diffusion on shallow
representations.
9 Recent results on unsupervised metric learning show that MoM fails when learning
from scratch [58]. This might be fixed by iteratively updating the graph.
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as we discuss above. Using shallow representations, the closest work
to our diffusion is VisualRank [207]. To measure similarity reliably,
geometric verification is used, which makes similarity computation
expensive. For this reason, truncation of the top 1000 items only takes
place using text queries and then individual adjacency matrices are
pre-computed offline per query, using hashing. By contrast, a single
matrix over 1 million images is easily computed in our case [189]
using CNN-based descriptors without any approximation.
It is clear that a representation of a single vector per image is even
more important in quadratic-complexity tasks like graph-based meth-
ods [188, 189, 191–193] or clustering, e.g. by IQM [15], than in linear-
complexity tasks like search. Of course, scaling up diffusion to bil-
lions is an open problem discussed in Chapter 19.
1000 words A picture is worth a thousand words. What does that
mean for us? Literally, with enough resolution, we can arrange 32 ×
32 arbitrary small images of objects in a large one. The large image
becomes a container and its descriptor is pooled over the descriptors
of the small ones, causing interference. This is an extreme example,
but looking for a small object among clutter is very common. We are
back to estimating partial similarity. In particular, we can:Partial similarity.
1. split into arbitrary regions and match independently, as in our
regional diffusion [193];
2. discover the objects offline and match independently, as discus-
sed below;
3. use spatial matching on local features, as in DSM [404]; or
4. increase the dimensionality to reduce interference [190, 503].
All solutions have increased cost, either offline or online, space or
time. The point is, we cannot expect to fit any number of arbitrary
objects into a small vector. The argument on gradual pooling into
descriptors that encode appearance and geometry over the receptive
field makes sense up to the level of objects, which have some common
appearance and geometry. It does not apply to clutter that may appear
in any possible layout.
Interestingly, in our work on location recognition [187], we average
descriptors of images that are cropped out of a panoramic image, or
pool over the activation tensor of the panoramic image directly. This
works well but of course is a different situation.
discover , discover , discover Of the solutions presented abo-
ve on estimating partial similarity, discovering the objects is appealing
because it may be done offline and does not require representing a
collection of objects or searching online. A lot of our work is based
on this idea. Candidate object regions may be found in isolated images,
but not very precisely:Hypothesizing in
isolated images.
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
18.3 some thoughts 137
1. Local features may be selected e.g. by detecting symmetries or
repeating patterns, performing spatial matching of an image to
itself, as we do in SymCity [433].
2. Object proposals may be found by bottom-up grouping of primi-
tives, like local features or segments [217].
3. A saliecy map may be obtained by bottom-up operations [358]
or directly from a CNN activation map as in CroW [213]; regions
may be detected on a saliency map by our EGM [18], as we do
in GOD [405, 406].
Objects may be discovered more precisely in image collections: Discovering in image
collections.
1. In video sequences, stereo or depth input, we can delineate ob-
jects very precisely, guided by motion or depth [103].
2. In collections containing multiple views of the same object or
scene, we can perform spatial matching pairwise to find in-
liers and focus on the common parts, as we do in feature se-
lection [434].
3. Alternatively, we can find common parts of several views and
represent all of them jointly, as we do in scene maps [19].
4. Alternatively, we can match regions pairwise using CNN a rep-
resentation. Optionally, we can find frequent objects according
to graph centrality and weight objects accordingly, as we do in
GOD [405, 406].
Clearly, in all cases where we use exhaustive pairwise matching, Exploiting data
structure.this is because we assume unstructured image collections. Video se-
quences simplify the problem, because only consecutive frames need
to be matched and displacements are small. Stereo or depth input is
even easier; accurate objects nearly pop-out in this case.
In detect-to-retrieve [426], a class-agnostic object detector is trained
on a dataset annotated with bounding boxes. This is an efficient solu-
tion but, given a new dataset or domain, we cannot assume human
annotation. GOD is unsupervised and can generate pseudo-annotation
to train a detector instead.
It is also interesting to extend detection to instance segmentation.
Given a collection comprising images or video depicting objects of
unknown categories, optionally also a few images annotated with
bounding boxes, a challenging goal would be to train an instance
segmentation network to segment out all objects in the collection.
all-to-one or all-to-all? In classification, it is standard to All-to-one.
have an FC layer with one prototype vector per class and a loss func-
tion that is softmax followed by cross-entropy. Each example is treated
independently and the objective is that its representation vector is
closer to the prototype of the correct class than any other. Thus, all
examples are compared to one prototype per class.
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By contrast, the objective in metric learning is that each example,All-to-all.
treated as an anchor, is closer to positives than to negatives, option-
ally by some margin. The amount of positives and negatives varies
according to hard example mining [157, 488]. However, it is becom-
ing clear with global loss functions [56, 291, 321, 367, 448, 473] that, if
we consider mining as part of the loss function, the actual objective
is that an anchor is attracted to or repelled from each other example
by a different weight depending on the label and the distance [473].
Thus, all examples are compared to all other examples.
There are intermediate situations where there are number of pro-All-to-many.
totypes (centroids) per class, that is, each class is modeled by a mul-
timodal distribution [232, 290, 307, 369, 486]. Thus, all examples are
compared to many prototypes. The situation is the same in unsuper-
vised methods that rely on pseudo-labels. In this sense, unsupervised
representation learning can be seen as unsupervised metric learning
in an all-to-all [489, 496] or all-to-many [58, 61] setting.
The argument for all-to-all metric learning is that by consideringClass separation and
margin. all pairs of examples, the class distributions become more separated.
However, a similar effect can be achieved by applying a margin to the
classification loss. In this sense, there are several all-to-one methods
normalizing the class prototypes and computing cosine similarity with
a temperature [124, 346, 354, 511], as well as methods adding different
margins [92, 268, 466].
If all-to-one methods work well, then why do we need the more
expensive all-to-all methods? Unfortunately, the situation is not clear
because different methods are common in different tasks, e.g. fine-
grained classification, face recognition, image retrieval or even few-
shot learning. In any case, there is no guarantee of class separation,
since classes at learning and inference are different.
18.4 consolidation
It is time to consolidate the ideas and the discussion presented thus
far. We provide a summary and open the way to new ideas discussed
in Chapter 19.
summary We summarize our main contributions, connecting them
and suggesting possible extensions. The contributions are ordered by
coherence rather than following the separation of shallow vs. deep
representations as in the technical parts of the manuscript.
1. Although developed as a clustering method for vocabulary learn-
ing, EGM [18] applies generally to fitting a mixture distribution
and finding the number of components. We use it equally to fit
regions to saliency maps in GOD. It could be used for object de-
tection, non-maximum suppression or mode seeking problems, even
in HPM. It is easy to differentiate and could be used anywhere
in combination with EM, e.g. in capsules [169].
[ October 7, 2020 at 12:04 – classicthesis version 0.4 ]
18.4 consolidation 139
2. Although developed on shallow representations, ASMK [435, 436]
is a generic method adapting descriptors to vocabularies. It still ap-
plies to deep representations [349]; in fact recent work extends
ASMK in this context [426].
3. Assuming single-correspondence hypotheses, HPM [20, 432] is a
faster and more flexible spatial matching method than RANSAC,
allowing for multiple objects. In DSM we experiment with FSM
[340] for spatial matching, but HPM could be used equally. Be-
cause it does not count inliers, HPM is also easy to differentiate,
easier than RANSAC [50, 371].
4. DSM [404] is primarily a local feature detector and may be used
with any matching method. We treat feature channels as visual
words, but descriptors could be taken as well, from the same
locations in the activation map. In retrospect, since local fea-
tures are so well separated in individual channels, it is surprising
how all other detectors map everything to a single channel first,
where local features are not well separated any more10.
5. LOPQ [212] compresses data for nearest neighbor search; it works
equally well on shallow local and deep global descriptors [24]. It
adapts locally the quantizers to the data distribution and since
distributions in the representation space are unlikely to become
uniform11, LOPQ will probably remain relevant.
6. With only one or few vectors per image, diffusion [188, 193, 349]
is becoming standard in manifold search [143, 349] and there
are several extensions [65, 266]. It applies equally to instance-
level and category-level tasks; we use the same model in MoM
for unsupervised metric learning and DLP for semi-supervised
learning. Extending to billions is a challenge.
7. MoM [191] is one of the first methods principally designed as
unsupervised deep metric learning and there are now follow-up
methods that are adapting supervised methods with pseudo-
labels [496] or combining with unsupervised feature learning
[58]. MoM is essentially training a student model having mani-
fold similarity as a teacher. This idea could be easily combined
with any other loss function. Extending to semi-supervised learn-
ing would be very interesting.
8. DLP [192] lies at the heart of the main theme of our work, with
exploration of the manifold structure of the data improving the
representation and vice versa. It is meant for semi-supervised clas-
sification, a category-level task, despite being based on diffusion,
originally developed for instance-level search.
10 Concurrently, two more works [78, 105] detect local features independently per chan-
nel, but only as point features at global maxima, one per channel.
11 In fact, there are attempts to make the distribution uniform [379, 510].
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9. Our work on few-shot learning [260] is the first to consider acti-
vation maps12 for implicit data augmentation and train several
layers to convergence on the few novel-class examples. We con-
sider alternative settings using more data at pre-training [259] or
at meta-training [186].
10. In scene maps [19], we explore an unstructured image collection,
find common parts and collect these parts coming from sev-
eral images into a single representation. In GOD [405, 406], we
explore and find common parts similarly, then find repeating
patterns and weight them according to centrality in each image.
Naturally, we could combine the two ideas: representing images
jointly and weighting by centrality. It would be interesting to ex-
tend to an inductive version to handle unseen images without
having access to the collection.
11. Our smooth adversarial examples [504] are closer to the manifold
of natural images than unconstrained adversarial examples. It
would be interesting to use them in adversarial training to in-
vestigate if this improves generalization. For this to happen, it
makes sense to combine with our fast attack BP [505] .
road map We complete this chapter by building a road map of
the ideas presented in this manuscript, summarizing everything in
one phrase and opening the way to new ideas.
On one hand, there is a path from representing individual items toFrom representing to
exploring. exploring collections:
1. Improvements in visual representation and matching processes
yield improved search by visual similarity, as measured quanti-
tatively against human annotation. For instance, EGM [18] and
ASMK [435, 436] improve the representation, while HPM [20, 432]
and DSM [404] improve matching.
2. Improved search yields improved discovery of global structure.
For instance, it yields improved nearest neighbor graphs, used
by diffusion [188, 193, 349] and by GOD [405, 406] to discover ob-
jects. It also yields improved clustering, used by scene maps [19]
to discover views of the same scene.
On the other hand, there is an opposite path from exploring collec-From exploring to
representing. tions to representing individual items:
1. Improvements in the quality of global structure yield improved
search or improved representation of individual images or groups
of images. For instance, diffusion [188, 193, 349] explores data by
manifold similarity; GOD [405, 406] represents images by focusing
on objects and suppressing clutter; and a scene map [19] jointly
represents aligned views of the same scene. However, this re-
quires access to the target image collection.
12 Concurrently, two works consider attention mechanisms to focus on the fore-
ground [480, 506].
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2. Based on the global structure, deep parametric models can learn
new representations and generalize to unseen images or entire
collections. For instance, MoM [191] learns to respect the man-
ifold structure of the data by unsupervised metric learning and
DLP [192] similarly by semi-supervised learning. Ideas on few-shot
learning [186, 259, 260] and adversarial examples [504, 505] are not
as mature yet, but in the same direction.
We can summarize these observations in the following:
Exploring data and learning the representation are mutually
beneficial.
So, where does that lead next? Most of our work considers com-
pletely unstructured data collections, this is why we need to search
for structure. On one hand, the situation is easier in sequential data
like video, where each frame is automatically associated to the next,
although we still need to search for recurring patterns. On the other
hand, the situation is more difficult if we do not have access to all
data at all times. We would need to organize the continuous input
into stored representations.
Chapter 19 attempts to pave the way towards lifting the boundary
between training and test sets, as well as the boundary between mod-
els and data.
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This last chapter is an attempt to draw a road map of ideas that are likely
to come and research directions that may be worth exploring. We motivate
discussion by discussing the role of computing power and data in the develop-
ment of deep learning and the relative shortage of storage capacity in current
hardware and memory mechanisms in modern networks. We put forth a vi-
sion for future research towards mechanisms translating storage capacity to
better performance. Finally, we present a number of research directions that
can be summarized as a differentiable, incremental version of most ideas we
have discussed in this manuscript.
19.1 motivation
Progressing hand in hand, machine learning and computer vision have
made huge leaps towards interpreting the world around us, automat-
ing tasks and solving problems beyond human reach. There are two
catalysts in this development: computing power and data.
Once a mechanism is in place to translate more computing power Computing power.
into better performance, the community instantly becomes enthusias-
tic in shifting from the pursuit of efficiency [243, 461] to exhaustive
parallel search [68, 262], deeper architectures [164, 195] and large-scale
distributed training [137, 501].
With the wide adoption of GPUs, the amount of computing power
available to the average PhD student arguably grows by at least a
factor of 100 between 2012 and 2017. The use of supercomputers for
academic research becomes more and more common and the per-
formance of the top system worldwide rises from 1.76 to 148 peta-
FLoating-point Operations Per Second (FLOPS) between 2009 and 20191.
Yet, this is incomparable to the power of biological visual systems and
is only expected to grow by further progress in hardware. A possible
future is analog electronics [150, 179, 365, 396].
We often motivate a new method or task by arguing on human Visual data.
skills that we do not yet understand [144, 241, 498]. However, since
the outburst of deep learning in 2012, the growth of visual data used
in learning representations is less impressive than the growth of com-
puting power, until 2017 [420]. Certainly, the average amount and
quality of such data is also beyond comparison to the amount and
quality of visual data that a grown-up human has seen.
One obstacle is the need for supervision by humans, which is very Supervision.
expensive especially when it includes localization as in object detec-
tion [239, 330] or dense annotation as in instance segmentation [146,
1 Compare Jaguar (https://www.top500.org/lists/2009/11/) with Summit (https:
//www.top500.org/lists/2019/11/).
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239]; even more so in video [55, 81]. Fortunately, via transfer learn-
ing [99, 326, 500] and progress in self-supervision [61, 96, 125, 331, 469],
noisy supervision [258, 420], weak supervision [43, 518] and mixed super-
vision settings [180, 192, 522], it is becoming increasingly clear that
representation learning and potential human supervision on a given
task can be essentially decoupled. This allows representation learn-
ing on larger scale datasets [62, 279, 491]. Synthetic data [347, 368] is
helping in this direction too.
Still, models and data are treated as distinct entities. It is standardMemory mechanisms.
practice to discard the training set once a representation has been
learned. This is what makes incremental learning [258, 364, 499] chal-
lenging. Neural networks can memorize the training set under certain
conditions, but not when learning to generalize from large training
sets [352, 378]. Memory networks are an explicit memory mechanism
for sequences like text or video [311, 419]. But such mechanisms are
far from becoming a standard component of the otherwise stateless
networks used in vision tasks. By contrast, the human visual long-term
memory has a massive capacity for details [51].
In image retrieval [349], embeddings of a massive collection are in-Explicit storage and
retrieval. deed explicitly stored. However, this collection is again distinct from
the training set, limiting the chances of optimizing the representation
to the particular collection—e.g. GOD [406] learns attention on a fixed
representation. The reason is that any update in the representation
would invalidate the stored embeddings. The stored collection is seen
as a test set, hence any optimization would be seen as overfitting [266].
While representation learning is end-to-end, storage still involves ex-
ternal post-processing like PCA and whitening. This is what makes
retrieval on a dynamic collection challenging.
19.2 a vision
This discussion leads us back to the questions raised in Chapter 1.
What if there were no boundaries between training and testing? What
if there was a continuous process of observing high-quality visual
data, some times accompanied by supervision? What if we could not
just learn tasks incrementally but memorize incrementally? What if
we could recall instantly? What if we could learn the representation
while memorizing?
A vision for future research that we put forth in this last chapter
is to progress towards making data a first-class citizen in visual recogni-
tion tasks. This refers to data representations becoming explicit part
of a model rather than just its training process.
Just as there are mechanisms to automatically translate more
computing power to better performance, the same should happen
with storage capacity.
To make it more concrete: While the computing power may grow
by a factor of 100 by using GPUs, the storage capacity drops by a
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factor of 10 at the same time; what if it could grow by a factor of 1000
instead? Are there mechanisms to use it in improving performance in
visual recognition tasks, just like “stacking more layers”?
Such mechanisms could lead for instance to an artificial long-term
visual memory that learns what to store and what to forget for a given
capacity. All operations would be online, continuously associating
real-time input to stored data and keeping information organized at
all times. Learning and inference would be one.
In light of this vision, Section 19.3 discusses a number of suggested
research directions starting from the current state of the art. Just like
the main goal of this manuscript, all directions are about learning
visual representations from data with limited supervision and applying
them to visual recognition tasks.
19.3 directions
This journey is certainly not over yet and there are too many ideas
to be explored. Only a few are discussed here, in full conscience
that ideas tend to be quickly invalidated or replaced by new in the
ever changing landscape of machine learning and computer vision
research. Some are natural extensions of the work discussed in this
manuscript. Some rather lead to the formulation of new tasks.
rethinking metric learning There are many tasks where su-
pervised metric learning (e.g. with pairs or triplets) appears to have
a similar objective with supervised classification (e.g. with variants of
cross-entropy), but classes at inference are different from classes at
learning. These include e.g. fine-grained classification, face recogni-
tion, person re-identification, local descriptor learning and instance
retrieval, as discussed in Section 13.2. Few-shot learning also includes
two training stages with different classes and is treated as either met-
ric learning or classification.
The connection between supervised metric learning and supervised
classification is often unclear. Their relative performance is also un-
clear as comparisons often do not involve more than one tasks. In-
creasingly complex loss functions involving tuples of examples [321]
raise the problem of sampling from a seemingly endless choice of tu-
ples [488]. Ranking loss functions on even larger tuples [56, 367] ap-
pear to suffer less from this problem, but still both sampling and the
loss function rely on supervision.
Our MoM [191] is unsupervised and limits both positive and negative Originally, contrastive
loss [149] is applied in
an unsupervised
setting too.
pairs by nearest neighbor search. The unsupervised setting is gaining
momentum [489, 496]. Ideally, metric learning should be explored in
all settings where classification has been explored: e.g. semi-super-
vised, few-shot and incremental learning, seen or unseen categories,
as well as distillation [173, 353]. In particular, ranking loss functions
[56, 367] would be most interesting to explore in all such settings.
In the unsupervised setting, it would allow e.g. self-learning to rank.
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Distillation would amount to training a student model to rank like a
teacher model.
In classification, each example is processed independently, while
in metric learning, the loss is a function of more than one examples,
resulting in greater cost. It is necessary to study, under all settings,
the relative performance of the two approaches as a function of the
amount and distribution of available data (e.g. multimodal or not).
A better understanding of the properties of the two approaches will
allow a smoother progress towards more challenging problems like
long-tail [216, 472] and open-set recognition [36, 270].
It is natural to extend the above studies to localization tasks includ-Localization tasks.
ing spatial attention, object detection and instance segmentation. Different
supervision settings have not been explored as much as in classifica-
tion. One interesting example is our NSOD [494], which is in a sense
a true analogue of semi-supervised learning in object detection. Also,
a local version of metric learning has not been explored much. For in-
stance, pairs (or ranking) of image regions in this problem would play
the same role as pairs (or ranking) of images in metric learning.
sparse activations and alignment Among other tasks, con-
volutional networks are able to perform correspondence [73, 271] as
discussed in Section 8.2. The applications range from dense optical
flow in video [101] to sparse correspondence of object parts, even across
semantic categories [1]. This has revived the interest in end-to-end
trainable networks inspired from the conventional pipeline of fea-
ture detection, descriptor extraction and spatial matching, e.g. using
RANSAC [50, 371].
However, candidate correspondences are often dense and exhaus-
tive over four dimensions [371], which is very expensive, or we are
back to hundreds of high-dimensional descriptors per image, losing
the compactness of the representation [317]. Sparse local feature de-
tection takes place on a single channel and requires a significant
amount of engineering and supervision [93, 497].
By introducing DSM [404], we rather show that (i) sparse local features
arise in individual channels of convolutional activations without ex-
plicit training, and (ii) feature channels behave like visual words, dis-
pensing the need for descriptors or vocabularies. Essentially, a sparse
approximation of the activation tensor is a compact representation
that gives rise to efficient pairwise matching under geometric align-
ment. Such matching is beyond the standard matching of vectors ob-E.g. by Euclidean
distance, dot product or
cosine similarity.
tained by global spatial pooling.
In metric learning, images are considered in pairs, so alignment
may become a natural part of the matching process. In classifica-
tion (or detection), images (or regions) are matched against class
prototypes—for instance, by an FC layer containing one prototype
vector per class. Extending this matching to incorporate alignment is
more challenging because prototypes involve averaging over classes.
To allow deformation, matching should be flexible. To allow appear-
ance variation, a multimodal class representation [290, 369] may be
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necessary, having multiple prototype tensors per class, potentially dis-
tributed over different layers.
Such extensions may open the door to end-to-end learning using Why alignment?
geometrically aligned tensors in category-level tasks. Tensors are more
discriminative than vectors obtained by spatial pooling, but they are
not invariant. Explicit semantic alignment can answer the invariance
vs. discriminative power dilemma. In semi-supervised settings, pair-
wise alignment can be used to transfer predictions from one image
to another more reliably than global image similarity. This can im-
prove graph-based methods like our DLP [192], even when training a
standard classifier.
Alignment may also act as an attention mechanism to foreground ob-
jects. This is already useful in video, where objects may be identified
through motion [331, 469] and in few-shot learning [153, 177], where
there are not enough examples to learn the foreground implicitly. It
can of course help in unsupervised object discovery, e.g. by initializing
regions via pairwise image matching [70] rather than individually per
image as in our GOD [405]. More interestingly, it may help in weakly
supervised learning, where pixel-wise matching to a prototype vector
notoriously focuses on the most discriminative object parts, failing to
discover entire objects [176, 220].
high-dimensional convolution The development of CNNs
assumes that the input lies in a 2d Euclidean space. Handling higher-
dimensional or non-Euclidean data is often treated by Graph Convolu-
tional Networks (GCNs) [90, 226], where only pair-wise scalar affinity is
used between input elements. This works well when only scalar infor-
mation is available, but is not appropriate when the input originates E.g. in the case of
documents and
citations.
in Euclidean space, e.g. 2d images, 3d video (where one dimension is
time), or 3d shapes (point sets or surfaces).
Early approaches to 3d data operate on multiple 2d views [10]. This
can take advantage of networks pre-trained on visual data, but incurs
information loss due to projection. PointNet [345] operates directly
on 3d point clouds but does not allow for local interaction between
points. The latter can be achieved by centering objects on the ori-
gin and expressing data and the convolutional operation in spherical
coordinates [80, 106]. This also yields 3d rotation invariance but still
involves projection on a sphere.
More principled approaches generalize 2d convolution to 3d, while
maintaining the sparse representation [11, 343, 475]. Unlike GCN [90,
226], such generalizations preserve coordinates and use them to define
local interactions via a kernel, just like standard convolution. How-
ever, they are still restricted to the same point set as the input. A
2d analogue of this idea is to represent 2d sketches by a binary im-
age and restrict the output of convolution to the sketch [139]. This is
against the principle of hierarchical representation of CNNs, i.e., activa-
tions at certain locations in a layer give rise to activations at different
locations in the next [117]. However, dense 3d activations [519] are
too large to handle over a deep architecture.
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An interesting direction is to investigate a generalization of con-Parametric convolution.
volution whereby activations are sparse but localized onto arbitrary
locations. This could be accomplished by using a mixture model for
both activations and convolution kernels [11], but then fitting a new
output mixture instead of restricting to the input point set. There is
a connection of this approach to capsules [169] in that EM is used to
fit a model of capsules in a layer to votes from the previous layer. By
allowing an arbitrary number of points, the challenge is to dynami-
cally control the number of output components. Our EGM [18] could
be investigated in this direction.
Such sparse parametric convolution would be useful not just for high-
dimensional input, but for 2d images too. For instance, it would allow
a sparse representation of a scale-space, which is inherently 3d. More
generally, it would allow a transformation or pose space where the size
of the representation would depend on the input data only and not
on the dimensionality of the space.
Clearly, work on high-dimensional data is not as mature as on 2dNew supervision
settings. visual data. For instance, networks for 3d point sets are typically
used for tasks like classification or semantic part segmentation un-
der full supervision. A straightforward direction is then to explore
new tasks and supervision settings like metric learning for similar-
ity retrieval [166], semi-supervised, weakly supervised and few-shot
learning. Of course, self-supervision will allow the use of large-scale
unlabeled 3d data collections for pre-training. This is very important
since labeled 3d data is not as abundant as 2d images.
manifolds , indexing and geometry As discussed in Chap-
ter 10, CNNs provide a powerful representation with only one or few
vectors per image, allowing efficient manifold similarity search. We de-
velop a spatial (or ‘temporal’) approach [193] based on a linear system
solution, a spectral approach [188], where similarity is based on dot
product in an embedding space, and a hybrid approach [189], con-
trolling the space-time trade-off between these two extremes.
As discussed in Chapter 14, we also use manifold similarity for un-
supervised metric learning [191], where the objective is that Euclidean
similarity in the learned embedding space behaves like manifold simi-
larity in the original feature space. Finally, as discussed in Chapter 15,
we use manifold similarity for semi-supervised classification [192] and
active learning [403], assigning pseudo-labels to unlabeled data accord-
ing to manifold similarity to labeled data per class.
However, all solutions are based on a nearest neighbor graph. HowBillion-scale manifold
similarity search. can manifold similarity search scale further up e.g. to billions of vec-
tors? Currently, the only such mechanism is to truncate the adjacency
matrix, essentially only re-ranking the elements of the correspond-
ing subgraph with no hope of retrieving beyond that. Unfortunately,
truncation still relies on Euclidean distance in the feature space. As
discussed in Chapter 6, indexing schemes based on quantizers like
our LOPQ [212] can scale up to billions of vectors in the Euclidean
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space. It is interesting to investigate truncation based on quantizers
in the spectral embedding space.
Further improvement is possible by defining the adjacency matrix Geometry-driven
manifold similarity.according to spatial matching, which is more reliable than matching
global vector representations [65]. Still, using just a scalar gives little
clue whether similarity is transitive, hence diffusion may suffer from
drift. For instance, by walking along a street and looking sideways,
diffusion will tell us that everything we see is similar.
A solution may be to generalize the operations. In the adjacency
matrix, we replace scalar similarities by transformations found via
spatial matching, like our DSM [404]. In matrix-vector multiplication,
we replace scalar multiplication by composition of transformations
and addition by mode seeking in the transformation space, like our This process bears
similarities to iconoid
shift [482].
HPM [20]. By doing so, we keep track of the transformation between
the query and each image in the dataset, such that we can stop prop-
agating when the object of interest goes out of sight.
According to Chapter 10, the diffusion process that we follow for Graph
convolution [226] and
geometry.
manifold similarity search is linear and shallow. A nonlinear, deep
version is a GCN [226]: Every propagation step becomes a layer and is
accompanied by a linear mapping over a feature space and a nonlin-
earity. Of course, learning a GCN for manifold similarity search [266]
is in fact overfitting the test set and can handle unseen queries but
not unseen datasets. Nevertheless, this approach still makes sense in
an incremental learning scenario, where the training set is memorized
and the graph is dynamically updated.
Another difficulty is that learning a GCN typically assumes that the
entire dataset resides in memory such that propagation is performed
over the entire graph at each layer. For back-propagation, all activa-
tions reside in memory as well. At large scale, the standard solution
is stochastic optimization using mini-batches, which means storing all
intermediate activations of the dataset. A challenging scenario is to
compute the graph dynamically per layer [475], according to spatial
matching. Then, activations become tensors and a compact represen-
tation as in our DSM [404] becomes indispensable.
learning while memorizing The dominant paradigm in cate-
gory-level tasks like classification and detection is that the training set
is disposed of at inference, leaving all accumulated knowledge in the
network parameters. The dominant paradigm in instance-level tasks
like retrieval is that the test set is indexed against a fixed represen-
tation, because any network update would necessitate re-computing
embeddings and re-indexing the entire test set.
Both paradigms may be challenged by a memory that is growing as
we learn. In category-level tasks, a ‘summary’ of the training set e.g. a
subset or a multimodal distribution per class can be made accessible
while learning a new task. In instance-level tasks, training and test
sets become part of a continuously growing knowledge, while the
representation is updated as more data is stored.
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Summarizing the training set of the current task by means of a sub-
set or a multimodal parametric distribution in the input or feature
space is common e.g. in metric learning [232, 307, 369], few-shot learn-
ing [507] and adversarial defenses [57, 410]. The same is common for
the training set of previous tasks e.g. in incremental learning [35, 63,
364] and few-shot learning [3, 346]. In the latter case, the data is rep-
resented in the input space in order to update the network. Of course,
this approach does not scale well.
In metric learning [56, 321] and retrieval [135, 350] tasks, it is standard
to memorize the entire test set explicitly in the feature space. Follow-
ing a common paradigm of few-shot learning [346], the embeddings
of the test set may be thought of as an extremely wide FC layer. To our
knowledge, storing the training set and incremental learning have not
been explored in this context.
How should the data be represented? If it is meant to use the dataStoring data.
in updating the network, then we should choose some layer before
any layers to be updated (e.g., input images if the entire network is to
be updated); spatial information needs to be preserved and averaging
is difficult. If it is meant to search by similarity to new examples, then
a representation should be chosen among the deepest layers; spatial
pooling into global vectors and averaging over the data is possible,
but any network updates invalidate the data.
It would be interesting to investigate a compromise between these
two extremes, i.e. use the representation of some intermediate layer, al-
lowing both search by similarity and updates of all subsequent layers.
Sparse activation tensors can keep the representation compact and av-
eraging over similar examples can be an option, assuming alignment.
Alternatively, invertible architectures [33, 130] would allow reconstruc-
tion from deep features.
How should stored data be used while learning? In incrementalRecalling data.
classification, it is common to apply a distillation loss [63, 364] to pre-
serve predictions on previous tasks. Alternatively, it is possible to
constrain the network, e.g. with synaptic plasticity mechanisms [6, 227,These ideas date back to
Hebb [167]. 292] to prevent updates of connections that are important for previous
tasks, or network expansion mechanisms [113, 377, 499] that guarantee
predictions on previous tasks. The more explicit the mechanism, the
larger the required architecture.
An interesting direction to investigate is to apply such mechanisms
to metric learning and instance-level tasks. The challenge is the sheer
volume of stored embeddings that need to be preserved. A possible
approach is to focus, for each new example, to similar data previ-
ously stored. By doing so, we maintain a summary of stored repre-
sentations. All previous ideas apply in this case, including search by
manifold similarity, sparse activations and geometry.
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