Abstract-We present a framework for composing motor controllers into autonomous composite reactive behaviors for bipedal robots and autonomous, physically-simulated humanoids. A key contribution of our composition framework h an explicit model of the "pre-conditions" under which motor controllers are expected to function properly. Pre-conditions may be determined manually or learned automatically by algorithms based on Support Vector Machine (SVM) learning theory. We demonstrate controller composition and evaluate our composition framework using a family of controllers capable of synthesizing basic actions such as balance, protective stepping when balance is disturbed, protective arm reactions when falling, and multiple ways of regaining an upright stance aner a fall.
I. INTRODUCTION
Despite the recent progress in bipedal robots [16] , [17], systems with broad repertoires of lifelike motor skills remain elusive. While a divide-and-conquer strategy is clearly prudent in emulating the enormous variety of controlled motions that humans may perform, little effort has been directed at how the resulting control solutions may be integrated to yield composite controllers with significantly broader fnnctionalities. The technical challenge of our work is not only to develop motor control strategies for specific actions, but also to integrate these controllers into a coherent whole that is greater than the sum of its parts. For example, Figure 1 illustrates a humanoid in the form of a dynamically simulated (Terminator) robot. The robot sits, stands, walks to the stairs, somersaults down the stairs landing in a supine position, and finally rises hack onto its feet. The robot controls its balance and performs all of these actions in an autonomous fashion.
Our control composition framework for simulated anthro- A key contribution of our cornposition framework is an explicit model of the "pre-conditions" under which motor controllers axe expected to function properly. Re-conditions may he determined manually or learned automatically by algorithms based on Support Vector Machine (SVM) learning theory. We demonstrate controller composition and evaluate our composition framework using a family of controllers capable of synthesizing basic actions such as balance, protective 
A. Related Work
The simulation of anthropomorphic figures is a challenging problem in many respects. Comprehensive solutions must aspire to distill and integrate knowledge from biomechanics, robotics and control. Not surprisingly, a divide-and-conquer strategy is evident in most approaches, focusing efforts on reproducing particular motions in order to yield tractable problems conducive to comparative analysis.
The biomechanics literature is a useful source of predictive models for specific motions, typically based on experimental data supplemented by careful analysis. These models target applications such as the understanding and treatment of motor control problems, the analysis of accidents and disabilities, and Our work is aimed at creating dynamic humanoids with broadly integrated action repertoires. Unlike previous work focusing on specific athletic movements or gaits, our methodology is to begin with a core set of simple actions, including balancing, small steps, falling reactions, recovery from falls, standing up from a chair, etc. Then, we contribute a framework for composing individual controllers, however they may be designed, into more' capable control systems for dynamic characters. An interesting technical contribution within our controller composition framework is the introduction of a learning approach for automatically determining controller pre-conditions.
B. Overview
The remainder of the paper is organized as follows. Section I1 presents the anthropomorphic models that we use in our experiments. Section Ill describes a representative set of controllers. Section lV reviews the pre-condition learning methodology. Section V presents the supervisor algorithm for composing controllers. Section VI discusses our results and their applications. Section VI1 concludes the paper and discusses avenues for future research opened up by our work. The movement of the rotational degrees of freedom of the models is restricted by the physical limits of the human body. After researching the literature, we have decided to use the joint limits indicated (for the skeleton model) in the rightmost table in the figure. To ensure that rotations of the figure's body parts do not exceed the user specified limits, we use a method based on exponential springs, which is widely used in a variety of control problems. If any rotational degree of freedom qi. exceeds its allowable range of (Q: < qi < q:), where the superscripts designate "lower" and "upper" limits, respectively, the exponential springs produce the forces: depending on the limit that has been violated. We have determined that the spring constants k d = 10.0 and k: = 1.0 produce satisfactory joint behavior.
HUMANOID MODELS
Motor controllers need information about the state of the figure, where it is facing, whether it is balanced, etc. Controllers also need to have information about the environment, such as bodylground contact points, the slope of the terrain at contact points, the position of obstacles, etc. Most of the information about the figure can be computed from the state parameters; however, it is often more convenient to use higherlevel sensors that are more intuitive, can be computed once per time step, and can be shared among controllers. In our current implementation, each controller has full access to the internal data structures of the system, including all the information associated with any figure or object in the system. This allows the controllers to define arbitrary sensors that keep track of necessary information such as state parameters for feedback loops and the state of the environment. . Support polygon. The support polygon S is defined by the convex hull of the feet that are in contact with the ground, and it is crucial for the balance of the figure.
Center of mass information. The position c, velocity c, acceleration c, and relative position of the center of mass with respect to the support polygon. . Orientation. The facing vector vf and up vector vu of the pelvis, indicating the direction that the pelvis faces and how far it leans, respectively. Figure 3 shows the support polygon, the facing vector and the up vector relative to the skeleton model. Most of the computational burden in our approach lies in the numerical simulation of the equations of motion. The computations associated with the controllers and our composition framework are negligible in comparison. In general, the reduced-DOF, 2D-motion robot model simulates in real time on a 733 MHz Pentium III computer system, whereas the 3D-motion skeleton model runs between 5 and 9 times slower than real time.
COMPOSABLE CONTROLLERS
We have proposed a simple but effective framework for composing specialist controllers into more capable systems Thus, the controller realizes a transition between a domain of input states to a range of output states for the figure. Because of unexpected changes in the environment, however, this transition may not always succeed, which motivates the notion of expected performance, denoted E ; the controller should be able to evaluate its performance in order to detect failure at any point during its operation. To do this, the controller must continually be aware of the current and expected state of the figure or the environment. Any controller that defines preconditions, post-conditions and expected performance can he part of our composition scheme, as explained in Section V.
Most of the controllers for our models are based on pose control, which has often been used both for articulated objects [25] and soft objects 161. Pose control is based on cyclic or acyclic finite state machines with time transitions between the states. Each state of the controller can be static or can depend on feedback parameters. For some of our controllers, we use continuous control, in the sense that the control parameters are tightly coupled with some of the feedback sensors. The balance controller presented below is an example of this.
We now present a few of the individual, specialist controllers that we have implemented for our humanoid characters and we describe in detail their analytical, composahle M I S . 
A. Defaulr Controller
The default controller is activated when no other controller requests control of the biped. Its goal is to perform a sensible action in any given situation. In the absence of a better understanding of the situation, the most sensible thing to do is to keep the figure in a comfortable position. We currently distinguish between two different situations, standing in place and lying on the ground. In the first case, the controller attempts to maintain the figure's upright stance using moderate joint torques, while keeping the anns loose. If the figure is leaning by more than a given threshold slant, then it is considered to he in a lying position, in which case the controller makes the character assume a relaxed pose. Thus far, these two strategies have worked well, in the sense that they bring the figure smoothly into a perceived comfortable position. The default controller faces the difficult task of encompassing all situations for which we have not yet designed appropriate controllers. It therefore represents only a starting point for future improvements.
B. Balancing
Balancing in a quiescent, upright stance is a complex biomechanical control phenomenon that depends on different factors, such as the distance between the feet, and the presence of (or lack of, visual feedback [4] . A considerable body of research aims to understand the sensory information [27] and reflex responses that humans use to maintain quiet stance 191. The strategies that people employ as a response to disturbances during quiet stance are generally divided into hip strategies and ankle strategies depending on whether the hips or the ankles are the dominant regulators of the postural stability. A comprehensive analysis of balance strategies during quiet stance focusing on ankle control can he found in [lo] . Most researchers in biomechanics seem to agree that ankle strategies are more likely to occur in response to small disturbances, while hip strategies occur in response to larger disturbances.
Our where i = (thigh,!aee, waist). 90 = 0, and n is a normalization parameter.
:
Velocity: IC1 < 0.05 m/sec.
Balance: projection(e) E S.
Posture: (upright) (lln) xi d w < 0.1 rad, where i = (thigh, knee, waist), qo = 0, and n is a normalization parameter.
Contact: feet on ground.
The expected performance E is identical to the pre-conditions. Because of the relatively simple task that this controller has to accomplish and the inherent stability of the simple ankle strategy that we employ, the balance controller can he used successfully on slightly different terrains and figures. Nevertheless, the controller could he enhanced to employ more complex strategies, especially as responses to larger external disturbances. For example, a simulated biped should attempt to maintain balance by shifting its weight, or bending at the waist. If the biped cannot maintain balance, it mnst then resort to taking a step or even' initiating a fall behavior.
C. Falling
The manner in which people fall depends upon a number of factors, such as their physique, their age, and their training. Involuntary falling reactions are very common in everyday life, especially among young children and the elderly. They are probably the most common reason behind fracture injuries among the elderly. The work in 1131 shows that, during a fall, the elderly are more likely to impact their hip first as compared to younger adults falling under the same conditions. Our fall controller is designed with the average adult in characteristics. The pre-conditions of our fall controller define a larger acceptable region in velocity space than the one specified by [311 because they are defined in accordance with those of the balance controller. All situations that are beyond the capabilities of the latter should be handled by the fall controller:
P :
Vertical Velocity: C, < 0.3 rnlsec.
Balance:
projection(e) S. Contact : hip not on ground, hands not on ground.
E:
If Contact with the ground within 3 seconds. The pre-conditions ensure that if the figure is not balanced, then the fall controller bids to take over. The fall controller succeeds when the velocity and acceleration of the biped are brought close to zero or when the head touches the ground. The expected performance ensures that the biped keeps on falling in the same direction. In addition, it requires (a) that the figure's facing direction does not reverse, something which might happen when falling from a great height, and (h) that the figure touches the ground within 3 seconds in order to ensure that the fall was from a short height. Our implementation of the fall controller computes the direction of the fall and responds accordingly. It can therefore handle a variety of pushes. The
Controller is robust and it can he used on different bipeds and ground models. 
Iv. SVM LEARNING OF PRE-CONDITIONS
In this section, we describe an automatic, machine learning approach to determining pre-conditions, which is based on systematically sampling the performance of controllers. Our The distribution of the stochastically-generated initial states is of some, importance. The sample points should ideally be located close to the boundaries which demarcate the acceptable pre-condition region of state-space. However, these boundaries are in fact the unknowns we wish to determine and thus we must resort to a more uniform sampling strategy. Unfortunately, the high dimensionality of the state-space precludes regular sampling. We tbus adopt the following stochastic process to generate a suitable distribution of initial states: First, IO . Conuol system overview a nominal initial state is chosen, based upon the designer's knowledge of the controller. A short-duration simulation (typically 0.3s) is then canied out from this initial state while a randomized perturbation process is executed. This currently consists of applying an external force of random (hut hounded) magnitude and random direction to the center-of-mass of the pelvis. Simultaneously, the biped's joints are perturbed in a stochastic fashion by setting randomized offset target angles for the joints and using the biped's PD joint controllers to drive the joints towards these perturbed positions. While the perturbation strategy is admittedly ad-hoc, we have found it to he effective in sampling the pre-condition space, as was validated by the online use of the learned pre-condition individual controllers determine whether their pre-conditions are satisfied and, if so, they hid for control over the dynamic figure by returning a priority number (details in [5] ). The supervisor controller selects from among the collection of bidding controllers the one that returns the highest priority (or, if no controller has hid for control, it selects the default controller), registers it as the active controller, and invokes a method associated with the controller which implements its control strategy. The method returns to the supervisor controller a status parameter. If the status parameter indicates that the controller has failed, then a new bidding process is initiated? Along with the status parameter, the method Observations is 2,789 seconds using the polynomial kernel, 2,109 seconds using the linear kernel, and 211 seconds using the radial kernel. For a training set of 11,020 observations, the training time is 8,676 seconds using the polynomial kernel, 3,593 seconds using the linear kernel, and 486 seconds using the radial kernel. Once trained, the SVM classifier can provide answers on-line in milliseconds.
Fig.

V. SUPERVISOR CONTROLLER ALGORITHM
Figure 10 presents an overview of our control system. At each time step of the physics-based simulation, the supervisor controller first checks whether it needs to initiate a hid process, and proceeds to do so if the user-specified target state has changed or if there is no active controller (other than the default controller). During the bidding process, all available VI. ADDITIONAL SIMULATION RESULTS We now present several examples of controlled sequences of autonomous and user-instructed actions that OUT simulated humanoids, whose physical parameters are consistent with a fully-fleshed adult male, are able to perform.
The reduced dimensionality, planar motion robot model facilitates the development of a relatively large number of controllers, because planar control is more robust than three dimensional control and less dependent on the specific biped and ground model. The control sequence shown in Fig 1 involves 13 controllers: balance, prone-to-kneel, supine-to-kneel, kneel-to-crouch, crouch-to-stand, stand-to-sit, sit-to-crouch, protective-step. fall, walk, plunge-and-roll, doublestance-tocrouch, and the default controller. The plunge-and-roll, standto-sit, sit-to-crouch and walk controllers bid for control of the biped only under command from the user. The remaining controllers act automatically.
The control sequences we were able to achieve for the skeleton model shows that our method also works well in 2An additional check avoids an infinite loop when a badly designed conuoller bids for cmud and imrnedialely fails. actions that our models can perform, including sitting and rising from a chair and rising from a supine position in three' different ways. Autonomously controlled sequences of such intricacy are unprecedented in the humanoid simulation literature, Rising off the ground is a surprisingly difficult motor skill. It involves rapid changes of the contact points and significant shifting of weight. In addition, the frictional properties of the ground greatly influence the motion (here, the coefficient of friction is 0.6). Figure 7 illustrates the humanoid at rest in a supine position, automatically rolling over to a prone position, pushing itself up on all fours, rising to its feet, and finally balancing in an upright stance. The humanoid is equipped with the following controllers: balance, fall, roll-over, prone-crouch, crouchto-stand, and the default controller. All controllers are autonomous in this case; as the humanoid goes though different configurations, it automatically reacts to the current situation activating the most appropriate controller among those that are available. With the figure in a supine configuration, the roll-over controller brings the skeleton to a prone position which makes it possible for the prone-to-crouch controller to take over. When the figure reaches a crouching posture, the prone-to-crouch controller succeeds and the crouch-to-stand controller brings the figure to an upright position, which allows the balance controller to take over. As Figure 8 illustrates, the humanoid can also rise to an upright balanced stance without first rolling over into a prone position. Finally, Figure 9 illustrates a third and much more energetic way in which the humanoid can rise from a supine position. This is called the "kip"', an athletic motion often seen in martial arts films, variations of which are used used extensively in gymnastics. It works by getting the body airhome with enough rotational momentum to plant the feet under the center of mass.
More details about these and other results can be found in [SI, [51, and associated animations are available from w w w . c s . u c l a . e d u / -p f a l / r e s e a r c h .
VII. CONCLUSION
We have presented a framework for composing dynamic controllers. Our framework has been implemented within a freely available system for modeling and animating articulated figures. To our knowledge, our system is the first to demonstrate, among other controlled motions, a dynamic anthropomorphic figure with controlled reactions to disturbances or falls in any direction, as well as the ability to rise automatically off the ground in several ways.
Given the enormous challenge of building controllers capable of large repertoires of dynamic human-like motion, it is inevitable that the work presented in this paper is incomplete in many ways. We hope that our system will foster collective efforts among numerous practitioners that will eventually result in complex composite controllers capable of synthesizing a full spectrum of human-like motor behaviors. Published control methods for 3D walking, running, and stair climbing make obvious candidates for integration into our system. Coping with variable terrain and dynamic environments are dimensions of added complexity that should provide work for years to come. Finally, the intelligent integration of controllers which affect only subsets of the available degrees of freedom must to be addressed in order to allow for the parallel execution of controllers.
