ABSTRACT High-G MEMS accelerometer (HGMA) is widely used in the aerospace field and the precise control of missiles. Therefore, its calibration accuracy is critical to sensor performance and the overall control system. In order to decrease the influence of noise on the HGMA output signal, a hybrid denoising algorithm which is based on the Time-frequency peak filtering (TFPF), Local mean decomposition (LMD) and Sample entropy (SE) has been proposed in this article. For the problem that the TFPF algorithm is limited in the choice of window length, LMD and SE are used to distinguish components, which can improve the TFPF algorithm effectively. It provides a better balance between noise reduction and signal fidelity. Firstly, the noise-containing signal can be decomposed by LMD to obtain PFs. Secondly, calculate the sample entropy values of each PFs, then divide the signal into mixed component, useful component and noise component according to the similarity of sample entropy. Thirdly, the mixed component can use long-window TFPF to reduce noise, the short-window TFPF can reduce the noise for the useful component, and the noise component can be wiped off directly. Finally, the useful component and the mixed component are both reconstructed to form the final denoised signal. Experiments have showed that this method can not only remove noise (the noise of static signal is reduced by 91.76%, the signal-noise ratio of dynamic signal has increased to 17.6), but also retain the details of frequency and amplitude (the shock peak amplitude error is 0.062% and the vibration amplitude error is 0.04%). Therefore, this method can reduce the noise of the High-G MEMS accelerometer signal with maintaining the characteristics of the original signal, thereby greatly improves the performance of the accelerometer, making it widely used.
reducing the noise of the HGMA output signal can improve the its performance [7] , [8] .
Although there are some excellent denoising algorithms now, such as Wavelet transform, Fourier transform, Empirical mode decomposition (EMD), Local mean decomposition (LMD), Time-frequency peak filtering (TFPF), Morphological filter (MF), varying degrees of deficiencies still exist. The Wavelet transform is a time-frequency analysis method [9] , [10] . It can characterize local features of the signal in both time and frequency domains. Known as a microscope for analyzing processed signals, The Wavelet transform is very suitable for extracting local features of a complex signal. The Wavelet threshold denoising is an effective denoising method based on wavelet transform. It uses the different characteristics of the effective signal and random noise after wavelet transform distinguishes the two, so as to achieve the purpose of noise reduction [11] . However, with some certain defects, the traditional hard threshold wavelet transform can cause mutations in the wavelet domain and finally resulting in local jitter after denoising. The Fourier transform is one of the most common and basic methods in signal analysis [12] . Being a frequency domain analysis method, it can well characterize the frequency characteristics of a signal. However, it can't provide any time domain information, which means that it lacks of positioning when it is applied to the time domain. Proposed by Dr. Norden Huang, an American engineering academician, Empirical mode decomposition (EMD) is an adaptive data processing method, which is very suitable for nonlinear, non-stationary time series processing [13] [14] [15] . But this method still has difficulties that have not been overcome, such as modal aliasing. Put forward by Jonathan S. Smith, Local mean decomposition (LMD) is an adaptive time-frequency analysis method that can adaptively decomposes complex signals into a set of product functions (PFs) [16] [17] [18] .Comparing the comparison of EMD with LMD, we can see that LMD is more superior to EMD in many respects [15] . In addition, Time-frequency peak filtering (TFPF) is an effective denoising method which has been widely used, but TFPF has contradictions in the choice of window length [19] [20] [21] . When the long window is selected, the random noise can be effectively reduced, but the signal amplitude is severely attenuated. While when the short window length is used, the amplitude of the effective signal is well maintained, but the noise would not be well reduced.
In recent years, the hybrid denoising algorithms have gradually emerged and they are widely used in different fields. A large number of experimental results have shown that the hybrid denoising algorithm usually works better than a single algorithm [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Lv and Yu introduced an average combined differential morphological filter for feature extraction, where the scale selection of structural elements was determined by Teager energy kurtosis (TEK) [29] . The traditional MF algorithm is easy to be disturbed. Hu et al. proposed an improved MF algorithm to overcome the shortcomings of traditional MF [30] . Xu et al. proposed a new wavelet threshold denoising method, which can obtain the best estimation in Besov space [31] . Bi et al. combined EMD and wavelet transform and applied it to the detection of engine blasting characteristics [33] . This method is suitable for non-stationary engine knock signal, and can identify tapping characteristics of vibration signal, which is more reliable than previous signal processing methods. In order to reduce the noise signal measured from the gearbox, Ning et al. combined the Local mean decomposition and Time-frequency peak filtering to form a hybrid algorithm [21] . This method is obviously more reliable and more efficient than previous signal processing methods. In addition, Sample Entropy (SE) is used to calculate the complexity of PFs and then classify them according to SE values [24] , [26] , [38] , [39] .
In this paper, in order to improve the calibration accuracy of HGMA, Time-Frequency Peak Filtering method is well combined with Local mean decomposition, and Sample entropy (SE) is introduced to divide the signal into useful component, mixed component, and pure noise component. The pure noise component can be wiped off directly, the mixed component is easily denoised with a long-window TFPF to reduce random noise, and the useful component is denoised with a short-window TFPF so that the amplitude of the effective signal is well maintained [40] . Through a large number of simulation experiments, we have made corresponding improvements to the original method. Compared with reducing the noise of the mixed signal as a whole, we found that separate denoising is more effective after dividing the test signal into static output and dynamic output. Because the static signal and the dynamic signal have different frequency and amplitude characteristics, the local mean decomposition is more accurate after dividing the test signal into static output and dynamic output. This paper have optimized the parameters (window length of TFPF) for the accelerometer's high-g working environment, at the same time, the high frequency characteristic of the signal is considered. This paper have analyzed not only the amplitude of the signal during the shock process, but also the performance of different denoising methods in the vibration stage. In addition, this article have also tested the denoising effect with the Allan variance, thereby better verifying the reliability of the noise reduction method. Experimental results can verify the advantages of the hybrid denoising method proposed in this paper. The noise of static signal is reduced by 91.76%, the signal-noise ratio [41] of dynamic signal has increased to 17.6, the shock peak amplitude error is 0.062% and the vibration amplitude error is 0.04% [42] , [43] . This hybrid denoising method is suitable for the removal of high-g MEMS accelerometer signals with shock and vibration characteristics.
In order to improve the performance of accelerometer during High-G calibration, a hybrid denoising algorithm based on LMD, SE and TFPF is proposed in this paper. The rest of this paper is organized as follows: Section 2 is a description of the proposed LMD-SE-TFPF algorithm. Accelerometer description and experimental results are shown in Section 3; Section 4 is the discussion of denoising result; Section 5 is the conclusion.
II. METHODS

A. LOCAL MEAN DECOMPOSITION (LMD)
Local mean decomposition (LMD) is an adaptive signal decomposition method, which can decompose a complex non-stationary signal into a set of product function (PF) adaptively. Obtained by multiplying the envelope signal and the frequency modulation signal, PF represents the instantaneous amplitude of the envelope signal and its instantaneous frequency is obtained from the purely frequency modulated signal. Therefore, the complete time-frequency distribution of the original signal can be obtained by combining the transient parameters of the respective PF components. The product function generated by the LMD can store more frequency and envelope information than the eigenmode function generated by EMD.
The process of decomposition for any non-stationary signal is shown as follows [17] :
• Step 1: Find all the extreme points p i of the signal.
• Step 2: Find the local mean function m i (t) of the signal and the local envelope function a i (t) according to the extreme points of the signal. The local mean function of each segment is given by the following formula:
An important step in the LMD is to use the moving average method, which can obtain the mean and amplitude of the envelope. While the local mean function and the local envelope function of the signal are obtained by mi and ai. After the moving average processing, a smoothed local mean function m 11 (t) and a local envelope function a 11 (t) are obtained. The span of the moving average selects one-third of the maximum distance between adjacent extreme points. The sequences to be smoothed are m i (t) and a i (t), span is 2k + 1, where k is a positive integer. The calculation formula of the moving average is:
• Step 3: Separate the smoothed local mean function from the original signal x(t), and obtain the h 11 (t):
•
Step 5: Find the local envelope function a 12 (t). If a 12 (t) = 1, then S 11 (t) is already the frequency modulated signal, otherwise repeat S 11 (t) as the original data until a 1(n+1) (t) = 1. Then have:
Among them:
Step 6: Multiply all the local envelope functions which are generated by the above process, the corresponding envelop is given by:
Step 7: The envelope signal and the frequency modulated signal are multiplied to obtain a first PF component PF1 of the original signal, the frequency modulation signal is S 1n (t).
It contains the highest frequency component of the original signal, which is a single component AM-FM signal. Its instantaneous amplitude is the envelope signal a 1 (t), and its instantaneous frequency f 1n (t) is obtained from the pure frequency modulated signal S 1n (t). Which is:
• Step 8: The first PF component PF1(t) is subtracted from the signal X(t) to obtain a new signal h 11 (t). Repeat the above steps n times using h 11 (t) as the new source data until h 1n (t) becomes a monotonic function. At this time, the number of PFs is determined to be n.
Local mean decomposition is a process of gradually removing the high-frequency components of the signal, which can be seen from the specific steps of LMD. The decomposition process consists three layers cycles: the moving average of the local mean function and the local envelope function, obtaining the PF component and the process of finding all PF components and residual components.
B. SAMPLE ENTROPY (SE)
After the local mean decomposition, the original signal is decomposed into a large number of PFs. This paper introduce the Sample entropy (SE) to divide PFs into different components, making the denoising process more targeted.
Being an improved method for measuring the complexity of time series based on approximate entropy, Sample entropy detects time series of similar periods and calculates a nonnegative number for the sequence. The larger the value, the more complex the data. Sample entropy is defined as [25] :
Since the actual calculation application process N cannot be infinite, so when N takes a finite value:
where N is the length of the signal; j is the length of the match, also called embedded dimension, it usually takes a value of 1 or 2; r is the probability that any two time points match each other, called similar tolerance (usually selecting 10%-25% of the signal standard deviation).
C. TIME-FREQUENCY PEAK FILTERING (TFPF)
In recent years, the Time-frequency peak filtering algorithm has been widely used in signal processing as a noise cancellation technology. It is a signal enhancement method based on the pseudo-Wiener-Ville distribution (PWVD) to better estimate instantaneous frequency of the data, which uses the time-frequency distribution peak of the frequency-modulated signal as an instantaneous frequency estimate to reduce random noise. Wiener-Ville distribution (WVD) is a bilinear time-frequency distribution with good time-frequency focusing, but its performance is reduced due to cross terms when dealing with multi-component signals. Pseudo-Wiener-Ville distribution (PWVD) is an effective method for suppressing cross terms in WVD. TFPF algorithm first needs to encode the signal into an analytical signal of the instantaneous frequency, and then estimate the instantaneous frequency of analytical signal as the estimate of the effective signal.
The output signal x(t) of the accelerometer can be expressed as:
where: y(t) is the effective signal in the output signal, n(t) is the noise. The steps to remove the noise of the accelerometer output signal using Time-frequency peak filtering are as follows [19] :
• Step 1: The signal x(t) is encoded by frequency modulation:
Here, µ is the frequency modulation index. The noisy signal x(n) is converted into the instantaneous frequency of the analytic signal z(t).
• Step 2: Calculate the pseudo-Wigner-Ville distribution spectrum of the analytical signal z(t).
where, z * is the conjugate operator to z, f is frequency of the signal. The length of the window function h(m) is a parameter that affects the tradeoff between noise attenuation and signal preservation.
• Step 3: Then, the peak value of the pseudo-WienerVille distribution (PWVD) of z(t) is used to estimate the effective signal y(t). Take the maximum value of PWVD to obtain the instantaneous frequency estimate:
where argmax [.] is the operator that takes the maximum value along the frequency direction, f z (t) is the instantaneous frequency function. The size of the window length in the TFPF directly affects the effect of signal fidelity and noise reduction. After the long-window length TFPF noise reduction, the denoising effect of the signal is good, but there will be some loss in amplitude, especially in the position of the peak and trough. The attenuation of signal amplitude is small after TFPF denoising with short-window length, however, there are still many noise components. Different signal components are denoised by different window length TFPF after Local mean decomposition and classification, which not only preserves the effective signal, but also effectively removes random noise.
D. INTRODUCTION OF LMD-SE-TFPF
In order to solve the limitation of TFPF in window length selection, Local mean decomposition, Sample entropy and Time-frequency peak denoising algorithm are all combined.
• Step 1: Local mean decomposition Local mean decomposition is performed on the load output signal to obtain different PFs of the instantaneous high-frequency components. However, each PF component is not a pure noise mode or a pure signal mode, but a mode in which useful component and noise component are mixed. Therefore, it is not possible to directly discard the mode dominated by noise or retain the dominant mode of the signal. We need to use the sample entropy to calculate the similarity of each PFs, and then determine which modes need to be denoised.
• Step 2: Calculate SE and classify SE characterizes the complexity of an unsteady time series. Its core idea is to detect the probability of a new subsequence appearing in a time series. In the LMD-SE-TFPF algorithm, the SE value of each PF component is calculated to distinguish the complexity of each PF component, and the PFs are classified according to the similarity of SE values, which are divided into three parts on average. PFs in the minimum interval is considered as a useful component, while in the middle range, it is considered as a mixed component, and pure noise component is in the largest interval. The ideal useful component is a pure signal with no noise, the noise component should be pure noise, and the mixed component contains pure signal and pure noise. Therefore, the useful component needs to be well preserved, the mixed component needs to be denoised, and the noise component is wiped off.
• Step 3: Denoise for different signal components Select TFPF with different window length to denoise for the signal components. Due to the denoising effect is better after long-window length TFPF, so the mixed component is denoised by the long-window length TFPF. The attenuation of signal waveform and amplitude is small after denoising by short-window length TFPF, so the useful component is denoised by the short-window length TFPF. Finally, we remove the noise component directly. When we adjust the window length, its parameter is gradually increased until the signal is distorted. At this time, the maximum undistorted window length is the appropriate parameter.
• Step 4: Signal reconstruction Reconstruct the denoised mixed component and useful component, the final denoised signal is obtained. Signal reconstruction is actually a process of superimposing the denoised mixed components with the denoised useful components. The steps of the LMD-SE-TFPF method are shown in Figure 1 .
III. EXPERIMENT AND RESULTS
A. HIGH-G MEMS ACCELEROMETER
The original signal collected in this paper is from the High-G MEMS accelerometer (HGMA) which is a newly designed and manufactured sensor. It has the characteristics of high impact survival rate and high range. The working principle of HGMA is Piezoresistive effect, and the unit of the output signal is voltage. HGMA adopts four beams and island structure, as is shown in Figure 2 . The frame, four beams and the center mass are all rectangles, which are good for processing.
The cross section of the accelerometer constructed the coordinate system. The central dividing line of the cross section is Z axis, and the specified direction is downward. The other middle line is the X axis, and the right direction is Table 1 . We simulated and analyzed the first four orders through ANSYS software. In Figure 3 and Figure 4 : (a), (b), (c) and (d) are the first, second, third and fourth modes respectively. The first mode mass moves along the Z-axis, working as the working mode, the second mode mass rotates around the X-axis, the third mode mass rotates around the Y-axis, the fourth mode mass and frame move along the Z-axis.
The resonant frequencies of the four modes are shown in Table 2 , which indicates that the 1st order mode resonant frequency is 408 kHz working as the working mode of HGMA. The 2nd order mode resonant frequency is 667 kHz and has 260 kHz gap with 1st mode, it means the coupling movement between these two modes is tiny, which is good for HGMA linearity. Figure 5 shows the SEM photos and CCD photos of the accelerometer structure.
B. EXPERIMENT
The HGMA is calibrated in Hopkinson Bar calibration system as shown in Figure 6 (b), and its output signal is also collected by the equipment, which is shown in Figure 6a . A power supply (GWINSTEK GPS-4303C) is employed to provide +5V voltage to HGMA, and a high-speed data acquisition system and a computer are employed to collect the HGMA output signal. Temperature is 25 • C (room temperature), and the sampling rate is 20MHz. Figure 6 shows a schematic and experimental setup of a dynamic linear incremental impact system using a developed dual-warhead Hopkinson bar [8] . The impact measurement system includes a launch and impact system, a measured accelerometer system, a pressure control system and a data acquisition system, as shown in Figures 6(a), (b) . Its launch tube and measured accelerometer are shown in Figures 6c, d respectively.
The accelerometer is mounted at the end of the base to measure the acceleration (1.5 × 10 5 g ∼ 2.0 × 10 5 g) caused by the bullet impacting the Hopkinson bar. To measure the pedestal Doppler shift due to acceleration, the grating is mounted next on the other side. Due to the quasi-half-sine acceleration pulse from the compression wave, the accelerometer mounted on the side of the rod will immediately fly out.
The grating mounted on the pedestal measures the Doppler shift based on the accelerometer's acceleration and converts it into a voltage signal, it is ultimately input to the OP amplifier and analyzed by the data acquisition system.
When the accelerometer has no external interference and outputs a static signal, which contains rich random noise. We believe that the output signal at this stage can represent the statistical property of the noise in HGMA signal. When the sensor is subjected to external impact, the signal undergoes two stages of shock and vibration. The dynamic output signal contains both noise and useful signals. Figure 7 is the signal decomposition result, (a) is static signal, (b) is dynamic signal.
Through a large number of simulation experiments, we found that it would be more effective to denoise separately after dividing the test signal into static output and dynamic output. The algorithm demonstration part takes the noise reduction of the dynamic signal as an example, and the noise reduction of the static signal is similar to this, so we don't repeat it here.
According to the LMD-SE-TFPF algorithm, the first step is to perform a Local mean decomposition to the original signal. The output signal is decomposed into 7 PFs with different physical properties. Figure 8 is the result of LMD, S(t) is the original dynamic signal.
To calculate and classify the sample entropy of the PFs is the second step. Figure 9 shows the calculation result of the sample entropy value and the result of the signal classification. The Sample entropy value interval is 0∼0.16, and the calculated results are divided into three parts on average. PFs in the range of 0∼0.053 is considered as a useful component (L3: PF5∼PF7), the short-window TFPF is employed. PFs in the range of 0.053∼0.106 is considered as a mixed component (L2: PF1, PF3 and PF4), the long-window TFPF is employed. And noise component is in the range of 0.106∼0.16 (L1: PF2), which should be wiped off directly. When the window length parameter is gradually increased, as shown in Figure 10 , the random noise reduction effect is getting better. When the window length is less than 17, the effect of noise reduction is not obvious. When the window length is increased to 33, the signal is distorted, and the amplitude features do not match the original signal. At this time, 31 is the optimum long window length. For the useful component (L3), the signal characteristics should be preserved to the greatest extent, when the window length is 13 or 17, the signal is distorted. So, the short window length is chosen to be 7. It can be seen from Figure 11 : the mixed component has a better denoising effect, as to the noise component, we remove it directly, the useful component retains the amplitude-frequency characteristic of the signal.
By superimposing the L2 signal and the L3 signal, we obtain the final denoised HGMA output signal.
IV. DISCUSSION
It is obvious in Figure 12 that the static signal contains rich noise (peak-to-peak is close to 0.013V) and the bias characteristics of the offset HGMA. The LMD-SE-TFPF method has obvious noise reduction effect on this part, this can be demonstrated by denoising results.
The Allan variance curve can not only represent the noise characteristics of the signal, but also quantitate the equivalent value of the acceleration random walking. Therefore, it is possible to check whether the signal noise level is reduced by the Allan variance analysis or not.
As shown in Figure 13 , the value of original static signal and LMD-SE-TFPF denoising signals in 10 −7 s are 10.1242mV/h and 0.8335 mV/h respectively. The noise of static signal is reduced by 91.76%, which can prove that the random noise of the signal is significantly reduced by the LMD-SE-TFPF method.
In order to compare the noise reduction effects of different methods, we performed separate TFPF denoising and traditional hard threshold wavelet denoising experiments to compare the noise reduction effects of different methods. Figure 14 is a comparison of the three methods. Dynamic signal is mainly divided into two stages: shock stage and vibration stage, we analyze the denoising effects of these two stages separately.
Shock stage: the main part of the calibration experiment, with a peak of about 0.162V and a pulse width of about 9.8µs. At this stage, the original signal data, the TFPF denoising signal and the LMD-SE-TFPF denoising signal almost overlap, indicating that the three curves contain the same information. However, the Wavelet denoising signal amplitude is 0.152V which is not well captured the original signal data, and the error is greater than 5%. Therefore, Wavelet denoising method is not suitable for calibration denoising. Vibration stage: this part mainly contains vibration information, which reflects the dynamic characteristics of HGMA. At this stage, it is clear that the Wavelet denoising signal has a serious distortion and cannot reflect the information of the original data. At the same time, after TFPF denoising, the amplitude decreases significantly and cannot represent the amplitude information of the original signal. Only the LMD-SE-TFPF method can capture the actual vibration signal.
The frequency characteristic of original signal and denoising results are shown in Figure 15 . Figure 15a shows the frequency spectrum with a log-log scale, which can represent the noise statistic characteristic of HGMA output signal. It is obvious that the LMD-SE-TFPF method has the lowest noise. And the detailed analysis of the shock signal (Figure 15c ) and the vibration signal (Figure 15d ) are as follows:
Shock stage: the frequency peak of this phase is about 27.1 kHz. The original signal data, TFPF denoising signal and LMD-SE-TFPF denoising signal have almost the same amplitude (both around 0.162V). The amplitude of the Wavelet denoising result is 0.152V, and the signal is distorted. It shows that the LMD-SE-TFPF denoising method captures the actual amplitude and frequency information of the original signal.
Vibration stage: the frequency peak of the vibration phase is about 525.8 kHz. Since the sensor is vibrating along the Z axis, only the first mode of the sensor is excited. There is a deviation from the design value (408 kHz) caused by the machining error. From Figure 14d , we can conclude that the original signal data and the LMD-SE-TFPF denoising result have almost the same amplitude and shape (both around 0.250V). The TFPF denoising result has an amplitude of 0.219V and the error is 12.4%. The peak amplitude of the wavelet denoising result is 0.011V, and the signal attenuation is severe. It shows that TFPF and wavelet denoising are not suitable for the calibration denoising of the HGMA, only the LMD-SE-TFPF denoising method can capture the actual frequency information of the original signal. Based on the comprehensive performance of all aspects, the LMD-SE-TFPF method has a better denoising effect while maintaining the characteristics of the original signal. Table 3 lists the denoising results of the three methods, as can be seen from Table 3 , the LMD-SE-TFPF denoising algorithm is more effective in ''Shock Stage'' and ''Vibration Stage''. The LMD-SE-TFPF denoising algorithm errors in these two stages are 0.062% and 0.04% respectively, which is within the allowable range of calibration error.
What's more, this article evaluate the denoising method through three index: Signal-noise ratio (SNR), Standard deviation (STD) and Root mean square error (RMSE). Signal-noise ratio is the ratio of signal to noise in an electronic device or electronic system. The signal here refers to an electronic signal from outside which needs to be processed by this device. Noise is the additional irregular signals (or information) after passing through the device. The SNR is calculated as 10lg(p s /p n ), where p s and p n represent the effective power of the signal and noise respectively. It can also be converted into the ratio of the voltage amplitude: 20lg(v s /v n ), where v s and v n represent the effective value of signal and noise voltage. The STD can reflect the dispersion degree of the data, while the RMSE is used to measure the deviation between the observed value and the true value.
It is obvious from Figure 16 that the signal after the LMD-SE-TFPF algorithm has the highest signal to noise ratio (17.5746) . At the same time, it has a low STD (0.06285) and RMSE (0.002536). From this we can make a conclusion that the LMD-SE-TFPF algorithm can reduce noise effectively.
V. CONCLUSION
This paper proposes a hybrid algorithm that combines TFPF with LMD and SE methods to reduce noise of High-G MEMS accelerometers signal. The window length of TFPF is adaptively selected by utilizing the decomposition characteristics of LMD and the value of SE, which highlights the advantages of each of the three algorithms. Compared with the traditional VOLUME 7, 2019 TFPF and wavelet denoising, it breaks the limitation of the window length selection of the TFPF method. Experiments showed that this method can not only remove part of noise (the noise of static signal is reduced by 91.76%, the signalnoise ratio of dynamic signal has increased to 17.6) but also retain the details of frequency and amplitude (shock peak amplitude error is 0.062% and vibration characteristic amplitude error is 0.04%). Therefore, this method can improve the performance of High-G MEMS accelerometers which makes it widely used.
AUTHOR CONTRIBUTIONS
Z.Y., B.H. and J.T. conceived and designed the experiment; C.S., Y.S. and J.Z. manufactured the structure; H.C., J.L. and Z.Y. analyzed the data; H.C. and Z.Y. wrote the paper.
ACKNOWLEDGMENT (Zeyu Yan and Chong Shen contributed equally to this work.)
CONFLICTS OF INTEREST
The authors declare no conflict of interest.
