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The object of this paper is to give estimates for the number N(T 9 U) of pairs of zeros of the Riemann zeta function with imaginary parts y, y' between 0 and T for which 0<y'-y^ U 9 where U is of the same order s the mean spacing between such zeros. According to a conjecture 1 ) of H. L. Montgomery [10] , [11] , [12] , (1) s T-»oo and U-+Q in such a way that UL = A; here L = ^-logT is the average 2n density of zeros up to T and A is an arbitrary positive constant. If the same number of points were distributed at random (uniformly and independently on an interval of length Γ), then the ratio on the left would tend to A. According to the conjecture, the zeros have on the average fewer near neighbors than they would have if they were distributed at random. This feature is most striking for small A.
Starting with results of A. Seiberg [19] and A. Fujii [2] , J. H. Mueller [18] has recently shown that both (2) for Γ-· > oo, 17-> 0, UL = A. The results of this paper are numerical refinements of (2) . The starting point is the formula which led Montgomery to bis conjecture. For this formula, he needed to assume the Riemann hypothesis, so the estimates here, unlike Mueller's, are conditional. The formula 2 ) is
Research supported in part by NSF Grant DMS 82-02633. 1 ) For work related to this conjecture, see [4] , [5] , [6] , [9] , [13] , [14] , [15] , [16] , [17] , [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] .
2 ) For this version of the formula, see the Appendix.
here r is an admissible function: an integrable function on R for which the Fourier transform r, defined by
-oo 4 is supported in (-1, 1) , and w(w) = --τ is a weight factor which plays no role in our application.
u
The number of pairs with / = y is at least ~ T L, and is asymptotically larger if a positive proportion of the zeros are multiple. By choosing r(a) = ( -) , Montgo-2 \ ποί J mery showed that at least -of the zeros are simple; later he and M. E. Taylor [11] used a variational argument to determine the optimal choice of r, i.e. that admissible nonnegative function satisfying r(0) = l for which the integral M(r) on the right side of (3) is minimal. In this way they were able to show that at least 0.67 of the zeros are simple. If almost all of the zeros are simple, Montgomery's formula becomes
In what follows, we put as Γ-» oo and U -> 0 in such a way that UL = A; here A is a positive integer or halfinteger. The same method applies to any Dirichlet L-function. As A. Fujii has observed [3], Montgomery's formula may also be adapted to pairs of distinct primitive Lfunctions L (s, χ) and L (s, χ'). Assuming the zeros of these two functions in the right half plane are all of the form -+ jy and -=-+ /y', the method of [10] gives
Theorem
for each admissible function r, and we may conjecture that the number Ν χ χ ,(Τ, U) of pairs y, y' for which 0< y, y'S Γ and |y' -y|S t/ satisfies s Γ-» oo and £/-> 0 in such a way that UL = A. Using (8), we show that (9) and (ίο)
for each positive integer or half-integer A.
Our method for obtaining the estimates (5), (6), (7), (9), (10) is to choose admissible majorants r+ and minorants r_ of the characteristic function (p[-A , A} of the interval [-^4, A]. As A. Seiberg showed a few years ago [20] (and see [7] and [32] for a further development of these ideas) the special functions
/sinπα or α>8πα\ 2 f A_ .
for suitable choices of λ+ and A« minimise and maximise r(0) (giving r ± (0) over the class of admissible majorants and minorants of φ[~Α, Α γ Here, and in what follows, a runs over integers or half-integers and the sin or cos is taken according s A is an integer or half-integer. It follows that the bounds (9) and (10) are the best obtainable by this method.
The bounds in (5), (6), (7) are the values of ~M(r ± ) for the (even) functions (11).
These are computed, for the best choice of λ ± , in § 1. These functions probably do not minimise and maximise ^M(r ± ) over the class of admissible majorants and minorants of <pi-AtA} . Since, for any such r ± , the difference r = r+ -r_ is an admissible majorant for the characteristic function φ { -Α>Α } of the two-point set {-A, A}, it follows that the difference between the best bounds for Φ (A) and «Sf (A) obtainable by our method is not larger than the minimum Δ (A) of -M (r) over the class of admissible majorants of <P {-A, A}-I n §2, the method of Montgomery and Taylor is used to show that for a positive integer or half-integer A,
The difference between the bounds for <%( ) and ^(A) obtained in § l is It follows that the bounds (4), (5) In particular, the bound $1 (2) ^2 is inaccessible by our method.
Computation of -M(r ± )
The functions r ± in (11) are admissible, for any choices of λ±: we have In fact, the sum in (15) is at least
from which (15) For each even admissible r, the Parseval relation gives
For the functions r ± of (11), r ± (0) From (14), we get
If A is an integer, the sum here is 1^ \_ " l 6 l? 
in both cases. From these formulae, the bounds (5), (6) follow, and we get
Computation of A (A)
Our goal is the minimum (A) of -M (r) over the class of nonnegative admissible functions r satisfying r (±A)^1; here A is a positive integer or half-integer. It will turn out that the minimising functions are even. To begin with, we will minimisẽ M(r) over the class of nonnegative admissible functions for which r(±A) has given values. The minimising r will depend on these values. We will then take the minimum over the ränge
Lemma. On the class of nonnegative admissible functions r for which r(±A) takes any given values, the minimum of -M (r) exists.
Proof, For nonnegative admissible r, we have r(a)= J r(ß)e2ni * ß dß -i and \?(ß)\^r(ö); it follows that r is an entire function satisfying (20) |r(a)|^2r(0)e 2 * |hnflt| .
We show next that For this it suffices to show that r(a)«ic M (r) in some real interval containing the origin, independent of r. We have
f(ß) -?* ( ) = r(a)
where * is convolution and is the Fourier transform of ( -) , i.e. V / It follows that and that r(e) i _ Since r-r* Λ is supported on [-2,2], the left side is <c M (r) on each compact subset. Since {...}»! on a suitable circle centered at the origin, it follows that r(a)<^c M (r) on that circle and therefore also in the corresponding disc. On combining (20) and (21), we get 27t ' Ima l uniformly on the class of nonnegative admissible functions.
From a sequence of such functions for which r(± ) takes given values and over which -M(r) tends to its infimum subject to these conditions, we may therefore select a subsequence r f which converges, uniformly on each compact subset, to an entire function r which is nonnegative on the real axis and for which
In particular, r is bounded on the real axis. We have Taking the inner product of (24) A simple calculation shows that X-Y>Q and y>0. It follows that the minimum of min//(i), subject to the conditions |c ±x |^l, is for c_ x = c x unimodular, giving
The extremal s is given by
an even function. It follows that s and r are even.
Integral A. From (26) and (27) Similarly,
H--])
with (25) and (27) , gives
We denote the sum here by V A . Since and using c 0 = m 0 , we get (33) w 0 = -(-:
Substituting (32) and (33) 
