We investigate similarity solutions of the second kind (in that they feature an anomalous exponent) for a fourth order degenerate di usion equation on the half-line x 0. These self-similar solutions are termed dipole solutions and, using a combination of phase space analysis and numerical simulations, we numerically construct trajectories representing these solutions, at the same time obtaining broader insight into the nature of the four-dimensional phase space. Additional asymptotic analysis provides further information concerning the evolution to self-similarity.
Introduction
This paper builds on the results of 1], to which we refer for background and relevant references, by studying further the asymptotic behaviour of the`thin lm' equation (see, for instance, 2]) @h @t = ? @ @x h n @ 3 h @x 3 ! (1.1) with n < 2 on the half-line x > 0, a problem noted by Barenblatt in 3] . For most of the analysis, we shall impose on (1.1) the conditions h = @h @x = 0 at x = 0 and x = s(t) (zero contact angle); with h = 0 for x s(t), and the (compactly supported) initial data at t = 0 h = h 0 (x); s = a; (1.3) in which h 0 (x) = 0 for x a. The constraint n < 2 is needed for drainage of uid over the edge x = 0 to be possible (in other words, to permit the ux J(t) = ?h n @ 3 h @x 3 x=0 (1.4) to be positive) { see 1] for further details.
For 0 < n < 2 the asymptotic behaviour of (1.1)-(1.3) as t ! 1 is given by a similarity solution of the second kind (see 3] for numerous other such examples), whereby h t ? f(x=t ) as t ! 1 with x = O(t ) (1.5) with (from (1.1)) n + 4 = 1 (1.6) and with (the`anomalous exponent') determined by a nonlinear eigenvalue problem speci ed in 1] (the exception to this is the special case n = 1 in which (1.5) is a similarity solution of the rst kind, with = 1=3, = 1=6, because the rst moment of h is conserved). Further phase space results for this eigenvalue problem are given in Section 2 below and a detailed numerical investigation, which in particular makes possible the calculation of the anomalous exponents (n), is outlined in Section 3. One interesting feature of the numerical analysis is the appearance of a second family of self-similar solutions in the range 0 n < 1=2. These solutions have zero contact angle at both the xed and the free boundary, and are speci ed by imposing optimal smoothness at the free boundary, characterised by the exponent 3=(n + 1) (which is larger than the exponent 2). A similar family of solutions may be obtained for the Cauchy problem (cf. 4]). In the n = 0 linear limit case this corresponds to having h = h x = h xx = 0 at the free boundary, so that h is a solution of the obstacle problem for h t + h xxx = 0, the obstacle being h 0; see also the discussion at the end of Section 2 in 5]. Furthermore, we expect these solutions to exist in the whole of the range ?1 < n < 1=2.
We anticipate that (1.5) also describes the asymptotic behaviour of (1.1)-(1.3) for n c < n 0 for some nite n c , i.e. down to some (currently unknown) critical exponent. As in the case of the Cauchy problem ( 4] , 5]), we expect that for n = n c h e ? t f(x=e ?nc t=4 ) as t ! 1 with x = O(e ?nc t=4 ) (1.7) and for n < n c h (t c ? t) f(x(t c ? t) ) as t ! t ? c with x = O((t c ? t) ? ); (1.8) this being a second kind solution to (1.1)-(1.2), with ; > 0 satisfying ?n ? 4 = 1, which represents extinction at some nite time t = t c (by contrast, the corresponding solution to the Cauchy problem is of rst kind, with = = ?1=(n + 4)). We shall leave such issues for n < 0 largely as open problems, though we do give results for the limit n ! ?1; in view of the status of (1.2) as a combination of the xed boundary conditions of 6], for which nite time extinction occurs for n < 0, and of the moving boundary conditions of the Cauchy problem analysed in 4], 5], for which n c = ?4, we anticipate that the critical exponent n c for (1.1)-(1.3) will satisfy ?4 < n c < 0.
In Section 4 we address three asymptotic regimes, namely n ! 1, n ! 2 ? and n ! ?1, using formal methods. Consideration of the rst two arises from the rigorous results of 1] which cover the existence of ( rst kind) similarity solutions for n = 1 and n = 2; we show below how properties of these solutions determine the evolution to second kind behaviour for neighbouring values of n. The methods we adopt here are fairly widely applicable to problems involving quantities which are almost conserved. The limit n ! ?1 is also instructive, in particular because it illustrates the nite time extinction behaviour suggested above. We conclude in Section 5 with some brief discussion of other possible boundary conditions.
The dynamical system
In this section we identify the appropriate similarity solution in (1.5) as corresponding to a connection between two critical points of a dynamical system. We shall refer to this solution as the dipole, and to the corresponding connection as the dipole connection. The dipole is given by h(x; t) = t ? f(x=t ); n + 4 = 1;
where the pro le f( ) 0 must solve (f n f 000 ) 0 = f 0 + f; 0 < < 0 ; (2.2) and satisfy, see (1.2) , the boundary conditions, f(0) = f 0 (0) = f( 0 ) = f 0 ( 0 ) = f( 0 ) n f 000 ( 0 ) = 0:
Here 0 is positive and may be used as scaling parameter. We restrict our attention to 0 < n < 2. Orbits coming out of these critical points into H correspond to solutions f( ) de ned on some interval (0; 0 ) with 0 < 0 1. Near = 0 they behave like A b where b is the x-coordinate of the corresponding critical point. The constant A > 0 is arbitrary, except for P 3 , for which it follows easily from the u-coordinate (in the range of and n considered below there will be no such solutions). In 7] the number of degrees of freedom for these solutions with powerlike behaviour is determined from the linearisation of (2.5) around the corresponding critical point. Relevant for the analysis in this paper are the points P 1 for 0 < n < 1 2 and P 2 for 1 2 < n < 2; In the light of the description above, we look for an orbit in H \ W u with the appropriate large t behaviour. Let us rst review the possiblities. We assume, as will be supported by the numerics, that orbits in H \ W u have simple !-limit sets, by which we mean singletons consisting of a single critical point, possibly at in nity.
Orbits in H \ W u cannot lie in the stable manifolds of P 1 and P 2 , because these stable manifolds are contained in @H = fu = 0g. This observation also applies to the other critical points with u = 0, provided n < 2. On the other hand, it is perfectly possible for an orbit in H \ W u to connect to P 3 , corresponding to solutions f having algebraic growth (exponent For n = 2 the eigenvalues are ?3; ?2; ?1; 0. The determinant of this matrix being 8(n + 4)(n?2)(n?4)n ?3 , it follows that for n slightly smaller all eigenvalues are negative. Analysing the characteristic polynomial we nd that there are no purely imaginary eigenvalues in the parameter range under consideration, which is 0 < n < 2, 0 < n < 1. Thus P 3 is an attractor and we can expect all bounded orbits to approach this point as t ! 1, corresponding to 
and is an attractor (modulo the scaling), its eigenvalues being ?1; ?1; n ? 2; n ? 3 (ignoring in here and what follows the zero eigenvalue due to the scaling invariance). None of the other points is an attractor. In the numerics below we will see that orbits in W u \ H typically select one of the two attractors P 3 and Q 1 . Standard continuity arguments imply that there must be an orbit in W u \ H which is not in the domain of attraction of P 3 and Q 1 . We refer to this orbit as the critical orbit, although we only have numerical evidence of its uniqueness. Tuning we look for an -value for which the critical orbit corresponds to a solution f satisfying (2.3). To this end, we will identify a critical point in whose 2-dimensional stable (fast stable if n < 1 2 ) manifold the critical orbit must be contained for (2.3) to hold. Generically we expect the critical orbit to connect to a critical point with a 3-dimensional stable manifold. As we explain next there are two such points and it depends an the value of which corresponds to Q 5 and has exactly the same eigenvalues. The point Q 5 has a 3-dimensional centre-stable manifold. We note that the zero eigenvalue is the only one with an eigenvector having nonzero V -component and that all orbits coming from fV > 0g enter Q 5 along this vector. These observations are based on a WKBJ-analysis giving solutions of (2. the stable manifold is contained in V = 0 and may be ignored (it will appear below that in this range we have to connect the critical orbit to Q 4 ). For 0 < n < 1 2 , however, it is 3-dimensional, but only the orbits coming in along eigenvectors corresponding to the two most negative eigenvalues have (2.23). Thus we must tune to make the critical orbit connect to Q 2 along this fast stable manifold. Solutions connecting to Q 2 along the generic eigenvector (eigenvalue 2n ? 1, both directions allowed) do not have zero ux.
The stable manifold of Q 3 contains solutions f( ) which go to zero as ! 0 as a powerfunction with exponent 3 n+1 . For 1 2 < n < 2 its dimension is 3, and the critical orbit goes into Q 3 for too large. For 0 < n < 1 2 however, the dimension is 2, and Q 3 takes over from Q 2 . In this range we can also tune to make the critical orbit connect to Q 3 . Solutions thus obtained gain, rather than conserve, mass at the interface, but do represent the smoothest non-negative solutions for this range of n.
Finally there is Q 4 , which for 3 2 < n < 3 takes over the role of Q 2 , having W s with dimension 2 and containing the zero ux, zero contact angle solutions (exponent 3 n near 0 ), so that for 3 2 < n < 2 we tune to connect the critical orbit to Q 4 . For n < 3 2 this point has U < 0 and is not relevant here, while the point ?Q 4 has a 3-dimensional stable manifold contained in V = 0 and is also irrelevant here.
3 Numerical construction of the trajectories
Preliminaries
In this section we outline the numerical approach used to construct the trajectories (outlined in the previous section) between local equilibrium points and those at in nity. The approach is based on a shooting method program which follows trajectories emanating from the linearized unstable manifold of the relevant local equilibrium point. These trajectories may either escape to in nity or approach some other local equilibrium point.
The program is based around NAG routine D02PAF and solves equations (2.5) using a Runge-Kutta-Merson technique. For the work featured here, we always shoot from a twodimensional unstable manifold and the initial values for x; y; z and u come from choosing points on a closed curve (x; y; z; u) = ?( ), traced out by the (single-valued) function ?( ) de ned by ? = P c + (a cos + b sin ) ; (3.1) where a and b represent (su ciently small) eigenvectors corresponding to the unstable eigenvalues of the relevant critical point P c (namely P 1 or P 2 ) and 2 0; 2 ), restricting attention to u > 0; in practice we take jaj = jbj = d with d = 0:1.
Solutions of (2.5), which, in terms of (2.11) converge to one of the points Q 1 , Q 2 , Q 3 , Q 4 , escape to in nity in nite t, having y ax 2 , where a is the Y -coordinate of Q i in (2.13)-(2.14).
These
For clarity we include We recognise escape to in nity in nite time with y ax 2 by projecting the trajectories onto the (log jxj, log jyj) plane, noting that points where a trajectory crosses an axis in the (x; y) plane correspond to asymptotes in the log plot. As trajectories escape to in nity in the log plot we therefore expect them to have gradient 2 (corresponding to reaching Q 2 , Q 3 or Q 4 ), gradient less then 2 (corresponding to reaching Q 1 ), or x ! 4=n or x ! ? = (corresponding to P 3 and Q 5 , but these are better seen in a plot of x versus t). Additionally, if we extrapolate a line with slope 2 we nd an intercept of log(a) (see Figure 2) . To nd the critical pair of values that corresponds to the dipole solution we perform numerical simulations varying and . For xed we rst determine the critical -value for which the solution is nongeneric (i.e. not in the domain of attraction of P 3 or Q 1 ). This -value is denoted by c ( ). We then vary to obtain a pair ( c ; c ( c )) for which the solution connects to a critical point (Q 2 or Q 4 ) with dim(W s )=2. This c is the anomalous dipole exponent. For n < 1=2 the situation is slightly di erent; see Section 2 and Section 3.4 below.
Behaviour for 1=2 < n < 3=2
In this range of n we look for the orbit connecting the two-dimensional unstable manifold of P 2 to the two-dimensional stable manifold of Q 2 (Table 1 shows this point to relate to the required quadratic behaviour for f local to the interface). The behaviour of orbits coming out of P 2 in this regime, described in terms of the ( ; ) parameter plane, is shown in the schematic in Figure 1 . The numbers which are not contained in parentheses represent the exponent in the second column of Table 1 . Numbers contained in braces denote the dimension of stable manifolds. From the additional straight line superimposed on the graph we see that the gradient of the solution in the far-eld is 2 and that the intercept of the straight line is given by log(1/2), as desired. For the non-generic solution with > c we pick up the behaviour governed by Q 3 as shown in Figure 2 (b) (cf. Figure 1 ). For ( ; c ( )) with > c , by inspection of the x-t graph we see that the solutions have x ! ? = as t ! 1 (as far as numerical accuracy will allow), corresponding to Q 5 . We note that it is a consequence of unavoidable numerical inaccuracies that the solution eventually escapes to one of the generic behaviours (see Figure 2(c) ). It is thus di cult to recognise this solution in terms of the log x, log y plot, as the required solution has x and y converging to a speci c point -numerical errors take the solution away from this point and the fact that the trajectory moves slowly in its neighbourhood is not apparent from a plot involving x and y but not t. 
Behaviour for 3=2 < n < 2
For 3=2 < n < 2 we retain most of the structure that exists for 1=2 < n < 3=2, the only change being that the stable manifold of Q 2 becomes one-dimensional and that of Q 4 two-dimensional (cf. Section 2). Q 4 takes over from Q 2 and is the relevant equilibrium point for the dipole solution in this range of n. The ( ; ) parameter plane illustrating the structure of the phase space is shown in Figure 4 , where we employ the same notation as discussed in Figure 1 . 
Behaviour for 0 < n < 1=2
In this regime, the behaviour is more complex in that we now have two possible critical connections. We can nd either a connection between the two-dimensional unstable manifold of P 1 and the two-dimensional stable manifold of Q 3 , or we may also connect to the fast two-dimensional stable manifold of Q 2 . The situation is illustrated in Figure 6 .
We comment at this point that such zero ux solutions with quadratic interface behaviour are found by studying graphs of z against t for the non-generic solutions. The zero ux solution has z ! 0 as t ! 1 in correspondence with Q 2 while all other non-generic solutions have z escaping to in nity.
The solutions with interface behaviour f ( 0 ? ) 3=(n+1) as ! 0 are particularly sensitive to numerical errors and it is di cult to locate these solutions by numerical study of (2.5). This problem persists for all n < 1=2 and so we use a di erent numerical methodology in this case. We solve (2. (with B being determined as part of the solution) and nd the value of 0 such that f( 0 ) = f 0 ( 0 ) = 0 for xed . Varying then allows us to construct graphs of 0 against for various n, see Figure 7 . The critical value of that we seek is the minimum value for each curve.
Here the transition from f having a minimum to f having a maximum in 0 occurs. Thus we also nd that f 00 ( 0 ) = 0, consistent only with Q 3 . It is noteworthy that the branches of solutions can be continued (and now correspond to solutions with sign changes), but fold back. It is this borderline behaviour which causes the above noted numerical di culties; as is to be expected, they become more severe as n ! 1=2. We determine the sign change branches numerically only for n = 0, this being discussed below. Note that the form of the dynamical system (2.5) makes it inconvenient to nd trajectories representing solutions with sign changes. Moreover, numerous di erent branches of sign change solutions can be speci ed, depending on how the local behaviour at a zero of h is prescribed; those given below for n = 0 are analytic at a zero.
For n = 0 we may easily construct additional branches of solutions featuring sign changes
Zero flux {2} Figure 6 : Schematic of the behaviour of trajectories in the ( ; ) plane for 0 < n < 1=2. and having zero contact angle at their free boundary. It is the linearity of (2.2) that allows us to continue the solutions through zero without di culty and nd further values of 0 for which zero contact angle conditions hold at the interface. We proceed by xing and then separating the initial condition (3.3) into two parts, denoting the solution of (2.2) with f = 
the number of sign changes in the solution, so that f0g denotes the branch of non-negative solutions. 
The overall picture
By combining the approaches from the previous sub-sections we may construct the graph of c against n, as shown in Figure 9 . The 3=(n + 1) branch merges with c (n) as n ! 1=2 ? ; the numerics become increasingly delicate as n approaches 1=2 and 2, resulting in the gaps in the curves. It is noteworthy that the asymptotics about n = 2 indicate a rather rapid change in in that neighbourhood. 
Asymptotic results
In this section we investigate the behaviour of the anomalous exponent and its corresponding dipole solution in the limit cases n ! 1, n " 2 and n # ?1. This will be done by means of formal asymptotics for the full partial di erential equation.
n ! 1
In this limit we can exploit the result from 1] that for n = 1 the asymptotic solution is of the rst kind (due to conservation of the rst moment), with h t ? 1 3 f(x=t We nd by computing f( ) numerically that 1:5998 10 ?4 ; 3:9023 10 ?4 (4.10) so is decreasing near n = 1 and 3 > , as might be expected.
n ! 2 ?
The analysis here is similar, relying on the rst kind result for n = 2 that h t ? 1 6 f(x=t where f( ) gives the (mass preserving) similarity solution for n = 2, which we again specify via Numerically we nd that 5:2641 10 ?2 . Additionally decreases monotonically with n and 3 < (2=3) 1 2 , 3 < 2 , with decreasing from 1=4 at n = 0 through 1=6 at n = 1 before subsequently rising again to reach 1=6 at n = 2 (see Figure 10 ). Figure 10 : Graphs comparing the values of (a) , 2 ? ( rst moment), ? (mass) against n and (b) = against n.
We note that the timescale = O(1) corresponds to exponentially large t, the rate of loss of mass being extremely slow. This analysis therefore clari es the apparently abrupt transition noted in 1] between mass loss for n < 2 and mass conservation for n 2.
n ! ?1
Letting n ! ?1 we have in particular n < n c so that (1.8) applies. We note that n c may be characterised by the fact that the rescaled ODE for f, namely (f n f 000 ) 0 = f 0 + f; = ; (4.24) has a positive solution with f(0) = f 0 (0) = f(1) = f 0 (1) = lim n"1 f n (1)f 000 (1) = 0 precisely for = ?4=n. The analysis partly follows that of 6]. We write n = ?1= and take the limit ! 0 
