The moments of order statistics o.s. arising from independent nonidentically distributed inid three parameter Exponentiated Frechet EF random variables r.v.'s. were computed using a theorem of Barakat and Abdelkader 2003 . Two methods of integration were used to find the moments. Graphical representation of the probability density function p.d.f. and the cumulative distribution function c.d.f. of the rth o.s. arising from inid r.v.'s. from this distribution. Calculations of the mean of the largest o.s. from a sample of size 2 were given for both inid and independent identically distributed iid r.v.'s.
Introduction
Nadarajah and Kotz 1 introduced a new lifetime model named the Exponentiated Frechet distribution EF. It is a generalization of the standard Frechet distribution known as the extreme value distribution of type II . The EF distribution is referred to in the literature as the inverse of exponentiated Weibull distribution. The cumulative distribution function c.d.f. of the EF can be written as
Nonidentical Order Statistics from Exponentiated Frechet Distribution
The subject on nonidentical order statistics is discussed widely in the literature in David and Nagaraja 4 . Vaughan and Venables 5 denoted the joint p.d.f. and marginal p.d.f. of order statistics of inid random variables by means of the permanent. Let X 1 , X 2 , . . . , X n be independent random variables having cumulative distribution functions F 1 x , F 2 x , . . . , F n x and probability density functions f 1 x , f 2 x , . . . , f n x , respectively. Let X 1:n ≤ X 2:n ≤ · · · ≤ X n:n denote the order statistics obtained by arranging the n X , i s in increasing order of magnitude. Then the p.d.f. and the c.d.f. of the rth order statistic X r:n 1 ≤ r ≤ n can be written as
where p denotes the summation over all n! permutations i 1 , i 2 , . . . , i n of 1, 2, . . . n . Bapat and Beg 6 put it in the form of the permanent as Where p j is all permutations of i 1 , i 2 , . . . , i n for 1, . . . , n which satisfy i 1 < i 2 < · · · < i j and i j 1 < i j 2 < · · · < i n . And using the permanent, we have
For EF distribution, we have Barakat and Abdelkader 11 established the second technique and applied it to Weibull distribution. They generalized it in Barakat and Abdelkader 3 and applied it to several continuous distributions such as Erlang, Positive Exponential, Pareto, and Laplace distribution. This method was also used to compute the moments of inid o.s. of Gamma distribution in Abdelkader 12 , Burr type XII distribution in Jamjoom 13 , Beta distribution in Abdelkader 14 . Later, in Jamjoom and Al-Saiary, 15 was referred to as BAT and had been used to compute the moments of inid o.s. of Beta three-parameter type I distribution.
The third technique, established by Jamjoom and Al-Saiary 8 , is the moment generating function technique. It depends mainly on BAT. It is referred to as M.G.F BAT and it was used by the same authors to compute the moments of inid o.s. for Burr type II distribution, Exponential distribution and Erlang truncated Exponential distribution.
In this section, the theorem which was established by Barakat and Abdelkader 3 will be stated without proof. Then the theorem is used to get recurrence relation for the single moments of inid o.s. arising from EF distribution. 
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Proof. On applying Theorem 3.1 and using 2.4 , we get
This integral converges if j t 1 α i t > k/λ, and we used two methods of integration.
The First Method
The first method is to find this integral by expanding the expression 1 z a . When the exponent a is an integer, we will use the series Journal of Probability and Statistics
Then the bracket in 3.7 can be written as 
3.11
Making some arrangements, we get 3.3 . 
The Second Method of Integration is Given by Using the Transformation
Journal of Probability and Statistics Table 1 : I j k using 3.3 when n 3. Table 2 : I j k using 3.5 when n 3. 
Substituting 3.17 in 3.15 and making some arrangements, we get 3.5 . Tables 1 and 2 give the values of Ij in 3.3 and 3.5 , for j 1, 2, 3 and sample size n 3. 
Proof. One has
3.19
The iid case can be deduced from Theorem 3.2. The result will be stated in the next corollary.
Corollary 3.4. For the case of a sample of n iid r.v.'s having EF distribution, the I j k in Theorem 3.2 simply reduces to
I j k k σ k Γ − k/λ λ n j α m 1 0 · · · α m j 0 ξ i j j t 1 m t k/λ ,
3.20
where 
Numerical Applications
The following examples are computed when k 1.
Example 3.6. Let n 2 and α 2, 3, 4, and 5. Table 3 shows the results of the calculations. For example, when α 3, σ 1, λ 2,
1.73491
0.699642 μ 2:2 1.73491 − 0.699642 1.03527.
3.25
Example 3.7. Setting n 2, σ 1, λ 2, and α 1 1 1 5, α 2 1 1 5 in Theorems 3.1 and 3.2, we get the results of the calculations in Table 4 . 
3.38
Example 3.11. Let n 2 and α 1.5, 2.5, 3.5, 4.5. Table 5 shows the results of calculations.
Remark 3.12. Calculations in Example 3.11 were done following the method of Abdelkader 12 . The upper limit of the sum ∞ is taken up to α , where . is the usual greatest integer function.
Remark 3.13. All figures and tables in this paper had been accomplished by Mathematica 7.0.
