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Density functional theory (DFT) studies of weakly interacting complexes have re-
cently focused on the importance of van der Waals dispersion forces whereas, the role
of exchange has received far less attention. Here, by exploiting the subtle binding
between water and a boron and nitrogen doped benzene derivative (1,2-azaborine)
we show how exact exchange can alter the binding conformation within a complex.
Benchmark values have been calculated for three orientations of the water monomer
on 1,2-azaborine from explicitly correlated quantum chemical methods, and we have
also used diffusion quantum Monte Carlo. For a host of popular DFT exchange-
correlation functionals we show that the lack of exact exchange leads to the wrong
lowest energy orientation of water on 1,2-azaborine. As such, we suggest that a
high proportion of exact exchange and the associated improvement in the electronic
structure could be needed for the accurate prediction of physisorption sites on doped
surfaces and in complex organic molecules. Meanwhile to predict correct absolute
interaction energies an accurate description of exchange needs to be augmented
by dispersion inclusive functionals, and certain non-local van der Waals function-
als (optB88- and optB86b-vdW) perform very well for absolute interaction energies.
Through a comparison with water on benzene and borazine (B3N3H6) we show that
these results could have implications for the interaction of water with doped graphene
surfaces, and suggest a possible way of tuning the interaction energy.
a)Electronic mail: angelos.michaelides@ucl.ac.uk
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I. INTRODUCTION
An accurate description of the structures and energies of weakly interacting systems
is important in materials science and biology, but it is often difficult to obtain reference
data either theoretically or experimentally. A key challenge lies in the ability to capture
small energy differences – on the order of a few meV – that can have drastic effects on
the structure. For example, water has several distinct ice polymorphs that have lattice
energies within 35 meV/H2O of each other.
1–6 Likewise for water clusters, most notably the
water hexamer, there are several isomers that have energies within just 5 meV/H2O.
5,7,8
Furthermore, in biological applications there can be numerous shallow energy minima with
different conformations. Particularly for complex organic systems, predicting the exact
lowest energy conformation is crucial to determine the crystal structure of drugs9,10 and the
mechanisms by which proteins function.11
One particularly interesting weakly interacting system of relevance to potential applica-
tions in clean energy, water purification, hydrogen storage, and bio-sensing,12–16 is the in-
teraction of water with layered materials. Notably interfacial water on graphene, hexagonal
boron nitride (h-BN) and hybrid composites of these materials. Indeed thanks to remarkable
advances in combining boron, nitrogen and carbon atoms in a cyclic aromatic arrangement
it is now possible to create 2-dimensional sheets with carefully structured regions of carbon
and boron nitride.17–19 Despite the growing number of studies for water on h-BN20–22 and
graphene15,16,23–27 there are no direct measurements of adsorption energies for the water
monomer, and the theoretical adsorption energies for these systems vary significantly across
different high accuracy methods.25,27–29
One can use smaller model systems for graphene25,29–32 and h-BN, such as benzene and
the inorganic counterpart borazine (B3N3H6), to help understand the interaction with water.
With these small molecules, it is possible to use high accuracy methods to calculate bench-
mark interaction energies and binding conformations,33–37 that would otherwise be infeasible
for the extended surfaces. Given the shortage of reference data across these systems, there
is a strong incentive to deliver accurate benchmark calculations, and for our purposes, we
require a model system that is a hybrid of benzene and borazine. With that in mind, we
study the weak binding between water and an aromatic molecule known as 1,2-dihydro-1,2-
azaborine (or 1,2-azaborine for short) as a reference system. The 1,2-azaborine molecule
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shares many similarities to benzene, with the clear distinction being the asymmetry of the
molecule due to boron and nitrogen substitution (see Fig. 1). The mixture of boron, nitrogen
and carbon atoms in this molecule makes it a suitable model for benchmarking in relation
to extended surfaces that are hybrids of graphene and h-BN.38 Moreover, the asymmetry
makes 1,2-azaborine an ideal system for testing the performance of computational methods
because each atom in the ring has a distinct chemical environment that serves as a tag, in
contrast to benzene in which carbon atoms are obviously indistinguishable.
Previous work on the water-benzene interaction and other weak interaction systems has
demonstrated that methods without long-range correlation fail to account for dispersion
interactions that are important for the interaction energy.27,28,36,39–43 However, most studies
of such systems have focused on the description of long-range correlation, and fewer have
shown that the underlying exchange approximation can also have an impact on the binding
interaction.44–46 Here, we have examined the water/1,2-azaborine system with coupled clus-
ter with single, double and perturbative triple excitations (CCSD(T)), and a range of den-
sity functional theory47,48 (DFT) exchange-correlation (xc) functionals. We find that many
exchange-correlation functionals predict the wrong conformation of water on 1,2-azaborine,
and this problem is solved by including a high proportion of exact exchange, highlighting the
need for improvements in existing models of exchange.49–52 As part of this study we have
also tested diffusion quantum Monte Carlo (DMC). For selected systems DMC has been
shown to produce very accurate results27,36,53,54 including “subchemical” accuracy (< 1 kcal
mol−1) in dispersion dominated systems.55 Here we show that DMC does well with respect
to the CCSD(T) benchmarks, again achieving subchemical accuracy.
This short article will start with a brief summary of the employed methods, followed by
results from a set of calculations that allow us to directly compare the performance of differ-
ent xc functionals with other explicitly correlated methods. After analysis and discussion of
the various DFT results on the intermediate 1,2-azaborine system, we investigate the effect
of the boron nitride doping, by also studying the interaction of water with the pure systems
of benzene and borazine. We close with a discussion and some general conclusions.
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II. METHODS
A. Computational Methods
We have undertaken a series of quantum chemical calculations using Dunning’s aug-
mented correlation consistent basis sets (aug-cc-pVXZ).56–58 Second order Møller-Plesset
perturbation theory (MP2) with up to aug-cc-pV5Z basis sets59 along with CCSD(T) cal-
culations at the aug-cc-pVTZ level have been conducted. Due to the unfavorable scaling of
CCSD(T), it is more feasible to conduct MP2 calculations with larger basis sets, deducing
the complete basis set (CBS) limit, and subsequently calculating the ∆CCSD(T) value of
absolute interaction energy at the CBS limit. For a description of this procedure along
with analysis of errors, the reader is referred to the recent work of Sherrill and coworkers.60
Regarding the CBS limit, various extrapolation schemes have been discussed61–65 and we
have chosen to use the one proposed by Halkier et al.62–64 Gaussian0366 was used for the
Hartree-Fock (HF) and post-HF calculations.
The initial single particle wavefunctions for use in DMC were obtained from DFT plane-
wave (PW) calculations using the PWSCF package67 and Trail and Needs pseudopotentials
(PPs) were used for all atoms in the system,68,69 warranting a standard 300 Ry energy cut-off.
Previous work by Ma et al.36 indicates that weak binding energies are not overly sensitive
to the trial wavefunctions (TWs), having tested a few xc functionals (including hybrids)
and also HF. We have generated TWs using the local density approximation (LDA)70 and
also the Perdew-Burke-Ernzerhof (PBE)71 xc functional. The resulting wavefunctions were
expanded in terms of B-splines72 for efficiency. DMC calculations have been performed using
the CASINO code,73 and we have used Slater-Jastrow type TWs, in which the Jastrow factor
contains electron-nucleus, electron-electron, and electron-electron-nucleus terms. We used a
combination of DMC calculations using 16000 walkers across 160 cores and 64000 walkers
across 640 cores. Final DMC results have been derived by the weighted averaging of the
results and errors. Time steps of 0.0025, 0.005 and 0.01 a.u. have been tested and the
locality approximation was utilized.74 We obtained statistical error bars for our interaction
energies of ±3 meV, which corresponds to 1σ.
VASP 5.3.275–78 was used for all the DFT calculations. VASP employs plane-wave basis
sets and uses projector augmented wave (PAW) potentials79,80 to model the core region of
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atoms. After a series of convergence tests for the plane-wave cut-off energy and unit cell, we
chose to use a 500 eV cut-off energy and a 15 A˚ length cubic unit cell, along with Γ-point
sampling of reciprocal space.
There is, of course, an almost endless list of xc functionals that could be considered,
and here we benchmark a selection of fairly widely used functionals. The functionals tested
include PBE71 which is a generalized gradient approximation (GGA) functional that does
not contain long-range correlation. We have also considered the hybrid xc functionals which
contain a proportion of exact exchange: PBE081,82 and B3LYP.83–86 There have been many
developments to include van der Waals (vdW) dispersion in xc functionals, as discussed
in the perspective of Klimesˇ and Michaelides49 and reviewed by Grimme,87 and here we
have tested several of these vdW-inclusive DFT approaches. Specifically, PBE-D2,88 a semi-
empirical functional that contains Grimme’s D2 correction, and also two correction schemes
from Tkatchenko and Scheffler, namely vdW-TS89 and vdW-TS+SCS,90 referred to here
as TS and TS+SCS, respectively. Using the TS and TS+SCS schemes, C6 coefficients
and vdW radii are determined from ground state electron densities,89 whilst TS+SCS also
includes long-range screening effects.90 The TS and TS+SCS corrections will be applied to
PBE, PBE0 and B3LYP91. We have also tested several non-local vdW functionals from
the “vdW-DF” family.92–103 The vdW-DFs considered include the original vdW-DF which
we refer to as revPBE-vdW,92 several optimized vdW functionals (optPBE-vdW,93 optB88-
vdW,93 and optB86b-vdW94), and also vdW-DF2.95 The exchange part of revPBE-vdW and
the optimized vdW functionals are different but they all share the same non-local correlation
part. In vdW-DF2, both the exchange and correlation components have been modified.
B. Water and 1,2-azaborine Setup
The absolute interaction energy, Eint, that we refer to throughout this study is defined
as,
Eint = E
tot
com − Etotsub − Etotwat (1)
where Etotcom is the total energy of the bound complex between water and the substrate (1,2-
azaborine benzene or borazine), and Etotsub and E
tot
wat are the total energies of relaxed substrate
molecule and water, respectively.
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In 1,2-azaborine the electronic environment of individual carbon atoms differs due to
the asymmetry introduced through the boron and nitrogen atoms. We use the numbering
scheme shown in Fig. 1(a) to make the distinction between the atoms.
We obtained three distinct orientations of water over 1,2-azaborine using PBE-D2104 in
order to carry out the benchmarking study, namely C3, C5 and C5C3, also depicted in
Fig. 1. The nomenclature of the complexes refers to the specific carbon atoms involved in
hydrogen bonding, keeping in line with the numbering scheme in Fig. 1(a). The hydrogen
atoms of water point toward carbon-3 and carbon-5 in all three complexes; most likely as
a result of the higher electron charge around these carbon atoms due to the conjugation of
the localized lone pair of electrons from the nitrogen atom. Indeed, Bader analysis shows
that carbon-3 and carbon-5 have a larger atomic volume compared to carbon-2 and carbon-
4, as a result of increased electron charge around them. Some characteristic structural
parameters are listed in Table I for the three different configurations. Although the PBE-D2
geometries are not benchmark accuracy, there have been various studies on polymer crystals
and layered materials,105–107 and even for water on graphene,28 indicating that PBE-D2 can
provide reasonable structures for weakly interacting systems. Interested readers may also
refer to the Supporting Information108 (SI) for bond lengths as well as the structures of fully
relaxed complexes with MP2 and several of the xc functionals that we test.
FIG. 1. (a) 1,2-azaborine molecule: the carbon atoms are numbered according to their positions,
nitrogen being 1 and boron being 6. The three distinct binding configurations of water (oxygen in
red and hydrogen in white) on 1,2-azaborine are: C3 (b), C5 (c), and C5C3 (d).
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TABLE I. Perpendicular separation distances (in A˚ngstrom) of the oxygen atom to the plane of the
1,2-azaborine ring (RO-plane), and hydrogen atoms of water to C3 and C5 (RHW-C3 and RHW-C5).
The shortest C-H distance is reported in each case.
C3 C5 C5C3
RO-plane 3.24 3.22 3.15
RHW-C3 2.44 4.42 2.75
RHW-C5 3.50 2.39 2.51
III. RESULTS AND DISCUSSION
A. Stability Trends for water on 1,2-azaborine
We computed benchmark absolute interaction energies for the three water adsorption
complexes (C3, C5, and C5C3) mentioned in Section II B, using ∆CCSD(T). The results for
∆CCSD(T) have been extrapolated to the CBS limit and the computed interaction energies
reveal that C3 is the most stable binding configuration with an interaction energy of −155
meV, followed by C5 (−146 meV) and C5C3 (−143 meV), as listed in Table II.
The interaction energies we computed with DMC are in reasonable agreement with
∆CCSD(T); within 5–14 meV depending on the adsorption structure considered and the
TW used. This level of agreement is in line with several recent studies in which DMC
has been compared to coupled cluster.27,36,55,109 The small difference between DMC and
∆CCSD(T) interaction energies could be due to issues such as the use of PPs in DMC, the
fixed node approximation in DMC, or the approximations used to obtain the ∆CCSD(T)
values (including CBS extrapolation).60 With regard to the relative stabilities of the com-
plexes, the DMC results suggest the same trend as ∆CCSD(T): C3 is more stable than C5
and C5 is more stable than C5C3. Considering the statistical error bars for each DMC
interaction energy however, C3 and C5 could be degenerate according to DMC with LDA
TWs. Whilst with PBE TWs, C3 is 9 meV more stable than C5, indicating a better trend
prediction with the latter. Note the total energies using LDA TWs are slightly lower than
those obtained with PBE TWs110 and since DMC is a variational method, we consider the
interaction energies with LDA TWs to be slightly more reliable in this particular system.
Therefore, once again, it appears that DMC is useful for obtaining reliable interaction en-
ergies, but there is also an inherent difficulty in using a stochastic method like DMC, to
clearly distinguish between complexes with very small energy differences.
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TABLE II. Absolute interaction energies in (meV) of water on 1,2-azaborine, using the structures
shown in Fig. 1. The benchmark values from ∆CCSD(T) are presented in addition to DFT, HF,
MP2 and DMC results. Lowest energies for each method are highlighted in bold.
Methods C3 C5 C5C3
PBE −98 −110 −87
PBE-D2 −188 −196 −195
PBE+TS −168 −174 −169
PBE+TS+SCS −162 −169 −161
revPBE-vdW −115 −127 −96
optPBE-vdW −159 −170 −148
optB88-vdW −154 −164 −148
optB86b-vdW −157 −167 −150
vdW-DF2 −134 −143 −122
PBE00.25 −105 −110 −92
PBE00.50 −114 −112 −100
PBE00.75 −124 −116 −109
PBE00.25+TS −174 −173 −174
PBE00.25+TS+SCS −168 −168 −165
PBE00.75+TS −191 −177 −190
PBE00.75+TS+SCS −181 −168 −178
B3LYP0.20 −65 −73 −46
B3LYP0.40 −95 −97 −78
B3LYP0.60 −125 −121 −110
B3LYP0.20+TS+SCS −128 −131 −120
B3LYP0.60+TS+SCS −187 −178 −183
HF −22 −8 +15
MP2/CBS −164 −157 −152
DMC (ΨLDA) −144± 2 −141± 2 −132± 3
DMC (ΨPBE) −143± 3 −134± 3 −129± 3
∆CCSD(T)/CBS −155 −146 −143
If we now consider the results obtained from the various DFT xc functionals, we find that
the trend obtained is in stark contrast to the benchmark ∆CCSD(T) results; with GGA and
dispersion inclusive xc functionals showing preference for C5 instead of C3. However, before
discussing this in detail, we analyze the performance of the xc functionals in terms of absolute
interaction energies, and compare to ∆CCSD(T) as illustrated in Fig. 2. For the most stable
C3 complex the best agreement with ∆CCSD(T) is given by optB88-vdW, optB86b-vdW,
and optPBE-vdW: remarkably less than 3% errors. The other vdW functionals do not
perform as well, with vdW-DF2 underbinding by 15% and revPBE-vdW underbinding by
25%. As anticipated, PBE is strongly underbinding by almost 35% due to the lack of long-
range correlation, whilst dispersion corrected PBE-D2 overestimates the binding by 20%.
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FIG. 2. The percentage difference between ∆CCSD(T) interaction energy and that from DMC,
MP2 and the various DFT xc functionals, of water to 1,2-azaborine. The solid black lines at zero
represent the ∆CCSD(T) reference. Note that DMC results with both LDA (ΨLDA) and PBE
(ΨPBE) TWs are reported and that the HF results are off the chart. The superscripts for the
hybrid PBE0 and B3LYP functionals indicate different proportions of exact exchange.
The TS and TS+SCS corrections perform significantly better than the D2 correction, with
only 10% and 5% errors, respectively.
One can see from Fig. 2 that the percentage error lines across C3, C5, and C5C3 have
a very similar form, but they shift with regard to the reference ∆CCSD(T) binding en-
ergy. This means that for the C5 complex vdW-DF2 is providing the best agreement with
∆CCSD(T) (2% error) and the optimized vdW functionals are overbinding by 10–15%.
Whereas for C5C3, the xc functionals perform in a similar manner as for C3, with the op-
timized vdW functionals performing the best once again (< 5% error). Of PBE and its
dispersion corrected forms, PBE-TS+SCS performs the best for all three complexes (under-
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binding by 5-15%). Note that MP2 consistently overbinds all three structures by ∼ 9%.
Regardless of the absolute interaction energies of PBE, dispersion corrected PBE and
the non-local vdW functionals, they all fail to predict C3 as the most stable complex. In
addition, the TS and TS+SCS corrections are not satisfactory as they stabilize the C5C3
complex such that it becomes degenerate with either C3 or C5. Clearly with a fairly flat
potential energy surface, the difference between C3 and C5 is a considerable challenge for the
xc functionals. According to the benchmark ∆CCSD(T) values, C5 is only 9 meV less stable
than C3, making it difficult to assign the source of error that leads to so many different xc
functionals predicting the wrong trend.
One possible source of error is an inadequate description of exchange and to address
this we initially performed HF calculations. We find that with HF the trend is correctly
predicted with C3 as the most stable configuration, despite the lack of correlation and highly
underestimated interaction energies. The HF results suggest that the lack of exact exchange
is perhaps the main reason for many of the xc functionals predicting C5 instead of C3.
For further insight, HF symmetry adapted perturbation theory (HF-SAPT) calculations111
revealed that it is the exchange-repulsion energy (mostly electrostatic) that puts the binding
energy in favor of C3 and not C5.
Guided by this insight, we computed binding energies using the hybrid PBE0 and B3LYP
functionals with varying amounts of exact exchange. The results are listed in Table II with
the proportion of exact exchange indicated by the superscripts, along with hybrid functional
results corrected with the TS and TS+SCS vdW schemes. In addition, Fig. 3 shows how the
interaction energies of the C3 and C5 complexes vary with the proportion of exact exchange
with PBE0-like functionals. Using standard PBE00.25 the lowest energy complex is C5, but
as the percentage of exact exchange is increased to 50% and above, C3 becomes the most
stable complex. Similarly with B3LYP, 60% exact exchange is needed in order to switch
the site preference to C3. However PBE00.75 and B3LYP0.60 still underbind by 20% with
respect to ∆CCSD(T), and including the TS+SCS corrections leads to overbinding by the
same amount. The combination of the hybrid functionals with TS and TS+SCS corrections
tends to decrease the energy differences between the different configurations. Depending on
the particular combination of exact exchange and TS-like dispersion, both C3 and C5 can
be degenerate or almost degenerate or even all three structures can be almost degenerate.
Overall we learn from these various calculations that a high proportion of exact exchange
11
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FIG. 3. The interaction energy of the C3 and C5 complexes are plotted against the proportion of
exact exchange in PBE0-style calculations, with zero exact exchange corresponding to PBE.
improves the relative energies of the various structures. However, still, in the future a more
refined description of long-range correlation and exchange is needed in order to predict the
correct trend and absolute interaction energies.
A change in the stability trend of weakly interacting complexes due to the amount of exact
exchange is not limited to the systems studied here; Thonhauser et al.44 observed a similar
distortion in the ordering of conformers in their study of monosubstituted benzene dimers,
which they corrected by using HF exchange. The need for a very high fraction of exact
exchange in xc functionals to give correct predictions warrants further discussion. We have
very carefully looked at the electronic structures obtained from the various functionals for the
different complexes and a thorough inspection of the individual energy contributions to the
absolute interaction energies was particularly informative. By decomposing the interaction
energies into the kinetic, potential, Hartree, exchange and correlation energies, we have
analyzed the effect of increased exact exchange on the individual energy contributions for
C3 and C5. We find that the main distinguishing feature between C3 and C5, is that the
kinetic energy and the repulsive terms (Hartree and exchange energies) change to different
extents as the fraction of exact exchange is increased. Kinetic energy favors C5 but with a
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high fraction of exact exchange, the C3 complex is stabilized by less repulsion (Hartree and
exchange) than in C5. This observation is in accord with the HF-SAPT results mentioned
earlier.
It is known that exact exchange localizes the electrons and alleviates the surplus de-
localization which is otherwise present in standard GGA calculations. The localization
of electrons determines the electron density distribution over a system and therefore de-
termines the interaction sites within complexes. In addition to orbital overlap, hydrogen
bonding and dispersion interactions are also both affected by a change in the electron den-
sity distribution. The interactions in our water/1,2-azaborine complexes have contributions
from hydrogen bonding, dispersion interactions and weak orbital mixing. We have seen that
the delicate balance between such interactions is sensitive to the relative contributions from
individual energy terms, prompting the need for both exact exchange and a good description
of the correlation energy for the reliable prediction of configurations in weakly interacting
systems, such as ours.
B. From benzene to borazine
Thus far we have studied the interaction of a water monomer with the intermediate
1,2-azaborine molecule as a model for boron nitride doped graphene. We have found that
an inadequate description of exchange in xc functionals can alter the binding orientation,
despite reasonable interaction energies being predicted by some of the vdW xc functionals.
Here we establish whether xc functionals without exact exchange can correctly describe the
interaction between the water monomer and the pure counterparts of 1,2-azaborine: benzene
and borazine (B3N3H6). It is also useful, from a materials design perspective, to understand
how the boron nitride doping affects the interaction with water, compared to graphene
and h-BN; which can be mimicked to some extent by benzene and borazine, respectively.
Adhering to the use of model systems allows us to compare interaction energies from DFT
and benchmark CCSD(T) calculations. To this end, we have examined water on benzene
and borazine and we find that in contrast to 1,2-azaborine, these pure systems are much less
challenging, with different functionals able to predict the same orientation as obtained in
previous benchmark calculations.33,34,37 Previous work has shown that water tilts towards a
carbon atom in benzene, and the complex has an absolute interaction energy of −145 meV
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calculated with CCSD(T).33,34 Similarly, in the water-borazine complex, water tilts towards
a nitrogen atom and the CCSD(T) interaction energy reported by Wu et al.37 is −92 meV.
TABLE III. Absolute interaction energies of water to benzene, 1,2-azaborine, and borazine us-
ing PBE, optB86b-vdW, vdW-DF2 and CCSD(T). The absolute interaction energies with DFT
correspond to optimized structures, and the values for water-1,2-azaborine correspond to the C3
complex.
Methods H2O/Benzene H2O/1,2-azaborine H2O/Borazine
PBE −108 −109 −85
optB86b-vdW −142 −160 −122
vdW-DF2 −137 −155 −129
CCSD(T) −145a −155b −92c,d
a CCSD(T) interaction energy by Min et al. with CBS extrapolation.34
b ∆CCSD(T) interaction energy calculated in Section III A for the C3 complex.
c CCSD(T) interaction energy without CBS extrapolation by Wu et al.37
d As part of this study our absolute interaction energy is −84 ± 4 meV for water-borazine
using DMC.
We have relaxed several starting geometries of the water-benzene and water-borazine
complexes with PBE and optB86b-vdW and the absolute interaction energies are shown in
Table III. For the water-benzene complex, PBE underbinds as previously shown,35 whilst
optB86b-vdW performs very well: only 2% error compared to the benchmark. Moreover with
PBE, there is almost no distinction between water binding to benzene or 1,2-azaborine, but
using the dispersion inclusive optB86b-vdW, the binding on 1,2-azaborine is almost 20 meV
stronger. Similarly using CCSD(T), our benchmark absolute interaction energy of the C3
complex (−155 meV) is 10 meV stronger than the absolute interaction energy of water to
benzene (−145 meV calculated by Min et al.34). On borazine the absolute interaction energy
is weaker according to all methods: PBE (−85 meV), optB86b-vdW (−122 meV) and also
with CCSD(T) (−92 meV).37 In all cases, the water tilts towards nitrogen in the borazine
ring37 and this tilting, that also occurs on 1,2-azaborine and benzene, is indicative of a weak
hydrogen bond forming in all three complexes. Not only do PBE and optB86b-vdW obtain
the correct binding orientations for water on benzene and borazine, but also optB86b-vdW
yields only a 2–3% error for the water-benzene and C3 complexes. For completeness, we
also include the results obtained with vdW-DF2 in Table III, which are similar to those
obtained with optB86b-vdW. Using vdW-DF2 the error for water-benzene is 5% and for the
C3 complex the binding energy agrees with the benchmark. Even so, the wrong orientation
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is predicted by PBE, optB86b-vdW and vdW-DF2 for water binding to 1,2-azaborine as
discussed in Section III A. Therefore, the prediction of binding sites with weak interactions
on doped surfaces and between complex organic molecules could be compromised by an
inadequate description of exchange, whilst being correct in pure systems.
Finally, it is interesting to note that water interacts more strongly with the intermediate
1,2-azaborine molecule than either benzene or borazine. If upon doping graphene with
boron and nitrogen a similar increase in the interaction with water was found then this
could provide a means of tuning the strength of the water substrate interaction to have
specific, targeted wetting properties.
IV. DISCUSSION AND CONCLUSIONS
We have calculated three benchmark values of the absolute interaction energy between
a water monomer and 1,2-azaborine using ∆CCSD(T) extrapolated to the CBS limit.
The lowest energy complex according to the explicitly correlated, exact exchange meth-
ods (∆CCSD(T), DMC and MP2) is C3 with an absolute interaction energy of −155 meV
from ∆CCSD(T). The DMC energies are, on average, within 6–8% of ∆CCSD(T). Mean-
while, xc functionals including PBE, dispersion corrected PBE and an array of vdW-DFs,
fail to predict the same binding configuration as ∆CCSD(T), MP2 or DMC. Instead, these xc
functionals indicate that C5 is the lowest energy complex. Although interatomic many-body
dispersion (MBD) forces have previously been shown to be neglected or wrongly described in
DFT xc functionals,112 HF and HF-SAPT calculations demonstrate that in this case, exact
exchange corrects the trend without including MBD forces; thus we can deduce that MBD
is not a source of error for the stability trend. Previous work has shown that for strongly in-
teracting systems, like CO on Pt(111), exact exchange improves the alignment of electronic
states between the substrate and the adsorbate and to recover the experimental chemisorp-
tion site.113 Also, for defects in semiconductors, exact exchange is a crucial factor in finding
the correct defect states (see e.g. ref 114). Here, it is demonstrated that exact exchange
and the associated changes to the electronic structure plays a decisive role in the prediction
of the lowest energy configuration for weakly interacting (asymmetric) complexes. As such,
it is imperative that more emphasis is placed on the accurate treatment of exchange when
using DFT to examine weakly bound complexes and adsorption. The wrong prediction of
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the configuration for our relatively small system of water on 1,2-azaborine suggests that the
delocalization error is likely to be even more pervasive for larger systems with more shal-
low energy minima, such as for physisorption on doped surfaces and in crystal polymorph
prediction.
In terms of the absolute interaction energies, however, the inclusion of dispersion inter-
actions is essential for weakly bound systems, and in the systems studied here this is more
accurately achieved by non-local vdW functionals than dispersion corrected PBE, PBE0 and
B3LYP. By comparing absolute interaction energies, we determined that optB88-vdW and
optB86b-vdW are generally the best performing xc functionals from those tested. Our find-
ings imply that in order to predict the correct binding configuration as well as the energy,
DFT xc functionals must simultaneously contain exact exchange (so as to avoid delocaliza-
tion error) and account for dispersion interactions. However, even with dispersion corrected
hybrid functionals we were not able to obtain a perfect trend or accurate interaction ener-
gies; echoing the need to develop xc functionals that contain a better description as well as
balance, of both exchange and non-local correlation.51
Finally, we have found that water binds more strongly to the intermediate system, 1,2-
azaborine than to either benzene or borazine. Should equivalent behavior be observed on
doped graphene surfaces, then this could represent a means of tuning the binding and wetting
of interfacial water to graphene and h-BN. In future work we will focus on exploiting this
possibility.
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