Introduction
More than hundred years ago J.J.Sylvester stated [10, 11] and proved [12] 
and p 1 , p 2 , ..., p max k are all numbers (unity included) less than q and prime to it.
is also a number of sets of positive integer solutions (x 1 , x 2 , ..., x m ) of equation Another definition of W (s, d m ) comes from the polynomial invariant of finite reflection groups. Let M(d m , t) is a Molien function of such a group G, d r are the degrees of basic invariants, and m is the number of basic invariants [8] . Then W (s, d m ) gives a number of algebraic independent polynomial invariants of the s-degree for group G.
Throughout his papers J.J. The Sylvester theorem is a very powerful tool not only in the trivial situation when m is finite but also it was used for the purposes of asymptotic evaluations P m (s), as well as for the main term of the Hardy-Ramanujan formulas for unrestricted partition number P(s) [13] .
Recent progress in the self-dual problem of effective isotropic conductivity in twodimensional three-component regular checkerboards [5] and its further extension on the m-component anisotropic cases [6] have shown an existence of algebraic equations with permutation invariance with respect to the action of the finite group G permuting m components. G is a subgroup of symmetric group S m and the coefficients in the equations are build out of algebraic independent polynomial invariants for group G. Here W (s, d m ) measures a degree of non-universality of the algebraic solution with respect to the different kinds of m-color plane groups.
Several proofs of Sylvester theorem are known [12] , [3] m ) was elaborated in [2] . In this paper we give a new derivation of the Sylvester waves based on the recursion relation for W (s, d m ). We find also its zeroes and prove a lemma on parity properties of the Sylvester waves. Finally we present a list of the first ten Sylvester waves W (s, S m ) , m = 1, ..., 10 for symmetric groups S m and for all Coxeter groups. In the Appendix we prove a conjecture on asymptotic behaviour of the least common multiple lcm(1, 2, ..., N) of the series of natural numbers.
Recursion relation for
We start with a recursion that follows from (3)
and after inserting the series expansions into the last equation we arrive at
where s is assumed to be real. We apply now the recursive procedure (5) several times
Let us consider the generic form of W (k · τ {d m } + s, d m ), s < τ {d m } where k, s and τ {d m } are the independent positive integers. We will choose them in such a way that
Thus the relation (6) reads
As follows from (7), in order to return via the recursive procedure from W (k ·τ {d
we must use τ {d m } which have d m as a divisor. Due to the arbitrariness of d m it is easy to conclude that all exponents d 1 , d 2 , ..., d m serve as the divisors of τ {d m }. In other words τ {d m } is the least common multiple lcm of the exponents
Actually τ {d m } does play a role of the "period " of W (s, d m ). But strictly speaking it is not a periodic function with respect to the integer variable s as could be seen from (8) . The rest of the paper clarifies this hidden periodicity.
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As we have mentioned above, W (s, d m ) gives a number of algebraic independent polynomial invariants of the s-degree for the group G. The situation becomes more transparent if we deal with the irreducible Coxeter group where the degrees d r and the number of basic invariants m are well known. Making use of the relations (8,9) we obtain the exact formula for
m . We will treat it in an ascending order in the number m of exponents. The first steps are simple and they yield
Ψ d 1 (s) may be represented as a sum of prime roots of unit of degree d 1 :
Now it is simple to deduce by induction that in the general case
where A 
...
With
Now we are ready to prove the statement about splitting of W (s, d m ) into periodic and non-periodic parts.
Lemma 3.1. The Sylvester wave W (s, d m ) can be represented in the following way
where
Proof. We start with the identity for the polynomial representation for
that can be transformed, using (14) , into
The last identity generates a finite number of coupled difference equations for the coefficients
where C 
Continuing this procedure, it is not difficult to prove by induction that for any r we have
where In this section we assume that the variable s has only integer values.
Consider a new quantity
has the following parity properties:
Proof. A basic recursion relation (5) can be rewritten for
The last relation produces two equations in a new variable
is an odd one, and vice versa.
is an even function, we arrive at (23).
Proof. This follows from the parity properties and after substitution two new variables 
where the periodic function
Proof. According to the definition (3)
Equating powers of t in the latter equation and taking into account that s ′ /p must be integer we obtain (26). • If all exponents d r are mutually prime numbers, then the zeroes
• If all exponents d r have a maximal common factor p, then W (s, d m ) has infinite number of zeroes S 1 (d m ) which are distributed in the following way
where {Z/pZ} denotes a set of integers Z with deleted integers of modulo p
and
Proof. Consider again the relation (6) which we rewrite as follows
assuming
Using the last relation for m and m − 1 in (5) we can find also
Repeating this procedure and taking into account that at the last step it leads to the zeroes of Ψ d 1 which are located at (1 − d 1 ≤ s ≤ −1), we get the set of the zeroes for W (s, d m ) with odd number of exponents m = 2k + 1
The eveness of m gives one more zero of W (s, d m ) which arises from the parity properties of
2k ) that together with (32) proves the first part (27) of Lemma 3. The second part of Lemma 3 follows from (26) and from the first part of (27) because a set of integers {Z/pZ} represents the zeroes of the periodic function Ψ p (s).
The complexity of the exponents sequence {d m } and its large length make the calculative procedure of restoration of Q m j (s) very cumbersome. Therefore it is important to find the inner properties of {d m } when this procedure could be essentially reduced. 
Taking into account that ξ{d m 1 } − ξ{d m } = d r /2 and equating powers of t in the latter equation we obtain the stated relation (33) according to the definition (22).
We will make worth of relation (33) 
and the relation (17) into
where 
(36) For the first successive values of k the latter equation (36) gives
It is easy to see that in the summands of the latter formulas (37) there appear the Bernoulli polynomials [1] . Continuing the evaluation of the general expression for R m j (s), 1 < j < m, we arrive at Lemma 5.1. R m j (s) for 1 ≤ j < m is given by the formula
Proof. Before going to the proof we recall two identities for the Bernoulli polynomials [1] , [9] 
Using the definition (35) we check that formula (38) satisfies (34).
where we use the first of the identities (39). Having in mind the τ {d m }-periodicity of functions R m j (s) and R m−1 j (s) and the second identity (39) we may rewrite the difference in the l.h.s of relation (34) in the following form:
The formula (38) enables to restore all terms R 
Proof.
Inserting (35) into (24), expanding the powers of binomials into sums and equating the powers of s in the latter equation we obtain the relation (45) for the function R 
We can not use directly ( 
In order to prove that R m m (s) given by (47) satisfies the difference equation
The first term ∆ 1 m (s) is calculated with the help of one of the identities (39):
Using another identity from (39) we may write for ∆ 2 m (s):
Changing here summation order
m−1 k=j and comparing the inner sum with (38) we arrive at
Then (48) and (49) 
In order to produce r m m (s) we use some of zeroes s, described in the preceding Section, constructing a system of linear equations for [(m + 1)/2] coefficients ρ n ; n runs from 1 to m/2 in (50 and from 0 to (m − 1)/2 in (51). We use a trivial identity V (ξ(d m ), d m ) = 1, and choose the values of s out of the set s, adding homogeneous equations to arrive at a non-degenerate inhomogeneous system of linear equations. This system is solved further to produce the final expression for corresponding Sylvester wave. These explicit expressions are given in the next Section. Appendix B presents two instructive examples of the above procedure.
Sylvester waves V (s, G).
We start with the symmetric group S m because of two reasons: first, of their relation with restricted partition numbers and , second, they arranged natural basis to utilize the Sylvester waves V (s, G) in all Coxeter groups.
Symmetric groups S m .
Making use of the procedure developed in the previous section we present here first ten Sylvester waves V (s, S m ) , m = 1, ..., 10. 
In the rest of this Appendix we give a proof of this statement. Before going to the proof we recall some facts of the prime number theory:
where a sum is running over all primes p i up to N. F2. Let us set after Chebyshev
then PNT is equivalent to θ(N) Proof of Lemma A.
We write the prime decomposition of L(N) as L(N) = p kp . Clearly , for a prime to divide L(N) it has to be at most less than N. Moreover the highest k power of p dividing one of the integers 1, 2, ..., N is
Thus we find ln L(N) =
To estimate ln L(N), break the previous sum into two parts, one Q 1 coming from primes p ≤ √ N and the second Q 2 from primes √ N ≤ p ≤ N :
For estimating Q 1 , use [x] ≤ x and so we find
by the PNT. For the second sum Q 2 note that if
and hence its integer part is identically 1. Thus
Since θ( √ N) ≃ √ N , we obtain finally ln L(N) = θ(N) + θ( √ N)
Our Lemma A follows immediately from F2, F3.
B Derivation of Sylvester waves V (s, S 4 ) and V (s, S 5 ).
We will illustrate how do the formulas (38-51) work in the case of the symmetric groups S 4 and S 5 . We start with Sylvester wave V (s, S 3 ) taken from (52) 
