ABSTRACT Massive MIMO (MaMI) is often promoted as a technology that will enable the use of lowquality, cheap hardware. One particular component that has been in the focus of MaMI-related research is the analog-to-digital converter (ADC), and use of very low-resolution ADCs has been proposed. However, studies about whether this strategy is justified from an energy-efficiency point of view have largely been inconclusive. In this paper, we choose system setup and models that reflect the hardware implementation reality as close as possible and perform a parametric analysis of uplink energy efficiency as a function of ADC resolution. If antenna scaling and decrease of ADC resolution are considered independently, the energy efficiency is shown to be maximized at intermediate ADC resolutions, typically in the range of 4-8 bits. Moreover, optimal ADC resolution does not decrease when more antennas are used except in some specific cases, and when it does, the decrease is approximately logarithmic in the number of antennas. In the case when antenna scaling and ADC degradation are coupled through a constant-performance constraint, it is shown that energy efficiency cannot improve with reduced bit resolution unless the power consumption of blocks other than ADCs scales down with the upscaling of antennas at a fast enough rate. Altogether it is concluded that in MaMI, intermediate ADC resolutions are optimal in energy efficiency sense, and, except in some special cases, scaling up the antennas to very large numbers does not change this conclusion.
I. INTRODUCTION
Wireless engineers and researchers are increasingly recognizing the potential of equipping base stations with a large number of antennas. Introduced in [1] and most often referred to as Massive MIMO (MaMI), this technique promises substantial increase in system throughput while simultaneously allowing for reduced radiated power both at the base station and at user terminals [2] . Another revolutionary benefit of MaMI is that the use of simple linear processing in the uplink and downlink becomes asymptotically optimal [3] .
MaMI also offers resilience to hardware impairments [4] - [6] and this feature indicates that the quality of the hardware can be reduced as the number of antennas is upscaled. A decrease in hardware quality can be utilized to reduce the power consumption of individual hardware components, since performance and power consumption are tightly connected. However, given that the number of antennas and corresponding RF chains grows, the overall power consumption (calculated by taking all hardware components into account) may decrease, stay the same, or grow, all depending on the exact relation between the performance and power consumption of individual components. A general overview of hardware scaling laws in MaMI is given in [6] .
One hardware component whose function in MaMI has attracted particular attention is the analog-to-digital converter (ADC). Such interest is motivated by the fact that the power consumption of ADCs grows at least linearly with the sampling rate [26] . Therefore, ADCs might form a power consumption bottleneck when employed in MaMI systems with large bandwidth. However, a reduction of ADC power consumption could be achieved by reducing bit resolution. Though doing so would introduce additional distortion in the system, the aforementioned resilience of MaMI to hardware impairments means that this distortion is anulled. Moreover, reduction in the quality of the ADCs is followed by a reduction in their individual cost, potentially leading to cheaper base station receiver systems if the benefits of MaMI are leveraged in the right way. Following this baseline motivation, some analyses of the impact of reduced ADC resolution on the performance of MaMI have been performed, a significant portion of which focuses on the extreme case of using 1 bit quantization [7] - [13] .
It is not clear, however, whether choosing ADCs with extremely low bit resolutions is justified from the point of view of overall energy efficiency of MaMI, defined as the ratio of system sumrate and power consumption. Moreover, analyses of this important problem are scarce and somewhat contradictory. The issue is partially analyzed in a generalized setting in [14] , where energy efficiency of a general MIMO receiver is maximized by choosing the optimal distribution of bit resolutions across receiver chains, in combination with antenna selection. For the chosen system setup, the average of optimal bit resolutions decreases as the number of antennas scales up at low SNRs, while remaining constant at high SNR. Furthermore, it is shown that with a large number of antennas, very low average bit resolution can be used at low SNRs (approximately 1.5 bits at −30 dB of SNR). The connection between bit resolution and energy efficiency in MaMI is briefly mentioned in [13] , where the study concludes that energy efficiency is maximized when 1-bit ADCs are used. In stark contrast to these two works, the analysis in [15] concludes that using very low bit resolutions is not optimal in an energy efficiency sense, and that 4 -5 bits of ADC resolution are optimal.
Obviously, differing assumptions on system setup have inevitably led to variation in conclusions concerning the connection between ADC resolution and energy efficiency. Hence, there is a need for a structured parametric analysis that will help reveal the underlying effects that determine the energy efficiency aspects of ADCs in MaMI, in connection to the most important system parameters (number of antennas, number of users, SNR, etc.). Moreover, such an analysis should employ models of hardware behavior that are realistic enough, which would help hardware and system designers reach a consensus on the design goals for ADCs to be used in MaMI base stations.
This contribution, which is an extension of the work presented in [16] , employs such an analysis, offering answers to following important questions:
• Under which conditions does a reduction of ADC resolution lead to improved energy efficiency of the receiver system in the uplink, and which parameters play a decisive role here?
• In particular, will increasing the number of antennas make low ADC resolutions more energy efficient? Principal findings of the work show that
• The value of ADC resolution that maximizes energy efficiency primarily depends on how much power is consumed by other blocks in the receiver. Optimal bit resolution increases as other blocks become more power consuming;
• As the number of antennas increases, the behavior of optimal ADC resolution is determined by what happens with the number of users. If the number of users is kept constant, then the optimal resolution decreases with the increase of number of antennas, and this decrease is slow (approximately logarithmic). If the number of users increases linearly with antennas, optimal resolution stays constant or even grows, depending on which linear processing scheme is used;
• Presence of a poorly filtered out-of-band interferer can drastically affect the choice of optimal resolution. Namely, for each 10 dB increase of interference power, optimal resolution increases by approximately one bit;
• If the antennas are scaled up and simultaneously the quality of all the receiver hardware (including ADCs) is degraded, a decrease of bit resolution will not yield an improvement of energy efficiency unless the power consumption of all receiver blocks other than ADCs is scaled down at a fast enough rate. As pointed out previously, an important feature of this analysis is that the models and system setup are chosen so they are as close as possible to hardware implementation reality. In particular, the effect of automatic gain control (AGC) and its dependence on bit resolution are explicitly modeled; power consumption model for the ADC is based on results from circuit theory; and the impact of out-of-band interference on the performance is taken into account.
II. PRELIMINARIES: ADC AND AGC

A. ADC AND AGC: PRINCIPLES OF OPERATION AND PERFORMANCE MEASURES
This work considers scalar Nyquist-rate ADCs having bit resolution b and performing uniform quantization with 2 b quantizer output levels. Uniform quantization was chosen because it is commonly encountered in practical ADC designs.
Quantization Q(y) is a nonlinear mapping of y ∈ R to a discrete set that results in additive distortion
The nature of distortion q can be described as twofold, depending on the relation between the magnitude of y and an overload level Y ol : if |y| > Y ol , we say that the signal is ''clipped'' and consequently, q is referred to as clipping or overload distortion with variance σ 2 ol . On the other hand, if |y| ≤ Y ol , distortion q is referred to as granular noise.
Assume that signal y is Gaussian and that its dynamic range is set such that the overload distortion can be neglected and standard deviation of y is larger than the width of one quantization bin. For a uniform quantizer operating on such input y, distortion q can be well approximated as being uniformly distributed, uncorrelated with the input and white [18] , with
This model is usually referred to as the pseudoquantization noise (PQN) model. In practical systems, the dynamic range of input signal y is typically adjusted by an automatic gain control (AGC) variable gain amplifier that precedes the ADC. A commonly used design parameter for the AGC is input backoff µ = Y 2 ol /E{y 2 }, and various performance criteria are used for determining values of µ, with practical solutions often targeting to minimize the effects of overload distortion. In this work, µ is set so that the deviation δσ 2 PQN = |E{q 2 } − σ 2 PQN |/σ 2 PQN is equal to some predefined small value (which can typically be −10 to −20 dB). With µ set in such a way, all the conditions for applying the PQN model will be satisfied. The resulting µ * (b), obtained numerically, is approximated by a chord as
Deviation δσ 2 PQN and input-distortion crosscorrelation ρ yq = E{yq}/ E{y 2 } E{q 2 } were obtained by simulations for b ∈ [1, 25] and µ * l (b) and target δσ 2 PQN of −13 dB. The results are shown in Fig. 1 and illustrate how the PQN model applies well even for very low bit resolutions (1 bit) if AGC backoff is set properly.
Finally, we make a brief comparison of the PQN model with another commonly used signal model for ADCs. This model, referred to as additive quantization noise model (AQNM), is employed in [13] , among other works. It is derived under the assumption that the ADC -uniform or nonuniform -is designed to be optimal in MMSE sense. MMSE-optimal ADCs always have a nonzero correlation between the input and noise [17] . The key step in deriving the AQNM is then the application of the Bussgang theorem, which results in a linear model with additive noise that is uncorrelated with the input, but with a compressive gain factor that effectively depends on input-noise correlation. Since the ADC considered in this work is designed based on criteria other than MMSE, the input signal and noise can still safely be assumed to be uncorrelated while there is no compressive gain factor involved, and this helps reduce the computational clutter in the analysis. However, a comparison of the results from works employing AQNM and nonuniform ADCs and a matching subset of results from this work reveals that there are no significant differences in the fundamental conclusions.
B. ADC POWER CONSUMPTION MODELING
When it comes to choosing a model for the power consumption of the ADCs, we follow the general theme of this workadopting system models that are relevant in practice. To this end, we assume a particular type of Nyquist-rate ADC that is likely to be used in practical base station implementations. We then perform a minor modification of an existing hardware-theoretic model for the power consumption of the chosen ADC type, and use this modified model as a realistic and representative model for the ADC power consumption.
The ADC type chosen for this purpose is the pipeline ADC. Pipeline ADCs are typically designed for intermediate bit resolutions and medium to high sampling rates f s , with designs generally having power consumption that is comparatively superior to other types of ADCs when observed over a wide range of operating resolutions [21] - [23] . Moreover, a comparison of theoretical bounds on P ADC between pipeline and other common types of Nyquist-rate ADCs -namely, flash and SAR ADCs -in [24] and [25] reveals that 1) flash ADCs have P ADC that can be orders of magnitude higher than that of pipeline ADCs, and 2) power consumption of SAR ADCs follows the same functional trends as pipeline, while pipeline has overall lower P ADC . These facts further corroborate the motivation to base the modeling of P ADC on pipeline ADCs.
The basis for the model used here is a theoretical bound on power dissipation of pipeline ADCs presented in [24] . Figure 2 gives a comparison between this bound and pipeline ADC designs collected in [26] , for the same values of effective number of bits (ENOB). When it comes to the designs, ENOB is calculated from the measured SNDR, and for the bound, ENOB is assumed to be equal to b−0.5. As the figure clearly shows, functional dependency in the bound matches the trend exemplified by state-of-the-art pipeline architectures. Notwithstanding, there is a gap (about two orders of magnitude wide) between the bound and the designs. Based on this observation, we modify the bound by applying a multiplicative factor and use this modification as an estimate of the power consumption of state-of-the-art ADC designs, as illustrated. The theoretical ADC power consumption model is VOLUME 5, 2017 therefore a modified version of the bound from [24] , formulated as
where factors c 1 through c 4 are given for completeness here as
In the preceding expressions, V eff is the effective voltage of the CMOS transistor (typically 80 -100 mV), V FS the full-scale range of the ADC, C min the minimum input capacitance of an inverter (CMOS process dependent, about 1 fF for 90 nm CMOS) and k and T are Boltzmann's constant and temperature in Kelvins, respectively. An important feature of this model is that the behavior of power consumption for low and intermediate bit resolutions is determined by CMOS process size through C min ; the relation between P ADC and b in this region is approximately quadratic. At higher bit resolutions, functional properties of power consumption are limited by thermal noise, and in this region of operation P ADC is superexponential in b.
In addition to the model based on circuit theory, we also present a model for P ADC based on the ADC figure of merit (FOM):
with FOM const that is extracted from state-of-the-art designs and assumed to be independent of b. This type of model is often employed in existing works on ADCs in MaMI, e.g. [15] . FOM-based model is also illustrated in Fig. 2 . It is introduced in this work on the basis of its popularity and for the purpose of comparison with P th ADC ; since the latter is based on circuit theory, we consider it closer to reality and it is given larger weight when conclusions are drawn.
Finally, we note that in both models, P ADC is linear in sampling rate f s . The same trend is observed in actual ADC designs [26] up to very high sampling rates (on the order of 400 -500 MHz).
III. SYSTEM MODEL
As an initial step in the energy efficiency analysis, we formulate the system model of the MaMI uplink that explicitly includes models of AGCs and ADCs. System setup assumed in this work is the following:
• Uplink of a single-cell MaMi system with M antennas and K single-antenna users;
• Narrowband, single-carrier transmission over bandwidth B. The system model can also represent one subcarrier in a multicarrier system, under the assumption that the quantization noise between different subcarriers is independent and has identical properties, and additionally that the input to the ADC and quantization noise are uncorrelated, as postulated by the ADC signal model;
• i.i.d. Rayleigh block fading over T symbols;
• Least-squares/maximum likelihood channel estimation performed using spatially orthogonal pilot sequences of length τ in the uplink. Although suboptimal, ML channel estimation does not require any knowledge of channel statistics and is therefore favorable from the point of view of implementation complexity;
• Linear receiver processing using estimated channelsmaximum ratio combining (MRC) and zero-forcing (ZF) receivers are considered. An illustration of the uplink system model, where AGCs precede ADCs and ADCs are substituted by quantization noise sources based on the PQN, is given in Fig. 3 . The PQN model is applied based on the assumption that the input signal to the ADCs is Gaussian, which holds in the case when the number of users is large or SNR is low. The complex baseband signal at the input of the digital processing unit is represented as
where p u is the uplink transmit power, x is the vector of user symbols with E[xx H ] = I K and q is the quantization noise vector. Furthermore, the composite channel is represented by the matrix H = 1/2 HD 1/2 , where D pathloss, large scale fading (LSF) and uplink power control; H is the standard iid small-scale fading (SSF) matrix with unit variance elements; and 1/2 = diag
is the diagonal matrix of amplitude AGC gains. Individual AGC power gains are formed by combining the average received signal power at the input of the AGC with a proper backoff:
The term p i in (7) is the average power of an out-ofband (OOB) interfering signal that is assumed to be present at the input of the AGC due to limited capabilities of analog filtering. The OOB interference signal is typically completely removed by digital baseband filter and therefore does not form a part of the digital baseband signal. However, its presence at the AGC input alters the AGC gain and consequently reduces the dynamic range of the useful signal at the ADC input. This can drastically affect the performance of the ADC, a fact that to the best of our knowledge has not been considered in traditional MaMI system level analyses focusing on the impact of ADCs, although it is all too familiar to ADC hardware designers. Lastly,ñ = 1/2 n, where n is the thermal noise vector with covariance
Pilot sequences for channel estimation are contained in matrix = √ p u τ , with
is optimal for least-squares pilot-based channel estimation [19] . The least-squares channel estimate of H is of the form H = H + H , with the impact of thermal and quantization noise modeled by H . Channel estimates are used to formulate linear processing matrices A for MRC and ZF, which can be split into a sum of two terms: one based on the actual channel and the other an error term. The split is exact for MRC and approximate for ZF, where the approximation holds if the SNR is sufficiently high [20] :
Finally, the estimate of user symbols is obtained asx =Â H z.
The decomposition ofÂ allows for splitting the estimate of x k , pertaining to the kth user, into a wanted signal term and several noise terms:
where a k , a k, andh k are kth columns of A, A and H, respectively. Note that in (8) we have implicitly defined the noise/interference terms, with subscripts IUI, n and q denoting interuser interference, thermal and quantization noise, respectively. Additionally, subscript denotes that a particular term originated from imperfect CSI knowledge, and with perfect CSI, these terms are zero. Finally, assuming that M is large, the central limit theorem applies and all noise terms can be assumed zero-mean Gaussian.
IV. SYSTEM SUMRATE
With the system model well established and described, we move on to the next step of the energy efficiency analysis, namely, a study of uplink performance as function of the main system parameters. The metric used for quantifying the performance is the uplink sumrate.
A. CALCULATING THE SUMRATE
Using the post-processing noise and interference terms defined in (8) , the signal-to-interference-and-thermal-andquantization-noise-ratio (SINQR) for the kth user can be calculated as
A simple summing up of the powers of noise terms in the denominator of (9) is possible because the PQN model applies, so data and thermal noise become uncorrelated with quantization noise. As the next step in sumrate calculation, we assume that bit resolution and AGC gain are same across all receiver chains, so b m = b and γ m = γ , and that quantization noise is uncorrelated across receiver chains. The assumption of no correlation across chains applies in all cases except when the channel is very highly correlated and preprocessing SNR is extremely high, but we do not consider these particular cases since they are not of practical interest. Finally, ergodic per-user rates R k are calculated by averaging the per-block-and-user rates log 2 (1 + SINQR k ) over smallscale fading realizations H. Standard application of Jensen's inequality and results from random matrix theory for central complex Wishart matrices [2] , [27] yield
with
Individual terms under the E H operator in (11) are given in Table 1 . They represent the effective contributions of interuser interference, thermal noise, etc. after linear processing. Some of these terms are (tightly) bounded by simpler ones owing to the fact that M is large, with relation operators indicating whether the expression is exact or a bound. Very importantly for this analysis, the effects of quantization noise in Table 1 are represented by the effective quantization noise term (cf. (2), (3) and (7))
Consequently, effective quantization noise grows linearly with number of users, thermal noise and OOB interference power.
Since the bound in (10) and bounds in Table 1 have conflicting relation operators, per-user rates are expressed as approximations, which are very tight at large M :
where ergodic SINQR for MRC and ZF is given in Table 2 . Finally, sumrate is calculated as
The performance model given by (14) aims to give a concise description of how system sumrate depends on the most relevant parameters. It is also open to further simplifications, if those are needed for the sake of clarity. One such simplification is the assumption that all effective amplitude path gains β k are equal to 1; this effectively means that perfect power control is performed in the uplink. Since it is reasonable to assume that some form of uplink power control will be performed in an actual MaMI system as means of boosting the performance, we apply the perfect power control assumption throughout the analysis that follows.
B. MODEL VALIDATION AND SOME PRELIMINARY OBSERVATIONS REGARDING SUMRATE
The proposed model for system sumrate was compared to simulated ergodic sumrate. In order to reduce the dimensionality of the analysis, two auxiliary parameters were introduced, namely spatial loading, λ s = K /M and temporal loading, λ t = K /T of the system. System parameters of primary interest are ADC resolution b, number of antennas M and preprocessing SNR, defined as SNR = p u /p n . In all simulations, SNR and bit resolution during training and data transmission phases are set to be the same.
Results are shown in Figure 4 and show overall good agreement between theory and simulations. Interestingly, only 5 -7 bits of ADC resolution in the receiver are sufficient to achieve almost full uplink sumrate; this observation is in line with some recent research [28] . It can be observed that this ''saturation resolution'' is not affected by SNR in the case of MRC, whereas it increases with SNR in the case of ZF.
Moreover, it appears to be independent of M when MRC is used and to increase with M when ZF is used. Independence of the saturation point from SNR in the MRC case implies that IUI dominates over thermal noise for the chosen SNRs, and thus the sumrate is primarily influenced by the relation between IUI and quantization noise. On the other hand, in the ZF case, IUI is zero (if we neglect the interference leakage term due to use of imperfect CSI), so the interplay between thermal noise and quantization noise determines the behavior of the sumrate. The dependence of the saturation resolution on SNR and M will be rigorously analyzed in the upcoming sections of the paper.
V. ENERGY EFFICIENCY ANALYSIS
Analysis of the impact of ADC resolution on performance (here represented by sumrate) tells only a part of the whole story. Namely, reduced ADC resolution will also lead to reduced power consumption of the entire system, and a comprehensive analysis needs to take both performance and power consumption into account through a scalar metric. A convenient metric is energy efficiency, which is calculated as where B is system bandwidth, R is the uplink sumrate, calculated as per (14), and P tot is total power consumption of the base station receiver. Note that here the focus is on the energy efficiency of the base station and the uplink power consumption of the users is left out of the analysis. A power consumption model for the ADCs was already chosen in Section II-B. What is left to do in order to obtain the complete P tot is to model the power consumption of other receiver blocks, both analog and digital. Finding a general power consumption model that is both tractable and close to hardware design reality proves to be a challenging task, due to wide variations between system architectures, various techniques of practical implementation and a lack of unifying theoretical analysis. Therefore, a parametric approach is adopted in modeling P tot .
To this end, power consumption of all the blocks excluding ADCs, denoted by P rest , is normalized by P ADC, ref -ADC power consumption calculated at a reference bit resolution b ref -summed over all receiver chains. This normalized version of P rest , denoted as
is hereafter referred to as the architecture parameter. The primary goal with introducing the architecture parameter is to enable a parameterized analysis that covers a wide range of system architectures. It is given in a normalized form in order to better illustrate how the power consumption of the ADCs relates to the power consumption of the rest of the blocks, something that would be harder to see if we were working with P rest given in absolute terms. Note that the choice of reference bit resolution b ref is arbitrary. Total power consumption of the base station receiver in the uplink is therefore calculated as
The energy efficiency function η, calculated using (14) and (15) is plotted in Fig. 5 , with the goal of gaining an initial insight in the behavior of η in a subspace of system parameters: ADC resolution b, SNR and architecture parameter α. Processing using imperfect CSI is taken into account. Additionally, it was taken that = 100 in the ADC power consumption model, and b ref was set to be equal to 2.
The results show a general trend of degradation of η at very low and very high bit resolutions for α = 10 and larger. Degradation at low b is due to sumrate being degraded when extremely low bit resolutions are used: on the other hand, η degrades at high bit resolutions due to the increase of P ADC . Optimal bit resolutions have been obtained using a simple linear search: for most of the cases, intermediate bit resolutions (4 -10 bits) are optimal. Generally, as P rest becomes comparatively closer to power consumption of all the ADCs, lower ADC resolutions should be chosen to optimize total energy efficiency.
The initial results shown in Fig. 5 call for a more thorough and rigorous analysis of the dependence of η on b over the subspace of the most important system parameters -M , SNR, α and K . Two different system setups are of particular interest:
• M scales up, but there are no constraints on the effective contribution of thermal and quantization noise postprocessing, i.e. the quality of hardware is not directly coupled with the increase of the number of antennas;
• Antennas scale up and the hardware quality is intentionally degraded so that the effective influence of thermal and quantization noise before and after scaling remains the same. Both of the described setups are commonly encountered in existing work analyzing different aspects of low-resolution ADCs in MaMI. The first setup is employed in works that aim to find particular values of ADC resolution that either give a satisfying performance or maximize energy efficiency, such as [15] . On the other hand, the second setup is used VOLUME 5, 2017 in works that look into how ADC resolution (or hardware quality in general) scales with antennas when performance is fixed, e.g. [6] . As pointed out before, here we build upon this existing body of work by covering a wider range of system parameters with the aim of providing a more general analysis.
A. HARDWARE QUALITY NOT COUPLED TO SCALING OF M
In this section, we analyze how the optimal bit resolution in energy efficiency sense,
behaves as a function of M , SNR, α and K . Although b opt can be found numerically, such an approach does not provide much insight in its behavior. Rather, we choose to use the properties of constituent functions of η -sumrate R and power consumption P tot -to find a tight approximation of η. By way of a rigorous mathematical analysis of this approximation, we find the lower and upper bounds of its optimum and in this way provide some valuable insights on the behavior of the optimum of the original energy efficiency function. The bounding approach will also yield some interesting side results on the behavior of sumrate as a function of ADC resolution (hints of which were seen in Section IV-B), which can serve as system design guidelines on their own.
1) THEORETICAL ANALYSIS
We assume the variable b to be continuous instead of discrete. Additionally, we consider that CSI is perfectly known, so all terms in sumrate R that stem from channel estimation errors are 0. The perfect CSI assumption is introduced for the sake of improving the tractability of the analysis, and as it will soon be shown, the observations made using this assumption are valid also in the case of imperfect CSI.
Given these simplifying assumptions, the lower bound on sumrates for MRC and ZF is given compactly as
where
and I MRC is an indicator function
Having established the approximation of the sumrate, we now start the analysis by examining general properties of the sumrate and power consumption functions. In the sequel, energy efficiency in (15) is analyzed as a product of the sumrate and the reciprocal of power consumption; representing η in this manner will add to the clarity of the analysis. is monotonically decreasing. Monotonical decrease of 1/P tot is quickly proved by noting that
is monotonically increasing with b and that its reciprocal is in turn monotonically decreasing. The saturating behavior ofR
MRC, ZF b
is formally proved by showing that lim b→∞ p q, ker = 0. Hence, for a large enough χ R and
To see that 1/P tot saturates, it suffices to observe from (22) that for large enough P rest and small enough χ P ,
The energy efficiency function from (15) , where R is substituted byR
, is shown together with its constituent functions BR MRC, ZF b and 1/P tot in Fig. 6 . It is clear that the shape of the energy efficiency function follows the saturating shapes of its two constituent functions. This enables us to define a very useful approximation of η. FIGURE 6. Illustration of sumrate R, reciprocal of P tot and energy efficiency η, shown together with saturation points χ R and χ P as well as b opt for the case χ R < χ P .
Observation 2:
Assume that the values χ R and χ P are given. Conditioned on their relative order, two piecewise approximations of the energy efficiency function η can be defined (symbols , and − represent monotonical increase, monotonical decrease and constant behavior of a function, respectively):
• For χ P < χ R :
Proof of Observation 2:
Expressions (25) and (26) follow from establishing the relative order of χ R and χ P and then applying (19) and (22), together with their respective approximations (23) and (24) to (15) .
Values χ R and χ P prove to be of essential importance to the analysis of the behavior of b opt as various parameters change. Both of these terms will now be formally defined, and their properties examined.
Definition 1: Let R ∈ (0, 1) denote the normalized deviationR
Additionally, let P ∈ (0, 1) be the normalized deviation
The saturation point for the sumrate, χ MRC, ZF R is defined as the value of b at which the normalized deviation ofR MRC, ZF b fromR MRC, ZF const is equal to some arbitrarily chosen value. Likewise, the saturation point for the power consumption, χ P is defined as the value of b at which the normalized deviation of 1/P tot,b from 1/P rest is equal to an arbitrarily chosen value.
Remark: Point χ R is of great interest in practical system design since it tells us explicitly how many bits of resolution are sufficient if we can tolerate some level of normalized sumrate degradation R . Its properties and dependence on the most important system parameters, together with the properties of χ P , are given in the following Observation 3: Define φ(b) c 1 b+c 2 b 2 +c 3 2 2b +c 4 b2 2b . The saturation point χ P is found as a solution of the transcendental equation
Assume that p i = 0 and M and K are large. Saturation points χ MRC R and χ ZF R are then found as solutions of the VOLUME 5, 2017
following transcendental equations:
ZF :
With regards to χ R , the following important trends can be observed:
• For practical values of SNR, χ MRC R is independent of SNR, whereas χ ZF R increases with increasing SNR; • When spatial loading λ s is kept constant as the number of antennas M increases, χ MRC R is independent of M , whereas χ ZF R increases with increasing M ; • When number of users K is kept constant as M increases, both χ MRC R and χ ZF R decrease with increasing M . Additionally, the saturation point χ P is observed to increase with increasing α.
Proof of Observation 3:
The transcendental equation in (29) results directly from (22), (24) and (28) . Likewise, (30) and (31) follow from plugging in (19) and (23) into (27) and applying the large-M , large-K assumption.
To prove the observed behavior of χ R with SNR, we examine the right hand sides (RHS) of the equations in (30) and (31), labeled here as RHS MRC and RHS MRC . When K 1/SNR, RHS MRC is essentially independent of SNR. On the other hand, RHS ZF ∝ SNR R −1 , which decreases with SNR because R < 1. Now, taking into account the fact that left hand sides (LHS) of equations in (30) and (31) are decreasing functions of b, we can conclude that χ R as the argument of LHSs is essentially independent of SNR in the case of MRC, whereas it increases with SNR when ZF is used.
For the case λ s = const., we note that lim M →∞ RHS MRC ≈ 3 1/λ R s − 1 , which does not depend on M , and that RHS ZF ∝ M R −1 , which decreases with M . Therefore, we can conclude that χ R stays constant as M increases in case of MRC, and increases with M in case of ZF. On the other hand, when K = const., directly from (30) and (31) we see that RHS MRC and RHS MRC grow with M for both MRC and ZF, so then both χ MRC R and χ ZF R decrease with M . Finally, to show that χ P indeed grows with α, it suffices to notice that φ(b) increases with b. As the RHS of the equation in (29) increases with α, χ P as the argument of φ(b) then also has to increase with α.
In practical systems, the choice of adequate ADC resolution is heavily influenced by the level of unfiltered out-ofband (OOB) interference p i , as illustrated by the following Observation 4: define the signal-to-interference ratio SIR = p u /p i . Assuming M 1, K 1 and a SIR 1 (so that OOB interference dominates over the useful signal), χ R for both MRC and ZF grows as SIR decreases.
Proof of Observation 4: By plugging (19) and (23) in (27) and applying the assumptions, χ R for MRC and ZF is found as the solution of transcendental equations
Both RHS in the equations in (32) and (33) decrease as SIR decreases, and since the LHS decrease with b, χ R as the argument of the LHS increases with the decrease of SIR.
Although saturation points are important for system analysis on their own, they also serve a convenient purpose of bounding b opt . This means that the behavior of b opt in conjunction with important system parameters is directly determined by how χ R and χ P behave. These important facts are formally stated in Observation 5: The value of ADC resolution that maximizes the approximate energy efficiencyη, denoted byb opt , is always found between saturation points χ R and χ P , formally:
If it is assumed that χ P is independent of M and that M and K are large, then the following properties hold:
• For χ R < χ P ,b opt decreases with decreasing α; • In the case when ZF is used and χ R < χ P ,b opt increases with increasing SNR. Additionally, the following behavior ofb opt with increasing M is observed, depending on how K relates to M :
• If λ s = const.,b opt cannot decrease with increasing M ; • If K = const.,b opt cannot increase with increasing M . Finally, it can be observed thatb opt cannot decrease with decreasing SIR.
Proof of Observation 5: For the case χ R < χ P , we refer to (25) and find thatη is maximized for χ R < b < χ P , and therefore all b ∈ (χ R , χ P ) maximizeη. On the other hand, when χ P < χ R , we can refer to (26) and focus on the case χ P ≤ b ≤ χ R . Asη is continuous, the extreme value theorem applies for χ P ≤ b ≤ χ R , and thereforeη will have a local maximumb * ∈ [χ P , χ R ]. Sinceη is increasing for b < χ P , η(b * ) >η(b), ∀b < χ P . On the other hand, sinceη decreases for b > χ R ,η(b * ) ≥η(b), ∀b > χ R . Therefore,b * maximizesη over the entire range of b. Overall, we conclude that b opt can always be found between χ R and χ P , regardless of their positions relative to one another. 1 As for the behavior ofb opt with different parameters, we start by noting that in the case χ R ≤b opt ≤ χ P ,b opt must grow as its lower bound grows and, likewise, must decrease if its upper bound decreases. Since χ P decreases with α and χ R increases with SNR (in the case when ZF is used), as shown in Observation 3,b opt needs to follow their decrease/increase accordingly. Before we carry on to the final and most important observations on the connection betweenb opt and M , we first turn our attention to the assumption that χ P is independent of M . From (29) , we see that this claim is equivalent to saying that α is independent of M , and from (16) this in turn implies that P rest is linear in M . A deeper look on the power consumption model for MaMI base stations presented in [29] shows that the dominant part of base station power consumption indeed scales linearly with M , which serves as a confirmation of our linearity assumptions.
Case 1 (λ s = const.): χ R was shown in Observation 3 to either remain constant (in case of MRC) or increase with M (in case when ZF is performed). Therefore, when χ R ≤ b opt ≤ χ P ,b opt cannot decrease with M . Likewise, when χ P ≤b opt ≤ χ R and χ P is assumed to not change with M , b opt cannot decrease with M since it would otherwise conflict with its lower bound.
Case 2 (K = const.): when χ R ≤b opt ≤ χ P ,b opt cannot increase with M since it would eventually conflict with its upper bound. On the other hand, when χ P ≤b opt ≤ χ R , b opt must decrease with M since its upper bound is decreasing with M .
Dependence ofb opt on SIR can be proven using the same arguments as dependence on M .
2) NUMERICAL RESULTS
As an illustration of the analysis presented in Observations 1 to 5, b opt have been found numerically for both the perfect-CSI and estimated-CSI cases. In the first set of results, M changes, and K either scales linearly with M or remains constant (illustrated in Figures 7 and 8, respectively) , whereas in the second set, presented in Figure 9 , different values of SIR are tested. Values of saturation points χ R and χ P were calculated numerically as well for the value of normalized deviation
The value of b ref was again taken to be 2. Using the model from [29] , and assuming P th ADC with = 100, typical values of α corresponding to b ref = 2 were calculated, VOLUME 5, 2017 and they turn out to be ≈ 10 4 for wide ranges of different system parameters. On the other hand, it is not unreasonable to assume that in the future, base station hardware will be implemented using integrated CMOS techniques. If we use known power consumption values for user equipment receiver chains implemented in CMOS and assume that similar power numbers might hold also for future MaMI base stations, then the base station power consumption might go down by one or two orders of magnitude compared to the model in [29] . Overall, admitting the fact that changes in technology, advances in hardware design etc. can change the initial result obtained from [29] , we assume that values in the range 10 2 − 10 4 can be considered ''typical'' for α. In Observation 5, behavior of approximate optimumb opt was analyzed, whereas the results shown in Figures 7-9 present the true optimum, b opt . Nevertheless, numerical results are in perfect accordance with the theoretical analysis. Non-infinitesimal values of R and P can be accounted for the fact that χ P and χ R do not ''sandwich'' b opt exactly around their crossing point, but this will not impact the results of the analysis in any significant way.
The architecture factor α can be identified as the primary influence on which values of b will maximize energy efficiency. As predicted by theory, b opt decreases with increasing M only in the case K = const, and this decrease is slow (approximately logarithmic, as deduced from (30) and (31)). Therefore, considering a large-but-finite-M regime and for practical values of α, intermediate ADC resolutions (3) (4) (5) (6) (7) (8) , depending on scenario) are optimal in energy efficiency sense.
It is also of interest to analyze the values of χ R : they span the range 4 -7 bits, which coincides with the values suggested in some works on ADC in MaMI (e.g. [28] ) for ADC resolutions that could be used in MaMI with acceptable performance degradation. However, as with b opt , we see that any possible reductions of χ R introduced by scaling up M to very large values are minuscule.
On the other hand, a very practical concern when deciding on a proper ADC resolution is poorly filtered OOB interference. As seen in Fig. 9 , OOB interference can have a detrimental impact on b opt ; when its power increases by 10 dB, b opt increases by roughly 1 bit at lower values of α.
Finally, we can shortly reflect on the influence of the model for P ADC on b opt . In Figs. 7 and 8, b opt was calculated using the FOM-based model for the ADCs but with the same P rest as for the theoretical model, to allow for a fair comparison. General trends of b opt are invariant to the choice of ADC power consumption model, but using P th ADC proves important if choice of the ADC resolution needs to be fine-tuned; this choice would be off (under-or over-estimated, depending on α) if it were based on the more simplistic FOM-based model.
3) DISCUSSION AND MAIN TAKEAWAYS
Observation 5 brings forth the main message of this subsection and one of the main messages of the entire work. Namely, in the case when spatial loading λ s is kept constant, increasing the number of antennas alone does not make ADCs with lower bit resolutions optimal in energy efficiency sense. ADCs with a very low resolution sometimes do maximize overall energy efficiency, but the reason for this is not the fact that a very large number of antennas is being used; rather, it is either due to preprocessing SNR or power consumption of other blocks. The prerequisite for making ADCs with low bit resolutions optimal by increasing the number of antennas is that the number of users remains constant as the number of antennas is increased. Even then, the decrease of b opt with M is only logarithmic.
Furthermore, as shown in Observation 4, any potential decrease of optimal ADC resolution that could have been harvested by increasing the number of antennas can be reversed by the presence of a poorly filtered out-of-band interferer. This behavior is explained by the linear increase of effective quantization noise with OOB interference power.
The analysis in this subsection also produced a valuable side result regarding the values of ''good enough'' ADC resolution for acceptable sumrate degradation due to low precision ADC. This quantity may be of interest for system designs where the net information flow from all the ADCs to the digital processing block should be reduced as much as possible without damaging the performance. Results in Observation 3 show that scaling up the antennas to very large numbers will not allow for the use of lower bit resolutions, unless the number of users is kept constant as antennas scale.
We conclude that, in the case when antenna scaling and ADC resolution decrease are not coupled, scaling up the antennas to very large numbers does not make a significant impact on the choice of ADC resolution. However, it is of interest to also investigate what happens when antenna and ADC scaling are coupled through a fixed-performance constraint, and this investigation is performed in the next subsection.
B. HARDWARE QUALITY COUPLED WITH SCALING OF M
We now consider the case where the number of antennas is scaled up from M 1 to M 2 and, simultaneously, the quality of receiver chain hardware is degraded. Increasing the number of antennas allows for higher levels of pre-processing noise and distortion coming from lower quality hardware, because noise and distortion are effectively ''averaged out'' by signal processing, as indicated by the terms in Table 1 . Higher levels of pre-processing distortion are expected to result in lower cost/power consumption of individual hardware components, and this is the reason why MaMI is promoted as being friendly to low-cost, low-power-consumption hardware [4] - [6] . However, the number of receiver chains also grows, so using low-quality hardware per receiver chain does not guarantee that the overall cost/power consumption will be reduced; also, there is possibly a residual impact on the performance. Again, the energy efficiency metric should be used to join together the performance and power consumption parts of the story.
1) THEORETICAL ANALYSIS
The initial step of the analysis is establishing some simplifying assumptions. Again it is taken that all β k = 1 and that the CSI is perfectly known. Additionally, it is assumed that antennas and hardware scale such that the total effective postprocessing noise/distortion remains the same before and after the scaling, formally (from Table 1 )
In order to further simplify the analysis, the condition (35) is substituted by a set of sufficient conditions pertaining individually to quantization and thermal noise:
The constraints in (36) can be written out explicitly for MRC and ZF as p q2 p q1
We further define the antenna scaling factor
Given a value of ρ M and initial bit resolution b 1 and using (12) and (37), the post-scaling bit resolution b 2 can be obtained, which through P ADC can reveal how much the power consumption of individual ADCs changed after the scaling. Further, by assuming that p n subsumes the impact on the performance of all the blocks excluding the ADCs, antenna scaling ρ M should be connected with the change in power consumption of the other blocks, P rest . For this we need an explicit relation between p n and P rest through the use of some intermediate per-block parameter(s), in analogy with how b connects ρ M with P ADC . This connection is typically difficult to find. We therefore directly assume that the constant-performance constraint induces a scaling of architecture factor α that follows a power law
where ξ is a free scaling parameter. By referring to (16), we see that the law (39) results in power consumption of ''other'' blocks scaling as P rest2 /P rest1 = ρ ξ +1
M . A power-law scaling of power consumption under the constant-performance constraint proves to be a valid behavioral model for receiver blocks that introduce additive distortion whose variance also scales with M following a power-law, and which are designed such that their figure of merit stays constant regardless of their quality [6] .
In the analysis that follows, we observe the ratio of energy efficiencies η 2 /η 1 after and before the antenna/hardware scaling. Total power consumption model is given by (17) . By taking all the relevant assumptions into account (with an additional assumption that b ref = b 1 ), the ratio of energy efficiencies before and after the scaling is given by the general expression
In cases where this ratio is larger than 1, it can be concluded that antenna/hardware scaling is beneficial from energy efficiency point of view. Similarly to the analysis in Section V-A, we consider two fundamentally different cases:
• Spatial loading is kept constant as antennas scale, λ s = const., if we want to maintain the same level of postprocessing thermal and quantization noise. It is easily seen that the elementary case b = −1 can be used to describe any arbitrary degradation of b, since the overall antenna scaling for arbitrary b is the cumulative product of elementary, unitary-step scalings. Therefore, it is possible to degrade the ADC resolution from an arbitrary b init to b final = 1 and still maintain the same performance -provided that the number of antennas is scaled accordingly -indicating that with MaMI, using 1-bit ADCs is feasible. This particular feature of MaMI systems is analogous to traditional temporal domain oversample-and-filter systems which also enable the use of very coarse quantization, but with an interesting distinction: in MaMI, oversampling and filtering is performed in spatial domain. The process of calculating η 2 /η 1 for the case K = const. differs between systems using ZF and MRC. When ZF is used, pre-and post-scaling sumrates are the same; on the other hand, with MRC, the scaling affects the effective interuser interference, so sumrates before and after the scaling will not be the same. To simplify the calculation somewhat, we assume that at the onset of scaling,p q = p n . From the system design perspective, this means that if one of the sources of noise (thermal or quantization) is dominant, there is no reason for the other source to have a smaller impact since performance will be limited anyway. With additional employment of the usual large-M assumption, (40) for the case of constant K becomes 
2) NUMERICAL RESULTS
Numerical results are shown in Fig. 11 , where only P th ADC has been used. The results reveal a strong influence of how the power consumption of other blocks relates in magnitude to ADCs (reflected through α 1 ), as well as how this power consumption scales with M (represented by exponent ξ ). Some energy efficiency gains are possible only in the case when ξ = −1.5. In effect, this means that P rest needs to scale as ρ −1/2 M if we want to improve energy efficiency by degrading the ADC resolution and simultaneously scaling up the antennas. For other tested values of scaling exponent, no gains in energy efficiency are possible when the system scales. Furthermore, as the power consumption of the ADCs becomes more prominent (lower α 1 ), the gains in energy efficiency with scaling become smaller, or even disappear when ZF is used.
3) DISCUSSION AND MAIN TAKEAWAYS
Overall, we can conclude that the upscaling of M and simultaneous degradation of ADC resolutions yield gains in energy efficiency only if the power consumption of the rest of the hardware scales down fast enough. Another deciding factor is the relation of power consumption of other blocks to P ADC . Interestingly, in the case when K grows linearly with M , changes of η with system scaling are independent of bit resolution.
VI. CONCLUSION
A parameterized analysis of the relation between ADC resolution and the uplink energy efficiency in a MaMI system has VOLUME 5, 2017 been performed. In one characteristic use case, we assume that upscaling of antennas is directly coupled to the degradation of ADC resolution and analyze whether reducing the number of bits will improve overall energy efficiency. The answer is affirmative only in the case when the number of users is kept constant during the process of scaling, quality of other blocks is also degraded and their power consumption scales down (at a particular rate) with the number of antennas. In another characteristic use case, we decouple the increase in the number of antennas and degradation of ADCs and observe which bit resolutions maximize the overall energy efficiency, and how these optimal bit resolutions behave with the number of antennas. The results show that the condition for energyoptimal bit resolutions to decrease as antennas are scaled up is that the number of users remains constant. Moreover, in this use case and for practical values of the most important system parameters, intermediate ADC resolutions (4 -8) maximize energy efficiency. On a practical hardware design note, these values will increase if out-of-band interference is present in the system, with approximately 1 bit added for every 10 dB increase of OOB interference. The overall conclusion of the work is that using ADCs with intermediate bit resolutions is an optimal strategy from the energy efficiency point of view, and, except in some special cases, this strategy does not change when antennas are scaled up.
OVE EDFORS is currently a Professor of radio systems with the Department of Electrical and Information Technology, Lund University, Sweden. His current research interests include statistical signal processing and low-complexity algorithms with applications in wireless communications. In the context of massive MIMO, his main research focus is on how realistic propagation characteristics influence system performance and base-band processing complexity. VOLUME 5, 2017 
