Zoomerang has over 2 million registered individuals (referred to as Zoompanel). Zoomerang profiles its panelists on over 500 attributes and provides incentives to the panelists for their participation in surveys. Zoomerang (2009) reports that their panelists represent the U.S. census. In fact, they claim that their random selection of panelists would provide a nationally representative sample as opposed to a random convenience sample.
Existing academic studies that used Zoompanel data used a similar approach to obtain their sample; that is, Zoomerang sends an e-mail to their panelists with a link to the questionnaire and the respondents are filtered based on sample frame requirements to obtain required sample (see Wallenstein et al. 2008; Yang et al. 2008 ).
We would also like to engender confidence in the use of online panel data for academic research. Braunsberger et al. (2007) report that data obtained from online panels is more reliable than that obtained from telephone surveys, engendering confidence in use of online panel data. In addition, Zoomerang is not the only online panel source which has been used in academic research (e.g., Piccolo and Colquitt 2006 1 ). Further, and more importantly, we would like to engender confidence in the use of Zoompanel as a data source.
In academic research, data from Zoompanel is used in the fields of organizational behavior (Rogers and Bazerman 2008; Thau et al. 2009 ), marketing (Du et al. 2007; Wonder et al. 2008) , psychology (Basil et al. 2009 ), medical sciences (Becker et al. 2007; Wallenstein et al. 2008; Yang et al. 2008) , food service (Hicks et al. 2008) , hospitality management (Lynn 2009; Shang et al. 2010 ). Although we used Zoompanel as a data source, we had complete control over all other aspects of research methodology (e.g., we provided the text to be included in the email invitation, developed the survey hosted at http://www.zoomerang.com, etc.).
Information on ICTs
The following information is provided at the beginning of the survey to clarify what is meant by ICTs.
• Please note that ICTs involve a collection of information, processing, storage, network, and communication technologies.
ICTs are NOT shop-floor manufacturing technologies that are used to automate manufacturing processes. A list of ICTs is provided below.
An example of a representative stem we used is "Considering the use of information and communication technologies (ICTs) for your workrelated tasks, indicate the degree to which you agree to the following." Note that we emphasized use of ICTs for work-related tasks (i.e., not for personal use).
The list of ICTs used in this study to screen the sample is provided below. Further, once the respondents were actually taking the survey, a hyperlink to the term ICTs is provided on each survey page. Petter et al. (2007) argue that typical usefulness constructs have both reflective and formative items. For example, this item could be argued as being formative with respect to the next item. This is still a gray area as most of the items are interchangeable. ‡ Note that the measures are reverse coded (i.e., higher scores on these items implies lower complexity).
List of ICTs
Technology usage was captured by a single item measuring the time spent using ICTs.
Appendix C Reliability and Validity Analysis
The means and standard deviations for each of the constructs are shown in Table C1 . Next, all of the items were loaded onto their respective latent constructs. The factor loadings and reliabilities of the constructs used in this study are also shown in Table C1 .
Further, the correlations among the constructs and the average variance explained for each construct is shown in Table C2 . Convergent validity and reliability of constructs used in this study are reflected through the measures of Cronbach's alpha, factor loadings, and average variance extracted (AVE). Results from confirmatory factor analysis, tabulated in Table C1 , indicate that the reliabilities for all the constructs exceed the recommended cutoff of 0.70. The reliabilities of constructs in the present study are similar to those reported by Ahuja et al. (2007) , whose work used constructs that are similar in nature to the present work. Further, all of the factor loadings are above the recommended value of 0.70 and the AVE for each construct is above 0.50, indicating that the latent factors can explain at least 50 percent of the measured variance among items (Fornell and Larker 1981) . Discriminant validity among constructs is exhibited if the square root of average variance extracted (AVE) for each construct is greater than all interconstruct correlations (Chin 1998) . As shown in correlations Table C2 , the results indicate that all interconstruct correlations are less than the square root of AVE, indicating discriminant validity among constructs. Two additional analyses, including pair-wise comparisons of relevant constructs, also indicated that constructs exhibited discriminant validity. 
Appendix D Common Methods Bias Analysis
Perceptual or subjective measures are used to effectively capture differences in individual responses to the same situations, rather than use objective measures (Cooper et al. 2001; Jex and Bheer 1991; Perrewe and Zellars 1999) . However, common method bias could be a potential problem with subjective measures. In a critical review of common method bias in behavioral research, Podsakoff et al. (2003) provide recommendations to alleviate it. Specifically, they suggest that researchers
(1) use procedural remedies during questionnaire design, and (2) use statistical controls
In this study, we have incorporated the above suggestions in the following way. For procedural remedies, we have
• Psychologically separated the measurements of criterion and predictor variables. This was achieved by providing a cover story between the criterion and predictor measurement phases (Table D1 ).
• Assured respondents' anonymity and that there is no right or wrong answer.
• Paid close attention to the items to avoid the use of ambiguous or unfamiliar terms, vague concepts, and "double-barreled" questions.
•
Used different scale endpoints and formats for predictor and criterion variables, wherever possible.
Statistically, method variance is assessed by using Harman's single factor test and by modeling a single latent method factor. Harman's single factor test suggests that if a single factor explains significant covariance among variables, then it implies the presence of common method bias. The commonly accepted standard for significant covariance explained to be considered a potential problem is at least 25 percent. The results of this test did not yield a single dominant factor. The largest variance explained by a single factor in unrotated factor solution and in rotated factor solution is 21 percent and 9 percent, respectively. These results suggest that method bias might not pose a severe threat. However, it should be noted that Harman's test is only a diagnostic test and it does not actually control for method bias. Therefore, based on recommendations by Podsakoff et al. (2003) and recent IS articles (Ahuja et al. 2007; Liang et al. 2007 ), the unmeasured methods latent factor was explicitly modeled in this study.
In this approach, items are allowed to load on their proposed constructs and also on a latent common methods variance factor. The structural model is then tested for significance of parameters both with (Model B) and without (Model A) the latent methods factor. Model B makes intuitive sense because the same method was used to measure all of the variables. Modeling a latent method factor significantly improves the fit of the model if common method bias accounts for most of the covariance observed in the variables. The results of this analysis are summarized in Table D2 . While comparing the fit indices between Models A and B, it should be noted that chi-square differences are sensitive to sample size. Therefore, in addition to the chi-square difference test, researchers have suggested to test for differences in comparative fit indices (CFI) (Byrne 2006; Cheung and Rensvold 2002; Little 1997) where the difference in CFI should be less than 0.05 (Little 1997) or according to Cheung and Rensvold (2002) less than 0.01. Although the difference in chi-square itself is significant, it should be noted that the ratio of chi-square difference per single degree of freedom is less than 3. Further, these results are similar to those reported by Ahuja et al. (2007) and within the recommendations of Hu and Bentler (1999) . Additional evidence was obtained by comparing the differences in CFI. The results indicate that CFI of 0.005 is less than the recommended values of 0.05 (Little 1997) or 0.01 (Cheung and Rensvold 2002) . These results further provide support that common method bias was not a serious validity threat to this study.
Appendix E Control Variable Analyses
In the proposed research model, it was argued that stressors due to ICTs (i.e., work overload, role ambiguity, work-home conflict, invasion of privacy, and job insecurity) should be controlled for technology usage, and strain due to ICTs should be controlled for the dispositional variable negative affectivity. The results support this argument. The results for control variables are shown below. The links between technology usage and stressors are all significant (β's ranging from 0.09 to 0.21, all significant at 5 percent at least). The results indicate that as individuals become more dependent on technologies (i.e., increasing technology usage), they experience higher levels of stressors. It could also be interpreted that, as technology use increases, there are greater instances in which ICTs could enhance the stressors. Also, the link between negative affectivity and strain is significant at the 1 percent level with a standardized coefficient of 0.14. This implies that individuals' experience of strain could be explained by their tendency to evaluate situations more negatively. In other words, with all things constant, individuals who experience higher levels of negative affectivity will report higher levels of strain.
Control Variable Relationship

Appendix F Limitations
Some of the limitations in this study come from the inherent conflict that exists between undertaking a study that is generalizable versus a study that is very specific (for example, with respect to either technologies, or occupations). One of the main limitations of this study is the aggregated and undifferentiated treatment given to the individual's technology use. Individuals responded to the technology characteristics (like usefulness, complexity, reliability, presenteeism, etc.) Another fundamental question 2 that might arise is with respect to the constructs of technology characteristics. Since the main contribution of the paper is identifying the technology component in the technostress phenomenon, it is critical to think about how far or how close to technology the technological characteristics (in this study usefulness, reliability, etc.) are. Although at first glance the current technology characteristics might not seem to reflect the technology component, it is useful to think of technology characteristics existing at different levels of abstraction. The lowest level of abstraction could represent the physical reality of the technology and a higher level of abstraction could represent a more logical description of technology (like our technology characteristics). It is our contention that individuals' use of technologies evokes responses at the logical rather than at the physical level of abstraction.
Also, the respondents consisted of individuals from different occupations and organizations. There might be certain organizational and occupational differences that could be investigated. Accordingly, the differentiating effects of profession and occupation could be taken into account in future research. Further, the present study utilized data collected at one point in time. Therefore, it cannot confirm the causality of the links proposed in the model. However, as pointed out by Moore (2000) , some of the links between stressors and strain were previously tested longitudinally, and provide some support for the causality proposed in this study. Future research should consider using longitudinal designs. Another factor that might limit discovery of causal links is the field study methodology itself and its ability to isolate ICT effects. Although care was taken to keep the respondents within the bounds of the context (i.e., their use of ICTs), isolating strain or stressors due to ICTs to the exclusion of other causes might not be fully realized. Use of experimental settings might alleviate these concerns.
Finally, this study does not explicitly examine the coping mechanisms that moderate an individual's reactions to stressful situations. Stress research suggests that dispositional (e.g., personality variables, self-efficacy) and contextual variables (e.g., social support) increase the individual's coping ability and thereby act as buffer mechanisms against stressful situations (Cooper et al., 2001) . The model developed in the present research paper could be enhanced to include moderating effects of coping. Considering the context of this study, specific constructs that are studied as moderators could be technological self-efficacy and technical support.
