






































































Online	 violence	 against	women	 is	 a	modern	 phenomenon	which	 affects	women	 and	 girls	
worldwide.	Online	violence	against	women	takes	various	forms	of	abuse	and	includes,	but	is	
not	 limited	 to,	 online	misogyny,	 text-based	abuse	 (e.g.	 on	 social	media	platforms	 such	as	




















































formulated	 in	 generic	 terms,	without	 giving	due	 recognition	 to	 the	 seriousness,	 scale	 and	
everyday	 impact	 of	 online	 abuse	 of	 women.	 The	 most	 recent	 CEDAW	 General	
Recommendation	 No.	 35	 on	 gender-based	 violence	 against	 women,	 updating	 general	
recommendation	 No.19	 (14	 July	 2017)	 acknowledged	 the	 continuum	 of	 gender-based	




need	 to	 address	 gender-based	 violence	 against	women	which	 takes	 place	 through	 online	
services	and	platforms.7	However,	CEDAW	General	Recommendation	No.35	did	not	elaborate	
further	 regarding	 the	 gender-based	 nature	 of	 online	 abuse	 of	 women	 and	 its	 damaging	
effects,	 nor	 addressed	 in	 greater	 detail	 the	 responsibilities	 of	 states	 in	 preventing	 and	
combatting	online	violence	against	women.		
	











overall	 distress	 experienced	 by	 the	 victims.	 In	 cases	 where	 perpetrators	 have	 been	 held	































This	 submission	 focuses	on	aspects	 relating	 to	misogynistic	 text-based	abuses	 rather	 than	
IBSA.	Whilst	both	image-based	and	text-based	abuses	have	extensive	harmful	and	damaging	







spaces	which	 occurs	 through	 the	 legislative	 deficiencies	when	 comparing	 action	 taken	 to	
prosecute	 image-based	 sexual	 abuses	 compared	 with	 the	 inaction	 taken	 for	 text-based	

















that	 harm10	 do	not	 necessarily	 correlate	 to	 the	 same	 legal	 jurisdiction	 for	mechanisms	of	
redress.	 This	 problem	 is	 further	 compounded	when	 suggestions	of	 platform	 responsibility	












































Prosecutions	made	under	 this	 provision	 address	 situations	 under	 section	 4	 for	 courses	 of	








This	 Act	 introduces	 criminal	 liability	 for	 an	 improper	 use	 of	 a	 public	 electronic	
communications	network	under	 section	127.	Prosecutions	made	under	 this	provision	deal	






















This	Act	 introduces	criminal	 liability	 for	 the	offence	of	 “disclosing	sexual	photographs	and	
films	with	intent	to	cause	distress”	under	section	33	(also	referred	to	as	‘image	based	sexual	
abuse’).	 In	 addition,	 the	 Act	 introduces	 criminal	 liability	 for	 possession	 of	 pornographic	







This	 legislation	 deals	 with	 similar	 issues	 as	 those	 which	 appear	 in	 the	 Malicious	



























appropriate	 self-regulatory	 standards	 and	 guidelines	 and	 to	 effectively	 implement	 them.	
Whilst	Article	17	does	not	 specifically	 address	online	violence	against	women	or	 lists	 acts	


















Whilst	 there	 are	 a	 number	 of	 legislative	 mechanisms	 pertaining	 to	 issues	 of	 online	
communications	–	especially	those	of	a	malicious	nature	–	these	are	spread	across	disparate	






communications	offences	 create	overlaps	 in	 the	 law	–	particularly	 between	 the	Malicious	
Communications	 Act	 1988	 and	 the	 Communications	 Act	 2003	 –	 but	 also	 this	 leads	 to	
situations	where	there	are	‘gaps’	in	the	legal	provisions.	This	reflects	an	incoherent	approach	
to	tackling	online	violence	against	women.	In	addition	to	this,	there	are	contradictory	legal	
terms	 (and	 tests)	 used	 within	 the	 numerous	 legal	 instruments,	 ranging	 from	 hostility,	 to	
prejudice,	 to	 bias.	 This	 is	 compounded	 by	 the	 confused	 approaches	 to	 ‘abusive’	 and	
‘threatening’	 behaviour,	 all	 of	which	when	 considered	 together	 indicates	 inconsistency	of	
thinking	 and	 an	 inconsistent	 policy	 approach	 to	 existing	 legislative	 models	 aimed	 at	
prosecuting	and	punishing	 forms	of	 violence	against	women.	Furthermore,	 this	 leads	 to	a	











13	 The	 threshold	 for	 prosecution	 attracted	 criticism	 from	 the	 Council	 of	 Europe	 Parliamentary	 Assembly	
Committee	on	Equality	&	Non-Discrimination,	a	point	highlighted	in	the	report	by	Ms	Marit	Maij	(the	Rapporteur	















to	 the	 Scottish	 Parliament’s	 Public	 Audit	 and	 Post-Legislative	 Scrutiny	 Committee	 in	 July	 2017	 (copy	 of	 the	













Given	 the	 pressure	 on	 social	media	 platform	providers	 –	 notably	 Twitter	 and	 Facebook	 –
announcements	have	been	made	of	 initiatives	and	changes	such	providers	have	sought	to	
implement	as	part	of	a	scheme	to	identify	and	report	incidents	of	harassment	and	violence.	
Unfortunately,	 the	 emphasis	 to	 date	 has	 fallen	 on	 aspects	 such	 as	 ‘hateful	 conduct’17	 or	
‘terror-related	content.’18	 In	addressing	 issues	of	harassment	and	violence	against	women	
online,	 the	 European	 Commission	 together	 with	 ‘The	 IT	 Companies’19	 announced	 in	May	
2016,	 a	 ‘Code	of	Conduct	on	 Illegal	Hate	 Speech.’20	Whilst	 undoubtedly	 this	 has	 signalled	








buttons’	on	Twitter	which	allow	 individual	users	 to	 ‘hide’	certain	content	 from	their	 feed.	
Again,	whilst	this	is	a	potentially	positive	measure	–	especially	as	an	indicator	of	Twitter	taking	
the	 issue	 seriously	 –	 this	 is	 not	 a	 solution	 to	 the	problem.	 The	 abusive	messages	 are	 not	
‘removed’	if	muted	–	they	remain,	but	are	simply	hidden	from	the	view	of	the	person	to	whom	




























Finally,	 at	 a	 national	 level,	 several	 police	 forces	 in	 England	 and	 Wales	 have	 recently	






whilst	 local	 police	 forces	may	 be	willing	 to	 record	 potential	 crimes	 as	 gender-based	 hate	
crimes,	this	is	something	which	is	legally	unfounded	and	has	no	bearing	on	the	judicial	system,	
as	the	recording	has	no	impact	upon	prosecution	rates.	This	behaviour	is,	therefore,	at	best,	
















especially	 when	 compared	 to	 the	 action	 taken	 in	 respect	 of	 image-based	 abuses	 and	
extremist	 content.	 This	 is,	 therefore,	 indicative	of	 a	 lack	of	 commitment	 to	 implementing	











provider	 or	 platform	 provider	 policies	 –	 evidence	 of	 a	 further	 systemic	 failure	 in	 tackling	
harmful	behaviour.		
	
The	 lack	 of	 impetus	 given	 to	 the	 service	 provider	 policies	 and	 scatter-gun	 approaches	
implemented	stands	in	stark	contrast	to	the	actions	of	local	police	forces	who	are	sporadically	
declaring	their	 intentions	to	label	and	record	crimes	as	potential	gender-hate	crimes.	This,	
whilst	a	positive	 indicator,	represents	 little	more	than	acts	of	symbolism.	There	 is	no	 legal	
basis	in	England	&	Wales,	or	Scotland	for	labelling	incidents	as	gender-based	hate	crimes,	and	
this	oddity	is	compounded	by	the	lack	of	judicial	impact	or	rectification	of	such	‘flagging’	and	














The	 case	 concerned	 online	 abuse	 of	 a	 feminist	 campaigner,	 Caroline	 Criado-Perez,	 and	 a	
politician,	 Stella	 Creasy	MP	 by	 the	 defendants:	 John	Nimmo	 and	 Isabella	 Sorley.	 In	 2013,	















remain	 ‘as	 untrackable	 as	 possible’.	 Judge	Riddle	 also	 stressed	 that	 the	 anonymity	 of	 the	








































of	 adequate	and	 specific	 legislation	dealing	with	 the	 issue	 can	 lead	 to	a	 rise	 in	 successful	






















Preventing	and	combatting	online	violence	against	women	 is	 an	 issue	 in	pressing	need	of	
global	and	domestic	recognition	as	well	as	action.	Addressing	online	violence	against	women	
needs	 to	 start	 from	 recognizing	 the	 existence	 of	 online	 gender-based	 abuse,	 its	 scale,	
numerous	forms,	and	the	extensive	impact	it	has	on	women	and	girls.		
	
Furthermore,	 preventing	 acts	 of	 online	 violence	 against	 women	 as	 well	 as	 establishing	
accountability	for	them	needs	to	be	prioritised	within	multiple	legal	frameworks	–	preferably	
within	 those	 frameworks	 dealing	 with	 issues	 concerning	 online	 communications	 and	 the	
governance	of	online	space.		
	
Finally,	online	violence	against	women	needs	 to	be	 recognised	as	a	 form	of	gender-based	

























v. The	 harms	 caused	 by	 image-based	 sexual	 abuses	 are	 widely	 recognised	 yet	 the	
equivalent	 harms	 for	 text-based	 abuses	 have	not	 been	 afforded	 the	 same	 level	 of	












vii. Providers	 and	 social	 media	 platforms	 have	 been	 engaged	 in	 discussions	 aimed	 at	
tackling	 forms	 of	 online	 abuse	 broadly,	 but	 these	 –	 to	 date	 –	 have	 proved	 to	 be	
ineffective	and	 largely	piecemeal	when	compared	 to	 the	measures	 taken	 to	 tackle	
extremist	content	online.		
	
viii. Legal	regulation	cannot	be	the	only	form	of	regulation	which	is	considered	within	the	
context	of	online	abuse	–	and	especially	where	that	abuse	takes	the	form	of	violence	
against	women.	To	allow	these	criminal	acts	to	continue	is	to	allow	the	silencing	of	
women	to	continue	–	and	that,	in	our	digital	age,	means	excluding	women	from	public	
spaces	in	an	online	(and	offline)	context.		
	
