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When viewing a cluttered scene, observers may not be able to segment whole objects prior to recognition. Instead, they may
segment and recognize these objects in a piecemeal way. Here we test whether observers can use the appearance of one object part to
predict the location and appearance of other object parts. During several training sessions, observers studied an object against a
blank background. They then viewed this object against a background of clutter that camouﬂaged some parts of the object while
leaving other parts salient. The observer’s task was to ﬁnd the camouﬂaged part. We varied the symmetry of the salient part with the
expectation that as this symmetry decreased, the information about the camouﬂaged part’s location and appearance would increase
and this would facilitate search. Our results suggest that observers can use the salient part to predict the location, but not the
appearance, of the camouﬂaged part.
 2003 Elsevier Ltd. All rights reserved.
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In a cluttered scene it may not be possible to segment
objects without assistance from top-down processes
(Barrow & Tenenbaum, 1981; Borenstein & Ullman,
2002; Bravo & Farid, 2003; Marr, 1982; Spelke, 1990;
Ullman, 1997). Consider Fig. 1 which shows a scene
composed of several familiar objects with similar colors
and textures. Note that because the objects occlude one
another, parts from diﬀerent objects are intermingled. If
bottom-up grouping processes alone were used to or-
ganize this scene, it seems unlikely that the result would
correspond to the familiar objects that we perceive.
Although researchers in human vision have largely
ignored the problems of segmenting and recognizing
objects in clutter (c.f., (Brady & Kersten, 2003)), a
number of researchers in computer vision have proposed
approaches to this problem (Borenstein & Ullman, 2002;
Lowe, 1985; Roberts, 1966; Selinger & Nelson, 1999).
One such approach, sometimes termed ‘‘hypothesize-
verify’’, involves the following steps. Simple grouping* Corresponding author. Tel.: +1-856-225-6431; fax: +1-856-225-
6602.
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doi:10.1016/j.visres.2003.09.031processes organize the image into parts (whether these
parts correspond to contours or image patches or vol-
umes depends on the model). Some parts are so dis-
tinctive that they may be recognized as likely belonging
to a particular object or class of objects. Recognition of
such a part allows the observer to form a hypothesis
about an object in the scene, and this hypothesis allows
the observer to predict other parts of the object that
should be present in the image. If these parts are found
in the image, then the hypothesis is veriﬁed, and the
object is recognized. Applying this scenario to Fig. 1, the
observer might ﬁrst tentatively recognize the roll of tape
(A). Then, suspecting that a tape dispenser appears in
the scene, the observer may look for other parts of this
object, such as the end with the serrated blade (B).
For a part to be useful in generating a hypothesis, it
should be readily extracted from most images that
contain the object. In other words, the part should
generally be present in the image when the object is
present in the scene. Further, the part should be diag-
nostic of the object. That is, the part should be absent
from the image when the object is absent from the scene.
Because the ﬁrst requirement favors simple parts while
the second requirement favors complex parts, the most
useful parts are likely to be those of intermediate com-
plexity (Ullman, Sali, & Vidal-Naquet, 2001).
Fig. 1. This scene contains a partially occluded tape dispenser (A and
B). It seems unlikely that bottom-up grouping processes would asso-
ciate the image fragments that correspond to A and B.
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observer has formed a hypothesis about the object in the
scene, the observer must then verify this hypothesis. As
noted above, this veriﬁcation involves predicting other
object parts that should exist in the scene and then either
conﬁrming that these parts do indeed exist or deter-
mining that their absence can be explained by an oc-
clusion. In this veriﬁcation process, it is possible that the
observer could use the appearance of the recognized part
to predict both the location and the appearance of the
other object parts. That is, through repeated exposure to
diﬀerent views of the object, the observer may learn to
associate, for each view, the spatial relationships and
appearances of various object parts. Then, given the
appearance of one part, the observer may recall the lo-
cation and appearance of other object parts from the
same view. Alternatively, the observers may form what
might be called a ‘‘cubist’’ representation of the object. 1
That is, they may associate the various appearances of
the object parts in a way that is largely independent of
viewpoint. With this kind of representation, a distinctive
part would cue all of the part appearances that are as-
sociated with the object, not just those from the same
viewpoint.
In the experiments reported here, we examined the
veriﬁcation stage of the hypothesize-verify approach to
object recognition. We assumed that the appearances of
object parts are stored in a viewpoint speciﬁc way. Thus,
when observers verify that an object is in the scene, they
can use appearance of a distinctive part to predict the
location and the appearance of other object parts. From
this we reasoned that distinctive parts with zero rota-
tional symmetry should be particularly useful for mak-
ing such predictions. This is because each appearance of1 The idea that our internal representation of objects might have
certain resemblances to the cubist paintings of Picasso and Braque was
proposed by Nelson and Selinger (1998).the part is associated with a particular object pose. Thus
these parts make a single, reliable prediction. Distinctive
parts that have non-zero rotational symmetry should be
less useful for ﬁnding the rest of the object. For these
parts, one appearance is associated with multiple object
poses. Thus these parts will make multiple predictions,
all but one of which will be wrong. In general, we ex-
pected that performance should be inversely propor-
tional to the rotational symmetry of the distinctive part.
We tested this idea in three experiments. In these
experiments, we presented an object in a random pose
against a background of clutter. Because this back-
ground clutter closely resembled some parts of the ob-
ject, it camouﬂaged these parts, while leaving other parts
quite salient. We examined whether the symmetry of
the salient part aﬀected the observer’s ability to ﬁnd the
camouﬂaged part. In all experiments, the pose of the
object was varied across trials: in the ﬁrst experiment,
the objects were rotated in the image plane, while in the
second and third experiments, the objects were rotated
in depth.2. Experiment 1: rotations in the image plane
In this ﬁrst experiment, in which we conﬁned object
rotations to the image plane, we used the four objects
shown in Fig. 2. Each object consisted of a geometric
shape (triangle, rectangle, square, or circle) and two
cylinders, which we will refer to as a handle. During two
training sessions, observers learned these objects by
viewing them against a blank background. Then during
the testing session, observers viewed the objects against
a background of cylinders that were identical to thoseFig. 2. Objects used in Experiment 1. Each object consisted of two
cylinders (the handle) and a geometric shape. The geometric shapes
diﬀered in their degree of rotational symmetry.
Fig. 3. The objects from Experiment 1 presented against a background
that camouﬂaged the handle. The observers’ task was to ﬁnd the
handle (see Fig. 2) and report whether it had a black or white ring.
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handle was well-camouﬂaged, but the geometric part
was salient, Fig. 3.
We placed a black or white ring in a random location
on either cylinder of the handle. The observer’s task was
to report the color of this ring. Because rings were also
placed on the clutter, accurate performance required
that observers ﬁnd the handle. We were interested in
how the symmetry of the geometric shape would aﬀect
search for the handle. We expected that the shape with
the lowest rotational symmetry, the isosceles triangle,
would provide an unambiguous prediction of the han-
dle’s angular location and so would produce the fastest
responses. In contrast, the shape with perfect rotational
symmetry, the circle, would provide no information
about the handle’s angular location, and so would
produce the slowest responses.2.1. Stimuli
The stimuli were rendered as three dimensional ob-
jects using OpenGL on a Silicon Graphics O2. For ac-
curate response timing, stimuli were displayed on an
Apple PowerBook using MatLab and PsychToolbox
routines (Brainard, 1997; Pelli, 1997).
Each object was composed of two parts: a geometric
shape and two cylinders, Fig. 2. The radius of the circle
was 1.75 of visual angle from the approximate viewing
distance of 60 cm. The other shapes were designed to have
the same perimeter as the circle. We matched the perim-
eters so that when the shapes were presented against the
cluttered background (see below) each shape’s boundary
would contact a similar amount of clutter.During training, the objects were presented against a
dark gray background. During testing, these objects were
presented against a background of 100 cylinders, each
with the same length and width as the cylinders forming
the handle, Fig. 3. These background cylinders were
presented at random locations and orientations within a
circular region with a radius of 12 of visual angle. The
background cylinders were placed in a slightly lower
depth plane so that they would not occlude or penetrate
the handle. The background cylinder locations and ori-
entations were re-randomized on each trial. Also during
testing, a black or white ring was placed in a random
location on one of the cylinders composing the handle.
Half of the background cylinders were also given a ran-
domly positioned black or white ring. The observer’s task
was to ﬁnd the handle and report the color of its ring.2.2. Procedure
2.2.1. Training
Each observer participated in two training sessions
and one testing session. These sessions occurred on three
separate days during a one week interval. During the
training sessions, observers viewed a sequence of images
of each object. The object was shown at 18 orientations,
presented in random order. These orientations sampled
the full range of image rotations in intervals of 20. A
sequence consisted of 36 images presented for 5 s each.
During the two training sessions, observers watched six
sequences for each of the four objects, resulting in 18
min of exposure for each object. In addition to passively
viewing these images, observers also practiced making
the appropriate response to the ring colors.2.2.2. Testing
After the two training sessions, observers returned for
a testing session in which they saw the objects against a
background of clutter that camouﬂaged the handle. The
observer’s task was to report whether the ring on the
handle was black or white. During this testing session,
each of the four objects was presented in four separate
blocks of trials. The order of these blocks was balanced
across observers.
A block of trials began when the observer initiated the
ﬁrst stimulus presentation. The stimuli were presented
until the observer responded, and if the response was
incorrect, auditory feedback was given. Between stimuli,
there was a 250 ms blank interval. Each block consisted
of 30 trials, but the ﬁrst two trials were discarded.2.3. Participants
All of our participants were undergraduate students
at Rutgers-Camden. They participated for class credit or
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Fig. 4. Results from Experiment 1. (a) Reaction times to ﬁnd the camouﬂaged object part plotted against the rotational symmetry of the salient
object part. (b) Accuracy averaged across the four observers.
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one experiment, and none were informed of the speciﬁc
predictions of these experiments.2.4. Results and discussion
The response times for the four observers are shown
in Fig. 4(a). The horizontal axis indicates the order of
symmetry for the various geometric shapes. Recall that
the rotational symmetry of the shape corresponds to the
number of predictions that it makes about the handle’s
location and appearance. The vertical axis shows the
time required for observers to correctly identify the
color of the ring on the object’s handle. An ANOVA
indicated that there was a signiﬁcant eﬀect of the rota-
tional symmetry on response times, F ð3; 12Þ ¼ 7:591,
p ¼ 0:004. As expected, the triangle produced the fastest
responses. This shape has a rotational symmetry of or-
der one and so makes a single prediction about the
handle. The rectangle, which has rotational symmetry of
order 2, produced slower responses. The square, which
has rotational symmetry of order 4, produced still
slower response. Interestingly, the circle, which has in-
ﬁnite rotational symmetry and so made no predictions
about the handle, produced reaction times that were
slightly faster than those for the square (paired t-test:
t ¼ 6:5109, p ¼ 0:007). 2
The average response accuracy of the four observers
is shown in Fig. 4(b). The horizontal axis is the same as
in the response time graph. These accuracy data indicate
that the response time eﬀects were not due to a speed-2 When we ran this experiment with mixed blocks, we also found
that performance declined as the cue’s order of symmetry increased up
to four. For one observer this decline was reﬂected in an increased
reaction time similar to the pattern seen in Fig. 4. For two observers,
however, the decline was reﬂected in an increased error rate. Thus, the
blocked design of this experiment may be important for obtaining a
consistent eﬀect on response time.accuracy trade-oﬀ: accuracy levels were similar across
object types.
We had expected that response times would increase
as the rotational symmetry of the salient part increased.
And while this was true when the number of predictions
was relatively small, it was not true when the number of
predictions exceeded four. For all observers, response
times for the circle were faster than those for the square,
even though the circle provided no angular information
about the handle’s angular location and appearance.
Because the circle provided no such information, ob-
servers presumably used a global search strategy to ﬁnd
the handle of this object. That is, instead of directing
their attention to speciﬁc locations, they may have
simply searched for some distinctive feature of the
handle. After running the experiment, several observers
reported that one such distinctive feature was the ori-
entation of the most central cylinder of the handle. This
cylinder was oriented roughly along a line radiating
from the center of the stimulus. Apparently, searching
globally for a radially oriented cylinder was more eﬃ-
cient than searching selectively in four locations.
To return to the question motivating this experiment,
we did ﬁnd evidence that the appearance of the salient,
geometric shape was used to make a prediction about
the camouﬂaged handle. It is not clear from this ex-
periment, however, what sort of prediction observers
were making. Observers may have predicted the handle’s
appearance as well as its location. For example, when
the triangle pointed up, observers may have searched
below the triangle for two cylinders forming an ‘‘L’’
shape, and when the triangle pointed down, observers
may have looked above the triangle for two cylinders
forming an upside down ‘‘L’’. Alternatively, the ob-
servers may have only predicted the location of the
handle. That is, they may have simply looked for any
cylinder that was adjacent to a particular spot on the
base of the triangle. To try to dissociate this kind of
spatial cuing from appearance cuing, we repeated this
experiment with objects that rotated in depth. We de-
Fig. 5. The cone object used in Experiment 2. The object consisted of
four cylinders (the handle) connected by a long pole to a cone. As this
object rotated about the vertical axis, the appearance of the handle
changed.
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the appearance but not the location of the target.3. Experiment 2: rotations in depth
This second experiment resembled the previous exper-
iment in that observers were presented with an object
against a background that eﬀectively camouﬂaged the
handle of the object while leaving other object parts sa-
lient. Once again, we were interested in how the symmetry
of the salient part would aﬀect the observer’s ability to ﬁnd
the camouﬂaged handle. In contrast to the previous ex-
periment, the objects in this experiment rotated in depth.
Two versions of this experiment were conducted. In
one, observers were trained and tested on only three
views of the object. These three views spanned a 90
rotation and corresponded to three very distinct ap-
pearances. In the other version of the experiment, dif-
ferent observers were trained and tested on 31 views that
spanned the same 90 range. Thus, in this second version
of the experiment, observers were exposed to a contin-
uum of object appearances.3.1. Stimuli
Three views of the cone object are shown in Fig. 5.
This object consisted of a long vertical pole with a cone
at the top and four connected cylinders near the bot-
tom. 3 To be consistent with the previous experiment,
we will refer to these four cylinders as the handle. Note3 The range of orientations was limited to those in which the handle
remained behind the vertical pole. If the handle had occluded the pole,
this would have provided a salient cue to its location.that as the object rotated, the location of the handle
remained fairly constant even though its appearance
changed markedly. Because the cone had an axis of
revolution that was orthogonal to the axis of object
rotation, its appearance changed as well. We also gen-
erated a control object, which had a large cylinder in
place of the cone, but was otherwise the same, Fig. 6(b).
Unlike the cone, the cylinder had an axis of revolution
that was coincident with the axis of rotation. As a result,
the cylinder’s appearance never changed.
Although the handle and the cone (or cylinder) ro-
tated rigidly, we allowed the handle to slide up and
down the vertical pole as in Fig. 6(a). We added this
random translation because in pilot studies we were
unable to get an eﬀect of appearance cuing without some
uncertainty about the location of the handle. We also
randomly shifted the horizontal location of the whole
object. These horizontal shifts were intended to dis-
courage observers from using absolute spatial cues to
locate the handle.
During the training phase, the objects were presented
against a medium gray background. During the testing
phase, the objects were presented against a background
of clutter that ﬁlled the 24 24 display, Fig. 7. This
background clutter consisted of about 600 cylinders
with lengths and orientations that matched those of the
cylinders composing the handle. In the test stimuli, a
black or white ring was positioned in a random location
on one of the four cylinders of the handle. One quarter
of the background cylinders were also given a black or
white ring. In this experiment, the object and back-
ground clutter were rendered separately, and then the
object was superimposed on the background. To elimi-
nate image-processing artifacts, the two images were
combined using anti-aliasing techniques.
3.2. Procedure
3.2.1. Training
The training procedure was very similar to that used
in the previous experiment. Observers viewed sequences
of images showing diﬀerent views of the objects. For the
discrete (three-view) version of the experiment, observ-
ers had two training sessions and saw the cone and
cylinder objects each for a total of 18 min. For the
continuous (31-view) version of the experiment, we as-
sumed that observers would need more training to learn
the additional views. Observers had four training ses-
sions and saw the cone and cylinder objects each for a
total of 36 min.
3.2.2. Testing
During the testing phase we presented the objects
against a background of clutter that camouﬂaged the
handle but left the geometric shape salient, Fig. 7. As
in the previous experiment, the observer’s task was to
Fig. 6. Shown are (a) the cone object of Fig. 5, with the handle sliding along the vertical pole; and (b) the control object, with a cylinder replacing the
cone.
Fig. 7. The cone object of Fig. 5 presented against a background that
camouﬂaged the handle. The observers’ task was to ﬁnd the handle
and report whether it had a black or white ring.
390 M.J. Bravo, H. Farid / Vision Research 44 (2004) 385–396report the color of the ring on the handle. In contrast to
the previous experiment, however, the observers knew
the handle would appear in the bottom part of the dis-
play. Because we were concerned that observers might
attend only to this region, we brieﬂy occluded the bot-
tom part of the display with a gray rectangle, leaving the
geometric shape visible. After 500 ms, this rectangular
occluder was removed, and the whole stimulus was
visible. Response times were measured from the oﬀset of
the occluder.
During the testing session, the cone and cylinder
objects were presented in separate blocks of trials. Five
blocks, each consisting of 30 experimental trials, were
run for each object. The response times for the ﬁrst two
trials of each block were discarded. The order of the
blocks alternated between the two object types, and the
object type shown ﬁrst was balanced across observers.
In pilot studies we found that reaction times decreasedmarkedly between the ﬁrst and second pairs of blocks.
Reaction times continued to decrease over the remaining
blocks, but this decline was gradual. Thus the ﬁrst pair
of blocks was treated as practice, leaving a total of 120
trials per condition.3.3. Results and discussion
The results for the discrete-views version of the ex-
periment are shown in Fig. 8(a). On the vertical axis of
the left graph is the time required to judge the color of
the band on the object’s handle. Recall that the ap-
pearance of the handle changed markedly across trials
as the object rotated in depth. Because the cone’s ap-
pearance changed in a correlated way, this part could
serve as a cue to the handle’s appearance. In contrast,
because the cylinder did not change in appearance, it
could not serve as a cue. Thus if observers could use the
appearance of the cone to predict the appearance of the
camouﬂaged handle, and if this prediction could facili-
tate search, then response times for the cone (white bars)
should be faster than those for the cylinder (black bars).
The reaction time data support this expectation (paired
t-test: t ¼ 4:75, p ¼ 0:018). At the same time, the accu-
racy data do not vary systematically across the two
conditions, Fig. 8(b). These results indicate that ap-
pearance cuing can occur when observers are trained
and tested on a few discrete views of the object.
The results for the continuous-views version of the
experiment are shown Fig. 9(a). Again the vertical axis
reﬂects the time required to ﬁnd the camouﬂaged part of
the object. As before, we would expect that if observers
can use the appearance of the cone to predict the ap-
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Fig. 9. Results from Experiment 2 (continuous views). Shown are (a) the reaction times and (b) the response accuracy of four subjects. The white
bars correspond to the cone object, the black bars to the cylinder object.
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Fig. 8. Results from Experiment 2 (discrete views). Shown are (a) the reaction times and (b) the response accuracy of four observers. The white bars
correspond to the cone object, the black bars to the cylinder object.
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object should be faster than those for the cylinder ob-
ject. These data do not support this expectation: there
was not a signiﬁcant diﬀerence in the response times for
these two conditions. Fig. 9(b) shows the response ac-
curacy for the four observers.
A comparison of Figs. 8 and 9 shows that the two
versions of the experiment produced diﬀerent results.
Fig. 8 indicates that when observers were trained and
tested on a few discrete views of the object, the ap-
pearance of the cone facilitated search for the handle.
But Fig. 9 indicates that when observers were trained
and tested on a continuum of views, the appearance of
the cone did not facilitate search for the handle.
These results may be reconciled by considering the
task demands for the two cases. In both cases the ob-
server must identify the appearance of the cone and
associate it with a particular appearance of the handle.
In the discrete-views version of the experiment, it seems
unlikely that observers would confuse the three very
distinct appearances of the cone or the three very dis-
tinct appearances of the handle. It also seems unlikely
that they would forget the association between the cone
and the handle, especially if the observers perceived the
three stimuli as three distinct patterns rather than asthree views of the same object. In contrast, the task
demands for the continuous-views experiment were
much greater. To use the cone as a cue for the handle in
this case, an observer would need to make a very ﬁne
discrimination of the cone’s appearance and then asso-
ciate it with one of many similar views of the handle.
Both steps are likely to be subject to error. Thus it is
very likely that the accuracy of the observers’ predic-
tions in the ﬁrst discrete-views experiment was greater
than that for the continuous-views experiment. To ob-
tain an eﬀect in the continuous-views version, it may be
necessary to explicitly train observers to match the ap-
pearance of the cone with the appearance of the handle
and hone their performance with feedback.4. Experiment 3: rotations in depth, again
In a ﬁnal experiment, we repeated the continuous
views version of the experiment, but we gave observers
explicit training on the association between the ap-
pearance of the cone and the appearance of the handle.
To establish a criterion for this training, however, we
ﬁrst needed some measure of the relationship between
cue accuracy and cue eﬀectiveness. We obtained this
392 M.J. Bravo, H. Farid / Vision Research 44 (2004) 385–396measure by running a priming experiment in which a
salient target served as the cue for the camouﬂaged
target. That is, the cone was replaced with a white
handle which was clearly visible against the gray cam-
ouﬂage. On most trials, the salient cue and the camou-
ﬂaged target had the same pose, but on a small
percentage of the trials they were rotated relative to one
another. This allowed us to measure how the eﬀective-
ness of the cue was related to the accuracy of its pre-
dictions. If cues that were inaccurate by, say, 12 were
ineﬀective, then we would set our training criterion to be
less than 12. We must alert the reader that the processes
involved in bottom-up cuing are thought to diﬀer
from those involved in top-down, cuing (Maljkovic &
Nakayama, 2000) and that these processes may have
diﬀerent thresholds. Nonetheless, this bottom-up cuing
experiment provides a reasonable estimate of the rela-
tionship between cue accuracy and cue eﬀectiveness.
Clearly, for the cue to be eﬀective, observers must be
well-trained to associate the cue and target. Unfortu-
nately, this same training may also cause the cue to
become ineﬀective, because observers will simulta-
neously become well-trained on the target itself. Several
experiments have shown that, given suﬃcient training
on a target set, observers can search as quickly for an
unspeciﬁed member of the set (e.g., any digit) as they
can for a speciﬁed member (e.g., a ‘‘9’’) (Neisser, Nov-
ick, & Lazar, 1963; Sperling, Budiansky, Spivak, &
Johnson, 1971). This kind of cost-free parallel process-
ing is thought to occur only with suprathreshold stimuli.
Signal detection theory predicts that target uncertainty
should impair detection near threshold (Sperling &
Dosher, 1986) and a number of experiments have borneFig. 10. Examples of the objects used in the priming experiment. In (a) the two
12, and 30 respectively. Here these objects are presented against a black ba
presented with camouﬂage and white noise.this out (Ball & Sekuler, 1980; Davis, Kramer, & Gra-
ham, 1983; Greenhouse & Cohn, 1978). To address the
possibility that observers are searching in parallel for the
diﬀerent appearances of the target, we added noise to
our search displays. By signiﬁcantly degrading the image
of the target, we expected to bring this target close to
detection threshold and thereby increase the eﬀective-
ness of the cue. This noise was used in the ﬁnal experi-
ment and in the preliminary experiment described next.
4.1. Preliminary experiment
4.1.1. Stimulus
We created a new set of objects in which the cone was
replaced with a high-contrast copy of the handle. Thus
the object consisted of a salient handle attached by a
long pole to a camouﬂaged handle. In some versions of
this object, the pose of the top handle diﬀered from the
bottom handle by 6, 12, 18, 24 or 30, Fig. 10. In still
another version of the object, the cue handle was miss-
ing altogether. For this last version, the top of the pole
was painted white so that it would be clearly visible
against the background. (This pole indicated the hori-
zontal location of the target but not its appearance.) A
black or white ring was placed on each target handle in a
random location. After these objects were added to the
camouﬂage background, noise was added to the stimu-
lus. The noise pattern was randomly generated from a
zero-mean uniform distribution. The range of this dis-
tribution was gradually increased during training. When
a noise pattern with a large range was added to the
stimulus, some pixels occasionally exceeded allowable
values ð½0; 255Þ. These saturated pixels were ‘‘folded’’handles have the same pose, in (b) the pose of the bottom diﬀers by 6,
ckground to make them easy to see, but in the experiment, they were
M.J. Bravo, H. Farid / Vision Research 44 (2004) 385–396 393back into the allowable range by setting pixels with gray
values p < 0 to p, and those with gray values p > 255
to 510 p. In order not to obscure the white cue or the
black and white rings, this noise pattern was added only
to those pixels with gray value greater than 20 and less
than 235. Our monitors were not gamma-corrected and
so we cannot report the signal to noise ratio of these
stimuli.4.1.2. Procedure
Six observers ran three 1-h sessions. During each
session, their task was to ﬁnd the camouﬂaged handle
and to report whether it had a black or white ring. As
before, the top part of the stimulus, which contained the
cue, was displayed for 500 ms before the presentation of
the bottom part of the stimulus, which contained the
target. During their ﬁrst 1-h session, the cue was always
a high contrast version of the target (i.e., the cue and
target had the same pose). On the ﬁrst block of 18 trails,
no noise was added to the stimuli. On subsequent blocks
we varied the noise level to ﬁnd the observer’s 80%
threshold. This noise level was used on the second and
third days of the experiment. On these days, the ob-
server ran a total of 22 blocks of 27 trials, 18 of these
trials had accurate cues, 5 had inaccurate cues, and 4
had no cue.4.1.3. Results
Shown in Fig. 11 are the average response times and
accuracy rates for ﬁve observers. (The data of the sixth
observer showed a speed-accuracy trade-oﬀ and so were
not included.) There are two things to note from these
data. First, the cuing condition had a signiﬁcant eﬀect
on accuracy levels but not on response times. This in-
crease in errors without a concomitant increase in re-
sponse time may reﬂect misidentiﬁcations. That is,
observers may have been mistaking some part of the
background camouﬂage for the target. In any case, in0 6 12 18 24 30
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Fig. 11. Results from the priming experiment. Shown are the average reaction
axis indicates the angular diﬀerence between the pose of the cue and the pose
and the dashed lines reﬂect one standard error above and below the averageour ﬁnal experiment, we used accuracy as our measure
of performance. The second thing to note in these data is
that cues that diﬀered from the target by less than 24
provided some beneﬁt to performance. Thus our train-
ing criterion for the ﬁnal experiment was the ability to
match the poses of the cone and handle to within 24.4.2. Training
For this ﬁnal experiment, six new observers were
trained to match the appearance of the cone with the
appearance of the handle. This training involved four 1-
h sessions over a two week period. Observers began by
using the arrow keys of the computer to rotate the object
around its vertical axis. After 10 min of this free-view-
ing, they then began a series of matching exercises. In
these exercises, the observers were presented with two
versions of the object: one correct and one twisted. The
pose of the cone in the two versions was the same, but
the handle in the twisted version was rotated relative
to the cone. The observer’s task was to determine which
of the two objects was correct. Auditory feedback was
given throughout the training sessions. During their ﬁrst
session, observers were allowed to use, as a guide, the
freely rotatable object. During the remaining sessions,
they were only allowed to use this guide on their ﬁrst
block of trials, on subsequent trials they were required
to respond from memory. Over the course of the ﬁrst
two sessions, the matching exercise became progres-
sively more demanding as the amount of twist was re-
duced from 36 to 18 in 6 steps. Observers were
required to reach an accuracy level of 80% correct on
each block of trials before preceding to the next block.
Two observers needed to repeat the 18 block on the
second training day, but otherwise all observers pro-
ceeded easily through the training exercises. On the third
and fourth days of training, observers ran mixed blocks
in which the twisted object was rotated by 6, 12, 18,0 6 12 18 24 30
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100
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*      *      *      *      *
(b)
times (a) and response accuracies (b) for ﬁve observers. The horizontal
of the target. The horizontal line corresponds to the no-cue condition
. The asterisks indicate signiﬁcant diﬀerences.
(a) (b)
6 12 18 24 30
50
60
70
80
90
100
 angular difference (degrees)
pe
rc
en
t c
or
re
ct
S1 S2 S3 S4 S5 S650
60
70
80
90
100
pe
rc
en
t c
or
re
ct
Fig. 12. (a) Training results: discrimination performance as a function of the angular diﬀerence between the pose of the cone (the cue) and the handle
(the target). (b) Testing results: detection performance for the cone object (white) and the cylinder object (black). Both objects were presented with
both camouﬂage and noise.
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12(a) were collected during the fourth and ﬁnal session.4.3. Testing
After completing the training sessions, the observers
returned for the testing session. The testing session was
similar to that of the previous continuous-views exper-
iment except that white noise was added to the display
and the duration of the stimulus was ﬁxed at 4 s. Thus,
in this ﬁnal experiment we measured the eﬀect of the cue
on the detectability of a degraded target image. The
noise level was set at the average noise level used in the
preliminary experiment. The cone and cylinder objects
were painted white so that they would not be obscured
by the noise. We gave observers two practice blocks, one
without noise and one with noise. And because this
detection task seemed quite arduous, we ran shorter
blocks (18 rather than 30 trials per block).4.4. Results and discussion
During training, observers learned to discriminate
correct objects from twisted objects in which the cone
and handle had diﬀerent poses. Fig. 12(a) shows the
average discrimination performance for the observers
plotted against the rotational angle between the cone
and handle. All observers were performing with high
accuracy (>85%) for rotation diﬀerences of 18 or
greater. In our preliminary study we found eﬀective
priming with cues that diﬀered from the target by 24 or
less. Thus all six of these observers met our training
criterion.
The data for the testing phase are shown in Fig.
12(b). As in our previous version of this experiment, we
did not ﬁnd a signiﬁcant diﬀerence between the cone and
cylinder objects, suggesting that observers were not us-
ing the appearance of the cone as a cue for the ap-
pearance of the handle.5. General discussion
We started with the assumption that it is not always
possible to segment entire objects through bottom-up
processes (Barrow & Tenenbaum, 1981; Marr, 1982;
Ullman, 1997). In such cases, observers may adopt a
hypothesize-verify approach to object recognition. Ac-
cording to this approach, observers may use a distinctive
part in the image to make a hypothesis about the iden-
tity of an object in the scene (Lowe, 1985; Roberts, 1966;
Selinger & Nelson, 1999). This hypothesis would allow
the observer to predict other object parts that should
appear in the image. If the parts are found to exist, then
the hypothesis is veriﬁed and the object is recognized.
Our experiments do not directly test the validity of
this hypothesize-verify approach. Because our observers
knew the identity of the object on each trial, we eﬀec-
tively by-passed the ﬁrst (and clearly more diﬃcult)
hypothesize step. Instead, the experiments were designed
to explore the nature of the predictions observers make
in the veriﬁcation step. We reasoned that the precision
of these predictions should depend on, among other
things, the symmetry of the distinctive part. Distinctive
parts that have no rotational symmetry can specify the
pose of the object. Thus these parts can serve as reliable
cues to the location and appearance of other object
parts. At the other extreme are distinctive parts that
have inﬁnite rotational symmetry. Such parts cannot
specify the pose of the object and so cannot serve as such
a cue.
We tested this idea in two experiments. In both, ob-
servers learned several multi-part objects by viewing
them against a blank background. The observers then
viewed the objects against a cluttered background that
caused some object parts to be camouﬂaged while
leaving other parts salient. The pose of the object was
randomly varied across trials. Across blocks of trails, we
varied the salient part’s symmetry with respect to the
axis of object rotation and we measured how long it
took observers to ﬁnd the camouﬂaged part. We ex-
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rotational symmetry, response times would be faster
than when the salient part had a high order of rotational
symmetry.
The ﬁrst experiment involved rotations in the image
plane. Here we found that response times were corre-
lated with the rotational symmetry of the salient object
part when the order symmetry was low: response times
increased as the rotational symmetry increased from 1 to
2 to 4. But when the rotational symmetry was increased
to inﬁnity (i.e., the salient part was a circle), response
times decreased. We think this non-monotonicity occurs
because prediction testing is a relatively eﬃcient search
strategy when the number of predictions is low. But as
the number of predictions increases, testing these pre-
dictions becomes less eﬃcient than searching globally
for the target.
In this ﬁrst experiment, in which the objects were
rotated in the image plane, we think it is very likely that
the observers were using the appearance of the salient
object part to predict the location of the handle. That is,
the salient part was functioning as a kind of spatial cue
(Cheal & Lyon, 1991; Jonides, 1980; Posner, 1980). It is
less clear whether this part also functioned as an ap-
pearance cue. In the second experiment, the objects ro-
tated in depth, and while this rotation had a minimal
eﬀect on the location of the handle it had a dramatic
eﬀect on its appearance. We again found that when the
salient object part had zero rotational symmetry, search
times for the handle were faster than when the salient
part had inﬁnite rotational symmetry. But the expected
performance beneﬁts occurred only when observers were
trained and tested on a few stimulus views. When the
observers were tested on a continuum of views, the eﬀect
of appearance cuing was eliminated. We repeated the
continuous-views version of the experiment a second
time with a diﬀerent training regimen and a diﬀerent
performance measure, but we still failed to ﬁnd an eﬀect
of appearance cuing.
The most obvious diﬀerence between the discrete-
views and continuous-views experiment is a quantitative
one: in the ﬁrst case observers were trained and tested on
three very diﬀerent views, in the second, they were
trained and tested on 31 similar views. Clearly, the
second case is much more demanding. But even after we
repeated the continuous-views experiment with a more
rigorous training regime, we still did not ﬁnd an eﬀect of
appearance cuing. 4 There is also a second, qualitative
diﬀerence between the two conditions. In the discrete-
views experiment, observers may have treated the three
stimuli as three distinct objects. In this case, rather than4 It is also conceivable that we overtrained the observers, and that
this made cuing less eﬀective. As discussed earlier, we attempted to
address this concern by adding stimulus noise in our ﬁnal version of
the experiment.encoding three views of a 3D object, observers may have
simply encoded three, 2D patterns. In the continuous-
views experiment, observers clearly encoded the stimuli
as 31 views of a single 3D object. Thus, the existence of
appearance cuing may depend on whether the stimuli
are encoded as separate objects or as diﬀerent views of
the same object.
Our failure to ﬁnd appearance cuing would seem to
conﬂict with a recent study showing that viewpoint cues
can facilitate object recognition from novel views
(Christou, Tjan, & Bulthoﬀ, 2003). In this experiment,
observers studied a set of objects from a few viewpoints.
The observers then judged whether a test object pre-
sented from a non-studied viewpoint was a member of
the training set. Observers were more accurate when
they were ﬁrst given information about the new view-
point. While the Christou experiment and our experi-
ment both examine whether viewpoint information can
facilitate task performance, the tasks themselves are
quite diﬀerent. Their subjects were asked to determine if
a stimulus they had never seen before was a studied
object presented from a novel view. It is conceivable that
the viewpoint cue might beneﬁt performance if it al-
lowed observers to mentally rotate even just a portion of
the object to a pose similar to that of the cue. In our
case, subjects were asked to ﬁnd a familiar view of a
familiar object in a highly cluttered scene. For the
viewpoint cue to beneﬁt performance in our case, it
might be necessary for observers to use the cue to recall
the appearance of the whole object with high precision.
Since we do not know how recognition occurs in either
case, these comparisons are purely speculative. It is
clear, however, that the two recognition tasks make very
diﬀerent demands on the subjects.
To return then to our original question, what do our
results suggest about the hypothesize-verify approach to
recognition? Our results suggest that in the veriﬁcation
step, observers predict the location, but not the ap-
pearance, of object parts. This might indicate that our
internal object representations have less viewpoint con-
sistency than is often assumed. Observers may encode
an object’s features without precisely encoding the rel-
ative 3D orientations of these features. 5 Thus instead of
encoding objects as rotatable 3D models (Biederman,
1987) or as a collection of 2D templates (Poggio &
Edelman, 1990), it is possible that observers encode
objects as a set of features with a rough spatial ar-
rangement (Burl, Weber, & Perona, 1998). The features
may be encoded with precision, but their relative 3D
poses are not.5 One might argue that our matching results from Experiment 3
showed that observers did encode the relative 3D orientations of the
object parts. But it is important to note that this task involves
recognition (i.e., selecting between two alternatives) rather than recall
(e.g., mental imagery).
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