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Abstract 
 
This paper presents several enhancements on a 
mixed OPF-stochastic cascading failure model to study 
the impacts of renewable energy resource uncertainty 
on grid vulnerability. The improved quasi-steady state 
(QSS) cascading failure model incorporates AC power 
flow calculations thus allowing us to simulate voltage-
related failures in the grid. The under-voltage load 
shedding (UVLS) relays are modeled along with a 
stochastic time-inverse overload relay to accurately 
simulate the protective system response. In addition, 
more realistic assumptions are considered in the 
modeling of wind power penetration using geographical 
information of grid topology and wind potential map for 
a given geographical area. The effectiveness of the 
proposed framework is evaluated on a 500-bus synthetic 
network developed based on the footprints of South 
Carolina. The enhanced model allows us to more 
accurately simulate cascades in the power system with 
high penetration of erratic renewables and identify 
weak points. 
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1. Introduction  
 
Cascading failures in power grid is defined by the 
North American Electric Reliability Corporation 
(NERC) as: “The uncontrolled successive loss of Bulk 
Electric System Facilities triggered by an incident (or 
condition) at any location resulting in the interruption of 
electric service that cannot be restrained from spreading 
beyond a predetermined area” [1]. The electrical power 
system as a critical infrastructure plays a vital role in the 
economics, social life, and national security. Despite all 
preventive and protective measures taken by system 
operators, large-scale cascading failures leading to 
blackouts happen in power systems, though very rarely. 
However, the huge economic and social impacts of such 
events necessitate a systematic risk assessment for 
existing grid and the minimization of cascading risk is, 
therefore, a continuing area of research in both academic 
and industrial settings. 
The research on cascading failure in the literature 
mainly focuses on modeling and analysis methods to 
accurately simulate cascading failure to assess the 
blackout risk for a given network [2]. There exist two 
major approaches in simulating cascading failure 
including dynamic transient models [3]–[8] and quasi-
steady state (QSS) models [9]–[19], where each have 
advantages and disadvantages. In the dynamic models, 
the dynamic components, such as rotating machines, 
exciters, and governors are modeled using differential 
equations. Also, to accurately predict the behavior of the 
system all the protective components of the system 
along with their dynamic behavior must be modeled. 
These add to the computational burden of the simulation 
especially for large cases which prevents running 
multiple Monte Caro (MC) simulations to assess the risk 
of blackout for different planning scenarios. In addition, 
the numerical failure in solving differential equations 
and the many assumptions made in the dynamic models 
decrease the accuracy of the results generated. The 
models in [3], [4] and the COSMIC model in [5], [6] are 
examples of research-grade dynamic cascading failure 
models and [7], [8] are examples of existing commercial 
simulation tools that have introduced dynamic 
simulation to their cascading failure analysis. On the 
other hand, the QSS models are widely used in the 
literature to study the cascading failure and evaluate the 
risk of large-scale blackouts. These models rely on the 
steady-state assumption for the system where the flow 
re-dispatch of the network is calculated based on power 
flow analysis. These model differ from each other in 
terms of the assumptions they make to simulate the 
cascading failure and the Power Flow (PF) model used. 
The representation of the transmission system can be 
based on the full version of PF equations (i.e., ACPF), 
or on the linearized version (i.e., DCPF). Although the 
DCPF guarantees convergence for the power flow and 
allows the simulation of failures beyond any topology 
changes for the grid, it lacks the information for voltage 
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profiles thus making it impossible to take into account 
voltage-related failures. The ORNL-PSerc-Alaska 
(OPA) models in [9], [10], the random chemistry model 
in [11], the Markov-transition model in [12], and more 
recently the mixed OPF-stochastic model in [13], [14] 
are examples of the cascading failure models that 
employ DCPF. Whereas the AC OPA model in [15], 
Manchester model in [16], TRELSS model in [17], 
importance sampling model in [18], and more recently 
the AC-OPF-f model in [19] are among the models 
employing full AC power flow in the simulation of 
cascading failures. 
Almost all of the above-mentioned models study the 
cascading failure and blackout risk for the traditional 
power systems where there is either zero or very low 
penetration of erratic renewable generation resources. 
However, as the penetration of renewables to the 
modern power systems increases, there is a need for 
studies that evaluate the vulnerability of the 
transmission network to cascading failure under the 
shifting energy portfolio. For example, Henneaux et al. 
studied the impact of thermal effects on the risk of 
blackout for increased wind farms [20]. Scala et al. in 
[21] found that the presence of fluctuations due to erratic 
renewable sources and customer demands increases the 
instability within an isolated segment of a power grid. 
In [14] we investigated the uncertainty injected from 
highly variable renewable energy resources to the grid 
and proposed a mixed OPF-stochastic cascading failure 
model based on DCPF that employs a stochastic tripping 
mechanism taking into account the uncertainty injected 
from wind generators. However, in this study, it is 
assumed that wind farms are randomly integrated into 
the grid by replacing conventional generators to reach a 
specific penetration ratio and the spatial correlation of 
wind farms are neglected. 
Since, the preliminary results in [14] suggest that 
higher penetration of wind generation may lead to more 
severe cascading failure outcomes in terms of total load 
shedding and total tripping events, in this paper we 
make several enhancements in our model to achieve a 
more realistic assumption/modeling of uncertainty 
sources from renewables. Another enhancement is 
incorporating AC power flow in our analysis model to 
use voltage profiles for implementation of under-
voltage load shedding (UVLS) relays. These 
improvements help us achieve a more accurate 
evaluation of grid vulnerability to cascading failure with 
expected renewable energy growth in the energy 
portfolio. 
The rest of the paper is organized as follows. In 
section 2, we discuss how GIS information is used to 
enhance wind installation assumptions in our 
methodology. Section 3 presents all enhancement made 
on our cascading failure analysis method by 
incorporating AC power flow.  Section 4 examines the 
application of the proposed methodology in a 500-bus 
synthetic power grid network and section 5 concludes 
the paper. 
 
2. Modeling Wind Power Installation  
 
In [14] we presented the preliminary analysis on the 
impacts of high penetration of renewable energy sources 
on grid vulnerability to cascading overload failures. In 
this model, the simulation of cascading failure was 
carried out based on flow re-dispatch using DCPF 
approximation and tripping of overloaded lines to 
predict the most probable cascade path for a given 
contingency scenario. The spatial correlation of 
installed wind generators has been neglected and it was 
assumed that every new wind installation randomly 
replaces a conventional generator in the original setting 
of the network. In this paper, we propose a methodology 
for grid vulnerability assessment studies with two major 
enhancement in the previous model in simulation inputs 
and cascading failure analysis method. 
Our previous analysis on grid vulnerability suggests 
that increased uncertainty level injected from renewable 
energy resources as well as electrical loads may have an 
adverse impact on blackout size resulting from 
cascading failure in power systems. Therefore, it is 
important to improve our model so that it allows for 
more realistic assumptions/modeling of uncertainty 
sources from renewables in our analyses by integrating 
the geographical information of network topology and 
wind potential capacity into our simulation model. 
According to National Renewable Energy Laboratory 
(NREL) 2014 report [22], renewable generation 
accounts for 50% of the U.S. new energy installation 
capacity. Among various types of renewable generation, 
wind energy ranks second after hydropower in terms of 
percentage of total generation. Considering strictly 
increasing rate of wind power penetration to the national 
grid, it is critical to systematically evaluate the impacts 
this shifting energy portfolio would have on grid 
vulnerability. 
To address this need, one should take into account 
the land potential of wind capacity to simulate the 
probable generation expansion planning scenarios in the 
near future more accurately. In other words, wind 
potential capacity maps such as the ones published by 
NREL can give useful insights on the probable location 
and capacity of the future wind farms integrating to the 
existing grid (Fig. 1) [23]. The potential wind capacity 
map shows the land area with a gross capacity factor of 
35% and higher, which may be suitable for wind energy 
development. AWS Truepower produced the wind 
resource data with a spatial resolution of 200-m, which 
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was binned into 20-km grid cells. Map shading shows 
the amount of area with the potential to be developed 
within each 20-km cell: the darker the color, the larger 
the potentially developable area within each cell. These 
maps exclude areas that are prohibited by law from 
development, such as wilderness areas and national 
parks, and other areas unlikely to be developed, such as 
urban areas and water bodies. Potential wind capacity 
maps are provided for a 2014 industry standard wind 
turbine installed on a 110-m tower, which represents 
plausible current technology options. 
 
 
Figure 1. South Carolina 110-meter 
potential wind capacity map combined with 
ACTIVSg500 synthetic network with two 
voltage levels 138 and 230 kV [23], [24]. 
 
Using the potential wind capacity map and 
geographical information of the grid topology, we can 
determine the possible point of interconnection for 
potential wind farms. For this, we calculate the direct 
distance of each potential area from all substations of 
the grid. Then we choose the closest substation within a 
predefined radius of the area, say 20 km. Note that, this 
radius depends on various economic and technical 
parameters and is worthy of more investigation. Now, 
we have the potential area and substation pairs for the 
given network. Next, we sort the list of candidate 
substations based on their maximum potential wind 
power (MW) installation capacity (as shown in Table 1). 
Inside every substation, there are multiple buses that 
can be selected as the point of coupling for wind farms. 
For this, we exclude load buses and select either 
generation or connection buses. Note that for the sake of 
consistency, we select buses with the same nominal 
voltage level throughout this process. The candidate 
buses for South Carolina 500-bus synthetic network 
have been highlighted in Table 1. 
 
Table 1. Potential substation and 
respective MW of wind for South Carolina 500 
bus synthetic network 
Substation ID Potential MW of Wind Candidate Buses 
4 695 [8;7;9] 
8 629 [20;19] 
151 596 [373;372;371] 
79 552 [190;189] 
67 505 [159;158] 
107 421 [268;267] 
152 355 [375;374] 
207 281 499 
44 252 [105;104] 
45 210 [107;106] 
80 163 [192;191] 
 
The one-line diagram of ACTIVSg500 network 
which is a synthetic power system model that does not 
represent the actual grid is superimposed on the wind 
potential map for South Carolina in Fig. 1. The 
ACTIVSg500 is developed as part of the ARPA-E Grid 
Data research project and contains no Critical 
Energy/Electric Infrastructure Information (CEII) [24]. 
Fig. 2 shows the part of the network with a high 
concentration of wind farms. As an example to 
demonstrate our methodology we selected the top four 
locations to install wind farms. These locations are 
marked with green rectangles inside red ovals in Fig. 2. 
 
 
Figure 2. Location of four substations with 
integrated wind farms. 
 
3. Enhanced CF Analysis Model with 
Voltage Dynamics Using AC Power Flow 
 
Dynamic transient model and QSS model are the 
two most commonly used simulation approaches for 
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cascading failure analysis in power systems. Each has 
its own pros and cons and focuses on different aspects 
of grid vulnerability analysis. The transient model 
includes the transient behavior of the system such as 
generator dynamics and possible dynamic simulation of 
load demand [16]. For this model, the mathematical 
formulation of the model is based upon a system of 
Differential Algebraic Equations (DAE) which comes 
from modeling the dynamics of machines, generator 
governor, and exciter systems. While this model allows 
for the detailed simulation of system transient behavior, 
it adds to the computational burden of cascading 
simulation, especially for the large-scale systems 
vulnerability analysis. In addition, numerical failures in 
solving the DAE system can greatly affect the 
simulation result and the size of the blackout, since for 
the network experiencing numerical failure a complete 
blackout is assumed. This illustrates a tradeoff that 
comes with using detailed nonlinear dynamic models: 
while the component models are more accurate, the 
many assumptions that are needed substantially impact 
the outcomes, potentially in ways that are not fully 
accurate. It is also found that the load models can 
substantially impact cascade sizes in transient dynamic 
models and different assumptions can lead to significant 
differences in the blackout risk assessment [6]. 
On the other hand, the QSS models are widely used 
to simulate cascading failures in power system and 
assess the vulnerability of the grid. These models rely 
solely on the steady state operation of the system after 
all transient dynamics of generator and loads have been 
settled. In these models, the flow re-dispatch is 
calculated based on PF analysis to determine the 
overloaded lines after every tripping event in the 
network. Usually, the DCPF is incorporated to decrease 
the computational expense and guaranteed convergence 
which comes at the price of approximated flat voltage 
profiles across the whole network. 
Here we build upon our proposed CF model in [14] 
which is based on DCPF and stochastic line tripping 
method. We enhance our previous model by 
incorporating ACPF that allows for simulation of 
dynamic transition of system state variables such as 
voltage magnitude and angles and line flows. This, in 
turn, allows us to implement under-voltage and over-
voltage load shedding relays to more accurately 
simulate the behavior of the protection system during 
the escalation phase of CF. 
Fig. 3 shows the flowchart of the proposed CF model 
with ACPF and all enhancements applied over the DC 
model. The first enhancement comes from the 
integration of the geographical information for installed 
wind farms to account for spatial correlation of 
uncertainty injected from these highly variable sources. 
As discussed in section 2, this is accomplished by wind 
energy potential map and grid GIS information to 
effectively determine the point of interconnection for 
the wind farms and accurately model the injected 
uncertainty. All other enhancements come from the 
incorporation of full ACPF in the CF model where the 
flow re-dispatch is calculated by solving the full AC 
model. This provides us with the additional information 
necessary to model detailed protective scheme and 
corrective actions taken by system operators, thus 
allowing us to simulate voltage-related failures during a 
cascading failure. The key components of the proposed 
model include ACPF, stochastic time-inverse overload 
(STIO) relay, under-voltage load shedding (UVLS) 
relay, generation/load adjustment (power balance), 
island detection, and stochastic line trip mechanism. In 
this flowchart 𝑈𝑉𝐿𝑆𝑑𝑒𝑙𝑎𝑦 is the delay of UVLS relay in 
seconds, 𝐿1 and 𝐿2 are the first line index and the second 
line index for the N-2 contingency, respectively, and 𝑇0 
is the initial contingency time. 𝑇𝑟𝑖𝑝𝑙
𝑡𝑖𝑚𝑒𝑟  is line l relay 
timer at each given time which is triggered when a line 
becomes overloaded. 𝑌(𝑡) is the network admittance 
matrix at time t, 𝐴 is the adjacency matrix where 𝐴𝑖𝑗 =
1 if nodes i and j are connected, 0 otherwise, Λ−1(. ) 
denotes the diagonal inverse matrix with a specific 
vector, and 𝑧𝑙 is the vector of branch impedances in the 
grid. 𝑉𝑖𝑛𝑖𝑡(𝑡) is the Newton-Raphson initial voltage 
guess at time t. 𝑃𝑔(𝑡) and 𝑃𝐿(𝑡) are matrices of generator 
output power and load demand power at time t. Next, 
the detailed modeling of each component is discussed. 
 
3.1. AC power flow 
 
The power flow problem is the computation of 
voltage magnitude and phase angle at each bus in a 
power system under balanced three-phase steady-state 
conditions. As a by-product of this calculation, real and 
reactive power flows in equipment such as transmission 
lines and transformers, as well as equipment losses, can 
be determined. For a power grid with N nodes, the nodal 
equations for a power system network enforced by 
Kirchhoff’s law are written as 
𝑰 =  𝒀𝑏𝑢𝑠𝑽 (1) 
where 𝑰 is the N vector of source currents injected into 
each bus and 𝑽 is the N vector of bus voltages, and 𝒀𝑏𝑢𝑠 
is the network admittance matrix.  
Then, the complex power delivered to bus k can be 
written as: 𝑆𝑘 = 𝑃𝑘 + 𝑗𝑄𝑘 = 𝑉𝑘𝐼𝑘
∗, with 𝐼𝑘
∗ being the 
conjugate of the injected current at bus k. By taking the 
real and imaginary parts of the power balance equation 
and doing some simplifications, the nonlinear power 
flow equations are given by 
𝑃𝑘 = 𝑉𝑘 ∑ 𝑌𝑘𝑛
𝑁
𝑛=1
𝑉𝑛 cos(𝛿𝑘 − 𝛿𝑛 − 𝜃𝑘𝑛)
= 𝑃𝐺𝑘 − 𝑃𝐷𝑘 
(2) 
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 Figure 3. Flowchart of the proposed CF model with ACPF. 
 
𝑄𝑘 = 𝑉𝑘 ∑ 𝑌𝑘𝑛
𝑁
𝑛=1
𝑉𝑛 sin(𝛿𝑘 − 𝛿𝑛 − 𝜃𝑘𝑛)
= 𝑄𝐺𝑘 − 𝑄𝐷𝑘  
(3) 
where 𝑆𝐺𝑘 = 𝑃𝐺𝑘 + 𝑗𝑄𝐺𝑘 is the generation and 𝑆𝐷𝑘 =
𝑃𝐷𝑘 + 𝑗𝑄𝐷𝑘 is the load demand at bus k. These nonlinear 
power balance equations are solved using iterative 
methods such as the Newton-Raphson algorithm [25]. 
In our CF model, at each time step, the full AC power 
flow is solved to find the system state variables, as well 
as line flows. Next, based on the system status, the 
overload and under/over-voltage relays operate as 
modeled next. 
3.2. Stochastic time-inverse overload relay 
In our mixed OPF-stochastic CF model the flow 
process of each line is assumed to be Gaussian where 
the normalized overload distance is calculated as 𝑎𝑙 =
- Wind installation location and capacity 
(𝑊ℒ, 𝑊𝐶) 
- Wind gen forecast and actual profiles 
- Electrical load profiles 
- ACTIVSg500 case (electrical and 
geographical data) 
- Run OPF for the simulation period (2 hours) using 
forecast profiles for loads and wind farms 
- Save generation dispatch at each time step (𝐺𝑒𝑛𝑃) 
- Save PV bus voltage settings (𝑉𝑃𝑉) 
- Calculate and save line flow bandwidth (𝐵𝑊𝑙) 
Initialize CF simulator: 
Relay parameters (𝑇𝑡ℎ , 𝑉𝑝𝑖𝑐𝑘−𝑢𝑝
𝑚𝑖𝑛 , 𝛼, 𝑈𝑉𝐿𝑆𝑑𝑒𝑙𝑎𝑦) 
N-2 contingency (𝐿1, 𝐿2, 𝑇0), t = 0 
𝑇𝑟𝑖𝑝𝑙
𝑡𝑖𝑚𝑒𝑟 = 𝑖𝑛𝑓   ∀ 𝑙 
𝑡 = 𝑡 +1 (time slot) 
𝑇𝑟𝑖𝑝𝑡𝑖𝑚𝑒𝑟=𝑇𝑟𝑖𝑝𝑡𝑖𝑚𝑒𝑟-1 
𝑃(𝑡) = ൤
𝑃𝑔(𝑡)
𝑃𝐿(𝑡)
൨ , 𝑋(𝑡) = ሾ𝑉(𝑡), 𝜃(𝑡), 𝐹𝑙(𝑡)ሿ 
𝑌(𝑡) = 𝐴𝑇(𝑡)Λ−1(𝑧𝑙)𝐴(𝑡) 
𝑃𝐹൫𝑋(𝑡)|𝑃(𝑡), 𝑌(𝑡), 𝑉𝑖𝑛𝑖𝑡(𝑡)൯ = 0  ⇒ 𝑋(𝑡) 
Converged PF? 
Non-converged PF handling 
UVLS relay 
model 
STIO relay 
model 
Update 
𝑇𝑟𝑖𝑝𝑡𝑖𝑚𝑒𝑟 
𝑃𝐿൫𝑡 + 𝑈𝑉𝐿𝑆𝑑𝑒𝑙𝑎𝑦: 𝑒𝑛𝑑൯
= 𝑃𝐿൫𝑡 + 𝑈𝑉𝐿𝑆𝑑𝑒𝑙𝑎𝑦: 𝑒𝑛𝑑൯ + ∆𝑃𝐿 
𝑉(𝑡), 𝑉𝑝𝑖𝑐𝑘−𝑢𝑝
𝑚𝑖𝑛  
𝛼, 𝑈𝑉𝐿𝑆𝑑𝑒𝑙𝑎𝑦 
𝐹𝑙(𝑡), 𝑇𝑡ℎ, 
𝑇𝑟𝑖𝑝𝑙
𝑡𝑖𝑚𝑒𝑟,𝐹𝑙
𝑚𝑎𝑥  
𝑃𝐿(𝑡 + 1: 𝑒𝑛𝑑) = 𝑃𝐿(𝑡: 𝑒𝑛𝑑) + ∆𝑃𝐿 
𝑃𝑔(𝑡 + 1: 𝑒𝑛𝑑) = 𝑃𝑔(𝑡: 𝑒𝑛𝑑) + ∆𝑃𝑔 
No 
Yes 
Trip ∀ 𝑙 where 𝑇𝑟𝑖𝑝𝑙
𝑡𝑖𝑚𝑒𝑟= 0 
Update 𝐴(𝑡)  
Power balance algorithm for newly 
formed islands (if any) 
𝑃𝐿(𝑡 + 1: 𝑒𝑛𝑑) = 𝑃𝐿(𝑡: 𝑒𝑛𝑑) + ∆𝑃𝐿 
𝑃𝑔(𝑡 + 1: 𝑒𝑛𝑑) = 𝑃𝑔(𝑡: 𝑒𝑛𝑑) + ∆𝑃𝑔 
STIO relay implementation UVLS relay implementation 
𝑡 = 𝑡𝑚𝑎𝑥? End 
Yes 
No 
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𝐹𝑙
𝑚𝑎𝑥−𝜇𝐹𝑙(𝑡)
𝜎𝐹𝑙(𝑡)
, where 𝐹𝑙
𝑚𝑎𝑥  is line capacity, 𝜇𝐹𝑙(𝑡) is 
average flow at time t, and 𝜎𝐹𝑙(𝑡) is the variance of the 
flow process. Then, with a Gaussian assumption for the 
distribution of 𝐹𝑙(𝑡), the overloading probability 
𝜌𝑙(𝑡) = 𝑝{|𝐹𝑙(𝑡)| > 𝐹𝑙
𝑚𝑎𝑥} can be calculated using Q-
function as below: 
𝜌𝑙(𝑡) ≅ 𝑄(𝑎𝑙) (4) 
where 𝑄(𝑥) = ∫ 𝑒
−𝑡2
2⁄ /(√2𝜋)𝑑𝑡
∞
𝑥
. 
Next, using the normalized overload distance (𝑎𝑙) 
and overloading probability (𝜌𝑙) for each line we can 
calculate the mean overload time for flow process 𝐹𝑙(𝑡) 
as: 
𝜏?̅?
𝑢 =
2𝜋𝜌𝑙𝑒
𝑎𝑙
2/2
𝐵𝑊𝑙
 (5) 
where 𝐵𝑊𝑙  is the equivalent bandwidth of the flow 
process for the lth line and can be calculated using the 
spectral power density (SPD) of the flow process [12], 
[14], [26]. 
These equations constitute the stochastic part of the 
overload relay model which allows for consideration of 
uncertainties injected from renewable energy sources to 
the line flows. The time-inverse delay algorithm is 
implemented by a counter function which is triggered 
when the line becomes overloaded and the time to trip 
is inversely proportional to the overload value and is 
determined based on the thermal stability of the 
overhead transmission lines as: 
𝑡𝑡𝑟 = 𝑇𝑡ℎ. ln (
𝐹2 − 𝐹𝑜𝑝
2
𝐹2 − 𝐹𝑚𝑎𝑥
2) (6) 
where 𝐹 is overloaded line flow (p.u.), 𝐹𝑜𝑝 is initial 
operating flow (p.u.), 𝐹𝑚𝑎𝑥 is the line flow threshold, 
and  𝑇𝑡ℎ is the thermal time constant which is related to 
conductor type and environmental parameters such as 
wind speed and ambient temperature [19]. If the line 
flow remains beyond the threshold, this timer will 
continue to count down from 𝑡𝑡𝑟. Note that 𝑡𝑡𝑟 is being 
updated regularly to account for variation of the flow 
due to variable renewable generation and this update 
procedure is with memory meaning that it takes into 
account the elapsed time since the first overload 
instance to account for the accumulative heat generated 
in the line. Finally, when setting the counter to 𝑡𝑡𝑟, this 
value is compared to 𝜏?̅?
𝑢, if it is larger than 𝜏?̅?
𝑢, the trip 
timer is set to zero, otherwise, the trip timer is set to the 
relay time to trip (𝑡𝑡𝑟). This tripping mechanism enables 
us to model the stochastic process of CF and identify the 
most probable path for its propagation. 
 
3.3. Under/over-voltage relay 
 
The AC power flow provides the network voltage 
profiles thus allowing us to employ UVLS relays. The 
UVLS relay is incorporated in our CF modeling to 
account for the voltage control mechanism in the power 
system. This relay will shed a predefined percentage of 
the initial load 𝑃𝐷𝑖 at bus i to avoid the onset of voltage 
instability and reduce system stress. 
?́?𝐷𝑖 = 𝛼. 𝑃𝐷𝑖   𝑖𝑓 |𝑉𝑖| ≤ 𝑐. 𝑉𝑝𝑖𝑐𝑘−𝑢𝑝
𝑚𝑖𝑛  (7) 
where 𝛼 is the load shedding percentage (e.g. 25%), 
𝑉𝑝𝑖𝑐𝑘−𝑢𝑝
𝑚𝑖𝑛  is the minimum acceptable voltage magnitude 
of the bus i, and 𝑐 is a coefficient to determine the 
activation threshold for the UVLS relay. For the case 
study in this paper we set 𝛼 = 0.25, 𝑉𝑝𝑖𝑐𝑘−𝑢𝑝
𝑚𝑖𝑛 =
0.95 𝑝. 𝑢., and 𝑐 = 0.91 according to [6]. 
The over-voltage relay is also incorporated and 
similar to UVLS relay it is activated when the voltage at 
bus i rises above a threshold. These relays protect most 
generators while UVLS relays are mainly designed to 
protect large-capacity load motors [18]. For the over-
voltage relay, the bus gets isolated instead and all the 
loads and generation at the bus are set to zero. Both 
over-voltage and under-voltage relays use a fixed time 
delay of 0.5 s to make sure that all transient dynamics of 
the voltage have been died out. 
 
3.4. Power balance and load shedding for 
islands 
 
Successive line tripping during the escalation phase 
of CF usually causes the formation of several islands in 
the power network. Usually, the generation and load of 
the formed islands become unbalanced which triggers 
the under-frequency load shedding (UFLS) relays to 
operate. In addition, the generator’s governor tries to 
increase the generator output to compensate for the 
frequency drop in the system. All of these are 
considered in our CF model within the power balance 
algorithm for newly formed islands and the mother 
island proposed in [14]. After every tripping event, an 
island detection algorithm identifies new islands, if any, 
as well as isolated buses. Next, the power balance 
algorithm tries to maintain the balance between the 
generation and load by means of shedding actions or 
ramping up the generators. 
 
3.5. Non-convergent AC power flow 
 
Even after enforcing power balance for the islands 
formed in the network, the AC power flow may not 
converge. This is one of the challenges of incorporating 
the AC power flow calculation in CF simulation and 
could be due to various reasons. The most probable 
reason for non-convergent AC power flow is the case 
where the system load exceeds the steady-state loading 
limit. The steady-state loading limit is determined from 
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a nose curve where the nose represents the maximum 
power transfer that the system can handle given a power 
transfer schedule. To determine the steady-state loading 
limit, the basic power flow equations 
𝑔(𝑥) =  ൤
𝑃(𝑥) − 𝑃𝑖𝑛𝑗
𝑄(𝑥) − 𝑄𝑖𝑛𝑗
൨ = 0 (8) 
are restructured with a scaling factor 𝜆 as: 
𝑓(𝑥, 𝜆) = 𝑔(𝑥) − 𝜆𝑏 = 0 (9) 
where 𝑥 ≡ (Θ, 𝑉𝑚), the vector of system state variables 
(i.e. voltage phase angles and magnitude), and 𝑏 is a 
vector of power transfer given by 
𝑏 =  ൥
𝑃𝑡𝑎𝑟𝑔𝑒𝑡
𝑖𝑛𝑗 − 𝑃𝑏𝑎𝑠𝑒
𝑖𝑛𝑗
𝑄𝑡𝑎𝑟𝑔𝑒𝑡
𝑖𝑛𝑗 − 𝑄𝑏𝑎𝑠𝑒
𝑖𝑛𝑗
൩ (10) 
where  𝑃𝑏𝑎𝑠𝑒
𝑖𝑛𝑗
 and 𝑄𝑏𝑎𝑠𝑒
𝑖𝑛𝑗
 are injected real and reactive 
power for the base case, respectively (usually set to 
zero), and 𝑃𝑡𝑎𝑟𝑔𝑒𝑡
𝑖𝑛𝑗
 and 𝑄𝑡𝑎𝑟𝑔𝑒𝑡
𝑖𝑛𝑗
 are target injected real and 
reactive power, respectively that for our case is the 
current dispatched power for the non-converged PF. The 
effects of the variation of loading or generation can be 
investigated using the continuation power flow (CPF) 
by composing the b vector appropriately [28]. To check 
if this is the case, we run a CPF that gradually increase 
the loading/generation. If the resulting scaling factor 
(𝜆𝑚𝑎𝑥
𝑐𝑝𝑓
) associated with the maximum loading that the 
system can handle is less than 1, it indicates that the load 
for the case exceeds the steady-state loading limit, and 
loads must be scaled down at least by a factor of 𝜆𝑚𝑎𝑥
𝑐𝑝𝑓
 
to get a convergent power flow solution. 
 
4. Case Study  
 
In this section, we evaluate the new proposed 
framework for grid vulnerability studies on 
ACTIVSg500 synthetic power grid with 597 branches 
[24]. The ACTIVSg500 is chosen because it offers 
detailed information on grid data including transmission 
line rates and geographical information of the network 
substations which is based on the footprints of South 
Carolina. The power systems are required by NERC 
standards to be N-1 secure meaning that the system 
should be able to recover from any disturbance resulting 
from outage of an element in the system. Therefore, in 
order to trigger a cascade of events, at least two elements 
need to be taken out. To examine the proposed CF 
model with all discussed enhancements, three N-2 
contingency scenarios are considered to study the 
overall grid vulnerability and blackout size. These 
scenarios are selected in a way that the operation of 
different relays considered in the model (UVLS and 
STIO) can be observed. Note that for overall grid 
vulnerability analysis, it is necessary to run multiple 
Monte Carlo simulations and derive the distribution of 
the blackout size which is the subject of our future work. 
For all scenarios, four wind farms are installed in the 
buses identified in section 2. Table 2 shows the 
maximum wind capacity (MW), installation factor, and 
rated power of installed wind farms. 
The three N-2 contingency scenarios include: 
Scenario 1: lines 95 and 231 are tripped at 𝑡=4 min. 
Scenario 2: lines 63 and 231 are tripped at 𝑡=4 min. 
Scenario 3: lines 193 and 234 are tripped at 𝑡=4 min. 
 
Note that in the new time-delayed overload relay 
implementation, tripping multiple lines at one instance 
is possible because of the memory operation. Therefore, 
the state of the system and probability of a line to get 
tripped depend both on the current state of the system as 
well as its past states. In other words, our CF model is 
not a Markovian process anymore. Table 3 shows the 
statistics of the three N-2 contingency scenarios. As 
expected, the more line outage happens in the network 
the more islands are formed and consequently the more 
load shedding becomes necessary to maintain the power 
balance of each island. This is not necessarily true for 
UVLS though. For the second scenario, we have a total 
of 173 MW UVLS which is larger than both other 
scenarios. This is due to the independent operation of 
under-voltage relays which are triggered by a certain 
threshold for every voltage profile. 
 
Table 2. Characteristics of Installed Wind 
Farms at ACTIVSg500 Synthetic Network 
Bus 
number 
Max wind 
potential 
(MW) 
Installation 
factor 
Rated power 
of wind farm 
(MW) 
8 695 0.15 104.25 
19 629 0.15 94.35 
372 596 0.18 107.28 
189 552 0.20 110.40 
 
 
Table 3. Results of Three N-2 Contingency 
Scenarios 
N-2 Contingency 
Total 
trip 
count 
# of 
formed 
islands 
Total 
LS 
(%) 
Total 
UVLS 
(MW) 
Sncenario1:{95,231} 62 16 48.7 326 
Sncenario2:{63,231} 51 12 44.6 348 
Sncenario3:{193,234} 41 7 38.2 38 
 
Fig. 4 shows the evolution process of the three 
scenarios and the total load shedding for them. All three 
curves are comparable with typical cascade evolution 
curves recorded in history in terms of rate of the outage. 
They usually consist of a slow start, the escalation 
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phase, and settlement. However, sometimes after one or 
two line outage, the escalation phase starts (scenario 1). 
The impact of time-delay model for overload relay is 
visible in the evolution curve of the second scenario 
where at 𝑡 = 20 min we see a pause in trips but when the 
timers for multiple overloaded lines reach zero, the 
second escalation phase starts (𝑡 = 36 min). 
As extensively discussed in [29], currently there is 
no standard procedure for benchmarking and validating 
cascading failure models. Since no historical data for the 
chosen test system is available, the direct comparison 
and validation with realistic settings is not possible. 
However, a recommended procedure is to compare 
statistics of the cascading failure simulation results such 
as expected demand loss, distribution of demand loss, 
distribution of lines outaged and critical lines with those 
of other methods. Due to different assumptions in 
various cascading failure models, even these statistics 
may suggest big differences in the risk of blackouts 
calculated by each model. Therefore, here we only 
compare the overall metrics of the cascading failure 
results with historical events. For further analysis and 
model validation, a large number of Monte Carlo 
simulations under different operation conditions are 
necessary. In this paper we introduce our enhanced QSS 
model and the validation and benchmarking of the 
model is the subject of our ongoing efforts. 
 
 
Figure 4. The evolution process of CFs for 
different scenarios. 
 
Fig. 5 demonstrates the performance of the UVLS 
relay during CF. At around minute 14, due to a line trip 
in the network, the voltages on bus 418 and bus 341 start 
to drop. When the voltage drops below the UVLS relay 
activation threshold (0.87 p.u.) the relay starts to shed 
the load on the two buses by 25% for each time step to 
recover the voltage. After about 30 seconds, the load on 
bus 418 drops to 4.8 MW which helps boost the voltage 
to 0.88 p.u. Then, the UVLS stops load shedding. 
However, for bus 341, the load shedding continues until 
all the load on the bus is shut down before boosting the 
voltage above the threshold. 
This is an example of a condition during CF where 
voltage related failures lead to further load shedding in 
order to maintain voltage stability of the network and 
prevent a voltage collapse. Obviously, this condition 
could not be simulated based on the DC model and this 
confirms that the DCCF models may underestimate the 
severity of blackouts for real scenarios. 
 
 
Figure 5. Voltage and load profiles for two 
select buses during failures. 
 
5. Conclusions and future work  
 
In this paper, we proposed an enhanced version of 
our methodology to study the grid vulnerability to 
cascading failure under high penetration of renewable 
energy sources. We improve our methodology by 
introducing more accurate evaluation/assumption of 
wind energy penetration to the grid using the 
geographical information of grid topology and wind 
potential capacity maps for a certain geographic area. 
We also improve our quasi-steady state (QSS) cascading 
failure model by incorporating the full AC power flow 
solution which provides the voltage profiles for 
implementation of under-voltage load shedding (UVLS) 
relays. One of the most common reasons for non-
convergent power flow problems is identified as the grid 
steady state loading limit violation and addressed by 
load shedding. The uncertainty injected from renewable 
energy is taken into consideration by stochastic time-
inverse relay where the line tripping is performed based 
on overloading probability and thermal stability of the 
overhead transmission lines. Three N-2 contingency 
scenarios are simulated to examine the performance of 
the proposed methodology. 
The validation and benchmarking of the model and 
sensitivity analysis of cascading outage impact based on 
varying wind penetration level are the subjects of our 
future work. 
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