We present a new hydrodynamic model for the interactions between collision-free Cucker-Smale flocking particles and a viscous incompressible fluid. Our proposed model consists of two hydrodynamic models. For the Cucker-Smale flocking particles, we employ the pressureless Euler system with a non-local flocking dissipation, whereas for the fluid, we use the incompressible Navier-Stokes equations. These two hydrodynamic models are coupled through a drag force, which is the main flocking mechanism between the particles and the fluid. The flocking mechanism between particles is regulated by the Cucker-Smale model, which accelerates global flocking between the particles and the fluid. We show that this model admits the global-in-time classical solutions, and exhibits time-asymptotic flocking, provided that the initial data is appropriately small. In the course of our analysis for the proposed system, we first consider the hydrodynamic Cucker-Smale equations (the pressureless Euler system with a non-local flocking * Corresponding author 2311 Math. Models Methods Appl. Sci. 2014Sci. .24:2311Sci. -2359 
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Introduction
The purpose of this paper is to present a new hydrodynamic model describing the dynamics of Cucker-Smale flocking particles interacting with viscous incompressible fluids, and to study the global well-posedness and the time-asymptotic behavior of classical solutions to the proposed hydrodynamic model. Specifically, we consider an ensemble of collisionless Cucker-Smale flocking particles immersed in viscous incompressible fluids on the periodic domain
Let ρ, u and v be the local mass and bulk velocity of the Cucker-Smale flocking particles and the bulk velocity of the fluids, respectively. In this situation, our proposed particle-fluid coupled system can be described as follows: where K i , i = 1, 2, are non-negative coupling strength constants for the particleparticle and particle-fluid interactions, respectively, and ψ is a sufficiently regular positive communication weight between the self-propelled agents (see Sec. 3.1). Note that the first (d + 1) equations in (1.1) are the pressureless Euler (PE) equations with a flocking dissipation and the last d-equations are the well-known incompressible Navier-Stokes (NS) equations. The two subsystems are coupled through the drag force ρ(v − u), which represents the flocking mechanism between the particle's bulk velocity and the fluid velocity.
ψ(x, y)(u(x, t) − u(y, t))ρ(y, t)dy
In the current paper, we first investigate the local/global-in-time existence of classical solutions, and their time-asymptotic behavior for the PE system with a flocking dissipation, i.e. the first (d + 1) equations in (1.1) with K 2 = 0:
ψ(x, y)(u(x, t) − u(y, t))ρ(y, t)dy. (1.3)
A detailed discussion of the derivation of this model is presented in Sec. 2. It is well known that (1.3) without a flocking dissipation term, i.e. K 1 = 0, may fail to admit a global smooth solution, even with smooth initial data. More specifically, the equations may develop a severe singularity such as a δ-shock in finite-time. This model is often used for the aggregation of sticky particles, e.g. the clustering of dust particles and the formation of galaxies from the homogeneous primitive universe, etc. From a mathematical point of view, an interesting question for the PE equations (1.3) is whether non-local flocking dissipation can prevent the formation of any types of singularities, and whether the equations can admit a global solution in an appropriate solution space. Our careful analysis of the non-local term enables us to obtain uniform bounds for the velocity variable u, by which we can show that the classical solutions exist globally, provided that the initial data belong to an appropriate Sobolev space with the smallness condition imposed only on u. Moreover, we show that the global classical solutions satisfy the flocking estimates via the Lyapunov functional. This, in turn, implies that the flocking emerges time-asymptotically. The other part of our main work is to construct the global classical solutions to the PE-NS system (1.1), and to show that the system exhibits strong flocking as time tends to infinity. In the previous literature, 2,3 the mesoscopic-macroscopic coupled systems were proposed to study the dynamics of the Cucker-Smale (C-S) flocking particles interacting with the fluid, and their global well-posedness has been studied in the framework of weak and strong solutions. In the literature, the asymptotic flocking analysis has been analyzed under the a priori assumption on the viscosity coefficient µ that the lower bound is proportional to ρ(t) L ∞ . This forces µ to become larger, as time goes by, unless a uniform temporal bound is obtained for ρ(t) L ∞ . However, in the current work, we can remove this restriction by establishing the uniform bounds for the density. Concerning the macroscopicmacroscopic coupled system, an interesting new feature in our work is that we make use of local-in-time flocking estimates via the Lyapunov functional to construct the global classical solutions. More specifically, we use flocking decay estimates to deduce that the higher-order Sobolev norms of the velocity decays exponentially fast. Together with a careful analysis using the method of characteristics, this makes it possible to obtain uniform bounds on the density, by which we can construct the global classical solutions without any further restriction on the viscosity coefficient µ, but only under a certain smallness assumption on the initial data. By obtaining the global classical solutions, the formal computations carried out in the course of the flocking analysis are completely justified globally in time, and we can conclude that the proposed system exhibits the flocking. The novelty of this paper is twofold. First, we propose a new macroscopicmacroscopic coupled model for the interaction between the C-S flocking particles and the viscous incompressible fluid. For this new model, we show that a strong flocking emerges time-asymptotically. Unlike previous literature 2, 3 for the mesoscopic-macroscopic model, the viscosity can be chosen uniformly in t to guarantee flocking. Second, we show the global well-posedness of the classical solutions to the proposed hydrodynamic models for small initial data in an appropriate Sobolev space (see Theorems 3.1 and 3.2). Our models contain the nonlocal flocking terms. Although mathematical treatments for local dissipation effects such as viscosity or damping in the Navier-Stokes system and damped Euler equations, respectively, are rather well-known, those for non-local effects are not wellestablished, and a more delicate analysis is required on a case-by-case basis. Our careful analysis of the non-local dissipation term enables to obtain uniform estimates, which play a crucial role in constructing the global solutions. The rest of this paper is organized as follows. In Sec. 2, we briefly present a heuristic derivation of the pressureless Euler equations with flocking dissipation from the kinetic Cucker-Smale model, 22, 24 and provide a priori time-asymptotic flocking estimates for (1.1). In Sec. 3, we briefly present our framework and main results for the PE and PE-NS systems. In Sec. 4, we demonstrate the global wellposedness of the PE system with flocking dissipation. In Sec. 5, we show the global well-posedness of the coupled PE-NS system. Finally, Sec. 6 summarizes our main results. Before we close this section, we introduce some notation that is used throughout the paper.
Notation. For any non-negative integer k, H
Sobolev space on T d , and C k (I; E) is the space of k-times continuously differentiable functions from an interval I ⊂ R into a Banach space E. ∇ k denotes any partial derivative ∂ α with multi-index α, where |α| = k.
Preliminaries
In this section, we discuss the PE equations with flocking dissipation in T d , which can be heuristically derived from the infinite-moment system for Cucker-Smale flocking under the mono-kinetic ansatz, and present an a priori estimate for the emergence of flocking via a Lyapunov functional.
PE equations with flocking dissipation
In this subsection, we briefly discuss the motivation behind the C-S model and discuss how the PE equations can be inferred from the particle C-S model.
Particle C-S model
Consider an ensemble of N self-propelled point particles and let x i , v i ∈ R d be the spatial position and velocity of the ith-particle. Then, the Cucker-Smale flocking model (2.1) becomes
where K is a positive coupling strength and ψ(|x j − x i |) is a communication weight given by
Note that the system (2.1)-(2.2) was introduced by Cucker and Smale in Ref. 12 as an analytical description of the Vicsek model 37 without resorting to the first principle of physics. Their motivation was simply to propose a mathematical model to explain the flocking phenomenon of birds based on the following simple rules (not physical laws):
• (R1): A bird's acceleration is proportional to the weighted average of its neighboring birds' velocities with a mutual communication weight ψ.
The communication weight in ψ is a function of the relative position, and the weight decreases, as the relative distance increases.
Below, we briefly comment on rules (R1) and (R2). Rule (R1) can be relaxed to include nonlinear velocity coupling, say Γ(v j − v i ), instead of linear coupling in the momentum equation. Then, depending on the degree of nonlinearity of the velocity coupling function Γ(·), the speed of progress toward the flocking state can be algebraic, exponential or the flocking can occur in finite time (see Ref. 20) . The metric dependence on the communication weight could be too restrictive to be applied to real biological systems 35, 36 such as flocks of birds, fish swarming, or cows herding. For a flock of birds, it is known that the communication between individuals depends on the topological distance, and birds communicate with a finite number of close neighbor birds in topological distance (see Ref. 4 for a recent field experiment). Thus, it seems that system (2.1)-(2.2) can be applied to model flocking of robot systems, unmanned aerial vehicles (UAV), and so on.
26,31
An interesting and novel feature of the C-S model is that system (2.1)-(2.2) exhibits a phase-like transition phenomena from disordered states to ordered states depending on the spatial decay rate β of the communication weight ψ. This is why the model attracts considerable attention from researchers in related fields. Recently, the first author and his collaborators observed that system (2.1) can be derived as a zero-mass limit from a mechanical model with a constant damping (see Refs. 21 and 23 for a rigorous justification using Tikhonov singular perturbation theory and relevance to the Kuramoto model for synchronization). Cucker and Smale's work 12 was immediately generalized in several directions, e.g. collision avoidance, 1,10 steering toward preferred directions, 11 modified interactions, 30,33 and the mean-field limit and kinetic C-S type models. 7, 17, 19, 22, 24 In particular, an unexpected application was devised by Perea, Gómez and Elosegui, 32 who suggested using C-S flocking mechanism 12 to make several spacecraft fly in formation for the European space agency's Darwin space mission. For other related works on flocking and swarming, we refer readers to Refs. 5, 8 and 13-16.
Kinetic C-S model
When the number of particles is sufficiently large, the ensemble of particles can be described by the one-particle density function f = f (x, ξ, t) at the spatial-velocity
Then, the evolution of f is governed by the following dissipative Vlasov type equation:
System (2.3) was first introduced by Ha and Tadmor 24 using the BBGKY hierarchy from the particle C-S model. A rigorous derivation was given in Ref. 22 by combining the particle-in-cell method and the measure-theoretic formulation of (2.3).
Hydrodynamic C-S model
For the hydrodynamic description, we introduce macroscopic observables such as the local mass, momentum and energy densities, which are the first two velocity moments of f : for a given (
It is easy to see that the above macroscopic observables satisfy
where P = (p ij ) and q = (q 1 , . . . , q d ) are the stress tensor and heat flow, respectively: 5) and the source terms are given by the following relations:
Note that system (2.4) is not closed, because we require the third velocity moment of f to calculate the heat flux q in (2.5). To date, there is no known suitable closure condition like the local Maxwellian ansatz for the Boltzmann equation. However, when the ensemble of C-S particles is almost in the flocking state (collisionless traveling state with a common velocity), we can use a mono-kinetic ansatz for f :
Of course, the ansatz in (2.6) is only valid for the collisionless global-flocking case, so it cannot be used for situations such as local flocking consisting of several localized flocking groups and a collisional flocking group. Once we assume the mono-kinetic ansatz (2.6) for a kinetic density f , the internal energy, stress tensor and heat flux vanish:
and system (2.4) becomes the PE system with flocking dissipation:
Note that the energy equation can be derived from the equations for mass and momentum. In the case of ψ ≡ 1 and zero total momentum R d ρudx = 0, system (2.7) becomes the well-known damped PE system:
For the zero coupling K = 0, system (2.8) reduces to the pressureless gas dynamics, which serves as a mathematical model for the formation of large-scale structures in astrophysics.
34,38

Emergence of flocking
We next present an a priori asymptotic flocking estimate for the coupled system (1.1). From now on, for notational simplicity, we suppress the t-dependence in ρ, u and v as long as there is no confusion:
Lemma 2.1. Let (ρ, u, v) be a smooth solution to (1.1). Then we have
Proof. (i) Mass conservation follows from (1.1) 1 , and for the conservation of total momentum, we rewrite the second equation of (1.1) as
We integrate the relation (2.8) to find
Here the last equality is due to the anti-symmetry of the integrand in the transformation x ⇔ y.
On the other hand, it follows from the Navier-Stokes equations (1.1) 3 that
We add (2.9) and (2.10) to obtain
(ii) By a direct calculation, we have
On the other hand, we can multiply (1.1) 3 by v and integrate the resulting identity over
We now combine (2.11) and (2.12) to obtain the desired result.
Remark 2.1.
(1) When the coupling between particles and fluids is turned off, K 2 = 0, in the proof of Lemma 2.1, we have that
(2) From the energy dissipation (ii), we have 13) and from (ii) of Lemma 2.1, it follows that
We are now ready to study an a priori asymptotic flocking estimate for system (1.1) via a Lyapunov functional that measures the flocking dynamics between the particles themselves and between particles and the fluid. For this, we define a Lyapunov functional E(t) consisting of three sub-functionals measuring particleparticle, fluid-fluid and particle-fluid interactions, respectively: 15) where E p (t), E f (t) and E d (t) are the sub-functionals:
Here, m c and v c are the centers of momenta of the particles and fluid: 
Thus, we focus on the estimate of E p . It follows from the definition of E p that
• (Estimate of I 1 ): We use (1.1) 1 to obtain
• (Estimate of I 2 and I 3 ): We use (1.1) 2 to obtain
where the final equality holds because of the anti-symmetry of ψ(x, y).
• (Estimate of I 4 and I 5 ): We use the definition of m c and the conservation of mass,
Thus we have
For J 1 , we use the definition of m c to obtain
Therefore, we have
We now combine (2.16) and (2.17) to obtain
By the same argument as in Ref. 3 , we have
Then, the desired estimates follow from (2.18) and (2.19).
Remark 2.2. (i)
Note that Poincaré's inequality is crucial in (2.16). Thus, our current flocking analysis cannot be directly extended to the problem for the whole space R d .
(ii) When the coupling between the particles and the fluid is turned off, i.e. K 2 = 0, in the proof of Lemma 2.1, we can see that
Then the following proposition is an immediate consequence of Lemma 2.2.
Proposition 2.1. Suppose that the coupling strength K 2 and the viscosity µ satisfy
and let (ρ, u, v) be a classical solution to the initial value problem (1.1)-(1.2). Then, the functional E decays exponentially in time t:
where the positive constant λ is given by
Description of Framework and Main Results
In this section, we briefly discuss the framework used in this paper, and present two main results on the global well-posedness of the PE with flocking dissipation and the PE-NS system.
Framework
Consider the PE system with flocking dissipation and its coupled model with viscous incompressible fluids:
For the global well-posedness and asymptotic flocking, we impose the following conditions on the communication weight ψ and initial data (ρ 0 , u 0 , v 0 ). For an
and satisfies the periodic, symmetric and positive conditions:
where e i is the standard unit vector. (•) (A2): The initial data (ρ 0 , u 0 ) satisfy the non-vacuum, regularity and smallness conditions, i.e. for s >
The initial data (ρ 0 , u 0 , v 0 ) satisfy the non-vacuum and regularity conditions, i.e. for s >
The coupling strength K 2 satisfies
Of course, the periodic condition in (A1) is due to our restriction on the spatial domain T d , and the smallness condition on initial data is necessary to construct a global smooth solution for the PE system (see Appendix A for the blow-up of C 1 -solutions when the smallness condition is violated).
Statement of main results
We now present our main results. Our first result is the global well-posedness of the PE system with flocking dissipation on the spatial domain T d . For this, we first introduce the solution space Y k (T ):
Theorem 3.1. Let T > 0 be given, and suppose that the conditions (A1) and (A2) hold. Then, there exist positive constants C = C(T ) and ε 0 depending on
satisfying the local-in-time stability estimate and asymptotic flocking estimates: for any two classical solutions (ρ, u) and (ρ,ū) to the PE system with initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), the following conditions hold :
where E p is the functional defined in (2.15) and ψ m is the minimum of ψ. 
(2) Note that the smallness assumption is imposed only on the velocity norm u 0 H s+1 . However, if the smallness condition on u 0 H s+1 is violated, the classical solution may blow-up for some initial data (see Appendix A).
(3) Note that system (3.1) has a competition structure between the non-local dissipative source and nonlinear conservation laws as in the pressureless Euler-Poisson system and convolution model for nonlinear conservation law. Although Theorem 3.1 only deals with global existence of smooth solution for some restricted class of initial data, we may have the critical threshold phenomena as in Refs. 18 and 27. However, we leave this interesting issue for future investigation.
Our second result concerns the global well-posedness of the coupled PE-NS system (3.2). For this, we define the solution space Z k (T ) by 
where E is the Lyapunov functional defined in (2.15) and λ is a positive constant given by
Here, ε 1 is a positive constant depending on ε 0 that satisfies ε 0 ε 1 and
is crucial in the proof of Lemma 5.3. (2) Note that Theorem 3.2 requires that the initial data u 0 ∈ H s+2 , which is more regular than the initial condition u 0 ∈ H s+1 in Theorem 3.1. This regularity condition is required because of our argument in the proof of Lemma 5.3 (see (5.17)).
Global Well-Posedness of the PE System
In this section, we demonstrate the global existence of classical solutions to the PE system (3.1). To this end, we first establish a local existence theory and then, derive an a priori estimate to extend our local solution to the global one. The local existence is a little bit more delicate than that for symmetric hyperbolic systems. We present a successive iteration scheme to construct approximate solutions, and show that they are convergent in some lower-order Sobolev spaces using the contraction mapping principle. Although we cannot directly show that the sequence of the approximate solutions is convergent in the Sobolev space of the desired order by loosely following the argument in Ref. 28 , we can show that the limit function obtained in a lower-order Sobolev space belongs to the desired solution space. Hence we conclude that the limit function is the desired global solution.
Local existence
In this subsection, we investigate the local existence of classical solutions. To construct approximate solutions {(ρ n , u n )}, we simply take the initial data as the zeroth approximation:
Suppose that the nth-approximation (ρ n , u n ), n ≥ 1, is given. Then define the (n + 1)th-approximation (ρ n+1 , u n+1 ) as a solution of the following linear system:
subject to initial data:
By the standard linear solvability theory,
We first set up several constants: for any constants δ 1 , δ 2 > 0, we set
and choose T 0 > 0 so that
where C > 0 is the generic constant that appears in the proof of Lemma 4.1 and Lemma 4.2 below.
Consider a linear system:
where U : 
Proof. As the proof is rather long, we leave it for Appendix B.
We define the bounded subset
Next, we will show that the sequence of approximate solutions lies in a bounded subset Y s (T 0 ; M, L), where T 0 , M and L are given in (4.2) and (4.3).
Lemma 4.2. (Existence of an invariant set)
Suppose that the conditions (A1) and (A2) hold, and let {(ρ n , u n )} be a sequence of the approximate solutions generated by (4.1) together with the initial step (ρ 0 , u 0 ) = (ρ 0 , u 0 ). Then, the following condition holds:
Proof. We use the method of induction.
• Step A (Initial step): Because we choose the initial data for the initial step, i.e. u 0 = u 0 together with the choice of M, T 0 > 0 as in (4.2) and (4.3), it is easy to check that
• Step B (Inductive step): Suppose that
where M, T 0 are positive constants determined in (4.2) and (4.3).
Step B.1 (Positivity of ρ n+1 ): First, to show the positivity of ρ n+1 , we define the characteristic x n (s) := x n (s; t, x) to be the solution of the following equation:
Then, it follows from (4.1) 1 and assumption (4.7) that
Thus we can divide (4.1) 2 by ρ n+1 to get
Step B.
Multiplying the above equation by ∇ k ρ n+1 and integrating over T d , we have
We now proceed to estimate I 0k as follows.
• (Estimate of I 01 ):
• (Estimate of I 02 ): Using the commutator estimate (see Lemma 3.4 in Ref. 29) for I 02 and I 04 , we obtain
• (Estimate of I 03 ): By direct calculation, we have
• (Estimate of I 04 ): Similar to the estimate of I 02 , we have
We now sum (4.10) over k to get
This yields
By the choice of L and T 0 as in (4.2)-(4.3), we have the desired estimate
Step B.3 (sup 0≤t≤T0 u n+1 (t) H s ≤ M ): By the induction hypothesis, we have
Then we apply Lemma 4.1 to derive
which completes the induction process.
Convergence in a lower-order norm
In this part, we study the convergence of our approximate solutions (ρ n , u n ) in a lower-order norm.
Lemma 4.3. Suppose that the main assumptions (A1) and (A2) hold, and let
) be a sequence of approximate solutions constructed in Sec. 4.1. Then, the sequence of approximate solutions
Proof. We first set
H 1 , and
Then we claim:
Note that (ρ n+1 , u n+1 ) and (ρ n , u n ) satisfy
and 13) subject to the same initial data:
It follows from (4.12) 1 and (4.13) 1 that
We multiply the above equation by ρ n+1 − ρ n and integrate the resulting relation over Integrating the above relation, we obtain
We multiply the above equation by u n+1 − u n and integrate the resulting relation over 
We can combine (4.17) and (4.18) and integrate over (0, t) to obtain
Finally, we combine (4.16) and (4.19) to derive
We now use Gronwall's inequality 6 to obtain
This implies that {ρ n } and {u n } are Cauchy sequences in 
. Thus we have that (ρ, u) ∈ Y s−1 (T 0 ).
Regularity and uniqueness of limit functions
In this part, we prove that the limit function (ρ, u) belongs to Y s (T 0 ), and hence, it is a unique solution to (3.1). Note that the limit function (ρ, u) belongs to Y s−1 (T 0 ). Thus, we must show that these limit functions are actually in the desired regularity class using a similar argument to that in Ref. 28 . Proof. We will prove that the limit function (ρ, u) belongs to Y s (T 0 ), and that it is a unique solution to (3.1). As we have seen in Remark 4.1, at this point, we only know that the limit function (ρ, u) belongs to Y s−1 (T 0 ). To prove the solution is actually in the desired regularity class, we loosely follow the arguments in Ref. 28 .
• Step A (Regularity of ρ and u): 
On the other hand, we also have
This implies
• 
Thus, we have
Because {u n (t)} is bounded in H s for each t ∈ [0, T ], there is a subsequence, still denoted by {u n } such that u n (t) u(t). Using weak lower semi-continuity of · H k for any k ≥ 0, (4.22) implies that
Similarly, we obtain
We take lim sup t→0+ to obtain the desired result of Step C.
• Step D: We combine Steps B and C to find
Together with the fact that u(t) u(t 0 ) in H s+1 and ρ(t) ρ(t 0 ) in H s as t → t 0 +, this implies that
By considering the time-reversed problem, i.e. t → −t, of the initial value problem (3.1), one can obtain the left continuity in the same way. This completes the proof. Proof.
• Part A (Existence): By Remark 4.1, we already have
It easily follows from (4.25) that the limit (ρ, u) is a solution to (3.1) in a distributional sense. By Lemma 4.4, (ρ, u) belongs to Y s (T 0 ).
• Part B (Uniqueness): Let (ρ, u) and (ρ,ū) be the two classical solutions in Part A corresponding to the same initial data (ρ 0 , u 0 ). We set:
Then, by the same arguments as in Lemma 4.3, ∆ d (t) satisfies Gronwall's inequality:
and Gronwall's lemma implies that ∆ d (t) = 0, i.e.
Furthermore, we can easily check that (ρ, u) = (ρ,ū) in Y s (T 0 ).
A priori estimates
In this subsection, we will present a priori estimates of u(t) H s+1 for the initial value problem (3.1).
Proposition 4.2. (A priori uniform bound) Suppose that the conditions (A1) and
Proof. Note that the non-vacuum condition in (A2) implies the strict positivity of ρ a priori. Hence, system (3.1) is equivalent to the following quasi-linear system in the class of smooth solutions (see arguments in
Step B.1 of Lemma 4.2):
y)(u(x, t) − u(y, t))ρ(y, t)dy. (4.26)
To derive the desired a priori estimate of the H k -norm of u, we use the induction argument together with the energy estimate.
• Step A (Lower-order estimate): We multiply (4.26) 2 by u and integrate over T
Using (2.13) and the smallness assumption, u L ∞ (0,T ;H s ) < ε 1 , we can estimate 
We choose ε 1 and δ sufficiently small so that
•
Step B (Higher-order estimates): For any k with 1 ≤ k ≤ s + 1, assume that we have
We apply ∇ k to (4.26) to get
Multiplying the above equation by ∇ k u and integrating it over T d , we obtain 1 2
We then integrate by parts and use the smallness assumption to find
Using the commutator estimate for I 2 , we have
We use the Hölder inequality and Young's inequality together with (2.13) to get
, where δ > 0 is an arbitrary constant and the last inequality holds because of (4.27) . Similarly, we can estimate
where δ > 0 is an arbitrary constant and the last inequality holds because of (4.28).
We collect all the estimates and choose ε 1 and δ in a similar fashion as for the lower-order estimate to obtain This yields
. Hence, by induction argument, we conclude that
We can obtain the desired estimate by setting C 0 = C(1+ ρ 0 H s−1 ). This completes the proof.
Proof of Theorem 3.1
In this part, we construct the global-in-time solution by combining the local existence theory in Proposition 4.1 and the uniform a priori estimate in Proposition 4.6.
• Part A (Existence): First, we set a positive constant:
where C 0 > 0 and ε 1 > 0 are the constants that appeared in Proposition 4.2.
Define the maximal existence time T max ≥ 0 of the system (3.1) by
By Proposition 4.1 together with
is well-defined and T max > 0. If we assume T max < ∞, then we can use the continuation argument to get
On the other hand, it follows from Proposition 4.2 that
which contradicts (4.30). Hence, we can conclude that T max = ∞. This completes the proof of the global-in-time existence.
• Part B (Stability): First of all, by Part A, we have
By the same argument as in the proof of Lemma 4.2, we can have from (3.1) 1 that
Then it follows from (4.31) that
Let (ρ, u) and (ρ,ū) be the two classical solutions in Part A. We set:
We use (4.31)-(4.32) and the same argument as in Lemma 4.3, we have Gronwall's inequality:
• Part C (Asymptotic behavior): As we have shown the global-in-time existence of the classical solutions, the computations with K 2 = 0 in Lemma 2.2 are completely justified. Therefore, the solutions verify the flocking estimate:
This completes the proof.
Global Well-Posedness of the PE-NS System
In this section, we demonstrate the global existence of the classical solutions to (3.2).
To this end, we first construct the local-in-time solutions and extend them to global solutions by combining the local theory with the a priori estimate and the flocking estimate. Because the general procedure of the local theory for the PE-NS is similar to that for the PE system, we shall focus on some technically different parts. However, the procedure to establish the global solutions is quite different. We use the flocking decay estimates to show that the higher-order Sobolev norm of the velocity decays exponentially fast. Together with a careful analysis using the method of characteristics, this enables us to obtain uniform bounds on the density. This makes it possible to construct the global classical solutions without any further restriction on the viscosity coefficient µ, although only under the smallness assumption on the initial data.
Local existence
In this subsection, we investigate the local existence of classical solution to (3.2) . For this, we construct a sequence of approximate solutions (ρ n , u n , v n ) for n ≥ 0. For the initial approximation, we set
Suppose that (ρ n , u n , v n ) has been constructed. Then, the (n + 1)th-iterate (ρ n+1 , u n+1 , v n+1 ) is defined as follows:
2) subject to initial data:
Note that (5.2) 3 uses the drag force term
. This is to guarantee the Cauchy sequence of (ρ n , u n , v n ) in Lemma 5.2 (Step B). Then by the standard linear solvability theory, the sequence
is well-defined for any T > 0. Next, we shall show that the sequence is in fact in a certain bounded subset of Z s (T 0 ): for any M > 0,
be a sequence of the approximate solutions generated by (5.2) together with the initial step given by (5.1). Suppose that the assumptions (A 1 ) and (A 2 ) hold. Then, there exist positive constants M and T 0 such that
We can prove Lemma 5.1 in a similar manner to Lemma 4.2. Thus, we omit the proof here. In the next lemma, we show that the successive approximation sequences {ρ n }, {u n } and {v n } converge in the lower-order norms.
Lemma 5.2. Under the same assumptions as in Lemma
Proof. First, we loosely follow the argument in Lemma 4.3 to obtain the estimates for ρ n+1 − ρ n and u n+1 − u n .
Step A in Lemma 4.3, we have
We multiply the above equation by u n+1 − u n and integrate over T d to find
Recall that in (5.3), we must show the convergence of
Therefore, we must construct the first-order estimate as follows. Similar to (5.4), we have
where we have used Young's inequality with δ > 0. We combine (5.4) and (5.5) to obtain
We multiply the above equation by v n+1 − v n and integrate over T d to obtain
We now combine (5.3), (5.6) and (5.8) and choose δ such that δ µ to obtain
This complete the proof. 
(2) Using the same argument as in Lemma 4.5, we can show that (ρ, u, v) ∈ Z s (T 0 ).
We are now ready to propose the local existence of classical solutions to the system (3.2). Because the proof is analogous to that of Proposition 4.1, we omit it here. 
A priori estimates
In this section, we discuss the existence of the global-in-time solutions to the initial value problem (3.2) . To this end, we first shall derive some preliminary estimates in the following lemmas. 
for some ε 1 > 0, then the following conditions holds:
where C 0 is independent of T .
Proof. We use similar arguments as in Lemma 4.2 to obtain
Thus, to obtain the desired result using Gronwall's lemma, we need to estimate the time-integrability of ∇u H s :
In fact, we derive the exponential decay of ∇u H s using the exponential decay of E(t) and the Gagliardo-Nirenberg inequality as follows.
• Step A: We derive the estimate:
where m p = m p (t) is the total momentum density of C-S particles. It follows from (3.2) 1 and the smallness assumption, u L ∞ (0,T ;H s+1 ) < ε 1 that
where x(s) is the particle trajectory satisfying
We now choose ε 1 and µ to satisfy
and thus it follows from Proposition 2.2 that
where λ is a positive constant given by
In particular, (5.14) implies
This and (5.13) imply 16) where C depends on the initial data ρ 0 , u 0 and v 0 .
• Step B: We choose ε 1 sufficiently small so that λ > ε 1 . This choice is possible under the assumption that
On the other hand, it follows from the Gagliardo-Nirenberg inequality and (5.16) that 18) where ρ m > 0 is independent of t, T, but depends on ε 1 that appeared in Lemma 5.3.
Proof.
To obtain the uniform lower bound of ρ, we recall (5.13):
Using (5.17), we obtain
We finish the proof by choosing ρ m := C min x∈T d ρ 0 (x). Note that ρ m depends on ε 1 since
then we have the uniform estimate:
As the proof is rather lengthy, we give it in Appendix C.
Proof of Theorem 3.2
In this part, we shall construct the global-in-time solution by combining the local existence theory in Proposition 5.1 and the uniform a priori estimate as in Lemmas 5.3 and 5.4.
• Part A (Existence): First, it follows from Lemmas 5.3 and 5.
We set
define the maximal existence time T max ≥ 0 of the system (3.2) by 
On the other hand, it follows from (5.20) that
which contradicts to (5.22) . Hence, we can conclude that T max = ∞. This completes the proof of the global-in-time existence.
• Part B (Stability): By Part A, we have
Let (ρ, u, v) and (ρ,ū,v) be the two classical solutions in Part A. We set:
Using (5.23) and the same argument as in Lemma 5.2, we have the Gronwall's inequality:
• Part C (Asymptotic behavior): We choose sufficiently small ε 0 so that
. Then, by (5.23) and Proposition 2.1, we have
Conclusion
We have presented a new hydrodynamic model describing the dynamics of collisionless Cucker-Smale flocking particles interacting with an incompressible viscous fluid. The proposed model consists of two hydrodynamic models (the pressureless Euler system with a flocking dissipation and the incompressible Navier-Stokes equations). The first hydrodynamic model without a flocking dissipation term has been studied in the literature regarding its global well-posedness and the occurrence of singularities such as δ-shocks, and it is well-known that δ-shocks will emerge in finite time for generic initial data. In view of this, an interesting question is whether the non-local flocking dissipations can prevent the formation of any type of singularities. In this paper (see Theorem 3.1), we found that as long as the initial velocity is sufficiently small in high Sobolev norms, no singularities will be formed, and the system admits global-in-time classical solutions. Moreover, for the full PE-NS model, we proved the global existence of smooth solutions under (unlike the PE system), the assumption of a higher regularity on the particle bulk velocity and a smallness assumption on the particle density and the bulk velocity. One nice feature of our result is that, in contrast to the result for the coupled kinetic-fluid models in Ref. where D and Ω denote the deformation and vorticity tensors of the fluid, respectively. Then, it is easy to see that the velocity gradient ∇u satisfies
Then, it is also easy to see that D and Ω satisfy Proof. Let a ∈ S. Then, it follows from (A.2) and (A.4) that
We take the trace of both sides and use ∇ · u = Tr(∇u) to get 
For any k with 1 ≤ k ≤ s + 1, we apply ∇ k to (B.1) 2 to get
Collecting all estimates, we have that
We can sum (B. 
Hence by (B.8) and (B.10), we have the desired estimate.
Appendix C. Proof of Lemma 5.4
In this subsection, we present a long proof of Lemma 5.4. First, by (5.18), we can divide (3.2) 2 by ρ to get
Step A (Zeroth-order estimate): We multiply (C.1) by u and integrate over T d to get
ψ(x, y)ρ(y)|u(x)| 2 dxdy
Using (2.14), (5.18) and the smallness assumption, we obtain the estimate
Note that we extracted a good term − K2 2 u 2 L 2 from the I 4 . Although the I 2 is also a good term, it has a defect due to the dependence of ρ m on ε 1 , i.e. ρ m ≤ ρ L 2 < ε 1 .
We choose ε 1 sufficiently small so that
This enables us to have
On the other hand, we can multiply (3.2) 3 by v and integrate over T d to get
where we have used (2.14) and (5.18). We will combine (C.3) and the estimates obtained in the next steps.
• Step B (Higher-order estimate of u): For any k with 1 ≤ k ≤ s + 2, we take ∇ k in (C.1) to get
and integration by parts gives
We use the smallness assumption and Sobolev inequality to find
where the last inequality is estimated using the Poincaré inequality and (C.2) and (2.14). We use the commutator estimate for I 5 :
where the last inequality is estimated by Poincaré inequality. We now combine all the estimates to obtain 1 2
We sum (C.7) over 1 ≤ k ≤ s + 1 to have
Finally, we combine (C.5) and (C.8) to have
