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Artificial intelligencea b s t r a c t
Highly tensile manganese steel is in great demand owing to its high tensile strength under shock loads.
All workpieces are produced through casting, because it is highly difficult to machine. The probabilistic
aspects of its casting, its variable composition, and the different casting techniques must all be considered
for the optimisation of its mechanical properties. A hybrid strategy is therefore proposed which combines
decision trees and artificial neural networks (ANNs) for accurate and reliable prediction models for ore
crushing plate lifetimes. The strategic blend of these two high-accuracy prediction models is used to gen-
erate simple decision trees which can reveal the main dataset features, thereby facilitating decision-
making. Following a complexity analysis of a dataset with 450 different plates, the best model consisted
of 9 different multilayer perceptrons, the inputs of which were only the Fe and Mn plate compositions.
The model recorded a low root mean square error (RMSE) of only 0.0614 h for the lifetime of the plate:
a very accurate result considering their varied lifetimes of between 746 and 6902 h in the dataset. Finally,
the use of these models under real industrial conditions is presented in a heat map, namely a 2D repre-
sentation of the main manufacturing process inputs with a colour scale which shows the predicted out-
put, i.e. the expected lifetime of the manufactured plates. Thus, the hybrid strategy extracts core training
174 M. Juez-Gil et al. / Journal of Advanced Research 18 (2019) 173–184dataset information in high-accuracy prediction models. This novel strategy merges the different capabil-
ities of two families of machine-learning algorithms. It provides a high-accuracy industrial tool for the
prediction of the full lifetime of highly tensile manganese steel plates. The results yielded a precision pre-
diction of (RMSE of 0.061 h) for the full lifetime of (light, medium, and heavy) crusher plates manufac-
tured with the three (experimental, classic, and highly efficient (new)) casting methods.
 2019 The Authors. Published by Elsevier B.V. on behalf of Cairo University. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction
Highly tensile manganese steel, also known as Hadfield steel,
named after its first manufacturer, consisting of 11.5–15.0% of
Mn and 0.9–1.4% of C demonstrates high tensile strength under
shock loads, such as in tank track operation, tractors and other
soil-removal machines, bucket tooth bars for limestone, ore
crusher jaws, and railroad track switches on wheel sets. The afore-
mentioned properties are due to the interaction of steel with a
softer material and the absence of scuffing on the impact surface
of the steel workpiece, thus causing fatigue-induced rather than
abrasive wear. As a consequence of the difficulties associated with
cutting this alloy, highly tensile manganese-steel workpieces are
typically produced via casting.
Extensive research on improvements in this type of steel
reflects the active industrial interest in its mechanical properties.
Siafakas et al. [1] conducted a quantitative analysis of the amount,
size, and number of particles which precipitate in situ in titanium-
and aluminium-treated Hadfield steel during casting. In certain
research works, heat treatment has been suggested as a means of
increasing the micro-hardness of the cast Hadfield steel matrix
[2–4]. Moreover, in several studies [5–7], the factors which can
affect the increased wear resistance of high-manganese steel have
been examined.
Wear resistance appears to be the focus of most research efforts
owing to the fact that it can extend the workpiece lifetime. There
are works dedicated to the study of wear resistance in high-
speed pounding (HSP) of Hadfield steel to produce a thick
nanocrystalline surface layer with gradient nanostructure [8].
Abbasi et al. [9] studied the abrasive wear behaviour of Al-
alloyed Hadfield steel under both high- and low-stress wear condi-
tions in comparison with that of non-Al alloyed Hadfield steel.
Kolokoltsev et al. [10] studied the resistance of Hadfield steel
cooled at different rates. El-Fawkhry et al. and Kalandyk et al.
[11,12] both discussed the results of austenitic matrix modification
in high-manganese steel castings. Smith et al. [13] studied the
materials produced through the addition of minor amounts of
other carbide-forming and solid-solution strengthening elements
and through the heat treatment of the as-cast components under
pressure. Tęcza and Głownia and Głownia et al. [14,15] studied
the composite structure of high-manganese steel using vanadium
carbides following melting and solidification. Najafabadi et al.
[16] studied the wear resistance of cast Hadfield steel after adding
Ti elements. Zhong et al. [17] studied the effect of the composite
structure of (Fe, Cr)7C3-Fe on its wear resistance and concluded
that it was 1.34 times higher than that of the Hadfield steel. Finally,
Zhang et al. [18] examined a composite coating of WC/Hadfield
steel produced via centrifugal casting to improve its impact wear
resistance.
However, all aforementioned methods complicate the technol-
ogy of manufacturing workpieces using Hadfield steel and cause
it to be more expensive. Moreover, insufficient attention has been
paid to the issue of resource conservation, with the exception of
the studies by Erdakov et al. [19–22], who proposed a new highly
efficient gating and feeding system and defined its optimum
parameters for casting using green sand moulds. With the opti-mum parameters, the new technology requires neither heavy
heads nor labour-intensive operations with the casting form both
before and after pouring to achieve the optimum angle; thereby
decreasesing the cost of producing plates and leading to consider-
able savings on metal in the gating system and machine heads (15–
20%).
As we approach the fourth technological revolution in the set-
ting of global competition, the analysis of all existing data from
the casting process becomes increasingly relevant in terms of iden-
tifying the best strategies which will optimise the mechanical
characteristics, particularly the wear resistance of components
which are cast using this steel type, thus creating a competitive
advantage. Previously unknown and hidden trends can be useful,
and comprehensible patterns found at the intersection of data-
bases, statistics, and machine-learning techniques. The size of the
database (big data or data of a specific experiment) is not essential;
the importance lies in the identification of hidden patterns, which
would be impossible to establish with direct visual analysis or by
calculating simple statistical features.
Casting is an inherently probabilistic process; the quality of a
cast is primarily attributed to the chemical composition of the
alloy and the nature of its solidification. The objective of finding
hidden patterns in the array of technological data from the produc-
tion and operation of steel plates used at crushing stations appears
relevant to the investigation of the reasons which cause their wear.
Therefore, the objective of this study is to extend the total lifetime
of (light, medium, and heavy) Hadfield steel plates for ore process-
ing equipment by revealing new trends using machine-learning
techniques to model their wear limits.
The solutions of complex industrial manufacturing processes, as
presented in this study, typically follow two separate strategies. In
the first one, the use of analytical models is proposed based on
experimental data; in certain cases, this strategy is supported by
physical models or simulations of the manufacturing process and
is fine-tuned with the experimental data acquired under labora-
tory conditions. This approach has already been discussed in the
introduction for the prediction of the lifetime of ore crushing
plates. In the second approach, machine-learning techniques are
employed to build prediction models from massive datasets; this
approach could become a suitable tool for decision making.
Each approach has its advantages and disadvantages. The ana-
lytical models are typically based on homogeneous and simplified
manufacturing processes, first, because they use data for fine-
tuning collected under restricted laboratory conditions (to reduce
experimental costs); second, because they are meant to consider
only variables of the same nature in the manufacturing process,
e.g. cutting conditions and chemical composition. However, they
rarely mix variables of distinctly different natures, because the
analytical and physics-based models are not designed for such
tasks. The most common machine-learning approaches, such as
artificial neural networks, belong to the black-box category of
these techniques, i.e. they provide no equation which shows the
relationship between inputs and outputs. The only manner in
which the information contained in those models can be extracted
is to query the predicted output for a certain combination of inputs
and the prediction model will provide an estimated value. Hence, if
Table 1
Chemical composition (%) of Hadfield steel.
Fe Mn C Si Impurities
84.3–87.3 11.5–15.0 0.9–1.4 0.3–1.0 0–3
M. Juez-Gil et al. / Journal of Advanced Research 18 (2019) 173–184 175useful information would be extracted from these models, they
would require either a 2D or a 3D representation of their predic-
tions [23–25]. This approach has been successfully validated for
several industrial tasks, for example, in predicting surface rough-
ness [26–28], surface quality [29], and cutting-tool wear [30,31],
among others. Furthermore, the datasets required to train these
models should be as big and diverse as possible. However, indus-
trial data are limited to real-life scenarios, given the reluctance of
the industry to finance tests which go beyond the specification of
manufacturing conditions. Nevertheless, such tests are essential
in the training process of machine-learning techniques. Moreover,
part of the information in the datasets, rather than relating to the
manufacturing problem, is related to the experimental design
method itself (e.g. if in a certain cutting process we test a range
of cutting tools, each having an additional tooth and an extra
5 mm diameter in addition to those of the preceding one, as per
the specifications of the manufacturer, then the machine-learning
model will conclude that the number of teeth and the diameter
of the tool are two completely correlated inputs, playing the same
role in the cutting process).
Although the most common machine-learning techniques
belong to the black-box category, there are certain machine-
learning techniques, such as decision trees, that provide visual
information on the process. However, these techniques are often
simpler than artificial neural networks (ANNs) and might not per-
form equally well in very complex processes, although they are free
from the complexity and tediousness of fine-tuning the ANNmodel
parameters. In this study, we propose a hybrid strategy to overcome
this limitation, which combines decision trees for extraction of the
main information included in the training dataset with ANNs for
high-accuracy predictionmodels. This strategy combines the great-
est advantages of bothmachine-learning techniques: to understand
the main features of the dataset, it generates rapid, visual, and sim-
ple decision trees, thereby facilitating decision-making on inputs
for simple, yet accurate, ANN models.
Themodellingprocesswas divided into three stages. First, a visual
pre-analysis was performed using reduced error pruning (REP) trees,
which advised splitting the dataset into nine subsets and considering
only eight chemical components as inputs for the prediction model.
Then, the 9 independent prediction models (one for each subset)
for 13 different multilayer perceptron (MLP) structures (the most
promising combinations of chemical components) were trained
and the most accurate models were identified. The test of only some
of the possible combinations of chemical composition of the ore
plates in the MLPs is an industrial requirement (to reduce the mod-
elling effort). Meanwhile, the efficient selection of the features used
in the training stage of the MLPs is an interesting challenge owing
to the high number of possible combinations. Then, the complexity
of the MLP structure was considered to select the best prediction
model from an industrial perspective. Finally, the identification of a
high-accuracy predictionmodelmay be insufficient for its successful
implementation under real industrial conclusions. Therefore, the
best of all the proposedmodelswasused to build a heatmap of direct
industrial use, namely a 2D representation of the main inputs of the
manufacturing process with a colour scale showing the predicted
output, i.e. the wear limit of the manufactured plates.
This strategy is able to deal with data of different natures, the
chemical composition of the plates, and the manufacturing process
of the plates in our case study. Moreover, the strategy produces
models which are optimised in terms of accuracy, with a reduced
number of inputs; the reduction of the number of inputs is an addi-
tional industrial requirement in order for such models to be imple-
mented in factories, because they will reduce the costs of analysis
(i.e. if a percentage of only 2 rather than 16 chemical components
should be evaluated in a workpiece, then the analytical process
will cost less).Research material and methods
Before developing a model for the prediction of the lifetime of
crushing plates and prior to conducting an experiment, it is neces-
sary to determine the properties of the materials that are used, the
parameters of the cast products, as well as the casting and investi-
gation methods.Plate manufacturing and casting methods
In this research, the following materials and research methods
were used. The chemical composition (%) of Hadfield steel is listed
in Table 1. Hadfield steel contains 84.3–87.3% iron (Fe), 11.5–15.0%
magnesium (Mn), 0.9–1.4% carbon (C), 0.3–1.0% silicon (Si), and 0–
3% impurities. The physical and mechanical properties of Hadfield
steel in its austenite form are the following: a density (q) of
7890 kg/m3, a Brinell hardness HB of 186–229, and a strength, r,
of 654–830 MPa; mechanical properties: ductile alloy. The physical
and the mechanical properties of ferro-chromium industrial-type
ores with high-melt impurities are the following: a density (q) of
2235 kg/m3, a Brinell hardness (HB) of 438–662, and a strength,
r, of 307–522 MPa. mechanical properties: fragile ore mineral.
The gating and feeding system parameter variation methods are
categorised into classic, experimental, and high-efficiency (new)
(Fig. 1).
The classic method involved a massive head for the supply of
molten metal through the gating system. After pouring the molten
metal into the mould, the form was horizontally rotated at 25
(Fig. 1a). In the experimental method, a significantly reduced head
was used in the corner of the plate. The supply of molten metal was
not through the gating system to the head; molten metal entered
from the end of the plate and there was no rotation of the form
after pouring (Fig. 1b). The new, highly efficient method permitted
the molten metal to enter from the end and the side of the plate.
The supply of molten metal through the gating system was
switched to both the end and the side of the plate. Moreover, the
form was not turned after pouring (Fig. 1b).
The tests were conducted on cast plates with the following
designs (Fig. 2a–c): a – ‘light’, b – a ‘medium’, and c – a ‘heavy’
design.
Each plate has a matching one with negligible variation in
weight, average wall thickness, and design. These plates are widely
used in ferroalloy crushing stations, have a relatively simple
design, and their production is fraught with several thermal stress,
shrinkage, and drop defects.
The plates are conventionally classified into ‘light’, ‘medium’,
and ‘heavy’; this categorisation identifies the effect of the plate
geometrics (primarily that of the average wall thickness) on the
severity of production-related defects.
To determine the chemical composition of the alloy, spectral
analysis was performed on a modern ISKROLINE 300 static-
emission spectrometer with a concentration measuring range of
0.0001–0.1%.
The measurement of the steel temperature as it crystallised in
the mould was performed by applying tungsten-rhenium thermo-
couples (VR 5/20) which were connected to EPR-08mz, an auto-
matic electronic potentiometer. The melt temperature was
measured in degrees Celsius.
Fig. 1. Designs of a feeding and gating system (head locations shown as dotted lines): a–classic horizontal form at 25 after pouring, b–experimental, and c–high-efficiency
(new).
Fig. 2. Mechanical 3D drawing of stationary plate: a – a ‘light’ design, length: 1165 m, width: 950 mm, and height: 106 mm; b – a ‘medium’ design, length: 1500 m, width:
950 mm, and height: 149 mm; and c – a ‘heavy’ design, length: 1080 m, width: 1045 mm, and height: 249 mm.
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The experimental investigations were conducted from February
2013, to December 2016, in an operational foundry shop of the
Katav–Ivanovsk Foundry, which is part of the Chelyabinsk Elec-
trometallurgical Integrated Plant (ChEMK, Russia). During the
experimental investigations, approximately 50 meltings of Had-
field steel were conducted and 450 crusher plates, 150 of each type
(light, medium, and heavy), were obtained using the three different
methods (classic, experimental, and high-efficiency).
Each melting produced nine forms, in which cavities existed for
three types of plates with three variants of gating and feeding sys-
tems. An additional sample was produced with each cast plate forthe chemical analysis of the alloy. All samples and plates were
labelled by melt number.
Before installation in the crushing station, the plates were
weighed. Then, the ore grinding time was recorded with a stop-
watch throughout the three crushing divisions (SMD-109A, SMD-
110A, and B9-2H) in parallel mode. The complete abrasion of the
plate edges was determined by visual inspection; after weighing
the worn plate, if its weight loss had reached a limit value (mar-
ginal mass loss: light plate = 90 kg, medium plate = 170 kg, and
heavy plate = 240 kg), the time on the stopwatch was considered
to be the total plate lifetime.
One-off forms of the plates were made via the cold-box-amine
process. The average wall thickness of the plates was: 50 mm for
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heavy plate. Mould filling was performed in 7, 8, and 9 min for
the light, medium, and heavy plates, respectively. The area of the
narrow sections of the gating systems was as follows: 23.00 cm2
for the light plate, 28.00 cm2 for the medium, and 33 cm2 for the
massive plate. The temperature of the molten steel poured into
the mould was 1570 C for the light plate, 1540 C for the medium
plate, and 1520 C for the heavy plate. The volume economy
achieved for the experimental and high-efficiency casting methods
was as follows: 7500 cm3 for the light plate, 15,000 cm3 for the
medium plate, and 41,000 cm3 for the massive plate. The volume
was three times greater using the classic casting method.
The control of the chemical composition of the marked steel
samples was carried out on sixteen elements: Fe, C, Si, Mn, P, S,
Mo, Ni, Al, Co, Cu, Nb, Ti, V, and W. The pouring temperature of
the steel lied within 1520–1570 C. The hardness coefficients of
the chrome ore and the prill shape were determined to be
f = 0.1  317 = 30.1 and SC = (193  240)/29 = 1597, respectively.Modelling
Dataset description
From an industrial perspective, there is a clear output for the
wear-limit experiments which should be considered in the dataset,
namely the total time during which the plates remain in the crush-
ing station before they pass a limit (time). The dataset included up
to 11 inputs of two clearly different natures: the first group of
inputs described the chemical composition of the plates in mass
percentages, whereas the second group had two characteristics
which described the casting process of the plates. In the first group,
the percentages of iron (Fe), carbon (C), silicon (Si), manganese
(Mn), phosphorus (P), sulphur (S), chromium (Cr), molybdenum
(Mo), nickel (Ni), aluminium (Al), cobalt (Co), copper (Cu), neody-
mium (Nb), titanium (Ti), vanadium (V), and tungsten (W) were
all recorded. In the second group, the casting method (Method)
and the type of cast plate (Type) which have been previously
described in Section 2 were recorded. All inputs of the first group
are continuous variables, whereas the inputs of the second group
are nominal and can each take three different values. As outlined
in the introduction, these inputs were selected because they are
the main indicators available to the process engineer regarding
the quality and source of the plate, as well as the different castingTable 2
Dataset variables and their variation range.
Variable Abbreviation Range Units
Iron Fe 85.357–87.172 %
Carbon C 0.818–1.032 %
Silicon Si 0.410–0.636 %
Manganese Mn 11.098–12.832 %
Phosphorus P 0.028–0.056 %
Sulfur S 0.012–0.032 %
Chromium Cr 0.029–0.262 %
Molybdenum Mo 0.008–0.016 %
Nickel Ni 0.075–0.125 %
Aluminium Al 0.007–0.011 %
Cobalt Co 0.015–0.021 %
Copper Cu 0.085–0.099 %
Neodymium Nb 0.004–0.007 %
Titanium Ti 0.001–0.004 %
Vanadium V 0.016–0.023 %
Tungsten W 0.043–0.063 %
Casting method Method High-efficiency, experimental,
classic
None
Type of cast plate Type Light, medium, heavy None
Total lifetime time 746.368–6902.709 hmethods through which it was formed. The dataset included 450
different plate compositions cast in a balanced proportion with
the nine different casting conditions. Table 2 summarises the
inputs and the output, their units, and the range of values in the
dataset; the output variable, time, is shown in bold. The dataset
is included as supplementary material for further research.
Because the total time during which the plates remain in the
crushing station before they reach their breakage limit is a contin-
uous output, its prediction is a regression problem.Machine-learning techniques
One of the main purposes of machine-learning techniques is to
solve classification and regression problems. If the output can only
receive a discrete number of values or classes, the task is referred
to as classification; however, if the output is a continuous value,
the problem must be solved with a regression.
Regression trees [32] are a popular and effective machine-
learning approach for the solution of regression problems. In our
research, Reduced Error Prunning (REP) trees were used; more
specifically, their implementation is referred to as REPTree [33].
A regression tree is a decision tree, the predicted outcome of which
is a continuous value. This type of predictive model consists of a set
of three different types of nodes: one root node, the internal nodes
or branches, and the terminal nodes or leaves. Root and internal
nodes serve to make decisions depending on one of the input attri-
butes. Alternatively, each terminal node provides a prediction by
means of a linear model of the inputs. To summarise, regression
trees consist of a series of decisions made from the top of the tree
to the bottom, where a leaf node is reached [34]; then, a continu-
ous outcome is predicted.
ANNs, known for their capabilities as universal approximators
[36], are a powerful non-linear family of techniques which draw
their inspiration from neuroscience [35]. A neural network is a col-
lection of nodes, also referred to as neurons [37], which perform
simple operations, i.e. typically, a sum of the weighted inputs fol-
lowed by the application of an activation function to that sum.
The neurons are distributed in multiple layers, where, with the
exception of the input and the output layers of the network, the
neuronal outputs of one layer will be the inputs for the neurons
in the following layer. Each neuron input is associated with a
weight which has to be fitted during the network training process,
typically through back-propagation algorithms [38], such as the
stochastic gradient descent [39].
The use of ANNs to solve regression problems could even be
described as a trend in machine learning [40]. ANNs have the capa-
bility of outperforming other techniques, such as, for example, the
aforementioned regression trees. There are several types of ANNs,
e.g. feedforward, radial basis functions (RBFs), and recurrent neural
networks (RNN). Each type addresses a very specific type of prob-
lem. In this study, an MLP, which is part of the family of feedfor-
ward networks, was applied to predict the lifetime of steel
plates. MLPs had a large impact within the research community
[41]. A perceptron [42] is a linear classifier, i.e. a straight line can
be used to divide input data into two categories (e.g. true and
false). Through the combination of several perceptrons in an MLP
architecture, non-linear classification, or regression problems can
be addressed by distinguishing data which are not linearly separa-
ble [43].Methodology
The Waikato Environment for Knowledge Analysis (WEKA) soft-
ware tool [44] was used to build the machine-learning models and
to conduct the experiments. Its implementation of the algorithms
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except for the target value, were normalised in a pre-processing
step which improved the training process for experimentation
with the models.
A k-fold cross-validation technique was selected for the evalua-
tion step. In cross-validation, the data were randomly split into k
subsets or folds. When using this technique, the under-
evaluation predictive model was trained k times; at each training
stage, one fold was used as the test data and the remaining k 1
folds as training data. Each fold can only be used once for testing
because the data used during validation will not have been used
in the training stage, thus providing a better generalisation of the
model [45]. A well-generalised model is capable of predicting tar-
get values from new input data [34]. The repetition of cross-
validation in several operations can ensure that statistical value
is attached to the average error of the prediction models. In this
research, a 10-fold cross-validation technique repeated 10 times
(10  10 cross-validation) was employed; therefore, each result
was an average of 100 runs [46].
The performance of a machine-learning model was assessed
through the use of evaluation metrics. Two of the best overall mea-
sures in regression are the root-mean-square error (RMSE) and the
mean absolute error (MAE) [47]. In this study, both were selected
for the evaluation of the effectiveness of the models; although cer-
tain authors have stated that the RMSE is not a good choice for
determining the average model performance [48], others have pos-
tulated that the RMSE is more appropriate than the MAE in some
specific cases [49]. In our case, the hourly units of both RMSE
and MAE were the same as the predicted target attribute. Obvi-
ously, the lower the value of the RMSE and MAE is, the better the










i¼1 byi  yi 
n
;
where, n represents the number of instances of the test subset, i
refers to the instance when it is used for the current prediction, byi
is the predicted value, and yi is the actual value of the output
variable.Results and discussion
The results of the prediction models generated from the exper-
imental dataset will be presented in this section. First, the mod-
elling results following different analyses will be discussed in
detail. Then, the industrial implementations of the best model will
be outlined.Modelling results
The modelling process, as presented in the Introduction, was
divided into three stages. First a visual pre-analysis was performed
using REPTrees. Then, the conclusion of the pre-analysis was used
to split the dataset into nine subsets and to build nine independent
prediction models, one for each subset; different MLP configura-
tions were trained and the results of their performance were dis-
cussed. Finally, the complexity of the MLP structure was
considered to select the best prediction model from an industrial
perspective.Visual pre-analysis using REPTrees
Typically, data from industrial sources include certain major
features which can be linked to the nature of the industrial prob-
lem, as well as the experimental design; however, these features
will not necessarily be apparent to the programmer who is respon-
sible for building the prediction model. If these features are not
taken into account, the models can be very inaccurate. Therefore,
in this research, a regression model using a REPTree was first
trained to take this possibility into account. The REPTree parameter
values were the default options inWEKA. The most useful informa-
tion which can be obtained from the resulting model is the tree
structure that it generates, as shown in Fig. 3, where only two
out of eighteen features were used by the tree. These features coin-
cide with the group which describes the casting process of the
plates. Therefore, we can intuitively expect that the influence of
the chemical composition on the wear-limit resistance of the steel
plates will be different for the nine leaves: one for each pair of Type
of Cast Plate–Casting Method. Therefore, the dataset can be split
into nine subsets with different behaviours. If we analyse the
model accuracy, the model achieved an RMSE value of 1.81 h and
a MAE value of 1.51 h. These errors, although apparently very good
considering the standard deviation of 2125.52 h of the full data set,
are quite the opposite: if we look closely at the data which corre-
spond to each subset of each leaf of the tree, their standard devia-
tions were between 1.13 and 2.24; hence, the obtained error value
was not acceptable.
Upon completion of this pre-analysis, an ANN model was built
with the aim of improving the accuracy of the REPTree model.
The reason for this strategy is attributed to the fact that regression
trees are one of the simplest machine-learning approaches,
whereas ANNs are typically more precise at predicting complex
processes, such as the plate wear limit. Therefore, the most well-
known ANN structure, the MLP, was selected for this task. After
performing a parameter tuning process, the best performance
was achieved with the WEKA default options with the exceptions
of the following.
 The number of neurons in the hidden layer: the same as the
number of attributes (18).
 The learning rate: 0.5.
 The momentum: 0.1.
 The training time (number of epochs): 10,000.
The RMSE of the model, considering the full dataset, was
0.874 h and its MAE was 0.657 h, which clearly outperformed the
REPTree model. Additionally, the training time of this model
(25.03 s) was significantly higher than that of the REPTree
(0.0011 s). Both training times were obtained with a workstation
equipped with an Intel Core i7 6700 3.4-GHz processor, 16 GB
RAM, and an NVIDIA Titan Xp GPU.Subset modelling
The analysis of the REPTree allowed us to conclude that nine
different subsets were present in the dataset and that two of the
inputs were sufficient to define them: casting method and type
of cast plate. Thus, having divided the dataset into nine subsets,
a REPTree for each subset with a WEKA default parameter config-
uration was built. Table 3 lists the performance of the REPTree
models for each subset in terms of the RMSE and the MAE, as well
as the chemical elements which were selected by the REPTree algo-
rithm to build each regression tree. According to the MAE value
(within the range of 0.165–0.442 h), in all nine cases, the generated
models outperformed the REPTree considering the full dataset (a
MAE value of 1.51 h); the best MLP model (with a MAE value of
0.657 h) was built using the full dataset (Section 4.1.1).
Fig. 3. Reduced-error pruning tree (REPTree) obtained for a period of the plates (in hours) prediction using the full dataset.
Table 3
Types of cast plate and casting method tree models, indicating the chemical elements selected by each regression tree and their performance indicators (RMSE and MAE).
Cast Plate Type Casting Method Alloy elements chosen by regression tree RMSE (h) MAE (h)
Fe Mn Mo S V P Nb Co
Light Experimental U U 0.3347 0.1650
Classic U U U U 0.3511 0.1650
High-efficiency U U U U 0.3288 0.1692
Medium Experimental U U 0.3931 0.2013
Classic U U U 1.0276 0.3631
High-efficiency U U U 0.6477 0.2851
Heavy Experimental U U 0.4775 0.2433
Classic U U U U 0.6137 0.2918
High-efficiency U U U U 1.2155 0.4416
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tance of each chemical element. Eight out of sixteen characteristics
(Cr, W, Cu, Ti, Si, C, Ni, and Al) were not used by any tree; therefore,
it may be stated that those features will be of no use for the predic-
tion of plate lifetime. The trees also showed that Fe was the most
significant element, because it was present in eight out of the nine
possible models, followed by Mn (6/9), Mo and S (4/9), V and P
(2/9), and finally, Nb and Co, which were selected only by one tree.
Finally, only one of the combinations appears twice; therefore, the
REPTree identified eight different combinations of features for the
nine subsets. As listed in Table 3, four of these combinations
require four chemical features of the plates, two combinations
require only three features, and in the remaining three cases is a
combination of only two chemical features sufficient to build the
REPTree model.
MLPs were used in a second stage to build one model for each
subset. The MLP parameters were the same as in the MLP pre-
sented in Section 4.1.1, with the exception of the training time,
which was 1500 h in this case. Shorter training times were needed
because each subset was nine times smaller than the full data set,
and a smaller number of features was also used. In this case, differ-
ent MLPs were built considering only some of the features.
Although this strategy might reduce the scope of the prediction
model in its industrial implementation (because fewer chemical
components are measured), it presents an interesting challenge:
the selection of the features to be used in the MLPs owing to the
high number of possible feature combinations.
First, the eight different combinations of chemical components
obtained with the regression trees (Table 3) were used to build the
MLP models for each data subset. Table 4 summarises the perfor-
mance indicators, the RMSE and MAE, of the 72 MLPs (9 sub-
sets  8 combinations of chemical components). The most
accurate models are highlighted in bold in Table 4. According to
the RMSE, the best combination was Fe + Mn + Mo + Co in all sub-
sets (9/9). However, in the case of the MAE value, the agreementwas not particularly clear because two combinations yielded the
best result for half of the subsets, namely the aforementioned com-
bination (Fe + Mn + Mo + Co) (4/9 subsets) and the combination Fe
+ Mn (4/9 subsets). Both combinations achieved the best accuracy
for the remaining subset.
In a second step, owing to the similar performance of a combi-
nation of four elements (Fe + Mn + Mo + Co) and a combination of
two (Fe + Mn), it was decided that all the possible combinations
of two components extracted from the best combination thus far,
i.e. Fe + Mn + Mo + Co, be tested. The objective was to establish
whether a simpler model of higher accuracy could be obtained. If
such a model exists, it would be of industrial interest because it
would imply a simpler measurement of plate composition. As there
are 6 possible combinations of 4 components combined in groups
of 2 components, 54 new MLP models (9 subsets  6 chemical
component combinations) were built, although 9 of them had been
previously built for tests (Fe + Mn) and have already been included
in Table 4. The accuracy of these 54 MLP models is listed in Table 5.
The most accurate models are highlighted in bold in Table 5.
In Table 5, two levels of accuracy may be observed; the first
three models—(Fe + Mn + Mo + Co), (Fe + Mn), and (Fe + Mo)—have
a clearly higher level of accuracy than the remaining models.
Although the more complex model, i.e. (Fe + Mn + Mo + Co), once
again achieved the best performance, its differences with the (Fe
+ Mn) and the (Fe + Mo) models were not significant.
From Table 5, the proportion of iron is expected to significantly
affect the process of wear. The 13 tested combinations of features
for the 9 subsets in terms of their RMSE and MAE were compiled
in Fig. 4 to verify this expectation. Fig. 4 shows small differences in
the performance of the combinations which contain Fe and greater
differences in the performance of the combinations which do not
contain Fe (separated by a vertical line in each graph). In fact, a com-
mon pattern can be identified in the performance of the nine models
(a curve which grows smoothly to the right). This pattern justifies





































































































































































































































































































































































































































































































































































































































































































































































































180 M. Juez-Gil et al. / Journal of Advanced Research 18 (2019) 173–184tern clarifies that the features related to the casting process of the
steel plates functioned independently from the features related to
the chemical composition used in the prediction of the plate lifetime.
Model complexity
As previously mentioned, in terms of performance, the best
model is the Fe + Mn + Mo + Co MLP; nevertheless, other aspects
can also be considered, such as the complexity of the model which
is generated. Fig. 5 shows the MLP topologies of the best model
built in Section 4.1.2 with the lowest number of possible inputs
(two) and the best model regardless of the number of inputs. The
Fe + Mn MLP is composed of only five neurons; therefore, it only
has to learn six weights. The Fe + Mn + Mo + Co MLP is more com-
plex; it is composed of 9 neurons and has to learn 20 weights.
Hence, a longer training time is needed. The Fe + Mn MLP model
was selected as the best option for the plate-lifetime prediction
owing to the similar performance of both models and the fact that
the first one required fewer inputs and shorter training times.
In Table 6, the above assertion is clearly demonstrated. The
table presents the performance of the different models built during
this research, as well as the training times which are required by
the computer to build each model. The RMSE and the MAE for
the nine models built by subsets are the corresponding averages
of the nine models, whereas in the case of the training time, it is
the sum of the nine training times.
As previously described, the accuracy of each model sum-
marised in Table 6 indicates a drastic improvement between
nine-subset models and full-dataset models (e.g. the RMSE
dropped from 1.8134 h with the full dataset to 0.5989 h with the
nine subsets and the REPTree model). Second, the training times
were shorter as well, particularly in the case of the MLP models.
In this case, the decrease was approximately 99% of the training
time of the entire dataset owing to the greater simplicity of the
new models.
Industrial implementation
The identification and training of a high-accuracy prediction
model might not be sufficient for its successful implementation
under real industrial conclusions. Manufacturing industries expect
visual tools with which quick and direct decisions can be taken on
the best manufacturing conclusions for a certain quality require-
ment. Therefore, the best model in terms of low-complexity and
high-accuracy—developed in the previous section (nine Fe + Mn
MLPs, one for each pair of casting method–type of cast plate)—will
now be used to build nine different heat maps. A heat map is a 2D
representation of two inputs, where the colour of each pixel repre-
sents a value of a certain output. In this case study, there is one
industrial quality requirement, namely the plate lifetime, whereas
there are four inputs which mainly affect the output: the casting
method, the type of cast plate, and the percentages of iron and
manganese in the chemical composition of the plate. The influence
of the first two inputs is great, whereas the influence of the second
two is smaller. Hence, it is more suitable to build nine heat maps,
one for each combination of the two first inputs, and to use the X
and Y axis to represent the respective percentages of manganese
and iron. Fig. 6 illustrates the nine heat maps. It is important to
notice that the colour scale of each graph differs, whereas the X
and the Y axes are the same, thus facilitating a simultaneous over-
view of the nine graphs.
This figure can be consulted in two steps. First, it is necessary to
identify the proper lifetime range which is expected for a certain
plate and to select the graph in the figure which includes this
range. After this first step, the proper casting method and the type
of cast plate will have already been fixed. Then, the desired plate-
lifetime parameters may be found by searching the selected graph
for the combination range of iron and manganese. As an example of
Fig. 4. MLP model performance comparison. Crosses (X) represent RMSE values, whereas circles (O) represent MAE values. The models presented at the left of each graph
have Fe as an input, unlike the models on the right.
Table 5
MLP model performance comparison using all alloy chemical element combinations of two elements obtained from the combination with the best performance (Fe + Mn + Mo






Fe + Mn + Mo
+ Co
Fe + Mn Fe + Mo Fe + Co Mn + Mo Mn + Co Mo + Co
RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE
Light Experimental 0.0368 0.0254 0.0417 0.0261 0.0443 0.0305 0.0520 0.0364 0.0880 0.0671 0.1339 0.0992 0.2001 0.1499
Classic 0.0360 0.0241 0.0370 0.0233 0.0402 0.0274 0.0473 0.0335 0.0765 0.0585 0.1316 0.0952 0.1913 0.1409
High-Efficiency 0.0318 0.0221 0.0359 0.0226 0.0418 0.0281 0.0466 0.0325 0.0849 0.0647 0.1289 0.0951 0.1883 0.1353
Medium Experimental 0.0598 0.0399 0.0623 0.0382 0.0686 0.0456 0.0809 0.0557 0.1327 0.0967 0.2258 0.1664 0.3330 0.2534
Classic 0.0573 0.0401 0.0655 0.0408 0.0703 0.0486 0.0864 0.0622 0.1341 0.1025 0.2372 0.1713 0.3617 0.2805
High-Efficiency 0.0585 0.0405 0.0675 0.0424 0.0739 0.0505 0.0832 0.0586 0.1416 0.1035 0.2317 0.1684 0.3248 0.2431
Heavy Experimental 0.0802 0.0542 0.0831 0.0522 0.0877 0.0597 0.1037 0.0727 0.1625 0.1197 0.2750 0.2006 0.3759 0.2740
Classic 0.0699 0.0483 0.0759 0.0483 0.0881 0.0600 0.0998 0.0700 0.1593 0.1201 0.2713 0.2017 0.4033 0.3076
High-Efficiency 0.0786 0.0545 0.0835 0.0531 0.0881 0.0608 0.1041 0.0751 0.1673 0.1277 0.2727 0.1990 0.4143 0.3137
Average (simulates full
data set)
0.0565 0.0388 0.0614 0.0386 0.0670 0.0457 0.0782 0.0552 0.1274 0.0956 0.2120 0.1552 0.3103 0.2332
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Fig. 6. Heat maps generated with the nine Fe + Mn MLPs prediction models for the plate lifetime.
Fig. 5. Topologies of MLP models built using Fe + Mn feature combination (a), and Fe + Mn + Mo + Co feature combination (b).
Table 6
Performance comparison of tree and MLP models considering the entire data set and the nine subsets in terms of model accuracy and training time.
REPTree full data set,
all features




Fe + Mn MLP 9
subsets, 2 features
Fe + Mn + Mo + Co MLP 9
subsets, 4 features
RMSE (h) 1.8134 0.8739 0.5989 0.0614 0.0565
MAE (h) 1.5059 0.6574 0.2584 0.0386 0.0388
Training Time (s) 0.0011 25.0294 0.0009 0.1413 0.2085
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tured with an expected lifetime of 2964.0 h, the graph in the mid-
dle column in the first row should be selected; therefore, the plate
should be manufactured using the Light–Classic combination. The
iron percentage should remain within the range of 85.8–86.5%,
whereas the manganese percentage should remain within the
range of 11.7–12.3%, as reflected by the medium-grey colour scale
of this graph, to achieve the desired plate lifetime.Conclusions
A hybrid model has been developed to measure the influence of
the chemical composition of Hadfield steel on the lifetime of (light,
medium, and heavy) crusher plates produced via three different
casting methods. A regression analysis established a considerable
influence of Fe, Mn, Mo, and Co. Moreover, Fe and Mn had a signif-
icant effect because they formed manganese austenite, which is
capable of cold-work strengthening during abrasive impacts. The
effect of Mo on the wear limit in steel can be explained by carbide
and nitrite-forming effects during the crystallisation of the alloy.
Cobalt is inherently wear-resistant and hard, which positively
affects the lifetime of steel crusher plates.
The proposed hybrid strategy for the modelling of the lifetime
of a plate could be divided into three steps. First, decision trees
were used for the extraction of the main information included in
the training dataset. These trees allowed us to conclude from the
experimental data that the type of cast plate and the casting
method were the most influencing factors. Therefore, the dataset
could be divided into nine subsets, one for each paired type of cast
plate and casting method, to model the influence of the chemical
composition of the plates with greater accuracy. Second, ANNs
were proposed for the development of high-accuracy prediction
models after comparing their performance with those of other
machine-learning techniques. A detailed discussion on the best
ANNs structure was presented, taking into account the most rele-
vant inputs. The results have shown that an ANN based only on
the Fe, Mn, Mo, and Co proportions would provide the most accu-
rate model, as well as a combination of two (Fe + Mn). Hence, the
decision was made to test all the possible combinations of both
components extracted from the best combination thus far, i.e. Fe
+ Mn + Mo + Co (RMSE of 0.056 h). Finally, a better option was pro-
posed from an analysis of the complexity of the machine-learning
model: an ANN which only processes the Fe and Mn proportion;
this model would have a slightly lower accuracy (RMSE of
0.061 h); however, its complexity would be significantly lower,
which would simplify its tuning process and shorten its training
time.
Finally, the identification of a high-accuracy prediction model
might not be sufficient for its successful implementation under
real industrial conclusions. Therefore, the best model (nine Fe
+ Mn MLPs, one for each pair of casting method and type of cast
plate) was reproduced on a heat map, i.e. a 2D representation of
the main inputs of the manufacturing process with a colour scale
to represent the value of the predicted output, namely the lifetime
of the manufactured plates. Considering the nature of the dataset,
the most suitable heat map in this case was divided into nine sub-
maps, one for each combination of plate type and casting method;
the X and Y axes showed the value of the Fe and Mn proportions in
the plate. A quick visual analysis of this heat map provides useful
and immediate information to the process engineer for the selec-
tion of the best manufacturing technology and chemical composi-
tion of the plate, depending on the wear-limit requirements of any
workpiece.
Future research will be focused on the effect that a higher dis-
persion in the composition of the plates can have on the accuracyof the machine-learning model. This extension of the dataset, from
a medium dataset to big data, can also affect the proposed method-
ology, and specific machine-learning models for big data might be
tested, such as deep neural networks. Proposals for future work
include a study of the micro-alloying of Hadfield steel and its effect
on the wear-limit resistance of crushing plates with minimum
ratios of iron (85.357%) and manganese (12.832%), which corre-
spond to the maximum full lifetime of a crusher plate, in accordance
with the previously presented diagrams.
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