Une propriété de concentration relative à la fonction d'Euler  by Marie-Jeanne, F. & Tenenbaum, G.
Indag. Mathem., N.S., 9 (3), 383-403 September 28,1998 
Une propriM de concentration relative B la fonction d’Euler 
par F. Marie-Jeanne et G. Tenenbaum 
Institut Ihe Cartan. Universik Henri PoincarC - Nancy I. BP 239, 54506 Vandawvre Cedex, France 
Communicated by Prof. R. Tijdeman at the meeting of 24 March, 1997 
I. INTRODUCTION 
L’etude de la concentration des fonctions additives est un outil important de la 
theorie probabiliste des nombres et constitue souvent une premiere Ctape cru- 
ciale pour la determination d’une repartition limite ou celle des lois locales. 
Elle est Cgalement utile dans le cadre plus general des fonctions additives nor- 
malisees, oti les estimations de concentration permettent d’obtenir des criteres 
d’existence, voire une description, de la repartition limite. Ameliorant un the- 
oreme de Hal&z [7], Ruzsa [13] a obtenu en 1980 un resultat qui ttend aux 
fonctions additives l’inegaliti probabiliste de Kolmogorov-Rogozin (voir, par 
exemple, [12]) relative a la concentration des sommes de variables aleatoires 
indtpendantes. L’intgalite de Ruzsa peut s’enoncer sous la forme 
Q(x;f) := r&a;” -‘l{n<x : h <f(n) dh + l}] < w(X)-“2, 
avec 
W(X) := 1 + m>; 
i 
X2 + T.y jmin( 1, If(P) - Xlogp 1)2 . 
P. 1 
Elle fournit une majoration du bon ordre de grandeur dans de nombreux cas, 
comme par exemple f(n) = Q(n) := xpVlln V, et f(n) = clog n, oti 1 d c < 
,/G. Le resultat de Ruzsa a ete recemment itendu par Elliott [3] au cadre 
de la repartition des valeurs des fonctions additives sur les nombres premiers 
translates. 
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Si l’inegalite de Kolmogorov-Rogozin est optimale en tome generalite, il est 
tres facile de construire des exemples de sommes de variables aleatoires in- 
dependantes ou elle ne fournit pas une estimation de tres bonne qualid. Une 
discrepance maximale est obtenue pour la somme X := Co <, cx Ej2’ oti les “J 
sont des variables de Bernoulli independantes et de mime loi 
P(&j = 0) = P(&j = 1) = f 
On a dans ce cas sup,,, IFD(X = m) = l/2’, alors que l’inegalitt de Kolmogo- 
rov-Rogozin ne donne pour cette quantite qu’une majoration < l/v& Des 
phenomenes emblables ont valables pour les fonctions arithmetiques - cf. en 
particulier [8], [lo], [15], oti sont abordees les questions de l’ordre normal et de 
l’ordre moyen de la fonction de Hooley A(n) := supI E n EdI n, f < log d Q (+, 1. 
Une situation generale dans laquelle on peut s’attendre a ce que les estima- 
tions de type Hal&-Ruzsa ne soient pas optimales est celle d’une fonction 
arithmetique additive f telle quef(p) = g(p - 1) oti la fonction g est elle-meme 
additive et possede une repartition asymptotique gaussienne dont la variance 
tend vers l’infini tout en restant a croissance mod&e. Nous nous proposons ici 
de traiter le cas exemplaire de la fonction 
ou cp designe la fonction indicatrice d’Euler. Nos risultats pourraient facile- 
ment etre etendus aux hypotheses plus g&&ales indiquees ci-dessus. 
Balazard et Smati conjecturent dans [I] que l’on a 
(1) Q(x;E) =: l/(logzx)3” (X + a),‘*) 
et plus precisement que 
(2) Q(x; E) N m/(log,x)3’2 (X + co). 
Ces conjectures reposent essentiellement sur la nature gaussienne de la re- 
partition globale des valeurs de E(n). On a uniformement pour x> 3, I” E Iw, 
(3) ; I{n~.~:E(n)~f~'+(z/~)g'!Z}j =@(-_)+O(l/@, 
avec _r := log,x et Q(Z) := J!,, r- “/‘dt/fi. La formule asymptotique con- 
tenue dans (31, due a Erdiis et Pomerance [5], est obtenue par des methodes 
classiques de theorie probabiliste des nombres: le theoreme de Bom- 
bieri-Vinogradov permet facilement d’estimer la valeur moyenne et la variance 
de E(n), et l’on conclut par le thioreme de Kubilius-Shapiro (cf. [2], Theorem 
12.2) qui joue le role du theoreme probabiliste de Feller-Lindeberg.(**) L’esti- 
“Jlci et dans la suite nous disignons par log, la k-i6me it&e de la fonction logarithme. 
‘**)I1 est g noter que Ram Murty et Saradha ont fourni dans [ll] une preuve du thkokme 
d’ErdSs+Pomerance indipendante du thkorkme de BombierikVinogradov et reposant essentielle- 
ment sur le crible d’kratosthtne. 
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mation du terme d’erreur figurant dans (3) est due a Balazard et Smati [l]. Les 
evaluations (1) et (2) decoulent immediatement de (3) sous l’hypothese que ce 
terme d’erreur est suffisamment regulier. A fins de reference ulterieure, nous 
remarquons des a present que, notant toujours y := log2 x, la relation (3) im- 
plique, pour tout [ < JJ/~, 
d’ou 
n < Y 
E(n) =X 
(4) Q(.x ; E) 2 
m+o(l) 
(log, X)3’1 
(x -+ a), 
ce qui est bien en accord avec (2). Nous etablissons (1). 
ThCorkme 1. On a Q(x; E) =: l/(log, .X)~‘~ (x 3 3). 
La fonction E(n) peut au prime abord apparaitre quelque peu artificielle, et 
le lecteur peu familier avec ce type de problemes est en droit de s’interroger sur 
la valeur sptcifique de l’information contenue dans un tel resultat. L’interit 
arithmetique reside en fait dans les renseignements fournis concernant les 
nombres premiers. Nombreuses sont en effet les conjectures qui souscrivent a 
I’idee generale que, mises a part leurs evidentes contraintes de congruences, les 
nombres premiers se cornportent de man&e stochastique. La conjecture de 
Goldbach en est un exemple ctiibre. Une autre propriite, apparemment plus 
anodine, resiste depuis longtemps aux efforts des arithmeticiens: peut-on 
montrer que 0(p - 1) est aussi souvent pair qu’impair? On ignore mCme si 
Q(l, - 1) est infiniment souvent pair (ou impair) et une reponse a cette question 
constituerait une b&he dans ce que les specialistes du crible appellent le phP- 
nom&e de paritd. Dans ce contexte, on peut voir le Theo&me 1 comme une 
approche en moyenne de ce probleme: la fonction E(n) est arithmetiquement 
tres semblable a la fonction additive C,,, Q(p - 1) (pour laquelle les techni- 
ques du present travail s’appliquent d’ailleurs sans changement) et une itvalua- 
tion de l’ordre de grandeur exact de la concentration permet de montrer qu’en 
un certain sens aucune valeur nest prise avec une frequence prepondtrante. On 
peut d’ailleurs deduire rigoureusement du Thtoreme 1 que, pour tout entier q 
fix& assez grand et tout a (1 d a 6 q), on a E(n) yk a(mod q) pour une suite 
d’entiers n de densite positive. 
Notre preuve du Theoreme 1 est fondee sur une approche analytique dont 
nous degageons les deux arguments-clefs ous forme de propositions formelles. 
Nous utilisons, ici et dans la suite, les notations traditionnelles 
e(u) = eZaiu, l]ul] = ,Irrf, 12.4 - nl (u E IL!). 
De plus, now reservons la lettre p pour designer generiquement un nombre 
premier. 
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Proposition 1. Posons 2(x ; 6, T) := cp 6 x { 1 - cos(2dfQ~ - 1) - Tlogp)}/p. 
On a uniformkment T pour > 1, x 3 3, 
Qcx; E) < + + _‘i’ e-minl.iQTZ(.I;6.7)/2 &j 
l/2 
Dbmonstration. On a pour un entier convenable k 
Le rksultat annonck dtcoule done de la majoration gCnCrale de Hal&z- 
Montgomery (cf. par exemple [16], Corollaire 111.4.6.3) appliquie i la fonction 
multiplicative n H e(dE(n)), soit 
” 
C e(tiE(n)) <<~+~e~minl.,.Z(x;2),r)/2 (Ta1,xg3,2jlE [w), 0 
< I 
Proposition 2. Posons //29/j, := mini $ t 4 ,\ldel/. Pour une constante absolue 
convenable Let tout Q ~]0,1[, ‘I 1 existe 6 = S(Q) > 0 tel que lbn ait 
Z(x;ij,~)>/6min(l, ((29((~(log2x)2) log,x+ O(1) 
uniform~mentpour x 2 3, ( r 1 Q (logx)e, ‘1y E R. 
Remarque. La constante L est celle qui apparait au Lemme 0 infra, diTi $ Hil- 
debrand [9]. Pour des commentaires concernant les valeurs numkriques, voir la 
remarque faisant suite i cet Cnonct. 
Nous ktablirons la Proposition 2 g la section suivante. Voyons ici comment 
elle implique le thttorkme. En appliquant la Proposition 1 avec T := (log,x)3, 
on obtient 
Q(x;E) << ’ 
(log2 *)3’2 
+ c y2 (logx)_ bmin(l. ~~~Y1~~*(logz I)‘) d29. 
f s L -l/2 
L’inttgrale en 19 est indtpendante de C et vaut 
y2 (logx)_ 
l/logzr 
hmin(l,ti’(h&x)‘) ddg s e-@*(l“g2~~)3 dd + l/(logx)’ 
-112 -I/logz.Y 
<< l/(log, x)3’2. 
Cela fournit bien l’estimation souhaitte pour Q(x ; E). 
Au prix de certaines difficultis techniques, la mtthode du prksent ravail peut 
ttre adaptke pour traiter le cas de la fonction non additive E*(n) := w(cp(n)). 
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ThCorkme 2. On a pour x > 3 
(5) Q(x;E*) =: ’ 
(log, x)3’2. 
Ce resultat avait Cgalement et& conjecture par Balazard et Smati dans [l]. 
L’idte essentielle consiste ici a d&composer canoniquement un entier n sous la 
forme n = ab avec p 1 cp(b) =+- p $ ]r ‘I*, r], oti r := (log,~)~. L’ensemble des en- 
tiers b resulte done dun crible sur un ensemble de nombres premiers de densite 
strictement comprise entre 0 et 1. Ensuite, on considere la decomposition 
E*(n) = E*(n, r) + E,‘(n) 
oh E’hr) = cp,&p<’ 1. L’etude des proprietes de divisibilite de cp(n) 
montre alors que, quitte a negliger un nombre acceptable d’exceptions, on a: 
(i) E*(n, Y) ne depend que de a; 
(ii) &*(n) = E,(n) = E,(a) + E,(b) avec E,(n) := &,uIIIP~~~,P>r v. 
Comme la fonction E, est additive, la technique de demonstration du 
Thioreme 1 s’applique pour majorer, a a fix&, la concentration de E, sur les 
entiers b t x/a. Le gain est encore, en moyenne, d’un facteur (log, X)-~‘~. On 
conclut en re-sommant sur a. 
Nous presentons les lemmes necessaires a la preuve du Theoreme 2 au para- 
graphe 3 et completons la demonstration au paragraphe 4. 
La technique est tres flexible et est susceptible de multiples generalisations, 
en particulier aux fonctions dtnombrant les facteurs premiers de p(n) ou de 
fonctions analogues dans des sous-ensembles de nombres premiers assez rtgu- 
liers. Nous ne developperons pas ici ces applications. 
Les auteurs tiennent a exprimer ici leur remerciements a Michel Balazard et 
Hakim Smati pour leurs utiles remarques sur des versions preliminaires de ce 
travail. 
2. PREUVE DE LA PROPOSITION 2 
L’evaluation de 2(x; 6,~) pour les grandes valeurs de ]r] + (Itij((LdG repose 
sur le risultat suivant, dfi a Hildebrand [9]. 
Lemme 0 (Hildebrand). II existe deux constantes absolues 61 et L telles que Ibn 
nit 
uniform6ment pour x 3 2 et f multiplicative satisfaisant d ) f (n)) = 1 (n Q x) et 
Remarques. (i) Hildebrand n’indique pas de valeur numerique mais precise 
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que sa demonstration est susceptible de fournir une majoration de I’ordre de 
1 03. La valeur conjecturee est L = 1, un resultat profond et sans doute difficile, 
au vu de I’application a la fonction de Liouville A(n) = (-l)“(“) qui im- 
pliquerait que les ensembles 
{p : fl(p - 1) rj(mod 2)) (j = 1,2) 
sont de densite relative positive. I1 est tres vraisemblable que la methode de 
Elliott dans [4] permette d’ameliorer notablement la borne superieure de L, 
sinon dans le Lemme 0, du moins dans la Proposition 2. 
(ii) Hildebrand enonce son resultat pour des nombres premiers translates de 
la forme p + 1 et non p - 1. Sa demonstration est en fait valable pour toute 
translation p + h oti h est un entier non nul arbitraire et fix&. 
Lemme 1. Soit Q ~10, l[. II existe une constantepositive Ko. dkpendant auplus de 
Q. telle que Ibn ait 
(6) 2(x ; d, T) 2 (1 - @)SI log2 .Y + O( 1) 
sous la condition 
(7) x33, Ko < IT/ + 1ISil,,,/G < (log-u)“. 
DCmonstration. Nous pouvons manifestement supposer x 3 x0( Q). Nous allons 
d’abord montrer qu’il existe une constante absolue cl telle que l’on ait 
lorsque T et r9 satisfont (7). Le Lemme 0 permet de reduire la preuve de cette 
majoration a celle des inegalites 
(9) 
Nous obtiendrons (9) grace au resultat classique de Selberg [14] 
C znCn) = u(logu)‘-l{G(z) + O,,$/logu)} (~32, 1,‘) dzo < 2), 
n<u 
ou G(z) := T(~)-tfl,,~~ (1 -z/p)-‘(1 - l/p)‘. P osant CO := SU~~-_~ _ I IG(z)], on 
en deduit en effet que 
Sp(v) = G(e(tt9))i upi’T(logu)ei’d)-l du + i u-“‘do 
2 1 
<co 1: u-i(‘(logu) e(Ed)-‘du +czL(l + ‘T])& (1 <e<L), 
2 
oh CI est absolue. Sous l’hypothese (7), il suit pour .Y assez grand 
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S,(v) d co I[ 
,’ 
uog u)e(ilY)-Iu,-;Er II ” du 2Lc7 1 - itr +csJ -+--=v 2 1 logu Cl 
ou cs est absolue. En choisissant ct > 5Lc2/5t. on obtient pour x, et done V, 
assez grand 
Soient K; := ,/m, KI = K~/,/ii. Lorsque /\6/\,_ > KlI$%$k on 
peut ecrire 
1 - cos(27r479) 3 slle# 2 sllsll;, > 8K,*‘/ log, 2’> 
d’ou en reportant dans (10) 
Cela montre que (9) est satisfaite des que IlS((,,/G > KI. 
Posons maintenant c4 := 2co/6t. On deduit encore de (10) que l’on a pour 
171 3 (‘4 
&(?I) <co;+ &v<&z,. 
Nous avons ainsi ttabli la majoration (8) dans l’hypothese que l’une des deux 
inegalites 11291/, JG > KI ou 1~1 b c4 est satisfaite. Une condition suffisante 
est done (7) avec KO := K, + ~4. 
L’estimation (6) est une consequence facile de ce qui precede. En effet, posant 
~9 := exp{ct (logx)e}, on a 
Z(x;l9,7)3 c 1 - COS(2Tl9R(J.J - 1) - Tlogp) 
,I’ s-p 4 I P 
=,-c 
1 - cos(2Yr6R(p - 1) - rlog(p - 1)) 
p < I P 
$+ O(1) 
Cela acheve la demonstration du Lemme 1. 0 
Nous etablissons maintenant une minoration de Z(x; ,Ly, 7) valable pour les 
petites valeurs de ~~19~~ JG. 
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Lemme 2. I1 existe une constante K2 telle que l’on ait 
Z(x;79,7)> fmin(l,2ti2(log2x)‘) log2x+ Oc(l) 
pour route constante C et ungormPmentpour x 3 3, 16(6 K2/d&i, (1-1 d C. 
DCmonstration. Nous pouvons supposer ]8(< 1. Le principe de cette demon- 
stration consiste a approcher fl(p - 1) par log2p. On pose Z = Z(x; 29, T) et 
zo = Zo(x; ‘L9,r) := c 
1 - cos(27r29 log,p - 7 logp) 
p < x P 
Ona 
2?ri79(R(p -1) - logzp) _ 11 
d2+y c IWP - 1) - log2Pl 1 
p i J P 
d’apres l’inegalite leiU - 1) < IuI, valable pour tout u E R. Par l’inegalite de 
Cauchy-Schwarz, il suit 
IZ-ZoJd2+q 
i 
1 c - c (O(p - 1) - log,p)” “2 
p<x Pp<s P I 
<< [dl(log~ xy(M2 - 2Ml + Mo}“2, 
OIYI l’on a POSC Mj := cp G-y O(p - 1)j(log2p)2-j/p (j = 0,1,2). 
D’apres [5] (Lemma 2.1) et [6] (Lemma 2.2, §6), on a 
c R(p- l)j = &{(log2x)~ + o((log,x)‘-‘)} (j = 1,2). 
p d .X 
Le theoreme des nombres premiers garantit que la mime estimation est valable 
avec un terme d’erreur 0( l/ log x) pour j = 0. On en ditduit par sommation 
d’Abe1 
MO = 3 (log, x)~ + O(1). Mj = t(log2x)3 + 0((log2x)2) (j = 1,2). 
On a done 
(11) c (Q(p - 1) - log,p)2/p = M2 - 2M1 + MO < (log, x)~, 
n < 5 
et l’on en deduit l’existence d’une constante absolue K3 > 0 telle que 
(12) (Z - Zs( dK&91(log2x)3’2. 
11 reste a minorer ZO. On a d’apres le theoreme des nombres premiers 
(13) Z0 = log2x- !HeZ(x) + Oc(l), 
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Posons w = w(x, T) = min(logx, 27r/]r]). En ins&rant I’estimation u-i7 = 
1 + 0( 171 log u) pour 2 < 24 < eW et en effectuant le changement de variables 
u = ]T] log u pour e” < u Q x, nous obtenons 
e” 
Z(x) = J (logu)2”i”-’ g + O((T]W) + 
/T( logs 
J e 
-isgn(~)v~2~it9-1 
I4 d” 2?ii8 2 /TIC 
w 27rizy 
= 2xii ’ + ITI- 2ridmin(I ce, e-isgn(T)L’w21ii~-1 dv + O( 1) 
w 2d 
= 2rizy 1+o(1l, 
ou nous avons majore la derniere integrale par integration par parties, soit, 
pour tout y > 2rr, 
,*i~~+2dt9logv J 
= 
hi6 f iv I 
y 
kf 
e f iv + 2?ii6 log tr 
2?r 2T (2~6 k ~1)~ 
dw = O(1). 
En reportant dans (13), il vient ZO = log? x - sin(2n6logw)/(27r6) + Oc(l), 
d’ou, en tenant compte de (12) 
(14) z> log,x - 
sin(2rr9 log w) 
2x8 - 
K+J((log2x)3’2 + Oc(1) 
On a sin u/u Q 1 - u2/7r2 (]u] d ‘rr), done, pour 1291 log, x < i, 
z > log, x - log w + 4@(log w)3 - Ks(ti](log, x)3’2 + Oc( 1). 
Nous utilisons cette inegaliti lorsque (~91 log, x d i, et en y remplacant le coef- 
ficient 4 par 2, de sorte que le membre de droite devient une fonction de- 
croissante de w sur [3, x]. I1 suit 
2 > 229’(log, x)3 - &]29](log, x)3’2 + Oc( 1) 
>62(log,x)3 + Oc(1) (]6(log,x d 4). 
Cette minoration est bien compatible avec le rtsultat requis. 
Lorsque ]IJ] log, x > f , il decoule trivialement de (14) que 
Z>log2x-~logz*-KzK310g,.~+oc(l) > ~log~x+oc(l), 
si K2 est assez petite. Cette inegalite implique bien celle de l’enonce. Cela 
acheve la demonstration du lemme. q 
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Lemme 3. I1 existe une constantepositive 62 telle que Ibn ait 
Z(s;8,r)~62min(l,iJ2(logzr)‘) log,x+ Oc(l) 
pour toute constante Cet uniformimentpour x 2 3, (19]< Ko/Jlog,x, IT] < C. 
DCmonstration. Le cas Jz9] d Kz/dG a deja et& trait& au Lemme 2. Now 
pouvons done supposer 
K2 < ]ti(J~6Ko. 
On deduit alors de l’inegalite elementaire 1 - cos u 3 (1 - cos .k)/e’ 
(U E R,! E IV*). que l’on a 
(15) 
Choisissons 1’ = [&/IG] + 1, de sorte que Ko d e]r9] dlogz” G MO. On a alors 
]]619]]~ > Ko/JG&Xet Q-l < 2KoC/Kz. Le Lemme 1 (avec, par exemple, Q = t) 
permet done de minorer Z(x; 48, PT) et l’on obtient par (15) 
Lemme 4. II existe une constante positive 63 telle yue 1 bn ait 
Z(x; 79, T) 2 &min( 1, ]]19(]t(log, x)‘> log, .y + 0( 1) 
Dbmonstration. La condition (]z)‘(IL d Ko/,,/‘= implique l’existence dentiers 
a et h, 1 G a < b d L, tels que (29b - al < Ko/,,/=. Or on a, grkx d (1% 
On peut done appliquer le Lemme 3 avec C = L& pour minorer 
Z(X ; bd - a, br). On obtient 
Z(x;z!J,r)> ~min(l,(b27-a)2(log2.r)‘)log2x+O(l) 
> -$min(l, I(B]l~(logIs)‘) log,x+ O(l), 
ce qu’il fallait demontrer. Cl 
Fin de la demonstration de la Proposition 2. Le resultat decoule immediate- 
ment de la conjonction des Lemmes 1 et 4. 
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3. PREUVE DU THkORkME 2: RiSULTATS PRiLIMINAIRES 
Soit M l’ensemble des fonctions multiplicatives a valeurs dans le disque unite. 
fitant don& g E M, T > 0 et N 2 1, on pose 
WZN(.K, T) := min C 
1 - !He(g( p)p- i7) 
1’1 $ = p < Y./I/N P . 
Lemme 5. Soient K ~]0,1 [et N un nomhre entier satisfaisant ir P+(N) < .Y et 
(16) 
PlN.P>U 
Alors on a 
(17) C 
n $ ‘, (n\ N) = I 
g(n) < .x y {e 
uniformhment pour .Y > 1, T 3 2, g E M 
Remarque. Ce resultat ttend et precise le Lemma 12 de Elliott dans [3]. 
DCmonstration. D’apres le theoreme de 
ple [ 161, Theo&me III.4.6), on a 
(18) c g(n) <<z ; 
rr< \-,(n.N)=l log X I/logr 
avec 
f&!(a)* := c 
kcZ 
k’+ 1 max o=l+rr 
Hal&z-Montgomery (voir par exem- 
HN(a) dcu 
o 
IE;y(s)12. FN(s) := ne, g(n)n-“. 
ir-k( < I/:! (n,N)=l 
cf. [16], formule (111.4.45) ~que 
FN(s) < h(o)a -I -m~,(exp(l/o). TI e (s = 1 + cr + ir, 1~1 d T) 
On montre facilement - 
avec 
AN(a) = n 
p / N,p C exp(l/a) 
(1 - l/p) < ~(ologr)~-^. 
d’apres l’hypothese (16). De plus, il a Cte itabli dans [17] (exercice 111.4.6) que 
l’on a uniformement pour 01 E [l/ logx, l] et T 3 1 
mN(exp(l/(r),T)> log(l/a) -logz.~+m~(~,T)fO(l). 
Nous pouvons done ecrire 
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(19) HN(a) << ~(logx)2-“nl-X(e-““‘“.T’ + T-w}. 
Nous disposons Cgalement de la majoration triviale 
qui implique 
(20) HN(cl) << f$) (logx)‘-“a-” 
Posons ~0 := (logx)-‘{e- nlv(r.T) + i’-1/2)-‘. En majorant, dans (18), HN((Y) 
par (19) lorsque l/ log x 6 Q d cro et par (20) lorsque QO < LY d 1, now obtenons 
bien l’estimation annoncte (17). q 
Lemme 6. Pour x 3 3, on pose z := log2 x, D := flficp ~ z4p et 
P(D, x) := {p d x : (D&J - 1)) > l}, N := l-I p. 
P E Pwx xl 
Pour chaque E > 0, il existe une constante x0 (E) 3 3 telte que 1 bn ait 
u<p<r,plN 
uniformiment sous les conditions 
(22) x2x0(E), t>, exp{(logx)‘}, 2GugtGx. 
Remarque. Soient al, ~22, E des constantes positives arbitraires. Le lecteur vkri- 
fiera aiskment que cet &non& reste valide, quitte A changer les valeurs des ex- 
posants en d’autres nombres de IO, I[, pour tout z = z(x) > 2 et tout entier 
D = l-I+ cp < 202 p tels que D < exp{ (log xf’}. 
Dkmonstration. 11 suffit d’ktablir que 
u<p<t,p/N 
lorsque l’on a, outre les conditions (22), u > u1 := exp{(logx)“loo}. En &et, 
supposant cela acquis, on peut tcrire, pour 2 < u < uI < exp{(log t)l/loo}, 
13/15 
> (log t) (!3/15)(99/100) >> fg 6’7 
( > 
et similairement 
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n (l+l/P)~u<~<u, (l+llJJ) s 
15117 
u<p<4plN . . ( > 
< (logt) W’7(logu1)2/‘7 
log u 
(log t) 1502/1700 
< 
logu 
Maintenant, on remarque que D f e2z4 < u;‘~ d&s que x>xO(e). On peut 
done ecrire pour u > ~4~ 
c l= c 
UI cp Q u, P/N 
c CL(d) = dg /J(d) c 1 
UI <p Q I’ dl(D.p-I) w<p<u 
p=I(modd) 
d’apres le theoreme de Bombieri-Vinogradov, ou l’on a pose 
e(v;d,l) :=iJl$y c 
‘. p < W’ 
p=l(modd) 
Par sommation d’Abe1, il suit pour ~1 
(24) c i= X(D)log 
u<pQ t.p/YN p 
+ O(1) 
La formule de Mertens fournit X(D) = i + o( 1) (x --t w). Done (24) implique 
(23) puisque 6 < $ < 6. Partant, la demonstration du lemme est complete. 0 
Lemme 7. Pour x2 2 on dksigne par M(x) E’ensemble des fonctions multi- 
plicatives g telles que Ig(n)l = 1 (1 d n < x). Pour chaque E > 0, il existe des 
constantes 6, > 0, x0 2 2, ne dkpendant que de E, telles que Ibn ait 
c g(p- 1) 6(1 - 64)A(o)r(-x) (X > X0(E)) 
2<PSS 
(p-I.D)=l 
pour tout D < x’/‘-~ et toutefonction g E M(x) satisfaisant ri 
(25) sup sup y-1 
xl-ilZ<y<.x 1<!<1/& 
C g(n)’ d&q 
nC.v,(n.D)=l 
DCmonstration. 11 s’agit ici d’adapter la demonstration de Hildebrand au cas 
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d’une fonction nulle sur les facteurs premiers de D. La transposition n’induit 
aucune difficulte fondamentale et nous nous contentons d’indiquer les points 
essentiels. Pour simplifier l’exposition, nous effectuons la demonstration pour 
une fonction completement multiplicative: l’extension au cas general est 
standard. 
Nous pouvons manifestement supposer que D est impair. Soit 7 = i&. On 
pose J :=1x’), x”]] et l’on considere la quantite 
s:= c 
P < .\ 
c 1 =$x). 
Yl(Ppli 
(p-l.D)=l r, E J 
oti S(Q) est la sous-somme de S correspondant a la condition supplementaire 
4 E J(Q) := Jn]Q,ZQ] n P, 
la lettre P designant l’ensemble des nombres premiers et Q decrivant les nom- 
bres de la forme 2’s” avec 7’ < Y”. - .- Ici et dans toute la suite de cette dtmon- 
stration la lettre q designe un nombre premier. Une application routiniere du 
thioreme de Bombieri-Vinogradov fournit la minoration 
(26) 
I 
\ 
3 @(D)T(.u) C 13 $X(D)-ir(.u) 
c/EJ II- 1 
(x > S,(E)). 
Supposons maintenant que I’on ait 
(27) C g(p - 1) > (1 - 64NDW). 
,I < .r 
;/I-l.D)=l 
On en dtduit que, pour un nombre complexe convenable w de module 1, 
(28) p$., { 1 - !Xe(wg(p - 1))) d2bd(D)~(x) (x > -Q(E)), 
oti nous avons utilist l’estimation 
(29) c 1 =(FD/(d) c 1 = X(D)r(x) + 0 
p < i p < .Y 
ip-l,D)=I p=I(modJ) 
qui decoule egalement du thtorime de Bombieri-Vinogradov. En faisant appel 
a I’identite 1 - se Z = $11 - Z I2 valable pour tout nombre complexe Z de 
module 1, on deduit de (28) que 
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c 1<465x(D)+) (x > X2(E)), 
p Q .1 
(p-l,D)=l 
Ig(P-1)-A>& 
avec 65 = 61”. 
Posons k := 1 + [4/65], J, = {q E J : argg(q) E]27mr/k,24m + 1)/k]} 
(O<m<k- l),Jm(Q) =JmnJ(Q). Onpeutalorsecrire 
(30) s<c C MQ) + (465/MWW (x > x2(~))> 
Q O<m<k-I 
avec 
S,(Q) := C c 1 (1 <m<k). 
p 6 .V 
(p-l.D)=l 
4l(P-1) 
lg(p-I) -kl Q 65 
qE.‘m(Q) 
Posant n = (p - 1)/q dans la somme interieure, il suit 
Sn(Q)G C c 13 
llQX/Q qEJm(Q) 
(n.D)=l l+qnEP 
k(~)-MilG2~5 
ou nous avons introduit W, := We(-(m + i)/k). En appliquant l’inegalite de 
Cauchy-Schwarz, nous obtenons 
112 
&t(Q) Q (~LI(Q))"~ C fL,(Qxq’) 
q.q't.MQ) 
avec 
S~I(Q, := C 1, Snz(Q;qd) := C 1. 
n < .x/Q n<x/Q 
(n, D) = I (n.D)=l 
k(n) - &?I d 26s I+qn,l+q’nEliP 
En utilisant l’hypothese (25) et l’intgalite d’ErdGs-Turan comme dans [9] 
(Lemma 3), on peut ecrire 
ou la constante impliquee est absolue. 
Le grand crible ou le crible de Brun permettent de majorer &2 (Q ; q, q’). On 
obtient 
sn2(Q; 43 4’) +c q (J;,:q;,, Qcl “g )2 (4 # Y’). 
0 x 
11 suit 
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avec 
&n(Q) := C C 4-4’ 
y~.h(Q) q’~J,,,(Q, p(q - 4’) 
4’<4 
Un argument de convolution identique i celui du Lemma 2 de [9] fournit une 
majoration K Q/ log Q pour la somme intkrieure, d’oti 
&n(Q) +c dm IAn(Q)I 
En reportant dans (31), on obtient pour x > XX(E) 
En employant l’inkgalitt: de Hiilder sous la forme 
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C \Jm(Q)13’4 d k”’ C IJm(Q)I = $“41J(Q)13’4> 
OQrnCk-1 OQmQk-I 
nous obtenons finalement 
En reportant dans (30), on en dtduit l’estimation 
(32) 
{ 
s << 7(x) 
{ 
l/4%@) 65 
6, ,-+;W) 
1 
< {6;“? + @3E-‘}x(D)7r(x) (x > X4(E)). 
Cette majoration Ctant incompatible avec (26) pour 64 = &(E) assez petit, il 
s’ensuit que (27) n’a pas lieu pour une telle valeur de 64. Cela complkte la de- 
monstration du lemme. 0 
Dans ie lemme suivant nous majorons la concentration de la fonction ad- 
ditive 
E,(n) :== c v (r = z4) 
P” ll9w.P’r 
sur les entiers n tels que (p(n), D) = 1. 
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Lemme 8. Soit E > 0. Avec les notations du Lemme 6, on a, uniformtment pour 
exp{ (log x)‘} Q t < x, 
(33) sup c 1 <E 
t cp(N 
k 2 0 b < r, (Ip(b),D) =l (log* x)3’2 XT 
E,(b) = k 
1 logx 8’9 
IV ( > logr . 
DCmonstration. Pour simplifier I’tcriture nous convenons de designer exclu- 
sivement par la lettre b un entier tel que (cp(b),D) = 1, c’est-i-dire tel que 
(h,N) = 1. 
Soit Q;(t) la quantitt a majorer. On a clairement 
Par les Lemmes 5 et 6, on peut encore Ccrire 
avec 
ZN(t;dJ,T) := c 
1 - c0s(27r?9~4p - 1) - rlogp) 
p<r P 
P~‘N 
0,(n) := C V. 
PVlln 
P>r 
On choisit T = (log,x)*‘. Cela reduit la preuve de (33) a celle de la minoration 
(34) zN(t:~:7)>>min(l,;(~ll~(log~x)*)log,!.~f~(1) (xl,<t,<x,/~/<T) 
oti K = K(E) est une constante convenable et od l’on a pose XI = e(‘“sX)E. 
On a pour les valeurs considertes de r et t 
c 
e27iilYf7r(p-l) 
= c 
e2?ritif2,(p-I) 
x, <p 6 f 
pl+i7 
YI<P41 
cp _ ljl+iT + OclJ1 
PXN (p-I.D)=l 
done le Lemme 7 fournit (34) - avec en fait une constante ne dependant que de 
E au lieu de min( 1, Ild(&(log, x)2) - p our toutes les valeurs de 29 et r telles que 
(35) sup sup y-1 c 
e??rit?fQ,(n)n- i7 G & b4 
exp{(logx)f’2} < )’ < .Y . \ ’ $ f< l/h n $ r’. (n. D) = 1 
Nous avons utilise ici le fait que cp(D)/D + $ lorsque x + KI. 
On montre facilement par integration complexe (voir [16], theoreme 11.5.3) 
que l’on a 
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c eZ7ritYf2,(n) 
” < y, (n, D) = 1 
avec 
= y(logy)e(“)-’ {G(z, 8) + @(G2(z)/ logy)) (Y32) 
G1 (z, 19) := 
G*(z) := fl (1 +P-~‘~) <<E (logx) El4 . 
p<r 
Par integration par parties, on en deduit (35) sous l’hypothese 
(36) &(E) < 171 + llr& Jlogzx G 2T7 
ou K = K(E) = l/& et K~(E) est une constante convenable. Nous omettons les 
details, qui sont identiques, mutatis mutandis, 2t ceux de la demonstration du 
Lemme 1. (On pourrait ainsi remplacer la borne superieure 2T de (36) par 
(logx)” avec (Y = (Y(E) > 0, mais nous n’aurons pas l’usage de cette precision.) 
11 reste a ttablir (34) lorsque 171 + \\r!FJK~~<&(~). On procede de 
maniere semblable a celle des Lemmes 2, 3 et 4, en approchant sZ,(p - 1) par 
log,p - log, r et en estimant l’erreur impliquee par une extension adequate 
de (11). La technique de sommation d’Abe1 est inchangte, a ceci pres que i’on 
fait appel a (29) prealablement au theoreme des nombres premiers. En defi- 
nissant Z(x) comme dans (13), on obtient que l’on a 
ZN(~;T~,T) =X(D) log,x-%e { ((1$&J} + O,.c(l + lfYQO& XY) 
uniformement pour e(rOsX)” < t < x, 1~1~ C, 19 E R. On peut done utiliser l’esti- 
mation de Z(x) Ctablie au Lemme 2 et conclure, par les mCmes calculs, que (34) 
a bien lieu si r est borne et h_91,/= est assez petit. Les arguments des 
Lemmes 3 et 4 sont alors applicables ans modification pour obtenir la validite 
inconditionnelle de (34). Cela acheve la demonstration du Lemme 8. Cl 
4. PREUVE DU THbORkME 2: COMPLiTION DE L-ARGUMENT 
Conservons les notations r, E*(n, r), E;“(n), E,.(n) de la Section 1 et z, D, N du 
Lemme 6. Conformement au schema de demonstration decrit dans I’introduc- 
tion, nous decomposons chaque entier n d x sous la forme n = ab avec p ) a + 
p 1 N et (b, N) = 1. Nous convenons de designer generiquement, dans tout ce 
qui suit, par a et b des entiers soumis i ces contraintes multiplicatives. Nous 
pouvons alors Ccrire, en introduisant F,‘(n) := &, , p(H). fi<p G r 1, 
E*(n) = E*(n, &) + Fr*(a) + E;(n). 
Cela decoule trivialement du fait que, par construction, F,*(b) = 0. Nous allons 
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maintenant montrer que tous les entiers n < x sauf au plus O(x/(log, x)*) d’en- 
tre eux satisfont aux conditions suivantes: 
(i) E*(n, &) = 7r(fi), 
(ii) E;(n) = E,(a) + E,(b), 
(iii) a<x/exp{(logx)“‘O}. 
Pour q premier, soit x4(n) la fonction multiplicative valant 1 si q Y&n) et 0 
dans le cas contraire. Le nombre des entiers II contrevenant a (i) n’excede pas 
d’apres un resultat classique concernant les valeurs moyennes de fonctions 
multiplicatives positives - voir par exemple [16], Theoreme 111.35 Le produit 
en p est 
< (logx)-“(q-‘) 
uniformement pour q < fi, d’apres le theoreme de Siegel-Walfisz. Le nombre 
des entiers n ne virifiant pas (i) est done CC xr(fi)e-fi K x/z*. 
Un entier n contrevient a (ii) si et seulement s’il existe un nombre premier 
q > r tel que q* 1 p(n). C e a nest possible que si l’une des trois conditions sui- 1 
vantes est realisee: n est divisible par q2; n possede un facteur premier 
p s l(mod q*); n posdde deux facteurs premiers distincts pi ,p2 tels que 
pj = 1 (mod q) (j = 1,2). En utilisant l’estimation 
c 
s<p<x.p=l(mods) P 
(1 <s<x) 
qui decoule facilement du thtoreme de Brun-Titchmarsh, on obtient que le 
nombre de ces exceptions n’exdde pas < x(log, x)*/r < x/(log, x)~. 
Pour estimer le nombre des exceptions a (iii) nous utilisons le crible de Brun 
sous la forme 
Cl<t n 
a<t P G t,pXN 
= +)nt (1 -jJ<F<x (1 -f) (2GfGX). 
PIG 
En estimant le dernier produit par le Lemme 6, nous obtenons done 
(37) c 1 << &~(logr)-i’~(logx)-6’7 (2<t<x). 
o<i 
Le nombre des entiers n tels que a > x/exp{(logx)l’lo} n’excede done pas 
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ou la premiere estimation risulte de (37) par sommation d’Abe1 et la seconde 
de (21). 
Nous sommes maintenant en mesure d’aborder la phase finale de la demon- 
stration du Theoreme 2. La minoration de (5) decoule, comme dans le cas de 
E(n), de la convergence vers la loi de Gauss: ainsi que le remarquent Balazard 
et Smati dans [l], la formule (3) est valable pour E*(n) 1 condition de multiplier 
le terme d’erreur par log, x. Nous pouvons done nous restreindre a montrer la 
majoration contenue dans (5). 
11 dtcoule des reductions aux conditions (i), (ii) et (iii) que I’on a 
Q(x; E*) <A-’ C sup c 
a d “/eXP{ (logx)‘~‘O} k 2 0 b $ .xJa. E,(b) =k 
En majorant la somme en b par le Lemme 8, il suit 
Q(x;E*) < ’ 
819 
(log, x)3’2 + (lo,1 x)2 . 
Une sommation d’Abe1 utilisant (37) permet de montrer que la somme en a est 
K N/p(N). Cela acheve la demonstration. 0 
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