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A Markov chain Monte Carlo algorithm for multiple imputation
in large surveys
Abstract
Important empirical information on household behavior and household finances, used heavily by
researchers, central banks, and for policy consulting, is obtained from surveys. However, various
interdependent factors that can only be controlled to a limited extent lead to unit and item nonresponse,
and missing data on certain items is a frequent source of difficulties in statistical practice. All the more,
it is important to explore techniques for the imputation of large survey data. This paper presents the
theoretical underpinnings of a Markov Chain Monte Carlo multiple imputation procedure and outlines
important technical aspects of the application of MCMC-type algorithms to large socio-economic
datasets. In an exemplary application it is found that MCMC algorithms have good convergence
properties even on large datasets with complex patterns of missingness, and that the use of a rich set of
covariates in the imputation models has a substantial effect on the distributions of key financial
variables.
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1 Introduction 
Important empirical information on household behavior and finances is obtained from 
surveys. However, various interdependent factors that can only be controlled to a limited 
extent, such as privacy concerns, respondent uncertainty, cognitive burden of the 
questions, and survey context, lead to unit nonresponse and item nonresponse.  
The general phenomenon of item nonresponse to questions in household surveys as 
well as problems of statistical analysis with missing data have been analyzed by various 
authors, beginning with the work by Ferber (1966) and Hartley and Hocking (1971); see 
Beatty and Herrmann (2002) as well as Rässler and Riphahn (2006) for reviews. Recent 
examples, focusing on income, saving, and asset choice, are Barceló (2006, Spanish 
Survey of Household Finances) and Kennickell (1998, U.S. Survey of Consumer 
Finances), as well as Biewen (2001), Frick and Grabka (2005), Riphahn and Serfling 
(2005), and Schräpler (2003) who work with data from the German Socio-Economic Panel 
(GSOEP). 
For a large majority of variables in household surveys, item nonresponse is not a 
problem. For example, in the context of the German SAVE survey – a survey that focuses 
on details of households' finances as well as households' socio-demographic and 
psychological characteristics – there is hardly any nonresponse to questions about socio-
demographic conditions of the household, to questions about households’ expectations, 
health conditions, and about indicators of household economic behavior (Essig and 
Winter, 2003; Schunk, 2007). Mainly due to privacy concerns and cognitive burden, 
though, there are higher item nonresponse rates for detailed questions about a household’s 
financial circumstances. For studies that use this financial information, missing 
information on one of those variables is a problem. It is tempting and still very common to 
simply delete all observations with missing values. But deleting observations with item 
nonresponse, i.e. relying on a complete-case analysis, might lead to an efficiency loss due 
to a smaller sample size and to biased inference when item nonresponse is related to the 
variable of interest.2 Particularly for multivariate analyses that involve a large number of 
covariates, case deletion procedures can discard a high proportion of subjects, even if the 
per-item rate of missingness is rather low. 
The purpose of this paper is to present and discuss the theoretical underpinnings of 
an iterative multiple imputation method that has been developed for large survey data as 
well as to outline key technical issues related to the application of MCMC-type algorithms 
to large datasets.3 Missing item values are imputed controlling for observed characteristics 
of nonrespondents and respondents in order to preserve the correlation structure of the 
                                                 
2 See, e.g., Rubin (1987) and Little and Rubin (2002) for discussions about efficiency and bias in a missing 
data context. 
3 A companion paper (Schunk, 2007) documents the application of this MCMC-method to the SAVE data in 
detail, investigates the convergence properties, and analyzes the resulting distributions of various imputed 
variables. 
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dataset as much as possible. The method yields a multiply imputed and complete dataset 
that can be analyzed without discarding any observed cases. In contrast to single 
imputation, multiple imputation allows the uncertainty due to imputation to be reflected in 
subsequent analyses of the data (see, e.g., Rubin, 1987; Rubin, 1996; Rubin and Schenker, 
1986).  
Other iterative multiple imputation methods have recently been applied to large-
scale socio-economic survey data. The imputation method for the U.S. Survey of 
Consumer Finances of the Federal Reserve Board System, developed by Arthur 
Kennickell (Kennickell, 1998), has been used on the Spanish Survey of Household 
Finances (Barceló, 2006). However, the convergence properties of Markov Chain Monte 
Carlo procedures have only been analyzed on simulated datasets and on small datasets 
with only few variables (e.g., Schafer, 1997). Furthermore, there is only a very limited 
discussion about the effects of imputation on the resulting distributions of imputed 
financial variables in the context of large-scale survey data and this discussion almost 
exclusively concerns non-iterative approaches (Frick and Grabka, 2005; Hoynes et al., 
1998; Kalwij and van Soest, 2005). Discussing distributional effects, however, is 
informative for both survey and imputation methodology. First, it complements findings 
based on other imputation methods as well as based on experiments that investigate the 
mechanisms of item nonresponse, and second, it is a contribution to the exploration of 
new imputation techniques for large surveys. Briefly, a discussion of the theoretical 
underpinnings of MCMC methods as well as of convergence issues and distributional 
effects serves to evaluate different imputation methods and is an important step in the 
scientific discussion about the development of standards for the imputation of large survey 
data. 
2 An Iterative Multiple Imputation Method - Motivation and Theoretical 
Underpinnings 
To deal with item nonresponse, one can resort to a complete-case analysis, to model-based 
approaches that incorporate the structure of the missing data, or one can use imputation 
procedures.4 A complete-case analysis may produce biased inference, if the dataset with 
only complete observations differs systematically from the target population; weighting of 
the complete cases reduces the bias but generally leads to inappropriate standard errors. 
Additionally, a complete-case analysis leads to less efficient estimates, since the number 
of individuals with complete data is often considerably smaller than the total sample size.5 
Formal modeling that incorporates the structure of the missing data involves basing 
inference on the likelihood or posterior distribution under a structural model for the 
missing-data mechanism and the incomplete survey variables, where parameters are 
                                                 
4 An excellent overview of approaches to deal with item nonresponse is presented in Rässler and Riphahn 
(2006). 
5 Rubin (1987) and Little and Rubin (2002) illustrate and discuss biased inference and efficiency losses 
based on complete-case analyses and weighted complete-case analyses. 
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estimated by methods such as maximum likelihood. Multiple imputation is essentially a 
way to solve the modeling problem by simulating the distribution of the missing data 
(Rubin, 1996). Ideally, the imputation procedures control for all relevant differences 
between nonrespondents and respondents, such that the results obtained from the analysis 
of the complete dataset are unbiased.  
2.1 Assumptions 
Many different statistical imputation methods exist and they are applied in a variety of 
data contexts. Examples are mean or median imputation, hotdeck imputation and 
regression-based imputation. Hotdeck is a very frequently used nonparametric method 
(e.g., in the RAND-HRS). For hotdeck, only very few conditioning variables can be used 
even when the dataset is very large. Regression-based imputations need parametric 
assumptions. Since regression-based methods allow for conditioning on many more 
variables than hotdeck methods, they are better than hotdeck methods in preserving a rich 
correlation structure of the data, provided that an appropriate parametric assumption is 
made. 
Ideally, in order to impute the missing values, a statistical model should be explicitly 
formulated for each incomplete survey variable and for the missing-data mechanism. The 
parameters should then be estimated from the existing data (and from potentially available 
further information, such as information about the interview process) by methods such as 
maximum likelihood. Identifying the probability distributions of the variables under study 
is often very hard and requires very weakly motivated assumptions, since the mechanisms 
of nonresponse are often very complex (Manski, 2005). 
Clearly, imputation methods have to make statistical assumptions about the 
nonresponse mechanism and about the distribution of the data values in the survey.6 For 
the imputation method presented in this paper, the underlying assumption about the way in 
which missing data were lost is that missing values are ignorable. 
The missing data mechanism is said to be ignorable, if, (a), the data are missing at 
random (MAR)7 and, (b), the parameters for the missing data generating process are 
unrelated to the parameters that the researcher wants to estimate from the data.8 
Ignorability is the formal assumption that allows one to, first, estimate relationships 
                                                 
6 The Bayesian nature of the presented imputation algorithm also requires specification of a prior 
distribution for the parameters of the imputation model. In practice, unless the data are very sparse or the 
sample is very small, a noninformative prior is used (see Schafer (1997) for details). These conditions are 
rarely violated in data from serious socio-economic surveys. A noninformative prior can also be used for the 
SAVE data to which the presented MCMC algorithm has been applied (see section  3). 
7 See, e.g., Schafer (1997) for a definition of MAR and note that the MAR assumption cannot be tested from 
available data (Cameron and Trivedi, 2005). Note also that MAR does not imply that the missing values are 
a random subsample of the complete dataset. This latter condition is much more restrictive and is called 
‘missing completely at random’ (MCAR). See Little and Rubin (2002) and (Cameron and Trivedi, 2005) for 
further discussions. 
8 In the literature, MAR and “ignorability” are often treated as equivalent under the assumption that 
condition (b) for ignorability is almost always satisfied. 
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among variables between observed data and, then, use these relationships to obtain 
predictions of the missing values from the observed values.  
Of course, for these relationships to yield unbiased predictions, one would need the 
correct model for the observed and missing values. In practice, imputation methods for 
large datasets rely on simple parametric assumptions or on nonparametric hotdeck 
methods for discrete variables with only few categories and with very low rates of 
missingness.9  
The fact that data have been imputed multiply increases robustness to departures 
from the true imputation model considerably compared to single imputation approaches 
that are based on the same imputation model. This has been demonstrated in various 
simulation studies (Ezzati-Rice et al., 1995; Graham and Schafer, 1999; Schafer, 1997). 
Furthermore, existing research – using datasets from different scientific fields and with 
varying nonresponse rates – emphasizes the robustness of multiple imputation to the 
specifically chosen imputation model, given that appropriate conditioning variables are 
available in the dataset. These findings advocate the use of simple linear models (see, e.g., 
Schafer, 1997; Bernaards et al., 2003). 
2.2 Multiple Imputation 
Single imputation does not reflect the true distributional relationship between observed 
and missing values and it does not allow the uncertainty about the missing data to be 
reflected in the subsequent analyses leading to estimated standard errors that are generally 
too small. As documented and discussed in Li et al. (1991) and in Rubin and Schenker 
(1986), this can seriously affect the subsequent interpretation of the analyses.  
In multiple imputation, M>1 plausible data sets are generated with all missing 
values replaced by imputed values. All M complete datasets are then used separately for 
the analysis and the results of all M analyses are combined such that the uncertainty due to 
imputation is reflected in the results (see Rubin, 1987). Generally, this can involve two 
types of uncertainty: Sampling variation assuming the mechanisms of nonresponse are 
known and variation due to uncertainty about the mechanisms of nonresponse (Rubin, 
1987).  
Unless the fraction of missing data is extremely large, it is sufficient to obtain a 
relatively small number M of imputed datasets, usually not more than five. The relative 
gains in efficiency from larger numbers are minor under the rates of missing data that are 
observed in most socio-economic surveys.10  
 
                                                 
9 See, e.g., Barceló (2006), Frick and Grabka (2005), and Kennickell (1998). They generally assume a linear 
model for the imputation of continuous variables with high missingness. 
10 Rubin (1987) and Schafer (1997) define efficiency in the context of multiply imputed datasets and discuss 
the choice of M and its impact on efficiency in detail.  
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2.3 Stochastic Imputation and Conditioning Variables 
To preserve the correlation structure of the data, it is important to capture all relevant 
relationships between variables. In practice, the method therefore conditions on as many 
relevant and available variables as possible in the imputation of each single variable. All 
possible determinants of the variable to be imputed are included as predictors of that 
variable as well as their powers and interactions (e.g. Little and Raghunathan, 1997). 
Additionally, including all variables that are potential predictors of missingness makes the 
MAR-assumption more plausible, because this assumption depends on the availability of 
variables that can explain missingness and that are correlated with the variable to be 
imputed (Schafer, 1997). 
Each imputation model further imputes the missing data stochastically, such that the 
characteristics of the data distribution are preserved over the M imputed datasets. Suppose 
that the imputation model that is proposed for the variable of interest, y, is a simple linear 
model which is estimated based on n observations and k conditioning variables: 
2,      | ~ (0, )y X u u X N Iβ σ= +  (1) 
Stochastic imputation then replaces the missing value  uy  by its best linear predicted 
value,  X β , plus a random draw $u . This random draw comes from a normal distribution: 
    $ $   2,      | ~ (0, )uy X u u X N Iβ σ= +  (2) 
    ( )21 11( ' ) ( ' ),      ' ' ( ' ) 'X X X y y y y X X X X yn kβ σ− −= = −−  (3) 
2.4 Markov Chain Monte Carlo Simulation 
Tanner and Wong (1987) present an iterative simulation framework for imputation based 
on an argument that involves the estimation of a set of parameters from conditioning 
information that is potentially unobserved. This section reviews their arguments and 
motivates an iterative imputation method that can be used for large surveys: 
Let xu be unobserved values of a larger set x and let xo=x\xu. Xu is the sample space 
of the unobserved data, θ  is a set of parameter values to be estimated for which the 
parameter space is denoted by Θ. The desired posterior distribution of the parameter 
values, given the observed data, can be written as: 
( | ) ( | , ) ( | )
u
o o u u o u
X
f x f x x f x x dxθ θ= ∫  (4) 
Here, ( | , )o uf x xθ  is the conditional density of θ given the complete data X, and 
( | )u of x x  is the predictive density of the unobserved data given the observed data. The 
predictive density of the unobserved data given the observed data can be related to the 
posterior distribution that is shown above as follows: 
( | ) ( | , ) ( | )u o u o of x x f x x f x dφ φ φ
Θ
= ∫  (5) 
The basic idea of Tanner and Wong is that the desired posterior is intractable based 
on only the observed data, but it is tractable after the data are augmented by unobserved 
data xu in an iterative framework. The suggested iterative method for the calculation of the 
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posterior starts with an initial approximation of the posterior. Then, a new draw of xu is 
made from ( | )u of x x  given the current draw from the posterior ( | )of xθ , and this draw 
is then used for the next draw of ( | )of xθ . Tanner and Wong show that under mild 
regularity conditions, this iterative procedure converges to the desired posterior.  
In an imputation framework, the target distribution is the joint conditional 
distribution of xu and θ, given xo. Based on the ideas of Tanner and Wong, the iterative 
simulation method is summarized as follows: First, replace all missing data by plausible 
starting values. Given certain parametric assumptions, θ  can then be estimated from the 
resulting complete data posterior distribution ( | , )o uf x xθ . Let now tθ  be the current 
value of θ. The next iterative sample of xu can then be drawn from the predictive 
distribution of xu given xo and tθ : 
1 ~ ( | , )t tu u ox f x x θ+  [Imputation step (I-step)] (6) 
The next step is again to simulate the next iteration of θ  from the complete data posterior 
distribution: 
1 1~ ( | , )t to uf x xθ θ+ +  [Prediction step (P-step)] (7) 
Repeating steps (6) and (7), i.e. sequential sampling from the two distributions, generates 
an iterative Markovian procedure {( , ) : 1, 2,..., }t tux t Nθ = . For the purpose of imputation, 
this procedure yields a successive simulation of the distribution of missing values, 
conditioned on both, observed data and distributions of missing data previously simulated. 
The set of conditioning variables in this algorithm is not necessarily the entire set of all 
possible values (Tanner and Wong, 1987). Geman and Geman (1984) apply a similar 
procedure in the field of image processing and show that the stochastic sequence is a 
Markov chain that has the correct stationary distribution under certain regularity 
conditions. Li (1988) presents an additional formal argument that the process moves closer 
to the true latent distribution with each iteration and finally converges. The method is 
called Markov Chain Monte Carlo (MCMC) because it involves simulation and the 
sequence is a Markov Chain. Formally, the method is also related to Gibbs sampling 
(Hastings, 1970), and in the missing data literature it is often referred to as data 
augmentation. This method has been used in many statistical applications (e.g., Barceló 
2006; Buuren, 1999; Kennickell, 1998; Schafer, 1997, Schunk, 2007). Sequential 
simulation algorithms of the MCMC-type can be modified and implemented in different 
ways; I briefly come back to this issue in section  4. 
3  The Iterative Multiple Imputation Method for SAVE 
The iterative multiple imputation method described in the previous section has been 
applied to the German SAVE data. This section outlines the algorithmic structure of this 
implementation in order to draft the central features of an application of a Markov-Chain-
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Monte-Carlo type algorithm to a large dataset with complex patterns of missingness. 
Furthermore, it summarizes briefly the main results of this application.11  
3.1 Algorithmic Overview 
The multiple imputation method for SAVE (MIMS) distinguishes between core variables 
and non-core variables. The core variables have been chosen such that they cover the 
financial modules of the survey that involve all questions related to income, savings, and 
wealth of the household. The non-core variables include socio-demographic, 
psychometric, and health variables, as well as indicator variables for household economic 
behavior. All core variables have missing rates of at least 4%. The non-core variables have 
considerably lower missing rates, in almost all cases much less than 2%. The following 
136 variables (grouped into three categories) are defined as core-variables: 
• Income variables (E): 41 binary, ordinal, and continuous variables. 
• Savings variables (S): 3 binary and continuous variables. 
• Asset and Credit variables (A): 92 binary and continuous variables. 
All other variables in the dataset are non-core variables. 
To facilitate the algorithmic description, all variables are categorized as follows: 
• All variables that are not core variables are called other variables, O.  
• P is a subset of O, the subset of all variables that are used as conditioning variables 
or predictors for the current imputation step. 
• The union of all variables from P and all core variables that are used as 
conditioning variables for the current imputation step is referred to as the set C (= 
conditioning variables). In the following algorithmic description, C always 
contains the updated information based on the most recent iteration step, and it 
contains the maximum number of variables on which one can condition.  
The complete imputation algorithm for the SAVE data works as follows: 
__________ 
- Impute all variables using logical imputation whenever possible. 
Outer Loop – REPEAT 5 times, j = 1,..., 5 (= Generate 5 datasets) 
 - Impute variables from O using (sequential) hotdeck imputation, obtain complete  
   data O*. 
 - Impute the income variables E using P*, obtain complete data E*. 
 - Impute the savings variables S using P* and E*, obtain complete data S*. 
 - Impute the asset variables A using P*, E*, and S*, obtain complete data A*. 
 Inner Loop – REPEAT N times (= Iterate N times) 
  - Impute the income variables E using C. 
  - Impute the savings variables S using C.  
  - Impute the asset variables A using C.  
                                                 
11 A detailed documentation and discussion of this application is provided in a companion paper (Schunk, 
2007). 
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 Inner Loop – END 
Outer Loop – END 
__________ 
MIMS follows a fixed path through the dataset, and the five repetitions in the outer loop 
each generate one imputed dataset, such that five complete datasets are obtained. The first 
step of the procedure consists of logical imputation. In many cases, the complex tree 
structure of the SAVE survey or cross-variable relationships allow for the possibility to 
logically impute missing values. The following path through the dataset is guided by the 
knowledge of the missing item rates and by cross-variable relationships. The path starts 
with variables with low missing rates, such that those variables can subsequently be used 
as conditioning variables for other variables with higher missing rates. For example, 
among the core variables, the net income variable is imputed first, since its missing rate is 
generally lower than the missing rates of other core variables. The algorithmic description 
shows that as soon as the iteration loop starts, all variables are already imputed, i.e. 
starting values for the iteration process have been obtained, and all variables can be used 
as conditioning variables during the iteration.12 Each variable is imputed based on one of 
the following three general methods:13  
(1) For all categorical or ordinal variables with only few categories and with a low 
missing rate, a hotdeck procedure with several conditioning variables is used.  
(2) For all binary, categorical, or ordinal core variables, binomial or ordered Probit 
models are used.  
(3) For all continuous or quasi-continuous variables, randomized linear regressions with 
normally distributed errors are used. The conditional expected value is estimated and an 
error term, drawn from a symmetrically censored normal distribution, is added. This 
normal distribution has mean zero and its variance is the residual variance of the 
estimation. The error term is always restricted to the central three standard deviations of 
the distribution in order to avoid imputing extreme values. In few cases, logical or other 
constraints require that the error term has to be further restricted; examples are non-
negativity constraints. The imputed value is also restricted to lie in the observed range of 
values for the corresponding variable. That is, in particular, imputed values will not be 
higher than observed values for a certain variable.  
Due to the skip patterns in the questionnaire, the data have a very complex tree 
structure that imposes a logical structure which has to be accounted for in the imputation 
process. Furthermore, the imputed values have to satisfy potential logical conditions 
imposed by the information provided by the households or imputed previously. If 
                                                 
12 One referee has argued that the algorithm should condition on further core variables for choosing starting 
values. It is found that the choice of different starting values neither changes the findings on convergence 
nor the findings about the resulting distributions of the imputed variables (see Schunk 2007). 
13 These methods and their application to binary, categorical, ordinal and (quasi-)continuous variables with 
high and low missing rates are illustrated and discussed in more detail in Little and Rubin (2002). 
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necessary, the procedure draws from the estimated conditional distribution until an 
outcome is found that satisfies all possible constraints that apply in the particular case. 
3.2 Selection of Conditioning Variables 
As is clear from the description above, each regression or hotdeck method is tailored 
specifically to the variable to be imputed. Of particular importance are the conditioning 
variables which have been selected individually for every single variable with missing 
information according to the following guidelines: 
(A) Hotdeck imputations: Hotdeck imputations, which are used for discrete variables with 
very low missing rates, allow for only few and discrete conditioning variables due to the 
quickly increasing number of corresponding conditioning cells. The conditioning variables 
are, first, selected based on theoretical relationships if available and, second, based on the 
strength of the respective correlation with the variable to be imputed.  
(B) Regression-based imputations: In theory, every regression-based imputation should 
use all relevant variables in the dataset, as well as higher powers and interactions of those 
terms as conditioning variables (Little and Raghunathan, 1997). The imputation procedure 
should, in particular, attempt to preserve the relationships between all variables that might 
be jointly analyzed in future studies based on the imputed data (Schafer, 1997). In 
practice, a limit to the number of included conditioning variables is imposed by the 
degrees of freedom of the regressions. Additionally, there must not be collinearity 
between conditioning variables, which can easily arise in some cases due to the tree 
structure of the questions. Due to these constraints concerning the inclusion of 
conditioning variables, it is of particular importance to select these variables following a 
procedure that ensures the best possible use of the available information (see Schunk, 
2007). 
3.3 Results 
MIMS has been applied to the 2003/2004 wave of the SAVE survey which contains 3154 
observed households. This section outlines the key issues and findings concerning the 
assessment of convergence as well as concerning the effect of the algorithm on the 
distribution of the imputed data.  
3.3.1  Convergence of MIMS 
Assessing convergence of the sequence of draws to the target distribution is more difficult 
than assessing convergence of, e.g., EM-type algorithms, since there is no single target 
quantity to monitor, like the maximum value of the likelihood. Two convergence criteria 
have been used: First, a criterion that is based on a measure for the average change in the 
values of a certain variable vector between two consecutive iteration steps (see Schunk, 
2007). Second, a standard convergence criterion that is also mentioned in Barceló (2006) 
and which is defined with respect to measures of position and dispersion of the 
distribution of the imputed variable: 
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1 1
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⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎝ ⎠ ⎝ ⎠  (8) 
Here, Q25, Q50, and Q75 denote the 25th, 50th, and 75th quantile, respectively, of the 
particular distribution of imputed values. 
Based on both criteria, the convergence analysis finds quick convergence of the algorithm 
on all variables. While some variables have already converged after one iteration step, 
others need about ten iteration steps. No indication of divergent behavior or long term drift 
was found even after running the algorithm for 1000 iteration steps. Given these findings 
about convergence, MIMS is run for 20 iteration steps, i.e. N = 20. This is in line with 
findings based on the iterative algorithm implemented for the Survey of Consumer 
Finances (Kennickell, 1998). Kennickell reports quick convergence on key variables, the 
SCF-algorithm is run for six iteration steps.  
3.3.2  Imputed and Observed Data 
The following figure shows the estimated distributions of imputed and observed values for 
six selected variables.14 It is evident that the inclusion of covariates has a substantial effect 
on the distribution of asset holdings, a conclusion that is also emphasized by various 
authors that use other methods (Chand and Gan, 2002; Kalwij and van Soest, 2005; 
Hoynes et al., 1998). For most financial asset items, the included conditioning variables 
shift the distribution to higher values on average, compared to the original distribution of 
observed values, which would simply be replicated if no conditioning variables were used. 
In contrast to the findings concerning the financial wealth variables, imputed variables of 
owner occupied housing are lower than observed values. The findings on the effect on 
financial wealth as well as on owner occupied housing wealth are in line with, e.g., 
Hoynes et al. (1998) who use a non-iterative regression-based imputation. Concerning the 
income values, a detailed analysis also reveals that MIMS does not have a strong effect on 
their distribution. Item nonresponse seems to be only mildly selective with respect to the 
tails of the income distribution, and mean imputed income is slightly higher than mean 
observed income. The nature of both effects corresponds to the effects reported by Frick 
and Grabka (2005). Their findings from a regression-based single imputation procedure of 
annual income variables for the SOEP suggest that item nonresponse on income appears to 
be selective with respect to both tails of the income distribution; the overall effect of their 
imputation is an increase in the mean of after-tax income by 1.7%. 
 
 
 
 
                                                 
14 The kernel density is estimated for positive values of the variables that have been analyzed above; an 
Epanechnikov kernel and Silverman’s rule of thumb (Silverman, 1986) for bandwidth selection have been 
used. 
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Figure 1: Density functions of observed and imputed values. 
 
Observed Imputed
 
4 Discussion and Conclusion 
Except for controlled experimental settings, survey-based studies about human past and 
intended behavior rarely generate complete information. For several reasons that have 
been discussed in this paper, it is however desirable to provide users with a complete 
dataset in which all missing values have been imputed.  
The goal of this paper is to present the theoretical underpinnings of a Markov Chain 
Monte Carlo imputation method as well as to outline technical issues related to the 
application of MCMC-type algorithms to large datasets with complex patterns of 
missingness. Since missing values are rarely known with certainty, the presented 
algorithm generates multiply imputed data. This ensures that the uncertainty about the 
missing data can be appropriately reflected in subsequent analyses.  
The Markov Chain Monte Carlo technique that is used for the algorithm developed 
in this paper is similar to the method presented in Schafer (1997) who uses smaller 
datasets with only few conditioning variables. Based on the presented theoretical 
deliberations, it is clear that modifications of this implementation – which might have 
different convergence properties in practice but should have the same stationary 
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distribution – are conceivable: For example, in each iteration step, the distribution of 
unobserved values can be simulated a certain number of times p, and the parameter values 
for the next iteration step can then be estimated from all p simulated distributions; this 
means that multiple versions of the unobserved data are generated from the predictive 
distribution in one iteration step. This modification has also been implemented for the 
SAVE data and the findings are perfectly in line with the results presented in this paper, 
both in terms of distributional effects as well as in terms of convergence properties. Other 
modifications are conceivable and should be explored in the future: The sequential 
simulation algorithm can be modified such that each draw from a certain conditional 
distribution depends not only on the conditional distribution estimated in the preceding 
iteration step, but also on conditional distributions estimated in earlier iteration steps. A 
comparison of convergence properties between different ways of implementing the data 
augmentation algorithm would be helpful.  
So far, convergence properties of MCMC methods have only been systematically 
analyzed on simulated datasets and datasets with fewer variables compared to the large 
household survey that is analyzed in this paper. The findings of the present exemplary 
study suggest that the algorithm converges in only few iteration steps on large datasets 
with complex patterns of missingness. For most variables, the process is stationary after 
not more than about 5-10 iteration steps. For all other variables, it is stationary from the 
first iteration step on, suggesting that the algorithm has already converged in the first 
iteration step. It is certainly worth to further investigate the convergence properties of 
MCMC algorithms in the context of large surveys or large simulated datasets in a 
collaborative effort and with standardized methods. This will further contribute to a more 
comprehensive evaluation of the relevance of MCMC methods for survey research. 
Finally, a comparison between imputed and observed values has revealed that the 
use of covariates in the imputation process has a substantial effect on the distributions of 
individual asset holdings. In general, these effects are similar to the effects reported based 
on other techniques. This finding suggests that item nonresponse is not occurring 
randomly but is related to the included covariates. The analyses also suggest that there 
might be differences in the character of nonresponse across asset types, and they indicate 
specific directions for future research on the relationship between socio-economic 
characteristics and nonresponse to specific items. Furthermore, from the point of view of 
survey methodology and data quality management which is of ultimate interest for every 
researcher and policy maker, the findings underline the need for an ongoing scientific 
discussion about imputation. In particular, this discussion will have to do with the effects 
of different imputation strategies on the distribution of data obtained in large-scale socio-
economic surveys as well as with a systematic exploration of the feasibility of different 
imputation methods.  
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