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Abstract
The spatial sign function is defined as
where x = (x T x) 1/2 is the Euclidean length of the vector x. Applying spatial sign function to p-variate data points x 1 , . . . , x n produces spatial sign vectors S(x i ). The centered spatial rank function is given by
thus unlike the sign function, the rank function depends on the data. In the following, the spatial rank vectors are denoted by R(
In Visuri et al. (2000) , covariance matrix estimators based on spatial signs and ranks were introduced. The main disadvantage is that these estimators are only orthogonal equivariant and therefore not genuine scatter matrix estimators. To derive affine equivariant counterparts of these estimators, one has to proceed as in Hettmansperger and Randles (2002) and apply the spatial sign and rank functions to the transformed data points. Let now µ be a p-vector and V a positive definite symmetric p × p matrix with T r(V ) = p and write z i = V −1/2 (x i − µ), i = 1, . . . , n, for the standardized observations. Then the affine equivariant estimates µ and V are found as solutions to
The resulting V is known as the Tyler's (1987) M-estimate and the location estimate µ is the transformation retransformation spatial median using Tyler's M-estimate (Hettmansperger and Randles, 2002 ).
Tyler's M-estimator is distribution-free under elliptically symmetric distributions and highly efficient in case of heavy-tailed distributions. Under multivariate normal model the efficiencies are, however, quite low. More efficient estimators are obtained by using pairwise differences instead of the original observations in Tyler's approach (Dümbgen, 1998) , or spatial rank vectors as in Oja and Randles (2004) and Sirkiä et al. (2009) . Since the Dümbgen's shape matrix and the spatial rank covariance matrix use pairwise differences of the observed data, there is no need to estimate the location center µ. The use of differences also implies that the estimators have important independence property (if the initial estimator has is). It means that V (x) is a diagonal matrix for all x with independent components. This property is useful in several multivariate analysis problems, for example in independent component analysis (see e.g. Oja et al., 2006; .
The estimators derived in Dümbgen (1998) and Oja and Randles (2004) are computed using iterative algorithms. Due to this property and the use of pairwise differences, the estimation procedure may be rather time-consuming when the sample size is very large. In this paper, we therefore consider so called k-step versions of these estimators, that is, the estimators simply obtained after k-th iteration step. The influence functions and limiting distributions of the estimators are derived at the multivariate elliptical case. The estimators are shown to be highly efficient in the multinormal case. For heavy-tailed distributions they outperform the shape estimator based on sample covariance matrix.
