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STRONG REPLICA SYMMETRY IN
HIGH-DIMENSIONAL OPTIMAL BAYESIAN INFERENCE
JEAN BARBIER AND DMITRY PANCHENKO
Abstract. We consider generic optimal Bayesian inference, namely, models of signal reconstruction
where the posterior distribution and all hyperparameters are known. Under a standard assumption
on the concentration of the free energy, we show how replica symmetry in the strong sense of
concentration of all multioverlaps can be established as a consequence of the Franz-de Sanctis
identities; the identities themselves in the current setting are obtained via a novel perturbation
of the prior distribution of the signal. Concentration of multioverlaps means that asymptotically
the posterior distribution has a particularly simple structure encoded by a random probability
measure (or, in the case of binary signal, a non-random probability measure). We believe that such
strong control of the model should be key in the study of inference problems with underlying sparse
graphical structure (error correcting codes, block models, etc) and, in particular, in the derivation
of replica symmetric formulas for the free energy and mutual information in this context.
1. Introduction
The contributions to the fields of high-dimensional (Bayesian) inference and machine learning
coming from the mathematical physics of disordered systems are numerous. This is due to the by
now well-established deep links between some of the archetypal models of these disciplines. Like the
Ising model in physics, or the Sherrington-Kirkpatrick (SK) mean-field spin glass [83], a number of
paradigmatic models in high-dimensional inference have emerged. Let us mention spiked matrix and
tensor models [7, 44, 45] where a low-rank “spike” tensor to be recovered is hidden inside a full-rank
noise tensor. This idealized, yet very rich, probabilistic model of principal component analysis is
directly connected to physics. Indeed, it is nothing else than the “planted” version of the SK model
or, in the tensor case, the planted p-spin model1. Another important model is high-dimensional linear
and generalized regression, that has applications in signal processing [33, 12, 80], communications
[22, 13, 82] and machine learning [14]. This is the planted version of (generalizations of) the famous
“perceptron” model of statistical physics [38]. Optimal Bayesian inference models –optimal meaning
that the true posterior is known– are thefore generically equivalent to planted spin glasses, or, said
differently, spin glasses living on their “Nishimori line”, a peculiar region of the phase diagram on
which deep identities force replica symmetry [60, 29].
These models have been solved in the sense of rigorously demonstrating the validity of “replica
symmetric formulas” for the asymptotic mutual information (or free energy in physics terms)
[55, 53] thanks to a combination of methods from spin glass physics, or information-theoretic and
algorithmic techniques as in [32, 12, 18, 80]. In particular two main proof schemes have emerged: a
combination of the cavity method [55] (or “Aizenman-Sims-Starr scheme” [3, 88, 89, 64]) and the
canonical Guerra-Toninelli interpolation method [41, 40] (inspired by a frequent use of interpolations
1More precisely the symmetric spiked matrix model, also called spiked Wigner model, is the planted SK. The
non-symmetric version, or spiked Wishart model, is the planted bipartite SK. Finally the symmetric spiked tensor
model is equivalent to the planted p-spin model, and the non-symmetric version to the planted multipartite p-spin.
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in earlier works of Talagrand), used, e.g., to solve the spiked tensor models in [50, 57, 51]. See also
[34, 24, 25, 79, 78] for related results. Another more recent proof strategy is an evolution of the
interpolation method specifically tailored for optimal Bayesian inference problems, coined adaptive
interpolation method [16, 17], and that has proven to be one of the simplest and most versatile
technique for proving replica symmetric formulas in this context [14, 20, 19, 37, 6, 15].
These two classes of models, namely spiked tensor estimation and regression, both possess an
underlying dense graphical structure, with each “spin” interacting with all the others. Another
important class of mean-field inference models are sparsely connected graphical models (or “dilute
models”). This includes sparse graphs error-correcting codes such as low-density parity check (LDPC)
and generator matrix (LDGM) codes [81] (the latter being the planted sparse p-spin model), planted
combinatorial optimization problems (random K-satisfiability, coloring, etc) [48, 28], or models of
community detection such as the stochastic and censored block models, see [31, 1] and references
therein. The two proof schemes mentionned earlier extend to the sparse setting, with some new
complications due to the additional layer of disorder of the graph; see [35, 36, 72, 28] for the
extension of the canonical interpolation to sparse graphs and [66, 68, 69, 28] for the cavity method,
as well as [10] for the adaptive interpolation.
In all these works, the proofs are based in some way or another on the rigorous control of the
order parameter of the model under consideration, generally in the form of an overlap between
conditionally independent samples of the posterior (Gibbs) measure of the model (or “replicas”),
and/or between a sample and the planted ground-truth signal. Optimal Bayesian inference is an
ubiquitous setting in the sense that the overlap can be shown to concentrate in the whole regime of
parameters (amplitude of the noise, number of data points divided by the number of parameters to
infer, etc). When the overlap is self-averaging, which is the case in optimal Bayesian inference [9],
spin glass models at high temperature [88], or ferromagnetic models [23, 11], one expects replica
symmetric variational formulas for the asymptotic free energy or mutual information density, as
was understood in the eighties by the physicists (and in mathematical literature on the nineties
[76, 77, 85]). Actually in the physics literature replica symmetry is generally the term used to
precisely mean that the order parameter concentrates. This is in contrast with models where the
overlap is not self-averaging, like in spin glasses at low temperature or combinatorial optimization
problems at high constraint density, which leads to more complicated formulas for the free energy
computed using Parisi’s replica symmetry breaking scheme [73, 75, 74, 55, 87, 88, 89, 64, 71, 70]
and the Me´zard-Parisi ansatz [54, 56, 53].
In the present contribution, we prove that in optimal Bayesian inference replica symmetry
holds in a strong sense: all multioverlaps, namely overlaps between arbitrarily many replicas, do
concentrate both with respect to the Gibbs measure and with respect to the disorder of the model.
This key structural property is particularly important for dilute inference models. Indeed in densely
connected models the physics is generally controlled by the usual overlap. But in sparse models,
the additional source of disorder stemming from the graph (resulting in a local dependence of the
cavity fields) implies that the whole series of multioverlaps matters, in particular for proving replica
symmetric formulas. At a fully rigorous level, multioverlaps and the related notion of “correlation
decay” [47] have been put under control in few situations, namely constraint satisfaction problems in
[86, 59, 66, 8, 26, 27] that treat sub-regions of the phase diagram corresponding to “high-temprature”
or “low constraints density” where replica symmetry holds, or ferromagnetic models in the whole
phase diagram [11] (using very different techniques relying on the ferromagnetic nature of the
models, and that therefore cannot be exported to the present setting).
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One important contribution where multioverlaps were studied, and that is of particular relevance
for the present work, is the paper of Franz and de Sanctis [30] (with some ideas already found in
[36]), where some analogues for the multioverlaps of the Ghirlanda-Guerra [39, 62] and Aizenman-
Contucci identities [2] for the usual overlap were derived, partly heuristically (see also follow-up
works of [21, 84]). Thanks to a new type of perturbation adapted to inference and inspired by [30],
we manage here to prove that in optimal Bayesian inference the usual notion of replica symmetry,
that is concentration of the overlap, induces strong replica symmetry, namely concentration of
all multioverlaps with respect to all the randomness in the model, and this in the whole phase
diagram (an implication also exploited in the replica symmetric sub-region of constraint satisfaction
problems in [8, 26, 27]).
2. Setting and main results
2.1. High-dimensional optimal Bayesian inference: base model. Consider a ground-truth
“signal” σ∗ = (σ∗i )i⩽N generated probabilistically from a factorized (product) prior distribution that
may depend on a hyperparameter θ∗,
σ∗ ∼ P ∗( ⋅ ∣ θ∗) =∏
i⩽N P ∗i ( ⋅ ∣ θ∗) ,(2.1)
supported on ΣN for some bounded set Σ ⊆ R. Data Y = Y (σ∗) is generated conditionally on the
unknown signal σ∗ and possibly an hyperparameter θout:
(2.2) Y ∼ Pout( ⋅ ∣ σ∗, θout) .
This model is generic and the (real) data and hyperparameters can be vectors, tensors etc. The
conditional distribution Pout( ⋅ ∣ σ∗, θout) is called likelihood, or “output channel”. In general the
hyperparameters can also be random, with respective probability distributions Pθ∗ and Pθout . Of
course this setting includes the case where some hyperparameters are fixed to some specific values
(as long as there are a N -independent number of them).
The inference task is to recover the signal σ∗ as accurately as possible given the data Y . We
moreover assume that the hyperparameters θ ∶= (θ∗, θout), the likelihood Pout and the prior P ∗ are
known to the statistician that can therefore write down the correct posterior of the model, and call
this setting optimal Bayesian inference.
Employing the language of statistical mechanics we define the base Hamiltonian HN(σ) =HN(σ,Y, θout) as the log-likelihood:HN(σ) ∶= lnPout(Y ∣ σ, θout) .(2.3)
Then the (random) posterior distribution, or “Gibbs measure” of the Bayesian inference model, is
expressed using Bayes’ formula:
GN(dσ) ∶= P(σ∗ ∈ dσ ∣ Y, θ) = 1ZN(Y, θ)P ∗(dσ ∣ θ∗) expHN(σ) .(2.4)
The normalization constant ZN(Y, θ) ∶= P (Y ∣ θ) = ∫ dP ∗(σ ∣ θ∗)Pout(Y ∣ σ, θout) of the posterior is
the partition function of the base inference model. This is the marginal distribution of the data
and is called the “evidence” in Bayesian inference.
In addition of (2.1) a second assumption required for our results to hold is the symmetry among
spins. This means that the random posterior (which is random through its dependence on (θ, σ∗, Y ))
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is invariant in distribution under permutation of spins. Namely we assume that for any permutation
ρ of spin indices ρ(σ) ∶= (σρ(i))i⩽N ,
P(σ∗ ∈ dσ ∣ Y, θ) d= P(ρ(σ∗) ∈ dσ ∣ Y, θ) .
Finally the averaged free energy is minus the averaged log-partition function:
fN = EFN ∶= − 1
N
E lnZN(Y, θ) = − 1
N
E ln∫ dP ∗(σ ∣ θ∗) expHN(σ) .
The average E = EθEσ∗∣θ∗EY ∣σ∗,θout is over the randomness of (θ, σ∗, Y ). These are jointly called
quenched variables as they are fixed by the realization of the problem, in contrast with the dynamical
variable σ which fluctuates according to the posterior distribution. The averaged free energy is the
Shannon entropy density of the evidence P (Y ∣ θ) = ZN(Y, θ), namely NfN =H(Y ∣ θ). Therefore
it relates to the mutual information between the observations and the signal through
I(σ∗;Y ∣ θ) = NfN −H(Y ∣ σ∗, θ) .
The conditional entropy H(Y ∣ σ∗, θ) is often “trivial” to compute, while fN is not. The mutual
information is one of the main information-theoretic quantities of interest as it contains the location
of possible phase transitions in the inference problem, corresponding to its non-analyticities as a
function of parameters of the problem such as the noise level or the amount of accessible data. It
sometimes also allows to derive the optimal value of important error metrics, such as the minimum
mean-square error through the I-MMSE relation [42], and therefore to establish fundamental limits
to the quality of inference.
2.2. The Ising spins case: perturbed model and multioverlaps concentration. The case
of Ising spins σ∗i ∈ Σ = {−1,1} is simpler and we will consider it first before going to soft spins
σ∗i ∈ [−1,1] in Section 2.3. For binary spins we can parametrize the prior in terms of “external
magnetic fields” and write the concrete representation of the product measure (2.1) as
(2.5) P ∗(σ∗ ∣ θ∗) ∼ exp∑
i⩽N θ∗i σ∗i .
Perturbed model. Computing the mutual information crucially relies on understanding the structural
properties of the Gibbs measure GN , which may be a daunting task without a bit of help. One
of the most important ideas that have emerged in the study of such systems (and related spin
glass models) is that one can often slightly modify the model in a way that does not affect the
free energy in the thermodynamic N → +∞ limit but, at the same time, enforces “good structural
properties” of the perturbed Gibbs measure. This idea is not new: for example in the fully connected
ferromagnetic Ising model, the non-physical 0 magnetization solution of the mean-field free energy
potential function present below the critical temperature due to the up-down symmetry is supressed
by introducing a small external magnetic field that “selects” a physical solution with non-vanishing
magnetization. This field is then removed after taking the thermodynamic limit, yielding the correct
result for the free energy at zero field.
In the context of spin glasses things are more subtle as (exponentially abundant) solutions to
the mean-field equations are not related to such simple symmetries that can be “broken by hand”.
But yet “good structural properties” can be obtained thanks to perturbations (usually of the
mixed p-spin type) that, e.g., translate into the so-called Aizenman-Contucci identities [2] and
Ghirlanda-Guerra identities [39, 62], and then ultrametricity [5, 61, 63], two crucial ingredients
in the proof of the free energy formula for the Sherrington-Kirkpatrick model in [67] (although
the original proof by Talagrand [87] found a way around this). In the context of high-dimensional
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Bayesian inference, an idea developed in [52, 49, 46] (see also [58, 28] for later modifications of this
idea) is to add a noisy side gaussian channel with signal-to-noise ratio λ0 ∈ [1/2,1],
Y gauss = √λ0εNσ∗ +Z
where Z ∼ N (0, IN). This extra “side-information” modifies the posterior and results in an extra
term in the Hamiltonian of the form (here ⋅ is the usual inner product between vectors)
(2.6) HgaussN (σ,λ0) = HgaussN (σ,λ0, Y gauss(σ∗, Z), εN) ∶= λ0εNσ∗ ⋅ σ +√λ0εNZ ⋅ σ − 12λ0εN∥σ∥2 ,
which corresponds to only keeping the σ-dependent terms in −12∥Y gauss −√λ0εNσ∥22 (note that the
last term could be simplified too as ∥σ∥2 = N for binary spins, but for the soft spins case it must be
included). Here the perturbation parameter λ0 ∈ [1/2,1] and
1 ⩾ εN → 0 and NεN → +∞ .(2.7)
The first condition implies that this Hamiltonian does not affect the free energy in the large N
limit and, under some assumptions on the model that we will recall shortly, the usual two-replicas
overlap (see definition below) concentrates on average over λ0 ∼ U[1/2,1]. The second condition
enforces the perturbation to be “strong enough” to force overlap concentration.
However, our aim will be to show that one can force all multioverlaps to concentrate. To this end,
in the binary spin case σi ∈ {−1, 1}, we introduce a modification at the level of the prior distribution
of the ground truth σ∗, so that it becomes the random product measure
(2.8) P ∗λ (σ∗) ∶= P ∗(σ∗ ∣ θ∗, λ, pi) ∼ P ∗(σ∗ ∣ θ∗) expHpoissN (σ∗, λ)
where the “perturbation Hamiltonian” isHpoissN (σ∗, λ) = HpoissN (σ∗, (λk)k⩾1, pi, sN) ∶= ∑
i⩽N hiσ∗i with hi ∶=∑k⩾1λkpii,k .(2.9)
Here λ = (λk)k⩾0 where λk ∈ [2−k−1,2−k] will be our “averaging perturbation parameters” and
pi = (pii,k)i⩽N,k⩾1 with i.i.d. Poiss(sN/N) random variables pii,k, where (sN) is any sequence verifying
(2.10) sN → +∞ and 1 ⩾ sN
N
→ 0 .
Denote the set of all data and hyperparameters SN ∶= {W,θ, εN , λ, pi, sN} for the perturbed
inference problem, where W ∶= (Y,Y gauss) is the whole accessible data and recall θ ∶= (θ∗, θout). As
our proof will crucially rely on a set of important identities, called “Nishimori identities”, that
are only valid in the Bayes optimal setting, the prior in the posterior P(σ∗ = σ ∣ SN) is changed
accordingly to P ∗λ (σ). The notation E will be used for an average with respect to the quenched
random variables (σ∗,W, θ, pi) appearing in the ensuing expression. The perturbation parameters
are always considered fixed if not explicitly averaged over using Eλ.
Together with (2.6), (2.8) results in a perturbed model with the Hamiltonian
(2.11) HpertN (σ,λ) ∶= HN(σ) +HgaussN (σ,λ0) +HpoissN (σ,λ) ,
whose averaged free energy
(2.12) fpertN (λ) = EF pertN (λ) ∶= − 1N E ln ∑σ∈{−1,1}N exp{∑i⩽N θ∗i σi +HpertN (σ,λ)}
is not affected by these smaller order perturbation terms (see the Appendix for the proof):
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Lemma 2.1 (Invariance of averaged free energy under perturbation). Uniformly over λ = (λk)k⩾0
with λk ∈ [2−k−1,2−k], we have limN→+∞ ∣fpertN (λ) − fN ∣ = 0.
The Gibbs measure of the perturbed inference model, which is a proper Bayes optimal posterior
distribution, reads
GpertN (σ,λ) = Pλ(σ∗ = σ ∣ SN) ∶= 1ZpertN (SN) exp{∑i⩽N θ∗i σi +HpertN (σ,λ)} .(2.13)
The random perturbed posterior measure still verifies the spin symmetry, i.e., for any permutation
ρ of spin indices
GpertN (σ,λ) d= GpertN (ρ(σ), λ) .(2.14)
We will use the notation σ`, ` ⩾ 1, for conditionally i.i.d. samples from GpertN ( ⋅ , λ), also called
“replicas”. As usual in statistical mechanics we denote with a bracket ⟨ ⋅ ⟩ the average with respect
to the product measure GpertN ( ⋅ , λ)⊗∞ acting on replicas,⟨A((σ`)`∈C)⟩ ∶= ∫ A((σ`)`∈C)∏`∈C dGpertN (σ`, λ) .(2.15)
We will sometimes make the dependence on λ explicit in the notation and write ⟨ ⋅ ⟩λ.
Main results for Ising spins. The main quantities of interest are the multioverlaps, which generalize
the usual two-replicas (Edwards-Anderson) overlap order parameter in spin glasses:
(2.16) R`1,...,`n ∶= 1N ∑i⩽N σ`1i . . . σ`ni .
When a single replica appears in some expression and no confusion can arise we simply denote it
σ = σ1 .
Before discussing multioverlaps we recall the following by now classical result (proven in the next
section for completeness). Let
(2.17)
vN
N
∶= sup{E[(F pertN (λ) −EF pertN (λ))2] ∶ λk ∈ [2−k−1,2−k], k ⩾ 0} .
In typical situations, vN can be upper bounded by a constant independent of N . The following
holds (here it is not important that the spins are binary, only bounded suffices).
Theorem 2.2 (Overlap concentration for bounded spins). Consider bounded spins σ∗ ∈ [−1,1]N .
Let λ0 ∼ U[1/2,1]. There exists an absolute constant C > 0 such that
(2.18) Eλ0E⟨(R1,2 −E⟨R1,2⟩)2⟩ ⩽ CεN ( vNNεN + 1N )1/3 .
The upper bound here is uniform in λ. Denoting by Eλ the expectation in λ when all λk ∼U[2−k−1,2−k] for k ⩾ 0 are independent of each others and choosing, given (vN), an appropriate
sequence (εN) verifying (2.7), we obtain
(2.19) lim
N→+∞EλE⟨(R1,2 −E⟨R1,2⟩)2⟩ = 0 .
This overlap concentration is forced by the perturbation term HgaussN (σ,λ0) and, once we have it,
the concentration of all other multioverlaps will be forced by the perturbation term HpoissN (σ,λ)
coming from the change of prior (2.8). More precisely, this perturbation will be used to prove in
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Theorem 3.3 below the analogue of the Franz-de Sanctis identities [30], and then we will use them
to derive the following.
Theorem 2.3 (Multioverlap concentration for binary spins). Suppose that (2.19) holds, the prior
factorizes, (2.1), and the symmetry between spins (2.14) holds. Under (2.10), we have, for all n ⩾ 1,
(2.20) lim
N→+∞EλE⟨(R1,...,n −E⟨R1,...,n⟩)2⟩ = 0 .
We will discuss this more in the proof (see Sections 3.5, 3.6 and 3.7), but this result essentially
means that there exists a distribution ζ ∈ Pr[−1,1] such that (in a subsequential thermodynamic
limit) spins σ`i are generated by first generating an i.i.d. sequence mi ∼ ζ and then flipping
independent ±1 valued coins with expected value mi to output (σ`i)`⩾1.
Asymptotically, multioverlaps contain all information about finite dimensional distributions of
the array (σ`i)i⩽N,`⩾1 under the quenched Gibbs measure E[GpertN ( ⋅ , λ)⊗∞]. Indeed if one writes a
generic joint moment of this measure
E⟨ ∏(i,`)∈C σ`i ⟩ ,(2.21)
where C is any finite set of pairs (i, `) of spin/replica indices (with possible repetitions), then it can
be re-expressed straightforwardly as a function of the multioverlaps. For example,
E⟨R1,2,4(R2,3)2 . . . ⟩ = E⟨N−1∑
i⩽N σ1i σ2i σ4i ×N−1 ∑j⩽N σ2jσ3j ×N−1 ∑k⩽N σ2kσ3k . . . ⟩= E⟨σ11σ21σ41σ22σ32σ23σ33 . . . ⟩ +O(N−1),(2.22)
by symmetry between sites/spins. Therefore controlling the multioverlaps gives precise structural
information about the quenched Gibbs measure of the model.
The Nishimory identity. Many proofs crucially rely on the Nishimori property of optimal Bayesian
inference models. It is a simple consequence of the fact that sampling (σ∗,W ) according to their
joint law is equivalent to first sampling the data W according to its marginal, and then sampling
σ∗ according to the conditional distribution which, in the Bayesian optimal setting, is the posterior
distribution. This simple fact implies that, for any function f of multiple replicas (σ`), the data
and the signal σ∗, we have
(2.23) Eσ∗,W ∣σ∗⟨f(σ∗, σ2, . . . , σn,W )⟩ = EW ⟨f(σ1, σ2, . . . , σn,W )⟩ .
Recall that the bracket is the expectation with respect to the product posterior measure acting on
the conditionally independent replicas. Inside expectations involving both the data (and the signal
if explicitely appearing in f) and the (product) posterior measure, one replica can therefore be
“replaced” by the planted signal, and vice-versa. This key replica/signal symmetry is at the origin
of the strong replica symmetry in optimal Bayesian inference.
The array pi of i.i.d. Poisson numbers will play a special role. When we want to emphasize that
an expectation is taken over everything except (pi,λ), or equivalently h = (hi), we denote it by
E∣h ∶= Eθ,σ∗,W ∣σ∗ . Therefore the Nishimori identity implies
(2.24) E∣h⟨f(σ∗, σ2, . . . , σn,W )⟩ = E∣h⟨f(σ1, σ2, . . . , σn,W )⟩ ,
and also, averaging over all (σ∗,W, θ, pi),
(2.25) E⟨f(σ∗, σ2, . . . , σn,W )⟩ = E⟨f(σ1, σ2, . . . , σn,W )⟩ .
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2.3. Soft bounded spins: perturbed model and multioverlaps concentration. Next, we
consider a more general case of bounded spins, for certainty, σ∗ ∈ [−1,1]N . Note that, because
in the binary spins case σ∗ ∈ {−1,1}N we have (σ`i)p = 1 or σ`i depending on the parity of p ∈ N,
then only multioverlaps (2.16) with `1 ≠ . . . ≠ `n appear when computing the joint moments of the
quenched Gibbs measure as in (2.22). This is why in Theorem 2.3 the replica indices 1, . . . , n that
appear are different and this is sufficient. If instead σ∗ ∈ [−1, 1]N (or any other alphabet) then richer
multioverlaps with generic replica indices `1, . . . , `n may appear. Equivalently the multioverlaps to
control are, therefore,
(2.26) R
(k1,...,kn)
`1,...,`n
∶= 1
N
∑
i⩽N(σ`1i )k1 . . . (σ`ni )kn
with again `1 ≠ . . . ≠ `n, and each replica index `j comes with an integer power kj ⩾ 1. Allowing
same replica indices would be redundant as, e.g., R
(2,1,4)
1,1,2 would be the same as R
(3,4)
1,2 .
Perturbed model. As a result of the increased richness of the multioverlaps definition, we will first
need to control generalized overlaps
(2.27) R
(k)
1,2 ∶= 1N ∑i⩽N(σ1i σ2i )k
for all k ⩾ 1. In order to do that, we add noisy side gaussian channels
Y gaussk,i = √λ0,kεN(σ∗i )k +Zk,i for all i ⩽ N and k ⩾ 1
with the Zk,i being i.i.d. standard gaussians. These modify the posterior and result in an extra
term in the Hamiltonian:
(2.28) HgaussN (σ,λ0) ∶=∑
k⩾1∑i⩽N(λ0,kεN(σ∗i σi)k +√λ0,kεNZk,i(σi)k − 12λ0,kεN(σi)2k) .
We will take λ0,k ∈ [2−k−1,2−k], which ensures that the above is well defined.
The analogue of the prior modification (2.8) will look as follows. Let us consider multi-index I
consisting of an integer m ⩾ 1 and m dyadic numbers
(2.29) ap ∈ {2−k ∶ k ⩾ 1} for p ∈ {0, . . . ,m − 1} .
This is a countable collection I, so we can enumerate it by an injection ι ∶ I → N. For I ∈ I, let
(2.30) PI(x) ∶= 2−ι(I)−mm−1∑
p=0 apxp, x ∈ [−1,1]
be a polynomial of one spin. Let pii,I ∼ Poiss(sN/N) independent for all I ∈ I and i ⩽ N . We will
employ the notation λI ∶= (λI)I∈I and λ ∶= (λ0, λI). We modify the prior distribution of the ground
truth σ∗ to be a random product measure
(2.31) P ∗λ (σ∗) ∼ P ∗(σ∗ ∣ θ∗) expHpoissN (σ∗, λI) where HpoissN (σ∗, λI) ∶= ∑
i⩽N∑I∈I λIpii,IPI(σ∗i ) ,
and where each parameter λI ∈ [1, 2]. All together, (2.28) and (2.31) result in a perturbed inference
model with Hamiltonian given by
(2.32) HpertN (σ,λ) ∶= HN(σ) +HgaussN (σ,λ0) +HpoissN (σ,λI) .
As the results and proofs in the Ising and soft bounded spins cases are well separated, we allow
ourselves to use similarly to (2.15) the notation ⟨ ⋅ ⟩ or ⟨ ⋅ ⟩λ for the expectation with respect to the
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posterior Gibbs measure proportional to expHpertN (σ,λ). This measure is the posterior distribution
for a Bayesian optimal inference model, and therefore the Nishimori identity (2.23) is valid.
Let the free energy of the pertubed model
fpertN (λ) = EF pertN (λ) ∶= − 1N E log∫ dP ∗(σ ∣ θ∗) expHpertN (σ,λ) ,
and let similarly as before
(2.33)
vN
N
∶= sup{E[(F pertN (λ) −EF pertN (λ))2] ∶ λ0,k ∈ [2−k−1,2−k], k ⩾ 1, λI ∈ [1,2], I ∈ I} .
We denote Eλ the expectation in λ when all λ0,k ∼ U[2−k−1,2−k] for k ⩾ 1 and λI ∼ U[1,2] for
I ∈ I. As in the binary case, the perturbations are of a lower order with respect to the original
Hamiltonian and, therefore, leave the free energy asymptotically invariant:
Lemma 2.4 (Invariance of averaged free energy under perturbation). Uniformly over λ = (λ0, λI)
with λ0,k ∈ [2−k−1,2−k] for k ⩾ 1 and λI ∈ [1,2] for I ∈ I, we have that limN→+∞ ∣fpertN (λ) − fN ∣ = 0.
The proof is similar to the one of Lemma 2.1 found in the Appendix, and is omitted.
Main results for bounded spins. The following holds.
Theorem 2.5 (Generalized overlap concentration for bounded spins). There exists an absolute
constant C > 0 such that, for all k ⩾ 1,
(2.34) Eλ0,kE⟨(R(k)1,2 −E⟨R(k)1,2 ⟩)2⟩ ⩽ C2kεN (vN2kNεN + 1N )1/3 .
This implies that, for any k ⩾ 1,
(2.35) lim
N→+∞EλE⟨(R(k)1,2 −E⟨R(k)1,2 ⟩)2⟩ = 0 .
The concentration of all other multioverlaps will be forced by the perturbation term that comes
from the change of prior (2.31). Again, more precisely, this perturbation will be used to prove
in Theorem 4.2 below the analogue of the Franz-de Sanctis identities, and then we will use the
identities to derive the following.
Theorem 2.6 (Multioverlap concentration for bounded spins). Suppose that (2.35) holds, the prior
factorizes, (2.1), and the symmetry between spins (2.14) holds. Under (2.10), we have, for all n ⩾ 1
and k1, . . . , kn ⩾ 1,
(2.36) lim
N→+∞EλE⟨(R(k1,...,kn)1,...,n −E⟨R(k1,...,kn)1,...,n ⟩)2⟩ = 0 .
Again, as will be discussed in the proof (see Sections 4.4, 4.5 and 4.6), the asymptotic meaning
of this will be that there exists ζ ∈ Pr(Pr[−1,1]) such that, given i.i.d. µi ∈ Pr[−1,1] from ζ, the
spins (σ`i)`⩾1 are i.i.d. from µi.
2.4. Outline of the paper. In the next Section 3, we will consider the case of binary spins and we
will divide the proof into several subsections. We will first prove that the magnetization concentrates
by the Nishimori identity, and then recall a well-known proof of the overlap concentration based
on the Nishimori identities and gaussian perturbation. After that, we will consider the case of
general multioverlaps. We will start with a rigorous proof of the Franz-de Sanctis identities [30]
(in our setting) based on the Poisson perturbation we introduced above. Then we will pass to
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the limit and rephrase everything in terms of the Aldous-Hoover representation. Finally, we will
derive a consequence of the Franz-de Sanctis identities in this asymptotic language and show that
it forces all multioverlaps to concentrate as long as the standard two-replicas overlap concentrates.
In Section 4, we will go over similar steps for general soft spins. There is some extra complexity
in the Aldous-Hoover representation in this case, which is the reason why we present the case of
binary spins first, namely, to illustrate the main ideas without unnecessary technicalities.
3. The case of Ising spins: proof of Theorem 2.3
In this section we prove our main concentration theorem for the simpler binary spins case, whose
proof already contains all the necessary ingredients for later generalization to soft spins. We start
by considering the magnetization and the usual overlap before moving to the novelty, namely the
treatment of the higher order multioverlaps.
3.1. Magnetization, n = 1. Proving concentration of the magnetization R1 ∶= N−1∑i⩽N σi is
very simple and follows directly from the Nishimori identity. Denote R∗ ∶= N−1∑i⩽N σ∗i . Then the
Nishimori identity (2.24) implies
E∣h⟨R1⟩ = E∣hR∗ , E∣h⟨R21⟩ = E∣h[R2∗] .
Under the assumption (2.5) of factorization of the prior and the definition (2.8) for the perturbed
prior, the entries of σ∗ ∼ P ∗λ are independent. As their variance is bounded by 1,
Var∣h(R1) = E∣h⟨(R1 −E∣h⟨R1⟩)2⟩ = E∣h[(R∗ −E∣hR∗)2] ⩽ 1
N
.
Moreover using again (2.5) and (2.8),
E∣h⟨R1⟩ = E∣hR∗ = 1
N
∑
i⩽N ∫ dP ∗λ (σ∗)σ∗i = 1N ∑i⩽N tanh(θ∗i + hi) .(3.1)
Conditionally on λ the fields (hi) are independent so the fluctuations with respect to h = (hi) are
Var(E∣h⟨R1⟩) ⩽ N−1. Therefore, for fixed λ,
Var(R1) = EpiVar∣h(R1) +Var(E∣h⟨R1⟩) ⩽ 2
N
.
Taking the average over λ of this inequality proves Theorem 2.3 for n = 1.
3.2. Overlap, n = 2: proof of Theorem 2.2. The proof given here is now standard (see, e.g.,
[17, 14]). We directly prove the result for bounded soft spins σ∗i ∈ [−1, 1] as it makes essentially no
difference.
For this section it is convenient to introduce λ0,N ∶= εNλ0 ∈ [εN/2, εN]. Let L be minus the
derivative with respect to λ0,N of the gaussian perturbation Hamiltonian (2.6) divided by N :
L ∶= − 1
N
dHgaussN
dλ0,N
= 1
N
(∥σ∥2
2
− σ ⋅ σ∗ − σ ⋅Z
2
√
λ0,N
) .(3.2)
The overlap fluctuations are upper bounded by those of L, which are easier to control, as
E⟨(R1,2 −E⟨R1,2⟩)2⟩ ⩽ 4E⟨(L −E⟨L⟩)2⟩ .(3.3)
A detailed derivation of this inequality can be found in the Appendix and involves only elementary
algebra using the Nishimori identity and integrations by parts with respect to the gaussian noise Z.
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Recall definition (2.12) for the free energy. We have the following identities: for any given realisation
of the quenched disorder
dF pertN
dλ0,N
= ⟨L⟩ , and 1
N
d2F pertN
dλ20,N
= −⟨(L − ⟨L⟩)2⟩ + 1
4N2λ
3/2
0,N
⟨σ⟩ ⋅Z .(3.4)
The gaussian integration by part formula E[Zg(Z)] = E g′(Z) for g bounded and Z ∼ N (0, 1) yields
1√
λ0,N
E[⟨σ⟩ ⋅Z] = E⟨∥σ∥2⟩ −E∥⟨σ⟩∥2 .(3.5)
Averaging these identities (all domination conditions to exchange expectation and derivatives are
met) and using again the Nishimori identity and gaussian integration by parts we find
dfpertN
dλ0,N
= E⟨L⟩ = −1
2
E⟨R1,2⟩ , and 1
N
d2fpertN
dλ20,N
= −E⟨(L − ⟨L⟩)2⟩ + 1
4N2λ0,N
E⟨∥σ − ⟨σ⟩∥2⟩ .(3.6)
The first derivative above can also be obtained by linking the free energy and mutual information
I(σ∗;W ∣ θ, λ, pi, εN , sN) = NfpertN (λ) + C for some C independent of λ0, followed by a direct
application of the I-MMSE relation [42]. The concentration of the overlap Theorem 2.2 is then a
direct consequence of the following result (combined with Fubini’s Theorem) and (3.3):
Proposition 3.1 (Fluctuations of L). Let λ0 ∼ U[1/2,1]. If vN/(NεN) → 0 then there exists an
absolute constant C > 0 such that
Eλ0E⟨(L −E⟨L⟩)2⟩ ⩽ CεN ( vNNεN + 1N )1/3 .
Proof. The proof of this proposition is broken in two parts, using the decomposition
E⟨(L −E⟨L⟩)2⟩ = E⟨(L − ⟨L⟩)2⟩ +E[(⟨L⟩ −E⟨L⟩)2] .
The first type of fluctuations are with respect to the posterior distribution (or “thermal fluctuations”),
while the second fluctuations are “quenched fluctuations” with respect to the quenched randomness.
We start with the first type, and prove, for λ0 ∼ U[1/2,1],
Eλ0E⟨(L − ⟨L⟩)2⟩ ⩽ 4 + ln 22NεN .(3.7)
By (3.6) we have
∫ εN
εN /2 dλ0,NE⟨(L − ⟨L⟩)2⟩ ⩽ ∫ εNεN /2 dλ0,N( 14Nλ0,N − 1N d2fpertdλ20,N ) = 1N dfpertdλ0,N ∣λ0,N=εNλ0,N=εN /2 + ln 24N .
By (3.6) the difference of derivatives is certainly smaller in absolute value than 1. By changing
back to λ0 = λ0,N/εN and dividing by 1/2 to construct the average over λ0 gives (3.7).
Next we prove
Eλ0E[(⟨L⟩ −E⟨L⟩)2] ⩽ CεN ( vNNεN + 1N )1/3 .(3.8)
Consider the following functions of λ0,N :
F̃ (λ0,N) ∶= F pertN (λ0,N) + √λ0,NN ∑i⩽N ∣Zi∣ , and f̃(λ0,N) ∶= E F̃ = fpert(λ0,N) +√λ0,NE ∣Z1∣ .(3.9)
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Because of (3.4) we see that the second derivative of F̃ (λ0,N) is negative so that it is concave.
Evidently f̃(λ0,N) is concave too. Concavity then allows to use the following standard lemma:
Lemma 3.2 (A bound for concave functions). Let G(x) and g(x) be concave functions. Let δ > 0
and define C−δ (x) ∶= g′(x − δ) − g′(x) ⩾ 0 and C+δ (x) ∶= g′(x) − g′(x + δ) ⩾ 0. Then∣G′(x) − g′(x)∣ ⩽ δ−1 ∑
u∈{x−δ, x, x+δ} ∣G(u) − g(u)∣ +C+δ (x) +C−δ (x) .
First, from (3.9) we have
F̃ (λ0,N) − f̃(λ0,N) = F pert(λ0,N) − fpert(λ0,N) +√λ0,NAN with AN ∶= 1
N
∑
i⩽N ∣Zi∣ −E ∣Z1∣ .(3.10)
Second, from (3.4), (3.6) we obtain for the λ0,N -derivatives
F̃ ′(λ0,N) − f̃ ′(λ0,N) = ⟨L⟩ −E⟨L⟩ + AN
2
√
λ0,N
.(3.11)
From (3.10) and (3.11) it is then easy to show that Lemma 3.2 implies
∣⟨L⟩ −E⟨L⟩∣ ⩽ δ−1 ∑
u∈U (∣F pert(u) − fpert(u)∣ + ∣AN ∣√u) +C+δ (λ0,N) +C−δ (λ0,N) + ∣AN ∣2√λ0,N(3.12)
where U ∶= {λ0,N − δ, λ0,N , λ0,N + δ} and
C−δ (λ0,N) ∶= f̃ ′(λ0,N − δ) − f̃ ′(λ0,N) ⩾ 0 , C+δ (λ0,N) ∶= f̃ ′(λ0,N) − f̃ ′(λ0,N + δ) ⩾ 0 .
Note that δ will be chosen later on strictly smaller than εN/2 so that λ0,N − δ remains positive.
Remark that by independence of the noise variables E[A2N] ⩽ 1/N . We square the identity (3.12)
and take its expectation. Then using (∑i⩽p vi)2 ⩽ p∑i⩽p v2i as well as definition (2.17),
1
9
E[(⟨L⟩ −E⟨L⟩)2] ⩽ 3
Nδ2
(vN + εN + δ) +C+δ (λ0,N)2 +C−δ (λ0,N)2 + 12Nλ0,N .(3.13)
By (3.6) and (3.9) we have
∣f̃ ′(λ0,N)∣ ⩽ 1
2
(1 + 1√
λ0,N
) and thus ∣C±δ (λ0,N)∣ ⩽ 1 + 1√
εN/2 − δ ,(3.14)
because ∣C±δ (λ0,N)∣ = ∣f̃ ′(λ0,N) ± δ) − f̃ ′(λ0,N)∣. We reach
∫ εN
εN /2 dλ0,N {C+δ (λ0,N)2 +C−δ (λ0,N)2} ⩽ (1 + 1√εN/2 − δ)∫ εNεN /2 dλ0,N {C+δ (λ0,N) +C−δ (λ0,N)}= (1 + 1√
εN/2 − δ)[(f̃(εN/2 + δ) − f̃(εN/2 − δ)) + (f̃(εN − δ) − f̃(εN + δ))] .
The mean value Theorem and (3.14) imply ∣f̃(λ0,N − δ) − f̃(λ0,N + δ)∣ ⩽ δ(1 + 1/√εN/2 − δ) for
λ0,N ∈ [εN/2, εN]. Therefore, setting δ = δN such that 1 > δN/εN → 0 and recalling εN < 1,
∫ εN
εN /2 dλ0,N {C+δ (λ0,N)2 +C−δ (λ0,N)2} ⩽ 2δN(1 + 1√εN/2 − δN )2 ⩽ 4δN εN/2 − δN + 1εN/2 − δN ⩽ 8δNεN/2 − δN .
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Thus, integrating (3.13) yields
∫ εN
εN /2 dλ0,N E[(⟨L⟩ −E⟨L⟩)2] ⩽ 27εN2Nδ2N (vN + 2εN) + 144δNεN + 9 ln 24N +O(δ
2
N
ε2N
) .
Finally we optimize the bound choosing δ3n = Θ(ε2N(vN + εN)/N). Then one can verify, recalling
that NεN → +∞, that the condition δn/εN → 0 is indeed verified. the dominating term δN/εN gives
the result (once re-expressing the bound in terms of λ0 = λ0,N/εN). 
3.3. Multioverlaps, n ⩾ 3. The proof of multioverlap concentration (2.20) for all n ⩾ 3 is based
on a new version of the Franz-de Sanctis identities from [30], adapted to the context of inference.
Theorem 3.3 (Franz-de Sanctis identities in inference). If (2.1) and (2.14) hold and sN ⩽ N then,
for any k ⩾ 1 and any function fn of finitely many spins on n replicas such that ∣fn∣ ⩽ 1,
(3.15) Eλ ∣E⟨fnσ1i eλk∑`⩽n σ`i ⟩⟨eλkσi⟩n −E⟨fn⟩E⟨σieλkσi⟩⟨eλkσi⟩ ∣ ⩽ 2(k+3)/2√sN
where i is a uniform index (averaged over by Ei included in E).
Let us denote
(3.16) pik(σ) ∶= ∑
i⩽N σipii,k , so that ∑i⩽N hiσi =∑k⩾1λk ∑i⩽N σipii,k =∑k⩾1λkpik(σ) .
The proof of the Franz-de Sanctis identities will immediately follow from the following key result.
Lemma 3.4 (Energy concentration). If (2.1) holds and sN ⩽ N then, for any k ⩾ 1,
(3.17) EλE⟨∣pik(σ) −E⟨pik(σ)⟩λ∣⟩λ ⩽ 2(k+3)/2√sN .
Proof. We will fix k0 ⩾ 1 and, for simplicity and for this proof only, write λ ∶= λk0 , pi(σ) ∶= pik0(σ).
It will be useful to write the expectation with respect to σ∗ ∼ P ∗λ explicitely, so E will be used
for an expectation over all data and hyperparameters (W,θ, pi) (and σ∗ when not averaged over
explicitely), but not λ. As before we denote by E∣h the expectation on everything conditionally on
h or (λ,pi), i.e., the expectation over (σ∗,W, θ). By Fubini,
E⟨pi(σ)⟩λ = E∫ ⟨pi(σ)⟩λ dP ∗λ (σ∗) .
Notice that E⟨pi(σ)⟩λ ∈ [−sN , sN] because of the uniform in σ bound ∣pi(σ)∣ ⩽ ∑i⩽N pii,k, which has
expectation sN . To compute the λ-derivative of E⟨pi(σ)⟩λ, let us note that, by the definition (2.8)
(and without forgetting the (λ,pi)-dependent normalization constant in (2.8)),
∂
∂λ
dP ∗λ (σ∗) = (pi(σ∗)−pi)dP ∗λ (σ∗) , where pi ∶= ∫ pi(σ∗)dP ∗λ (σ∗) = ∑
i⩽N pii,k0 tanh(θ∗i +∑k⩾1λkpii,k) .
Therefore,
∂
∂λ
E⟨pi(σ)⟩λ = E∫ [⟨pi(σ)2⟩λ − ⟨pi(σ)⟩2λ + ⟨pi(σ)⟩λ(pi(σ∗) − pi)]dP ∗λ (σ∗) .
By Nishimori’s identity (2.24), pi = E∣hpi(σ∗) = E∣h⟨pi(σ)⟩λ so that
E⟨pi(σ)(pi(σ∗) − pi)⟩
λ
= E⟨pi(σ1)pi(σ2)⟩
λ
−E[(E∣h⟨pi(σ)⟩λ)2] = E[⟨pi(σ)⟩2λ − (E∣h⟨pi(σ)⟩λ)2] .
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As a result, we can write more compactly
∂
∂λ
E⟨pi(σ)⟩λ = E[⟨pi(σ)2⟩λ − (E∣h⟨pi(σ)⟩λ)2] .(3.18)
Let Var∣h(pi(σ)) ∶= E∣h⟨pi(σ)2⟩ − (E∣h⟨pi(σ)⟩)2. Averaging (3.18) over λ ∈ I ∶= [2−k0−1,2−k0] we get
(3.19) 2k0+1 ∫
I
EpiVar∣h(pi(σ))dλ = 2k0+1E⟨pi(σ)⟩λ∣λ=2−k0λ=2−k0−1 ⩽ 2k0+2sN .
On the other hand, pi = E∣h⟨pi(σ)⟩λ is a function of i.i.d. random variables (pii,k) and, by (2.5),
(3.20) pi = ∫ pik0(σ∗)dP ∗λ (σ∗) = ∑
i⩽N pii,k0 tanh(θ∗i +∑k⩾1λkpii,k) .
Recall that λ is fixed so the only randomness in p¯i are the poisson variables (pii,k). By the Efron-Stein
inequality, we can bound
Var(pi) ⩽ 1
2
∑
i,k
E[(pi − pi(i,k))2] ,
where pi(i,k) is equal to pi with one coordinate pii,k replaced by an independent copy pi′i,k. One can
see by pii,k-differentiation of pi that
{∣pi − pi(i,k)∣ ⩽ λkpii,k0 ∣pii,k − pi′i,k∣ , k ≠ k0 ,∣pi − pi(i,k0)∣ ⩽ (1 + λk0pii,k0)∣pii,k0 − pi′i,k0 ∣ , k = k0 .
Recalling that pii,k ∼ Poiss(sN/N), we get⎧⎪⎪⎨⎪⎪⎩E[(pi − pi
(i,k))2] ⩽ 2λ2k( sNN + ( sNN )2) sNN , k ≠ k0
E[(pi − pi(i,k0))2] ⩽ 4 sNN + 4λ2k0( sNN + ( sNN )2) sNN , k = k0 .
Summing over i, k ⩾ 1 we get Var(pi) ⩽ 8sN (since sN ⩽ N and λk ∈ [2−k−1,2−k] for all k ⩾ 0).
Therefore Var(pi(σ)) = EpiVar∣h(pi(σ)) +Var(pi) together with (3.19) implies that
2k0+1∫
I
E⟨(pi(σ) −E⟨pi(σ)⟩λ)2⟩λ dλ ⩽ 2k0+3sN .(3.21)
By Cauchy-Schwarz,
2k0+1∫
I
E⟨∣pi(σ) −E⟨pi(σ)⟩λ∣⟩λ dλ ⩽ 2(k0+3)/2√sN .(3.22)
Averaging over the other (λk)k≠k0 finishes the proof. 
Proof of Theorem 3.3. By (4.2), for any k ⩾ 1 and pik(σ) = ∑i⩽N σipii,k in (3.16),
(3.23) Eλ∣E⟨fnpik(σ1)⟩ −E⟨fn⟩E⟨pik(σ)⟩∣ ⩽ 2(k+3)/2√sN .
It remains to show that
E⟨fnpik(σ1)⟩ = sNE⟨fnσ1i eλk(σ1i +...+σni )⟩⟨eλkσi⟩n and E⟨pik(σ)⟩ = sNE⟨σieλkσi⟩⟨eλkσi⟩ .(3.24)
We notice that, for each k, the term pik(σ) is equal in distribution to pik(σ) = ∑j⩽pik σij where
pik ∼ Poiss(sN) and the indices ij are i.i.d. uniform and independent over k and of everything else.
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Therefore summing over events {pik = r ⩾ 0},
E⟨fnpik(σ1)⟩ =∑
r⩾0
srN
r!
e−sNE⟨fn∑
j⩽rσ1ij⟩pik=r=∑
r⩾1
srN
r!
e−sNE⟨fn∑
j⩽rσ1ij⟩pik=r=∑
r⩾1
srN
r!
e−sN rE⟨fnσ1i1⟩pik=r
= sN∑
r⩾1
sr−1N(r − 1)!e−sNE⟨fnσ1i1⟩pik=r .
For a fixed pik = r ⩾ 1, let us write
pik(σ) =∑
j⩽rσij = σi1 + ∑2⩽j⩽rσij =∶ σi1 + p̃ik(σ) .
The terms pik(σ`) still appear for all replicas σ1, . . . , σn in the Gibbs average ⟨ ⋅ ⟩pik=r. If we separate
the (σ`i1)`⩽n explicitly and denote the Gibbs average with pik(σ`) replaced by p̃ik(σ`) for all replicas
as ⟨ ⋅ ⟩′
pik=r, then for pik = r ⩾ 1 we obtain
E⟨fnσi1⟩pik=r = E⟨fnσ1i1eλk(σ1i1+...+σni1)⟩′pik=r(⟨eλkσi1 ⟩′
pik=r)n .
Making the change of variables m = r − 1, the above sum is over m ⩾ 0 with Poisson factors smNm! e−sN ,
and the terms p̃ik(σ1), . . . , p̃ik(σn) in ⟨ ⋅ ⟩′pik=r become, respectively, copies of pik(σ1), . . . , pik(σn), and
the index i1 is independent of the indices (that are all shared) in p̃ik(σ1), . . . , p̃ik(σn). This proves
the first equation in (3.24), and the second equation follows from the first replacing fn by 1. 
3.4. Passing to the limit. Suppose there exists a subsequence (Nj)j⩾1 along which (2.20) fails
for some n ⩾ 3, namely,
(3.25) EλE⟨(R1,...,n −E⟨R1,...,n⟩)2⟩ ⩾ δ > 0 .
Since for a given function fn the set of its allowed arguments as well as k ⩾ 1 are countable, the
equations (2.19), (3.15) and (3.25) imply that we can choose some λ = λN = (λNk )k⩾0 varying with
N , with λNk ∈ [2−k−1,2−k], such that, along the same subsequence (Nj)j⩾1,
(3.26) E⟨(R1,...,n −E⟨R1,...,n⟩)2⟩ ⩾ δ
2
> 0 ,
and
(3.27) E⟨(R1,2 −E⟨R1,2⟩)2⟩→ 0 , ∣E⟨fnσ1i eλNk ∑`⩽n σ`i ⟩⟨eλNk σi⟩n −E⟨fn⟩E⟨σieλ
N
k σi⟩⟨eλNk σi⟩ ∣→ 0
jointly for all possible arguments of fn and k ⩾ 1, where now the Gibbs measure ⟨ ⋅ ⟩ is for the
Hamiltonian with these specific parameters λN . Let us prove the existence of such λN . Let the
multioverlap variance Var(R1,...,n) ∶= E⟨(R1,...,n −E⟨R1,...,n⟩)2⟩ ⩽ 1. We have (1(⋅) is the indicator):
Eλ[1(Var(R1,...,n) ⩾ δ/2)] + δ/2⩾ Eλ[1(Var(R1,...,n) ⩾ δ/2)] + (δ/2)Eλ[1(Var(R1,...,n) < δ/2)]⩾ Eλ[Var(R1,...,n)1(Var(R1,...,n) ⩾ δ/2)] +Eλ[Var(R1,...,n)1(Var(R1,...,n) < δ/2)] ⩾ δ
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by (3.25) for the last inequality, so that
Pλ(Var(R1,...,n) ⩾ δ/2) ⩾ δ/2 > 0
uniformly in (Nj)j⩾1. The pairs (fn, k) (where by fn we mean the function fn with a given set of
arguments) can be injectively indexed by integers j ⩾ 1. Then denote FdSj a bounded term of the
form of what is appearing between the absolute values in (3.15) for some specific (fn, k). Then let∣FdS∣ ∶=∑
j⩾12−j ∣FdSj ∣ .
From (2.19), (3.15) the Markov inequality implies
Pλ(Var(R1,2) ⩽ ε) ⩾ 1 − EλVar(R1,2)
ε
, Pλ(∣FdS∣ ⩽ ε) ⩾ 1 − Eλ∣FdS∣
ε
.
As long as
Pλ(Var(R1,...,n) ⩾ δ/2) + Pλ(Var(R1,2) ⩽ ε) + Pλ(∣FdS∣ ⩽ ε) ⩾ δ
2
+ 2 − EλVar(R1,2)
ε
− Eλ∣FdS∣
ε
⩾ 2 + δ
4
namely ε ⩾ 4(EλVar(R1,2) +Eλ∣FdS∣)/δ =∶ CN (with CN → 0 by (2.19), (3.15)), then
Pλ({Var(R1,...,n) ⩾ δ/2} ∩ {Var(R1,2) ⩽ ε} ∩ {∣FdS∣ ⩽ ε}) ⩾ δ
4
.(3.28)
Therefore, choosing an appropriate sequence ε = εN → 0 along (Nj)j⩾1, with εN ⩾ CN , proves the
existence of λN = (λNk )k⩾0.
Then we extract a further subsequence (Nja)a⩾1 of (Nj)j⩾1 along which λNk → λk ∈ [2−k−1,2−k]
for all k ⩾ 0 (by Cantor’s diagonalization).
Finally, we can choose a further subsequence along which the distribution of the array (σ`i)
under the quenched Gibbs measure E[GpertN ( ⋅ , λ)⊗∞] converges in the sense of finite dimensional
distributions (by Prohorov’s Theorem, since the space {−1, 1}N2 equipped with its product topology
and the discrete metric is compact).
3.5. Aldous-Hoover representation in the limit. In this subsequential thermodynamic limit,
the distribution of spins will inherit the symmetry between sites and replicas from the model,
(3.29) (σ`i)i,`⩾1 d= (σρ2(`)ρ1(i))i,`⩾1
for any permutations ρ1 and ρ2 of finitely many indices. By the Aldous-Hoover representation
[4, 43] (see also Section 1.4 in [64]), such symmetry implies that
(3.30) (σ`i)i,`⩾1 d= (σ(w,u`, vi, xi,`))i,`⩾1
for some function σ∶ [0,1]4 → {−1,1} (that may a priori depend on the form of fn and the
subsequential limit selected in the previous section in case there are mutliple subsequential limits for
the quenched Gibbs measure), and where w, (u`), (vi) and (xi,`) are i.i.d. uniform U[0, 1] random
variables. This means that, along the above subsequence, for any finite subset C ⊆ N2,
E⟨ ∏(i,`)∈C σ`i ⟩→ E⟨ ∏(i,`)∈C σ`i ⟩ ,
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where in the limit we should understand by ⟨ ⋅ ⟩ the expectation in the random variables that depend
on the replica indices, namely, the expectation in (u`) and (xi,`) (see Appendix). Moreover, given
representation (3.30), if we denote
(3.31) σ(w,u, v) ∶= ∫ 1
0
σ(w,u, v, x)dx
then the asymptotic analogue of the multioverlaps is given by
(3.32) R`1,...,`n → R∞`1,...,`n ∶= ∫ 1
0
∏
j⩽nσ(w,u`j , v)dv ,
in the weak convergence sense, namely, the joint moments of all multioverlaps before the limit
converge to joint moments of these analogues in the limit (see [65] or the Appendix). With this
notation, in the limit along the above subsequence, the equations (3.26) and (3.27) imply that
(3.33) E⟨(R∞1,...,n −E⟨R∞1,...,n⟩)2⟩ ⩾ δ2 > 0 ,
but, on the other hand,
(3.34) E⟨(R∞1,2)2⟩ = (E⟨R∞1,2⟩)2 , E⟨fnσ11eλk∑`⩽n σ`1⟩⟨eλkσ1⟩n = E⟨fn⟩E⟨σ1eλkσ1⟩⟨eλkσ1⟩
for any fn depending on finitely many spins (σ`i) for 2 ⩽ i ⩽m and ` ⩽ n for some m and n. The
reason we exclude spin index i = 1 in the coordinates of fn is to reserve it specifically for (σ`1)`⩽n,
because before the limit the spins (σ`i)`⩽n appearing explicitly in Theorem 3.3 depended on a
uniform random index i ∈ {1, . . . ,N}, which by symmetry can be fixed to 1 as long as we avoid
the spin indices on which fn depends (because a random uniformly chosen index i ⩽ N belongs to{2, . . . ,m} with negligible probability in the limit).
Consider the function
g ∶ γ ∈ [0,+∞)↦ E⟨fnσ11eγ∑`⩽n σ`1⟩⟨eγσ1⟩n −E⟨fn⟩E⟨σ1eγσ1⟩⟨eγσ1⟩
where the Gibbs bracket ⟨ ⋅ ⟩ is independent of γ (that depends instead on the subsequential limit
λ = (λk) of (λNk ) discussed in the previous section). This function is analytic and, by (3.34),
is identically equal to zero for γ = λk ∈ [2−k−1,2−k] for any k ⩾ 1. Because the sequence (λk)
accumulates to zero we have g(γ) = 0 for all γ ⩾ 0. Thus from now one we can assume that in the
subsequential thermodynamic limit previously selected
(3.35) E⟨(R∞1,2)2⟩ = (E⟨R∞1,2⟩)2 , E⟨fnσ11eγ∑`⩽n σ`1⟩⟨eγσ1⟩n = E⟨fn⟩E⟨σ1eγσ1⟩⟨eγσ1⟩
for all γ ⩾ 0, where again only finitely many spins (σ`i) with indices i ⩾ 2 may appear in fn. In the
rest of the proof, we will show that (3.33) contradicts (3.35).
3.6. Thermal pure state. The identity E⟨(R∞1,2)2⟩ = (E⟨R∞1,2⟩)2 means that
R∞1,2 = R∞1,2(w,u1, u2) = ∫ 1
0
σ(w,u1, v)σ(w,u2, v)dv
is constant and is thus independent of w,u1, u2. This means that, in fact, the function σ(w,u, v) =
σ(w, v) almost surely (i.e., it does not depend on u) and ∫ 10 σ(w, v)2 dv = const: the system is said to
lie in a “thermal pure state”. This appears, for example, in Theorem 5 in [66] or Lemma 1 in [68], and
can be explained in a few words. Indeed, if we consider a (random) measure du ○ (u↦ σ(w,u, ⋅ ))−1
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on (L2[0,1], dv), the concentration of the overlap means that the scalar product between two
points (functions in L2) sampled from this measure is constant, which means that the measure
concentrates on one (random) function σ(w, ⋅ ) on the sphere of some fixed constant radius in L2.
In particular, instead of (3.30) we now have
(3.36) (σ`i)i,`⩾1 d= (σ(w, vi, xi,`))i,`⩾1
for some (any) function σ of three variables such that ∫ 10 σ(w, v, x)dx = σ(w, v). At the level of the
asymptotic spin array (σ`i)i,`⩾1 this means that the expectation ⟨ ⋅ ⟩ is now asymptotically equivalent
to a simple integral over (xi,`) only, and that the replica indices can be freely exchanged. Writting
a (finite) joint moment of spins gives, asymptotically,
E ∏(i,`)∈C σ`i = E ∏(i,`)∈C σ(w,u`, vi) = E ∏(i,`)∈C σ(w, vi)
which, e.g., concretely implies that Eσ11σ21σ12σ22 = Eσ11σ21σ32σ42. Also, the asymptotic multioverlaps
therefore simplify to
(3.37) R∞`
1,...,`n
= R∞1,...,n = ∫ 1
0
σ(w, v)n dv .
3.7. Concentration of multioverlaps, n ⩾ 3. To see how concentration of the overlap in the
form (3.36) implies concentration of all multioverlaps, let us first derive the following consequence
of the identities (3.35).
Lemma 3.5. In the subsequential limit, for all γ ⩾ 0,
(3.38) E⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1eγσ2⟩ = (E⟨σ1eγσ1⟩⟨eγσ1⟩ )2 .
Proof. If we write ⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1eγσ2⟩ = ⟨σ1eγσ1σ2eγσ2⟩/⟨eγσ1⟩⟨eγσ1eγσ2⟩/⟨eγσ1⟩ ,
note that the denominator is in the interval [e−γ, eγ], and approximating 1/x on this interval by a
polynomial ∑n⩽r cnxn uniformly within error ε, we get
E⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1eγσ2⟩ ≈∑n⩽r cnE⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1⟩ (⟨eγσ1eγσ2⟩⟨eγσ1⟩ )n .
We can represent the nth summand on the right hand side using replicas as
cnE
⟨σ11eγ(σ11+...+σn+11 )σ12eγ(σ12+...+σn+12 )⟩⟨eγσ1⟩n+1 .
We then apply (3.35) choosing the bounded function fn+1 ∶= σ12 exp(γ∑`⩽n+1 σ`2) to rewrite this as
cnE
⟨σ1eγσ1⟩⟨eγσ1⟩ E⟨σ2eγσ2⟩⟨eγσ2⟩n .
Summing all the terms and again using that ∣1/x−∑n⩽r cnxn∣ ⩽ ε on the interval [e−γ, eγ], we showed
that (within error 2ε)
E⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1eγσ2⟩ ≈ E⟨σ1eγσ1⟩⟨eγσ1⟩ E⟨σ2eγσ2⟩⟨eγσ2⟩ .
Letting ε ↓ 0 finishes the proof. 
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Proof of Theorem 2.3. The rest of the proof of Theorem 2.3 is very similar in spirit to the calcula-
tions in [68, 69]. Recall σ(w, v) ∶= ∫ 10 σ(w, v, x)dx. If we let t ∶= tanh(γ) and denote
X(w, v) ∶= σ(w, v) + t
1 + tσ(w, v1) , Y (w) ∶= ∫ 10 X(w, v)dv ,
then identity (3.38) can be rewritten as Var(Y (w)) = 0. Indeed, because of (3.36) and the fact that
the spins are ±1, the marginal posterior probability of a spin being one asymptotically reads
⟨1(σ1 = 1)⟩ = 1 + σ(w, v1)
2
.
Therefore we can write that in the limit
E⟨σ1eγσ1⟩⟨eγσ1⟩ = ∫ 10 (1 + σ(w, v1))eγ − (1 − σ(w, v1))e−γ(1 + σ(w, v1))eγ + (1 − σ(w, v1))e−γ dv1 dw = ∫ 10 X(w, v1)dv1 dw = ∫ 10 Y (w)dw .
Similarly we also obtain
E⟨σ1eγσ1σ2eγσ2⟩⟨eγσ1eγσ2⟩ = ∫ 10 X(w, v1)X(w, v2)dv1 dv2 dw = ∫ 10 Y (w)2 dw .
Therefore (3.38) is indeed equivalent to Var(Y (w)) = 0. In other words, Y (w) is almost surely
constant and, as a result, for almost all w ∈ [0,1],
(3.39)
tY (w) − 1
t2 − 1 = tEY − 1t2 − 1 for all t ∈ (−1,1) .
Since, using (3.37), for t ∈ (−1,1),
tY (w) − 1
t2 − 1 = ∫ 10 11 + tσ(w, v)dv =∑n⩾0(−1)ntn∫ 10 σ(w, v)n dv =∑n⩾0(−1)ntnR∞1,...,n(w)
and, similarly, tEY −1t2−1 = ∑n⩾0(−1)ntnER∞1,...,n, the equation (3.39) implies that all multioverlaps are
constant in this particular subsequential thermodynamic limit, R∞1,...,n(w) = ER∞1,...,n almost surely.
This contradicts (3.33) which was a consequence of assuming the existence of a subsequence along
which (3.25) holds, i.e., along which EλE⟨(R1,...,n −E⟨R1,...,n⟩)2⟩ ⩾ δ for any δ > 0. Therefore such
subsequence does not exist, which proves Theorem 2.3. 
Concentration of multioverlaps means that the distribution dv ○ (v ↦ σ(w, v))−1 almost surely
does not depend on w and is equal to some ζ ∈ Pr[−1,1]. As a result, as we mentioned below
Theorem 2.3, the spins σ`i (in this subsequential limit) can be generated by taking an i.i.d. sequence
mi ∼ ζ and then flipping independent ±1 valued coins with expected value mi to output (σ`i)`⩾1.
4. The case of soft spins: proof of Theorem 2.6
The proof for soft bounded spins follows closely the one for Ising spins, so we will be more brief.
4.1. Magnetization, n = 1, and generalized overlaps, n = 2. Because of the assumption of
factorized prior (2.1) and the form of the perturbation (2.31) which is similar to the one in the
binary case (2.9), the proof of concentration of the magnetization R1 is identical to the one provided
in Section 3.1. The only difference is that the tanh(θ∗i + hi) in (3.1) is replaced by a generic
local magnetization ∫ dP ∗λ (σ∗)σ∗i = mi(θ∗, (pii,I)I∈I , λI) ∈ [−1,1], which are conditionally on λI
independent. Therefore we obtain the same bound Var(R1) ⩽ 2/N .
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The proof of Theorem 2.5 is a straightforward extension of the one of Theorem 2.2. Indeed, simply
notice that given an index k in the perturbation Hamiltonian (2.28), nothing changes in the proof
of Section 3.2 when using the change of variable [2−k−1, 2−k] ∋ λ0,k → λ0,k2−k with λ0,k ∈ [1/2, 1] and
then absorbing the 2−k in εN .
4.2. Multioverlaps, n ⩾ 3. The proof of (2.36) will be based on the following analogues of the
energy concentration and Franz-de Sanctis identities. For I ∈ I, let us denote
(4.1) piI(σ) ∶= ∑
i⩽N pii,IPI(σi) so that HpoissN (σ,λI) ∶=∑I∈I λI ∑i⩽N pii,IPI(σi) =∑I∈I λIpiI(σ) .
Again, we have the following.
Lemma 4.1 (Energy concentration). If (2.1) holds and sN ⩽ N then, for any I ∈ I,
(4.2) EλE⟨∣piI(σ) −E⟨piI(σ)⟩λ∣⟩λ ⩽ C√sN ,
for some absolute constant C > 0.
Compared to the ±1 spins case, the constant is uniform in I because we are averaging over
λI ∈ [1,2] and the scaling has been moved into the definition of piI(σ). The proof is identical
to the one of Lemma 3.4 and will not be repeated. The only difference is that the analogue of
representation (3.20) is now not as explicit; however, it does not really affect the remainder of the
proof.
From energy concentration, one can derive the following analogue of the Franz-de Sanctis identities
in Theorem 3.3. Again, we notice that, for each I, the term piI(σ) ∶= ∑i⩽N pii,IPI(σi) is equal in
distribution to piI(σ) = ∑j⩽piI PI(σij) where piI ∼ Poiss(sN) and indices ij are i.i.d. uniform in{1, . . . ,N}, and these are independent over I. Using Poisson integration by parts as in Theorem 3.3,
we obtain the following.
Theorem 4.2 (Franz-de Sanctis identities in inference). Let i be a random uniform index in{1, . . . ,N} and θ`I,i ∶= PI(σ`i). Under the same hypotheses as in Theorem 3.3 we have, for any I ∈ I,
(4.3) Eλ
RRRRRRRRRRRRE
⟨fnθ1I,ieλI ∑`⩽n θ`I,i⟩⟨eλIθ1I,i⟩n −E⟨fn⟩E⟨θ
1
I,ie
λIθ
1
I,i⟩⟨eλIθ1I,i⟩
RRRRRRRRRRRR ⩽
C√
sN
.
4.3. Passing to the limit. Suppose that (2.36) fails for some indices k1, . . . , kn, namely, that
there exists some subsequence (Nj)j⩾1 along which
(4.4) EλE⟨(R(k1,...,kn)1,...,n −E⟨R(k1,...,kn)1,...,n ⟩)2⟩ ⩾ δ > 0 .
On the other hand, (4.3) holds for any set of arguments of fn and I ∈ I. Since this is a countable
collection, the equations (2.35), (4.3) and (4.4) imply that we can choose some λ = λN varying with
N , with λN0,k ∈ [2−k−1,2−k] and λNI ∈ [1,2], such that, along the same subsequence (Nj)j⩾1,
(4.5) E⟨(R(k1,...,kn)1,...,n −E⟨R(k1,...,kn)1,...,n ⟩)2⟩ ⩾ δ2 > 0 ,
and
(4.6) E⟨(R(k)1,2 −E⟨R(k)1,2 ⟩)2⟩→ 0 , RRRRRRRRRRRRE
⟨fnθ1I,ieλNI ∑`⩽n θ`I,i⟩⟨eλNI θ1I,i⟩n −E⟨fn⟩E⟨θ
1
I,ie
λNI θ
1
I,i⟩⟨eλNI θ1I,i⟩
RRRRRRRRRRRR→ 0
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jointly for all arguments of fn and I ∈ I, where now the Gibbs measure ⟨ ⋅ ⟩ is for the Hamiltonian
with these specific parameters λN (see Section 3.4 for a detailed proof of existence of such λN).
Now, by Cantor’s diagonalization let us extract a further subsequence of (Nj)j⩾1 such that all
λN0,k → λ0,k ∈ [2−k−1,2−k] and λNI → λI ∈ [1,2] converge and, moreover, the distribution of all spins
on all replicas (σ`i)i,`⩾1 under E⟨ ⋅ ⟩ also converges weakly in the finite-dimensional sense along this
subsequence.
4.4. Aldous-Hoover representation. In the case of soft spins, the Aldous-Hoover representation
(3.30) can be expressed in terms of multioverlaps as follows. If we denote
σ(k)(w,u, v) ∶= ∫ 1
0
σ(w,u, v, x)k dx
then the asymptotic analogue of the multioverlap above is
(4.7) R
(k1,...,kn)
`1,...,`n
→ R(k1,...,kn)∞`1,...,`n ∶= ∫ 10 ∏j⩽r σ(kj)(w,u`j , v)dv ,
in the sense that joint moments of all multioverlaps before the limit converge to joint moments of
these analogues in the limit. For the limiting generalized overlap
R
(k)
1,2 → R(k)∞1,2 ∶= ∫ 1
0
σ(k)(w,u1, v)σ(k)(w,u2, v)dv .(4.8)
As before, (4.5) and (4.6) become in this subsequential limit
(4.9) E⟨(R(k1,...,kn)∞1,...,n −E⟨R(k1,...,kn)∞1,...,n ⟩)2⟩ ⩾ δ2 > 0
together with
(4.10) E⟨(R(k)∞1,2 )2⟩ = (E⟨R(k)∞1,2 ⟩)2 , E⟨fnθ1I,1eλI ∑`⩽n θ`I,1⟩⟨eλIθ1I,1⟩n = E⟨fn⟩E⟨θ
1
I,1e
λIθ
1
I,1⟩⟨eλIθ1I,1⟩
for any bounded function fn of finitely many spins (σ`i) for 2 ⩽ i ⩽m and ` ⩽ n for some m and n,
and any I ∈ I with θ`I,1 = PI(σ`1). Recalling the definition of PI in (2.30), and using that both sides
of the second equation are analytic in each ap that all belong to {2−k ∶ k ⩾ 1}, we can now redefine
(4.11) PI(x) ∶= m−1∑
p=0 apxp , x ∈ [−1,1] and ap ∈ R for all p = 0, . . . ,m − 1 ,
set each λI = 1 (by rescaling both sides of the equation) and, defining θ`i ∶= PI(σ`i) with the new
definition (4.11), write
(4.12) E
⟨fnθ11e∑`⩽n θ`1⟩⟨eθ11⟩n = E⟨fn⟩E⟨θ11eθ
1
1⟩⟨eθ11⟩
for all real valued vector (ap) entering the (θ`1)`.
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4.5. Thermal pure state. As in the Ising case, the fact that the limiting generalized overlaps
(4.8) concentrate (by Theorem 2.5) means that σ(k)(w,u, v) = σ(k)(w, v) almost surely (i.e., the
function does not depend on u) and
∫ 1
0
σ(k)(w, v)2 dv = ck .
Indeed, if we consider a (random) measure du ○ (u↦ σ(k)(w,u, ⋅ ))−1 on (L2[0,1], dv), the concen-
tration of the overlap means that the scalar product between two points (functions in L2) sampled
from this measure is constant, which means that the measure concentrates on one (random) function
σ(k)(w, ⋅ ) on the sphere of fixed constant radius √ck in L2. This implies that
(4.13) (σ`i)i,`⩾1 d= (σ(w, vi, xi,`))i,`⩾1
for some (any) function σ of three variables such that
σ(k)(w,u, v) = σ(k)(w, v) = ∫ 1
0
σ(w, v, x)k dx .
4.6. Concentration of multioverlaps, n ⩾ 3. From (4.12) we derive the analogue of (3.38) by
an identical proof (choosing we needed fn+1 = θ12 exp(∑`⩽n+1 θ`2)).
Lemma 4.3. Recall θi ∶= PI(σi) = ∑m−1p=0 ap(σi)p. For all m ∈ N and (ap) ∈ Rm,
(4.14) E⟨θ1eθ1θ2eθ2⟩⟨eθ1eθ2⟩ = (E⟨θ1eθ1⟩⟨eθ1⟩ )2 .
Proof of Theorem 2.6. To finish the proof, we will arrive at contradiction with (4.9). If we let
Y (w) ∶= Ev1 ⟨θ11eθ11⟩⟨eθ11⟩
then equation (4.14) means that Var(Y (w)) = 0, so Y (w) does not depend on w almost surely.
Since Y (w) depends continuously on the coefficients ap of the polynomial PI(σ) = ∑m−1p=0 ap(σ)p,
this statement holds for all ap ∈ R almost surely over w. One can also assume this statement for all
I ∈ I. To show that any multioverlap
(4.15) R
(k1,...,kn)∞
1,...,n (w) = ∫ 1
0
∏
j⩽nσ(kj)(w, v)dv
is independent of w (and, thus, is constant), we can use an induction on n together with the
observation that this multioverlap will appear as the only term with n replica indices (a highest order
term in this sense) in some partial derivative of a rescaled version of Y (w) in various coefficients
ap, evaluated at zero. This will be sufficient because terms with fewer replicas are independent of w
by induction, and the derivative itself is independent of w because Y (w) is.
Let m ∶= max(k1, . . . , kn)+ 1 and take PI(σ) in (4.11) with such m. For 1 ⩽ ` ⩽ n we take p` ∶= k`,
which means that the coefficient ap` is in front of σ
k` . When we compute the derivative
∂n−1∏n`=2 ∂ap` [ 1ap1Ev1 ⟨θ11eθ
1
1⟩⟨eθ11⟩ ]
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there will be only one term with n replicas, namely, the term that comes from applying the
derivative each time to the denominator proportional to
Ev1
1⟨eθ11⟩nn⟨ θ11ap1 n∏`=2 ∂θ`1∂ap` e(θ11+...+θn1 )⟩ .
If we now set all ap = 0 except for ap1 and then set ap1 = 0, this becomes
Ev1⟨∏
j⩽nσ(w, v1, x1,`)k`⟩ = Ev1 ∏`⩽nσ(k`)(w, v1) = R(k1,...,kn)∞1,...,n (w) .
The base of the induction is that all R
(k1)
1 concentrate, which was proved earlier. Then, by induction
on n, this derivative is independent of w and we arrive at contradiction with (4.9), which finishes
the proof. 
In this case, the concentration of multioverlaps means that we can redefine σ(w, v, x) in (4.13)
and find a function σ(v, x) such that the array (σ`i)i,`⩾1 is equal in distribution to (σ(vi, xi,`))i,`⩾1.
The distribution of this array can be encoded via a random measure µ(v) ∶= dx ○ (x↦ σ(v, x))−1 ∈
Pr[−1,1] with the distribution ζ ∈ Pr(Pr[−1,1]).
Appendix
Proof of Lemma 2.1. By the triangle inequality∣fpertN (λ) − fN ∣ ⩽ ∣fpertN (λ0, (λk)k⩾1) − fpertN (λ0 = 0, (λk)k⩾1)∣ + ∣fpertN (λ0 = 0, (λk)k⩾1) − fpertN (λ = (0))∣
where fpertN (λ = (0)) = fN is the unperturbed free energy. We know from (3.6) that∣ d
dλ0
fpertN (λ)∣ = εN2 ∣E⟨R1,2⟩∣ ⩽ εN2 .
Therefore ∣fpertN (λ0, (λk)k⩾1) − fpertN (λ0 = 0, (λk)k⩾1)∣ ⩽ λ0εN/2. We now consider the second term.
Let k ⩾ 1. Recall pik(σ) equals ∑j⩽pik σij in distribution, where pik ∼ Poiss(sN). We then have∣ d
dλk
fpertN (λ)∣ = 1N ∣E⟨pik(σ)⟩∣ ⩽ sNN .
Therefore ∣fpertN (λ0 = 0, (λk)k⩾1) − fpertN (λ = (0))∣ ⩽ (sN/N)∑k⩾1 λk ⩽ sN/N as λk ∈ [2−k−1,2−k]. By
hypothesis εN and sN/N both vanishe as N grows, thus the result.
Proof of inequality 3.3. Let R1,∗ ∶= σ ⋅ σ∗/N . We start by proving the identity−2E⟨R1,∗(L −E⟨L⟩)⟩ = E⟨(R1,∗ −E⟨R1,∗⟩)2⟩ +E⟨(R1,∗ − ⟨R1,∗⟩)2⟩ .(4.16)
Recall λ0,N ∶= εNλ0. Using the definition (3.2) gives
2E⟨R1,∗(L −E⟨L⟩)⟩ =E[ 1
N
⟨R1,∗∥σ∥2⟩ − 2⟨R21,∗⟩ − 1
N
√
λ0,N
⟨R1,∗Z ⋅ σ⟩]
−E⟨R1,∗⟩E[ 1
N
⟨∥σ∥2⟩ − 2⟨R1,∗⟩ − 1
N
√
λ0,N
Z ⋅ ⟨σ⟩] .(4.17)
A gaussian integration by part yields
1
N
√
λ0,N
E⟨R1,∗Z ⋅ σ⟩ = 1
N
E⟨R1,∗∥σ∥2⟩ − 1
N
E⟨R1,∗ σ ⋅ ⟨σ⟩⟩ = 1
N
E⟨R1,∗∥σ∥2⟩ −E[⟨R1,∗⟩2] .
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Fort the last equality we used the Nishimori identity as follows
1
N
E⟨R1,∗ σ ⋅ ⟨σ⟩⟩ = 1
N2
E⟨(σ ⋅ σ∗)(σ ⋅ ⟨σ⟩)⟩ = 1
N2
E⟨(σ∗ ⋅ σ)(σ∗ ⋅ ⟨σ⟩)⟩ = E[⟨R1,∗⟩2] .
We have already proved E⟨Z ⋅ σ⟩/√λ0,N = E⟨∥σ∥2⟩ −E⟨R1,∗⟩ in (3.5). Therefore (4.17) simplifies to
2E⟨R1,∗(L −E⟨L⟩)⟩ = E[⟨R1,∗⟩2] − 2E⟨R21,∗⟩ +E[⟨R1,∗⟩]2= −(E⟨R21,∗⟩ −E[⟨R1,∗⟩]2) − (E⟨R21,∗⟩ −E[⟨R1,∗⟩2])
which is identity (4.16). This identity implies the inequality
2∣E⟨R1,∗(L −E⟨L⟩)⟩∣ = 2∣E⟨(R1,∗ −E⟨R1,∗⟩)(L −E⟨L⟩)⟩∣ ⩾ E⟨(R1,∗ −E⟨R1,∗⟩)2⟩
and an application of the Cauchy-Schwarz inequality gives
2{E⟨(R1,∗ −E⟨R1,∗⟩)2⟩E⟨(L −E⟨L⟩)2⟩}1/2 ⩾ E⟨(R1,∗ −E⟨R1,∗⟩)2⟩ ∶= Var(R1,∗) .
Finally using the consequence of the Nishimori identity Var(R1,∗) = Var(R1,2) ends the proof.
Asymptotic multioverlaps in terms of the Aldous-Hoover representation. Let us start
by showing that ⟨ ⋅ ⟩ asymptotically becomes the expectation in the random variables (u`), (xi,`).
Consider a generic joint moment of the quenched Gibbs measure over finitely many spins and replicas,
where spins are grouped according to their replica index. Using the Aldous-Hoover representation
(3.30) these asymptotically become, in the considered subsequential limit,
E⟨∏`⩽n∏i∈C` σ`i ⟩ = E∏`⩽n ⟨∏i∈C` σ`i ⟩→ E∏`⩽n∏i∈C` σ(w,u`, vi, xi,`) = Ew,(vi) ∏`⩽nEu`,(xi,`)i∈C` ∏i∈C` σ(w,u`, vi, xi,`)
where w, (u`), (vi) and (xi,`) are i.i.d. uniform U[0,1] random variables. By identification we
get that for a given replica σ` the expectation ⟨ ⋅ ⟩ asymptotically translates into the expectation
with respect to u` and (xi,`)i∈C` , so in general for a function of multiple replicas ⟨ ⋅ ⟩ becomes the
expectation over all the variables indexed by a “replica index” (u`), (xi,`).
Next we prove identity (3.32). Let us consider a generic (finite) multioverlaps joint moment.
Define sets {Li}i⩾1, whose only finitely many of them are non empty, where Li is a finite set of
replica indices corresponding to the replicas whose ith spin appears in the considered multioverlaps
joint moment. Recall that multioverlaps joint moments can be reduced to a product over spins (σ`i)
as already observed in (2.22). Let us write multioverlaps as RLi ∶= Eij ∏`∈Li σ`ij where ij is uniform
among {1, . . . ,N}. Defining an empty product to be one ∏∅(. . .) ∶= 1, a generic multioverlaps joint
moment reads
E⟨∏
i⩾1RLi⟩ = E⟨∏i⩾1 Eij ∏`∈Li σ`ij⟩ = E⟨∏i⩾1 ∏`∈Li σ`ij⟩ +O(N−1)
where the last equality from the symmetry among spins (2.14). Then
E⟨∏
i⩾1 ∏`∈Li σ`ij⟩→ Ew,(u`)∏i⩾1 Evi ∏`∈LiExi,`σ(w,u`, vi, xi,`) = Ew,(u`)∏i⩾1 ∫ 10 ∏`∈Li σ(w,u`, v)dv .
By identification we obtain the claimed identity (3.32).
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