In this paper an expansion method, based on Legendre or any orthogonal polynomials, is developed to find numerical solutions of two-dimensional linear Fredholm integral equations. We estimate the error of the method, and present some numerical examples to demonstrate the accuracy of the method.
Introduction
In recent years, many numerical methods of high accuracy have been developed for solving integral equations (see, for example, [2, 3, 6, 7, 9] ). Much work has also been done on integro-differential equations (see [1, 4] ). A great deal of this work is concerned with one-dimensional cases; however, methods for treating two-dimensional integral and integro-differential equations also deserve further study, as these equations have many applications in physics, mechanics and other applied sciences.
In this paper we develop expansion methods, based on orthogonal polynomials, for the numerical solution of two-dimensional linear Fredholm integral equations. p n+1 (x) = 2n + 1 n + 1 x p n (x) − n n + 1 p n−1 (x), n = 1, 2, . . . .
These polynomials are orthogonal on the interval [−1, 1] with respect to the weight function ω(x) = 1, but they are not orthonormal.
To normalize { p n }, we set (see [3] )
Therefore {u n } is a set of orthonormal polynomials on the interval [a, b] with respect to the weight function ω(x) = 1.
Chebyshev polynomials The Chebyshev polynomials are defined by
These polynomials are orthogonal on the interval [−1, 1] with respect to the weight function ω(x) = 1/ √ 1 − x 2 . Normalization of these polynomials may be done by setting 
Description of the method
In this section, we describe a method for solving bivariate linear Fredholm integral equations by using Legendre polynomials. For Chebyshev polynomials the method is similar. [3] A computational method for two-dimensional linear Fredholm integral equations 545
Consider the integral equation
for which an approximate form is One can then write 5) where the coefficients f i j and k i jlm are determined by
and
while C i j are unknown coefficients which must be determined. 8) and the second term in the left-hand side of the above relation can be simplified to
Therefore, by substituting (2.9) into (2.8), we obtain
and so
since both {u n } N n=0 and {v n } N n=0 are sets of basis functions. Equivalently,
By solving this system, we obtain the unknowns C i j for i, j = 0, 1, . . . , N and, consequently, the approximate solution φ N (x, t) of (2.3).
Error estimation
It is known [3] that an orthogonal basis has the advantage that it guarantees convergence of the method based on it; in this section we estimate the size of the error.
For this purpose, we define the error function as
where φ(x, t) is the exact solution and φ N (x, t) is the approximate solution of the integral equation (2.1). By substituting φ N (x, t) in the integral equation (2.1), we obtain
where h N (x, t) is a perturbation term which can be found by substituting the computed solution φ N (x, t) into the formula
We proceed to find an approximation e N (x, t) to the error function e(x, t) in the same way as we did earlier for the solution of equation (2.2). By subtracting (3.2) from (2.1) and using (3.1), the error function e(x, t) satisfies the equation e(x, t) − It should be noted that in order to construct the approximation e N (x, t) to e(x, t), only the right-hand side of equation (2.1) needs to be recomputed; thus, by solving the integral equation (3.3), we obtain an estimate for the error function (3.1).
Numerical examples
The following examples are given to demonstrate the accuracy of the method that we have presented.
The exact solution is φ(x, t) = xe −t − 1. Table 1 shows the absolute error between the approximate solution and the exact solution at the points (x, t) = (0.25i, 0.25i), for i = −4, −3, −2, −1, 0, 1, 2, 3, 4, with N = 10. (x, t) e(x, t) e N (x, t) (0, 0) 0.6112e-13 0.4939e-13 (0.5, 0.5) 0.8982e-10 0.8979e-10 (1, 1) 0.9181e-11 0.9527e-11 (1.5, 1.5) 0.1956e-9 0.1950e-9 (2, 2) 0.2982e-9 0.2976e-9 (2.5, 2.5) 0.2946e-10 0.2804e-10 (3, 3) 0.1233e-9 0.1218e- 9   TABLE 3 . Errors e(x, t) and e N (x, t) for N = 6 at (x, t) = (0.5i, 0.5 j) i, j = 0, 1, 2. 
The exact solution is φ(x, t) = x sin t. Table 2 shows the values of the absolute error at the points (x, t) = (0.5i, 0.5i), for i = 0, . . . , 6, with N = 10. TABLE 4 . Errors e(x, t) and e N (x, t) for N = 10 at (x, t) = (0.5i, 0.5 j) i, j = 0, 1, 2. The exact solution is φ(x, t) = x cos t. Tables 3 and 4 show the values of the absolute error at the points (x, t) = (0.5i, 0.5 j), for i, j = 0, 1, 2, with N = 6 and N = 10, respectively.
