The BXI, works like a TtX if the SEcond operand (in this ease 3) is odd; the BXH with an even second ~vrgument allows the increment and comparand to be in adjacent regist.ers, in this ease 4 aud 5. The Stl. subtraets register 5 from register 2. C is a fuI1 word comparison which sets the condition codE; this example could be modified for a halfword ~able by changing (3 to CH and "4" to "2" throughout the instructions above. BC branches (>~ eondition code 6, which is 0110 in binary--.-i.e., first opera.nd low or first operand high.
Introduc tion
This paper is primarily concerned with the appEcation of scatter storage techniques to iutemaI tables such as cornprier and a:s~embler symbol tables. Most of ~he previous literature oa the subject of scatter storage haas been aimed at, the problems of addn~:~sing random access secondary storage. The techniques can be applied profitably to any table or file in which access is to be made to the entrie~s in unpredictable order and the items are idEntifiEd by some key a;~soeiated with ~heir contents.
Conskter the simple e~se of an assembler symbol t~(ble. Names which ap~:~ar in location fieMs during a~sernbly are given a vab.~e which is the value of the location eourder current at, ~te time the lOEation field is encountered. E'his value must })e cor~suitzeJ whenever the same name appea~ elsewhere in ~he program. The location counter vatue~ are aeee:<~ed in unpredictable order and the~ffore must be searched R)r at every aeees% each ent~T is as~oeiat.~l with a name ,ahieh i~, used ~-~ a key for finding the entry. The table could of toutme be kept i~ alphabet.iced order, but the be,st :~earch ~eehnique i~ a ~,~rt,~t ~.~ff:)le r~xluires at, k~);sg 38
Communications (d the AC}I an average of bg~N pn~hes to tind an item, where 5 i~ the size of the table. Thus, for examplE, a taLle ~i~h t024 entries would require an average of at, least 10 probes to find an item by searching. One can do much better than this with a scatter storage table.
A ::',ore important disadvantage of using a soried tans in this application is thai; if items need to be lo<,k<d up before all of 'the entries art made, then either --the table must be kept sorted after each entLv is made, with tt~e resulting heavy overhead L~r making each entry, or ..... the items must be looked up in an unsorted table until all of the entries are made, at the (:<>st of a tre. mendo~rs number of probes to tind a~ item.
I/lash Addressing
The fundamental idea behind scatter stor:ge is that, the key associated with the desired e~try is us~xt to locate the Entry in sv)rag< Some transformation is performed on the key O.he name, in th< example above) ~o produce a*~ addre,ss in the table to hold (he key and the entry asaociaged with th( key. A go<~J transformation is o~e that, sprea.ds *he calculated addremses (>:interlines eaU~:d ha;sh addresses) uniformly across the available addresses. If ~he calculated address is already filled with some od~er k~y ~nd Rs entry because two keys happened to be tra~sformed i~t.o the same calculated addr{:~s, a+ method is needed for re~olving the collision of keys, a~:t we will diseu,~ :< ver~d such methods in what follows.
tf lhe k(ws are names or o{:her .,.,bjeets th~, fit int.,~ a sin.gle machine word, a popular method of get,crating a hash address from the k(y is to ehoo:<~ some bi~;~ from the middle of the square of the k<y. e~mugh bii~¢ to be u~.,d as an index to addrce~ a~,y item in the table. Sh~e~ the value ff the middle bits of the ~Jquare depen&,~ on alt of the bits of the key, we can expect that different keys will give rise to different h~.sh addre:~es wi@ high probability, more or lea.~ indep~ ~dently of whether the keys ~.~hare ~,m~e eom ~ i~ii! m(m [eature, say aJl beghmil~g or all e~ding with the same l>i(, t m~.I('rm ]if (he keys art,, muldword items, i~he~l some bits from the t)r<)duet of the words making up the key may be satisfactory as long as care is taken that tile calculated address does ~<)t {:tt:['~l out to be zero most o:f tile time. The most (bruegel'otis situation in this respect is when blanks are ao(bd httcrtmlly as zeros or when partial word items are p~d(te, d t<)full word length with zeros.
A third method of computing a hash address is to cut I, he key up into n-bit sections, where n is the number of bits ~eeded for tile hash address, and then to form the sum of all of these sections. The low-order n bits of the sum is used as the hash address. This method can be used for sit,tie-word keys as well as for multiword keys. A program using this method appears in Appendix A.
All three of these methods of computing hash addresses have been in use for years with satisfactory results, but in a new application or on a new computing machine, care must still be taken that the computed addresses are spread uniformly over the available table space.
Handling Collisions
Once some entries have been made into a scatter storage table, it becomes possible for tile computed addresses of different keys to be the same, causing a collision between tile storage locations allocated to each. Some other place must be found for one of the items. We will initially assume that once an item has been entered it is never moved or deleted. So another potential place must be found for the new entry. In general, when the table is nearly full, many collisions may occur while probing the table for an empty sloe. Hence some procedure is needed which generates additional calculated addresses until all empty slot is found, probing the entire table if necessary. Of course, the same procedure for generating additional calculated addresses must be used when the item is later looked up.
In practice, when a scatter storage table routine is ealled~ it is not necessary to specify whether an item is being entered or being looked up. What is required of the l'outine is to determine the address at which the offered key belongs and to report whether the key was already entered. Then tile calling routine can make the entry or extract tile infornmtion, as N)propriate. The procedure, then, will be to generate successive hash addresses until eneounteri,g either a slot that contains the desired key or an empty slot. In tile latter ease, the key is entered in the empty slot, if :it is entered at all.
The possibility that several keys ean generate the same calculated address means that the key must be storm in the table along with its associated entry. For example, when )mmbers are stored in an array, the index in tile array uniquely specifies the storage allocated to an item. In mt application (such as a sparse matrix) where it is know,~ (hat very few elements in the array will actually be used, ~)ne might advantageously use the subscript eombinati(m as a key and compute a lmsh addl~ss from the values of the subscripts. The item can then be accessed through the hash address. But then the subscripts associated with the number must be stored along with the number itself. For example, if A(10) were equal to 1.5, then the corresponding table entry would most likely be a twoword item, one word containing the subscript 10, and the other word containing the number 1.5. This is a powerful but little-known technique for handling sparse arrays. It can greatly reduce the storage requirements at the cost of increased programming complexity and longer access time.
Observe that this is a useful method for storing arrays only when array elements are to be accessed in unpredictable order; it would not be a good method if matrix operations such as addition or multipheation were to be performed on the arrays.
Many methods of resolving collisions have been suggested and used, and the particular method to be used in a particular application should be chosen earefuUy since the method of handling collisions profoundly affects the efficiency of the technique and the difficulty of the programming task.
Table Layout
In almost every application, an entry in a scatter storage table occupies more than one word, typically at least one word for the key and at least one word for the data asso~ elated with the key. If an entry occupies k words and space is required for N entries, then altogether kN words of storage are needed. Two straightforward ways of arranging the table are:
to put each entry into k consecutive words and use only hash addresses that point to the first word of an entry, This can readily be done by multiplying each hash address by k and using the product as an index in the table.
--to divide the table into k sections, each with hr words. Tq?n the hash address is used as an index in the first table find the first word of an entry and as an index in the ~ond table to find the second word of an entry, and so rth. The only difference between these two methods is one programming convenience. In either case, the hash ~ddress is used as all index in the table and not as an ab~;olute storage address.
Since most hash-addressing schemes produce a number of r~ndom bits to be used as an index, it is most convenient to use only values of N which are powel~ of 2. For instance, if the hash transformation generates 1 bits, one can use the ~bits as an index in a table with space for N = 2 ~ entries. ..'Other considerations apply to storage that does not have binary addresses.
There nmst be some way of distinguishing an empty slot in the table from any possible vMid entry. For instance, if zero can be excluded as a valid key, then a zero key can be used to mean that an entry is empty. Of course the entire table nmst be initialized to whatever state is being used to signal elnpty slots in the table.
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R a n d o m P r o b i n g
An efficient and elegant method of generating successive eateuIa.ted address.aes to handle eoltk, dons is as follows:
1. Calculate an address 7 in the table by using son~e transformatinn on the key as an index. 2. If the item is already at this address or if the ph~ce is empty, the job is done. 3. I:f some other key is ttx~re, call a pscudorandom number generator for an integer offset p, ~ lake. {he next probe at ~ @ p and e:o to step tel The pseudonmdom number generator can be of the simplest sort and usually can be written in tess than six machine instructions, t t must generate es+ery int<eger from 1 to N --1 (where 37 is the sb:e of the table) exaetty once. When the generator runs out. of intege~, the table is full and the entry cannot be made.
The following will serve ~,he purpose as a random num-Q~ ber generator for tables whose size is Y = z , a power of two.
Initialize an integer R to be Equal to 1 ever}" time {he ~abting routine is called, and then on each suceeasive calt for a random number:
--set R = R * 5 .... ma~k out all but the tow-order n. + !2 bits of the product, and place the result m R, --set p = R/4 and return. A scatter storage routine using this technique of handlJmg collisions is given in AppendLx A. The important properey of the pseudorandom number generator in this application is that for every value of i, the numbe~, ~+~ --~ f o r i ..< i + k < n. --1 are all different, where A, is the jt.h random number which is generated.
The efficiency of the random probing method is best expressed in terms of the average number E of probes necessary to retrieve an item in the table. This happens ,to be equal to the average number of probes which were required to enter the items originally. The nuraber E depends on the f~action ce of the table which is <>coupled but not ~>h~ the size of the table, tf Y ix the size of the table, antic<L. iten~ are in the table, ~hen c~ = k/.iV, The expected n m~, ber A of probes neeesssary to enter the (k + 1)-st fie,n, including the final probe, ix :gr where the j t h ~erm in the sum is the probability that j o,. more probes are needed t/) eater the item, By induction on k (1) can be re~vritten ass The muuber of pn)bes necessary for searching a sorted table is greater than this [or all but, the tiniest ~.ables, but to make a fair comparison, one must include the extn~ *ime it takes to compute a hash address. This method of ha> dling collisions is a variant of a method due to Vyssotsky {q.
Deletion of entries made using <his scheme ix a tr,,~uble-some process. One cannot simply mark an entry as empty in order to delete it because other entries may have collided at ~:hat place and they would become unreachable. The h&sh addre~+ses for every entry in the table would have ~o be recomputed and some of them mc, vc<{ in order to <:lose up the gap caused by the deleted entry, A much more convenient method of dele@)n is to reserve a special signal for a deleted entry (much like ~he special signal for a~ empty item). ()n seamhing for a key, the search continues if a deieted entry is encountered, A new item can be msmtled in place of any deleted entry encountered in searching for its proper place. The disadvantage of this method is ghat the lookup time is not reduced when entries are deteted-~-onty {,he lost space is :reclaimed.
L i n e a r P r o b i n g
The first method of gcneratix~g successive calculated addressees to be sugg<sted i~ the literature {2] was simply to place colliding entries ~.~ ~ear ~ possible to their nomi.. nally allocated position, in the fi)tlowing sere<. Up,ira collision, search forward from the nominal positio*~ (the initial calEulated address), until either the dex~ired entry is h)und or an empty space is encountered, searching circularly p~st the end of the table to the beginning, if necessary. If an empI~y space is encounterc;d, that ~4paee becomes; ~,he home for the new entry.
Thin procedure b~ the genN effect;ire strategy in eommo~~ use for r~olving collisions in ~,erme~ of the average number of probes required to retrieve an item, The r<~,.s+)n for ffs relatively poor efficiency i~ ~.hat af~:er a %w collisinns have (;ommtl~Heatior~r+ of the +%(i%I Volume 1/ / N~mber I / Jam~aey, 19@ V bee~ resolved in this way, the e~tries are clumped in such a way that;, given thai; a collision has just occurred at locat,io:~ l, the probabilil~y of a collision at location l + 1 is higher than the average probability over the whole table.
The ettieiency of the linear probing method can be ~m~dyzed by techniques shMlar to those used in [3] to evaluate a related method. The result is that, to within suitable approximation, the average nmnber E of probes rmeessary to look up an item in the table is E = (:l -~/2)/0 -~).
Sample wdues of E are:
Load factor a E For vahms of a greater than 0.5, the random probing method is distinctly superior. On the other hand, the linear probing method is easier to program, and each probe beyond the first requires less computation. The problem of deleting entries made in the linear probing method is similar to the problem for random probing. However, in order to close the gap caused by the deleted entry, one need consider only those entries between the deleted entry and the next empty place in the table; no other entries could have collided at that spot. If a special mark is used for a deleted entry, then the lookup time can be reduced as a result of the deletion by looking at the next entry in the table. If that entry is empty, then the deleted entry can also be marked as empty. Moreover, the table can then be scanned backwards from that point and every deleted entry marked as empty until an entry is encountered that is not marked as deleted.
Direct Chaining
At a small penalty in space, another method of resolving collisions, called direct chaimng [4] , is considerably more efficient in terms of number of probes per entry than either of the preceding methods. In this technique, part of one of the words in each entry is reserved as a pointer to indicate where additkmal entries with the same calculated address are to be found, if there are any. Thus all of the entries with the saine calculated address are to be found on a linked list (or chain) starting at that address. The last entry on each chain nmst be distinguished in some way (such as having a zero pointer).
When a key is to be looked tip, its hash address is computed and then ~} ..... if that address is empty, the key has not been entered. ........ if that address is occupied, search down the chain hanging from that address; if the key is not encountered, it is not in the table. When a new entry :is to be made, compute its hash address and then
whatever, and piaee the new entry in the newly allocated cell. Then insert the new entry into the chain hanging from the calculated Mdress. --if that address is occupied by an entry which is not the head of a chain, i.e., by an entry which is not at its own cMeulated address, then the old entry must be moved to another slot and the new entry inserted in its place. Moving the old entry requires finding an empty slot for it, placing it there, and updating the chain it is on. The principal disadvantage of this method is that entries must be moved in storage, with all the programruing complexity that this implies. Observe that when a newly entered item is to be placed on a chain, it is usually more profitable to place it near the head of its chain rather than at the end of the chain.
An attractive feature of this method is that when the table fills up, new items can be placed in an overflow area with no change in the strategy of making entries or looking them up. Moreover, as we shall see, the efficiency of the method is still quite good even after overflow has occurred.
The average number E of probes necessary to find an item using this scheme is calculated in [4] , and is
where, as usual, a = k/N, k = number of entries, and N = number of slots in the A variation on this method [4] decreases programming complexity at only slight cost in storage efficiency. The variation is to treat every item which collides at a calculated address as an overflow item to be stored in an overflow table rather thazl in the scatter table itself. This implies that items need never be moved in storage once they are entered, but space is used in the overflow area before the scatter table is itself full. The only inefficiency caused by this variation is storage inefficiency as more space is required in the overflow table. However, since there is no Volume 1ll / Number 1 / January, 1968
Communications of tile ACMch~dning through the scatter table, the scatter table can be smaller. Usually it, is the scatter table ~hi{.?h has rigid storage requirements while the overflow table eau be got~;en from any ge~eral purpose storage allocator, which. may well be present f\)r other m~es, The expected amount of overflow space used can be ea.lculated as folh>vs: A good appn~ximadoa [5, p. 110 ] to the number of occupied slots in the table ~ffter it: items have been entered is iV(1 --e-'0 where ~, L: a~d ,V have their previous meanings. But then, since the total of ¢: items have been entered, the number which have overflowed is ~: --N(1 --e-'0. Therefore the total (expected) amount of storage that. has been used is x(~ + e-9.
This factor must be taken into account when the two chair> ing methods are compared. The technique for deleting items entered by chaining i.s as follows:
--a n entry not stored at its calculated ~vJdress nmy be marked empty and its former chain ]oim~t arround it, ....... an entry stored at Xs calculated address, but with no chain hanging from it, may merely be marked empty. --.an entry stored at its calculated address with a chain hanging from it must eRher be ma:rked as deleted or one of the items on its chain must be moved to the ealetflated address and the chain properly fixed tip.
S c a t t e r Index Tables
It is possible to extend the idea of tmadng every eollkfing item as an overflow item, namely, t.o place all entries in a separate s~om~ge area in which space is allocated for entries only as needc<L TI-mn the scatter ~alole consists only of pointers to ~he entries. We will calt such a table a scatter index table to emphasize that the seatt:er '{able contains not the entries them,:,xJves, but only pointers to the entries~ It. is passible to combine ~he idea of a scatter index table with any of the three methcds of re:solving eollisio~t% but there is seldom rea.son to use anything but the chaining method. Once the prog:~mm-~ing arrangemenus have been nmde to allocate space as n+:~?dcxt from a free stx/,rage area, tt~e ehah:~ing n~ethod is just a,s easy to pr, N:ram ~ the other methods, and it is more efficient, There are a number of advantages to keeping all of the data items in a storage area separate from the tearier table. A <:ta~.a item often r~eeupies m~my words, wherea~ a pointer usually oceupies only a part of a sir@e word, so the unu.~ed portion of the scatter table will eons]/~t of single word i~:em.s rather them the mukiword spaces suRabte for data i:ems. Beeau:-~ of this, much of the efficiency of t}~ chaining method can be regained wRhout havir,g t,o move entries aroused in storage~ On.ty so much apace ~m, ed be allocated for each entry gts is ><.ce~ssary to hold it,, If emtri{xs are kept in the s<mtter table, one v, ouId have t,o allocate for each iiern as much space as is needed for the Iarg~t of them, Monx)ve:r~ it may well m>t be known at the time a key is first eneounteresf 42 Communieatlot~s of the AC~I how mueh space wilt be requind to hoht the ass~daRq en { r}% Delet,hm of entries is trivial~ ,\> item to be <hq< h)d, iS simply removed from the chain it is on mid reiurned to free stnrage. Appendix I3 is a program which uses the mei,hod 0f scatter index tables.
Virtual 5carter Tables
The time spent searchi~g foc a.n item in a table deperlds not ouly on the immber of probes neednd to fii~d the item, but also on the time reqtfimd to make a single probe. If the keys ~>e as all complex, for instance, if they are eharae. ter s~rbb> of varying le{Gth, it. may take s considerable amount of thne to find out whether or not two keys are the saune.
For some appticati{?~s, aa attractive method of d(~x'e~. big the 4mount of thne needed to make a probe is to compute a hash address suitable for a much larger scatter gable than is actually" bei~g used and then to place the extra bits i~:t the entry. For example, if a t024-word scatter tM)le is being used and a 20-bit hash addr(x~s is cornputed~ then 10 of the bits cam be used to address the table entry and the remaining 10 bits placed in the entry Then the table can be made to act in some respects as if it wen s very lighdy loaded scatter table with 2 :;~ slots.
When an entry is being looke/t up, compute its hash add~ess as usual and follow whatever collision doctrhe [~s been chosen, but instead of compari~g keys, first con> pare the e/xtm~ hash bits lust computed with the extra hash bits stored in the entries. Only if the extra hash bits are the same, need the keys be compared. In J~e e> ample above, where twice a;~ many bits were eomput~J] as were needed, one could expect more often than ~0t that by the t.ime the ruble was filled, no two keys were ever compared which turned out to b~ differ(mr. The prob ability of two keys having the same hash addr(x~s and the same extra hmsh bits is precisely the same ~s the probability that they would collide in the taNer virtual table.
The expeetc~:t total number of probe.s needed to enter 2 ~~ items into a table with 9 e° slot;s is eq~ml to 2 u~ f ~ because a ...... 2 -~° and %r very lightly loaded gables each d the eolli@m doct£nes £iw<s an expeeted average mmj}er of probes E -,= I + ~C2.
A :~teo~:~d application of the idea of virtual sear ~er t ~b!es is t,hat it permits a scatter table to be i~crea~<~d h~. size during executio~ without rehash, ing all of the key:-~ im deed, without rehashing any of the keys~ tn order to d,mbb the size of a scatter table, a sir@e pm~s is made through the old table and e~tries are placed in the lower or ~pper half of the new table depending on whether their lowerr. order extm~ hash bit is 0 or I, If collisions were r<~oR'af by the linear method or by the ~xmdem megh{M, theu the o @ n a t h~h bi~ r~eed to be kept, im addition to t.he extr~ hash bits so that ~I:~e oAginal e~d:cula~:d addrr, x<~ <m be reeowx'ed, tf cotlMoas were rea)bed by ehaini~g, tbm thi~ [S U~e{:es~ary. Of eou?s G whets the se,~Gfer t.abie is
A curious possible use of virtual scatter tables arises whe~l ~ hash ~ddress can be computed with more than ~boul; three times as many bits as are actually needed for a calculated address, The possibility that two different keys have the same virtuM hash address becomes so remote that the keys might not need to be examined at all. tf ~ new key has the same virtual hash address as an existing entry, then the keys could be assumed to be the same. a~hen, of course, there is no longer an)" need to keep the keys in the entry; uniess they are needed for some other purpose, they can just be thrown away. Typically, years could go by without encountering two keys in the same program with the same virtual hash address. Of course, one would have to be quite certain that the hash addresses were uniformly spread over the available virtual addresses. No one, to the author's knowledge, has ever implemented this idea, and if anyone has, he might well not admit it.
The most important application of virtual scatter tables is discussed in the next section.
Scatter Tables on Paged Machines
On some machines it is possible for a program to address more storage than is actually available to the program in the fast storage of the machine. When an item is referenced by the program and the item is not already in fast storage, the block of data (called a page) which contains the item must be brought into fast storage fl'om secondary storage. Further execution of the program is delayed until the input operation is completed. On such a machine, a scatter table can be defined whose size exceeds the amount of fast storage available to the program, so that every new access to the scatter table might cause an input operation to occur. Slow execution would result.
In such cases, it is most efficient to choose means of accessing entries which ensure that consecutive references to storage are as often as possible in pages that have recently been referenced and thus are likely to be already in fast, storage.
If the entries themselves are kept in the scatter table, then the linear probing method becomes more attractive because consecutive probes are highly likely to be on the same page. (Page sizes are most often in the range from 26 to 212 words.) It may welt turn out that two probes on different pages are more expensive of time than a dozen probes all on the same page. This consideration can be neglected if it is known that all the required pages will remain in fast storage.
For a really large scatter table, where it is unlikely or impossible that the whole table can be held in fast storage, it would almost certainly be most efficient to use a scatter index table and keep extra hash bits along with the pointer in the index table. Also, collisions should be resolved within the index and not by chaining through free storage. Since the index table consists of single-word items, many more of its pages can be kept in fast storage--possibly all of them. Then the program stands the chance of needing a new page only when it tries to access the entry itself. By keeping enough extra hash bits in the index, the probability of accessing an unwanted entry can be reduced as much as desired. Then the risk of bringing a new page into fast storage occurs only once for each item referenced.
It would be wasteful of time to define a very large scatter table on a paged machine and then to use either random probing or chaining through free storage to resolve collisions. Either method would result in the risk of bringing a new page into fast storage for every probe. 
