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1. Introduction
Let Fq be the ﬁnite ﬁeld of q elements with characteristic p. Let A := Fq[θ] be the polynomial ring
in variable θ over Fq , with fraction ﬁeld k := Fq(θ). Deﬁne an absolute value | · |∞ at the inﬁnite place
of k so that |θ |∞ = q. Let k∞ := Fq(( 1θ )) be the ∞-adic completion of k, let k∞ be a ﬁxed algebraic
closure of k∞ , let C∞ be the ∞-adic completion of k∞ , let k¯ be the algebraic closure of k in C∞ and
let Fq be the algebraic closure of Fq in k¯.
Let t be an independent variable of θ . Let T be the Tate algebra of power series in C∞[[t]] that
are convergent on the closed unit disk in C∞ , and let L ⊆ C∞((t)) be the fraction ﬁeld of T. Let E
be the subring of T consisting of power series that are everywhere convergent and whose coeﬃcients
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we set f (n) :=∑i aqni ti and extend the operation f → f (n) entrywise to matrices whose entries are
in C∞((t)).
In 2004, Anderson, Brownawell and Papanikolas [2] developed a criterion for linear independence
over function ﬁelds, the so-called ABP criterion, to deal with the special values of the geometric
Γ -function over A. As a break through, they proved that all the algebraic relations among those
special Γ -values are explained by the standard functional equations. Now, we state the ABP criterion
as the following:
Theorem 1.1 (Anderson–Brownawell–Papanikolas). Fix a matrix Φ = Φ(t) ∈ Mat(k¯[t]) such that detΦ
is a polynomial in t vanishing (if at all) only at t = θ . Fix a (column) vector ψ = ψ(t) ∈ Mat×1(E)
satisfying the functional equation ψ(−1) = Φψ . Evaluating ψ at t = θ , thus obtaining a column vector
ψ(θ) ∈ Mat×1(k∞). For every (row) vector ρ ∈ Mat1×(k¯) such that ρψ(θ) = 0 there exists a (row) vec-
tor P = P (t) ∈Mat1×(k¯[t]) such that P (θ) = ρ , Pψ = 0.
In other words, in the situation of Theorem 1.1, every k¯-linear relation among entries of the spe-
cialization ψ(θ) is explained by a k¯[t]-linear relation among entries of ψ itself. The main theorem of
this paper is the following:
Theorem 1.2. Fix a matrix Φ = Φ(t) ∈ Mat(k¯[t]) such that detΦ is a polynomial in t satisfying
detΦ(0) = 0. Fix a vector ψ = [ψ1(t), . . . ,ψ(t)]tr ∈ Mat×1(E) satisfying the functional equation ψ(−1) =
Φψ . Let ξ ∈ k¯×\Fq× satisfy
detΦ
(
ξ (−i)
) = 0 for all i = 1,2,3, . . . .
Then we have:
(1) For every vector ρ ∈ Mat1×(k¯) such that ρψ(ξ) = 0 there exists a vector P = P (t) ∈ Mat1×(k¯[t]) such
that P (ξ) = ρ , Pψ = 0.
(2) tr.degk¯(t) k¯(t)(ψ1(t), . . . ,ψ(t)) = tr.degk¯ k¯(ψ1(ξ), . . . ,ψ(ξ)).
In the situation of above theorem, we note that for any ψ in Mat×1(T) satisfying ψ(−1) = Φψ , by
Proposition 3.1.3 of [2] the condition detΦ(0) = 0 implies ψ ∈Mat×1(E).
Theorem 1.2(1) is an extension of ABP criterion. Theorem 1.2(2) is a consequence of Theorem 1.2(1).
It can be thought of as a function ﬁeld analogue of the Siegel–Shidlovskii theorem concerning
E-functions satisfying linear differential equations:
Theorem 1.3 (Siegel–Shidlovskii, 1956). Let f1, . . . , fn be a set of E-functions which satisfy the system of
ﬁrst-order equations
d
dz
⎡
⎢⎣
f1
.
.
.
fn
⎤
⎥⎦= B
⎡
⎢⎣
f1
.
.
.
fn
⎤
⎥⎦ ,
where B is an n× n matrix with entries in Q(z). Denote the common denominator of the entries of B by T (z).
Then, for any ξ ∈ Q such that ξ T (ξ) = 0,
tr.degQ(z) Q
(
z, f1(z), . . . , fn(z)
)= tr.degQ Q( f1(ξ), . . . , fn(ξ)).
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ξ T (ξ) = 0, any Q-linear relation among the values f1(ξ), . . . , fn(ξ) is the specialization of a linear
relation among f1, . . . , fn over Q(z). For more details, we refer readers to [3].
In analogy with classical Galois theory of differential equations, Papanikolas [9] developed a Galois
theory of systems of Frobenius difference equations. More precisely, let Φ ∈ GL(k¯(t)) and suppose
that there exists Ψ ∈ GL(L) such that Ψ (−1) = ΦΨ , then one has an aﬃne algebraic group scheme
ΓΨ deﬁned over Fq(t) so that
dimΓΨ = tr.degk¯(t) k¯(t)(Ψ ), (1.1)
where k¯(t)(Ψ ) is the ﬁeld generated by all entries of Ψ over k¯(t). Such difference equation Ψ (−1) =
ΦΨ deﬁnes a rigid analytically trivial pre-t-motive MΦ in the terminology of [9]. Papanikolas [9]
proved that the category R of rigid analytically trivial pre-t-motives forms a neutral Tannakian cate-
gory over Fq(t). Once we consider the strictly full Tannakian subcategory of R generated by MΦ , then
by Tannakian duality it is equivalent to the category Rep(ΓMΦ ,Fq(t)) of ﬁnite dimensional represen-
tations of ΓMΦ over Fq(t), where ΓMΦ is an aﬃne algebraic group scheme over Fq(t). Furthermore,
such ΓMΦ is shown to be isomorphic to ΓΨ over Fq(t) by Papanikolas.
Let Φ ∈ Mat(k¯[t]) and ξ ∈ k¯×\Fq× satisfy the conditions of Theorem 1.2 and suppose that there
exists Ψ ∈Mat(T)∩GL(L) so that Ψ (−1) = ΦΨ . Note that in this situation all entries of Ψ are entire
by [2, Proposition 3.1.3]. Then it is not hard to see that combining Theorem 1.2 and (1.1) one has
dimΓΨ = tr.degk¯ k¯
(
Ψ (ξ)
)
, (1.2)
where k¯(Ψ (ξ)) is the ﬁeld generated by all entries of Ψ (ξ) over k¯. Observe that (1.2) is a gener-
alization of Papanikolas’ transcendence degree theorem (cf. [9, Theorem 1.1.7]) which is a function
ﬁeld analogue of Grothendieck’s conjecture on periods of abelian varieties. Papanikolas’ theorem has
been used to deal with algebraic independence concerning Carlitz logarithms, Carlitz polylogarithms,
gamma values, logarithms of Drinfeld modules, etc. (cf. [4–6,8,9]). Here we note that the conditions
of Theorem 1.2 are weaker than those of Papanikolas’ transcendence degree theorem, and hence we
have more choices of difference equations and specializations to deal with algebraic independence
of certain special values. For example, using a formula of Anderson and Thakur [1] we construct a
difference equation satisfying the conditions of Theorem 1.2 to show the algebraic independence of
Carlitz zeta values with varying constant ﬁelds (see [7]).
The present paper is organized as follows. In Section 2, we follow [2] and [9] closely to prove
Theorem 1.2. In Section 3, we give some examples to explain that the conditions of Theorem 1.2
make sense.
2. Proof of Theorem 1.2
2.1. Notations
Given a polynomial f ∈ k¯[t] let degt f denote its degree in t (as usual deg0 = −∞) and, more
generally, given a matrix F with entries in k¯[t] put degt F :=maxi j degt F i j . Given any algebraic num-
ber x ∈ k¯ we set ‖x‖ :=maxτ |τ x|∞ , where τ ranges over the automorphisms of k¯/k, thereby deﬁning
the size of x. More generally given a polynomial f =∑i aiti ∈ k¯[t], we deﬁne ‖ f ‖ := maxi ‖ai‖. Yet
more generally, given a matrix F with entries in k¯[t] we deﬁne ‖F‖ :=maxi j ‖Fij‖. Then we have
‖D + E‖max(‖D‖,‖E‖), ‖FG‖ ‖F‖ · ‖G‖
for all matrices D, E, F ,G with entries in k¯[t] such that D + E and FG are deﬁned.
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We of course assume that ρ = 0 and we may assume without loss of generality that
ξ ∈ K, Φ ∈Mat
(K[t]), ρ ∈Mat1×(K)
for some ﬁeld extensions k ⊆ K0 ⊆ K ⊆ k¯, where K0/k is a ﬁnite separable extension and K is the
closure of K0 in k¯ under the extraction of qth roots. Let O be the integral closure of A in K. After
making suitable replacements Φ ← aq−1Φ , ψ ← a−qψ , ρ ← bρ for suitably chosen a,b ∈ A, ab = 0,
we may assume without loss of generality that
Φ ∈Mat
(O[t]), ρ ∈Mat1×(O).
If  > 1, then we ﬁx a matrix ϑ ∈ Mat×(−1)(O) of maximal rank such that ρϑ = 0. Thus, the
K-subspace of Mat1×(K) annihilated by right multiplication by ϑ is the K-span of ρ . Let Θ ∈
Mat(O[t]) be the transpose of the matrix of cofactors of Φ . Then,
ΦΘ = ΘΦ = detΦ · 1.
Here 1 denotes the identity matrix of size .
2.3. Proof of Theorem 1.2(1)
We follow [2] closely to give a detailed proof of Theorem 1.2(1) as follows.
2.3.1. The case  = 1
For the case of  = 1, since we have assumed that ρ = 0, we have that ψ(ξ) = 0. In this case, our
task is to show that ψ vanishes identically. For any nonnegative integer ν we have
(
ψ
(
ξq
−ν ))q−1 = ψ(−1)(ξq−(ν+1))= Φ(ξq−(ν+1))ψ(ξq−(ν+1)).
Our assumption implies that ψ(ξq
−ν
) = 0 (ν = 0,1,2, . . .). Since ξ is transcendental over Fq ,
ξ, ξq
−1
, ξq
−2
, ξq
−3
, . . . are distinct. Thus, ψ vanishes identically since ψ vanishes inﬁnitely many times
in the disc |t|∞  |ξ |∞ if |ξ |∞  1 or in the disc |t|∞  1 if |ξ |∞ < 1.
2.3.2. Construction of the auxiliary function E
For the case of  > 1, let N be a parameter taking values in the set of positive integers divisible
by 2. We claim that there exists
h = h(t) ∈Mat1×
(O[t])
depending on the parameter N such that
(i) ‖h‖ = O (1) as N → ∞,
and with the following properties for each value of N:
(ii) h = 0.
(iii) degt h < (1− 12 )N .
(iv) E(ξq
−(N+ν)
) = 0 for ν = 0, . . . ,N − 1, where E := hψ ∈ E.
(We call E the auxiliary function.)
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hΘ(−0) · · ·Θ(−(N+ν−1))ψ(−(N+ν)) = hΘ(−0) · · ·Θ(−(N+ν−1))Φ(−(N+ν−1)) · · ·Φ(−0)ψ
= (detΦ)(−(N+ν−1)) · · · (detΦ)(−0)E. (2.1)
Further, the following identity will imply condition (iv) of the above claim:
hΘ(−0) · · ·Θ(−(N+ν−1))ϑ(−(N+ν))∣∣
t=ξq−(N+ν) = 0 for ν = 0, . . . ,N − 1. (2.2)
Assuming (2.2), then by the deﬁnition of ϑ , we see that for each 0 ν  N − 1,
hΘ(−0) · · ·Θ(−(N+ν−1))∣∣
t=ξq−(N+ν)
is spanned by ρ(−(N+ν)) . Since the hypothesis ρψ(ξ) = 0 is equivalent to
ρ(−(N+ν))ψ(−(N+ν))
(
ξq
−(N+ν))= 0,
we have
hΘ(−0) · · ·Θ(−(N+ν−1))ψ(−(N+ν))∣∣
t=ξq−(N+ν) = 0 for ν = 0, . . . ,N − 1,
and hence by (2.1),
0= (detΦ)(−(N+ν−1)) · · · (detΦ)(−0)E|
t=ξq−(N+ν)
= [detΦ(ξ (−1))](−(N+ν−1)) · · · [detΦ(ξ (−(N+ν)))](−0)E(ξq−(N+ν)) for ν = 0, . . . ,N − 1.
Thus, by our assumption
detΦ
(
ξ (−i)
) = 0, for i = 1,2,3, . . . ,
we have that
E
(
ξq
−(N+ν))= 0 for ν = 0, . . . ,N − 1.
Now, our task is to ﬁnd h ∈ Mat1×(O[t]) satisfying (i), (ii), (iii) as above and the identity (2.2).
Here we shall note that any nonzero x ∈ O has the property ‖x‖ 1. Now we let
r := ( − 1)N, s :=
(
 − 1
2
)
N,
and pick any u ∈ A so that |u|∞ > 1 and uξ ∈ O. For each 0 ν  N − 1 we multiply by
uq
−(N+ν)((1− 12 )N+(N+ν)·degt Θ)
on the both sides of (2.2), then with respect to the evident choice of bases, the homogeneous system
of O-linear equations that we need to solve is described by a matrix M ∈Matr×s(O) depending on N
such that
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or
‖M‖ |u|q−N ((1−
1
2 )N+2N·degt Θ)∞ · ‖Θ‖
q
q−1 · ‖ϑ‖ = O (1) as N → ∞ if ‖ξ‖ 1.
The solution we need to ﬁnd is described by a vector x ∈Mats×1(O) depending on N such that
x = 0, Mx= 0, ‖x‖ = O (1) as N → ∞.
Then [2, Lemma 3.3.5] proves our claim.
2.3.3. A functional equation for E
We claim that there exist polynomials
a0, . . . ,a ∈ O[t]
depending on the parameter N such that
• maxi=0 ‖ai‖ = O (1) as N → ∞
and with the following properties for each value of N :
• Not all the ai vanish identically.
• a0E + a1E(−1) + · · · + aE(−) = 0.
For the proof of above claim, we need the following identity:
a0h
(0) + a1h(−1)Φ(−0) + · · · + ah(−)Φ(−(−1)) · · ·Φ(−0) = 0. (2.3)
Since
E(−ν) = (hψ)(−ν) = h(−ν)Φ(−(ν−1)) · · ·Φ(−0)ψ for integer ν > 0,
making a right multiplication by ψ on both sides of (2.3) we obtain the functional equation
a0E + a1E(−1) + · · · + aE(−) = 0.
To solve a0, . . . ,a satisfying the ﬁrst two properties of above claim and the identity (2.3), we re-
duce to solve a system of homogeneous linear equations which is with respect to the evident choice of
bases described by a matrix M ∈Mat×(+1)(O[t]) depending on N such that ‖M‖ = O (1) as N → ∞
and the solution we have to ﬁnd is described by a vector x ∈ Mat(+1)×1(O[t]) depending on N such
that
x = 0, Mx= 0, ‖x‖ = O (1) as N → ∞.
Then [2, Lemma 3.3.6] proves our claim. After dividing out common factors of t , we may further
assume that for each value of N:
• Not all the constant terms ai(0) vanish.
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We claim that E vanishes identically for some N . Suppose that this is not the case. Let λ be the
leading coeﬃcient of the Maclaurin expansion of E and note that
a0(0)λ
q0 + · · · + a(0)λq− = 0.
Hence by [2, Lemma 3.3.3] (Liouville inequality) we have
1
|λ|∞ = O (1) as N → ∞. (2.4)
Using the Schwarz–Jensen formula (cf. [2, §2.5]), for all N we have
|λ|∞ · |ξ |N−
q
q−1∞  sup
x∈C∞|x|∞|ξ |∞
∣∣E(x)∣∣∞  sup
x∈C∞|x|∞|ξ |∞
(
max
1i
∣∣ψi(x)∣∣∞
)
· ‖h‖ · |ξ |N(1−
1
2 )∞ if |ξ |∞ > 1,
or
|λ|∞ ·
(
1
|ξ |∞
)N+μ
 sup
x∈C∞
|x|∞ 1|ξ |∞
∣∣E(x)∣∣∞
 sup
x∈C∞
|x|∞ 1|ξ |∞
(
max
1i
∣∣ψi(x)∣∣∞
)
· ‖h‖ ·
(
1
|ξ |∞
)N(1− 12 )
if |ξ |∞ < 1,
where μ := μN := (q−N + q−(N+1) + · · · + q−(2N−1)). Hence we have
|λ|∞ = O
(|ξ |− N2∞ ) as N → ∞ if |ξ |∞ > 1 (2.5)
or
|λ|∞ = O
((
1
|ξ |∞
)− N2 −μ)
as N → ∞ if |ξ |∞ < 1. (2.6)
In the case of |ξ |∞ = 1, we pick any α ∈ k¯× so that |α|∞ > 1. Then using Schwarz–Jensen formula
again we have
|λ|∞ · |α|N∞  sup
x∈C∞|x|∞|α|∞
∣∣E(x)∣∣∞  sup
x∈C∞|x|∞|α|∞
(
max
1i
∣∣ψi(x)∣∣∞
)
· ‖h‖ · |α|N(1−
1
2 )∞
and hence
|λ|∞ = O
(|α|− N2∞ ) as N → ∞. (2.7)
In either case, the bound of (2.5) or (2.6) or (2.7) for |λ|∞ contradicts to (2.4) as N  0.
736 C.-Y. Chang / Journal of Number Theory 129 (2009) 729–7382.3.5. The case E = 0
Now we ﬁx a value of N such that the auxiliary function E vanishes identically. Since the entries
of h are polynomials in t of degree < N and not all vanishing identically, there exists some 0 ν < N
such that
h(N+ν)(ξ) = h(ξq−(N+ν))qN+ν = 0.
Deﬁne
P = P (t) := h(N+ν)Θ(N+ν) · · ·Θ(1) ∈Mat1×
(O[t]).
We claim that P (ξ) = 0. To prove this claim, we need only show that
det
(
Θ(N+ν) · · ·Θ(1))∣∣t=ξ = 0.
Suppose that this is not the case, then we have
0= det(Φ(1) · · ·Φ(N+ν)Θ(N+ν) · · ·Θ(1))∣∣t=ξ
= (detΦ)(N+ν) · · · (detΦ)(1)∣∣t=ξ
= [detΦ(ξ (−(N+ν)))](N+ν) · · · [detΦ(ξ (−1))](1).
This contradicts to our assumption. Thus, P (ξ) = 0.
On the other hand, by (2.2) we have
P (ξ)ϑ = (hΘ(−0) · · ·Θ(−(N+ν−1))ϑ(−(N+ν))∣∣
t=ξq−(N+ν)
)qN+ν = 0,
and hence
P (ξ) ∈ (K-span of ρ) ⊂Mat1×(K).
Finally, from (2.1), we see that
Pψ = h(N+ν)Θ(N+ν) · · ·Θ(1)ψ
= [hΘ(−0) · · ·Θ(−(N+ν−1))ψ(−(N+ν))](N+ν)
= [(detΦ)(−(N+ν−1)) · · · (detΦ)(−0)E](N+ν)
= 0.
Therefore up to a nonzero correction factor of K, the vector P is the vector we want, and the proof
of Theorem 1.2(1) is completed.
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We follow [9] closely to prove Theorem 1.2(2). Let Q := k¯[ψ1(ξ), . . . ,ψ(ξ)] and S := k¯(t)[ψ1, . . . ,
ψ], then as rings,
Q ∼= k¯[X1, . . . , X]/a, S ∼= k¯(t)[X1, . . . , X]/b,
for some ideals a and b. Here X1, . . . , X are  independent variables. For d  1, let k¯[X1, . . . , X]d
and ad be the elements of k¯[X1, . . . , X] and a of total degree  d, and let Qd ⊆ Q correspond their
quotient. Similarly, we deﬁne bd and Sd .
Fix d  1, let N = (d+1 − 1)/( − 1) and deﬁne ψ ∈ MatN×1(E) to be the column vector whose
entries are the concatenation of 1 and each column vector ψ⊗n ∈ Matn×1(E) for n = 1, . . . ,d. Deﬁne
Φ ∈MatN (k¯[t]) ∩ GLN (k¯(t)) to be the diagonal block matrix
Φ := [1] ⊕ Φ ⊕ Φ⊗2 ⊕ · · · ⊕ Φ⊗d,
then we have
ψ(−1) = Φψ.
We observe that
Sd := k¯(t)-span in E of the entries of ψ;
Qd := k¯-span in k∞ of the entries of ψ(ξ).
Using Theorem 1.2(1) it can be shown that for all d 1,
dimk¯(t) Sd = dimk¯ Qd
(for detailed argument, see [9, Proposition 5.1.5]). Thus the homogenizations of Q and S have the
same Hilbert series and hence
tr.degk¯(t) k¯(t)
(
ψ1(t), . . . ,ψ(t)
)= tr.degk¯ k¯(ψ1(ξ), . . . ,ψ(ξ)).
3. Some remarks
Remark 3.1. Here we give a counterexample for Theorem 1.2 if detΦ(ξ(− j)) = 0 for some positive
integer j in the case of |ξ |∞ > 1.
Deﬁne
Φ := (t − ξ (− j)) and Ωξ := (−ξ) −qq−1
∞∏
i=1
(
1− t
ξqi
)
, (3.1)
where (−ξ) 1q−1 is a ﬁxed choice of (q − 1)th root of −ξ . Note that Ωξ is an entire power series since
|ξqi |∞ → ∞ as i → ∞. Put
ψ := (t − ξ (− j+1)) · · · (t − ξ (−0))Ωξ ,
then we have ψ(−1) = Φψ . Hence Theorem 1.2 does not hold because ψ(ξ) = 0 and ψ is transcen-
dental over k¯(t) since ψ has inﬁnitely many zeros.
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does not hold. Let ξ ∈ Fqν for some ν ∈ N and let Ω := Ωθ be deﬁned as in (3.1). Note that from the
functional equation Ω(−1) = (t − θ)Ω we have
Ω(ξ)q
−ν = (ξ − θ(−(ν−1))) . . . (ξ − θ(−1))(ξ − θ)Ω(ξ),
and hence Ω(ξ) ∈ k¯× . Since Ω is transcendental over k¯(t), Theorem 1.2(2) does not hold.
Furthermore, we consider
[−Ω(ξ) 1 ] ·
[
1
Ω(ξ)
]
= 0.
Deﬁne
Φ :=
[
1 0
0 (t − θ)
]
and ψ :=
[
1
Ω
]
,
then we have ψ(−1) = Φψ . Since Ω is transcendental over k¯(t), it is impossible to ﬁnd P ∈
Mat1×2(k¯[t]) so that P (ξ) = [−Ω(ξ) 1 ] and Pψ = 0. Hence Theorem 1.2(1) does not hold.
Remark 3.3. We are interested in Φ ∈Mat(k¯[t])∩GL(k¯(t)) so that there exists Ψ ∈Mat(T)∩GL(L)
satisfying Ψ (−1) = ΦΨ since in this situation we can use the Galois theory of systems of Frobenius
difference equations, in particular the equality (1.1). We claim that the condition detΦ(0) = 0 is a
necessary condition for the existence of such Ψ .
Note that Ψ (−1) = ΦΨ implies (detΨ )(−1) = detΦ · detΨ . If detΦ(0) = 0, i.e., detΦ is divisible
by t , then writing down detΨ as a formal power series in t and solving its coeﬃcients recursively
from the functional equation
(detΨ )(−1) = detΦ · detΨ
shows that detΨ ≡ 0. Thus, we complete the proof of the claim.
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