The 
Introduction
The Vehicle Routing Problem (VRP) is probably the best known node routing problem nowadays. It is generally defined as a graph G = (V, D) with a set of nodes V = {v 0 ,v 1 ,v 2 ..v n } a set of edges D, where v 0 , represents the depot, with K identical delivery vehicles with Q capacity, the other nodes represent the consignee customers with a demand qi and each edge (i,j) has a symmetrical cost c ij = c ji The problem consists in determining a group of K routes for K vehicles, where total cost is minimal, beginning and ending in a depot; such that each node is visited just one time and each delivery vehicle does not surpass its Q capacity [2] . [1] .
This kind of problem of combinatory optimization does not have an exact solution due to the big number of possible solutions that exist because of the connections between the origin point (delivery vehicle base) and the destiny points (customers), for such reason it is part of the NPHard type of problem classification [1] .
A particular variant of the previously explained scenery is to add delivery vehicle capacity as a restriction (CVRP), besides, in this paper, split delivery is added as a second restriction (SDVRP); this last consideration applies when the consignee customer has bigger demand than the delivery vehicle capacity, thus a consignee customer can be visited by more than one delivery vehicle.
Since the introduction of the proposed problem by Dantzig and Ramser [3] , the evolution of solutions, both exact and heuristic, has improved notoriously, among heuristic solutions the works of Laporte, Mercure and Nobert [4] ; Fischetti, Toth and Vigo [5] ; and Fisher [6] stand out, proposing Ramification and quotation algorithms. We have to mention that Fisher's method solves up to 71 destiny nodes (customers). However, this demands a big computational cost [2] .
In the exact ramification and cut algorithm category the work of Cornuéjols, Fonlupt and Naddef [7] ; Naddef and Rinaldi [8] ; Toth and Vigo [9] stand out, however, this kind of algorithm depends a lot on the particular structure of the VRP since it can complicate the solution if cuts are applied to a structure that does not favor the algorithm [10] .
Within the most outstanding heuristic constructive methods we have Clarke and Wright's saving algorithm [11] , and the saving algorithm based on matching, as the works of Desrochers and Verhoog [12] and Altinkemer and Gavish [13] .
In the category of algorithms with heuristic insertion methods the works by Mole and Jameson [14] ; Christofides, Mingozzi and Toth [15] ; Solomon [16] stand out, these algorithms start with initially empty routes and evaluate the best form to insert a node in any route iteratively, remaining with a pair (node, route) that represents the best insertion.
Nowadays, we have metaheuristic methods that obtain very good solutions for the proposed problem, such is the case of the ant colony algorithm [17] , genetic algorithms [18] or the Tabu search algorithm [19] .
In this document, we present two GRASP metaheuristic algorithms that allow us to solve the previously mentioned problem and 3D bin packing problem (3D-BPP) within the bins of the delivery vehicles, besides, we try to improve the solution, optimizing it through a 2-Opt local search algorithm. The combination of the two previously mentioned problems constructs a real transport and package packing problem. This paper is organized as follows: in section 2 the algorithms we used are described, in section 3 the tests and the results obtained are shown, finally, the conclusions obtained and future work are shown in section 4.
Description of the algorithms

GRASP algorithm
The GRASP algorithm is an aleatory and adaptative short-sighted search procedure that helps us to find good quality solutions for combinatory optimization problems [20] . This algorithm is a multistart method where each iteration contains two phases: construction and improvement.
In the construction phase, a solution is constructed by relaxing the greedy criteria. In order to do so, an element is iteratively added in each step, the election of each element (S i ) is determined by three elements: the objective function (fo), the viability range (E) and the restricted list of candidates, which is defined by three factors: the relaxation constant (α), the best value of the objective function (β) and the worst value of the objective function (τ) [20] . The restricted list of candidates to minimize cases and to maximize the objective function respectively is detailed in equations 1 and 2. In the improvement phase the solution generated by the construction phase is optimized; in order to do so, an iterative search is performed replacing successively the present solution by one that is in the group of neighborhood solutions. When a solution that improves the present one is not found, it is said that the solution is locally optimal.
These two phases are repeated several times and the best solution found after all GRASP iterations is considered the best quality solution [20] .
The general structure of the GRASP algorithm is presented bellow: In this paper we present 2 GRASP algorithms that are detailed bellow:
First GRASP algorithm
The first GRASP algorithm provides an initial solution for the capacitated vehicle routing problem, taking split delivery as second restriction. Within the construction phase a second GRASP algorithm is applied that solves the 3D bin packing problem which helps us to optimize packing in the vehicle, considering vehicle load weight and the order of delivery of the consignees.
This algorithm receives two entry parameters: a graph (conformed by the starting node and the consignee nodes) and the delivery vehicle list; the algorithm returns the delivery route to be followed by each vehicle.
For the construction of the first GRASP algorithm we use an objective function that has three entry parameters: the traveled distance of the edge, the traffic constant (a value between 1 and 5) and the cost function of the second GRASP algorithm 1 . The objective function to be minimized is shown in equation 3.
Equation 3. Objective function of the first GRASP algorithm
To know the quality of the solution of the algorithm we apply a cost function that has four entry parameters: the summation of the distance traveled by all the vehicles in the route, the average of the traffic constant of all the avenues that form the delivery vehicle route, the quantity of vehicles used to perform the delivery and the average of the cost function of the second GRASP algorithm 2 . The cost function to be minimized is shown in equation 4.
Equation 4. Cost function of the firt GRASP algorithm
The pseudocode of the first GRASP algorithm is detailed bellow: On line 2 the construction phase of the first GRASP algorithm is invoked, obtaining the list of vehicles with their corresponding consignees and associated packages. In line 3 the 2-OPT improvement algorithm that is detailed in section 2.2 is invoked, from line 4 to line 9 the optimized solution is compared with the best stored solution. To determine if a solution is better than the other, the quality of the algorithm response is compared using a cost function mentioned in equation 4.
The pseudocode of the construction Phase of the first GRASP algorithm is presented bellow:
In line 3 we detail the stop criteria of the algorithm, it will stop when all the packages of the consignees have been assigned to the delivery vehicles. In line 4 the stop criteria for each delivery vehicle is shown, when no more packages of the consignees enter in one vehicle (because of overload or size) we will change to another vehicle. In line 5 we proceed to generate the list of candidates using the range defined in equation 1 and the objective function defined in equation 3, in this line the second GRASP algorithm is invoked, solving the 3D bin packing problem, this algorithm is described in section 2.1.2.
In the following lines we proceed to add the selected consignee packages to the delivery vehicle. In the end, the algorithm returns the list of vehicles, detailing for each one: the route, the consignees and the packages to be delivered. consigneeChosen ← randomSelection(RCL) Joseph Gallart Suarez, Manuel Tupia Anticona =
Second GRASP algorithm
The second GRASP algorithm is applied in the construction phase of the first GRASP algorithm. This algorithm provides a solution for the 3D bin packing problem. This algorithm receives two entry parameters: the delivery vehicle and the list of packages of the consignees; the algorithm returns the vehicle with the configuration of packed packages according to the space (in three dimensions) and the load weight of such vehicle.
For the construction of the second GRASP algorithm an objective function that has six entry parameters is used: package measurements (width, length and height), the width and the length of the cut region of the vehicle to be examined (WRVehicleCut, LRVehicleCut) and, finally, vehicle height. The objective function to be maximized is shown in equation 5.
Equation 5. Objective function of the second GRASP algorithm
In this second algorithm a cost function that has 4 entry parameters is applied: the volume used to pack the packages in the vehicle (Vol Tp), total storage space volume of the vehicle (Vol Veh), the summation of the weight of all the packages packed in the vehicle (Weight Tp) and the load weight that the vehicle supports (Weight Veh), in this function the priority is to optimize the volume, that is why such factor is doubled. The cost function to be maximized is shown in equation 6.
Equation 6. Cost function of the second GRASP algorithm
The pseudocode of the second GRASP algorithm is detailed bellow: In line 2 the construction phase of the second GRASP algorithm is invoked, obtaining the vehicle with the packages packed, from line 3 to line 9 the constructed solution is compared with the best stored solution. To determine if a solution is better than the other the response quality of the algorithm is compared using the cost function mentioned in equation 6 .
The pseudocode of the construction Phase of the second GRASP algorithm is presented bellow: In the construction phase, longitudinal cuts to the vehicle are made, expressed in lines 1 and 2, in each cut the space to be used will be maximized. In line 4, the stop criteria of the algorithm is detailed, it will stop when: there are no more packages to be packed, there is no more available space in the vehicle or when no more packages can enter because maximum vehicle load is surpassed. In line 5 the stop criteria for the present cut of the vehicle is detailed, it will stop when: there are no more packages to be packed and there is no more room for packages in that cut because of the size or the weight of the load. In line 6 we proceed to generate the list of candidates using the range defined in equation 2 and the objective function defined in equation 5.
In the following lines we proceed to pack the selected package in the delivery vehicle, rotating the packages horizontally (width for length of the package and vice-versa) with the aim of using the biggest length and smallest width vehicle (vehicles usually have a more length than width). Besides, we must respect the order of the consignee packages within the vehicle.
In the end, the algorithm returns the 3D configuration of the packages packed within the delivery vehicle.
Local search algorithm: 2-OPT
The 2-OPT algorithm is a local search based improvement algorithm, the procedure to be followed is as follows: two groups of edges {x 1 , . . . , x k } and {y 1 , . . . , y k This algorithm receives three entry parameters: a graph (conformed by the start node and the consignee nodes) and the list of delivery vehicles with the route of the consignees; the algorithm returns a list of vehicles with the optimized routes.
} are determined, such that their interchange reduces the solution cost. The arcs "x" must be part of the route and both groups must be disjunct, besides, when eliminating the arcs "x" and adding the "y" arcs they must form a closed route [21] .
The pseudocode of the 2-OPT improvement algorithm is presented bellow: In line 4 the cost function of the first GRASP algorithm detailed in equation 4 is called, from line 5 to line 17 a double course along the temporal nodes of the vehicle of index i is made, interchanging all the node positions and forming new edges in the change, the cost for each change is obtained and it is compared with the stored cost, if it is better then the best cost and the list of the best nodes are updated. In the end, the algorithm returns a list of vehicles with the optimized route.
Test execution and results
The algorithms were implemented in Java and the tests were executed in an Intel Core 2 Duo Computer with 2.0 GHz of processing speed, 2 GB RAM and with a Windows XP SP2 operating system.
A certain quantity of graphs and random nodes were used following the patern described by Christofides, Mingozzi and Toth for CVRP problems [2] . 300 random graphs with 50, 100 and 200 consignee nodes with random packages and random weight and measures were generated. In Table 1 , the parameters used by the two GRASP algorithms are shown. The objective of the tests is to compare the two GRASP algorithms and 2-Opt optimization (acronym G-2OPT) against greedy algorithms and hybrid algorithms (greedy and random) described in Table 2 .
Advances in Information Sciences and Service Sciences Volume 2, Number 2, June 2010 Tables 3, 4 The three tables indicate that the two GRASP algorithms with 2-OPT optimization obtain better quality solutions than the rest of algorithms, in the 3 tables the Greedy algorithm obtains better solutions than the two Hybrid algorithms. In Table 3 the proposed algorithm (G-2OPT) and the greedy algorithm obtain very close solutions (in cost and time), however, for 100 and 200 nodes the proposed algorithm renders a solution of better quality.
We can observe that the Random-Greedy algorithm (RG) presents a higher cost and more execution time than the rest of algorithms, this is because it parts froms an random solution, therefore it demands higher cost and more time to find a solution.
Conclusions and future work
In this work we implemented 2 GRASP algorithms with 2-OPT optimization to solve the capacitated vehicle routing problem, considering the split delivery restriction and solving, besides, the 3D bin packing problem, the combination of both problems let us have a more realistic model of the transport and package loading problem.
Computing tests were performed to study the aplicability and the quality of the solution of the two algorithms proposed, the computational results indicate that the two GRASP algorithms with 2-OPT optimization obtain better solutions than a Greedy algorithm and against two hybrid algorithms.
As future work we have to implement other metaheuristic algorithms, as the Ant Colony and the Genetic algorihtms, compare them with the solution that was proposed and to verify if it obtains the best solutions for the proposed problem.
