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1. Introduction
In [8] Henry Cohn and others deﬁned and studied universally optimal conﬁgurations in Euclidean
spaces, spherical point conﬁgurations that minimize broad class of functions like potential energy
functions. They also obtained [1] experimental results and conjectured that a some three class as-
sociation scheme on 64 points determines universally optimal conﬁguration in R14. This scheme is
uniquely determined by their parameters [2] and has automorphism group 43 : (2 × L3(2)), where
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K. Abdukhalikov et al. / Journal of Combinatorial Theory, Series A 116 (2009) 434–448 4352× L3(2) is the stabilizer of a point. It has the following ﬁrst and second eigenmatrices:
P = Q =
⎛
⎜⎝
1 14 42 7
1 −6 6 −1
1 2 −2 −1
1 −2 −6 7
⎞
⎟⎠ .
The scheme generates a conﬁguration of 64 vectors on a sphere of squared radius 7 in R14. These
vectors generate an integral lattice Λ with automorphism group 214 : (23 : L3(2)). The lattice Λ can
be obtained by well-known [11] construction A from binary shortened projective [14,4,7] code (the
image of Λ ⊂ Z14 in Z14/2Z14 gives the mentioned [14,4,7] code). Theta series of the lattice is equal
to θ(q) = 1+ 28q4 + 1024q7 + 2156q8 + · · · . So the 64 vectors are not minimal vectors of the lattice.
We show that the scheme has a generalization in terms of binary and quaternary Kerdock and
Preparata codes, as well as in terms of maximal sets of real mutually unbiased bases (MUB). Here
by maximal set of MUB in RN we mean a set of MUB with the maximal possible number of bases.
In Section 3 we show that starting from doubly shortened binary (shortened quaternary) Kerdock
code of length N (resp. of length N/2), where N = 2m+1 with odd m, one can construct a 3-class
association scheme of size N2/4, which leads to a spherical code in RN−2 of size N2/4. As binary
Kerdock code we understand a binary code of length N obtained from a Kerdock set [19], so Kerdock
code is inside of a second order Reed–Muller code (see for details Section 3), and it has nonzero
distances 2m ± 2(m−1)/2, 2m , 2m+1. Furthermore, we deﬁne Kerdock-like code as a binary code of
length N with N2 codewords and nonzero distances (N ± √N)/2, N/2 and N (in particular, Kerdock
codes are Kerdock-like codes). It is an open question whether Kerdock-like code is actually a Kerdock
code. We do not even know whether N must have the form 2m+1.
D. de Caen and E.R. van Dam [6] constructed two inﬁnite series of formally dual 3-class association
schemes, related to Kerdock sets. In Section 2 we explain this formal duality by constructing two dual
abelian schemes related to quaternary linear Kerdock and Preparata codes (Theorem 1). The situation
is similar to one, when the formal duality between binary nonlinear Kerdock and Preparata codes was
explained by duality between quaternary linear Kerdock and Preparata codes [18].
Any maximal collection of mutually unbiased bases in RN is in one-to-one correspondence with
Kerdock-like codes. In particular, any Kerdock code determines a maximal set of MUB. In Section 4
we show that in fact any maximal set of MUB in RN (equivalently, any Kerdock-like code) determines
a 3-class association scheme in RN−2 of size N2/4 with the same parameters as schemes obtained
from Kerdock codes (Theorem 5). We also note that maximal collection of real mutually unbiased
bases determine a 4-class association scheme of size N2 + 2N in RN , as well as a 3-class associa-
tion scheme of size N2/2 in RN−1 (which corresponds to the association scheme obtained from a
shortened Kerdock-like code).
R.L. Griess Jr. showed [17] that the 64 point code and other tricosine codes can also be con-
structed using the minimum vectors of Barnes–Wall lattices. In Section 5 we give explanation of this
phenomenon in terms of extremal line-sets, maximal sets of mutually unbiased bases and Kerdock
codes.
It seems that the schemes on shortened Kerdock codes also might be candidates for being uni-
versally optimal (or optimal) conﬁgurations in R2
m+1−2. We note that in R14 for θ -code, θ = 17 ,
Levenshtein’s bound is 69.6 (corresponding scheme has 64 points). Similarly, in R62 for θ -code,
θ = 331 , Levenshtein’s bound is 1081 (corresponding scheme has 1024 points).
2. Quaternary Kerdock and Preparata codes and dual abelian association schemes
In this section we construct two dual abelian association schemes in terms of quaternary linear
Kerdock and Preparata codes.
By quaternary linear Kerdock and Preparata codes we mean the class of codes determined in [7].
Recall that Z4-linear Kerdock code K and Z4-linear Preparata code P are linear codes over Z4 of
length q = 2m = N/2, m 3, m odd:
0⊂ K ⊆ P ⊂ Zq4.
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the Gray map of the quaternary Kerdock (resp. Preparata) code is binary nonlinear Kerdock (resp.
“Preparata”) code. For m = 3 the Gray image of K = P is the famous binary nonlinear Nordstrom–
Robinson code of length 16. Consider shortened Kerdock and punctured Preparata codes:
0⊂ Kshort ⊆ Ppunct ⊂ Zq−14 = A.
For a code C , the punctured code comes from deleting the coordinate at position i, and the short-
ened code from deleting the 0 at i from the words of the subcode of C having 0’s at i. Since the
automorphism group of Kerdock code acts transitively on coordinates we can consider shortening and
puncturing at any ﬁxed (same) position. Note that K⊥short = Ppunct. Therefore, one has nondegenerate
bilinear pairing
(Kshort, A/Ppunct) → Z4,
which gives us duality between Kshort and A/Ppunct. We have
|Kshort| = |A/Ppunct| = q2 = 4m.
We can consider A/Ppunct as character group of Kshort or vice versa. Therefore, an abelian association
scheme on Kshort deﬁnes dual abelian scheme on A/Ppunct (cosets of Ppunct).
Shortened Z4-Kerdock code [7,18] is a code of length 2m − 1, m odd. It has 4m = N2/4 codewords
and nonzero codewords have Lee weights 2m + 2(m−1)/2, 2m − 2(m−1)/2, and 2m . We are going to
show that the following relations on the shortened Kerdock code will determine an abelian 3 class
association scheme:
(x, y) ∈
⎧⎪⎪⎨
⎪⎪⎩
R0, if x− y has weight 0,
R1, if x− y has weight 2m + 2(m−1)/2,
R2, if x− y has weight 2m − 2(m−1)/2,
R3, if x− y has weight 2m.
(1)
Cosets of punctured Z4-Preparata code C = Ppunct have Lee weights 0, 1 and 2. Furthermore,
for cosets a + C we can choose a = (0, . . . ,0,±1,0, . . . ,0), a = (0, . . . ,0,+1, . . . ,−1,0, . . . ,0) or
a = (0, . . . ,0,2,0, . . . ,0) (see Lemma 2). The following relations
(x, y) ∈
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
R ′0, if x− y = C,
R ′1, if x− y = (0, . . . ,0,±1,0, . . . ,0) + C,
R ′2, if x− y = (0, . . . ,0,+1, . . . ,−1,0, . . . ,0) + C,
R ′3, if x− y = (0, . . . ,0,2,0, . . . ,0) + C .
(2)
on A/C will deﬁne a three class association scheme which is dual to the previous scheme.
Theorem 1. The relations (1) on codewords of shortened Z4-Kerdock code deﬁne a three class (abelian) asso-
ciation scheme, with the ﬁrst and the second eigenmatrices given by:
P =
⎛
⎜⎜⎜⎜⎜⎝
1 (N−2
√
N)(N−2)
8
(N+2√N)(N−2)
8
N
2 − 1
1 −
√
N(N−4)
8
√
N(N−4)
8 −1
1
√
N
2 −
√
N
2 −1
1 − N−2
√
N
4 − N+2
√
N
4
N
2 − 1
⎞
⎟⎟⎟⎟⎟⎠ ,
Q =
⎛
⎜⎜⎝
1 N − 2 (N−2)(N−4)4 N2 − 1
1 −√N − 2 √N + 2 −1
1
√
N − 2 −√N + 2 −1
1 −2 − N2 + 2 N2 − 1
⎞
⎟⎟⎠ .
The relations (2) on cosets of punctured Z4-Preparata code deﬁne an association scheme which is dual to the
former scheme, so the scheme has the following ﬁrst and second eigenmatrices: P ′ = Q , Q ′ = P .
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scheme has automorphism group 4m : Aut(Kshort), where Aut(Kshort) ∼= 2 × L3(2) for m = 3 and
Aut(Kshort) ∼= 2 × (F∗2m : Aut(F2m )) for m > 3. We also note that the abelian group Kshort is iso-
morphic to the Galois ring GR(4,m) = Z4[ξ ], ξq−1 = 1, q = 2m . Isomorphism is given by map
γ → (Tr(γ ξ0),Tr(γ ξ1), . . . ,Tr(γ ξq−2)), where γ ∈ GR(4,m) (see for details [18]).
At ﬁrst we study the structure of cosets of punctured Z4-Preparata code C = Ppunct.
Lemma 2.
(a) There exists a partition A/C = V0∪ V1∪ V2∪ V3 into four sets, where V0 , V1 , V2 and V3 are cosets of the
form C, (0, . . . ,0,±1,0, . . . ,0)+C, (0, . . . ,0,+1,0, . . . ,0,−1,0, . . . ,0)+C and (0, . . . ,2, . . . ,0)+C,
respectively.
(b) The previous statement remains true if the set V2 is enumerated by elements of the form
(0, . . . ,0,1,0, . . . ,0,1,0, . . . ,0) + C and (0, . . . ,0,−1,0, . . . ,0,−1,0, . . . ,0) + C.
(c) Finally, V2 can be enumerated by elements of the form (0, . . . ,0,2,0, . . . ,0,1,0, . . . ,0) + C.
Proof. (a) First we note that |V0| = 1, |V1| = 2(q − 1), |V2| = (q − 1)(q − 2), |V3| = q − 1, so
|V0| + |V1| + |V2| + |V3| = q2 = |A/C |. It remains for us to prove that elements of all Vi are differ-
ent. Minimum Lee weight of Z4-Preparata code P is 6, therefore minimum Lee weight of punctured
code C is either 4 (if there is an element (2,±1,±1,±1,±1,0, . . . ,0) ∈ P ) or 5. If the elements of V i
are not different, then C contains elements of the form (1,1,−1,−1,0, . . . ,0) or (2,1,−1,0, . . . ,0),
which means (2,1,1,−1,−1,0, . . . ,0) ∈ P or (2,2,1,−1,0, . . . ,0) ∈ P . These cases are not possi-
ble, since codewords of P are zero sum vectors ((1, . . . ,1) ∈ K by deﬁnition and P = K⊥) and the
codeword (0,0,2,2,0, . . . ,0) of weight 4 does not belong to P .
Parts (b) and (c) can be proved similarly. 
Proof of Theorem 1. First we prove that the relations (2) on cosets of punctured Z4-Preparata code
deﬁne an association scheme. Consider the following elements in C[A/C] (the group ring of the group
A/C over the ﬁeld of complex numbers):
Di =
∑
v∈Vi
Z v , 0 i  3.
We will show that the vector space spanned over C by elements D0, D1, D2 and D3, is closed under
multiplication.
The following equalities are obtained just from counting elements in Di :
D1 · (D0 + D1 + D2 + D3) = 2(q − 1)(D0 + D1 + D2 + D3),
D2 · (D0 + D1 + D2 + D3) = (q − 1)(q − 2)(D0 + D1 + D2 + D3),
D3 · (D0 + D1 + D2 + D3) = (q − 1)(D0 + D1 + D2 + D3),
Further, we have
(D0 + D3)2 = (D0 + D3)(D0 + D3) = q(D0 + D3),
which implies
D23 = (q − 1)D0 + (q − 2)D3.
Lemma 2(b) implies that
D21 = 2(q − 1)D0 + 4D2 + 2D3.
Finally, by Lemma 2(c) we have
D3D1 = D1 + 2D2.
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ρ1 =
⎛
⎜⎝
0 2q − 2 0 0
1 0 2(q − 2) 1
0 4 2(q − 4) 2
0 2 2(q − 2) 0
⎞
⎟⎠ ,
ρ2 =
⎛
⎜⎝
0 0 (q − 1)(q − 2) 0
0 2(q − 2) (q − 4)(q − 2) q − 2
1 2(q − 4) q2 − 6q + 12 q − 3
0 2(q − 2) (q − 3)(q − 2) 0
⎞
⎟⎠ ,
ρ3 =
⎛
⎜⎝
0 0 0 q − 1
0 1 q − 2 0
0 2 q − 3 0
1 0 0 q − 2
⎞
⎟⎠ .
It is easy to see that vectors v1 = (1,2q − 2, (q − 1)(q − 2),q − 1), v2 = (1,−√2q − 2,√2q + 2,−1),
v3 = (1,√2q−2,−√2q+2,−1), v4 = (1,−2,−q+2,q−1) are common left eigenvectors for matrices
ρi = t Bi (where Bi are the intersection matrices [12]). They are rows of the matrix
P ′ = Q =
⎛
⎜⎜⎝
1 2q − 2 (q − 1)(q − 2) q − 1
1 −√2q − 2 √2q + 2 −1
1
√
2q − 2 −√2q + 2 −1
1 −2 −q + 2 q − 1
⎞
⎟⎟⎠ .
Now we are going to prove that relations (1) deﬁne an association scheme dual to scheme (2). The
latter abelian scheme determines a dual scheme on Kshort, with partition Kshort = V ′0 ∪ V ′1 ∪ V ′2 ∪ V ′3.
We prove that this partition corresponds to sets of codewords of Lee weights 0, 2m + 2(m−1)/2, 2m −
2(m−1)/2, and 2m respectively.
Indeed, according to [12, Section 4.7.1], for any element u ∈ V ′j we should have
Q jk =
∑
v∈Vk
i−(v,u),
where i = √−1. Such equations determine elements in V ′j uniquely. For example, let us take
codeword u ∈ Kshort of Lee weight 2m + 2(m−1)/2 (other cases can be considered analogously).
Then codeword u has form (2a,1b, (−1)c,0q−1−a−b−c), 2a + b + c = 2m + 2(m−1)/2. Since 2u =
(0a,2b,2c,0q−1−a−b−c) ∈ Kshort, we have b + c = 2m−1 and a = (q + √2q)/4.
For k = 1 we have V1 = {(0, . . . ,0,±1,0, . . . ,0) + C}, |V1| = 2(q − 1), and
∑
v∈V1
i−(v,u) = q +
√
2q
4
i2 + bi−1 + ci +
(
q − √2q
4
− 1
)
+ q +
√
2q
4
i2 + bi + ci−1 +
(
q − √2q
4
− 1
)
= −√2q − 2.
Therefore, u ∈ V ′1.
Finally we show that one can use a shortening (puncturing) at any position. It is enough to show
that the automorphism group of Kerdock code is transitive on coordinates. It just follows from the
deﬁnition of Z4-Kerdock code [7]. Let V be a m-dimensional vector space over F2 and R be a binary
symmetric m×m matrix. The map TR : V → Z4 is given by
TR(v) =
m∑
i=1
Rii v̂
2
i + 2
∑
i< j
Ri j v̂ i v̂ j,
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to v ∈ V modulo 2 (such map is called Z4-valued quadratic form on V ). It is easy to see that
TR(u + v) = TR(u) + TR(v) + 2̂uR v̂T . (3)
Let S be a set of 2m binary symmetric m ×m matrices such that the difference of any two is non-
singular. Then the associated Z4-Kerdock code is deﬁned as the set{(
TR(v) + 2̂s · v̂ + ε
)
v
∣∣ R ∈ S, s ∈ V , ε ∈ Z4}.
Now (3) implies that the automorphism group of a Kerdock code is transitive on coordinates, since
each translation v → v + u of V is an automorphism of Kerdock code.
Theorem is proved. 
3. Binary Kerdock codes and association schemes
In this section we discuss binary Kerdock codes and related association schemes.
Recall the deﬁnition of binary nonlinear Kerdock codes [7]. Let V be a (m + 1)-dimensional vec-
tor space over F2, m odd. Any polynomial function f on V can be considered as a codeword of
length 2m+1, evaluating f on all vectors of V : ( f (v1), . . . , f (v2m+1 )). The set of all polynomials of de-
gree at most k is called kth order Reed–Muller code RM(k,m + 1). The ﬁrst order Reed–Muller code
RM(1,m + 1) consists of aﬃne functions.
The second order Reed–Muller code RM(2,m + 1) consists of elements Q + f , where
f ∈ RM(1,m + 1) and Q is a quadratic form. A quadratic form is a map Q : V → F2 such that
Q (0) = 0 and
BQ (x, y) = Q (x+ y)+ Q (x) + Q (y)
is bilinear. For a quadratic form Q and an aﬃne function f the element Q + f ∈ RM(2,m + 1) has
2m ± 2(m−1+r)/2 zeroes, where r is the dimension of the radical of the bilinear form BQ , associated
with Q .
A quadratic form is called non-singular if its associated bilinear form is non-singular. Non-singular
form Q has a type χ(Q ) = ±1, where Q has precisely 2m + χ(Q )2(m−1)/2 zeroes. The projective
quadrics associated to non-singular quadratic forms with χ(Q ) = +1 are called hyperbolic, those
with χ(Q ) = −1 elliptic.
A Kerdock set is a set of 2m alternating bilinear forms (or, equivalently, binary skew-symmetric
(m + 1) × (m + 1) matrices) such that the difference of any two is non-singular. Let S be a Kerdock
set. Then the binary Kerdock code K(S) is a set of elements Q + f , where f ∈ RM(1,m + 1) and Q
is a quadratic form such that its associated bilinear form BQ belongs to S . So Kerdock code K lives
in RM(2,m + 1) and contains RM(1,m + 1):
RM(1,m + 1) ⊂ K ⊂ RM(2,m + 1).
Actually the quadratic forms, generating a Kerdock code, are chosen so that the minimum distance
between any of two of the cosets Q + RM(1,m + 1) and Q ′ + RM(1,m + 1) is as large as possible,
namely 2m − 2(m−1)/2, which occurs if and only if Q + Q ′ is non-singular; and Kerdock set provides
the maximum possible number of such cosets.
In [7] it was shown that any binary Kerdock code can be obtained from a Z4-Kerdock code with
the aid of Gray map. If this code is Z4-linear then its shortened code deﬁnes an association scheme,
as we showed in the previous section. Actually the structure of an association scheme can be deﬁned
for any doubly shortened binary Kerdock code and, therefore, for any shortened Z4-Kerdock code.
Proposition 3. Let C be a shortened in two (arbitrary) positions binary Kerdock code. Then distinct codewords
in C have only distances 2m + 2(m−1)/2 , 2m − 2(m−1)/2 , 2m and these values determine three class association
scheme on q2 = N2/4 points with the ﬁrst and the second eigenmatrices P and Q .
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by fusion (R1 ∪ R2, R3 ∪ R4, R5) one can get a three class schemes with required parameters. We
need to show that vertices of that scheme are actually codewords of doubly shortened Kerdock code.
Indeed, the vertex set consists of all ordered pairs (B, Q ), where Q is a quadratic form, such that its
associated bilinear form B belongs to a ﬁxed Kerdock set S , and Q (v) = 0 for a ﬁxed vector in V .
Actually we can remove B from the description of the vertex set, since it can be determined uniquely
from Q . Therefore the vertex set consists of quadratic forms Q , which are codewords from the Ker-
dock code, deﬁned from Kerdock set S . Moreover, we have Q (0) = Q (v) = 0, so these codewords
determine doubly shortened (in 0 and v) code.
Further, we note that if Q ≡ Q ′ (mod RM(1,m + 1)) then distance
d(Q , Q ′) = #nonzeros(Q + Q ′) = 2m+1 − (2m +χ(Q + Q ′)2(m−1)/2)
= 2m − χ(Q + Q ′)2(m−1)/2,
so
d(Q , Q ′) = 2m ± 2(m−1)/2 ⇔ χ(Q + Q ′) = ∓1.
If Q ≡ Q ′ (mod RM(1,m + 1)) then d(Q , Q ′) = 2m .
Finally, we note that the automorphism group of Kerdock code is transitive on coordinates, since
each translation u → u + a of V is an automorphism of Kerdock code (it leaves invariant each coset
Q + RM(1,m+ 1)). Using this automorphism and taking v = b− a we can send the pair (0, v) to any
ﬁxed pair (a,b). 
One might ask what happens if we consider a shortened binary Kerdock code.
Proposition 4. Let C be a shortened binary Kerdock code. Then distinct codewords in C have only distances
2m + 2(m−1)/2 , 2m − 2(m−1)/2 , 2m and these values determine three class association scheme on 2q2 = N2/2
points with the following ﬁrst and second eigenmatrices:
P =
⎛
⎜⎜⎜⎜⎜⎝
1 (N−
√
N)(N−2)
4
(N+√N)(N−2)
4 N − 1
1 −
√
N(N−2)
4
√
N(N−2)
4 −1
1
√
N
2 −
√
N
2 −1
1 − N−
√
N
2 − N+
√
N
2 N − 1
⎞
⎟⎟⎟⎟⎟⎠ ,
Q =
⎛
⎜⎜⎝
1 N − 1 (N−2)(N−1)2 N2 − 1
1 −√N − 1 √N + 1 −1
1
√
N − 1 −√N + 1 −1
1 −1 − N2 + 1 N2 − 1
⎞
⎟⎟⎠ .
Proof. See Delsarte’s thesis [13, Example 2, p. 82]. 
In his thesis [13, Example 2, p. 82] Delsarte considers a binary code Y of length N − 1 with
three nonzero distances 2m ± 2(m−1)/2, 2m . He shows that |Y | N2/2, so shortened Kerdock code is
optimal in the sense that it is a code with maximal possible number of codewords among binary
codes of length N − 1 with mentioned three nonzero distances. We repeated his reasoning for a
doubly shortened Kerdock code. Let us take a binary code Y of length N − 2 with three nonzero
distances 2m ± 2(m−1)/2, 2m . Calculations show that
α(z) = 4N−2|Y |
(
Φ0(z) + N + 2
2N − 2Φ1(z) +
3
N − 1Φ2(z) +
3
2N − 2Φ3(z)
)
,
where notations are taken from [13]. Then Theorem 5.23(ii) from [13] implies that |Y |  N2/4. It
means that doubly shortened Kerdock code is a code with maximal possible number of codewords
among binary codes of length N − 2 with three nonzero distances 2m ± 2(m−1)/2, 2m .
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In the previous sections, in particular in Theorem 1 and Proposition 3, we have constructed 3-class
association schemes Y in RN−2 of size |Y | = N2/4, with N = 2m+1 and m odd, from Kerdock codes.
These association schemes are generalizations of the association scheme of 64 points in R14 which
is a candidate of universal optimal code considered by Cohn and Kumar [9]. In this section we will
show that from such Kerdock codes we can obtain the speciﬁc line systems in real Euclidean space
R
N , or equivalently, maximal collection of mutually unbiased bases (MUB) in real Euclidean space RN
(the reader is referred to [4] for the details on MUB). It is an interesting question whether any such
line system in real Euclidean space RN can be obtained from a Kerdock code, but this question is still
open. We will show also that from any maximal collection of real MUB, or equivalently from any such
line system in real Euclidean space RN , we obtain an association scheme which has the same param-
eters as those in the association scheme obtained in Theorem 1. So, this result (Theorem 5 below) is
a generalization of Proposition 3. Our proof is based on the method due to Delsarte–Goethals–Seidel
[15], and does not depend on the speciﬁc structures of the codes.
Two orthonormal bases B and B′ in RN are called mutually unbiased if |(x, y)| = 1/√N for any
x ∈ B and y ∈ B′ . It is known [7,14] that a set of MUB in dimension N can have at most N/2+ 1
bases, and constructions reaching this upper bound are known only for values N = 2m+1. Recall that
by maximal set of MUB in RN we mean a set of MUB with the maximal possible number of bases
(which is N/2+ 1 for N = 2m+1). Let us deﬁne Kerdock-like code as binary code of length N with N2
codewords and with only nonzero distances (N ±√N)/2, N/2 and N (in particular, Kerdock codes are
Kerdock-like codes). Any collection of N/2 + 1 mutually unbiased bases is in one-to-one correspon-
dence with Kerdock-like codes. Indeed, let B0,B1, . . . ,BN/2 be mutually unbiased bases, B0 be the
standard orthonormal basis. Consider the set L of all vectors x ∈ RN such that x or −x belongs to one
of bases B1, . . . ,BN/2. Then |L| = N2. The elements of L have form (±1/
√
N, . . . ,±1/√N), since B0
and Bi (i > 0) are mutually unbiased. One can convert L to a binary code C by changing 1/
√
N and
−1/√N to 0 and 1, respectively. Then it is easy to see that C is a Kerdock-like code (the conditions
(x, y) = ±1/√N , 0, 1 for x, y ∈ L mean exactly that distances d(x′, y′) = (N ∓ √N)/2, N/2, N for
corresponding images x′ , y′ ∈ C).
In the construction of association schemes we used doubly shortened binary Kerdock codes. Now
we make a similar procedure for mutually unbiased bases: take vectors from L with 1/
√
N in two
ﬁxed coordinates and then delete these coordinates. We will get a conﬁguration of N2/4 vectors in
R
N−2 of equal length, such that cosines of angles between distinct vectors are equal to −
√
N−2
N−2 ,
−2
N−2
and
√
N−2
N−2 .
Theorem 5. Let M be a maximal set of mutually unbiased bases in RN and X = M ∪ (−M). For u, v ∈ X such
that (u, v) = 0, we put Y ′ := {x ∈ X | (u, x) = (v, x) = 1√
N
}, and let Y be the orthogonal projection of vectors
Y ′ to 〈u, v〉⊥ rescaled to make a spherical code. Then Y is an association scheme with the ﬁrst and the second
eigenmatrices given by:
P =
⎛
⎜⎜⎜⎜⎜⎝
1 (N−2
√
N)(N−2)
8
(N+2√N)(N−2)
8
N
2 − 1
1 −
√
N(N−4)
8
√
N(N−4)
8 −1
1
√
N
2 −
√
N
2 −1
1 − N−2
√
N
4 − N+2
√
N
4
N
2 − 1
⎞
⎟⎟⎟⎟⎟⎠ ,
Q =
⎛
⎜⎜⎝
1 N − 2 (N−2)(N−4)4 N2 − 1
1 −√N − 2 √N + 2 −1
1
√
N − 2 −√N + 2 −1
1 −2 − N2 + 2 N2 − 1
⎞
⎟⎟⎠ .
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√
N−2
N−2 , β =
√
N−2
N−2 , γ = −2N−2 . Since A(Y ) = {α,β,γ }, Y is a 3-distance set. The
annihilator polynomial F (x) :=∏α∈A(Y ) x−α1−α has the Gegenbauer polynomial expansion
F (x) = 4
N2
Q 0(x) + 2(N
2 + 6)(N − 2)
N3(N − 1) Q 1(x) +
(N − 2)3(N + 3)
N3(N − 1) Q 2(x) +
6(N − 2)(N − 3)
N2(N − 1) Q 3(x).
As |Y | = N2/4 , Theorem 6.5 of [15] implies that Y is a spherical 3-design.
By Lemma 7.3 of [15], for 0 i, j  2, i+ j = 4 and z := (ξ,η), the intersection numbers pα,β(ξ,η)
satisfy the linear equation∑
x,y∈A(Y )
xi y j px,y(ξ,η) = N
2
4
Fi, j(z) − zi − z j + δ1,z,
where ti =∑ik=0 f i,k Qk(t) and Fi, j(t) =∑min(i, j)k=0 f i,k f j,k Qk(t).
Now let z = (ξ,η) be ﬁxed. Then we get following equation:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1 1 1
α β γ α β γ α β
α2 β2 γ 2 α2 β2 γ 2 α2 β2
α α α β β β γ γ
α2 αβ αγ αβ β2 βγ αγ βγ
α3 αβ2 αγ 2 α2β β3 βγ 2 α2γ β2γ
α2 α2 α2 β2 β2 β2 γ 2 γ 2
α3 α2β α2γ αβ2 β3 β2γ αγ 2 βγ 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
pα,α(ξ,η)
pβ,α(ξ,η)
pγ ,α(ξ,η)
pα,β(ξ,η)
pβ,β(ξ,η)
pγ ,β(ξ,η)
pα,γ (ξ,η)
pβ,γ (ξ,η)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
F0,0(z) − z0 − z0 + δ1,z − γ 0pγ ,γ (ξ,η)
F1,0(z) − z1 − z0 + δ1,z − γ 1pγ ,γ (ξ,η)
F2,0(z) − z2 − z0 + δ1,z − γ 2pγ ,γ (ξ,η)
F0,1(z) − z0 − z1 + δ1,z − γ 1pγ ,γ (ξ,η)
F1,1(z) − z1 − z1 + δ1,z − γ 2pγ ,γ (ξ,η)
F2,1(z) − z2 − z1 + δ1,z − γ 3pγ ,γ (ξ,η)
F0,2(z) − z0 − z2 + δ1,z − γ 2pγ ,γ (ξ,η)
F1,2(z) − z1 − z2 + δ1,z − γ 3pγ ,γ (ξ,η)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
det
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1 1 1 1
α β γ α β γ α β
α2 β2 γ 2 α2 β2 γ 2 α2 β2
α α α β β β γ γ
α2 αβ αγ αβ β2 βγ αγ βγ
α3 αβ2 αγ 2 α2β β3 βγ 2 α2γ β2γ
α2 α2 α2 β2 β2 β2 γ 2 γ 2
α3 α2β α2γ αβ2 β3 β2γ αγ 2 βγ 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= (α − β)6(α − γ )4(β − γ )4 = 0.
In case of (ξ,η) = 1 we have pγ ,γ (ξ,η) = N/2−1. In case of (ξ,η) = α or β , we have pγ ,γ (ξ,η) = 0.
Finally, in case of (ξ,η) = γ we have pγ ,γ (ξ,η) = N/2− 2.
Therefore, intersection numbers px,y(ξ,η) are determined uniquely by pγ ,γ (ξ,η). Hence Y is an
association scheme. This completes the proof of Theorem 5. 
Remark. In Theorem 7.4 of [15] it is mentioned that if t  2s−3, then for any ﬁxed z = γ˜ = (ξ,η), the
intersection numbers pα˜,β˜ (ξ, η) are uniquely determined by pγ˜ ,γ˜ (ξ, η). Our claim is that intersection
numbers pα˜,β˜ (ξ, η) are uniquely determined by pγ ,γ (ξ,η) with a suitable γ which is not necessarily
equal to γ˜ . So, our argument is slightly general than in Theorem 7.4 of [15].
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(qki, j)0 j3,0k3 of the scheme Y are given in Appendix A.
The original association scheme X of size N2 + 2N in RN (attached to a real MUB) is a class 4
association scheme (with the parameters given in Appendix A). It is a spherical 5-design and of degree
s = 4. It is interesting to note that they are Q -polynomial association schemes (and not P -polynomial
association scheme for N  4). The reader is referred to Bannai–Bannai [3] for more details, where
this fact was ﬁrst noticed. These association schemes are possible candidates of universally optimal
codes in the sense of Cohn–Kumar [9].
The intermediate association scheme Z between X and Y , and of size N2/2 in RN−1, where Z
is obtained from vectors Z ′ = {x ∈ X | (x,u) = 1/√N} by orthogonal projection to 〈u〉⊥ for any ﬁxed
u ∈ X and rescaling to make a spherical code, is a class 3 association scheme. It is a spherical 3-design
and of degree s = 3 (the parameters are given in Appendix A). They are Q -polynomial association
schemes (and not P -polynomial association scheme for N  4). It seems that this example was al-
ready recognized in the list of W. Martin’s homepage (of such association schemes) [22] as those
coming from the linked symmetric designs. These association schemes are also possible candidates of
universally optimal codes in the sense of Cohn–Kumar [9].
Remarks.
(1) We have association schemes X , Z , Y of sizes N2 + 2N , N2/2, N2/4 (respectively) in RN , RN−1,
R
N−2 (respectively), where N must be an even power of 2. Currently all of them are possible
candidates of universally optimal codes in the sense of Cohn-Kumar, at least for N  16. It is
shown in Cohn et al. [10] that X in R4 (i.e., for N = 4) is not universally optimal (it is an open
question whether it is optimal or not). The scheme Z for R3 (i.e., for N = 4) is neither universally
optimal nor optimal. On the other hand, Y for R2 (i.e., for N = 4) is universally optimal. Although
it is a wild guess without ﬁrm ground, we think Y may be most likely to be universally optimal
among X , Z , and Y .
(2) It is an interesting open question whether these association schemes are uniquely determined by
the parameters. The uniqueness of Y for R14 (i.e., for N = 16) was obtained in [2]. On the other
hand, the uniqueness of X for R16 (i.e., for N = 16) was proved by Akio Nakamura [24] in his
masters degree thesis of Kyushu University in 1996 (it follows also from the uniqueness of the
Nordstrom–Robinson code). We note that the uniqueness of Z for R15 (i.e., for N = 16) is also
obtained. The claim is essentially obtained in [23], it can be proved also by method of [24]. So,
it would be interesting what will happen in particular for N = 64 for X , Z , and Y . The result of
Kantor [20] implies that if N = 2m+1 with odd m, and if m is not a prime, then there are non-
isomorphic line systems, and so there are non-isomorphic association schemes with the same
parameters, i.e., the uniqueness is break down.
(3) Quite recently it was shown [5] that the problem of constructing of s pairwise mutually unbiased
bases in Kn (K = R or K = C) is equivalent to the problem of constructing of s Cartan subalge-
bras of sln(K) that are pairwise orthogonal with respect to Killing form and are closed under the
adjoint operation. In particular, a complete collection of mutually unbiased bases in Cn is equiva-
lent to an orthogonal decomposition of Lie algebra sln(C), closed under the adjoint operation. So
there is a link to the well-developed theory [21] of orthogonal decompositions of Lie algebras.
5. Extremal line-sets and Barnes–Wall lattices
In this section we discuss connections between mutually unbiased bases, extremal line-sets in RN
with prescribed angles and the minimum vectors of Barnes–Wall lattices.
Fix any positive integer N > 1. Let M be a set of unit vectors in RN , such that |(a,b)| ∈ {0,1/√N}
for all a = b in M (so, in particular, M ∩ (−M) = ∅). Then |M| N(N + 2)/2, and if |M| reaches this
upper bound, then M is a set of N/2+ 1 mutually unbiased bases [7, Proposition 3.12]. Constructions
of such extremal line-sets are known only for N = 2m+1, m odd [7].
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sets of mutually unbiased bases) are connected to the minimum vectors of Barnes–Wall lattices. We
show that vectors of known maximal collection of real MUB after suitable rescaling will become
minimum vectors of a Barnes–Wall lattice. Therefore, vectors of association schemes X , Y , Z can be
obtained from a set of minimum vectors of the Barnes–Wall lattices.
First we recall the construction from [7]. Label the standard basis of RN as ev , with v ∈ V = Zm+12 .
For b ∈ V , deﬁne the permutation matrix X(b) and diagonal matrix Y (b) as follows:
X(b) : ev → ev+b and Y (b) := diag
[
(−1)b·v].
The groups X(V ) := {X(b) | b ∈ V } and Y (V ) := {Y (b) | b ∈ V } are contained in O (RN ) and are isomor-
phic to the additive group V . Let E := 〈X(V ), Y (V )〉. Then E = 21+2(m+1)+ is an extraspecial 2-group of
order 21+2(m+1) and E = E/Z(E) is elementary abelian group of order 22(m+1) . We identify the center
Z(E) of E with Z2 and consider the map Q : E → Z2 deﬁned by Q (e) = e2 for any e ∈ E and any
preimage e of e in E . Then Q is a non-singular quadratic form on E . So E is an Ω+(2m+ 2,2)-space.
The action of E on RN can be extended to the action of the group 21+2(m+1)+ Ω+(2m + 2,2).
The space E contains (2m+1 − 1)(2m + 1) singular points. An orthogonal spread of E is a family Σ
of 2m + 1 totally singular (m + 1)-spaces such that every singular point of E belongs to exactly one
member of Σ .
Let A be a subgroup of E such that its image A in E is totally singular (m+1)-space of E . Then the
set F(A) of A-irreducible subspaces of RN is an orthogonal frame: a set of 2m+1 pairwise orthogonal
lines through the origin. For an orthogonal spread Σ of the Ω+(2m + 2,2)-space E we let
F(Σ) :=
⋃
A∈Σ
F(A).
Then F(Σ) consists of 2m+1(2m + 1) lines of RN such that, if u1 and u2 are unit vectors in different
members of F(Σ), then |(u1,u2)| = 0 or 2−(m+1)/2. Therefore, F(A) determines orthonormal basis
and F(Σ) determines a set of N/2 + 1 mutually unbiased bases. These line-sets F(Σ) are extremal
in the sense that |F(Σ)| meets an upper bound obtained in [14] for line-sets in RN with prescribed
angles.
The binary Kerdock code K(Σ) can be recovered [7] from F(Σ):
K(Σ) = {(cv)v ∈ ZN2 ∣∣ 〈((−1)cv )v 〉 ∈ F(Σ)}.
Take unit vectors from line-set F(Σ), rescale them to vectors of norm √N , then these vectors will
be minimum vectors of a Barnes–Wall lattice. Indeed, we note that for odd m the minimum norm
of Barnes–Wall lattice is
√
N , the automorphism group is G = 21+2(m+1)Ω+(2m + 2,2), G acts tran-
sitively [16] on the set of minimum vectors, the vector c = N−1/4∑v∈V ev is a minimum vector, and
any even lattice of rank N invariant under the group G is similar to a Barnes–Wall lattice [16]. So all
the minimum vectors of Barnes–Wall lattice are obtained from c by action of the group G . On the
other hand, in notations of [7] we have c = N1/4e∗b for b = 0, and any unit vector of F(Σ) is obtained
from e∗b by action of some element of G .
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Appendix A
Here we mention some more useful information. The intersection matrices Bi = (pki, j)0 j3,0k3
and the Krein parameter matrices B∗i = (qki, j)0 j3,0k3 of the association scheme Y are given as
follows:
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⎛
⎜⎜⎜⎝
0 1 0 0
(N−2√N)(N−2)
8
(N+2√N)(N−7√N+12)
16
(N−2√N)(N−√N−4)
16
(N−2√N)(N−2√N−4)
16
0 (N+2
√
N)(N−√N−4)
16
(N−2√N)(N+√N−4)
16
N(N−4)
16
0 N−2
√
N−4
4
N−2√N
4 0
⎞
⎟⎟⎟⎠ ,
B2 =
⎛
⎜⎜⎜⎝
0 0 1 0
0 (N+2
√
N)(N−√N−4)
16
(N−2√N)(N+√N−4)
16
N(N−4)
16
(N+2√N)(N−2)
8
(N+2√N)(N+√N−4)
16
(N−2√N)(N+7√N+12)
16
(N+2√N)(N+2√N−4)
16
0 N+2
√
N
4
N+2√N−4
4 0
⎞
⎟⎟⎟⎠ ,
B3 =
⎛
⎜⎜⎜⎝
0 0 0 1
0 N−2
√
N−4
4
N−2√N
4 0
0 N+2
√
N
4
N+2√N−4
4 0
N
2 − 1 0 0 N2 − 2
⎞
⎟⎟⎟⎠ ,
B∗1 =
⎛
⎜⎜⎝
0 1 0 0
N − 2 0 4 2
0 N − 4 N − 8 N − 4
0 1 2 0
⎞
⎟⎟⎠ ,
B∗2 =
⎛
⎜⎜⎝
0 0 1 0
0 N − 4 N − 8 N − 4
(N−2)(N−4)
4
(N−4)(N−8)
4
N2−12N+48
4
(N−4)(N−6)
4
0 N2 − 2 N2 − 3 0
⎞
⎟⎟⎠ ,
B∗3 =
⎛
⎜⎜⎝
0 0 0 1
0 1 2 0
0 N2 − 2 N2 − 3 0
N
2 − 1 0 0 N2 − 2
⎞
⎟⎟⎠ .
The parameters of the association scheme X are as follows:
B1 =
⎛
⎜⎜⎜⎜⎜⎝
0 1 0 0 0
N2
2
(N+√N)(N−2)
4
N2
4
(N−√N)(N−2)
4 0
0 N − 1 0 N − 1 0
0 (N−
√
N)(N−2)
4
N2
4
(N+√N)(N−2)
4
N2
2
0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎠ ,
B2 =
⎛
⎜⎜⎜⎜⎝
0 0 1 0 0
0 N − 1 0 N − 1 0
2(N − 1) 0 2(N − 2) 0 2(N − 1)
0 N − 1 0 N − 1 0
0 0 1 0 0
⎞
⎟⎟⎟⎟⎠ ,
B3 =
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 1 0
0 (N−
√
N)(N−2)
4
N2
4
(N+√N)(N−2)
4
N2
2
0 N − 1 0 N − 1 0
N2
2
(N+√N)(N−2)
4
N2
4
(N−√N)(N−2)
4 0
⎞
⎟⎟⎟⎟⎟⎠ ,0 1 0 0 0
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⎛
⎜⎜⎜⎜⎝
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
⎞
⎟⎟⎟⎟⎠ ,
B∗1 =
⎛
⎜⎜⎜⎜⎝
0 1 0 0 0
N 0 2NN+2 0 0
0 N − 1 0 N − 1 0
0 0 N
2
N+2 0 N
0 0 0 1 0
⎞
⎟⎟⎟⎟⎠ ,
B∗2 =
⎛
⎜⎜⎜⎜⎜⎝
0 0 1 0 0
0 N − 1 0 N − 1 0
(N+2)(N−1)
2 0
(N+2)(N−2)
2 0
(N+2)(N−1)
2
0 N(N−1)2 0
N(N−1)
2 0
0 0 N2 0 0
⎞
⎟⎟⎟⎟⎟⎠ ,
B∗3 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 1 0
0 0 N
2
N+2 0 N
0 N(N−1)2 0
N(N−1)
2 0
N2
2 0
N3
2(N+2) 0
N(N−2)
2
0 N2 0
N
2 − 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
B∗4 =
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0 1
0 0 0 1 0
0 0 N2 0 0
0 N2 0
N
2 − 1 0
N
2 0 0 0
N
2 − 1
⎞
⎟⎟⎟⎟⎟⎠ ,
P =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 N
2
2 2(N − 1) N
2
2 1
1 N
3
2
2 0 − N
3
2
2 −1
1 0 −2 0 1
1 −√N 0 √N −1
1 −N 2(N − 1) −N 1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
Q =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 N (N−1)(N+2)2
N2
2
N
2
1
√
N 0 −√N −1
1 0 − N2 − 1 0 N2
1 −√N 0 √N −1
1 −N (N−1)(N+2)2 − N
2
2
N
2
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Finally, we describe the parameters of the association scheme Z .
B1 =
⎛
⎜⎜⎜⎜⎝
0 1 0 0
(N−√N)(N−2)
4
(N−3√N)(N−4)
8
(N−√N)(N−4)
8
(N−2√N)(N−2)
8
0 (N+
√
N)(N−4)
8
(N−√N)(N−4)
8
N(N−2)
8
(
√
N−2)(√N+1) N−√N
⎞
⎟⎟⎟⎟⎠ ,0 2 2 0
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⎛
⎜⎜⎜⎜⎝
0 0 1 0
0 (N+
√
N)(N−4)
8
(N−√N)(N−4)
8
N(N−2)
8
(N+√N)(N−2)
4
(N+√N)(N−4)
8
(N+3√N)(N−4)
8
(N+2√N)(N−2)
8
0 N+
√
N
2
(
√
N−1)(√N+2)
2 0
⎞
⎟⎟⎟⎟⎠ ,
B3 =
⎛
⎜⎜⎜⎝
0 0 0 1
0 (
√
N−2)(√N+1)
2
N−√N
2 0
0 N+
√
N
2
(
√
N−1)(√N+2)
2 0
N − 1 0 0 N − 2
⎞
⎟⎟⎟⎠ ,
B∗1 =
⎛
⎜⎜⎝
0 1 0 0
N − 1 0 2 0
0 N − 2 N − 4 N − 1
0 0 1 0
⎞
⎟⎟⎠ ,
B∗2 =
⎛
⎜⎜⎝
0 0 1 0
0 N − 2 N − 4 N − 1
(N−2)(N−1)
2
(N−4)(N−2)
2
N2−6N+12
2
(N−4)(N−1)
2
0 N2 − 1 N2 − 2 0
⎞
⎟⎟⎠ ,
B∗3 =
⎛
⎜⎜⎝
0 0 0 1
0 0 1 0
0 N2 − 1 N2 − 2 0
N
2 − 1 0 0 N2 − 2
⎞
⎟⎟⎠ .
The ﬁrst and the second eigenmatrices are the same as in Proposition 4.
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