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Abstract
In this work, we study dynamical systems with polynomial potentials—such as those of Henon–Heiles,
Yang–Mills and various generalizations—by means of the nonintegrability theory developed by the authors.
All these problems have also been investigated by using other theories like those proposed by Ziglin, Yoshida,
Morales or the Painlev.e analysis. In the examples considered, our method allows us to reproduce with quite
less work or even to improve the results obtained by other authors.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
For the last 25 years, increasing attention has been paid to the study of the chaotic behaviour of
dynamical systems, either from a theoretical or practical point of view. Due to the close relationship
between chaos in deterministic systems and nonintegrability, a simultaneous interest in the questions
of integrability and nonintegrability has taken place, so that numerous systems with a relevant
physical meaning have been treated repeatedly and through several methods.
Among them, one of the most often quoted in the literature is the analysis of singularities. It seems
it was Segur [17] who revived Kowalevskaya’s method and used it to search for integrable cases
in Lorenz’s system. The procedure became very popular with the appearance of ARS (Ablowitz,
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Ramani and Segur) algorithm [1,2], which made the veriJcation of the Painlev.e property for ordi-
nary diKerential equations easier. In this way, a great number of systems were studied—specially
two-dimensional systems with polynomial potentials—such as those of Henon–Heiles, Yang–Mills
and various generalizations.
All these examples have also been investigated by using other theories like those proposed by
Ziglin, Yoshida and Morales, which have been essential in the analysis performed in the development
of the theory. For this reason, we consider it of interest to go into some of these classical examples
in order to check whether we can reproduce or even improve the results obtained by other authors.
In the next section we consider a quartic potential, generalized Yang–Mills type, which has been
widely treated for the last 20 years. The purpose is to demonstrate how the use of the formulation in
polar coordinates introduced by the authors in [16] makes the treatment of the problem easier and,
above all, how it facilitates the interpretation of the behaviours under study and provides explanations
for them.
This is developed in Section 3, together with a new elaboration of the results on potentials which
are a Jnite sum of homogeneous terms, since they turn out to be very useful for treating the classical
problems under consideration. In this way, we succeed in obtaining new necessary conditions for
integrability which extend those given by Yoshida and Morales–Ramis for homogeneous potentials.
These new conditions are used in Section 4 to address the problem of Henon–Heiles, in the process
showing that the strongest already known results on the nonintegrable cases can be recovered, but
through straightforward calculations in comparison with those previously carried out by other authors.
In Section 5, we study a spring–pendulum potential, which has been repeatedly treated for the
last decade, and we prove that it is not integrable except for the two separable cases, which seems
to be a new result never obtained through other methods.
2. A generalized Yang–Mills Hamiltonian
We consider the Yang–Mills-type Hamiltonian
H = 12 (p
2
1 + p
2
2 + a1q
2
1 + a2q
2
2) +
1
4 q
4
1 +
1
4 a3q
4
2 +
1
2 a4q
2
1q
2
2; (1)
which is related with some problems in scalar Jeld theory [10] and with semi-analytical methods
in quantum Jeld theory [15]. Its integrability has been studied by several authors such as Bountis
et al. [4], Ziglin [23], Yoshida [20], Villarroel [19], Ichtiaroglou [11]. More recently, Kasperczuk
[12] and Elipe et al. [6] presented the points a∈Rn providing the Jve integrable cases which are
known so far. They correspond to the values
(A) a1 = a2; a3 = a4 = 1,
(B) a1 = a2; a3 = 1; a4 = 3,
(C) a2 = 4a1; a3 = 16; a4 = 6,
(D) a4 = 0,
(E) a2 = 4a1; a3 = 8; a4 = 3.
Hamiltonian (1) can be easily handled in polar coordinates to study those cases which are
deJnitively nonintegrable. Following a similar procedure to that carried out in [7,8], the change
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of scale
t = Ot;
q1 = −1 Oq1; p1 = −2 Op1;
q2 = −1 Oq2; p2 = −2 Op2 (2)
provides, as → 0, an auxiliary Hamiltonian with homogeneous quartic potential:
K = 12 (p
2
1 + p
2
2) +
1
4 q
4
1 +
1
4 a3q
4
2 +
1
2 a4q
2
1q
2
2; (3)
whose expression in polar coordinates is
K =
1
2
(
p2r +
p2
r2
)
+ V (r)W (); (4)
with V (r) = r4 and W () = 14 (cos
4 + a3 cos4 + a4 sin2  cos2 ).
Let us point out that the nonexistence of an additional meromorphic Jrst integral for (3) or (4)
leads to the nonexistence of such an integral for (1), which can be proved by means of a similar
reasoning to that used in [18, Theorem 4.4.3].
DiKerentiating W we have
W = (a4 − 1) cos3  sin + (a3 − a4)sin3  cos : (5)
The equation W = 0 admits a trivial solution, 0 = 0, for which the corresponding integrability
coePcient is
=
W(0)
4W (0)
= a4 − 1:
According to [16], the nonintegrability region in polar coordinates for k = 4 is
(−∞;−1) ∪ (0; 2) ∪ (5; 9) ∪ (14; 20) ∪ · · · :
Thus, we have
Proposition 2.1. Whenever a4 belongs to the region
(−∞; 0) ∪ (1; 3) ∪ (6; 10) ∪ (15; 21) ∪ · · ·
and a3 remains arbitrary, Hamiltonian (1) does not have any additional meromorphic 5rst integral.
Let us draw the reader’s attention to the fact that the values of a4 for the Jve known integrable
cases are placed just in the extremes of some of the nonintegrability intervals. This could induce us
to suspect that it must always be so. However, as shown in what follows, this conjecture is not true.
Notice that Eq. (5) has another solution 1 = =2, which provides the integrability coePcient
1 =
W(1)
4W (1)
=
a4
a3
− 1:
216 M.I. Vigo-Aguiar et al. / Journal of Computational and Applied Mathematics 158 (2003) 213–224
Despite the obvious overlapping for a3 = 1, there is no inclusion relation between both sets. For
instance, for a4 = 2 and a3 = 12 the solution at 0 = 0 ensures the nonintegrability, while 1 = =2
gives 1 = 4 and it does not provide any information. Nevertheless, when a4 = 4 and a3 = 0, the
solution at 0 = 0 is not useful to establish the nonintegrability, while for 1 = =2 we get 1 = 1
and the nonintegrability follows.
Let us also note that, in the previous (C) and (E) cases, the integrability coePcient for the
solution at 1 = =2 is 1 = −58 , which is not a limit value of the nonintegrability region.
In fact, the existence of more than one solution for the equation W = 0, and the correspond-
ing associate integrability coePcients, can increase the set of nonintegrable cases by joining the
nonintegrable cases resulting from each solution of (5) and the integrability coePcient associated
to it.
This fact is very important since, for instance, the analysis of singularities provides that the
problem of Henon–Heiles is not integrable except for four cases while, so far, a Ziglin–Yoshida
analysis has only allowed one to prove nonintegrability in an unbounded open region in the real
axis—the complementary of S3. This result is clearly insuPcient since, in general, the integrable
cases correspond to a countable discreet set and the nonintegrable ones to a continuous set, as
expressed in [9].
In consequence, it is interesting to investigate this question and it will be carried out in the next
section.
3. New necessary conditions for integrability
In what follows, we will assume we are dealing with a Hamiltonian in polar coordinates of the
type
H =
1
2
(
p2r +
p2
r2
)
+ rkW (): (6)
The normal variational equation (NVE) is given by
d2
dt2
=−’k−2− 2 ’˙
’
d
dt
(7)
with =W(0)=kW (0), 0 being a solution of W(0) = 0.
By the change of time z = wk , with w = ’(t) varying on a Riemann surface  deJned by
t =
k
2
∫
dw√
1− wk ; (8)
Eq. (7) becomes a hypergeometric equation
z(1− z) d
2
dz2
+ [c − (a+ b+ 1)z] d
dz
− ab= 0; (9)
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where
a+ b=
1
2
+
1
k
; ab=
−
2k
; c = 1 +
1
k
: (10)
Let us note that in Cartesian coordinates the result is similar to the one above—but for the fact that
the NVE does not contain any term in ˙—and the hypergeometric equation obtained after making
z = wk has the parameters which result from changing k into −k and  into − in (10).
Using Yoshida’s notation, since c− a− b= 12 , the monodromy group for (9) is generated by the
matrices
M (0) =
(
1 e−2ib − e−2ic
0 e−2ic
)
; M (1) =
(
e2i(c−a−b) 0
1− e2i(c−a) 1
)
=
(−1 0
1− e2i(c−a) 1
)
;
(11)
0 and 1 being simple closed circuits containing the points z = 0 and 1, respectively.
Such matrices generate the monodromy group of the hypergeometric equation, but not that of the
original NVE (7) due to the relations between z and w, and between w and t. In this way, turning
once around t with ’(t1) = 1 requires turning twice around w = 1, hence around z = 1.
In this manner, to complete a circuit in  containing w = 1 we need to cover 1 twice, while
circling w = 0 completely would require covering 0 |k| times (or 0 and −10 once). This fact
made Yoshida [21] use two cycles C1 = 101−10 , C2 = 
−1
0 101 which allow us to compute two
independent matrices of the monodromy group of the NVE,
g1(i) =M (1)M (0)M (1)M (0)−1;
g2(i) =M (0)−1M (1)M (0)M (1); (12)
which have a common trace given by
tr gi = 2 cos
2
k
+ 4 cos2
R
2k
= 2 cos
2
k
+ 2 cos
R
k
+ 2; (13)
where R=
√
(k + 2)2 + 8k.
As shown in [18, Chapter 3], the matrices g1 and g2 always commute for k = 2, which must be
excluded in Ziglin–Yoshida analysis, while for k 
= 2 this happens only when the eigenvalues are
roots of unity, which is fulJlled whenever cos (2=k) =−1 or cos (R=k) =−1 (although there can
be more solutions).
Therefore, Vigo [18, Theorem 3.2.2] has the following necessary condition for integrability as a
consequence.
Theorem 3.1. If Hamiltonian (6) is completely integrable, then the eigenvalues of the matrix g1,
which are equal to those of g2, are roots of unity.
This necessary condition seems not to have been used before, despite the fact that it drasti-
cally restricts the possible integrable cases. However, using Theorem 3.1 the integrability would in
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general only be possible for a countable set of values of the integrability coePcient, the remaining
cases being nonintegrable.
Let us point out that the election of the monodromy matrices carried out in [22] through
M1(i) = {M (0)M (1)}4k ; M2(i) = {M (1)M (0)}4k ;
does not turn out to be adequate to this end, although the computation of the trace is simpler since
it reduces to 2 cos 2R. If k 
= ±2, the necessary condition would be R to be rational, but no further
restriction on R is possible.
However, with our election for g1 and g2, the values of R which are compatible with integrability
are signiJcantly restricted, as shown in what follows.
Taking into account (13), the fact that the eigenvalues of g1 and g2 are roots of unity can be
expressed as
cos
2
k
+ cos
R
k
+ 1 = cos 2r (14)
with r rational.
Whenever |k| 
= 2, this equation always has two solutions for R and r which are given in function
of an arbitrary integer n by
(1) R=k = 1 + 2n; r = 0, giving a trace =2,
(2) R=k = 2=k + 1 + 2n, giving a trace =cos 2=k.
Apart from these, there are additional solutions depending on the value of k.
For k = 3, Eq. (14) reduces to
cos
R
3
+ cos

3
+ 1 = cos 2r; (15)
which, for each rational r, has the following solutions:
(3.1) R=3 = 23 + 2n, giving a trace =0,
(3.2) R=3 = 12 + 2n, giving a trace =1 = 2 cos (=3),
(3.3) R=3 = 25 + 2n, giving a trace =− 2 cos (4=5),
(3.1) R=3 = 45 + 2n, giving a trace =− 2 cos (2=5).
Notice that the last ones come from the identity
1 + 2 cos
2
5
+ 2 cos
4
5
= 0; (16)
which expresses the fact that the sum of the Jfth roots of unity is null.
For k = 4, Eq. (14) is cos (R=4) + 1 = cos 2r, which has a new solution
(4.1) R=4 = 23 + 2n, giving a trace =1.
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For k = 5, Eq. (14) adopts the form cos (2=3) + cos (2=5) + 1 = −cos (4=5), and has the
solutions
(5.1) R=5 = 23 + 2n, giving a trace =− 2 cos (4=5).
(5.2) R=5 = 45 + 2n, giving a trace =− 2 cos (2=3).
Let us point out that all these solutions are valid for k =−3, −4 or −5, since (14) is not altered
by changing k into −k.
For |k|¿ 6, no new solution appears. On the other hand, for the excluded cases k=2 any rational
R would provide a solution since (14) reduces to cos (R=k) = cos 2r.
In order to compute the corresponding integrability coePcients it is enough to isolate  in the
deJnition of R, that is
=
R2 − (k + 2)2
8k
=
(R+ k + 2)(R− k − 2)
8k
: (17)
Therefore, we have the following result.
Theorem 3.2 (A necessary condition for integrability). If Hamiltonian (6) is completely integrable,
then for any solution 0 of W = 0 the corresponding integrability coe9cient
=
W(0)
kW (0)
must take a value belonging to the following sequences.
• For any k (
= ±2)
(k:1)
(nk + k + 1)(nk − 1)
2k
,
(k:2)
(nk + k + 2)n
2
.
• k = 3
(3:1) − 2524 + 18 (1 + 3n)2,
(3:2) − 2524 + 124 ( 32 + 6n)2,
(3:3) − 2524 + 124 ( 65 + 6n)2,
(3:4) − 2524 + 124 ( 125 + 6n)2.
• k = 4
(4:1) − 98 + 18 ( 43 + 4n)2.
• k = 5
(5:1) − 4940 + 110 ( 53 + 5n)2,
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(5:2) − 4940 + 110 (2 + 5n)2.
For negative values of k we have
• k =−3
(−3 : 1) 124 − 18 (1 + 3n)2,
(−3 : 2) 124 − 124 ( 32 + 6n)2,
(−3 : 3) 124 − 124 ( 65 + 6n)2,
(−3 : 4) 124 − 124 ( 125 + 6n)2.
• k =−4
(−4 : 1) 18 − 18 ( 43 + 4n)2.
• k =−5
(−5 : 1) 940 − 110 ( 53 + 5n)2,
(−5 : 2) 940 − 110 (2 + 5n)2.
Let us remark that this necessary condition is similar to that given by Morales and Ramis
for the same case of homogeneous potentials, although it was deduced through a very diKerent
methodology—the diKerential Galois theory. However, the one here presented is more general since
it requires the integrability coePcient  corresponding to each solution 0 of W = 0 to be in the
sequences of possible integrability. In addition, the results developed in [18, Chapter 4, Section 4],
allow us to obtain one more generalization which is valid for nonhomogeneous potentials.
Theorem 3.3. The previous necessary condition for integrability can be extended to Hamiltonians
of the form
H =
1
2
(
p2r +
p2
r2
)
+ V (r; );
where V (r; ) =
∑m
k=s r
kWk(), by using the integrability coe9cients corresponding to either the
term of largest degree m, if it is 
= ±2, or to the smallest, with identical restriction.
Proof. It is enough to realize that if  is not in the sequences described in the previous theorem,
then the limit problem is not integrable.
Notice that if either s or m are diKerent from ±2, then the integrable cases will be among those
verifying the necessary conditions for both values s and m. Moreover, all the solutions of dWm=d=0
and dWs=d=0 can (and must) be used in order to take the maximum advantage of this result.
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4. Integrable cases for Henon–Heiles potential
As a Jrst application of the results presented in the previous section, we are to show how they
allow us to recover the four known possible integrable cases of the Hamiltonian of Henon–Heiles.
Let us remember that such cases had been obtained by means of Painlev.e analysis, and then through
Ziglin-type methods which lead to Lam.e equations instead of hypergeometric [14], but never using
the Ziglin–Yoshida approach.
Let us consider the Hamiltonian H = 12 (p
2
x + p
2
y) + V (x; y), where V = xy
2 + (d=3)x3.
In polar coordinates (x = r cos ; y = r sin ) the potential becomes V = r3W (), where
W () =
d
3
cos3 + cos  sin2 : (18)
Now, to apply Theorem 3.2, we calculate the solutions of W() = 0, where
W =−d cos2  sin − sin3 + 2 sin  cos2 = sin [2 cos2 − d cos2 − sin2 ]:
There are two possibilities: (i) sin = 0 or (ii) 2 cos2 − d cos2 − sin2 = 0.
The solutions corresponding to (i) are immediately obtained as 0 = n; n∈Z and always give
rise to sin 0 = 0, cos2 0 = 1, hence the integrability coePcient in polar coordinates will be
0 =
W(0)
3W (0)
=
cos 0(2d sin2 0 − d cos2 0 − 3 sin2 0 + 2 cos20 − 4 sin20)
3((d=3) cos3 0 + cos 0 sin2 0)
=
2− d
3(d=3)
=
2
d
− 1:
On the other hand, for (ii) we get other solutions 1 such that sin 1 =±
√
(2− d)=(3− d); cos 1 =
±√1=(3− d), which provide a single value for the integrability coePcient
1 =
W(1)
3W (1)
=
cos 1(2d sin2 1 − d cos2 1 − 3 sin2 1 + 2 cos2 1 − 4 sin2 1)
((d=3) cos3 1 + cos 1 sin21)
=
2(2− d)
323
= d− 2:
As pointed out above, in order to get full advantage of Theorem 3.2, we will require both 0 and
1 to be in the sequences described in it and which, in this homogeneous case of order 3, are six,
those labeled as (k:1), (k:2), and from (3:1) to (3:4). This considerably restricts the possible values
for the parameter d, since the only resulting solutions are precisely {1; 2; 6; 16}. That is, the potential
of Henon–Heiles is not integrable if d takes a value diKerent from the four aforementioned values,
which are the ones provided by means of the other known analysis. Only for the cases d=1, 6 and
16, Jrst integrals are available.
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5. The spring–pendulum
In this section we will take the Hamiltonian
H =
1
2
(
p2r +
p2
r2
)
+
1
2
r2 + r ('− 1− ' cos ) ; (19)
which is associated to the motion of a point mass m attached to a massless spring and under uniform
gravitational acceleration g such that '= mg=(mg+ kl).
This Hamiltonian has been studied in [3,5], to quote a few. More recently, Morales and Ramis
used this example to apply their results based on diKerential Galois theory [13] and showed that the
problem does not have meromorphic integrals unless '= 1− (n(n+ 1)=2), n∈Z.
Now, according to Theorem 3.3, the previous Hamiltonian can only be integrable if the auxiliary
Hamiltonian deduced from it by only keeping the term in r in the potential, i.e.,
H =
1
2
(
p2r +
p2
r2
)
+ r ('− 1− ' cos ) (20)
is integrable.
In this case, W ='−1−' cos , and the equation W=' sin  has two solutions 0 =0 and 1 =
(modulus 2, of course), whose corresponding integrability coePcients are
0 =−'; 1 = −'2'− 1 : (21)
Therefore, to have integrability, each of these coePcients must take a value belonging to the se-
quences labeled as (k:1) and (k:2) in Theorem 3.2, taking into account that now k = 1. That is,
i ∈
{
(n+ 2)(n− 1)
2
}
n∈Z
:
The Jrst equality in (21) provides
'=− (n+ 2)(n− 1)
2
; n∈Z; (22)
while for the second we have
'=
m2 + m− 2
2(m2 + m− 1) ; m∈Z: (23)
Fig. 1 shows the depiction of the functions {y=−(x+2)(x− 1)=2; y=(x2 + x− 2)=(2(x2 + x− 1))}
and allows us to Jnd the common solutions of (22) and (23) in an easy way by simply searching
for common values of n and m in the interval [ − 2; 2]. It turns out that only two solutions exist:
'= 0 and 1.
In this manner, we have generalized Proposition 3 in [13] as follows
Proposition 5.1. Spring–pendulum Hamiltonian (19) can only be integrable in two cases: '=0 and
1. Moreover, since these cases are known to be integrable, all the integrable cases of this problem
have been characterized.
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Fig. 1. Possible values for n and m.
Notice that the case '= 0 is integrable because it reduces to a one degree of freedom case ( is
ignorable) and for '= 1 the problem is separable in Cartesian coordinates.
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