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Abstract
We prove that, for a density of disorder ρ small enough, a certain class of
discrete random Schro¨dinger operators on Zd with diluted potentials exhibits a
Lifschitz behaviour from the bottom of the spectrum up to energies at a distance of
the order ρα from the bottom of the spectrum, with α > 2(d + 1)/d. This leads to
localization for the energies in this zone for these low density models. The same
results hold for operators on the continuous, and in particular, with Bernoulli or
Poisson random potential.
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1 Introduction
The purpose of this paper is to prove localization on an interval located at the
bottom of the spectrum for some discrete and continuous random models in a weak
disorder regime, and a quantitative estimate on the size of this interval in terms
of the disorder. This is achieved by showing a Lifschitz-like behaviour of the
∗The author wishes to thank his advisor Dr. Fre´de´ric Klopp for having proposed this problem and the
myriad of helpful discussions, the Centre Interfacultaire Bernoulli at the EPFL where part of this work was
carried out and the ANR project ANR-08-BLAN-0261-01.
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integrated density of states and, in the discrete case, the finite volume fractional
moment criterion, whereas in the continuous, the initial step of the multi-scale
analysis. Although the initial motivation was to study the Bernoulli–Anderson and
the Poisson–Anderson model, in the discrete case we need to restrain ourselves to a
certain class of diluted potentials, the random variables of which possess a regular
distribution. Without this hypothesis, our main result concerning the exponential
decay of the integrated density of states still applies.
By weak disorder we understand here that the mean potential is very small.
This can be achieved, for example, by considering that the simple site potential
is very small or that the disorder itself is very scarce. In the first case (and to
which the terms weak disorder and weak localization are usually associated) it is
very natural to multiply the potential in the Anderson model by a positive coupling
constant λ
Hω = −△ + λVω
and study the behaviour for very small λ. There has been a number of works which
establish localization (in chronological order: M. Aizenman [1], W. Wang [24],
F. Klopp [13] [14], A. Elgart [10]) for this model in the weak coupling constant
regime, in the discrete as well as in the continuous space. These results are ob-
tained using the Fro¨lich–Spencer multiscale analysis or the Aizenman–Molchanov
fractional moment criteria. Lifschitz tails are a main ingredient and still the only
mechanism understood to prove localization in dimensions greater than 2.
In this paper we consider low density disorder (or diluted) models. In these
models, the impurities are large and rare rather thand small and dense. To fix the
ideas, let us consider a protypical example. Let Hω be a smoothed out version of
the Bernoulli–Anderson model, defined by the Hamiltonian
Hω = H + Vω
where H is the free Laplacian on Zd and Vω the diagonal matrix defined by
(Vωu)n = ωnun for u = (un)n∈Zd ∈ ℓ2(Zd)
with (ωn)n∈Zd independent identically distributed random variables with distribu-
tion
P = (1 − ρ)δ0, ρ + ρδ1, ρ,
where δ·,ρ = ρ−1v((x − ·)/ρ), v being a positive mollifier (v ≥ 0, v ∈ C∞0 (R),∫
R
v(x)dx = 1, so limρ→0 δ·,ρ = δ·). Note that E(ω0) ∼ ρ.
Under these assumptions we know that there exists a set Σρ ⊂ R such that,
for almost every ω, the spectrum of the operator Hω is equal to Σρ. Moreover, if
supp(v) = [v−, v+], Σρ is given by
Σρ = σ(−△Zd ) + supp(ω0) = [−v−ρ, 2d + 1 + v+ρ].
By shifting the energy, we can assume that inf Σρ = 0. This is no restriction as our
purpose is to study the spectral properties of Hω near the bottom of the spectrum
and these remain unchanged.
We will prove the following theorem.
Theorem 1.1 Fix α > 2(d + 1)/d and s ∈ (0, 1). There exists ρ∗ = ρ∗(α, s)
and a > 0 such that for ρ ∈ (0, ρ∗), the Green’s function of Hω satisfies, for
(m, n) ∈ Zd × Zd and for E ∈ [0, ρα],
sup
ε∈R
E
[∣∣∣∣〈δn, (Hω − E − iε)−1 δm〉∣∣∣∣s] ≤ 1
a
e−aδ(E)|m−n|
Here δn is the vector in ℓ2(Zd) with all coordinates equal to 0, except the n-th which
is equal to 1.
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The spectral consequences of this bound are well known [5], [23], namely
that we have that in the energy interval [0, ρα] this model exhibits exponential
localization [4], [23], dynamical localization [1], [3] and absence of level repulsion
[19]. These properties are detailed in [13].
That Lifschitz tails are a hallmark of localization has been well known for
physicists and mathematicians for long now [18], [20]. In the weak disorder
regime, it is expected to find Lifschitz-like behaviour in an interval going from
the bottom of the spectrum up to a distance of the order of the variance from the
mean. This leads to localization in this band, as shown by A. Elgart in [10] for
the discrete 3-dimensional model in a small coupling constant regime. The main
difference with the low density regime is that here the variance is of the same or-
der of the mean. In previous works [13], [14] F. Klopp showed a similar result
in a smaller band of the spectrum, through a scheme involving periodic approxi-
mations of the operator. This scheme have been proven quite robust, as it is used
to handle the discrete and in the continuous model with no definite sign potential,
and has been useful in other works. We use this scheme to prove the main results
in this paper, but to get the best bound we needed to restrict ourselves to positive
potentials. This restriction allow us to get better results, but it is not needed for the
methods to work.
Theorem 1.1 will be a consequence of an estimate on the integrated density of
states, which we define as:
N(E) = lim
|Λ|→+∞
#{eigenvalues of Hω|Λ ≤ E}
|Λ| (1)
where Λ denotes a cube of centre 0, |Λ| = #Λ and Hω|Λ the Hamiltonian Hω
restricted to the cube Λ with Dirichlet boundary conditions. The limit exists ω–
almost everywhere, it is non-random and non-decreasing [7], [20]. Our main result
in the discrete setting is:
Theorem 1.2 Let α > 2(d+1)/d. Then there exists ρ∗ = ρ∗(α) > 0 and ǫ > 0 such
that for ρ ∈]0, ρ∗[, we have
N(ρα) ≤ e−ρ−ǫ
We now discuss the results on the continuous setting. We let Hω defined as
before
Hω = H0 + Vω (2)
but here H0 is the free Laplacian on L2(Rd) and we let, for the Bernoulli–Anderson
model,
Vω(x) =
∑
j∈Zd
ω ju(x − j), (3)
where:
HA ω j are independent, identically distributed Bernoulli random variables with
probability ̺.
HB u ∈ L∞(Rd ,R) is a compact supported simple-site potential and for x ∈ R we
have
u−1Λτ− (0) ≤ u(x) ≤ u+1Λτ+ (0) (4)
with 0 < τ− < τ+ and 0 < u− < u+. The set
ΛL(x) = {x′ = (x′1, . . . , x′d) ∈ Rd : −L − 1/2 < x − x′ ≤ L + 1/2}
denotes the d-cube centered on x and edge size 2L + 1.
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Now let, for the Poisson–Anderson model,
Vω(x) =
∑
γ∈Γω
u(x − y). (5)
where:
HC Γω is a Poisson process on Rd with density ̺ > 0, i.e., for A ⊂ Rd
P (#{Γω ∩ B} = k) = e−̺|B| (ρ|B|)k /k! (6)
and u as in (HB).
We define the integrated density of states as in (1) (with |Λ| now meaning the
volume of the cube). Our main result in the continuous setting is:
Theorem 1.3 The conclusion of Theorem 1.2 is still valid for the Bernoulli–Anderson
model under assumptions (HA)+(HB) and for the Poisson–Anderson model under
assumptions (HB)+(HC).
An inmediate consequence will be the initial length scale estimate needed as input
for the multiscale analysis. This is shown in section 3.2. As previously com-
mented, we are able to show localization in much more generality thanks to very
recent progress [2], [6], [11], [12]. For a detailed discussion of the consequences
of the mulstiscale analysis and the localization properties that follows, we refer the
reader to Theorem 1.2(B) and Corollary 1.4 in [12].
2 Discrete setting.
2.1 Assumptions.
Let H = ℓ2(Zd) and H : H → H a translational invariant Jacobi matrix —the
Laplacian, for example— with exponential off-diagonal-decay, i.e.
H = (hk−k)k,k′∈Zd
such that,
H0 h−k = hk; k ∈ ZD, and for some k , 0, hk , 0 and there exists c > 0 such that
for k ∈ Zd
|hk | ≤ 1
c
e−c|k|.
By Fourier transform
F : l2(Zd) → L2(Td) (7)
where Td = Rd/(2πZd) we have
Hu = F −1hF u
where the diffusion law h is real analytic on Td.
We assume futhermore that
H1 the minima of h : Td → Rd are quadratic non-degenerate.
Let Vω be defined by
(Vωu)n = ωnun
for u = (un)n∈Zd ∈ l2(Zd)
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H2 The random variables ωn are independent, identically distributed, non trivial
and bounded by ω+,. We assume furthermore that their essential infimum is
0. There is no loss of generality as we may add a constant to the Hamiltonian
without changing its spectral properties, as soon as the random variables are
lower semibounded. Furthermore we assume that they satisfy
E [ωn] = E [ω0] = ρ < ∞.
Our main result is
Theorem 2.1 Assume (H1) and (H2). Let α > 2(d + 1)/d. Then there exists
ρ∗ = ρ∗(α) > 0 and ǫ > 0 such that for ρ ∈]0, ρ∗[, we have
N(ρα) ≤ e−ρ−ǫ .
Unfortunately, in the discrete case, a proof of localization for models with
arbitrary random variables has yet to be proven. In order to use our results to get
localization we need some regularity assumptions on the distribution of the random
variables:
H3 The common distribution P of (ωn) is Ho¨lder-continuous for ρ ∈ [0, 1], with
the constant depending in the following fashion: There exists τ ∈]0, 1[ and
C > 0 such that, for a < b, one has,
P [{ω0 ∈ [a, b]}] ≤ CH |b − a|τ ρ−τ
Remark 2.2 The motivation for this dependence on ρ comes from the small
coupling constant regime. One may reinterpret this regime as a change of the
probability distribution by a change of random variables ω˜n = λωn. If one
assumes τ–Ho¨lder continuity of the probability distribution, then the change
of the Ho¨lder constant with respect to λ take this form.
Our second result deals with the decay of the Green’s function:
Theorem 2.3 Assume (H1), (H2) and (H3). Fix α > 2(d + 1) and s ∈]0, τ/4[.
There exists ρ∗ = ρ∗(α, s) and a > 0 such that for ρ ∈]0, ρ∗[, the Green’s function
satisfies, for (m, n) ∈ Zd × Zd and for E ∈ [0, ρα],
sup
ε∈R
E
[∣∣∣∣〈δn, (Hω − E − iε)−1 δm〉∣∣∣∣s] ≤ 1
a
e−aδ(E)|m−n|
Theorems 1.1 and 1.2 are corollaries of Theorems 2.3 and 2.1 respectively.
2.2 Localization
Proof of Theorem 2.3
One way of showing localization from Lifschitz tails is to use the finite volume
fractional moment localization criterion in [5]. Let C0,L be a cube in Zd centered at
0 and of sidelength 2L + 1. Let HDω |C0,L be the random Hamiltonian Hω restricted
to the box C0,L with Dirichlet condition, i.e., HDω |C0,L = ΠC0,L HDωΠC0,L .
Even though our model lacks a coupling constant (or it is equal to one), the
small disorder parameter ρ plays the same role and appears through the constants
involved in the criterion. So the main difference with the calculation in [13] is that
these constants may grow when ρ gets small; they are nevertheless bounded by a
polynomial in ρ−s, s ∈]0, τ/4[. This is because we have chosen the distribution
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to behave explicitly as in (H3) in function of ρ. We recall from [5] that, under
assumptions (H2)–(H3), the following a priori fractional moment bound
E
[∣∣∣∣∣〈δn, (HDω |C0,L − E − iε)−1 δm〉
∣∣∣∣∣s
]
≤ Csρ−s (8)
holds. Let us call for the sake of brevity
Gωmn :=
〈
δn,
(
HDω |C0,L − E − iε
)−1
δm
〉
.
With our notation, we need to check that
DL2dΞ(ρ−s)
∑
m∈c0,L
n∈Zd\C0,L
e−c|m−n|E
[∣∣∣Gωmn∣∣∣s] eδ(E)|n|/D < 1
where D is a constant depending on h and the Ho¨lder constant CH , and Ξ(·) grows
at most polynomially.
Define,
Ωρ,α,L :=
{
there exists an eigenvalue of Hω|C0,L in [0, ρα]
}
.
To check the finite volume fractional moment localization criterion, we will
estimate the following expectation:
E
[∣∣∣Gωmn∣∣∣s] = E [∣∣∣Gωmn∣∣∣s 1Ωρ,α,L ] + E [∣∣∣Gωmn∣∣∣s 1cΩρ,α,L ] (9)
We proceed as follows: to estimate the first term we use the exponential bound
for the integrated density of states we proved in Theorem 2.1 and for the second
term we use a Combes–Thomas estimate. By using Ho¨lder’s inequality, the first
term in (9), for fixed 0 < s < s′ < 1 and some ǫ > 0,
E
[∣∣∣Gωmn∣∣∣s 1ωρ,α,L ] ≤ E [∣∣∣Gωmn∣∣∣s′ ]s/s′ P [Ωρ,α,L](s′−s)/s′ . (10)
We will need the following theorem [13], [16]:
Theorem 2.4 There exists C > 0 such that, for L ≥ 1, ρ ∈ [0, 1] and E ∈ R one
has
P
[
{HDω
∣∣∣
C0,L
admits an eigenvalue below E}
]
≤ CLdN(E).
Let α > 2(d + 1)/d. Our main result (Theorem 2.1) together with the last
theorem imply that there exists ρ∗ > 0 and ǫ > 0 such that for 0 < ρ < ρ∗,
1 ≤ L ≤ e ̺−ǫ/2 one has
P
[
Ωρ,α,L
]
≤ Cedρ−ǫ/2 e−ρ−ǫ ≤ Ce− 12 ρ−ǫ
and now, using the a priori estimation (8), we conclude that (10) may be bounded
by
Ce− 12 ρ−ǫ .
Now, by a Combes–Thomas estimate (Lemma 6.1 in [13]), we get that, for
E ∈ [0, ρα′ ], the second term in (9) satisfies
E
[∣∣∣Gωnm∣∣∣s 1Ωρ,α,L] ≤ Cραe−√|E−ρα ||m−n|/C
with α′ > α.
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Summing these bounds over m ∈ C0,L for n ∈ Zd\C0,L, and taking 1 ≤ L ≤
e ρ
−ǫ/2
, for ρ small enough, we obtain:
CL2dΞ(ρ−s)
∑
m∈C0,L
n∈ZdC0,L
e−c|m−n|E
[∣∣∣Gωnm∣∣∣s] eδ(E)|n|/8C (11)
≤ CΞ(ρ−s)
[
L3deδ(E)L/8Ce−ρ
−ǫ
+ L2dS
]
where
S :=
∑
m∈C0,L
n∈ZdC0,L
e−c|m−n|e−δ(E)|m|/Ceδ(E)|n|/8C
=
∑
|m|≤L
|n|≥2L
+
∑
|m|≤L/2
|n|≥L
∑
L/2<|m|<L
L<|n|<2L
e−c|m−n|e−δ(E)|m|/Ceδ(E)|n|/8C
≤ Ce−L/CLd−1 + CLde−δ(E)/8C . (12)
If we take ρ−γ ≤ L ≤ e−ρ−ǫ/2 with γ > α/2, then, for E ∈ [0, ρα′ ], one has
δ(E)L ≥ ρ−ǫ for some ǫ > 0 and ρ sufficiently small. Hence using this in (11) and
(12), for ρ small enough, we obtain
CL2dΞ(ρ−s)
∑
m∈C0,L
n∈ZdC0,L
e−c|m−n|E
[∣∣∣Gωnm∣∣∣s] eδ(E)|n|/8C < 1/16.
So the finite volume criterion is satisfied if we take C so that 8C > D. Hence
Theorem 2.1 implies Theorem 2.3.

We now turn to the proof of Theorem 2.1.
2.3 Klopp’s Periodic Approximations
Let ω ∈ Ω and N ∈ N∗. Define the periodic operator HNω associated to
Hω = H + Vω
as
HNω = H + VNω = H +
∑
n∈Zd2N+1
ωn
∑
l∈(2N+1)Zd
|δl+n〉〈δl+n|
where Zd2N+1 = Zd/(2N + 1)Zd. For the periodic operator, we define the integrated
density of states (as in (1)) and denote it by NNω . The following lemma from [13]
yields a very good approximation for the integrated density of states.
Lemma 2.5 Let α > 0. There exists ν0 ∈ (0, 1) and γ > 0 such that, for ρ ∈ [0, 1],
E ∈ R, ν ∈ (0, ν0) and N ≥ ν−γ one has
E(NNω (E − ν)) − e−ν
−α ≤ N(E) ≤ E(NNω (E + ν)) + e−ν
−α
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2.4 Floquet Theory
In this section we introduce some standard notions (see e.g. [17], [21]). We follow
the notations in [13]. The operator HNω being periodic, we can use Floquet theory
to reduce it to an operator acting on
L2
([
− π
2N + 1
,
π
2N + 1
]d)
⊗ ℓ2
(
Z
d
2N+1
)
.
Define the unitary transformation:
U : L2
(
[−π, π]d
)
→ L2
([
− π
2N + 1
,
π
2N + 1
]d)
⊗ ℓ2
(
Z
d
2N+1
)
by (Uu)(θ) = (uk)(θ)k∈Zd2N+1 ; where the (uk(θ))k∈Zd2N+1 are defined by
u(θ) =
∑
k∈Zd2N+1
eikθuk(θ) (13)
and the functions (θ 7→ uk(θ))k∈Zd2N+1 are
2π
2N+1Z
d
-periodic.
Now the operator UF HNωF ∗U∗ —F being the Fourier transform (7)— is the
multiplication by the matrix:
MNω (θ) = HN(θ) + VNω
where
HN (θ) = ((h j− j′ (θ)))( j, j′)∈(Zd2N+1)2
and
VNω =
((
ω jδ j j′
))
( j, j′ )∈(Zd2N+1)2 .
Here, the functions (hk)k∈Zd2N+1 are the components of h decomposed according
to (13). The (2N + 1)d × (2N + 1)d matrices HN (θ) and VNω are non-negative.
Floquet theory gives us a useful characterization of NNω (see [22]):
NNω (E) =
1
(2π)d
∫
[− π2N+1 , π2N+1 ]d
#{e.v. of MNω,p(θ) in [0, E]} dθ. (14)
Considering H as (2N + 1)-periodic on Zd, we see that the Floquet eigenvalues
of H (for the quasi-momentum θ) are
(
h
(
θ + 2πk2N+1
))
k∈Zd2N+1
; the Floquet eigenvalue
h
(
θ + 2πk2N+1
)
is associated to the Floquet eigenvector uk(θ), k ∈ Zd2N+1 defined by
uk(θ) = 1(2N + 1)d/2
(
e−i(θ+ 2πk2N+1 ) j
)
j∈Zd2N+1
.
In the sequel, the vectors in l2(Zd2N+1) are given by their components in the or-
thonormal basis (uk(θ))k∈Zd2N+1 . The vectors of the canonical basis denoted by(vl(θ))l∈Zd2N+1 have the following components in this basis
vl(θ) = 1(2N + 1)d/2
(
ei(θ+ 2πk2N+1 )l
)
k∈Zd2N+1
.
We define the vectors (vl)l∈Zd2N+1 by
vl = e
−ilθvl(θ) = 1(2N + 1)d/2
(
ei( 2πk2N+1 ) j
)
k∈Zd2N+1
.
8
Proof of Theorem 2.1
As we have seen, the periodic approximation allows us to consider, E(NNω (E))
instead ofN in order to show the scarcity of eigenvalues. By taking the expectation
in (14) (see [13] for more details), we get the following bound:
E(NNω (E)) ≤ CP {Ω(ρα, ρ, N)}
where we define the event
Ω(E, ρ, N) =
{
ω : ∃ θ ∈ Rd such that MNω (θ) has an e.v. in [0, E]
}
.
So in order to prove Theorem 2.1, it suffices to prove the following:
Proposition 2.6 Pick α > α′(d + 1)/d > 2(d + 1)/d and γ given by Lemma 2.5.
There exists ρ∗ = ρ∗(α, γ) > 0 and ǫ > 0 such that for ρ ∈ (0, ρ∗) we have
P[Ω(ρα, ρ, N)] ≤ e−ρ−ǫ
where
2N + 1 = [ρ(α′−α)/4]o[ρ−α′/4]o[ρ−γ]o
Here [n]o denotes the smallest odd integer greater than or equal to n.
2.5 Proof of Proposition 2.6
Pick α > 2 d+1d , γ as in Lemma 2.5, and let
d
d+1α > α
′ > 2. By (H0), h is real
analytic on Td. Let Z be the finite set of minima of h
Z = {θ1, . . . , θM}.
By (H1), we know that there exists C > 0 such that, for θ ∈ Td
h(θ) ≥ C min
1≤J≤M
|θ − θJ |2. (15)
C is a constant that may change from line to line.
Let
2L + 1 = [ρ(α′−α)/2]o[ρ−α′/4]o , 2K + 1 = [ρ−γ]o
and ω ∈ Ω(ρα, ρ, N). Note that 2N + 1 = (2L + 1)(2K + 1). Hence, there exists
θ ∈ Rd and a = ∑ akuk(θ) such that
• ‖a‖l2(Zd2N+1) =
√∑
k∈Zd2N+1 |ak |2 = 1
• 〈MNω (θ)a, a〉l2(Zd2N+1 ) ≤ ρ
α
As the operators HN (θ) and VNω are non negative, one gets:
〈HN (θ)a, a〉l2(Zd2N+1) ≤ ρ
α (16)
and
〈VNω a, a〉l2(Zd2N+1) ≤ ρ
α. (17)
By (15), we know that, for 1 ≤ J ≤ M, θ ∈ [ −π2N+1 , π2N+1 ]d, some C > 0 and ρ
small enough, one has∣∣∣∣∣ 2πk2N + 1 − θJ
∣∣∣∣∣ ≥ 12L + 1 =⇒
(
h
(
θ +
2πk
2N + 1
)
≥ ρα−α′/2/C
)
. (18)
For 1 ≤ J ≤ M, let kJ ∈ Zd be the unique vector satisfying
2πkJ − (2N + 1)θm ∈ [−π, π)d
9
and let
(aJ )k =
{
ak if |k − kJ | ≤ K
0 if not
For ρ sufficiently small, the vectors
(
aJ
)
are pairwise orthogonal. By (16) and
(18), we have that ∥∥∥∥∥∥∥a −
M∑
J=1
aJ
∥∥∥∥∥∥∥
l2(Zd2N+1)
≤ Cρα′/4 (19)
Now we write 〈
VNω a, a
〉
=
〈
VNω
 M∑
J=1
aJ
 ,
 M∑
J=1
aJ

〉
︸                        ︷︷                        ︸
(i)
+2Re
〈
VNω
 M∑
J=1
aJ
 ,
a − M∑
J=1
aJ

〉
︸                             ︷︷                             ︸
(ii)
+
〈
VNω
a − M∑
J=1
aJ
 ,
a − M∑
J=1
aJ

〉
︸                                   ︷︷                                   ︸
(iii)
. (20)
Using (19), the third term (iii) in the sum satisfies, for ρ small enough,∣∣∣∣∣∣∣
〈
VNω
a − M∑
J=1
aJ
 ,
a − M∑
J=1
aJ

〉∣∣∣∣∣∣∣ ≤
∥∥∥∥∥∥∥a −
M∑
J=1
aJ
∥∥∥∥∥∥∥
2
2
≤ Cρα′/2.
Now assume for a moment that the second term (ii) in the sum (20) satisfies
ρ
3
4 +
α′
8 <
∣∣∣∣∣∣∣2Re
〈
VNω
 M∑
J=1
aJ
 ,
a − M∑
J=1
aJ

〉∣∣∣∣∣∣∣ . (21)
Since, by Cauchy–Schwarz∣∣∣∣∣∣∣2 Re
〈
VNω
 M∑
J=1
aJ
 ,
a − M∑
J=1
aJ

〉∣∣∣∣∣∣∣
≤ 2
√〈
VNω
 M∑
J=1
aJ
 ,
 M∑
J=1
aJ

〉 ∥∥∥∥∥∥∥a −
M∑
J=1
aJ
∥∥∥∥∥∥∥
2
,
we have that ∣∣∣∣∣∣∣
〈
VNω
 M∑
J=1
aJ
 ,
 M∑
J=1
aJ

〉∣∣∣∣∣∣∣ ≥ C2 ρ(6−α′)/4, (22)
but the probability that this term is of the order ρ1−ǫ is exponentially small, see
Remark 2.8 later on. Note that 3/4 + α′/8 > 1 and (6 − α′)/4 < 1.
On the other hand, if (21) is not true, in order to satisfy (17), we must have, for
ρ small enough, ∣∣∣∣∣∣∣
〈
VNω
 M∑
J=1
aJ
 ,
 M∑
J=1
aJ

〉∣∣∣∣∣∣∣ ≤ ρ(α′+6)/8 = ρ1+ǫ (23)
as this is the order of the largest term (note that 1 < (α′ + 6)/8 < α′/2).
We will show that this happens with an exponentially small probability. To do
so, we will need the following lemma,
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Lemma 2.7 ([13]) Assume N, L, K, L′, K′ positive integers such that:
• 2N + 1 = (2L + 1)(2K + 1) = (2L′ + 1)(2K′ + 1),
• K < K′ and L′ < L.
For a ∈ l2(Z2N+1) such that supp a ⊂ C0,K , there exists a˜ ∈ l2(Z2N+1) with the
following properties:
• we have that ‖a − a˜‖l2(Z2N+1) ≤ CK,K′‖a‖l2(Z2N+1 ) with CK,K′ ≍ K/K′,
• the vector a˜ is constant over cubes Cγ,L with γ ∈ (2K + 1)Zd,
• we have ‖a‖l2(Z2N+1) = ‖a˜‖l2(Z2N+1).
Define
2L′ + 1 = [ρ(α′−α)/2]o and 2K′ + 1 = [ρ−α′/4]o[ρ−γ]o.
We now translate each of the aJ by kJ so as to centre their support at 0. The
vector obtained is denoted again by aJ . This allows us now to apply the lemma to
each aJ , as K/K′ ∼ ρα′/4, we have ‖aJ − a˜J‖2l2(Z2N+1 ) ≤ ρ
α′/2
. Now we write,
〈
VNω
 M∑
J=1
aJ
 ,
 M∑
J=1
aJ

〉
=
〈
VNω
 M∑
J=1
a˜J
 ,
 M∑
J=1
a˜J

〉
︸                        ︷︷                        ︸
(I)
+2Re
〈
VNω
 M∑
J=1
a˜J
 ,
 M∑
J=1
aJ − a˜J

〉
︸                               ︷︷                               ︸
(II)
+
〈
VNω
 M∑
J=1
aJ − a˜J
 ,
 M∑
J=1
aJ − a˜J

〉
︸                                      ︷︷                                      ︸
(III)
. (24)
By Lemma 2.7, the third term in this sum is bounded by CMρα′/2. Now, re-
peating the same trick as before, should the absolute value of the second term |(II)|
be greater than ρ 34 + α
′
8 , we would have, by Cauchy–Schwarz,〈
VNω
 M∑
J=1
a˜J
 ,
 M∑
J=1
a˜J

〉
≥ Cρ 32− α
′
4 .
On the other hand, if the condition |(II)| > ρ 34+ α′8 is not fulfilled, the first term must
be smaller than Cρ(α′+6)/8 for some constant C > 0 and ρ small enough. We thus
conclude that there exists C > 0 and at least one pair J, J′ for which either〈
VNω a˜J , a˜J
′ 〉 ≤ Cρ α′8 + 34
or 〈
VNω a˜J , a˜J
′ 〉 ≥ Cρ 32− α′4
for ρ small enough. These implies the two conditions
±
〈
VNω a˜J , a˜J
′ 〉 ≤ ±Cρ1±ǫ
with ǫ = (α′ − 2)/8.
Remark 2.8 We show by the same method that if (21) holds, then (22) leads to
the last inequality. Indeed, (III) is always . ρ1+ǫ and we saw that if (II) is not
. ρ1+ǫ it lead to one of the last inequalities. By assuming (21) we must then have
(I) & ρ1−ǫ .
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Remembering that we have translated the aJ by kJ , we expand
〈
VNω a˜J , a˜J
′ 〉
=
∑
l∈Zd2N+1
e
2iπ(kJ−kJ′ )l
2N+1 ωl
〈
a˜J , vl
〉 〈
a˜J
′
, vl
〉
=
∑
k′∈Zd2K′+1
S (J, J′, k)e
2iπ(kJ−kJ′ )k′
2K′+1 (2L′ + 1)d
× 〈a˜J , vl〉〈a˜J′ , vl〉
where
S (J, J′, k′) = 1(2L′ + 1)d
∑
l′∈Zd2L′+1
ωl′+k′(2L′+1)e
2iπ(kJ−kJ′ )l′
2L′+1 .
If we define
Σ(J, J′, k′) = 1(2L′ + 1)d
∑
l′∈Zd2L′+1
ωl′+k′(2L′+1)ei(θJ−θJ′ )l′
we note that
|Σ(J, J′, k′) − S (J, J′, k′)| = O(ργ)
since
∣∣∣∣∣ 2iπ(kJ−kJ′ )l′2L′+1 − θJ
∣∣∣∣∣ ≤ 12N+1 . As ‖a˜J‖ = ‖aJ‖ ≤ 2 we get that
±
∑
k′∈Zd2K′+1
Σ(J, J′, k)e
2iπ(kJ−kJ′ )k′
2K′+1 (2L′ + 1)d
(25)
× 〈a˜J , vl〉
〈
a˜J
′
, vl
〉 ≤ ±Cρ1±ǫ (26)
and we conclude that if ω ∈ Ω(ρ, ρα, N) then for some 1 ≤ J ≤ J′ ≤ M and
k′ ∈ Zd2K′+1, we have
±
∣∣∣∣∣∣∣∣∣
1
(2L′ + 1)d
∑
l′∈Zd2L′+1
ωl′+k′(2L′+1)ei(θJ−θJ′ )l
′
∣∣∣∣∣∣∣∣∣ ≤ ±Cρ
1±ǫ .
By a reduction similar to the one found in the proof of Proposition 4.2 in [13],
we can get rid of the exponential terms in the left-hand side. We summarize what
we have obtained in the following lemma.
Lemma 2.9 Pick α > α′ > 2 and N as in the Proposition. Let L′ and K′ defined
as before. There exists C > 0 and ρ0 such that for 0 < ρ < ρ0 we have
Ω(ρα, ρ, N) ⊂
⋃
|k′ |≤K′
 ⋃
1≤J≤J′≤M
Ω
J,J′ ,k′
+
∪ΩJ,J′ ,k′−

where for 1 ≤ J ≤ J′ ≤ M and |k′ | ≤ K we define
Ω
J,J′ ,k′
± =
ω : ± 1(2L′ + 1)d
∑
|l′ |≤L′
ωk′(2L+1)+l′ ≤ ±Cρ1±ǫ

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If there exists ǫ > 0 such that, for ρ sufficiently small,
P
{
Ω
J,J′ ,k′
±
}
≤ e−ρ−ǫ .
the theorem is proven as the number of sets in the union in the last lemma is
bounded by ρ−1. This means that we need to prove that the following probabilities:
P
 1(2L′ + 1)d
∑
|l′ |≤L′
ωk′(2L+1)+l′ ≤ Cρ1+ǫ

and
P
 1(2L′ + 1)d
∑
|l′ |≤L′
ωk′(2L+1)+l′ ≥ Cρ1−ǫ

are exponentially small. This can be done using classical large deviation theory.
We will do it succinctly for one of the inequalities. We reindex the random vari-
ables as ωU , U = 1, . . . ,R = (2L′ + 1)d; then use Markov’s inequality to obtain:
P
 1R
R∑
U=1
ωU ≤ Cρ1+ǫ
 ≤ E (e−t∑ωU ) eCRtρ1+ǫ (27)
=
R∏
U=1
E
(
e−tω0
)
eCRtρ
1+ǫ
,
where we have used the fact that the random variables are independent, identically
distributed.
Now, as long as tω+ < 1, we get that there is a C such that exp(−tω0) < 1− tω0
and thus
E
(
e−tω0
)
< 1 − CtE(ω0)
= 1 − Ctρ ≤ e−Ctρ . (28)
Note that we have used (H2). Plugging this into (27), there exists a C such that,
P
 1R
R∑
U=1
ωU ≤ Cρ1+ǫ
 ≤ e−CRt(ρ+ρ1+ǫ ) ≤ e− 12 CRρ .
Noting now that, as R ∼ ρd(α′−α)/2, and by hypothesis d(α′ − α)/2 > α′/2 > 1, this
probability is exponentially decaying. This proves the proposition.

3 Continuous setting.
3.1 Assumptions.
We start by setting our hypotheses in the continuous setting. Define a normalized
Anderson Hamiltonian Hω as in (1) in the introduction but we assume from now
on:
(HD) The operator H0 := −△Rd + Vper where △Rd denotes the free Laplacian on
Rd and Vper is a bounded qZd-periodic potential with q = (2qˆ + 1) > 1, an
integer which we take odd for convenience sake. We assume furthermore
that H0 has the unique continuation principle (UCP), that is, for any E ∈ R
and for any function φ ∈ H2loc(Rd), if (H0 − E)φ = 0, and if φ vanishes on an
open set, then φ ≡ 0.
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The UCP has been used to obtain Wegner estimates (as in [9], [8]) and it is in
particular verified under our hypotheses for d ≥ 3 ([25]).
(HE) The potential Vω is defined as in (3) in the introduction but we let ωn be
non degenerate, independent and identically distributed random variables
satisfying {0, 1} ∈ suppω0 ⊂ [0, 1] and E [ω0] = ̺ < ∞.
We would like to stress that (HD) is not really restrictive (see section 2 in [12]).
(HE) the analog of (H2) in the discrete case, but we will not need any regularity of
the random variables distribution (as in (H3)).
From now on we will refer to the operator Hω together with (HD), (HE), as
normalized Anderson Hamiltonian and Hω together with (HB), (HC), as Poisson–
Anderson Hamiltonian.
The purpose of this section is to proof the following:
Theorem 3.1 Assume (HB)+(HC) or (HB)+(HD)+(HE). Fix α > 2(d + 1)/d.
There exists ̺∗ = ̺∗(α) > 0 and γ > 0 such that, for ̺ ∈ (0, ̺∗), we have
N(̺α) ≤ e−̺−ǫ . (29)
Theorem 1.3 is just a corollary of 3.1.
3.2 Localization
As discussed previously, exponential and dynamical localization are a consequence
of the multiscale analysis with a Wegner estimate developed by Bourgain and
Kenig in [6] for the Bernoulli–Anderson model, and by Germinet, Hislop and
Klein in [11] for the model with Poisson potential. Being an induction procedure,
we only need to check that some ’a priori’ finite volume estimates holds. In order
to use the results of these works, we need to be able to provide a number of ’free
sites’ with the initial length scale estimate. First we proceed with the normalized
Anderson model.
Free sites
We follow the proof of Theorem 4.3 in [12]. Given a box Λ = ΛL(x) in Rd, we
denote by ˜Λ the set Λ ∩ Zd. Given S ⊂ ˜Λ, tS = {tζ}ζ∈S ∈ [0, 1]S , set
Hω,tS ,Λ := −△Λ + Vper,Λ + Vω,tS ,Λ on L2(Λ)
where △Λ is the restricted Laplacian with Dirichlet boundary conditions, Vper,Λ is
the restriction of Vper to ΛL and
Vω,tS ,Λ := χΛVωΛ ,tS
with
VωΛ ,tS (x) : = VωΛ/tS (x) + VtS (x) (30)
=
∑
ζ∈ ˜Λ/S
ωζuζ (x − ζ) +
∑
ζ∈S
tζuζ (x − ζ).
We need to show that the probability that the operator Hω,tS ,Λ has an eigenvalue
under ̺α is exponentially small and that this happens uniformly with respect to
tS ∈ [0, 1]S , for S dense enough (see [12]).
Set q˜ = max{3, q}, with q as in (HD). For a given a box Λ = ΛL(x) in Rd we let
H(q˜)ω := H0 + V (q˜)ω with V (q˜)ω :=
∑
ζ∈q˜Zd
ωζu(x − ζ),
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which is a normalized Anderson Hamiltonian for which the underlying lattice is
q˜Zd instead of Zd and so its integrated density of states N (q˜)(E) is well defined. We
will only consider scales L ∈ q˜N. Let
H(q˜)
ω,ΛL
:= −△Λ + Vper,Λ + V (q˜)ω,Λ on L2(Λ)
where V (q˜)
ω,Λ
is the restriction of V (q˜)ω toΛL. We clearly have that, for any tS ∈ [0, 1]S ,
Hω,tS ,Λ ≥ −△Λ + Vper,Λ + VωΛ/S . (31)
Finally, define the (non-normalized) counting function
N(q˜)
ω,ΛL
(E) := tr χ]−∞,E]
(
˜H(q˜)
ω,ΛL
)
.
Setting S = ˜ΛL(x)\q˜Zd, we claim that there exists ǫ > 0 such that,
P
{
Hω,tS ,Λ ≥ ̺α for all tS ∈ [0, 1]S
}
≥ 1 − e−̺−ǫ
for ̺ small enough. To prove this, we remark first that the conclusion of Theorem
3.1 is valid for H(q˜)ω (by changing the constants) and we remind that (see (VI.15) in
[7]),
E
(
N(q˜)
ω,ΛL
(E)
)
≤ N (q˜)(E) |ΛL| ,
and thus calling Ω := {ω : H(q˜)
ω,Λ
has an e.v. in [0, ̺α]} and using (29) and Markov’s
inequality we see that indeed
P (Ω) ≤ e−̺−ǫ e ̺−ǫ/2 ≤ e−̺−ǫ/2 (32)
for |ΛL | ≤ e ̺−ǫ /2 and L ∈ q˜N; so, by (31), we get that, uniformly in the tS
P
(
Hω,tS ,Λ ≥ ̺α
)
≤ 1 − e−̺−ǫ /2. (33)
As shown in [12], this is also true for any L in this range. This range of scales is
enough to start the mulstiscale analysis (see Proposition 4.6 in [12]).
Poisson–Anderson model
The existence of localization for the Poisson–Anderson Hamiltonian is a conse-
quence of the same phenomenon, namely that with very good probability the effect
of the random potential on finite volume operators is to “push” the spectrum away
from zero, uniformly with respect to free sites (suitably defined for this model).
We will explain briefly what is needed to proof, taking notation and definitions
from [11]. We will show that for E ∈ [0, ̺α′ ] the scales ̺−ǫ . |Λ| . e̺−ǫ/2 are
E-localizing (see definition 3.16 in [11]), for a fixed α′ > α and ̺ small enough.
The idea is the following. We start by subdividing a big cube Λ = ΛL in Rd in
non overlapping cubes Λ( j) of side η := e−L106d , indexed by:
JΛ := { j ∈ x + ηZd : Λ( j) ⊂ Λ}
and, with very little cost in probability, we only need to consider configurations X
such that the number of points in Λ are . ̺Ld and at most there is one point in
each Λ( j), i.e.
NX (Λ) . ̺Ld, NX (Λ( j)) ≤ 1.
Here NX(Λ) is the random variable giving the number of points the configuration
X puts in Λ. These configurations are thus in bijection with
JΛ := {J ⊂ JΛ : #J . ̺Ld}.
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The next crucial observation by Germinet, Hislop and Klein is that we only need
to consider the configurations having their points centered in each Λ( j). We can
indeed ’wiggle’ the points inside each box Λ( j) and by doing so move the eigen-
values by no more than . e−L1−ǫ . They introduced then an equivalence relation
(eq. (3.29)) in the space of configurations, the equivalence classes of which are
then indexed by JΛ. We write [J]Λ for the equivalence class of the configuration
having a point in the center of Λ( j) whenever j ∈ J and [J]Λ⊔ [J′]Λ for the disjoint
union.
We define now the ’basic events’ which take care of the free sites. For a given
set B, let P0(B) the collection of its countable subsets. Given two configurations
X,Y ∈ P0(Rd) and tY = {tζ}ζ∈Y ∈ [0, 1]Y define HX,(Y,tY ),Λ as in equation (3.10) in
[11]:
HX,(Y,tY ),Λ := −△Λ + VX,(Y,tY ),Λ where VX,(Y,tY ),Λ := χΛVXΛ ,(YΛ ,tYΛ )
and
VX,(Y,tY ) := VX(x) +
∑
ζ∈Y
tζu(x − ζ).
Let us recall that a Poisson process Υω with density 2̺ can be thinned down to a
Poisson process Γω ⊂ Υω with density ̺ by deleting points u ∈ Γ′ω ⊂ Υω with prob-
ability 1/2 and furthermore, we have that Γ′ω = Υω \ Γω is also a Poisson process
with density ρ and Γω, Γ′ω are independent. Following [11], we use this representa-
tion of Γω to take care of the free sites. For B⊔S ∈ JΛ, we define the Λ-bconfsets,
(definition 3.9 in [11])
CΛ,B,S :=
⊔
S ′⊂S
[B ∪ S ]Λ,
and we define the Λ-bevents (definition 3.10) as those ω such that, for B⊔B′⊔S ∈
JΛ, we have that Γω puts exactly one point in eachΛ( j) with j ∈ B, Γ′ω puts exactly
one point in each Λ( j) with j ∈ B′, and Υω puts exactly one point in each Λ( j) with
j ∈ S (so either Γω or Γ′ω); and no points elsewhere, i.e.
CΛ,B,B′ ,S := {Υω ∈ [B ⊔ B′ ⊔ S ]Λ} ∩ {Γω ∈ CΛ,B,S } ∩ {Γ′ω ∈ CΛ,B′ ,S }.
Now we proceed to the proof of the a priori estimate. We need to show that
there exists a union of basic events inside which the resolvent decays exponentially,
and that this union have good probability. As usual, once we know we are at a
certain distance from the spectrum, the exponential decay is a consequence of the
Combes–Thomas estimate. Define ˆJΛ
ˆJΛ := {S ∈ JΛ : NS (ΛδL )( j) ≤ 1 for all j ∈ J and HB,Λ ≥ 2̺α}.
As for any tS ∈ [0, 1]S we have that
HB,(S ,tS ),Λ ≥ HB,Λ
we conclude that the set
ΩΛ :=
⊔
(B,B′,S )∈ ˆJΛ
CΛ,B,B′ ,S
is E-localizing for E ∈ [0, ̺α′ ]. Now, to prove that this happens with good proba-
bility, we see that if B ∈ P0(Rd) is such that
inf σ(HB,Λ) < 2̺α
then for all X ∈ [B]Λ, (see Lemma 3.8 in [11])
HX,Λ < C′̺α
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and thus ⊔
JΛ ˆJΛ
CΛ,B,B′ ,S ⊂ {ω : inf σ(HΓω,(φ,φ),Λ) < C̺α}.
To estimate the probability of this set proceed as in the normalized Anderson case.
3.3 Klopp’s Periodic Approximations
From now on we will take N ∈ N∗ such that (2N+1) is a multiple of q (we will take
q large but fixed for the Poisson potential). Define the periodic approximation, for
ω ∈ Ω and
HNω = H0 +
∑
j∈Zd2N+1
ω j
∑
ζ∈(2N+1)Zd
u(x − ζ − j)
= H0 + VNω
for the normalized Anderson model and
HNω = H0 +
∑
ζ∈(2N+1)Zd
∑
j∈ΓNω
u(x − ζ − j)
= H0 + VNω
for the Poisson–Anderson model, with ΓNω = Γω ∩ ΛN(0). We write NNω the inte-
grated density of states of this periodic operator.
From [14], [15], we have the following:
Lemma 3.2 Let α > 0. There exists ν0 ∈ (0, 1) and γ > 0 such that, for ̺ ∈ [0, 1],
E ∈ R, ν ∈ (0, ν0) and N ≥ ν−γ we have
E(NNω (E − ν)) − e−ν
−α ≤ N(E) ≤ E(NNω (E + ν)) + e−ν
−α
As shown in section 2.3 in [14], we estimate
E
(
NNω (E)
)
≤ CP (Ω(̺α, ̺, N))
where
Ω(E, ̺, N) := {ω : σ(HNω ) ∩ [0, E] , 0}.
or, by Floquet (see next section), we know that
Ω(E, ̺, N) = {ω : ∃ θ ∈ Rd s.t. HNω (θ) has an e.v. in [0, E]}. (34)
Theorem 3.1 is thus a consequence of the following result.
Proposition 3.3 Pick α > 2 d+1d and γ given by the last lemma. There exists ̺
∗
=
̺∗(α, γ) > 0 and ǫ > 0 such that for ̺ ∈ (0, ̺∗) we have
P[Ω(̺α, ̺, N)] ≤ e−̺−ǫ
where
2N + 1 = q[̺(α′−α)/2]o[̺−α′/4]o[̺−γ]o
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3.4 Floquet theory.
We recall the corresponding Floquet theory for periodic operators on the continu-
ous. For θ ∈ Td = Rd/qZd , solving the problem:{
H0 φ = φ
φ(x + j) = ei2π jθφ(x) ; (∀x ∈ Rd)(∀ j ∈ qZd)
yields Floquet eigenvalues E0(θ) ≤ . . . En(θ) ≤ . . . together with Floquet eigenvec-
tors (φk(θ))k≥0. We recall also the following facts ([14]):
• We write Σ0 =
⋃
n≥0 En(Td), the spectrum of H0.
• We have that the bottom of the spectrum is a simple non degenerate edge.
This means that there exists C > 0 such that:
(P1) For any p > 0 and θ ∈ Td,
∣∣∣Ep(θ)∣∣∣ ≥ 1/C .
(P2) There exists a set Z = {θ j; 1 ≤ j ≤ nz} such that E0(θ j) = inf Σ0 = 0
and for θ ∈ Td,
|E0(θ)| ≥ C min
1≤ j≤nz
|θ − θ j|2
• The density of states of H0 satisfies ([22]):
N0(E) = Cq
∑
k≥1
∫
Td
1Ek(θ)≤E dθ.
For θ ∈ Rd , let,
C∞N,θ(Rd) =
{
φ ∈ C∞(Rd)
∣∣∣φ(x + j) = ei jθφ(x); j ∈ (2N + 1)Zd}
and denote by L2N,θ(Rd) (resp. H2N,θ(Rd)) the closure of this space in the L2loc(Rd)
(resp. H2loc(Rd) Sobolev norm) norm, so
HN(θ) :
{
H2N,θ(Rd) → L2N,θ(Rd)
φ 7→ Hφ
Now consider H0 as a (2N + 1)Zd-periodic operator, which we write HN0 , and
we write {
HN0 (θ) :
H2N,θ(Rd) → L2N,θ(Rd)
φ 7→ Hφ (35)
for its restriction to these spaces. We can verify that for j ∈ Zd2N+1 = Zd/(2N+1)Zd
and θ ∈ Td2N+1 = Rd/ 1(2N+1)Zd, the Floquet eigenvalues and eigenvectors of HN0 (θ):
H0φk, j(·, θ) = Ek, j(θ)φk, j(·, θ)
where {
Ek, j(θ) = Ek(θ + q j/(2N + 1))
φk, j(·, θ) = 1(2π+1)d φk(·, θ +
q j
(2N+1) ).
Finally, for ψ ∈ L2(Rd), we will use the decomposition:
ψ =
∑
k≥0
∫
Td
ψ̂k(θ)φn(·, θ) dθ (36)
=
∑
j∈Zd2N+1
∑
k≥0
∫
Td2N+1
ψ̂ j,k(θ)φ j,k(·, θ) dθ.
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3.5 Proof of Proposition 3.3
The strategy of the proof of the Proposition follows the line of the proof of Propo-
sition 2.6 and we will therefore omit some details (see also section 2.4 in [14]).
Pick α > 2 d+1d , α
′ satisfing dd+1α > α
′ > 2 and large γ. We define, as for the
discrete case,
2L + 1 = [̺(α′−α)/2]o[̺−α′/4]o et 2K + 1 = q[̺−γ]o.
Let ω ∈ Ω(̺α, ̺, N). We have thus that there exists a normalized ψ ∈ H2(Rd)
such that 〈
HNωψ, ψ
〉
≤ ̺α;
by positivity, we also have 〈
HN0 ψ, ψ
〉
≤ ̺α, (37)
as well as 〈
VNωψ, ψ
〉
≤ ̺α.
Using (37), decomposition (36) and (P1), (P2), we see that for ψ ∈ H2 and ̺ small
enough, we know that,
∑
k>0
∫
Td
|ψ̂k(θ)|2 dθ +
∫
min |θ−θ j |>1/L
|ψ̂0(θ)|2 dθ . ̺αL2,
and decomposing
ψ =
∑
1≤ j≤nz
ψ j + ψe
with
ψ j =
∫
|θ−θ j |≤1/L
ψ̂ j(θ)φ0(θ) dθ,
we have that, by the definition of L, ‖ψe‖2 . ̺α
′/4
.
As we did in the discrete setting, we expand
〈
VNωψ, ψ
〉
=
〈
VNω
∑
1≤ j≤nz
ψ j,
∑
1≤ j≤nz
ψ j
〉
︸                       ︷︷                       ︸
(I)
+ 2 Re
〈
VNωψe,
∑
1≤ j≤nz
ψ j
〉
︸                     ︷︷                     ︸
(II)
+
〈
VNωψe, ψe
〉
︸       ︷︷       ︸
(III)
and similarly — as we did after (20) — we conclude, on the one hand, that |(III)| .
̺α
′/2
, and, on the other, that if |(II)| & ̺(6+α′)/8 we would have〈
VNω
∑
1≤ j≤nz
ψ j,
∑
1≤ j≤nz
ψ j
〉
& ̺(6−α
′)/4
or else 〈
VNω
∑
1≤ j≤nz
ψ j,
∑
1≤ j≤nz
ψ j
〉
. ̺(6+α
′)/8.
We now quote Lemma 2.1 in [14], which says:
Lemma 3.4 Fix 1 ≤ j ≤ nz. For 1 ≤ L′ ≤ L, there exists ˜ψ j ∈ L2(Rd) such that,
1. The function ˜ψ j is constant on each cube ΛL′ (γ); γ ∈ (2L′ + 1)Zd.
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2. There exists C > 0 such that
‖ψ j(·) − ˜ψ j(·)ϕ0(·, θ j)‖2 ≤ CL′/L
where ϕ0(·, θ j) is the periodic component φ0(·, θ), i.e.
φ0(·, θ) = eixθϕ0(·, θ). (38)
For the proof of this lemma we refer the reader to the end of the proof of Proposi-
tion 2.1 in [14].
Let 2L′ + 1 = [̺(α′−α)/2]o and 2K′ + 1 = q[̺−α′/4]o[̺−γ]o. By using the first
point of Lemma 3.4, we write:
Ψ j(x) = ˜ψ j(x)φ0(x, θ j) = φ0(x, θ j)
∑
β∈Zd
(2L′ + 1)−d/2α j(β)1ΛL′ ((2L′+1)β)′ (x),
and by posing Ψ = ∑Ψ j and α(β) = ∑α j(β) we have,
Ψ(x) =
∑
j
˜ψ j(x)φ0(x, θ j) = φ0(x, θ j)
∑
β∈Zd
(2L′ + 1)−d/2α(β)1ΛL′ ((2L′+1)β)(x).
Again, writing〈
VNω
∑
1≤ j≤nz
ψ j,
∑
1≤ j≤nz
ψ j
〉
=
〈
VNω
∑
1≤ j≤nz
Ψ j,
∑
1≤ j≤nz
Ψ j
〉
+2 Re
〈
VNω
∑
1≤ j≤nz
Ψ j,
∑
1≤ j≤nz
(
ψ j −Ψ j
)〉
+
〈
VNω
∑
1≤ j≤nz
(
ψ j − Ψ j
)
,
∑
1≤ j≤nz
(
ψ j − Ψ j
)〉
,
we see that, by the second point of Lemma 3.4,〈
VNω
∑
1≤ j≤nz
(
ψ j −Ψ j
)
,
∑
1≤ j≤nz
(
ψ j −Ψ j
)〉
. ̺α
′/2,
and doing as in (24) and thereafter, we conclude that
±
〈
VNωΨ,Ψ
〉
. ±̺1±ǫ . (39)
We will now separate both cases. Consider first the Generalized Anderson
model. For k ∈ Zdqˆ, define:
VNω,k =
∑
j∈Zd2N+1
q
ωq j+k
∑
ζ∈(2N+1)Zd
u(x − η − q j − k)
so that
VNω =
∑
k∈Zdqˆ
VNω,k
and so the inequalities in (39) imply the same with VN
ω,k instead of VNω , at least for
one k (and different constants). Note that |Zdqˆ | = qd is finite and independent of
̺ so the probabilities, after the union bound, will just change by a constant. As
the calculation is very similar for every k we will assume that k = 0 and we will
drop it from the notation. Furthermore, we will assume that the support of the
simple site potential u is entirely contained in the cell Λqˆ(0), and we remember
that 2qˆ + 1 = q. If this is not the case we can change q by a multiple of q large
enough at the beginning of the analysis.
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We will denote from now on ˜VNω := VNω − E[Vper] = VNω − ̺Vper where Vper is
the periodic operator which results if we take all random variables equal to 1. A
consequence of the unique continuation principle, is that
̺
〈
VperΨ,Ψ
〉
= ̺
〈
Vperψ, ψ
〉
+ o(̺3/2)
≥ ̺
〈
Vperψ, ψ
〉
+ 〈H0ψ, ψ〉 − ̺α + o(̺3/2)
=
〈(
H0 + ̺Vper
)
ψ, ψ
〉
+ o(̺3/2) ≥ C̺
and we obviously have ̺
〈
VperΨ,Ψ
〉
. ̺.
Remark 3.5 Even without the unique continuation principle, the behavior of the
bottom of the spectrum of the perturbed operator is of the order of the perturbation
for a generic simple site potential u, as proven in [14], section 5.
Using this, we conclude from (39) that, there exists a c such that for small ̺∣∣∣∣〈 ˜VNωΨ,Ψ〉∣∣∣∣ ≥ c̺. (40)
We will show this happens with very low probability. As for every j we have
˜ψ j ∈ L2(Rd), let us calculate
〈 ˜VNωΨ,Ψ〉 =
∑
β∈Zd
(2L′ + 1)−d
∫
ΛL′ ((2L′+1)β)
˜VNω (x − j)
∣∣∣∣∣∣∣
∑
j
α j(β)ϕ0(x, θ j)
∣∣∣∣∣∣∣
2
dx
=
∑
β′∈Zd2K′+1
∑
β′′∈(2K′+1)Zd
(2L′ + 1)−d
∫
ΛL′ ((2L′+1)(β′+β′′))
˜VNω (x − j)
∣∣∣∣∣∣∣
∑
j
α j(β′ + β′′)ϕ0(x, θ j)
∣∣∣∣∣∣∣
2
dx
where, using the (2N + 1)-periodicity of ˜VNω and the fact that (2L′ + 1)(2K′ + 1) =
2N + 1, the last line is equal to
∑
β′∈Zd2K′+1
(2L′ + 1)−d
∑
β′′∈(2K′+1)Zd
∫
ΛL′ ((2L′+1)β′)
˜VNω (x − j)
∣∣∣∣∣∣∣
∑
j
α j(β′ + β′′)ϕ0(x, θ j)
∣∣∣∣∣∣∣
2
dx
=
∑
β′′′∈Zd2L′+1
q
∑
β′∈Zd2K′+1
(2L′ + 1)−d
∫
Λqˆ((2L′+1)β′+qβ′′′)
˜VNω (x − j)
∑
β′′∈(2K′+1)Zd
∣∣∣∣∣∣∣
∑
j
α j(β′ + β′′)ϕ0(x, θ j)
∣∣∣∣∣∣∣
2
dx
=
∑
β′′′∈Zd2L′+1
X(β′′′)
(2L′ + 1)d .
The random variables X(β′′′) are independent, bounded, non trivial and their expec-
tation E [X(β′′′)] = 0. As usual we will prove only one side of the large deviation
inequality. Reindex the random variables as XU , U = 1, . . . ,R = (2L′ + 1)d; then
use Markov’s inequality to obtain:
P
 1R
R∑
U=1
XU ≥ c̺
 ≤ E (et∑ XU ) e−cRt̺ (41)
≤
R∏
U=1
E
(
etXU
)
e−CRt̺.
Now if we take t small enough, thus
E
(
etωU
) ≤ ect2E(X2U ),
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and thus, noting that E(X2U) . ̺,
P
 1R
R∑
U=1
XU ≥ c̺
 ≤ ecRt2̺−CRt̺ ≤ e−c′R̺.
Here R ∼ ρ−1−ǫ′ ; this probability is exponentially decaying. This –and summing up
all the probabilities– proves what we wanted for the normalized Anderson model..
We turn our attention now to the Poisson–Anderson model. We define VN
ω,k in
a similar way:
VNω,k :=
∑
ζ∈(2N+1)Zd
∑
j∈Γω,k
u(x − ξ − j)
where we have defined
Γω,k := Γω ∩
(
∪n∈Zd2N+1
q
Λ0(nq + k)
)
for k ∈ Zdqˆ. (Note that Λ0(·) is a unit cube.) We have thus the equality VNω =
∑
VN
ω,k
with each VN
ω,k positive. Inequalities (39) lead to the same inequalities with VNω
replaced by VN
ω,k , for at least one k ∈ Zdqˆ. We suppose as before that k = 0 and we
drop it from the notation, the others being similar. Again, the probability will be
bounded by the union bound on a finite number of events.
As here H0 = △, there is only one minimum of the Floquet eigenvalue at 0, and
φ0(x, 0) is a constant function. Define the random variable
χ(β,R) = #

 ⋃
n∈(2N+1)Zd
Γω ∩ΛR(n + β)
 ∩ ΛN(0)

so
〈VNωΨ,Ψ〉 =
∑
β∈Zd
(2L′ + 1)−d |α0(β)|2
∫
ΛL′ ((2L′+1)β)
VNω (x − j) dx
=
∑
β′′′∈Zd2L′+1
q
∑
β∈Zd
(2L′ + 1)−d |α0(β)|2
∫
Λqˆ((2L′+1)β+qβ′′′)
VNω (x − j) dx
= c
∑
β′′′∈Zd2L′+1
q
∑
β∈Zd
(2L′ + 1)−d |α0(β)|2 χ ((2L′ + 1)β + qβ′′′, 0) .
So (39), for ̺ small enough, becomes
±
∑
β′′′∈Zd2L′+1
X(β′′′)
(2L′ + 1) . ±̺
1±ǫ ,
with X(β′′′) = c∑β∈Zd |α0(β)|2 χ ((2L′ + 1)β + β′′′, 0). Note that we have chosen q
large enough –but independent of ̺– so these random variables are independent.
This probability can be again estimated by a large deviation type estimate to get
the desired result.
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