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ABSTRACT 
Background: The incidence of suicide exhibits marked geographical variability. 
Explanations for the observed patterns are not well understood. Previous area- 
based studies of suicide in Britain have focused on relatively large areas and/or 
have not investigated whether associations varied between different age groups. 
Aims: Two interrelated aspects of the geography of suicide were investigated: (a) 
the magnitude and spatial patterning of its geographical variation and (b) the 
extent to which socio-economic characteristics of areas explain the observed 
patterns. Analyses were based on parliamentary constituencies (N=569) and 
electoral wards (N=9265) in England and Wales, 1988-1994. 
Methods: Random effects regression models (negative Binomial models in Stata 
and Bayesian hierarchical models in winBUGS) were used to derive and map age- 
and sex-specific "smoothed" area estimates of rate ratios by incorporating 
evidence of heterogeneity and spatial autocorrelation into their estimation. 
Associations between levels of suicide and a range of 1991 census-derived socio- 
economic characteristics of the areas were investigated. Furthermore, the 
patterning of any unexplained variation was assessed in a series of maps of 
residual rate ratios after controlling for the effect of area characteristics. 
Results: There was strong evidence of heterogeneity and spatial patterning at both 
levels of geographic aggregation. Although the geography of suicide differed 
across age/sex groups, two main common patterns emerged: clusters of high rates 
in (a) remote and coastal parts of the country and (b) central parts of cities (with 
low rates in their periphery). Possible indicators of levels of social fragmentation 
in an area, such as single-person households and unmarried population, were 
most consistently associated with suicide in all age/sex groups. These associations 
appeared independent of levels of socio-economic deprivation and stronger in the 
younger age-groups. While area characteristics accounted for 50%-75% of the 
observed geographic variation, up to 2-fold differences in rates remained 
unexplained. Residual variability also clustered spatially. 
Conclusions: Suicide is an important contributor to area health inequalities - this 
thesis described its geography and identified a number of area characteristics 
associated with area differences. Spatial patterning in unexplained variability may 
be a product of additional local risk factors not accounted for in the models. 
Further research should seek to identify such factors as well as clarify the extent to 
which the observed area differences reflect the high-risk demographic 
composition of such areas or true area influences on the mental health and suicide 
risk of their populations. 
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example, by filtering out random noise introduced by small numbers. In the case of this 
thesis, smoothing was applied to the map by assuming the "true" area rate ratios were 
unknown random effects - either with or without an underlying spatial structure (to 
capture evidence of heterogeneity and/or clustering). In each case area rate ratios were 
estimated as a weighted average between the observed rate ratio and the global mean (i. e. 
national) and/or the local mean (i. e. neighbouring areas) with weights depending on the 
observed variability in each area's estimates. 
Globally smoothed map: A map showing area estimates that have been estimated as a 
weighted average between the observed levels and the global mean (i. e. national mean). 
The higher the uncertainty associated with the observed estimate of an area's rate or 
relative risk (i. e. based on small denominator area populations), the higher the amount of 
Smoothing towards the global mean. 
Locally smoothed map: A map showing area estimates that have been pulled towards the 
local mean i. e. the observed mean in a set of neighbouring areas rather than the global 
mean. In the case of this thesis, an areas' neighbourhood was defined as the set of areas 
that share a boundary (i. e. first-order adjacency). Observed high or low estimates are 
more likely to retain their original values the more similar the levels in neighbouring 
areas are. 
Convolution model or map: A map showing area estimates that have been pulled 
towards both the global and a local mean as estimated in a model where both spatially 
unstructured and structured components of variation were assumed to operate across the 
unknown random effects. In such a model, the relative contribution of each component of 
variation to the area estimates can be assessed. 
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CHAPTER 1. INTRODUCTION 
In recent years, there have been marked changes in the patterns of age- and sex- 
specific suicide mortality in Britain' 2 as well as in much of the industrialised 
world. 1.3 The most unfavourable trends have generally been experienced by the 
younger age-groups, and in particular young males. For example, in the past 50 
years in Britain, decreases in suicide rates in the older age-groups have been 
accompanied by marked rises in young males 4 Due to recent rises, suicide 
mortality now ranks as one of the principal causes of premature mortality 
amongst the young in industrialised countries. In England and Wales, mortality 
due to suicide ranks above road traffic accidents and most cancers as third and 
fifth most frequent causes of life-years lost amongst males and females 
respectively .5 
Alongside the marked changes in recent trends, a striking feature of the 
epidemiology of suicide is the wide geographical variation in its occurrence. There 
are more than 10-fold differences in suicide rates amongst industrialised nations. 
Differences within Europe are of a similar magnitude 5-6 Such wide geographical 
variation is not restricted to differences between nations. Different areas within 
countries7' 8 and even smaller-areas within particular cities 9-11 also exhibit high 
levels of geographical variation in the occurrence of suicide. 
Recent unfavourable trends, changes in its age-patterning and wide area 
differences emphasize the public health importance of this cause of death. This has 
been underlined in successive government health strategies, most recently with 
the production of the National Suicide Prevention Strategy for England 12 
Geographical variation in suicide mortality and possible social, economic or other 
characteristics of the areas that may account for such variation have not been fully 
explored. The focus of this thesis is the geographical patterning of suicide and its 
possible determinants in England and Wales. 
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The ecological nature of suicide has been appreciated for over 100 years. Morselli 
(1881)13 and Durkheim (1897)14 recognised that individual acts of suicide when 
aggregated to form area suicide rates may represent forces external to individuals, 
reflecting the characteristics, or changes in the characteristics, of societies. An 
area's suicide rate may, thus, not just be the sum of its high-risk population. 
Likewise, area differences in suicide mortality may not be fully explained by 
differences in their demographic compositions. Geographical differences in the 
occurrence of suicide mortality, between or within countries, may, at least to some 
extent, be a product of differences in the social, economic or cultural environments 
their populations experience. 
Having underlined the public health importance of suicide and the study of its 
geographical patterning, it is important to note that in the context of the design 
and methods used in this thesis, suicide occurrence is viewed (and will be 
described) as a rare event. This apparent contradiction refers to the statistical 
properties of mapping and investigating its occurrence across the small units of 
geographical aggregation used in this thesis. Although rare spatially, it is 
important to note that there are now around 5,000 deaths each year classified as 
suicides or undetermined deaths in England and Wales. Half of these cases are 15- 
44 year-old males. This highlights the magnitude of the problem in the light of the 
self-inflicted, and thus potentially avoidable, nature of suicide. 
This thesis explores two interrelated aspects of the geography of suicide across 
small-areas in England and Wales in two types of analyses: 
(a) A descriptive analysis of the spatial distribution of suicide mortality. This 
thesis maps the occurrence of suicide across small-areas to assess the magnitude of 
its geographical variation (whether the observed variation is just a product of 
expected random variation) and examine any spatial patterning in its occurrence 
(whether, for example, high or low rates tend to occur in neighbouring areas). 
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(b) An ecological area-based analysis of its possible socio-economic 
determinants. The thesis investigates the extent to which any socio-economic 
characteristics of the areas, for example levels of unemployment or marital 
breakdown in an area, explain the observed geographical variation and examines 
the spatial patterning of any remaining unexplained geographical differences. 
In the first instance, all descriptive, mapping or ecological area studies on the 
geographical variation of suicide either international or intra-national, both in 
Britain and abroad, were identified. The next chapter (chapter 2) discusses the 
current evidence on the geographical variation in the occurrence of suicide and its 
association with particular socio-economic characteristics of the areas. In parallel 
to identifying potential area risk factors though to be associated with levels of 
suicide, three additional aspects of the design of these studies are of particular 
importance, namely: 
- the level of geographical aggregation at which these issues have been 
previously explored 
- whether age- and sex-specific associations between area characteristics and 
suicide have been examined and 
- the statistical methods employed in these studies, for example whether the 
effect of spatial autocorrelation - the extent to which neighbouring areas tend to 
exhibit similar levels of suicide - was investigated. 
Chapter 3 identifies the contribution of this thesis with respect to these issues and 
lists the aims and hypotheses to be tested. 
A range of geographical and statistical methods have been previously used to 
investigate the spatial epidemiology of disease or mortality - chapter 4 provides a 
general overview of the available methodology in the field of spatial epidemiology 
with a particular focus on the recent development of Bayesian techniques and 
related software (e. g. winBUGS). Subsequently, chapter 5 focuses on the methods 
employed in this thesis, the data used and the particular choices on modelling and 
practical issues (such as style of map presentation) to map the geographical 
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variation in suicide mortality and investigate its association to possible area risk 
factors in England and Wales. 
The subsequent five chapters present the main findings of the two types of 
analyses undertaken in this thesis, namely investigation and mapping of the 
geographical variation in suicide mortality (see chapters 6 and 7) and ecological 
assessment of area-level associations between suicide and an area's socio- 
economic environment (see chapters 8,9 and 10). Chapter 6 describes the spatial 
distribution of suicide across areas in England and Wales and explores the extent 
to which, and the way that, this varies geographically i. e. evidence of 
heterogeneity and spatial patterning. Chapter 7 complements this chapter by 
representing the geographical variation and patterning of suicide in a series of 
age- and sex-specific maps. Next, chapter 8 investigates the extent to which the 
spatial distribution of socio-economic area characteristics accounts for the 
observed variation and/or patterning of suicide. Subsequently, chapter 9 presents 
maps of unexplained, or residual, variation left over the surface of the map after 
accounting for area characteristics that may relate to area differences in suicide 
mortality. Finally, chapter 10 focuses on evidence of differential effects across 
different parts of the country, for example in urban or rural areas. 
The final chapter (chapter 11) summarises the main findings, limitations and 
contributions of this thesis to our knowledge on the spatial epidemiology of 
suicide and discusses its implications for further research and policy strategies. 
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CHAPTER 2. REVIEW OF THE LITERATURE ON 
THE GEOGRAPHICAL VARIATION AND 
ECOLOGICAL ASSESSMENT OF AREA LEVEL 
DETERMINANTS OF SUICIDE MORTALITY 
2.1. Introduction 
There is a vast literature on suicide that spans disciplines such as epidemiology, 
psychology, sociology, anthropology, and even political science. This chapter 
starts by briefly presenting what is currently known about the epidemiology of 
suicide in relation to individual characteristics that have been found to be 
associated with its incidence (section 2.2.1) as well as recent temporal trends and 
changes in the age-patterning of suicide (section 2.2.3). 
Studies that have investigated the geographical patterning in suicide mortality 
and its possible socio-economic determinants form the main focus of this review. 
Section 2.3 discusses what is currently known about international and national 
geographical differences in the occurrence of suicide and summarises studies that 
have investigated the observed geographical variation in suicide mortality in 
Britain and elsewhere. 
Before discussing the evidence on the association between area levels of suicide 
and characteristics of the areas - the main core of this review - section 2.4 
discusses, in the context of the most influential theories, the societal roots of 
suicide, for example, as a consequence of economic crises or adverse trends in 
societal norms such as increases in alcohol and drug abuse or declines in 
marriages and religious beliefs. Just as changes in the socio-economic 
characteristics of society over time may influence temporal trends in suicide, 
geographical differences in suicide mortality might result from area differences in 
a range of social, economic, cultural or health-related characteristics. Section 2.5 
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summarises the current evidence on the extent to which differences in national 
levels of socio-economic characteristics explain the marked international variation 
in suicide mortality. Similarly, section 2.6 discusses, in more detail, the ecological 
associations reported in small-area studies, both in Britain and abroad, between 
levels of suicide and a number of indicators of an area's socio-economic 
environment and underlines some of their limitations in terms of the design and 
methodology they employed. 
Some recent studies have examined suicide risk associated with area 
characteristics in multilevel study designs where the effect of both person-based 
(compositional effects) and area-based risk factors (contextual effects) are 
considered. These studies are discussed in section 2.7, in the context of the recent 
debate about "true" area effects over and above the aggregated risks of an area's 
demographic composition, before section 2.8 summarises what is currently known 
about the spatial epidemiology of suicide. 
2.2. The epidemiology of suicide 
Person, time and place are the three key elements in the epidemiological 
investigation of any disease or cause of death. This review will extensively cover 
only the last aspect of the epidemiology of suicide with a focus on the national and 
sub-national geographies of suicide and their possible determinants. 
The evidence presented here was collected over a two-year period from November 
2000 to November 2002 through an iterative process of literature searching and 
was subsequently updated over a three-month period between June and August 
2004. In general, reference databases searches were carried out using a selection of 
keywords and Mesh headings related to either (i) the type of studies, (ii) the type 
of data or (iii) known or commonly used area-level risk factors in such studies. 
This was carried out using the following databases: PRE-MEDLINE (1950-1965), 
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MEDLINE (1966-present day), EMBASE (1980-present day) and ISI Web of Science 
(1945/1954-present day) including all of its three Citation Indices - Science, Social 
Science or Arts & Humanities. General hits for keywords related to suicide (e. g. 
suicide, suicide behaviour, self-harm or premature mortality) appearing anywhere 
in the title, abstract or text were filtered using keywords relevant to geographical 
and ecological studies. These mainly included words such as geograplh , area*, ntap*, 
atlas, spatial, pattern*, cluster*, neigh*, ecolog* and SMR. Searches were also carried 
out using keywords that relate to the type of data commonly used in ecological 
studies for example census, aggregate, routine as well as names of administrative 
areas at which such data is usually collected in much of the industrialised world - 
for instance nation, country, county, borough, unit, region, state, province, division, 
district, community, constituency, ward, postcode and sector. Finally, searches included 
terms related to characteristics of the socio-economic environment such as social, 
economic, deprivation, poverty, anomie, fragmentation, integration, single-person, 
mobility, housing, tenure, marital status or some variant/synonym of these. From 
these searches, articles were selected for further investigation based upon 
information in the abstract. 
Articles were also identified by hand-searching the reference lists of relevant 
papers/reviews, through citation searches using the Web of Science database as 
well as personal recommendations from experts in the field of suicide. Finally, 
information was also obtained from general web searches, particularly for posted 
maps of suicide, as well as the web sites of various government departments and 
agencies such as the Office for National Statistics in Britain and the Center for 
Disease Control and Prevention in the U. S. 
Before reviewing area-based geographical or ecological studies of suicide (see 
sections 2.3-2.6), the next sections first set the scene by briefly discussing each of 
the other two features of the epidemiology of suicide i. e. person-based risk factors 
and recent temporal trends in suicide mortality. The evidence presented here does 
not form part of the main review in this thesis. 
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2.2.1. Person-based risk factors for suicide 
Most evidence about individual characteristics associated with suicide risk comes 
from psychological autopsy studies, longitudinal studies and case-control studies. 
Table 2.1 summarises some of the main risk factors and the estimated magnitude 
of their association with suicide in person-based studies. 
Tables 2.1: Person-based factors associated with an increased risk of suicide. 








Access to lethal means 
2-6-fold increased risk in males 
In Britain, suicide risk in females 
increases with age. In males, the 
highest rates are now in males aged 
25-34 
2-5-fold increased risk in divorced 
and widowed. Risk generally 
greater in males 
2-5-fold lower risk in first postnatal 
year 
2-3-fold increased risk 
4-fold increased risk in social class 
V compared to I. However, some 
occupations in the highest social 
class are also at high risk 
2-fold increased risk in occupations 
with access to lethal means such as 
doctors and farmers. Presence of 
firearms associated with 5-fold 
Chalton et al (1993)1 
Schmidtke et al (1999)6 
Girard (1993)15 
Gunnell et al (2003)4 
Kreitman (1988)16 
Luoma and Pearson (2002) 17 
Appleby (1991)18 
Gissler et al (1996)19 
Johanson and Sundquist (1997)20 
Lewis and Slogget (1998)21 
Charlton et al (1993)1 
Dreyer et al (1996)22 
Kellermann et al (1992)23 
Kelly and Bunting (1998)24 
increase in risk 
History of or current 10-fold increased risk Allebeck and Allgulander (1990)25 
psychiatric illness Agerbo et al (2002)26 
History of deliberate 10-30-fold increased risk Goldacre et al (1993)2' 
self-harm Hawton et al (1999)28 
Family history of 10-30-fold increased risk Qin et al (2002)29 
suicide Qin et al (2003)30 
Alcohol or drug abuse 5-10-fold increased risk Stack and Wasserman (1995)31 
Harris and Barraclough (1998)32 
Poor physical health 3-fold increased risk Johanson and Sundquist (1997)20 
Lewis and Slogget (1998)21 
Note: The list of person-based risk factors was compiled by combining similar tables appearing in 
Gunnell and Frankel (1994)33 and Gunnell et at (2003). 4 
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Gender 
Alongside social, economic, cultural and health-related characteristics of the 
individual, the risk of suicide differs widely simply by gender and age (see table 
2.1). With the exception of China and some other Asian countries, where rates are 
similar in males and females, suicide rates in males are generally at least twice as 
high as those in females across much of the world. In Britain, as well as across the 
English-speaking world, there are now up to 4-fold differences in rates between 
males and females 16 While several explanations for the gender differentials have 
been proposed - such as lower levels of substance abuse, 34-36 better patterns of 
help-seeking behaviour, 37- 38 the effect of motherhood39 and higher levels of social 
supporter amongst women - it is also possible that these are, at least partly, 
influenced by gender differences in choice of methods. While rates of deliberate 
self-harm rates are higher in females 38,41,42 women tend to favour methods 
associated with less case fatality 4345 Nearly half of all female suicides in Britain 
are due to drug overdose -a relatively less lethal means of suicide - while 
hanging and carbon monoxide poisoning are the preferred methods in males .5 
Age 
In most industrialised countries, suicide rates tend to increase with increasing age. 
Different patterns are seen in the developing countries where suicide rates usually 
either (a) decrease with increasing age (a downward sloping pattern) or (b) peak 
in both the younger and older age-groups (a bimodal pattern). 15 
In Britain, there were some 8-fold differences in rates across different age-groups 
in the 1950s with the highest rates seen in the older age-groups. However, marked 
decreases in rates in the older age-groups (both male and female) and rises in the 
younger age-groups (males only) have reduced these differences to a factor of two 
or less. While suicide risk still increases with age in females, in males the highest 
suicide rates are now seen in young males aged 25-44 and older males aged 85+. 4 
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Marital status and parenthood 
A recent 2-piece review by Stack (2000) concluded that the vast majority of person- 
based studies of suicide report significant relationships between suicide risk and 
marital status 46,47 Evidence from cross-sectional population studies, '- 48,49 case- 
control studies30- 5,51 and longitudinal cohort studies52-54 (both in Britain and 
abroad) suggests that unmarried people, both men and women, are at increased 
risk of suicide compared to married people. Rates in divorced and widowed 
people are, in general, more than 2- to 5-times higher than rates amongst married 
people. Rates in single people tend to be intermediate (e. g. twice the rates in 
married people), however there is some indication that rates in single people tend 
to increase as they get older 16,17,4s 
Marriage may protect against suicide by producing an increased sense of 
emotional stability and social integration. In fact, marital status has often been 
included in several summary indices used in surveys to reflect a person's levels of 
social integration 55 One such measure is Berkman and Syme's Social Network 
Index found to be related to reduced all-cause mortality- Widowed and divorced 
people tend to report higher levels of social alienation and lower levels of 
meaningful social relationships57 and tend to have higher rates of psychiatric 
admissions, especially if living alone 58 It was recently shown how low levels of 
social involvement lead, in turn, to higher levels of health threatening behaviours 
such as smoking and alcohol consumption, lower levels of full-time employment 
as well as increased risk of suicide 59 
The effect of marital status seems to be independent of age, income, race and 
education. 53 However, the risk of suicide associated with marital breakdown 
seems to be generally greater in men than women. While there is some suggestion 
that lone mothers have higher prevalence of psychiatric morbidity, 60 motherhood 
seems to be a protective factor against suicide. 18,19 In fact, there is some evidence 
that the risk of suicide in women decreases with the number of children 61 While 
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there is some suggestion that fatherhood may also be protective against suicide, 
the effect is greater in women 6263 
Occupational and socio-economic status 
Several studies have shown an association between unemployment and risk of 
suicide 20.21" &4- 65The evidence has been extensively reviewed in Platt (1984)66and 
Platt and Hawton (2000). 67 Being unemployed seems to increase the risk of suicide 
by 2- to 3-fold in both men and women. Although the strength of association is 
weaker by comparison, associations with unemployment seem to persist after 
adjusting for the associations with marital breakdown 20' 21 The stigma, loss of self- 
esteem, health-threatening behaviours, such as alcohol and drug abuse, and 
resulting marital problems associated with job loss might underline the 
relationship between unemployment with suicide 68 
Relative poverty does not seem to fully account for this relationship since 
associations with unemployment appear to be relatively stronger than with other 
indicators of socio-economic deprivation such as car ownership, housing tenure or 
social class. 21 Although there is some evidence that people in the manual social 
classes seem to be at increased risk of suicide, 22the relationship with socio- 
economic status is not as straightforward, as high rates of suicide are also seen in 
occupations in the highest social classes. ' Some high-risk occupations include 
doctors, vets, pharmacists, health-care workers and farmers, all of whom, it should 
be noted, have more ready access to lethal means of suicide than the general 
population 24 
Mental and physical health 
Previous history of self-harm is one of the strongest predictors of suicide. Up to 
half of all suicides have made previous attempts 27 28 In a recent series of case- 
control studies in Denmark, history of hospitalised mental illness, as well as 
family history of suicide, were some of the factors most strongly associated with 
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suicide risk in both men and women. 29" 30 Severe mental illness is associated with a 
10-fold increase in suicide risk25- 26 
Antisocial behaviour, such as lack of friends, contact with the police or welfare 
agencies, 25- 69 alcohol and drug abuse31,3z 7° are also found to be associated with up 
to 3-, 5- and 10-fold increases in the risk of suicide respectively. A recent review of 
studies published in the last 20 years concluded that these factors, together with 
prevalence of mental illness, and affective disorders in particular, are the strongest 
predictors of both suicide and attempted suicide particularly amongst the young 71 
In addition to mental health, there is some evidence from person-based studies 
that poor physical health is also associated with an increased risk of suicide. Self- 
rated poor health, 20 long-term illness, 21 disability and sickness-related absence 
from worker were all found to increase the risk of suicide. Poor mental or physical 
health may increase the likelihood of job loss, marital breakdown and social 
isolation, all of which may contribute to a higher risk of suicide. In reverse, 
unemployment may promote family problems and lead to divorce which, in turn, 
might promote health-threatening behaviour such as substance abuse and the 
onset of mental health problems. In fact, higher psychiatric admission rates and 
excessive alcohol consumption were reported in single people - especially in 
young unmarried men, as well as divorced or widowed older women 58 Due to the 
complex and interrelated nature of these characteristics and behaviours, the 
direction of cause and effect in these relationships is, however, ambiguous. 
2.2.2. Temporal trends in suicide mortality 
As already discussed, there have been striking changes in patterns of suicide in 
England and Wales in the last 50 years (see figure 2.1, source: adapted to include 
1999 data from Gunnell et al (2003)4). In the 1950s, the highest rates were seen in 
the older-age groups in both males and females. While rates have declined 
substantially in females and older males since then, the most unfavourable trends 
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were seen in the younger age-groups - the very groups that contribute most to 
premature life-years lost. In males, rates have doubled amongst 15-44 year-olds 
and, in fact, males aged 25-34 now have the highest rate of all age- and sex- 
groups. In females, while rates have generally declined, the smallest reductions 
were seen in the younger age-groups. 
Increases in young male suicide have occurred in many industrialised nations 1,3 
In fact, there is considerable evidence from a number of countries that successive 
birth cohorts have experienced increasing suicide rates, at least among males72-78 
Similar birth cohort effects have been identified in Britain where each successive 
male birth cohort born in the post war years experienced higher suicide rates 
while each successive female birth cohort appeared to experience lower suicide 
rates at all ages. 79-81 While trends in the USA have mirrored the gender 
differentials observed in Britain, several countries (e. g. France, Norway, Australia, 
New Zealand and Canada) have also experienced rises in young female suicides? - 
82-86 
Changes in a number of societal factors, such as rises in unemployment 67,87-89 
levels of alcohol consumption, 90-93 divorce rates9-'-97or declines in levels of 
religious beliefs and church attendance98- 99 have been found to be associated with 
recent trends in suicide in several countries. While the divergent nature of age- 
and sex-specific trends may be caused by the different impacts of changes in 
social, economic or health-related conditions on men and women, the young and 
the old, most studies have examined the association between trends in such factors 
and overall population suicide rates (i. e. all age- and sex-groups combined). A 
number of time-series analyses have investigated the associations between the 
differing age- and sex- specific trends in suicide mortality and changes in a range 
of potential risk factors; however, reasons for the divergence are still largely 
unclear 4,100-102 
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The availability and lethality of particular methods can, nevertheless, greatly 
influence trends in suicide. For example, detoxification of gas in Britain in the 
1960s -a time when suicide by gas poisoning was the favoured method - offset 
rises in suicide by overdose poisoning. However, because there was no immediate 
substitution by any other method, it resulted in marked decreases in overall 
suicide rates. 103-105 Therefore, the divergence of male- and female-specific suicide 
rates may be, at least partly, influenced by differing preferences for particular 
methods. For example, females' preference for poisoning, a relatively less lethal 
means of suicide, and changes in the lethality of drug overdose, especially with 
the increased use of selective serotonin re-uptake inhibitors (SSRIs), might 
differentially influence trends in men and women 106 
In addition, changes in levels of reporting of suicide and coding practices might 
also affect the observed trends in suicide. Recent marked increases in suicide rates 
in Ireland, for example, are thought to partly reflect previous reluctance to report 
or code a death as suicide - Ireland was the last European country to decriminalise 
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2.3. Geographical variation in suicide mortality 
The two main subjects of this thesis are: (i) the spatial distribution of suicide and 
(ii) determinants of the observed geographical variation. Therefore, this review 
distinguishes between two types of studies. Studies that have described and/or 
mapped the geographical variation of suicide across areas either in Britain or 
elsewhere - but have not investigated any ecological associations with socio- 
economic characteristics of these areas - will be discussed first. The ecological 
assessment of area-level determinants of suicide will be discussed in the 
subsequent sections, 2.4-2.6. 
2.3.1. International variation of suicide 
Worldwide, the occurrence of suicide varies strikingly. Across the industrialised 
world, there are as much as 10-fold differences across nations 3,5,6,85,108 In Europe, 
the highest national rates of suicide are to be found in the new Russian and Baltic 
States where rates are at least five times as high as rates in England and Wales, 
followed by Central European countries, such as Austria and Hungary, where 
rates are at least three times higher than in Britain (see figure 2.2, source: adapted 
from Schmidtke et al (1999)6). Rates in Britain are amongst the lowest in Europe, 
with only rates in Southern European countries (Portugal, Italy, Spain, and 
Greece) ranking as low or lower. Rates in Britain are also lower than other English- 
speaking nations (i. e. USA, Australia and New Zealand). 
Such wide variation in suicide rates across nations in Europe was also apparent 
over a century ago. In 1881, Morselli published a map of national, or where 
possible sub-national, suicide rates across European states 13 This may probably be 
one of the earliest examples of a suicide map. Rates, which were not age- and sex- 
standardised, ranged from as low as 0.8 per 100 000 population in Calabria, 
Southern Italy to as high as 33 per 100 000 in the Paris region, France (see figure 
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Figure 2.3: Morselli's century old map of suicide rates across Europe. Source: 
Morselli (1881). 13 
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Note: The numbers shown on the map do not represent suicide rates but ranks of 
countries/ areas based on their suicide rates ranging from 1. Calabria, South Italy 
(with the lowest suicide rate of 0.8 per 100 000 population) to 124. Isle de France, 
Paris, France (with the highest suicide rate of 33.1 per 100 000 population). 
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2.3.2. National and sub-national variation in suicide mortality 
Wide variation in the occurrence of suicide is not limited to international 
comparisons. Within-country variation between different geographical regions is 
of a similar magnitude. In England and Wales, suicide rates vary at least 5- to 7- 
fold between different Local Authorities or districts 7'8 As rates in several low- 
population areas are based on only a few deaths, particularly amongst females 
and older age-groups, these inferences were based on the observed geographical 
variation after excluding the 5% of areas with the most extreme (highest or lowest) 
rates. Such differences would widen further if Scotland were to be included. 109 
Geographical variations in suicide rates have also been reported within small 
areas, for example, 4-fold differences across localities in Bristol9 or wards in 
London. 10 As early as 1928, spot maps of suicide deaths within the city of Seattle 
suggested that suicide tends to be higher in central areas of the city and lower in 
the margins -a "bull's-eye" city pattern. 110 A similar pattern has also been 
documented since then in the case of other cities, for example Chicago, 111 
Minneapolis, 112 Helsinki, 113,114 Sydney, 115 Edinburgh116 and London 11,117,118 
Although there is no consistent evidence of urban-rural differences in psychiatric 
morbidity with high rates observed in both urban and rural settings, 119-123 inner 
city deprived areas in particular (both in Britain and abroad) tend to have high 
psychiatric morbidity, either measured as higher psychiatric admission rates'24-127 
or prevalence of major mental disorders such as schizophrenia 128 
Descriptive studies that have either tabulated or mapped geographical differences 
in suicide across areas in Britain or elsewhere are presented in tables 2.2 and 2.3 
respectively. 
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Maps of suicide mortality in Britain 
Table 2.2 summarises descriptive geographical studies of suicide mortality in 
Britain. These studies have explored the geographical variation of suicide 
mortality in Britain by presenting either tables or maps of area-levels of suicide at 
a national or sub-national level. A number of studies that have investigated 
ecological associations between levels of suicide and characteristics of the areas 
have also featured maps of suicide mortality in their published findings. For 
example, a map of the quartile distribution of overall suicide rates across Local 
Authorities appears in Ashford & Lawrence (1976)134 and maps of smoothed SMRs 
across London Boroughs and electoral wards are featured in a series of studies by 
Congdon. 11,118.135 Since these studies have also explicitly modelled area covariates, 
they are discussed in more detail at a later stage (see section 2.6). 
There has only been a small number of geographical studies in Britain, most in the 
last 10 years. With the exception of two studies (one as early as 1960) that focused 
on Wales; x-132 the rest have mapped suicide patterns for the whole of England 
and Wales or Britain (i. e. including Scotland). In general, these studies have 
consistently reported that rates tend to be higher in Scotland in both genders, in 
Wales, at least in males, and in the North West of England, at least amongst the 
young. 
Commonly these studies have presented and/or mapped age-standardised 
suicide rates or standardised mortality ratios (SMRs). Suicide patterns were 
investigated across a number of different geographical scales (i. e. size of area units 
used) including counties (n=54 areas), local authorities or districts (n=approx. 400 
areas) but none has investigated geographical variation at a finer level of 
geographical aggregation. Less than half of these studies presented age- and sex- 
specific maps? - 8.1o. 13o Only one national study has utilised a smoothing technique 
(in this case, empirical Bayes estimates) to adjust for random variation across the 
surface of the map 130 This reported significant between-area heterogeneity (i. e. 
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statistically greater variation than expected by chance). Around 2-fold differences 
in levels of suicide remained after adjusting for random variation across the 
different districts. In contrast to the national studies, Congdon's studies of suicide 
mortality across London used both a finer geographical scale (i. e. approx. 700 
wards) and/or map smoothing techniques (either non-parametric mixture models 
or Bayesian hierarchical models). lo, 11,118' 118,135 
Maps of suicide mortality in other countries 
Table 2.3 summarises geographical studies that have either tabulated or mapped 
suicide mortality at an area-level in countries other than Britain. Unlike research in 
Britain, the majority of geographical studies abroad (with the exception of two 
studies136,137) have combined all age- and sex-groups or presented sex-specific (but 
not age-specific) maps only. Similarly to the British studies though, they have also 
generally focused on relatively large geographical areas either at a national level 
(for example, 17 autonomous communities in Spain, 138 43 districts in Belgium, 136 or 
48-50 states in the USA139-141 or at sub-national level for example, 64 parishes in 
Louisiana, USA; 40 58 counties in California, USA142or 141 administrative units in 
Lower Normandy, France 143 The last two of these studies as well as two 
additional studies - that investigated suicide patterns across the largest number of 
areas (approx. 800 and 3000 areas in the USA respectively)137,144- have used some 
spatial smoothing technique (either parametric or non-parametric) to adjust for 
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2.3.3. Urban-rural differences in suicide mortality 
A number of studies that presented the geographical variation of suicide mortality 
in Britain have also attempted to summarise the observed patterns using 
categorical area descriptions, either empirically or by using some formal index, 
classifying areas of low or high suicide rates as inner city, deprived, agricultural, 
manufacturing areas and so on? -8.109 Most commonly used are the ONS (formerly 
known as OPCS) Area Classification Schemes that divide local authorities in 12 
groups and 34 clusters on the basis of census information on 37 demographic and 
social characteristics including levels of unemployment, lone parent families, 
people with limiting long-term illness and social class composition 160,161 The 
common conclusion is that areas termed as "Growth Areas" - prospering areas 
with levels of deprivation well below the national average - tend to have some of 
the lowest suicide rates. Rates tend to be higher in inner city and urban 
manufacturing areas. Suicide rates in urban areas tend to be high in both sexes. 
However, at least in males, high rates are also seen in several rural and 
agricultural areas as well as in some areas categorised as "coastal", "resort" or 
"retirement" areas. 
Several studies, both in Britain and elsewhere, have investigated urban-rural 
differences more formally by calculating rates of suicide across a number of 
categorical groupings of areas, say into urban, semi-rural or rural. Indicators 
commonly used to group areas into levels of urbanity/ rurality have included an 
area's population size, ' 154or population density, ls5,162 or a combination of 
population size and distance from major centres of population. 152' 162'163Studies 
such as these, although geographic in nature, were not included in tables 2.2 and 
2.3 since they have not explicitly either mapped or tabulated area-based suicide 
mortality. However, their findings are generally consistent with the patterns 
described above. 
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Recently, it was also shown that the most unfavourable suicide trends in 15-44 
year olds in England and Wales have occurred in the most rural or remote areas. 
While in the early 1980s, rates were generally higher in urban areas, by the 1990s 
the urban-rural differences had narrowed, and in the most remote areas even 
exceeded those in urban areas 162 Research in Ireland, 156 Norway, 152 Finland, 155 
Australia150' 151,164 and the USA157 confirms that, as in Britain, the steepest rises in 
suicide, at least in young adults, have occurred in rural areas. In fact, the effects in 
these countries were more striking than those seen in Britain. 
Suicide in farmers - an occupational group in rural areas at increased risk of 
suicide and with easy access to more lethal methods - might contribute to some 
extent to the high rates and recent trends in rural areas. Some of the observed 
urban-rural differentials observed in Australia and the USA are accounted for by 
the availability and easier access to firearms. 163-165 Even in Britain, 27% of all 
suicides in farmers are caused by firearms compared to only less than 5% in the 
general population? 66While, however, suicide rates in France tend to be higher in 
areas with high proportions of people working in agriculture, 167 in Britain the 
geographical distribution of suicide in farmers is different to the distribution of 
farmers or farm land as well as to that of the general population? 33Furthermore, 
in Australia suicide rates in farmers have increased in recent years - generally 
attributed to the decline of the rural economy, out-migration and increased 
financial strains165 In Britain, however, there is some evidence that, unlike the 
general population, rates in farmers declined between 1981-1993133Urban-rural 
differentials in England and Wales might thus reflect general patterns of suicide, 
and the direct effect of rural and remote areas on their populations, rather than the 
effect of a particular occupational group. 
2.3.4. Spatial autocorrelation 
It is likely that there is a spatial continuation -a spatial "trend" - in most social, 
economic or cultural characteristics of areas. The smaller the geographical size of 
28 
the areas in question, the more likely it is for neighbouring areas to be similar in 
terms of their socio-economic environments. Potential area risk factors with a 
spatial structure, such as levels of unemployment, may thus underlie the observed 
geographical patterns of suicide. As a result neighbouring areas may tend to 
exhibit similar levels of suicide rates (spatial autocorrelation) and, thus, low or 
high suicide rates may tend to cluster geographically. 
With the exception of a series of studies that have explicitly modelled the spatial 
structure of suicide mortality across London wards adjusting for known area level 
risk factors, ", 118,135 no study has examined the spatial autocorrelation or 
clustering of suicide across areas in Britain. In fact, at least one study has 
concluded on the basis of visual examination of the map that there was no overall 
spatial pattern in the spatial distribution of suicide 109 
Elsewhere, two studies - both in the USA - have explicitly calculated the spatial 
autocorrelation of suicide across the 48 continental states and came to 
contradicting conclusions. This was possibly due to high level of geographic 
aggregation and the correspondingly small number of areas involved. While one 
study reported a significantly high autocorrelation between suicide rates in 
neighbouring areas in 1980 (Moran sI spatial autocorrelation statistic=0.39); 39 the 
other found no such evidence using similar methods in 1982 (Moran's I spatial 
autocorrelation=0.03)140 
A much larger study, however, found evidence of clustering across more than 
3000 US counties both in the distribution of suicide as well as the distribution of 
unexplained variability (i. e. residual clustering) after controlling for the 
geographical distribution of several indicators of social integration and economic 
deprivation 168 Two models of residual clustering were tested in this study: (a) the 
spatial-lag model: one that relates the model residuals with levels of suicide in 
neighbouring areas and (b) the spatial error model: one that relates the model 
residuals to the ýsiduals. 
OFSW'T1 
ICAL 
They found evidence of both processes: a 
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spatial-lag model across most of the US and a spatial error model in the west 
counties in particular. They argued that while the spatial error structure in the 
west offers some evidence for the existence of unmeasured socio-economic area 
effects, the strong spatial-lag model observed elsewhere was more indicative of 
what they termed "imitation effect". To quote them: "... the direct and indirect 
effects of the representation of, or knowledge of, another's behavior"; in effect the 
predominant culture, beliefs or acceptance of suicide across a particular region. 
2.4. Sociological approaches to suicide 
The study of factors contributing to area differences in suicide risk dates back over 
100 years to the classic works of Morselli (1881)13 and Durkheim (1897)14 who 
recognised that individual acts of suicide in the aggregate form may reflect the 
prevailing characteristics of societies. Durkheim, in particular, noticed that suicide 
rates of nations, or areas, or political and religious groups remained largely stable 
over time. He hypothesised that suicide rates are influenced, among other factors, 
by the extent to which individuals are integrated within society, achieved through 
family, work, religious or political participation. Over a century later, a 
comparison between Danish and Norwegian person-based levels of integration 
into the immediate environment (i. e. family, friends and neighbours), satisfaction 
with work environment and community life in general (i. e. participation into local 
activities, political or other organisations) suggested that the higher suicide rates 
in Denmark may relate to that population's lower levels of social integration 169 
2.4.1. Social integration and social regulation 
Durkheim viewed social structure as the intersection of two independent 
dimensions: (i) social integration - the individual's sense of community and (ii) 
social regulation - the community's control over the individual. He then classified 
suicidal behaviour into four types: altruistic and egoistic, fatalistic and anomic (see 
figure 2.4, source: Bille-Brahe (2000)170). Too much social integration may lead to 
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altruistic suicide e. g. a heroic act in times of war, whereas an egoistic suicide is the 
suicide of a person with low social involvement, and thus socially isolated e. g. an 
individual lacking social ties and trust brought perhaps by marital breakdown or 
work loss. Similarly, strong social regulation over the individual may lead to 
fatalistic suicide e. g. a suicide in a prison or in times of an oppressive regime, 
whereas anomic suicide is the suicide of a person whose actions are not governed 
by the prevailing societal controls and norms e. g. an individual with health- 
threatening behaviour such as alcohol or drug abuse. 
Figure 2.4: Durkheim s classification of types of suicidal behaviour. 
The individual's sense of The community's control 
community - over the individual - 
social integration social regulation 
Too strong Altruism Fatalism 
Too weak Egoism Anomie 
Durkheim's work remains to this day highly influential. In the suicide literature, 
the majority of studies that investigated the associations between suicide and 
ecological factors - either over time or place - relate, at least to some extent, to 
Durkheim's theory of the societal causes of suicide. The Durkheimian term 
"anomie" - the lack of social regulation in society - is in fact commonly used in 
the literature in relation to a number of societal characteristics. Many of the 
indicators used in the literature as indicators of "anomie" may relate to conditions 
in a society in a state of "anomie" i. e. weakening of social controls and norms, for 
example, unemployment and female labour force participation, alcohol and drug 
abuse, divorce and illegitimacy. The term is, however, often used inaccurately 
since many of these indicators also relate to social integration. Unless, for example, 
increasing unemployment or divorce are only viewed as the result of society's 
failure to convey its rules to the individual, then these factors may alternatively 
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indicate the failure of the individual to successfully integrate into society and thus, 
lead to decreased social support and a sense of social isolation. 
Several authors have discussed, analysed or criticized Durkheim's theories? n-iss 
One such study by Bearman (1991)179 discusses the prevailing confusion in the 
literature between the terms social integration and regulation and argues that 
these parameters do not necessarily coincide - therefore, social integration can 
exist without social regulation - but are neither fully independent of each other. 
Focusing on the dual dimensions of these parameters, he advocated a cross- 
classification model (see figure 2.5, source: adapted from Bearman (1991)179). In his 
line of thought, both "egoistic" and "anomic" are suicides of a low socially 
regulated individual. Unlike, however, the "egoistic" suicide of a low socially 
integrated individual (who is also unlikely to be socially regulated), an "anomic" 
suicide is the suicide of the otherwise socially integrated individual in a state of 
low regulation brought, perhaps, by the weakening of social controls and norms 
during times of rapid social change or crisis of an economic, social or political 
nature. He uses adolescent suicides as an example of anomic suicides in modern 
society, where the adolescent is integrated into the family as well as the peer 
group but might fail to abide by the, often contradictory, normative regulations of 
each. 
Figure 2.5: Cross-classification model of social integration and social regulation. 
Source: adapted from Bearman (1991)179 
Social regulation 
Too weak Too strong 







2.4.2. Social Capital 
In the literature extending beyond ecological studies of suicide, several terms 
relating to the concept of an individual's integration into society have often been 
used interchangeably e. g. social networks, social ties, social trust, social cohesion, 
social participation and social fragmentation. The recent notion of social capital 
also resembles, at least partly, the concept of social integration 180,181 A recent 
guide to the definition and measurement of social capital identified its four main 
themes in the current literature: collective efficacy, social trust and reciprocity, 
participation in voluntary organisations and social integration for mutual 
benefit. 182 
Concepts like social capital are inherently ecological as they refer to states that 
describe the general societal feeling of belonging to a group or a community or 
society in general; in other words, "the norms and networks that enable collective 
action" as defined by the World Bank183 However, they have been generally 
operationalised as person-based-responses on experiences of relationships with 
family, friends, colleagues and neighbours aggregated to the community level. 182 
For example, studies in the U. S. quantified the notion of social capital by 
measuring aggregated levels of people's responses to two items in a survey across 
39 states: (i) membership in voluntary groups and (ii) level of trust in other people. 
They found some significant associations with levels of mortality. 1M-185Similarly, a 
recent study in Sweden quantified social participation using an index consisting of 
18 variables measuring people's social, cultural, religious or political participation 
and found a significant association between low social participation and coronary 
heart disease in a follow-up of nearly 7,000 people 186 Its association with suicide 
has not been investigated; 83 however, there has recently been some evidence that 
social capital - measured as aggregated person-based perceptions of cohesion and 
disorganisation in a neighbourhood - relates to higher levels of psychiatric 
morbidity 187-190 
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2.4.3. Social Networks 
Recently, Berkman et al developed a conceptual model of how social relationships 
and affiliation can affect both physical and mental health by integrating 
Durkheim's ideas with contemporary social network theories. 177 Their model 
assumes that social-structural conditions (macrolevel) including social, economic, 
political and cultural societal characteristics condition the extent, shape and nature 
of social networks that people can develop (mezzolevel). Successful social 
networks thus provide opportunities for psychosocial mechanisms through social 
contacts, engagement, support as well as access to resources and material goods 
(microlevel). These psychosocial mechanisms may, therefore, impact health, and 
mental health in particular, through psychological pathways such as self-esteem 
and sense of well-being, physiological pathways such as stress and behavioural 
pathways such as alcohol abuse and patterns of help-seeking behaviour. 
Zunzunegui et al provided empirical support for some of the ideas in the Berkman 
et al model of the effect of social networks on perceptions of health amongst the 
elderly in two socio-economically different community settings in Canada 191 They 
measured three aspects of social integration: levels of social engagement 
(measured as group membership, church attendance or other social activities), 
social networks and social support (measured respectively as contact and 
emotional benefit with family and friends). They found that distinct aspects of 
social integration were differentially important in each setting, for instance contact 
with children and family in the more socio-economically deprived area as 
opposed to community involvement in the more prosperous community. In both 
settings, however, higher levels of social integration were associated with higher 
levels of self-rated health even after adjusting for social, economic and health- 
related characteristics. 
34 
2.5. Cross-national ecological studies 
Similarly to investigations of differences in suicide mortality across small-areas 
within a country, cross-national studies aim to investigate the extent to which 
levels of various indicators of a country's social or economic environment may 
explain differences in suicide mortality across nations. Paradoxically, while there 
is an extensive debate about whether area differences in mortality reflect the 
aggregate risk of the demographic composition of an area (compositional effects) 
or true area influences on a population's health (contextual effects), to quote 
Tunstall et al, "international variations in health outcomes appear to be implicitly 
accepted as legitimate 'area effects'. So while it has been argued that the health of 
small areas are mostly the product of the individuals that compose them, the 
health of nations appears to be widely assumed to be the product of their history, 
culture, capital, economics, ethnicity, religion, and other social factors". 192 
Table 2.4 that follows summarises findings from studies that have examined 
whether national levels of socio-economic indicators may relate to national levels 
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The number of countries investigated in these studies ranges from 141% to as many 
as 49.15 With the exception of this last study, which investigated the age-patterning 
of suicide across countries with various degrees of economic development, most 
studies have generally focused on the industrialised world. Commonly 
correlational analyses or multiple linear regression techniques have been used to 
explore the relationship between national levels of a number of socio-economic 
factors and national suicide rates, or some function of suicide rates, such as log- 
transformed rates, 197,201 change in suicide rates between two time periods193,198 or 
male-to-female rate ratios. 200 
Cross-sectional associations with a number of indicators have been investigated, 
for example indicators of family integration (typically as expressed by marriage, 
divorce or fertility rates), the economic environment (typically Gross Domestic 
Product), income inequality and unemployment rates, and socio-cultural 
characteristics such as religious beliefs and female labour force participation. Some 
studies have focused on a single aspect such as economic development's or 
religious affiliationl97 while others have investigated associations with two or 
more factors but potentially important aspects such as levels of unemployment or 
indicators of family cohesion where neglected 195,1% 
In one of the earliest cross-national studies that compared 18 European countries, 
Sainsbury et al investigated the relationship between 15 aspects of the countries' 
socio-economic environment and levels of national suicide rates in the early 60s as 
well as change in rates between the early 60s and the early 70s. 193 The strongest 
associations found were those with levels of alcohol-related deaths and 
illegitimate births (which they termed measures of "anomie") as well as indicators 
of family cohesion, such as divorce rates. They only found a weak and in fact 
inverse association between suicide rates and unemployment. A later study, by 
Makinen, re-examined associations between levels of the same indicators as in the 
original study in the late 70s and confirmed the associations 198 In contrast to the 
original study however, this study failed to find any association between any of 
40 
the social indicators and change in suicide rates in the subsequent 10-year period 
(1970s-1980s). 
While certain aspects of the socio-economic environment (e. g. unemployment) are 
likely to affect the two sexes or different age-groups in different ways, several of 
these studies have only looked at all age/ sex groups combined while others have 
examined associations in males and females separately but not across different 
age-groups. Differential age/ sex effects were better explored in a series of studies 
on the effect of religiosity on national suicide rates 197" 201 These studies 
investigated associations between national suicide rates and aggregate levels of 
religious beliefs recorded in specialised national surveys measuring levels of 
religious upbringing, and affiliation, church attendance as well as suicide 
tolerance (instead of proxy measures commonly used; 95,204 such as volume of 
religious book production). They found some evidence of an inverse association 
between suicide and religiosity, particularly in females and the elderly, which 
persisted after controlling for other recognised risk factors such as levels of 
divorce and unemployment. 
In addition to cross-sectional studies, a number of studies have explored differing 
secular trends in suicide mortality across a number of counties 88.205-207 Such time- 
series studies compared the relationship between changes in national levels of 
socio-economic indicators and trends in suicide mortality in each of several 
countries separately. These were not examined in detail in this review since the 
models used did not directly relate geographical levels of risk factors and suicide 
mortality. However, 6 cross-national time-series studies were identified (listed in 
table 2.4) that have examined associations both across a total of 18-21 developed 
countries and across seven or eight 5-year time periods using modified 
generalised least-squares (MGLS) to adjust for first-order autocorrelation. 75" 199.200" 
202-201 In accordance with previous evidence, they found divorce rates and levels of 
religious beliefs - as indexed by religious book production - to be most 
consistently associated with national differences in suicide. These associations 
41 
persisted even after controlling for an indicator of a country's levels of socio- 
political integration (Pampel's "collectivism score" -a scale on five variables 
measuring corporatism, consensus government, years of leftist rule, public 
benefits and political conflict75) as well as geographical region as a proxy for 
suicide culture to adjust for indigenously high rates in Central Europe and 
Scandinavia and low rates in Southern Europe. Interestingly, geographical region 
was more predictive of levels of suicide than the "collectivism score" since the 
nations scoring higher on levels of collectivism were those in Northern Europe 
where suicide rates are at their highest. 
In general, evidence from cross-national studies seems to suggest that higher 
levels of possible measures of social integration, particularly family cohesion and 
religious affiliation, are consistently associated with lower national levels of 
suicide. Associations with indicators of economic development, such as Gross 
Domestic Product (GDP) and income inequality seem to be weaker predictors of 
suicide at a national level, and in fact some studies have found no association, or 
even an inverse association, with levels of unemployment. However, it is 
important to note that in addition to socio-economic characteristics that might 
influence national levels of suicide mortality, cross-national differences are also 
greatly influenced by various other factors that make inferences from international 
comparisons problematic such as differences in coding practices, reporting and 
preferences in methods of suicide. There are wide variations in death certification 
procedures and coding practices across countries. In Germany, for example, any 
attending general practitioner can sign the death certificate, whereas in England 
and Wales, coding a death as suicide involves a coroner's investigation and 
inquest 208 Coroners vary in their level of evidence required to reach a suicide as 
opposed to an open verdict? 09-213 
Furthermore, cultural or religious beliefs about the acceptability of a self-inflicted 
death may not only determine whether people resort to suicide, and thus underlie 
some real differences across countries. They may also determine attitudes towards 
42 
reporting suicide. It is now well accepted, for example, that due to the stigma 
attached to suicide, levels of reporting in Ireland have long underestimated rates 
in official statistics. 214 In addition, availability, preference and lethality of chosen 
methods in different countries might also account for some of the observed 
differences 215-218 For instance, while over half of all suicides in the USA are caused 
by firearms, a highly lethal choice, the equivalent figure is only 5% in Britain. 219-221 
2.6. Area-based ecological studies 
This section will review studies that have looked at the ecological associations 
between characteristics of areas within countries and their levels of suicide. Tables 
2.5 and 2.6 list the studies identified (British-based and elsewhere respectively) 
and summarise the study design, area characteristics investigated, methods used 
and their main findings. 
Some of the evidence from area-based studies of suicide mortality has been 
previously reviewed. Platt et at reviewed alongside person-based studies, 
evidence from ecological studies, both longitudinal and area based-studies, but 
focused their investigation on the association between unemployment and suicidal 
behaviour (both suicide and deliberate self-harm) 66' 67 Furthermore, a recent two- 
piece series by Stack46,47 reviewed over 200 studies from the sociological literature 
between 1981 and 1995 and gathered evidence from different types of studies, 
including several area-based studies, on the associations between suicide and four 
types of factors: cultural (such as gender role and race), economic (such as income 
inequality and unemployment), modernization (such as industrialisation, 
education and urbanisation) and social integration (such as marital, religious and 
community integration). Although invaluable, the focus on the sociological 
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2.6.1. Study designs and settings 
Similarly to the descriptive studies of the geography of suicide, previous 
investigations into the ecological association between an area's levels of suicide 
and its socio-economic characteristics in Britain have generally focused on 
relatively large areas such as local authorities, 134counties23° or parliamentary 
constituencies. 231- The average population of parliamentary constituencies is 
more than 70,000 people. Large areas such as these are likely to mask important 
small-area variations across smaller communities both in suicide levels and in 
socio-economic characteristics. 
There have been studies that have examined these associations at a finer level of 
aggregation such as postcode sectors or electoral wards but have generally either 
restricted their geographical study areas to some regions, for example Scotland228 
or particular cities such as Edinburgh116, z22 or London? 1,118 With the exception of 
recently published findings related to this thesis, 162 237 only one study has 
investigated the effect of socio-economic characteristics at a fine level of 
geographical aggregation nationally; this was a case-control study comparing the 
risk of suicide to deaths from natural causes 51 
Similarly, the majority of ecological area studies elsewhere have also either 
employed large levels of geographical aggregation nationwide - and thus a small 
number of area units - for example 11 provinces in the Netherlands, 27224 counties 
in Sweden259 or 95 departments in Frances or, they have used a finer level of 
aggregation but only examined associations locally, for example 64 parishes in 
Louisiana14° or 248 townships in Vermont 275 The largest number of area units 
investigated to date involved around 3000 counties in the USA - the primary and 
largest governmental division of states in the US. 168,246 While, as the authors claim: 
(a) higher levels of homogeneity in the population is achieved within these areas 
in comparison to states26- 26.27$ and (b) rural areas are not excluded as in the case 
of Standard Metropolitan Statistical areas (SAS) 267.268- both geographies 
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commonly used in the North American studies - in a country of more than 270 
million population, these areas are equivalent in population size to parliamentary 
constituencies in Britain. 
In addition to the large level of geographical aggregation used, more than half of 
all studies in Britain have only investigated ecological associations between 
characteristics of areas and overall suicide mortality (all age- and sex-groups 
combined) or have focused on certain age- and sex-groups for example suicide 
mortality in young people. - Elsewhere, with the exception of a few studies 
that have investigated age- and sex-specific associations in a11258,26z 2n or selected 
age-groups, 256" 269,27° the rest have also restricted their analyses to either overall or 
sex-specific suicide rates. 
2.6.2. Statistical methods 
A number of these studies have investigated the association between area levels of 
suicide and a single aspect of an area's environment, for example, unemployment, 
65,223,227,239,240,256 socio-economic disadvantage9,228,249,277,279 or levels of religious 
belief - as measured by church attendance and proportion of population with 
religious affiliation. " These analyses may have overlooked potentially important 
confounding factors. In the majority of studies, however, associations with a 
number of area characteristics have been examined in multivariable models. 
Multivariable studies of suicide have ranged between: 
(a) those that have investigated associations with a selection of area 
characteristics but overlooked other potentially important factors, for example 
examining associations with rates of marriages, divorces and births with no 
adjustment made for area level of socio-economic deprivation as in Lester and 
Surault (1999) 
(b) those that have focused on examining associations with a single aspect, 
before and after adjusting for other area characteristics, for example associations 
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with divorce rates controlling for income, migration and ethnicity as in Stack 
(1980)242 or associations with religious demographic composition controlling 
amongst others for income levels, divorce and migration as in Pescosolido and 
Georgiana (1989)248 or associations with female labour force participation 
controlling for divorce rates, unemployment and religious affiliation as in Trovato 
& Vos (1992)252 and 
(c) those that have examined the effects of several factors simultaneously, for 
example, 46 socio-economic area characteristics examined in Cutchin and 
Churchill (1999)275 and as many as 88 factors in Ashford & Lawrence (1976)134 
Mechanical approaches in modelling and selecting from several area factors that 
are likely to be correlated, such as stepwise statistical procedures commonly used 
in the latter might lack theoretical grounds and overlook important associations. A 
number of studies have used factor or principal component analyses to overcome 
problems of collinearity? 54- 25s, 26z m, 275,281 For instance, in a study of suicide rates 
across states in the U. S., a total of 37 variables were factor analysed into seven 
groups termed social disintegration, urbanization/ wealth, unemployment, labour 
force participation, southerness, Roman Catholic and age262 Social disintegration 
grouped factors such as divorce rates, migration, church attendance and alcohol 
consumption and showed the strongest association with suicide rates. However, 
this approach resulted in excluding factors such as the proportion of people that 
are separated and including unrelated factors such as longitude or male-female 
ratio in their measure of social disintegration. 
The majority of studies have used simple correlational or linear regression 
approaches to examine ecological associations with area-level suicide rates or 
Standardised Mortality Ratios (SMRs). In view of the geographical nature of these 
studies, it is surprising how few studies have used more geographically- 
appropriate methods. A number of studies have used weighted linear regression 
to adjust for differing area-population sizes- 231- 235,2 277and some have used 
Poisson regression with random effects (or negative Binomial regression) to adjust 
for heterogeneity across areas. 232 236,237,275,278With the exception of a recent 
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American studyl68 and a series of studies across small-areas in London, ", 118,135 no 
other study has investigated the effect of spatial autocorrelation - the tendency of 
suicide rates to cluster in geographically neighbouring areas - on the ecological 
assessment of suicide determinants. 
2.6.3. Indicators of area characteristics 
Associations between levels of suicide and several area characteristics have been 
examined. Based on the aspect of an area's environment that these indicators aim 
to capture, this review groups them in five main categories: those relating to the 
economic, social, cultural, health and geographical aspects of an area's 
environment. Some indicators, however, may be indicative of several distinct 
societal aspects. For instance, while female labour force participation may be 
viewed as an indicator of economic development in society, it can also be argued 
that it may be an indicator of social and cultural changes in the more traditional 
role of men that may promote social disintegration. It is also important to note 
that availability of area-level data might also restrict the nature and extent of 
potential risk factors examined in many ecological studies. Sections 2.6.4-2.6.9 that 
follow will discuss the main findings from area-based studies of suicide for each of 
these aspects of an area's environment both in Britain and abroad starting with 
those relating to the economic characteristics of an area. 
2.6.4. Economic environment 
Area health differentials, for both mortality and morbidity, have been long 
recognised for a range of different indicators of area levels of economic 
disadvantage, for example, income inequalities in the USA, 28S-287 material 
deprivation, unemployment and occupational composition of areas in the U. K288- 
289 or levels of income and social benefits in the Netherlands? 90 Such associations 
with area economic disadvantage have also been documented in relation to area 
levels of mental health291-294and more specifically risk of suicide 9.134- 228 For 
example, a study of 19 health districts in the North West of England reported 
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higher psychiatric morbidity - as measured by area average responses to the 12- 
item General Health Questionnaire (GHQ) - in areas with high levels of 
unemployment and proportion of unskilled workers295 However, a number of 
multilevel studies have failed to find any strong independent effect of area socio- 
economic deprivation on mental health over and above the effect of individual or 
household composition of the areas 296-299 Other found some area effects, but only 
limited to the economically inactive population (possibly due to lack of jobs and 
opportunities in such areas)300 or specific effects to some mental health outcomes 
(for example, the incidence and severity of non-psychotic non-organic disorders). 
301 
The direct effect that living in an economically disadvantaged area has on the 
mental health of its population, and thus risk of suicide, is not clear. There is 
considerable evidence that people living in disadvantaged neighbourhoods tend 
to have negative perceptions about their social environment, are less likely to 
achieve higher standards of education and economic success and are more 
susceptible to violent and health-threatening behaviour such as high levels of 
alcohol and drug use and less physical activity . 302-3061n their conceptual model of 
socio-structural effect on suicide, Berkman et al (2000)177hypothesised that among 
other factors, the labour market structure, income inequalities, and poverty in 
general condition an individual's social networks which in turn may differentially 
provide or restrict opportunities for access to material resources, better standards 
of living, housing, employment or access to health care (see section 2.4.3). In an 
attempt to establish such a possible pathway by which living in a disadvantaged 
area may exert its effects on health, Kawachi et al (1997) showed a link between 
area levels of economic disadvantage, mortality and levels of social capital as 
indexed by aggregate levels of survey data across states in the US on civic 
engagement, perceived lack of fairness, social trust and helpfulness. 185A similar 
study of over 10,000 civil servants in London living in around 1,800 different 
wards in London has also provided evidence of a link between area levels of 
deprivation and self-rated health after adjusting for person-based characteristics 
such as age, sex, marital and employment status In contrast, however, they 
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reported that such a relationship is not dependent upon measures of social capital 
such as contact with friends and active participation in groups since people in the 
most deprived areas were not the most socially isolated. 
British-based studies 
Evidence from area-based studies in Britain suggests that socio-economically 
deprived areas tend to have higher suicide rates. Associations have been 
documented for a range of indicators of deprivation and at several levels of 
geographic aggregation. Measures of socio-economic deprivation for which an 
association with suicide was shown include concentration of manual social class 
households across Boroughs in London, ", 117lack of amenities and overcrowding 
across wards in Edinburghi16, a22as well as composite measures of socio-economic 
deprivation such as the Townsend Index across localities in Bristol9 and the 
Carstairs score across postcode sectors in Scotland? m 
On the whole, however, it seems that while there is evidence that socio- 
economically deprived areas in Britain tend to have higher suicide rates, this 
relationship is not necessarily independent of the relationship between area levels 
of suicide and measures of social fragmentation, for example, proportion of single- 
person households in an area131,134,230 or population mobility 51- In spite of this, 
it should be noted that there is some evidence that the effect of socio-economic 
deprivation in explaining suicide rates has grown between the 1981 and 1991 
census years, at least across areas in London. 135 
With respect to levels, of unemployment in particular, several studies in Britain 
have surprisingly failed to show any strong associations with area levels of suicide 
51,116,117,134,226 or only showed associations with suicide rates in the younger age- 
groups, and men in particular. 11,236 In fact, a study of county districts in England 
found that areas with the greatest increases in unemployment have experienced 
the lowest increases in suicide rates in males aged 1544 between 1981 and 1991130 
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Non-British-based studies 
The literature on the relationship between area levels of unemployment and 
suicide was previously reviewed in detail 66- 67 Unlike person based studies, or 
longitudinal aggregate studies, area-based analyses generally failed to show any 
strong associations between an area's suicide rate and its levels of unemployment. 
In fact, amongst non-British-based studies, some inverse associations were 
reported across 18-20 Italian regions65- 274 and 261 Canadian census divisions? 5° 
Some studies, however, have reported positive associations, particularly in males 
or certain age-groups. These tend to be studies with a small number of large areas 
e. g. 12 Provinces in Finland266or 21 Health Units in British Columbia, Canada27° or 
50 states in the U. S. 265 and/or those that have not controlled for area levels of other 
potentially important risk factors-%-v7 
In contrast to British-based studies, studies elsewhere have not investigated 
associations with aggregate deprivation scores, such as the Townsend score, 9,11, z31, 
237 the Carstairs scores or the Jarman index. 232 M An exception is a recent 
Australian study that showed some positive associations between suicide levels 
and three census-based indices of socio-economic status namely: (a) Index of 
relative socio-economic disadvantage that included average income and 
unemployment levels, (b) Index of economic resources that included home and 
vehicle ownership levels and (c) Index of education and occupation that included 
educational attainment and occupational status information. 279 Association were 
generally stronger in males, with all three indices positively related to levels of 
suicide. However, in females, only levels of house tenure and amenities showed a 
positive association, while educational and occupational measures showed an 
inverse association. 
Associations with a number of other possible indicators of socio-economic 
deprivation have been investigated, for example occupational, educational 
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attainment or social class composition of an area? 44- 246' 250 or levels of house 
ownership and amenities 99167,275 However, similar to findings from British-based 
studies, indicators of social integration tend to be better predictors of area levels of 
suicide. It is worth noting that while mean or median family income was widely 
used as an economic indicator in many North American studies, 246,249,2so, 267-269,275, 
278 it has rarely been used elsewhere, 167,257,2ss and never in a UK-based study - 
possibly due to lack of reliable area-based data. Evidence on the relationship with 
levels of income is, nevertheless, not clear. 
2.6.5. Social environment 
Most indicators of the social-related characteristics of an area that have been 
examined to date are assumed to measure, at least to some extent, the levels of 
social integration in an area. For indicators of socio-economic deprivation in an 
area, such as the Townsend, Jarman or Cartairs indices, aggregating person-based 
characteristics is a commonly accepted approach (for example number of 
unemployed people or households that lack amenities) 308,3W In contrast, for 
inherently ecological concepts like social integration, and more recently social 
capital, there has been a wide recognition on the need for indicators that measure 
the sense of community at an area level 182, iss, 310 
While more "truly" ecological measures have been used for economic 
performance such as public welfare spending or geographical characteristics such 
as rurality indices, the majority of indicators of the social environment used to 
date measure the characteristics of people living in an area (rather than 
characteristics of the areas themselves) either in mean scores or proportions of 
individuals sharing certain characteristics such as marital status as measured at 
the census and aggregated at an area level. A notable exception of a truly 
ecological measure comes from a recent study that showed associations between 
levels of suicide across the 105 most populated cities in the US and the proportion 
of vacant ("boarded-up") houses per square mile as a proxy for neighbourhood 
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physical environment 280 Whereas this may at least partly result from limitations 
in data availability, it may also be attributed to lack of standardised definitions of 
what constitutes a good measure of social integration. 182.189 
The marital status composition of an area's population is one of the most 
commonly used indicators of an area's social environment, either in the form of 
proportions of the population that is married as an indicator of the levels of social 
integration or unmarried, divorced or single as an indicator of social 
fragmentation in an area. Based on Durkheim's theory of the societal roots of 
suicide, marriage, alongside religious, political and work affiliations, is believed to 
promote higher levels of social integration. Married people are more likely to own 
their home and to be more concerned about issues of quality, safety and provision 
of services in their areas, thus, areas with higher proportions of married couples 
and families may be more likely to be socially stable, may encourage more social 
contact with neighbours as well as they may be less tolerant of crime, delinquency 
and social deviance. As a result, such areas may promote an increased 
psychological sense of community - an aspect commonly included in the construct 
of indices of social capital 182 
Housing tenure and residential stability (also termed population mobility, 
turnover or migration) have also commonly been used to describe the level of 
social integration that prevails in an area? l, 98,250,264,267,268,270 It has been shown 
that people in owned accommodation have lower levels of mortality than those in 
rented accommodation. 311 It can be argued that the higher the turnover of the 
population in an area, the less likely residents will be to develop meaningful social 
ties. In support of this, there is some evidence from the British Household Panel 
study that long-term residents tend to report higher levels of social capital as 
measured among other things by their feelings of belonging to the neighbourhood, 
the extent of their friendships and social contacts and their plans to improve the 
neighbourhood 312 
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Similarly, high levels of homeownership in an area, and thus low levels of 
population turnover, may create a higher sense of residential stability. Since 
homeowners are likely to stay in an area longer than renters, they are also more 
likely to be concerned and involved with their area's social life and 
development 313 It is worth pointing out that levels of homeownership also reflect 
affluence in an area and as such the proportion of households not owner occupied 
is frequently used in the calculation of socio-economic deprivation scores. In 
contrast, proportion of households privately renting has been frequently used in 
studies of suicide, or mental health in general, as an measure of social 
fragmentation either as a single indicatorl34,275,306or as a component of a 
composite score. ", 231 
Other indicators previously used to capture at least some aspects of an area's 
levels of social fragmentation include the proportion of single-parent families, 23z 
250 low birth rates, 2- homicide or crime rates 167,26z 2n as well as measures of 
low socio-political integration such as election turnoutl34or, equivalently, 
abstention. 231 Due to the wide-ranging nature of the concept of social integration, 
the list could be extended to include various other indicators such as female 
labour-force participation, alcohol consumption or even unemployment. 
British-based studies 
As early as 1955, Sainsbury reported high correlations in London Boroughs 
between suicide and measures of social isolation such divorce, living alone and 
population mobility 117 Ashford and Lawrence (1976), using as many as 88 
variables from the 1961 and 1971 censuses reflecting a variety of area 
characteristics such as their demographic structure (e. g. age composition), 
household structure and amenities (e. g. single-person households and 
overcrowding), socio-economic characteristics (e. g. levels of unemployment and 
social class composition) and other socio-political characteristics (e. g. turnout at 
elections), found that the characteristic most consistently related to suicide rates 
across Local Authorities nationally was the proportion of people living alone 134 It 
69 
accounted for as much as three quarters of the variation in male suicide rates and 
more than half in female suicide rates. 
A census-derived aggregate index - combining standardised levels of unmarried 
population, single-person households, population mobility and households 
privately renting, developed to capture levels of social fragmentation (originally 
termed "anomie score"10) was shown to be more strongly, and independently, 
associated with suicide mortality than the Townsend index of socio-economic 
deprivation across areas in London", 118,135 as well as parliamentary constituencies 
across Britain. 231 The latter study also reported that in addition to the cross- 
sectional relationship between levels of suicide mortality and social fragmentation, 
areas experiencing increases in social fragmentation between 1981 and 1991 also 
experienced the greatest increases in their suicide rates. Moreover, it appears that 
the strong association with this index of social fragmentation is specific to suicide 
mortality. Unlike suicide, cardiovascular, cancer or all-cause mortality show 
strong associations with measures of socio-economic deprivation and only weak 
associations with social fragmentation. 233 
Non-British-based studies 
With the exception of studies that have factor analysed several indicators into a 
single cluster (e. g. Lester (1995)262), the association between suicide and a 
composite score of social integration, or fragmentation, has not been investigated 
elsewhere. Nevertheless, in the majority of studies, the strongest associations 
found across a number of countries and different levels of geographic aggregation 
tend to be with some measure of social fragmentation such as the proportion of 
divorce or, unmarried population in an area98,242,2.13,246,258,261,264,265,267,274,276 
and/or area levels of residential stability168,244,246,270 and/or proportion of people 
living alone 113,246,258,262,278 
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One of these studies in particular found that amongst a number of potential area 
risk factors only the proportion of single-person households was associated with 
annual levels of suicide over a period of 11 years (1985-1995) across states in the 
USA after adjusting for latent area and time effects278 Although, there were high 
levels of unexplained heterogeneity both across areas as well as over time, they 
concluded that these findings are not in support to any area effects on levels of 
suicide. They argued that most of the variation could be a result of excess risk at 
an individual level. It is possible, however, that there is wide geographical 
variation in both suicide rates and socio-economic indicators, and thus important 
area associations across smaller areas are masked within large geographical units, 
for instance across the American states investigated in this study. Furthermore, 
their investigation only focused on overall (all age- and sex-groups combined) 
suicide rates. 
2.6.6. Cultural environment 
This section discusses two related but distinct features of an area's environment: 
the religious and ethnic composition of its population. The study of the association 
between religious beliefs and suicide dates back at least to Thomas Masaryk (1881) 
who theorised that the rising suicide rates in late nineteenth century Europe were 
attributable to increased industrialisation and secularisation 314 Durkheim, too, 
thought of religion as a means to integration and regulation in society and showed 
that predominantly Catholic areas or countries had lower suicide rates than area 
or countries with predominantly Protestant beliefs. Such differences were 
attributed to Protestantism more liberal attitudes to individual beliefs and values 
as opposed to the stricter religious code of Catholicism. A re-analysis of data 
contemporary of Durkheim found however an excess of "sudden deaths" or "deaths 
from ill-defined causes" among Catholics and challenged the apparent Catholic- 
Protestant differences as merely differences in reporting and coding practices 315 
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In a recent review of studies that investigated the association between religion and 
mental health, 59 out of 93 observational studies found lower rates of depression 
and 57 out of 68 studies found lower rates of suicide, or more negative attitudes 
towards suicide, amongst people with greater religious involvement 316 It is, 
therefore, possible that the religious composition of an area may be responsible for 
some of the geographical differences in suicide mortality. The extent to which 
levels of religiosity directly protect against suicide or whether observed 
differences are due to underreporting within certain religious groups due to the 
condemnation and stigmatisation of a self-inflicted death, for example according 
to Islamic beliefs, is unclear. While the direct pathways between levels of 
religiosity in an area and mental health or suicide are not well understood, it is 
possible that levels of religiosity, and particularly religious homogeneity in an 
area, may enhance the sense of social cohesion, trust and psychological sense of 
belonging to a community. Alternatively, as suggested by Gibbs and Martin's 
"Status Integration Theory", it is also possible that the greater the dissonance 
between an individual and his/her social environment, the greater their risk of 
suicide 317 Thus, religious attitudes may promote a sense of social isolation and 
rejection in those with different beliefs than the predominant religious beliefs in an 
area. 
As with religious groups, different ethnic groups have been shown to have 
different levels of suicide rates. In fact, there is some evidence that suicide rates of 
immigrants follow more closely the levels of suicide rates in their counties of 
origin rather than the rates in the country of adoption 318,319 Religious beliefs and 
cultural values are often not independent of ethnicity. Therefore, the ethnic 
composition of an area may also account for geographic differences in suicide 
through the prevailing cultural and religious attitudes towards the acceptability 
and reporting of such a death. For example, there is some evidence that Asian 
ethnic origin matched the geographical distribution of deaths with an 
undetermined verdict better than the distribution of suicide deaths across local 
authorities in Britain 131 
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Furthermore, it is possible that similarly to religious homogeneity in an area, 
ethnic homogeneity may promote a sense of social cohesion or conversely a sense 
of social isolation amongst the minority groups 320 A study of all-cause mortality 
rates across the United States reported that the higher the percentage of African 
Americans in the state population, the higher the mortality rates in the white 
population independently of levels of deprivation 321 However, with the 
percentage of black population at 36% at its highest in the state of Mississippi, the 
white population was hardly a minority group in any state. 
British-based studies 
Possibly due to a lack of good quality population data on religious beliefs or 
practices across areas in Britain, no study has investigated the association between 
area levels of suicide and religiosity. Furthermore, with the exception of a recent 
study that investigated the suicide risk of different ethnic groups across 109 wards 
in south London, 232 the association between ethnic composition in an area and 
levels of suicide in Britain is not well explored either. This study, however, found 
that the smaller the representation of an ethnic minority group in an area, the 
higher their rates of suicide. Similar differential contextual effects on ethnic 
minorities have also been documented for rates of deliberate self-harm322and 
schizophrenia 323These studies provide some support for the possible effect of 
racial heterogeneity and role of social exclusion on the mental health of the 
population. 
Non-British-based studies 
A number of studies elsewhere, and North America in particular, have either 
investigated the association between area levels of suicide and religiosity98,99,247" 
248, or have adjusted for its possible effects when investigating the relationship 
with other area characteristics? 43" an, 246,250.267.2n Due to either lack of data or the 
long documented differences in suicide rates between Catholic and non-Catholic 
denominations, many of these studies have simply used the proportion of 
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Catholics in an area, or Catholic church attendance, as a proxy measure of area 
differences in levels of religiosity. Even though criticised for underestimating 
attendance rates of African American denominations, Jewish or other non- 
Christian religions, a number of studies have used broader survey data on the 
proportion of people in an area with any religious affiliation, church membership 
or attendance 98.247,268One study extended its investigation to differences across as 
many as 27 different religious groups. Yet, with the exception of Jewish adherents, 
all these groups were Christian-related, 25 of which were simply different 
Protestant denominations 248 Others have focused on specific groups for example 
the proportion of people with no religious affiliations or the proportion of people 
belonging to denominations with strict social codes and alcohol prohibitions. 263 
In general, the evidence suggests that higher levels of religiosity, at least as 
measured by the available data on membership or attendance, are inversely 
related to suicide rates. Where Catholicism, or a more conservative Protestant 
denomination, such as the Evangelical or Baptist church, is the predominant 
religion, suicide rates tend to be lower. In areas with higher proportions of more 
liberal Protestant denominations, such as the Presbyterian Church, or people with 
no religious affiliation, suicide rates tend to be higher. 
In addition to the more commonly used measures such as levels of church 
attendance, a study of 11 provinces in the Netherlands used aggregated 
individuals' responses to a nationwide survey to construct measures of intensity 
of religious beliefs as well as people's attitudes to ethical issues such as abortion 
and euthanasia272 They found inverse associations with their measures of 
religiosity and suicide rates, particularly in the least religious parts of the country. 
However, the largest study to have investigated the association between suicide 
and religiosity across nearly 300 Metropolitan Statistical Areas in the USA found 
that religious homogeneity - the extent to which people in an area shared the 
same religious beliefs - was more important that other indicators of religiosity 
such as church attendance or proportion of Catholics in an area. 268They found an 
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inverse association between their measure of religious homogeneity -a score 
estimating the probability that two randomly selected church members in an area 
share the same religious beliefs - and suicide rates even after adjusting for several 
important predictors of area levels of suicide such as single-person households, 
divorce rates and economic deprivation. 
Similarly to the effect of the religious composition of an area, areas with large 
proportions of a particular ethnic group with known high suicide rates might tend 
to have high suicide rates simply because of their demographic composition, for 
example the observed high rates in areas with large proportions of Native people 
in Canada25° or the USA. 168 Although evidence on any direct area effects is sparse, 
to adjust for such compositional effects, several non-British studies have 
commonly used a marker of an area's ethnic composition, usually expressed in 
proportions of a particular group 24Z 247, uo. 26.268.275. z78 This is especially true 
amongst studies in the USA where the proportion of the African American 
population is frequently included in the analyses since there is evidence from both 
person-based studies as well as ecological studies of its strong inverse association 
with suicide rates. Suicide rates amongst African Americans, both men and 
women, are at least a third lower than white Americans. This have been generally 
attributed to extended families being a more common family arrangement 
amongst African Americans or their religious preferences and practices, both 
possible sources of higher levels of social support 247'324 Furthermore, the first of 
these studies found no association between suicide rates and church membership 
across states in the USA after controlling for the proportion of African American 
population in each area disputing an earlier similar study which reported a strong 
inverse association. 98 
2.6.7. Health-related environment 
Certain characteristics of an area such as economic disadvantage or social 
fragmentation may have a direct impact on the likelihood of developing mental 
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illness through a reduced sense of social well-being, or equally, through health- 
damaging behaviours such as alcohol and drug abuse, poor help-seeking patterns 
and low levels of social support for those with chronic and mental health 
problems in these areas, both of which in turn increase suicide risk. ln, 320,32s 
Alternatively, there might be a selective drift of high-risk individuals into certain 
areas (and similarly low-risk individuals may drift out of such areas) in search of 
certain features such as higher tolerance, anonymity and availability of low cost 
housing or local authorities' hostels for the mentally ill. In the 2 years prior to 
admission, it was found that up to 40% of in-patients to a psychiatric hospital in 
the London area had changed their address at least once 326 An increased sense of 
social rejection may thus directly affect the risk of suicide in the mentally ill 
population. Also of note, McKenzie et al (2002) showed that hospital readmission 
rates for mental ill people living in areas with higher levels of perceived safety 
were higher, possibly due to the lower levels of tolerance in such areas. 189 
In the absence of data that directly measure the prevalence of mental ill-health or 
need, several studies of suicide have used some proxy measure of the levels of 
mental health of the population across areas; rates of deliberate self-harm, 9,222 
of psychiatric admissions9,11,23s or rates of severe mental illness such as 
schizophrenia. 266 More recently, a study investigated the associations between 
suicide levels and average GHQ (General Health Questionnaire) psychological 
distress measures across Health Authorities in England-23-1 
Furthermore, levels of alcohol and/or drug abuse, whether a cause or an effect of 
marital problems or job loss, may be indicative of the levels of mental health as 
well as the extent of social fragmentation in an area 327 A number of suicide area 
studies have either studied the association between levels of alcohol consumption 
or addiction259,261 or used some proxy measure, for example alcohol sales, 263rates 
of alcohol-related psychiatric admissions271 or rates of cirrhosis mortality237" 250 
Ecological associations with levels of drug abuse, however, have not been 
investigated. 
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Finally, associations between suicide and a number of indicators of the levels of 
general health in the population, or health care standards and provision in an area 
have been investigated; for example, the proportion of people with limiting long- 
term illness, 237 rates of all-cause or infant mortality, - - 274 life expectancy, 167 
number of physicians and social workerS, 167,254 expenditure on welfare and social 
security 2 265,274 
British-based studies 
In the 1960s, McCulloch et al showed an association between high suicide rates 
and high rates of deliberate self-harm and psychiatric admissions across areas in 
Edinburgh? 22Since then, similar associations with either psychiatric admissions or 
prevalence of psychological distress were documented for areas in BriStol, 9,238 
Londonll as well as across Health Authorities in England235 It has been shown, 
however, that while area deprivation relates to all three mental health outcomes: 
rates of suicide, deliberate self-harm and psychiatric admissions, for suicide 
mortality in particular, associations with area levels of social fragmentation are not 
only stronger than area deprivation but rates of psychiatric admissions in these 
areas do not account for this relationship. 238 
Non-British-based studies 
Associations between suicide and psychiatric morbidity, and schizophrenia in 
particular, were also documented elsewhere 113,114, z66Furthermore, while suicide 
showed only weak or no association with rates of cirrhosis mortality - possibly 
due to lag-effects between prolonged alcohol misuse and subsequent death from 
cirrhosis237- 250 -a number of studies have shown positive associations between 
suicide and other indicators of alcohol misuse such as levels of alcohol 
consumption, 259,261 volume of spirits sales263or alcohol-related psychiatric 
morbidity after controlling for the effect of some potential risk factors such as 
levels of divorce, unemployment and religiosity. 
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General levels of good health and health care provision in an area are generally 
poor or only modest predictors of low levels of suicide mortality. This is possibly 
due to the fact that suicide rates, unlike overall or other cause mortality or 
morbidity, relate more strongly to indicators of social fragmentation rather than 
socio-economic deprivation. It is of note, however, that in contrast to some strong 
inverse associations observed between levels of suicide and public welfare 
spending in the USA, 2M, 265a study in Italy found positive associations with a 
similar measure 274 This finding may be, however, explained by the wide North- 
South differentials in this country, with the industrialised North having both 
higher levels of affluence and service provision and higher rates of suicide than 
the Mediterranean South. 
2.6.8. Geographic-related characteristics 
In view of the inherent geographical nature of ecological area studies as well as 
documented urban-rural differences in the prevalence of mental health and 
suicide (see section 2.3.3), the number of studies with a geographical approach to 
modelling variation in suicide is surprisingly small. It is, however, common for 
area studies to at least control for some geographic indicator when investigating 
associations between suicide and socio-economic characteristics of areas. For 
example, latitude and longitude has been used to control for differences by 
geographic location, particularly in the USA, where suicide rates show a strong 
east-west and moderate north-south gradient, being generally higher in the west 
and south. 260,262 Most commonly, population density has been used to capture 
known urban-rural differences 51,162168,248,250,259 Several other related measures 
have been used such as population size, - 255,268population growth, 98,264 
percentage of land that is urban or proportion of the population living in urban 
areas98,246.262,263,27Z 22,, 276 or equivalently percentage of people living in rural land 
or working in agriculture131,133,167" 275 or more recently population potential -a 
measure of remoteness from major centres of population. 162 
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British-based studies 
The general evidence in Britain suggests that observed associations between 
suicide and rurality may be independent of both levels of socio-economic 
deprivation or social fragmentation as well as compositional effects of high-risk 
groups in these areas such as farmers? 31,133,162 
Non-British-based studies 
Positive associations with rurality after controlling for the effect of important 
socio-economic risk factors have also been reported in France, North America and 
Australia 167,246,25o, 256,263Life in a rural or remote setting may have a direct effect 
on the development of mental illness or the likelihood of suicide, for example 
through the decline of the rural economy, the additional economic and social 
burden due to the out-migration of healthier individuals, lower tolerance and 
social isolation after job loss or marital breakdown and barriers to health care due 
to the stigmatisation of mental health problems 32s-335 
2.6.9. Other area characteristics 
Alongside the most frequently investigated aspects of the economic, social, 
cultural or health environment, some studies have investigated associations 
between levels of suicide mortality and a number of other area characteristics not 
classified above. For example, levels of entertainment expenditure across 20 Italian 
regions; however no associations was found274 and climatological factors, such as 
mean temperature and sunlight duration across 19 French regions; for which there 
some inverse associations were shown even after controlling for several important 
social and economic area characteristics. 167 
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2.7. Multilevel analyses of suicide risk 
An investigation into area effects on health using data from the British Household 
Panel Study suggested that most of the association between the Townsend 
deprivation index and concentrated area levels of ill-health was explained after 
controlling for characteristics of the individuals or households such as educational 
levels, employment status and housing benefits, in these areas . 3M Recently, most of 
the evidence on whether, and the extent to which, the place where people live 
matters comes from similar studies with a multilevel design. 307- 337 These are 
studies that combine individual and area-level characteristics in explaining the 
observed geographical variation. It is generally true that, to some extent, area 
health inequalities must be due to variations in the characteristics of people living 
in particular areas (compositional effects). However, in addition, people living in 
the same area share aspects of the economic, social and cultural area-specific life. 
Such features of an area's life may have a collective influence on the health of its 
population over and above the aggregate compositional risk in an area (contextual 
effects). 
For mental health, however, the evidence is not as clear. A number of studies 
reported none or only modest area effects' 297-299, while others found that 
levels of socio-economic disadvantage, residential mobility and proportion of 
single or divorced population are some of the characteristics of an area associated 
with higher levels of mental health problems over and above the aggregate 
individual risk of their populations 301,306,338,339 
Similarly, in a total of three multilevel studies that have included the risk of 
suicide in their investigations of area contextual effects, there have been some 
mixed findings. While the earliest of these studies reported some contextual effects 
of area characteristics such as levels of poverty, residential mobility and 
proportion of female-headed households on the individual risk of suicide, 282 the 
two subsequent studies found no strong evidence of independent area effects. 
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These two studies, however, have limited their investigations to the effect of area 
levels of unemployment and proportion of male prison populations and income 
inequality284 on suicide rates. 
2.8. Summary and conclusion 
There is marked geographic variability in the incidence of suicide both 
internationally and across small-areas at a national or even sub-national level. 
Previous analyses have shown that a number of area characteristics, for example 
levels of socio-economic disadvantage, alcohol consumption or urban-rural 
residence are associated with levels of suicide. There is growing evidence that area 
measures of the lack of social integration, such as the proportion of people living 
alone, may be stronger predictors of area levels of suicide. Such findings are in 
keeping with Durkheim's hypothesis - and current sociological theories on the 
effect of social networks and social capital - that differences in suicide rates are 
influenced by, amongst other factors, the extent to which individuals are 
integrated within societies. There is some support for area (contextual) effects on 
the mental illness and suicide experience of a population indicating that there 
might be features of the community over and above the aggregate compositional 
risk that influence suicide rates; however, the evidence is sketchy. 
In general, the spatial epidemiology of suicide is not well explored. To date, both 
descriptive studies of the geographical variation and ecological assessments of the 
socio-economic determinants of suicide have either focused on relatively large 
areas and/or have only investigated associations with overall (all sex- and age- 
groups combined) suicide. Furthermore, whether marked geographical variability 
in suicide is a product of random variation and the extent to which neighbouring 
areas share similar suicide rates possibly due to common area influences upon the 
population has not been previously investigated in depth. 
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CHAPTER 3. AIMS AND HYPOTHESES 
3.1. Introduction 
This thesis is an investigation into the spatial distribution of suicide mortality in 
England and Wales and its association with potential area-level risk factors. In 
general, this thesis aims at improving upon current evidence and practice with 
respect to: 
a) the level of geographical aggregation investigated: 
Large areas are comprised of many smaller communities that might differ widely 
in their social and economic characteristics potentially associated with suicide risk. 
Such heterogeneity may mask important small-area influences on suicide. So, 
exploring these issues at a smaller area level is central to the investigation of 
possible area influences, and their magnitude, upon their residents. However, 
while smaller geographical units depict better the socio-economic environments 
experienced by their population, with a rare event such as suicide the majority of 
areas may record no deaths. Furthermore, it is also possible that associations 
observed across large areas do not necessarily hold at a finer level of aggregation 
as large areas can average out inconsistent area levels between exposure and 
outcome across small areas within them. All analyses in this thesis will be 
repeated at two levels of geographic aggregation, parliamentary constituencies 
and electoral wards, between which comparisons can be made. Analysis at the 
level of electoral ward is a considerable refinement upon previous research since 
with an average area coverage of 16km2 and adult population (aged 15+) of 
approximately 4 500, this is by large a finer geographical scale than previously 
used at a national level in Britain. 
b) differential age- and sex-specific associations: 
This thesis will examine the spatial distribution of suicide and area associations 
with potential area risk factors in different age- and sex-groups separately. There 
have been striking changes in the age- and sex-specific patterns of suicide 
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mortality in Britain. Increases have been most marked, or decreases have been less 
marked, amongst the young adult population (aged 15-44), while the older age- 
groups, both in men and women, have experienced some of the most marked 
declines in recent years. The differing age- and sex-specific trends in suicide rates 
might be indicative of differential influences of social and economic factors 
amongst the various age-groups, or that the risk of suicide in the younger and 
older population is underlined by different societal processes altogether 4 For 
example, levels of unemployment and divorce may be more likely to have a direct 
effect on levels of suicide in the younger age-groups than in people of post- 
retirement age whose rates might be more likely influenced by levels of health 
care and support in an area. 
c) the statistical methods employed: 
Previous research into the spatial epidemiology of suicide has favoured simple 
correlation or regression approaches that ignore the level of heterogeneity and/or 
spatial autocorrelation across areas. Standard approaches treat levels of suicide 
and residual variation in each area as independent. The finer the level of 
geographical aggregation at which these issues are investigated, the more likely it 
is that neither levels of suicide nor residual variation across areas are uncorrelated. 
Therefore, in the first instance, this thesis will review the methods and techniques 
used in spatial epidemiology to investigate and map the geographical variation of 
disease or mortality, with a particular focus on recent development of Bayesian 
techniques (see chapter 4). The objective is to identify appropriate methods to map 
small-area variation of suicide in England and Wales, and investigate its possible 
socio-economic determinants, by incorporating in the estimation procedure (i) the 
extent to which there is variation in area rates beyond what would be expected by 
random variation alone and (ii) the extent to which neighbouring areas tend to 
have similar levels of suicide, i. e. evidence of spatial autocorrelation. 
Sections 3.2 and 3.3 present the particular aims and hypotheses to be tested in each 
of two types of analyses presented in this thesis, namely: 
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A. An investigation and mapping of the geographical variation in suicide 
mortality (see section 3.2) 
B. An ecological assessment of area-level associations between suicide levels and 
an area's socio-economic environment (see section 3.3) 
3.2. Investigation and mapping of geographical variation 
The main objective of the first part of the investigation into the spatial 
epidemiology of suicide is to produce "smooth" maps of age- and sex-specific 
suicide mortality at a finer geographical level than previously used. As well as 
identifying areas with elevated or lower risk, these analyses aim to investigate the 
geographical variation of suicide and examine whether this is a product of 
expected random variation or whether there is an underlying spatial pattern, for 
example high rates or low rates occur in clusters of neighbouring areas. 
Hypotheses to be tested are: 
- Rates of suicide are not equal across areas 
- Rates of suicide are high in both the most urban and most rural areas 
- The geographical distribution of suicide mortality differs across sex/age 
groups 
- Neighbouring areas tend to have similar levels of suicide 
- "Smooth" maps of suicide are effective in both identifying areas, or clusters of 
areas of high or low rates of suicide and summarising important patterns 
- Spatial patterns of suicide mortality appear stronger at a finer level of 
geographical aggregation. 
Findings from these analyses are presented in chapters 6 and 7. Chapter 6 explores 
the evidence of heterogeneity and spatial autocorrelation (or clustering) in levels 
of suicide while chapter 7 presents age- and sex-specific raw and "smooth" maps of 
suicide mortality. 
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3.3. Ecological assessment of area associations 
Ecological analyses will investigate the extent to which socio-economic 
characteristics of areas account for the observed variability cross-sectionally 
around the 1991 census year at both levels of geographic aggregation. 
Furthermore, these analyses will examine whether any unexplained variability 
occurs in a spatially structured way, probably a product of unknown, or 
unaccounted for, area risk factors with an underlying spatial structure. 
Hypotheses to be tested are: 
- Measures that capture an area's adverse social and economic characteristics in 
an area are associated with higher levels of suicide mortality 
- Indicators of social fragmentation are better predictors of area levels of suicide 
than indicators of socio-economic deprivation 
- Aggregate levels of known person-based risk factors, or some proxy measure, 
e. g. unemployment or long-term illness, do not fully explain area-level variability 
- The strength of area associations differs across different age- and sex groups 
- Neighbouring areas tend to exhibit similar levels of unexplained, or residual, 
geographical variability even after adjusting for known socio-economic area risk 
factors 
- Area associations, and levels of clustering in unexplained geographical 
variability, are stronger at the finer level of geographical aggregatiön 
- Strength of area associations with socio-economic characteristics differs 
between urban and rural areas, or in different parts of the country 
Findings from these analyses are presented in chapters 8,9 and 10. Chapter 8 
investigates evidence of associations between levels of suicide and socio-economic 
area characteristics. Chapter 9 shows maps of unexplained variation after 
controlling for the effect of socio-economic area characteristics and, finally, chapter 
10 provides a more detailed investigation into the possible differential effects of 
area characteristics in different geographic locations. 
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CHAPTER 4. ACCOUNT OF THE METHODOLOGY 
USED IN SPATIAL EPIDEMIOLOGY, WITH A 
PARTICULAR FOCUS ON BAYESIAN 
TECHNIQUES 
4.1. Introduction 
Spatial analyses of disease occurrence or mortality mainly examine whether 
observed geographical variation (a) is random, (b) has a spatial pattern, (c) can be 
explained by known risk factors and (d) whether any unexplained variability 
shows a non-random spatial pattern, possibly due to the spatial structuring of 
unknown risk factors. Such studies can be useful in both identifying areas of high 
(or low) risk, thus, enabling better resource allocation and prevention strategies as 
well as generating hypotheses about the aetiology of disease. For example, 
laboratory evidence of an infectious origin of Hodgkin's disease were additionally 
supported by evidence of spatial clustering in its occurrence. 34° Similarly, the 
tendency of neighbouring areas, with similar socio-economic characteristics, to 
exhibit similar levels of suicide supports Durkheim s theories on its social roots. 
The availability of routinely collected geo-coded data on population, health 
outcomes (mortality or morbidity) and potential risk factors has now made 
mapping and investigations into the spatial characteristics of disease and 
mortality more widespread, particularly for the study of cancer mortality. 341-344 
Furthermore, advances in computing, and geographical information systems (GIS) 
in particular, have made presentation and dissemination of findings of such 
studies easier, faster and more efficient 345 Equally important, advances in 
statistical methodology have addressed some of the methodological difficulties of 
the past. The use of Bayesian techniques, 346"347 and related software (i. e. BUGS) 348- 
349 in spatial epidemiology is relatively new, and still evolving; however, its 
beneficial contributions have already been largely recognised 3552 
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This chapter offers an account of the available methods for spatial analysis and 
mapping of disease or mortality as well as a glossary of terms and definitions used 
throughout this thesis. The particular methods chosen in this thesis to investigate 
and map geographic variability in suicide mortality will be covered in the 
following chapter. The next section (4.2) provides a brief background to the 
different types of analysis of the spatial aspects of disease or mortality. Section 4.3 
introduces the basic statistical modelling of counts (i. e. the Poisson model and 
random effects extensions) and section 4.4 discusses tests of spatial variability. 
Section 4.5 introduces issues around mapping and the effective presentation of 
disease maps and section 4.6 summarises different available methods for 
smoothing maps including the use of random effects models for calculating area 
estimates that are adjusted for random variation and/or spatial autocorrelation. 
The idea of "shrinkage", and in particular its use for smoothing maps are 
discussed more extensively in section 4.7. Investigating spatial variability and area 
associations within a Generalised Linear Mixed Model (GLMM) with fixed effects 
for area covariates and random effects for spatial variability - be it spatially 
unstructured or structured (in effect, smoothing towards the local rather than the 
global mean) - is discussed in section 4.8. Specifications, implementation and 
diagnostics for such models are discussed in section 4.9. The final section (4.10) 
summarises the available methodology. 
This account was compiled using a variety of statistical, geographical, and 
epidemiological textbooks, particularly those related to environmental and spatial 
epidemiology, cited troughout this chapter. In addition to hand-searching their 
bibliographic citations, reference databases searches were carried out on the 
following databases: MEDLINE and ISI Web of Science using a selection of 
keywords and Mesh headings regarding particular methodological issues, for 
example: (i) heterogeneity, spatial autocorrelation and cluster investigations, (ii) 
cartography, disease mapping and smoothing as well as graphical presentation of 
choropleth maps and (iii) more extensively, empirical Bayes, Bayesian hierarchical 
models and Markov Chain Monte Carlo (MCMC) methods. Relevant articles were 
also identified by hand-searching the reference lists of relevant papers, through e- 
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mail bulletin table of contents of recent issues of pertinent journals such as 
Statistics in Medicine as well as database author searches of, and in some cases 
personal recommendations from, some experts in the field of spatial 
epidemiology. Finally, searches for articles on Bayesian methods for spatial and 
spatio-temporal investigations were carried out on the JSTOR electronic journals 
database that includes journals such as Applied Statistics, Biometrica, Journal of the 
American Statistical Association, Journal of the Royal Statistical Society and Statistician. 
4.2. Background on the spatial analysis of disease 
Spatial studies investigate how disease patterns change, and relate to one another, 
over space. The term space may represent countries in an international 
comparison or areas within a country (e. g. health or administrative areas) in a 
national comparison or certain smaller areas (e. g. neighbourhoods) in a sub- 
national comparison. 
4.2.1. Types of data 
Data used in spatial studies of disease have been categorised into two types: 353,3s4 
- point data: where the exact spatial location of individual cases is known e. g. 
data obtained from a case-control study and plotted as points onto the surface of 
the map. Such data were most commonly used in earlier studies of disease with 
the most well known epidemiological example of such use of point data being 
John Snow's classic study of cholera cases in London during the 1853-54 
epidemic 355 
- count (or areal) data: where aggregated summaries of individual points within 
defined geographic units are recorded. These units may either be (a) areas of 
regular sizes (lattice) e. g. the result of aggregating individual cases in each square 
of a grid superimposed over the area of interest or (b) areas of irregular shape 
such as governmental administrative units (e. g. electoral wards or parliamentary 
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constituencies) or health administrative units (e. g. health authorities). Most of the 
available data from routine sources are of this type. 
4.2.2. Types of studies 
Spatial studies can be grouped into different types according to their main aims. 
The following classification has been suggested 356 
1. Disease mapping: these are descriptive studies that present the geographical 
variability of disease or mortality. They investigate, usually visually, the extent 
and patterns of spatial variation to identify areas (or clusters of areas) with 
elevated risk, form hypotheses or obtain clues about aetiology. 
2. Correlation and risk factor identification: these studies generally employ some 
formal statistical modelling to investigate the spatial variation of disease 
occurrence or mortality and the extent to which certain exposures or known risk 
factors are associated with this variation - with the main aim being to identify 
clues about its aetiology. 
3. Detection of clusters and disease clustering: these studies examine whether cases 
or high rates of disease close together in space and/or time are a product of 
random variation even without any clues about aetiology. 
4. Riskin relation to a point or a line source: although listed as a separate category, 
such studies are a special type of cluster studies in that they investigate whether 
cases or high rates tend to cluster around a suspected hazard source; either point 
e. g. industrial estate or telecommunications mast, or line e. g. power line or 
highway. 
Two more groups of studies can be added to this list: 357 
5. Diffusion studies: these investigate the spatio-temporal dynamics of a disease, 
for example the spatial progress of an infectious disease over time. 
6. Interpolation and prediction: such studies aim at estimating new points from 
surrounding known values to predict values at locations on the map for which 
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there is no information. While these techniques are more commonly used in 
sciences like geology, hydrology and especially meteorology for the prediction of 
weather conditions between data collection points, they have also been used in 
medical geography to map the spread of disease 358 
This review will focus on the statistical methods most commonly used in disease 
mapping and risk factor identification studies (1 and 2 from above) using count 
data. These are the main areas relevant to the current thesis. However, related 
complementary methods mainly used in other types of studies such as tests for 
clustering and interpolation techniques will also be presented. 
4.3. Basic spatial modelling of counts 
The next section introduces the basic statistical formulation for spatial modelling 
of disease or mortality counts. Assume that for each area we have the observed 
number of cases O; j and population at risk P; j where i=1,..., I represents each of I 
area units under investigation, and j=1,..., J represents J different strata e. g. age, sex 
or other known risk factors. 
4.3.1. Binomial distribution 
For non-infectious diseases (where cases are assumed to occur independently), we 
can represent cases in a Binomial model. Let r; j the unknown true rate (or 
probability) of disease in area i and stratum j. Then given rij: 
Oil I r; j - Binomial (P1, r; j) 
with density f(Oý1, r; y, P;; ) =ý''rf°'' (1-rý)' ° 
(OU 
The maximum likelihood estimate (MLE) for the unknown true rate r; j is rij'= 
qý' 
, 
the observed rate of disease in area i and stratum j. 
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4.3.2. Poisson distribution 
The binomial distribution can be approximated by the Poisson distribution. The 
approximation is better for large Ply and small r; j, for example when dealing with 
rare diseases, although such a condition is not necessary. Furthermore, unlike the 
Binomial distribution, the Poisson does not need integer denominators Pij, and can 
thus apply to person-years at risk. Then: 
O; j I r; j - Poisson(Pij " rg) 
where again Olj is the observed number of cases and P; j is the person-years at risk 
over the year-period under investigation in area i and stratum j. 
To avoid calculating Ixj probabilities for r; j - the incidence rate of disease in area i 
and statum j- the model can be simplified by assuming there is a multiplicative 
area and stratum effect: 
rij= Oi"gj for the area- and stratum-specific rate r; j 
where Oi is the rate ratio in area i and qj is the reference rate in stratum j (for 
example the stratum-specific rate over all areas i) 359 
It is therefore assumed that the effect of being in area i is common to all strata (i. e. 
proportionality assumption). The validity of the proportionality assumption can 
be checked either (i) graphically i. e. plots of the area- and stratum-specific log- 
rates, log(rij) against the stratum-specific log-rates log(qj) should produce a set of 
vertically shifted lines with slope of 1 or (ii) be tested formally by comparing the 
fit of the saturated model containing an i area and stratum interaction term with 
the simpler model of the main effects. 360 
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The proportionality assumption simplifies the original model to: 
Oi I Oi - Poisson(P; j Oi rj) or Poisson (E; 6; ) 




Oi=F; -O; j is the sum of observed cases over the j strata in area i and 
E EjP 1rß is the expected cases in area i. 
The expected cases in area i are calculated by applying stratum-specific rates to the 
area-specific population. Either rates of disease from a reference population can be 
used (external standardisation) or rates of disease can be calculated within the 
I: oý, 
given population over the sum of all areas i. e. '( internal standardisation). E PU 
I 
4.3.3. Standardised Mortality Ratio 




Standardised Mortality Ratio (SMR; ) for area i is the maximum likelihood 
estimator (MLE) of O j. 361 
An approximate variance for the SMR in area i can be calculated as follows: -362 
Var(SMR, ) = 
Var(0; )+SMR, 2Var(E, ) 
Ei 2 
Taking Oi=EjO; j, the observed deaths in area i as the sum of deaths in each stratum 
and assuming that each q- follows a Poisson distribution, then the sum of 
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independent Poisson random variables is also Poisson, therefore: 
Var(O; )=Var(EjO1)= EjO; i = O. 
For Var(E): this is Var(E, ) = Var(ý Pj 
P; 
) _ (P; ) 20; 
iji Pi 
where O; _ Oi and Pl = P. are the observed deaths and populations from 
tr 
the reference population, in this case the sum over all areas i. 
If the reference population (in the case of internal standardisation, the population 
over the entire study region) is much larger than the study population (the 
population in each of the areas), then Var(E) will be much less than Var(O), 
therefore the standard error is often approximated only by 
-f 
. Thus, 
for non- Ei 
zero SMRs, a 95% confidence interval for SMR;, using standard normal critical 
values, is given by: SMR; ± 1.964 Var(SMR; ). 
Alternatively, confidence intervals for SMRs can be obtained using the Poisson 
probability density function: 
O; - Poisson (EiO; ): f (oi, 0, Ei) = Pr(Oi = oi) =e, 
(BiEi)a 
oil 
since this approach provides an upper limit even for zero SMRs. 344 
Assuming that E; is known without error, the exact probability of observing o; or 
more cases (or of or less) in each area i can be calculated using a Poisson 
distribution with mean the observed number of deaths. The lower and upper 95% 
points of that Poisson distribution can be subsequently used to obtain 95% 
confidence intervals for the SMRs as (0E 
OE 
') 
. For example, 95 %a Poisson 1i 
distribution with mean zero lies within the values 0 and 3.69. Thus, under these 
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assumptions, a 95% confidence interval of a zero SMR would exclude 1 only if 
more than 3.69 cases are expected. 
4.3.4. Mapping SMRs 
A map of disease or mortality is a powerful tool in its own right since it enables a 
vast amount of information to be summarised. In addition to allowing the extent 
of geographical variation to be immediately visualised, a map can be effectively 
used to investigate whether and which areas, or clusters of areas, have elevated 
rates and formulate hypotheses about aetiology, for example by comparing the 
observed patterns to maps of known risk factors. 
In an international comparison of 49 health atlases of mortality and morbidity 
published between 1970 and 1990, Walter and Birnie found little consistency in 
terms of their methodology 363Some mortality maps presented rates while others 
relative risks or SMRs. Often maps of significance levels of the risk in each area 
were also presented while some studies chose to present significance levels maps 
only ß-3M In addition, to the fact that significance maps do not indicate the size of 
the risk, they are also greatly sensitive to population size with areas of large 
populations more likely to attain statistical significancex-367 Furthermore, when 
investigating geographical variability across a study area, the spatial pattern that 
emerges as a whole is more important than whether particular SMRs are 
significantly different from 1. Others have suggested that both SMRs and p-values 
could be effectively presented simultaneously on the same map. 364 
In their set of guidelines, Walter and Birnie suggested avoiding significance level 
mapping unless it is used to compliment maps of rates They also recommended 
mapping 5-year age-standardised rates of disease ideally using a direct method of 
standardisation. Nevertheless, indirect standardisation expressed as Standardised 
Mortality Ratios (SMRs) is the most commonly mapped function of the data. These 
have the advantage of being the maximum likelihood estimate (MLE) of the true 
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rate ratio in each area under Poisson model assumptions and this model can be 
easily extended to accommodate both covariate effects as well as spatial 
dependencies (see sections 4.3.5-4.3.6). 
While SMRs are commonly used in disease mapping, they can also be misleading 
when dealing with rare diseases or small-areas with greatly varying population 
sizes since areas with small populations are more likely to produce extreme and 
unreliable estimates. The variance of an area's SMR is proportional to the inverse 
of the expected number of cases in that area (see section 4.3.3). Therefore, 
estimates in areas with small populations (and hence small E; ) will have large 
variances. That introduces problems of comparability across areas: for example, a 
rate ratio of 3 can be either produced by a ratio of 30 to 10 observed/ expected 
cases or 1 to 0.33. While obviously the first estimate is more stable than the second, 
such uncertainty is not conveyed by the SMRs. The same problem applies to areas 
with zero observed cases, which SMRs treat as equal 351 
Furthermore, the most extreme values (highest or lowest) can visually dominate 
the pattern of the map since the least populated areas are also usually the largest 
in size. Particularly for a rare disease, any close to zero expectation for the number 
of cases in an area will produce an extreme value even with a very low number of 
observed cases. For instance, for a national rate of disease of 10 per 100 000 
population, in an area of just 100 people, the expected number of cases is 0.01. 
Then, even if 1 case is observed in this area, the SMR would be 100. 
4.3.5. Poisson regression 
The basic Poisson model can easily be extended to include covariates in the log- 




for Oi IO- Poisson (µ; ) with µi = E101 the mean of the Poisson distribution: 
log(Oi)= (3o + ßX;, or equivalently 
log(pi)=log(Ei) + ßo + ßXi 
where logE; serves as an offset in the model, ßo is a constant (the global mean), Xi 
is a vector of area-specific risk factors (or exposures) and (3 is a vector of 
coefficients (exposure effects) to be estimated. Note that the combined effect of the 
different risk factors on the rate ratio are multiplicative. 
The Poisson distribution assumes that the mean equals the variance but this is 
often not the case with: E [observed events] < Var [Observed events] - termed, 
extra-Poisson variation or overdispersion 369 Furthermore, the Poisson model 
assumes that the counts are independent. The residuals from the Poisson fit 
should be independent and identically distributed, but there is often evidence of 
spatial autocorrelation i. e. the tendency for geographically neighbouring areas to 
have similar rates and therefore correlated residuals. Therefore, although SMRs 
can be stratified by known person-based risk factors, any unknown confounders 
with a spatial structure can influence the estimation of regression coefficients. 
4.3.6. Poisson regression with random effects 
The extra-variation can be a result of within-area heterogeneity producing more 
variability than expected. While we can assume that at the individual level events 
follow a Poisson distribution, at an aggregated level this may not be the case 
because of an area's individuals' differential susceptibility, or "frailty", to the 
disease. A random effect term Hi with a pre-specified probabilistic structure can be 
added to the basic Poisson model to capture extra-Poisson variation or to describe 
the within-areas individual risks. For ease of estimation, the gamma distribution is 
often used since it is conjugate to the Poisson. Thus: 
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Oi I Oi - Poisson (µ; ) 
with mean µ; = E; 6; 
and log-link function log(pi)= log(Ei) + ßo + (3Xi + Hi 
where eH" - Gamma(a, a) 
The Hl are random effects with mean 1 and variance 
1 describing the extra- 
a 
Poisson variation or overdispersion in the data. The larger the variance, the 
greater the overdispersion. The resulting distribution is a negative Binomial (a 
Poisson distribution with overdispersion), which can then be applied to the 
original data 346,37o The Poisson model corresponds to the situation where the 
variance of the Gamma distribution is zero. 
Several other maximum likelihood methods that tackle extra-Poisson variation 
have been developed 3n-372 For example, if O; are sufficiently large, a weighted 
least square approach assuming normality has been also previously used to model 
the SMRs or the log transformed SMRs with variance given by the sum of the 
Poisson and the extra-Poisson variance 373,374 
The extra quantity of variation over the study area can, however, also be a product 
of unknown risk factors operating at an area level, rather than at the individual 
level. Such variation can be independent and spatially uncorrelated i. e. 
heterogeneity. It is also possible that the extra-variation tends to be correlated in 
neighbouring areas i. e. there is spatial autocorrelation or clustering. This can be a 
product of area-level risk factors, or even "frailty effects", with a spatial pattern. 
Evidence of heterogeneity and/or clustering can be incorporated in the estimation 
of area rate ratios to avoid some of the problems associated with raw SMRs and 
produce a better set of area estimates to map. We will return to the development 
of the Poisson model with spatially unstructured and/or structured random 
effects, and the idea of "shrinkage" in particular, at a later stage (see sections 4.6- 
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4.8). Since a map is an integral part of any spatial investigation of disease of 
mortality, the following sections will first discuss some of the statistical (i. e. tests 
for heterogeneity and clustering - see section 4.4) as well as more practical issues 
(i. e. presentation of maps - see section 4.5) involved in describing geographical 
variation effectively. 
4.4. Spatial variability 
Two issues central to any investigation of the spatial variability of disease are not 
readily answered by simply examining a map of rates or SMRs, namely: 
1. Do rates or risks differ across areas or are they merely a product of expected 
random variation i. e. is there evidence of heterogeneity? and 
2. Do neighbouring areas tend to have similar rates i. e. is there evidence of spatial 
autocorrelation or clustering? 
4.4.1. Heterogeneity 
An important consideration when mapping disease is to investigate whether the 
underlying geographical pattern is merely a product of expected random variation 
or whether there is evidence of heterogeneity across areas. Commonly used 
statistics that test departure from a null hypothesis of constant risk across areas i. e. 
Ho: Oi=.... =O =1 over the I areas include the Pearson 's X2 (chi-square) statistic351 
and the Potthoff-Whittinghill statistic, or some variation of it 375,376 
Under the null hypothesis Ho, the X2 statistic: 
Ti Ei 
follows asymptotically a X2 distribution with I-1 degrees of freedom. 
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The X2 test is not powerful when dealing with a small number of deaths. As a rule 
of thumb, all areas are required to have an expected count of 1 or more with at 
least 20% of them with an expected count of 5- commonly not the case in the 
ward level analyses in this thesis. The Potthoff-Whittinghill statistic is a more 
powerful statistic since it restricts the alternative hypothesis to the assumption 
that the set of area rate ratios are drawn from a Gamma distribution with 
unknown parameters - similar to adding a Gamma distributed term of 
overdispersion to the Poisson model. This leads to the statistic: 
E; 
Under the null hypothesis, Ho, asymptotic normality is assumed for T2 with mean 
E; O; (Z Oi-1) and variance 2(n-1)E; O; (EiO; -1). 
These tests simply check for departure from the null hypothesis of homogeneity 
across areas. The maximum to minimum rate ratio and the coefficient of variation 
can be used as accompanying measures of the size of the departure from the null 
hypothesis377and the contribution of each area to the statistics has been previously 
used to rank and identify areas of excess risk 378 
4.4.2. Clustering 
A statistical definition of a cluster is dependent upon the definition of scale (and 
indeed time) within which the excess cases occur. For example, Lawson and 
Kulldorff, ignoring any spatial associations between neighbouring areas, 
suggested that a cluster at its simplest definition could even be "any area within 
the study region of significant elevated risk" 379 However, the term cluster is more 
commonly used to describe a set of contiguous areas of excess, or reduced, risk. 
Heterogeneity tests ignore any spatial relationships between areas, and thus 
spatial patterning of rates on the map. In fact, even with no statistical evidence of 
heterogeneity, low values and high values can still tend to occur in neighbouring 
areas (i. e. in clusters) within a narrow range of rates. The most extensively cited 
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definition of a cluster is Knox's non-statistical but epidemiological definition as "a 
bounded group of occurrence related to each other through some social or 
biological mechanism, or having a common relationship with some other event or 
circumstance"380 
The terms cluster and clustering refer to different objectives. Besag and Newel1381 
distinguished between two types of investigations and termed: 
- general clustering: the investigation into the overall clustering tendency of the 
disease incidence in a study region. Usually just referred to as clustering, such 
investigations explore the overall spatial structure of disease and test the tendency 
of neighbouring areas to exhibit similar levels of disease or mortality. 
- specific clustering: the investigation into one or more possible clusters where the 
location can either be predefined i. e. focused around a known hazard such as an 
industrial estate or to be identified i. e. non focused. These investigations - usually 
referred to as cluster investigations - examine the statistical significance of a 
collection of cases that occurred close in space and/or time. 
In addition to an extensive literature on these methods, there is also some serious 
opposition, particularly to cluster investigations, since such studies are commonly 
not hypothesis-driven, are not used as part of modelling spatial structure and 
rarely give clues about aetiology 382 Various clustering and cluster tests have been 
proposed and reviewed both for point and areal data 383-387 Wakefield, Kelsall and 
Morris classified the various tests in two broad classes: (a) those based on distance 
or adjacency such as Moran's I statistic and (b) those based on moving windows 
such as Besag and Newell's k-nearest neighbours statistic 361 
The first group, those based on distance/ adjacency between areas, includes the 
most commonly used statistics in geographical studies: the Moran's I388 and the 
Geary's c389 statistics. Both measure similarity between neighbouring areas i. e. 
spatial autocorrelation. In its simplest form, a neigbourhood of areas may be 
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defined as a group of areas that share a border i. e. first-order adjacency. However, 
this may be extended to second-order adjacency i. e. extending the neighbourhood 
to include areas that share a border with the immediate neighbourhood (the first- 
order adjacent areas) or third-order and so on. Alternatively, closeness, or 
proximity, may also be defined based on weights assigning the inverse of the 
distance from the centroid of one area to its neighbouring areas, or even to all 
other areas. Thus, the further away an area, the smaller the weight. Distance can 
be measured as either straight-line distance, real road mileage, or even travelling 
times. 
Although extensively used, these statistics were originally designed, and work 
best, for homogeneous populations across areas. When used with SMRs, they do 
not take into account the underlying heterogeneous population structure 381,39° 
Furthermore, it is not easy to define what constitutes good evidence of spatial 
autocorrelation as there are no fixed extreme points on either scale, Moran's I or 
Geary' c. There are however ways to test against the hypothesis that the sample 
(the specific arrangement of attributes on the map) was drawn from a normal 
distribution in which there is no spatial autocorrelation (discussed further in the 
context of the methods used in this thesis in section 5.4.2) 
Alongside parametric statistics such as the Moran sI and Geary's c, distance-based 
tests include non-parametric tests such as Ohno's rank statistic391,392 and the D- 
rank statistic390,393 that calculate autocorrelation in the ranks of the SMRs by 
comparing the observed average difference in ranks across all unique pairs of 
adjacent areas with the expected difference in ranks under assumptions of 
randomness. In comparison, Moran's I was found to perform better than Geary's c 
while in general the non-parametric rank statistics were less powerful 394 
The second group of statistics includes more mathematically sophisticated 
methods that search for clusters by superimposing circles (or moving windows) 
on the study region centred on the area centroids. These methods determine the 
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significance of the number of cases that fall within each circle; either defined based 
on distance (such as Openshaw's geographical analysis machine, GAM395) or 
population (such as scan statistics396) or number of cases (such as Besag and 
Newell's k-nearest neighbours method381). Several variations of these tests have 
been developed to detect clustering in time397as well as clustering in space and 
time 398,399Tango provides a discussion of the statistical assumptions among the 
available tests and concluded that for detecting general clustering only two tests 
avoid multiple hypothesis testing361'400 and are generally, to quote: "... free from 
statistical inappropriateness among tests published so far"401 These are Tango's 
own distance/ adjacency-based test statistic402 and Besag and Newell's k-nearest 
neighbours test 381 
4.5. Practical issues when mapping disease 
A map is only a limited picture of reality; it is a product of various simplifications 
and aggregations for ease of both calculation and presentation. Although the 
presentation of maps is dictated to some extent by the automated tools and 
capabilities GIS can offer, an effective but also accurate depiction of patterns 
depends on choices on both statistical and presentational issues 403 Alongside the 
statistical issues, for example problems with mapping SMRs (see section 4.3.5), a 
vital consideration when mapping mortality is choices on some more practical 
aspects (e. g. colour schemes, categories of risk). There is little consistency in 
published maps not only in terms of their methodology (e. g. data function 
mapped) but also on these practical issues .w This section 
discusses some of the 
more technical aspects and presentational issues involved in map presentation 
starting from a brief overview of the development of mapping from early "spot 
maps" to Geographical Information Systems (GIS). 
102 
4.5.1. History of disease mapping 
Disease mapping can be traced back to the 1800s. Both Howe404 and Walter405 
reviewed the evolution of disease mapping through time and refer to Valentine 
Seaman's 1798 maps of yellow fever in New York as the earliest example of 
medical cartography 406 The most well known example of an early disease map 
must, however, be John Snow's classic study of cholera cases in London during 
the 1853-54 epidemic 355 
Two features of such early maps were: (a) the depiction of the spatial location of 
individual cases - ignoring underlying denominator populations, and (b) the 
infectious origins of the disease studied 407 Despite documentary evidence (since 
the map was never discovered) of an even earlier 1792 world map of endemic 
diseases, 408 it was only the increasing mapping of chronic diseases that led to the 
realisation of the importance of denominator populations 409 
As already discussed in section 2.3.1, possibly the earliest known example of a 
published suicide map dates back to 1881, when Morselli produced a map of 
suicide rates across several European states showing national or where possible 
sub-national rates. 13 Morselli's work was cited, and the suicide map replicated, in 
Durkheim's influential work on suicide. Durkheim, himself, produced maps of 
rates of suicide mortality across French regions (arrondissements) in 1878-189114 
Along with providing maps of the incidence of suicide, he took this work a step 
further using it as an aetiological tool by comparing the suicide maps with maps 
of potential risk factors such as mean size of families, levels of wealth, 
consumption of alcohol and mental health problems related to alcohol use (what 
he termed "alcoholic insanity"). 
103 
4.5.2. Geographical Information Systems 
The past 20 years have seen an explosive development in Geographical 
Information Systems (GIS) technology 410 Mapping, and spatial analyses in 
general, are becoming more widespread within the field of epidemiology and a 
number of books on spatial epidemiology have now been published 411414 While 
ten years ago a study found that most GIS users predominantly produced maps 
for on-screen rather than hardcopies for publications 415 nowadays more maps of 
health outcomes find their way in the epidemiological literature; yet numbers still 
do not match the recent interest in spatial epidemiology5 
A typical definition of GIS is: "a system of computer hardware, software and 
procedures designed to support the capture, management, manipulation, analysis, 
modularity and display of spatially referenced data" 416 This definition emphasises 
that GIS is a whole system that effectively deals with spatial-related data, and not 
just a piece of software. A range of GIS software of varying functionality and cost 
such as EpiMap, Maplnfo and Spacestat, is available 417 Arcview, and its more 
sophisticated relative ArcInfo, 418,419 both developed by the Environmental Systems 
Research Institute, Inc. (ESRI: www. esri. com) are probably among the ones most 
widely used. 
Development of these systems has mainly focused on storing and presenting 
spatial data rather than on modelling or analysing relationships within them. 345,42° 
Often some other statistical package must be used in conjunction with GIS to 
effectively manipulate and analyse the data in more complex ways, e. g. to 
investigate evidence for heterogeneity and clustering, produce smooth area 
estimates for mapping and explore associations with potential area risk factors. 
4.5.3. Choropleth map 
For data gathered at some administrative unit with defined geographical 
boundaries, such as census data (usually collected at enumeration district level) or 
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geo-coded data such as mortality data (usually geo-coded by address or postcode 
that can be allocated to areal units such as enumeration districts or wards), the 
choropletli map is the most commonly used mapping style - and the one used 
throughout this thesis - due to its straightforward production in existing GIS 
software. This approach presents the distribution of some function of the data e. g. 
counts, rates or risks, calculated for each areal unit, in a number of groups of 
estimates each denoted by a different colour or shade "21 
There is an underlying simplifying assumption in such a presentation of the 
spatial distribution of the function of interest since the value assigned to each areal 
unit and assumed to apply smoothly across the whole of that area is only an 
aggregate value of a population of individuals that are not, themselves, smoothly 
spread across that geographical area. Furthermore, the number of areas usually 
involved does not allow presentation of each area's value separately. Therefore, a 
choropleth map further aggregates areas by classifying them into a small number 
of categories/ class intervals (for example, quintiles of the distribution of area 
estimates) and assigns a graphic value (i. e. colours, grey-tones or shading) to all 
areas whose values belong to the same class interval. The presentation of such a 
"simplified" picture of the spatial distribution of disease or mortality may 
therefore be influenced and in some cases even distorted (in addition to the data 
function mapped) by factors such as the geographical scale depicted, the 
classification scheme used, e. g. quartiles of values and even the colours and/or 
shades selected 422Each of these issues will be addressed in the sections below. 
4.5.4. Geographical and time scale 
An important consideration in producing a map of suicide mortality, or any 
mortality map, is the choice of the geographical unit of investigation. Larger areal 
units will have more deaths and produce more precise estimates than small areas 
with fewer deaths. However, large areas may hide important variation at a smaller 
scale. Conversely, while small areal units may approximate better the spatial 
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pattern under investigation, due to sampling variation, they may produce a 
"mosaic-like" picture that prevents a clear spatial pattern from being visualised. 
Monmonier's recommendation for the "conscientious analyst" and the "sceptical 
map user" in his very influential book "How to lie with maps" is to examine 
spatial patterns (and ecological associations) at more than one geographical level 
of aggregation 423 
Apart from geographical scale, time scale is also important. The choice of a time- 
period to map might be a result of both practical issues such as the rarity of events 
and timing/accuracy of census data availability and theoretical issues like latency 
and population mobility. The rarity of disease occurrence or mortality may require 
aggregating over several years to ensure more precise area estimates, especially at 
fine geographical levels. The choice of time-period may also be influenced by data 
availability on potential area risk factors, most often cross-sectional census data. 
But as people migrate, investigating long periods of time can bias ecological 
inferences. For example, the population in an area in 1998 may have not had the 
environmental influences in that area assumed by the levels in the 1991 census. 
Furthermore, hypotheses about latency periods, more relevant for example in the 
case of cancer incidence and mortality, may also be important in determining an 
appropriate time-gap for the effect of environmental factors on the outcome of 
interest and thus a time-period to investigate so as to ensure that area 
characteristics best represent the environmental experiences of the areas' 
populations. 
It should also be noted that there can be problems with quality of population data 
e. g. under-enumeration in the census, health data e. g. under-reporting as well as 
exposure data e. g. approximations to the risk factor of interest `24426 Furthermore, 
as administrative boundaries change often, mortality and exposure data may only 
be available at different geographies for which links are not always 
straightforward as their borders may overlap 427.428 
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4.5.5. Categorisation 
A further aggregation the choropleth map imposes on the data, mainly for the ease 
of presentation, is the grouping of areas within a certain range of values into 
categories /class intervals each represented by a different colour or shade on the 
map. Therefore, two vital decisions to be made are: (a) the number of classes 
shown (discussed here) and (b) the range of values allocated to each class (see next 
section). The danger associated with these decisions is that different classification 
schemes would produce different pictures all of which can be viewed as true but 
biased representations of the same underlying spatial pattern. 
To avoid aggregating values in categories, a classless choropleth map has been 
suggested. This is a map where an underlying mathematical relationship 
translates each algebraic data value to a graphical value of a different shade or 
colour intensity as a continuous variable 429.430 Whereas such a scheme is an exact 
representation of the spatial pattern, it can produce a picture which is hard to 
visualize (or remember) and draw inferences from. When dealing with a large 
number of areas, as is the case in this thesis, where even at the large level of 
aggregation (constituencies) there are 569 areas, trying to assign 569 different 
shades is problematic. 
To be effective, the map should communicate to the map reader the underlying 
value, at least approximately, in each area by means of the map's legend (i. e. value 
estimation or rate retrieval) and any regions on the map, or cluster of regions, where 
areas have similar values (i. e. regionalisation or cluster recognition). A large number 
categories may better approximate the true distribution but produce a needlessly 
fragmented map that inhibits a clear and easily remembered pattern whereas too 
few categories may produce a more clear spatial trend but one that is 
oversimplified 431,432 While advocates of the unclassed design argue that the 
human ability to distinguish shades is underestimated, it has been suggested that: 
"The threshold of differentiation for shadings is not known for colour or shades of 
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grey, but it is believed that seven or eight shadings in a spectral sequence 
approaches the limit for the average map readers" 433 
4.5.6. Cut-off points 
The second important consideration when deciding on categories is the choice of 
cut-off points or breaks for these categories. Standard GIS software offer a few 
options of automatic classification and they are the ones most commonly 
encountered in published maps. An example is the equal-interval scheme where 
the range of the values is divided in a number of equal length intervals. However, 
unless the data are uniformly distributed, this scheme might force the majority of 
data points in a single category and leave other categories entirely empty 
especially when a few outliers exist. Another commonly used scheme is 
percentiles where the distribution is broken up in a number of categories based on 
the rank order of the data points each containing the same, or at least similar, 
number of areas e. g. quartiles or quintiles. The number of areas in each group is in 
this case similar but the width of each class varies. This scheme is sensitive to the 
distribution of the data and risks grouping very dissimilar values in categories 
that are broad and heterogeneous. An alternative that makes better use of the 
statistical properties of the distribution of values is grouping values based on the 
number of standard deviations each value is away from the mean e. g. 1,2,3 or 
more standard deviations away from the mean. 
More complex approaches have been described that try to optimize the grouping 
of areas within "natural breaks", for example by assigning contiguous areas to the 
same group only if they show similar values i. e. incorporating evidence of spatial 
autocorrelation 42.436 These techniques were not thought to be of value to this 
thesis and were not discussed further. 
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4.5.7. Colour choice 
In a choropleth map, the graphical symbols used to class areas in groups is 
different colours or shades. In the absence of colour printing, grey-tones and 
shading were the only option of the past. There is evidence to suggest that people 
not only prefer colour to grey-tones, but colour also permits greater accuracy in 
map reading. 437 However, there are no standard guidelines on either style or 
colour choice and personal preference is probably the main criterion used by map 
makers. While the colouring presentation used can prove helpful in map reading, 
it can also be distracting, for example when a colour that is usually associated with 
high risk e. g. red is used to indicate low risk instead, or even deceiving when 
similar looking colours e. g. blue and green are used to indicate opposite ends of 
the distribution. 
Three of the commonly used styles in colour mapping include: 421 
(i) Diverging (or double-ended): The two ends of the distribution are marked by 
different colours that become lighter as they approach the middle category which 
is usually given a neutral colour e. g. blue/white/red, or purple/grey/green. 
(ii) Sequential: A single colour takes different lightness to represent the scale of 
the distribution. A grey-tone map belongs to this category. Others might include 
red to yellow and purple to blue. 
(iii) Spectral: The distribution is represented with many colours like a rainbow 
spectrum e. g. red to orange to yellow to green to blue to purple. 
Of these different colour schemes, diverging schemes prove better at map reading 
both with respect to value estimation (the ability to assign an approximate value to 
each area) and regionalisation (the ability to identify spatial patterns) 437 
Furthermore, diverging schemes place equal emphasis on extremes and facilitate a 
clear recognition of the relative order of categories below or above the mean. 
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In his studies on guidelines for selecting colours for maps, Brewer discussed 
several properties/ problems of colours such as unfortunate choices for colour- 
blind readers or unavoidable associations e. g. red-danger and green-safe 438,439 
Others include (a) colour naming confusions such as red often being described as 
orange and blue as green and (b) contrast confusions i. e. colours that seem to 
change in appearance due to the surrounding colours for instance grey looks 
yellow when surrounded by blue. Amongst several combinations of basic colours 
for a diverging scheme, only four were found to be free from all of these potential 
confusions: (i) red/ blue, (ii) orange/ blue, (iii) orange/ purple and (iv) yellow/ 
purple. 
4.6. Smoothing maps 
To produce more stable estimates across a map, and avoid several of the problems 
associated with mapping raw SMRs (see section 4.3.4), a range of approaches has 
been proposed to filter out random noise introduced by small numbers and produce 
a "smoothed" map of estimates that aims to bring out a simplifying impression of the 
overall spatial pattern over the surface of the map. The section will discuss how 
introducing heterogeneity and/or spatial structured random effects to the Poisson 
model can be used to smooth maps. First, however, it provides a brief discussion 
on other commonly used smoothing alternatives. 
4.6.1. Mean-based methods 
At its simplest form, smoothing of the observed area rates, can take the form of an 
average (or weighted average) of neighbouring values. For example, for area i, 





where Zj are the SMRs of all other areas and wij a spatial proximity matrix with 
values 0 and 1 based on adjacency or some other proximity/ distance measure. A 
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special class of mean-based methods is kernel smoothers. A kernel smoother is a 
weighted average of neighbouring SMR with weights as a function of the distance 
between each pair of areas and a constant (the bandwidth), that controls the 
amount of smoothing 44° 
4.6.2. Median-based methods 
Based on the success of median-based approaches with time-series data to remove 
spikes (isolated high or low values) but keep edges (areas of abrupt transition 
from low to high values), Tukey and Tukey proposed the use of median-based 
algorithms for spatial data 441 One such algorithm is the "headbanging" 
algorithm. 44Z 443 This is based on selecting neighbouring areas to form a set of 
collinear (or nearly collinear) triples with the area to be smoothed forming the 
centre point. The median of the set of the lower values and the median of the set of 
the higher values are determined. Then, the median of these values: the high, the 
low and the actual value, is the new estimate. This way, the original value remains 
unchanged if it lies between the high and low median points. This process is 
repeated for a number of iterations over the whole study area. Such, or some 
modified version of, median-based algorithms have been previously used to 
produce smooth maps for health outcomes, 158- and suicide mortality in 
particular 137 
4.6.3. Geo-statistical methods 
Methods originally developed to interpolate from known values and predict new 
values at unsampled geographical points in a continuous space have been also 
used to smooth maps, for example kriging and splining. 358 Kriging is a family of 
regression techniques that use a weighted moving average interpolation to 
produce the optimal spatial linear prediction. Splining, on the other hand, fits a 
series of polynomials (curvature surface) over the study region. There is an 
extensive literature on such methods and their extensions, for example see Cressie 
(1990) for a useful introduction 445 Such methods, due to the fact that they are 
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designed to interpolate and not to smooth maps, do not ensure they will not 
produce negative area estimates, at least in their standard form» 
4.6.4. Spatial filters, ratio smoothers and other algorithms 
Several smoothing algorithms have also been developed. For example, Rushton 
and Lolonis' "spatial filter" that applies a circular window of constant geographic 
size centred at each area's centroid over the study area and estimates each area's 
rate as the observed rate within that circle 447 Modifications of this approach 
include applying larger circles in rural areas so as to adjust for differering 
population size448 or smoothing the numerator and denominator of rates in each 
area separately 449,450 
A different approach altogether was taken by Cislaghi et al (1995) who developed 
the iterative random partition estimator (IRP) to produce a smooth map of lung 
cancer in the Emilia-Romagna region in Italy (1982-1988). 451 Their technique is an 
iterative procedure that considers, and chooses from, all possible groupings of the 
basic spatial units into clusters of similar rates. In the absence of evidence of 
heterogeneity across the study area, all areas would in this way be assigned to the 
same group, thus producing a "flat" map. A similar iterative approach was, in 
fact, used to produce a map of contrasting zones of areas with similar levels of 
suicide rates across districts in Lower Normandy in France 143 
4.6.5. Random effects 
When all known and observable confounding variables, e. g. age, sex or socio- 
economic characteristics, are included in the estimation of rates or SMRs, the 
estimates are assumed to depict the true variation across the surface of the study 
areas. A different approach to producing smooth estimates across the map is to 
remove the random component from the map (the variation expected under 
Poisson model assumptions) and assume that the distribution of the true rate 
ratios are a collection of random effects with some defined probabilistic structure. 
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While most of the smoothing techniques mentioned above are used in isolation as 
a means to an end in producing a smooth picture, random effects modelling are an 
extension of the Poisson model. For example, a Gamma distributed random effects 
term can be added to the Poisson model to capture the extra amount of variation, 
i. e. evidence for heterogeneity, as described in section 4.3.6. 
A frequentist approach requires integrating over random effects to obtain and 
maximise the marginal likelihood 452 Simple forms of random effects such the 
Poisson-Gamma model for heterogeneity offer a natural choice since the resulting 
marginal distribution is a negative Binomial. However, for more complex 
structures, for example introducing random effects with a spatial structure i. e. 
evidence of clustering in the extra-Poisson variation, a Bayesian approach 
probably offers a more accessible framework especially due to recent development 
of Markov chain Monte Carlo (MCMC) estimation methods and related software 
such as winBUGS. 
Bayesian framework 
Assume that the quantity of interest is described by a probability model, the 
likelihood of the observed number of cases, 0 given 0, the true rate ratio, [0101. 
Each SMR is the MLE of the true but unknown area rate ratio 0. Instead of 
estimating these rate ratios as fixed effects, we can quantify the uncertainty about 
the unknown area rate ratios by ascribing them to a probability distribution (in 
Bayesian terms a "prior belief"). Thus, assuming the area rate ratios 0 are random 
effects with a probability distribution n(0), then we can update our prior beliefs 
about the unobserved 0 conditional on what is observed, [010] (the posterior 
distribution) 453 This summarises to the basic principle of Bayesian inference: 
prior belief " likelihood cc posterior estimates 
or 
r(©) . 1(010) cc p(© 10) 
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This is therefore a form of compromise between the observed data and our belief 
about the distribution of the true area rate ratios. For example, a strong prior belief 
about the distribution of rate ratios over the map attaches higher weight to what 
would be expected a priori and updates what is observed based on the prior belief. 
Similarly, a vague prior belief gives more strength to what is observed. 
Empirical or Fully Bayesian estimation 
The prior belief about the distribution of the true area estimates can be given some 
probability distribution n(0 I y) with a vector of parameters y- often called 
hyperparameters that themselves can be given some probability distribution - the 
hyperprior. Then, in Molli'e's simple notation, 454 the joint posterior distribution of 
[0, y 10] is proportional to [O 10] [01 y] [y]. The posterior marginal distribution of 
[0 10] is of interest. This requires analytic approximations or evaluation of 
complex integration over the joint posterior distribution with respect to y. The 
development of Markov Chain Monte Carlo methods (MCMC) have now 
facilitated fully Bayesian estimation since these methods can sample directly from 
the full joint posterior distribution [0, y 101 and therefore from the marginal 
posteriors [0101 and [y 101 (see section 4.9 for more details on computational 
aspects) Alternatively, empirical Bayes techniques approximate [0101 by [01 O, y*] 
conditional on y* a suitable set of estimates of y, estimated from the observed data. 
Maximum likelihood estimation of a Poisson model with Gamma random effects 
(i. e. negative Binomial) is, in effect, equivalent to empirical Bayes estimation. 
Estimates for 0 are obtained by a measure of location of the (approximate) 
marginal distribution, usually the posterior mean evaluated at y*: E[0 I O, y*]. 
Other measures of locations can also be used e. g. posterior mode or maximum a 
posteriori (MAP) estimate, which maximises the posterior distribution with 
respect to 0.455 Methods like this have been described as "shrinkage" estimators 
because the "shrink" the maximum likelihood estimator towards some prior 
mean. The next section (4.7) will examine the development of the idea of 
"shrinkage" in the disease mapping framework from its origins, the James-Stein 
estimators in classical statistics to its current Bayesian applications. 
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4.7. "Shrinkage" 
In addition to problems of multiple comparisons (since each SMR is calculated 
independently), it has been shown that while each SMR is the MLE for the true 
rate ratio O for each individual area, taken together, the SMRs are not necessarily 
the best estimates for the entirety of Os. A way to choose a set of estimates for the 
entirety of Os is to minimise the expected squared error, ESE= bias2 + variance. 
This indicates that a trade-off should be made between introducing bias in the 
estimation and reducing the variability of the estimates. It can be shown that by 
assuming random effects for the distribution of the true but unknown 0 and 
incorporating that prior belief in our estimation, the new set of estimates can have 
a lower expected (or total) square error than the set of the SMRs 456 
4.7.1. James-Stein estimators 
James and Stein457,458 showed the existence of estimators with lower total squared 
error loss than the MLE in simultaneous estimation of normal means. Let Y; be a 
vector (Y1,..., Yk) and assume that independently Yi I 6; - N(6;, 02) where o2 is 
known and Oi is a fixed vector of unknown parameters but with known means 
pi=p. The MLE of O is 6; '=Yi. 
For k? 3, it can be shown that the best estimator in terms of total square error loss 
is the James-Stein estimator: 
61 Js =p+ (1- B)(Y - p) 
=Bau+(1-B)Yi 
where B= 
(k - 2)o 2 
', (Yi -ßt)2 
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This is a weighted mean between the MLE, Yi and the known mean p of the true 
Of s. While the Y; s are independent, a better set of estimates is achieved when 
these are considered together in the estimation. 
Such an approach of considering the ensemble of the estimates was first used by 
Efron and Morris to calculate smooth regional estimates of toxoplasmosis rates in 
El Salvador 459,460 They constructed a James-Stein estimator when assuming p, the 
true mean of the 0; 's, is unknown and estimating it from the data as P'=E[Y; ]= Y, 
the overall mean. For k? 4, the Efron-Morris estimator is: 
OEM 
=Y+(1-B)(Yý-Y) 
= BY + (1- B)Y 
where B- 




Therefore, a weighted mean between the MLE of the rate Yi in area i and the 
overall mean Y is a better estimate for area i than the conventional MLE. 
4.7.2. Bayes estimators 
The James-Stein estimator (or the Efron-Morris estimator) is in effect the same as 
the posterior estimate obtained when adopting a Bayesian setting of Gaussian/ 
Gaussian distributions for the prior beliefs/likelihood 453-461 This section 
demonstrates this relationship. 
Start by assuming that some observed Y; 18i - N(6;, a; 2) with conditional mean 
E[Yi I 6; J=6i and known conditional variance, say Var[Yi 16; ]= a; 2. Now, assume that 
O is not a fixed but a random effect with prior density OI- N(p;, T i2) with known 
prior means E[Ai]=p; and known variances Var[6; ]=z; 2 (our prior belief about the 
true distribution of the Y; s) 
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Then, it can be shown that using the basic Bayesian principle the posterior 
distribution of O given Y; is also Normal, OI Yi -N (W; p; + (1-W; )Y;, (1-W; )o? ). So 
that the best estimator OB for O is the posterior mean: 
61 8 =Wpi+(1-W) Y 
6i2 
where Wi= Tit + 6i2 are a set of weights. 
The higher the variance of Y;, o; 2 (or the lower the variance of the ©i, z; 2) the higher 
the weight W. Therefore, the less precise Yi is (or the more accurate our prior 
belief about its true estimate 6; is) the more the posterior estimate is weighted 
away from the observed estimate towards the true mean of O. The James-Stein 
estimator (or Efron-Morris estimator) is of the same form for known common 
means pi=p (or estimated overall mean p') and Wi being estimated by an unbiased 
estimator, B;. (details pp. 84-87 in Carlin and Louis, 1996462) 
4.7.3. Linear Bayes estimators 
In the disease mapping framework, Y; can be area i's observed rate and ©; the 
unknown true rate. An obvious simplification is to assume that the prior means, 
pi=p are all equal. If the true mean p is unknown (or we are not willing to make a 
guess), it can be estimated from the observed data. For example, following from 
the scenario above, the marginal MLE for p isp' = Y, the pooled mean rate across 
all areas. In which case, the estimator becomes: 
61 "= MY + (1- WW)Y, 
-a weighted average between the observed estimate in each area i and the global 
mean. Because of the linear relationship between the observed estimate and the 
global mean, these estimators are commonly referred to as linear estimators. 
Marshall used such'a linear Bayes estimator to provide better map estimates for 
infant mortality rates across census' area units in Auckland, New Zealand 463He 
assumed constant but unknown p and z2 for all areas i and used a distribution-free 
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non-iterative method of moments to estimate them from the data. Although in the 
original study area rates were used, calculation for area rate ratios, Z, _' (the 
SMRs) is shown here. An unbiased estimator of p is the global weighted mean: 
Z Z, E, Z O, 
ZE, 
rI 





It can be shown that an estimate for t2 is: ri2 = s2 -l or z'Z =0 if this estimate rEi 
i 
is negative (see Appendix A for more details on calculation). 
So, the estimator becomes: 








1 E; Ei 
This results in higher shrinkage towards the global mean the more homogeneous 
the raw area estimates are (the lower s2 is) or the lower the expected cases are, and 
therefore the less reliable the raw estimate is. The estimator can also be used to 
"shrink" area estimates towards a local, rather than the global, mean by estimating 
the prior mean and prior variance only over a set of neighbouring areas. Due to its 
simplicity, the linear Bayes approach is appealing since it requires no specification 
of the prior density (estimation is by approximate method of moments and not by 
marginal maximum likelihood estimation). However, this approach can only 
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calculate point estimates with no standard errors for these estimates. Furthermore, 
in comparison to maximum likelihood approaches, linear Bayes estimates are 
usually more conservative i. e. they give more weight to the observed estimates 
rather than the global mean resulting only in a small amount of "shrinkage"383 
4.7.4. Empirical Bayes estimators 
While linear Bayes estimators, such as the estimator described above, are empirical 
in nature since they estimate the unknown set of parameters from the data, in this 
section we refer to methods that assume a prior distribution for the unknown true 
6 with some vector of parameters y and estimate these from the observed data by 
marginal likelihood maximization techniques. A number of empirical Bayes 
examples have been described that depend on the choice of the prior 
specifications 464-467 
Parametric priors 
The basic Poisson model for counts Oi 18i - Poisson (E; ©; ) assumes that if O is the 
true but unknown rate ratio in area i, then Z, =q, the SMRi is the MLE of Oi. E, 
Parametric approaches treat Oi as a random effect that can be described by some 
predefined probabilistic structure i. e. in a Bayesian framework a prior belief about 
their distribution. 
As discussed in section 4.3.6, the most intuitive choice for the prior distribution of 
O is the Gamma distribution as it is a conjugate to the Poisson. Then, the posterior 
distribution of the observed Oi is a negative Binomial (i. e. a Poisson distribution 
with extra-Poisson variation). What is of interest is the posterior distribution of the 
true area rate ratio 6; conditional on the observed O. A Poisson likelihood and 
Gamma prior assumptions lead to the simplest form of an empirical Bayes 
globally smoothed estimate of the areas' rate ratios. Following the notation of 
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Clayton and Kaldor, 4 the true 8i's are identically and independently distributed 
Gamma distribution with scale and shape parameters a and v, so: 
9; - Gamma(v, a) with mean v and variance V. 
a a2 
It can be shown that distribution of O conditional O; is also a Gamma distribution 
with scale (E; +a) and shape (Oi+v) and the posterior estimate of the rate ratio Oi 
conditional on Oi is: 
Oi+v O EB = E(gi 0; a, v) 
Ei +a 
If O; and/or Ei are small, then the empirical Bayes estimate is pulled towards our 
prior belief for the average estimate of the true rate ratio across the whole study 
area. If Oi and/or Ei are large then the effect of the adjustments of a and v is 
relatively small. Kaldor and Clayton gave a heuristic justification for this 
"shrinkage" towards the global mean: assuming that data for an area were 
missing, the global mean would be the most obvious choice to estimate the 
missing area parameter. 342 Similarly, following their argument, when there is 
evidence of spatial autocorrelation, the local mean would be, perhaps, an even 
more sensible choice - this is discussed in the context of extending these models to 
include random effects with a spatial structure in section 4.8. 
Empirical Bayes estimates for 0,0' can be calculated for estimates v' and a' of v 
and a obtained by maximising the marginal likelihood (the unconditional negative 
Binomial distribution of O; ) with respect to both a and v. A simpler iterative 
procedure of obtaining estimates for v and a based on mixed marginal likelihood 
and a moment approximation for the variance v/ a2 was also described 463,46s, 469 
This approach was previously used to globally smooth suicide rates across 
districts in England and Wales 130 
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If this estimate is written linearly as a weighted average between the prior mean of 
the A's, 
a 
and the MLE for each area i, ', as in: El 




where W, =a E, +a 
it is of similar form to a linear Bayes estimator with p= 
v 
and r2 =2 (see 
aa 
footnote i for more details). However, in contrast to a linear Bayes estimator, these 
parametric empirical Bayes methods not only yield good point estimates for 0, but, 
conditional on specific values of the hyperparameters, they can also provide 
confidence intervals for these estimates 470.471 Unlike in a fully Bayesian 
estimation, no allowance is made for uncertainty in the hyperparameter estimates 
and thus empirical Bayes confidence intervals underestimate the variability of the 
true estimates of the area rate ratios 47z, 473 The true variance of the posterior 
estimate is: 
Var[0; I O; ] = Ey I o[Variance(©; I O;, y)] + Vary I o[E(6; I Oº, y] 
Empirical Bayes (or "naive") confidence intervals are based on Var[O I O;, y*], 
which approximates the first term but ignores the second term of the equation. 
Ways that have been proposed to adjust these confidence intervals include Morris' 
method of inflating the variance464or Laird and Louis' method of bootstrapping 
the observed data 474 
Although, this simple Poisson-Gamma empirical Bayes estimator can be adjusted 
for the effect of area covariates, it cannot easily be extended to allow for spatial 
In the linear Bayes estimator: 
/t' v 
a- 
'2= Er = 
aE, 
r'2 +Ui2 2+v+V 
E; aE, a2 
_a after simplifications 
a+E i 
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structure between areas i. e. when smoothing towards a local rather than the global 
mean. This can, however, be achieved within a multivariate normal prior for the 
logarithm of the true rate ratio, log(0j) - equivalent to the log-link function in the 
GLM model. We will return to a more detailed discussion on the Poisson- 
logNormal model in the context of modelling spatially structured random effects 
in the following section (4.8). 
Non-parametric priors 
Non-parametric methods have also been proposed for the calculation of empirical 
Bayes estimates 366,475 These approaches avoid making assumptions about the 
underlying distribution of the true area estimates. Instead, they assume that the 
posterior rate ratio belongs in one of finite number of points. For example, ©1... ©M 
different points are assumed for the true rate ratios and each has a probability of 
pi... p1, EM pj =1. Denote that non-parametric distribution with P. Then, the joint 
distribution is a weighted sum of Poisson densities for each area i: 
f (Oi, Ei, P)=ZM pj f (O;, Bi, e) 
Maximum likelihood estimates for the unknown area parameters Off, the mixing 
probabilities pj and the number of components M can be obtained by suitable 
algorithms 476 C. A. MAN. (Computer Assisted Analysis of Mixtures)477and 
DismapWin (specially designed for computing and mapping mixture models)478 
are software packages that provide such algorithms. With suitable estimates, the 
probability of each area i belonging to the Mth group of 0's can be calculated using 
the Poisson assumption for the observed cases and calculating the relevant 
number of expected cases for that area. Each area is assigned to group 0M for 
which it has the highest probability of belonging. The posterior estimate of the rate 
ratio can also be obtained by summing over all possible cases. Examples where 
mixture models have been used in disease mapping include maps of lung cancer 
mortality in women across small-areas in Germany479 and several leading causes 
of mortality across districts in The Netherlands 480 
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Often, both parametric and non-parametric empirical Bayes have been employed 
and compared within the same dataset 481,482 While non-parametric methods 
have 
the advantage over parametric methods for avoiding any assumptions about the 
distribution of the underlying true area parameters, they were found to perform 
generally worse when compared to parametric empirical Bayes methods 367 
Furthermore, while the non-parametric models can be extended to adjust for area 
covariates, spatial structure cannot be easily modelled within a mixture model 
framework 483 
4.8. Modelling spatial relationships 
Ecological bias is a major and well-documented problem in spatial studies of 
disease 486 It was first pointed out by Robinson who showed that the total 
correlation between two variables at an ecologic level can be expressed as the sum 
of a within-group and a between-group component 487 A possible between-group 
confounder is geographic location. If associations under investigation differ by 
geographic location, failure to take that into account may produce false 
conclusions. Biggeri et al demonstrated the effect of not controlling for spatial 
location on the association between hypothetical male suicide rates and 
unemployment rates across 30 areas 488Their simulations showed that even with a 
strong north-south spatial gradient in both suicide and unemployment rates, there 
might be no evidence of a global relationship. 
Furthermore, when investigating the ecological association between outcome and 
exposure, some of the observed geographical variability may be explained by 
known area risk factors with a similar spatial structure. Any unexplained 
variability may be a result of spatially unstructured random effects (e. g. within- 
areas "frailty"effects or heterogeneity). The residuals are then assumed to be 
uncorrelated under the basic Poisson model (at least for non-infectious diseases). 
However, unexplained variability may exhibit a spatial structure as a result of risk 
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factors that are either unknown or were unaccounted for. Such hidden 
confounders, will leave autocorrelation in the residuals 489 Thus, modelling 
possible spatial dependence between areas can control not only for the possible 
differential effects of geographic location but also for such unknown spatially 
structured risk factors. 
The previous sections only presented smoothing techniques, and in particular 
Bayesian estimators, that "shrink" area estimates towards the global mean over 
the study area, therefore assuming that any extra-variability is a result of spatially 
unstructured random effects. This section will concentrate on the formal 
modelling of spatially structured random effects i. e. smoothing towards a local 
mean rather than the global mean to adjust for spatial autocorrelation between 
neighbouring areas. 
4.8.1. Generalised Linear Mixed Models 
The basic Poisson-Gamma random effects model: O; I ©i- Poisson(E101), where 
the true rate ratios O- Gamma(v, a) although mathematically convenient is 
restrictive in that it cannot be easily extended to incorporate spatial structure in- 
between areas. A logNormal model for the distribution of O is, however, more 
flexible i. e. assuming that the logarithm of the random effects is normally 
distributed with some variance OH2 that describes the true variability in the rate 
ratios. The model then becomes: 
Oi I ©; - Poisson(E, ©; ) 
where log O= Hi 
and H; - N(0, QH2) 
As before, this model can be extended to include area covariates X; in a log-link 
linear function: 
log O= ßo + 3x1 + H1 
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where the covariates act multiplicatively on eßß, the overall rate ratio, and eHi is the 
residual rate ratio in each area after adjusting for the overall mean and known 
covariates. This class of models is called generalised linear mixed models as they 
contain a mixture of fixed and random effects 490' 491 
The error structure can be then decomposed into two random effects: a spatially 
unstructured random effects term and a spatially structured random effects term. 
This is the so-called convolution model: 492 
loge; =ßo+ßxi+U; +Si 
where U; and Si, the spatially unstructured and structured area-specific random 
effects respectively are assumed to be independent. 
The unstructured random effects can be defined as previously i. e. U; -N(0, ou2) 
where out, the unstructured component of variability, reflects the amount of extra- 
Poisson variation (or heterogeneity) in the data. The structured random effects 
term needs to be defined in a way that allows for spatial dependence between the 
error terms Si and Sj, ij in either neighbouring areas or based on some other 
distance measure. Two different approaches have been mainly used: (a) either to 
specify the joint distribution of S={Si,..., S} (simultaneous autoregressive model - 
SAR) or (b) the conditional distributions Si I Si where Vj and i, j=1,..., n (conditional 
autoregressive model - CAR) 493-495 
Simultaneous autoregressive model 
A simultaneous autoregression model (SAR) specifies the joint distribution of 
S={S,,..., SI, }. In its simplest form, this is defined by N simultaneous equations: 
Si=pjW1Sý+e,, i=1,... N 
where p is the overall spatial dependence and c; are independent normally 
distributed variables. Matrix Wij is an nxn proximity matrix defining the spatial 
relationships between areas where the weights needs to be standardised so that all 
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rows sum up to 1. This can be simply specified as a first-order adjacency matrix 
with wig=1/(number of neighbours) if areas are adjacent and w; j=0 otherwise, as 
commonly used in the calculation of spatial autocorrelation statistics. However, 
other forms can be chosen, for instance, weights based on distances between areas, 
travel times or shared boundary length. 
Conditional autoregressive model 
The conditional autoregression model (CAR) defines the conditional distribution 
of S; I Sý, i#j and i=1,..., n as Normal with mean and variance that depend on values 
only in neighbouring areas i. e.: 
E[Si I Sý, iOj] = jwijsJ 
cZ 
Var[S; I Sy i#j]= Ei wy 
In the case of a simple 0-1 adjacency matrix (i. e. weights take the value 1 if areas 
share a border and 0 otherwise), the model implies the mean of the rate ratio in 
area i conditional on its neighbours is a simple local average. The parameter os2 
controls the overall variance of the spatially structured random effects Si but in 
each case the variance is inversely proportional to each area's number of 
neighbours. Due to this conditional formulation of the spatially structured random 
effects, the two components of variability in the model are not directly 
comparable. Fully specified conditional autoregressive distributions are available 
within winBUGS 496 In fact, the CAR formulation of the model within a Bayesian 
framework is currently the most feasible way to estimate the locally smoothed 
parameters of such models. 
Spatio-temporal extensions 
GLMM can be extended to investigate temporal and spatio-temporal effects, for 
example, to study geographical variation in trends of disease or mortality 97 A 
simple form of the model for areas i and time-periods t can be: 498 
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Oit - P(EitOit) 
logOit=(ßo+(pi)+(5+ i)t 
where ßo is the mean log-rate ratio, S is the mean linear time-trend over all areas 
and q and Vi can either be unstructured or structured variability (that are given 
the same prior form). This model includes an area effect, a general time trend and 
an area-time interaction, i. e. a time trend that is allowed to vary across areas. 
Similar extensions have been described that investigate different spatial patterns 
in time, 499estimate time- or area-dependent covariate associations, ßtXit or ßiXit 135, 
500-5,02or adjust associations for temporal correlation with a first-order 
autoregressive error term 
4.8.2. Multilevel modelling 
In parallel to the development of Bayesian approaches, it has been shown how the 
spatially structure component in a GLMM can be defined within a multilevel 
modelling framework- 505and can therefore be estimated in MLwiN using 
iterative generalised least squares. 5506The spatially structured error can be written 
as the weighted sum of a set of independent random effects ý-*: 
S= Zij ' 
where Sý* is the effect of area j on area i and z; j specifies the relation of area i to area 
j. Weights zij can be either the distance between them or an indicator of adjacency 
standardised so that rows sum to 1 i. e. zig = 1/ (neighbours of i) if i and j are 
adjacent and 0 otherwise. In effect, this model treats each area (level 1) as nested 
within its neighbourhood (level 2). The approach is an empirical Bayes one since 
the random parameters are estimated from the data. Development of multilevel 
techniques for modelling spatial structure within M1wiN was concurrent to the 
production of this thesis and such a tool was only included in the latest version of 
M1wiN 2.0.414, At the time of producing this thesis, drawbacks included the lack 
of flexibility with prior models and the need for bootstrapping to obtain an 
empirical distribution for the area parameters. 
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4.8.3. Auto-Poisson models 
A different approach to modelling spatial structure in the basic Poisson model is 
to introduce autocorrelation directly at the area variable level rather than the error 
term. The basic auto-Poisson model reads as: 
O; I OjEs - Poisson(pi) 
with log-link function: 
log pi = log Ei + ßo + ßXc + 4-¬A öijOj 
where 0 in the set of neighbouring areas and 5g is the spatial interaction term 
between area i and j. This class of auto-Poisson models assumes that the observed 
number of cases in area i conditional on all neighbouring areas follows a Poisson 
with mean that depends on the correlation between area i and its neighbours 508 
This formulation is well-suited when disease or mortality in area i is assumed to 
be a consequence of the direct influence of events in surrounding areas, for 
example in an infectious progression of a disease. For an overview of these 
models, and their extensions, see Biggeri et al4 and Ferrandiz et al -" 
4.9. Computation, specifications and diagnostics 
Inference about posterior parameters in fully Bayesian models is achieved by 
estimating and maximising the posterior marginal distribution of [010]. Empirical 
Bayes methods avoid this by only approximating the posterior marginal 
distribution at a measure of location such as the posterior mean estimated from 
the observed data. Maximisation requires analytic approximations or numerical 
evaluation of complex integrals (section 4.9.1). However, development of 
stochastic alternatives such as Markov Chain Monte Carlo (MCMC) methods and 
related software e. g. BUGS (an acronym for Bayesian inference Using Gibbs 
Sampling) avoid previous methodological complexities of maximisation 
procedures and allow the implementation of more complex GLMM models in a 
fully Bayesian framework - where estimated are sampled directly from the full 
joint posterior distribution and not conditionally upon a set of empirical estimates 
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obtained by maximisation from the observed data (section 4.9.2). Several 
considerations remain with respect to the implementation of such models as: (i) 
they may be sensitive to chosen specifications, for example prior distributions and 
parameters (see section 4.9.3), (ii) inference depends on effective convergence of 
the Markov Chains (see section 4.9.4) and (iii) there is lacks good diagnostic 
measures such as statistics for goodness of fit, model comparison and selection 
(section 4.9.5). 
4.9.1. Maximisation approaches 
Maximisation approaches include using the EM (expectation - maximisation) 
algorithms or approximate quasi-likelihood maximisation techniques. Such 
techniques are successful in locating the posterior mode of interest but they do not 
provide full information on the posterior distribution. Clayton and Kaldor's 
widely cited study of lip cancer in Scotland - one of the earliest and most 
influential studies to make use of these techniques in a disease mapping context - 
used an EM algorithm to fit an empirical Bayes CAR model 4' Data from the 
original study were subsequently extensively refitted using a range of different 
computational methods. For example, Bell and Broemeling compared several 
techniques to implement a CAR model within this dataset including their own 
proposed method of directly resampling from the posterior distribution 510 Other 
algorithm-based maximisation techniques include using a Newton-Raphson 
algorithm at the M step of the procedure (rather than direct search as in Clayton 
and Kaldor's case) as in Mollie and Richardson's empirical Bayes CAR and SAR 
models of cancer mortality in France 493 
Approximate likelihood methods for estimating the random parameters within a 
GLMM framework include: the penalised quasi-likelihood (PQL) originally 
proposed as an approximate Bayes procedure by Laird511 and the marginal quasi- 
likelihood (MQL) proposed by Goldstein within a multilevel modelling 
framework 512 Such methods use some modification of the likelihood to be 
maximised by an iterative reweighted least squares algorithm. These approaches 
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were reviewed by Breslow and Clayton, and although they are computationally 
flexible, they do not easily allow for confidence intervals of the random effects to 
be estimated 513 
4.9.2. Stochastic approaches 
Monte Carlo Markov Chain (MCMC) methods is a class of stochastic analogues to 
these maximisation methods 514,515 Instead of approximating and maximising the 
posterior distribution, these methods draw large samples from the posterior 
distribution of interest and use Monte Carlo integration to approximate 
parameters as sample averages for a measure of location - usually the posterior 
means. A large sample can be obtained by successively sampling from the joint 
posterior distribution of the parameters in the model i. e. the distribution of each 
parameter given the data and all the remaining parameters in the model. This is 
done by simulating a single or multiple Markov chains that have the target 
posterior distribution as their stationary distribution when they converge. 
A Markov chain is a stochastic process tXn, n=0,1,2, ... 
1 where Xn=i is the state 
where the process is at time n. It is assumed that there is a fixed probability P; j that 
the process will be in state j next. Thus for any initial state Xo = io, 
P(Xn+1= jI Xn = i, Xn-1= in-i, ... X1= ii,, Xo = 
io) = Pij 
In other words, the conditional distribution of future state X+1 given all the past 
states Xo, Xi,..., X_l and present state X is independent of any past states and only 
dependent on the last state the process was at. 
Such Markov Chains can be constructed using the Metropolis-Hastings 
algorithmsl&518 or Gibbs sampling -a special simple case of the above class of 
algorithms introduced by Geman and Geman as an MCMC tool for image 
restoration 519 This iteratively simulates p (01 y) - the posterior distribution of the 
area estimates conditional on the observed data - by performing a random walk 
on the vector 0= (6;,... ©n) and at each time t, sampling each ©i in turn conditional 
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on all the other Os in time t-1, the current values of all remaining parameters to be 
estimated, essentially p (O 18_; (t-1), y). 520521 
BUGS is a software package developed for MCMC simulation models, primarily 
using Gibbs sampling, to represent and apply a wide class of full Bayesian 
probability models 349,5iß, 5 Several studies in the literature have used BUGS (the 
earliest released programme-based version)522and winBUGS (the current 
windows-based version)4% to model spatial random effects in GLMM hierarchical 
Bayesian models such as those described here. Examples include the study of 
Hodgkin's disease across French departments 34° larynx cancer across wards of the 
North West Thames region3O and suicide mortality across London wards. 118 
4.9.3. Priors and hyperprior specifications 
While conjugate distributions where traditionally chosen as priors since they are 
computationally convenient and lead to a posterior of the same family (such as 
Poisson and conjugate Gamma leading to negative Binomial), MCMC methods 
have permitted the use of a wide range of prior distributions. Implementation of 
GLMM model in a Bayesian framework requires specification of a prior 
distribution for the random effects with some vague parameters (the 
hyperparameters) that may also be defined probabilistically. For example, in the 
convolution model where the logarithm of the true rate ratios are the sum the 
overall mean ßo, U; - spatially unstructured random effects, and S, - spatially 
structured random effects (with Normal and CAR prior distributions 
respectively). The hyperparameters OH2 and os2 control the amount of variation in 
each of the two types of random effects. Their precisions (the inverse of the 
variances, as commonly parameterised) can be given some vague hyperprior 
Gamma distribution with mean 1 and large variance., for example, the commonly 
used Gamma(0.001,0.001). 
131 
Due to this hierarchical structure (displayed below), these models are often called 
Bayesian hierarchical models: 
O; 16; - Poisson(E; 6; ) 
where log O =130+ U; + Si, 
where Ui - N(0, au2) and Si - CAR( 
L. jWij 
sj 
, as2) Wy 
where ou -2 and os -2_r(0.001,0.001) 
Bernardinelli et al, advocated the use of more realistic priors 524 Although a "true" 
Bayesian might argue that this is in effect against the Bayesian philosophy of not 
using the data twice, they suggested empirical ways of choosing prior/hyperprior 
specifications that can be more intuitive, and easily comprehensible, for example a 
distribution that contains the range of variation within which we would expect to 
see, say 90% or 95% of all area rate ratios. Alternatively, the hyperprior 
specifications for the prior distributions can be chosen empirically, for example, 
the observed variance can be used to represent the prior belief about the mean of 
the variance of the random effects out or os2 but assign high uncertainty on this 
estimate in the hyperprior distribution. 34° Nevertheless, assessing the effect of 
choosing different prior specifications in sensitivity analyses probably remains the 
most reassuring approach. 
4.9.4. Convergence statistics 
Inferrence depends on successful convergence of the Markov chain to its 
stationary distribution - the posterior distribution of interest - before samples can 
be drawn. Initial iterations should be discarded up until convergence has been 
reached. The length of the run, also called "burn-in", that should be ignored is not 
fixed and some models take more time than others to converge. We should, 
however, note that unlike bad convergence, slow convergence is harder to identify 
as it is possible for a chain to never reach the target distribution but remain in a 
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region for many iterations, possibly influenced by the starting specifications. In 
fact, Eberly and Carlin drew attention to the fact that, unlike when only one type 
of random effect is fitted, in a convolution model with both unstructured U and 
structured S random effects, slow convergence in at least one of the components of 
variation may signify poor convergence of the model in general 525 
A variety of formal convergence diagnostics have been proposed. Some involve 
checking convergence of a single Markov Chain, such as Geweke's statistic, 526 
while others focus on comparing a number of chains with different starting points 
such as Raftery and Lewis' method 527 One of the most commonly used of the 
latter group is the R-statistic as proposed by Gelman-Rubin528and modified by 
Brooks and Gelman 529 winBUGS versions 1.3 and 1.4 incorporate the R-statistic 
(the modified Gelman, Brooks and Rubin diagnostic) in their routine output. 
However, it can also monitor and record the chain runs to calculate a range of 
other diagnostic within CODA (Convergence Diagnosis and Output Analysis 
software using Gibbs Sampler output) -a related built-in S-plus-based software 530 
Cowles and Carlin reviewed and tested a total of 13 convergence diagnostics, 
including the R-statistic, and concluded that all methods can fail to identify 
convergence failure. 531 It is generally recommended to run a number of parallel 
chains, visually monitoring the mixing progress and autocorrelations of the chains 
along with formal convergence testing. 529,532 
4.9.5. Model diagnostics 
Theoretically, Bayes factors are used in Bayesian inference to choose between 
alternative models that are not necessarily nested within each other, for instance 
between a model with unstructured variability and another with structured 
variability 451,533 This is: 
AM, (y) 
Bayes Factor = 




In other words, for models M1 and M2 with prior probabilities p(Ml) and p(M2) 
and observed data y, this is the ratio of the posterior to the prior odds. Or equally, 
the ratio of p(y I M1) to p(y I M2) - the odds in favour of M1 over M2 as suggested 
by the data. 
Bayes Factors are not always easy to calculate as they require the full derivation of 
the marginal likelihoods. Commonly some approximation to the marginal 
likelihood is used to construct penalised measures of fit between the two models 
such as the Akaike Information Criterion (AIC) and Bayesian Information 
Criterion (BIC) (pp. 47-49 in Carlin and Louis, 1996462). Recently, there has been an 
interest in developing alternative tests for model selection such the Deviance 
Information Criterion (DIC). This is a generalisation of the Akaike information 
criterion (AIC) adapted to random effects models where the number of true 
parameters may be not known 534 
Other measures of fit commonly used include using the cross-validation posterior 
predictive distribution, originally proposed to check whether an extreme area 
estimate is consistent with the model or whether it is a model failure. 5-35 This is the 
distribution of the data conditional on all the data except the suspected outlier. 
The value at area i is called the conditional predictive ordinate (CPO) - essentially 
the likelihood of each point given the remaining data points. Summing the values 
of the -log(CPO) over all i's, the negative cross-validatory criterion, has been also 
been used as a measure of goodness-of-fit of the model and thus comparisons 
across models 536 Calculation of these diagnostics will be discussed in more detail 
in the context of the particular methods used in this thesis. 
134 
4.10. Summary and conclusions 
While various methods can be used to smooth maps, random effects modelling, 
particularly within a Bayesian framework, offers a good platform as it can be 
easily manipulated both to produce a smooth map as well as to investigate the 
extent to which the observed variability is spatially structured and explained by 
potential risk factors - both central aims in this thesis. In the past, empirical Bayes 
methods had replaced fully Bayesian approaches because of computation 
difficulties of complex likelihood integrations. Approximate likelihood methods, 
such as penalised quasi-likelihood and marginal quasi-likelihood, led to the 
facilitation of more complex Generalised Linear Mixed Models (GLMM) including 
both unstructured and structured components of spatial variability. 
Markov Chain Monte Carlo methods - the stochastic analogue of maximisation 
techniques - and the development of related computer software (i. e. winBUGS) 
have provided an accessible and standardised application of fully Bayesian 
complex hierarchical models. There are of course alternative developments, in 
parallel to the mainstream practice. For example, the implementation of spatial 
dependencies within a multilevel framework in MlwiN, however the current 
version of the software at the time this thesis was underway suffered from several 
shortcomings. 
In general, the field is new and still evolving. Important considerations still remain 
about sensitivity to prior specifications, convergence diagnostics and model 
selection criteria. It seems that, currently, the best practice is to implement both 
empirical Bayes and fully Bayesian models with unstructured and structured 
random effects within the same dataset. Furthermore, although not common 
practice, sensitivity to various prior and hyperprior choices should be examined 
and output, either estimates for the variability parameter or "smoothed" maps of 
area rate ratios, from the various methods is best to be compared empirically or 
formally using some model selection criterion. 
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CHAPTER 5. METHODS USED TO INVESTIGATE 
AND MAP GEOGRAPHICAL VARIATION IN 
SUICIDE MORTALITY 
5.1. Introduction 
While chapter 4 discussed the literature on mapping and spatial analysis of 
mortality from a theoretical perspective, the focus in this chapter is on presenting 
the data, the statistical methods and the particular choices in modelling (such as 
prior/hyperprior specifications for fully Bayesian models) as well as 
presentational issues (such as mapping style), used in this thesis to (a) map the 
geographical variation in suicide mortality and (b) investigate its association with 
socio-economic characteristics of areas in England and Wales. 
5.2. Data and data sources 
The geographical study area in this thesis is England and Wales. All data used 
were gathered from routinely available sources: suicide mortality data were 
obtained from the Office for National Statistics (ONS) and data on area population 
denominators and socio-economic area characteristics, such as proportion of 
unemployed population in each area, were obtained from the 1991 census. All 
geographical data needed for the analyses for example geographical links between 
the different levels of geographical aggregation i. e. postcodes, wards and 
constituencies, area polygons for parliamentary constituencies and first-order 
adjacency matrices - identifying areas that share a border - were constructed 
using the Arcview 3.2 Geographical Information System (GIS). To provide a 
common geography, all data were translated to correspond to geographic 
boundaries of electoral wards as defined in the 1981 census for which area 
polygons essential for mapping were available in Arcview format. 
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5.2.1. Mortality and population data 
Data on suicide and undetermined deaths (ICD codes E950.0-E959.9 and E980.0- 
E989.9 excluding E988.8) were obtained from the ONS. Along with information on 
age, sex and year of death, these data were geo-coded with postcode of last known 
address as recorded on the death certificate. Undetermined deaths (those given 
open verdicts by coroners) were included in accordance with previous analyses of 
national suicide data for England and Wales 24' 80 All violent or unnatural deaths 
are investigated by coroners in England & Wales; based on their inquiries a verdict 
of homicide, suicide, accident or open verdict is given. Where there is uncertainty 
about whether the deceased intended to kill themselves an open or accidental 
verdict may be given. Research indicates that most deaths given an open verdict 
are suicides. 212 Deaths coded E988.8 were excluded from the analysis because this 
code is used to accelerate death registration and is predominantly used in cases of 
homicide. 
Geographical scale 
Postcodes were assigned to the electoral ward to which they geographically 
correspond based on boundaries used in the 1981 census. Deaths with missing or 
incorrect postcodes were excluded from the analyses since they could not be 
placed geographically. This should not affect the findings since the number of 
such deaths was small (only 0.5% of all deaths) and there is no reason to believe 
that the error introduced is not geographically random (see section 6.2). Electoral 
wards formed the first level of geographical aggregation examined in this thesis -a 
considerably finer geography than previously used on a national basis both in this 
country and elsewhere (n=9289 areas, average population aged 15+ approximately 
4,500). Wards in the "City of London" constituency (n=25) were included in the 
analyses as a single area. These wards occupy only a small area in the business 
centre of London and include only few residential areas; eighteen of these wards 
had no resident population in 1991. Therefore, all ward level analyses were based 
on a total of 9265 areas (i. e. a total of 9264 wards plus the 25 wards in the City of 
London as a single area). 
137 
Wards are aggregates of smaller spatial units - the enumeration districts, EDs - 
designed to contain similar populations for census purposes. As a result of the 
population-based method of designing the ward boundaries, their areas inevitably 
vary with smaller wards in densely populated areas and larger wards in rural, 
sparsely populated areas. However, they are generally small enough to cover 
areas homogeneous in terms of their socio-economic characteristics and large 
enough to ensure that a reasonable proportion of them record some suicide 
deaths. The ward boundaries were aggregated to the larger ecological scale of 
parliamentary constituencies, which is the second area unit of investigation used 
in this thesis (n=569 areas, average population aged 15+ approximately 73,000). 
Extending the analyses to smaller area units e. g. EDs (aprox. 150,000 areas), or 
larger units e. g. local authorities or districts (approx. 400 areas) was not 
considered. In the case of the former, the combination of such a fine geographical 
level and the geographical rarity of suicide would not only mean that the vast 
majority of areas would record no cases but also in any one of the areas that 
would, it would be unlikely to observed more than a maximum of one death in 
each. Furthermore, no previous study has estimated as many as even 9265 area 
parameters (as is the case in this thesis) in a Bayesian hierarchical model using 
winBUGS. In the case of local authorities, the geographical boundaries for these 
are not an exact product of aggregation of any of the smaller units, either wards or 
constituencies. 
While it can be argued that smaller geographical units of investigation can capture 
and describe a more homogeneous socio-economic environment in an area 
common to all its resident population, there is no prior knowledge as to the 
geographical scale that socio-economic characteristics may assert their effects 
upon a population's health, and in the case of this thesis mental health and the risk 
of suicide. In fact, it can be counter argued that investigating area health effects at 
an area level as small as enumeration districts (EDs) - the smallest level at which 
census data are available - may overlook the possibility that certain features of the 
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general socio-cultural and political context might not be portrayed effectively at 
such a small level of aggregation. For example, assume that across a collection of 
houses that form a locality a large proportion of people do not own their property. 
Such a locality could occur both in the context of an affluent society where a high 
proportion of single young professionals choose to rent privately or in a more 
generally deprived environment where working class families can not afford the 
housing prices. Thus, while using housing tenure as an indicator of the socio- 
economic environment at the locality level captures a homogeneous environment 
within each locality, it may also fail to distinguish between these two distinct cases 
whereas a larger level of aggregation may be more successful in putting these 
differences in the context in which they occur. Restricting the analyses to one level 
of geographical aggregation risks drawing inferences about both the geography of 
an outcome of interest as well as its association to potential explanatory factors 
that may not necessarily apply to either a larger or a smaller level of aggregation. 
A common recommendation is to explore these issues at more that one level of 
aggregation (see section 4.5.4). 
A related issue is that depiction of geography is largely dictated by data 
availability - usually across some political or health administrative units at which 
data are collected. The administrative areas used in this thesis (i. e. wards and 
constituencies) are designed to contain similar sized populations for census 
purposes. Their boundaries are, thus, largely arbitrary, and as such, these areas 
may have little relevance to the true environmental influences and the suicide 
experience of their population, or indeed perceptions of what constitutes a 
community for the people that live there in the first place. Nevertheless, the use of 
a finer level of aggregation than previously used as well as investigation of area 
difference in suicide and their association with socio-economic characteristics of 
the areas at two levels of aggregation, between which valuable comparisons could 
be drawn, is a refinement upon previous research. These issues will be discussed 
further in the context of the effect of geographical aggregation on the observed 
associations (section 11.4.2) and the issue of what represents a good measure of an 
area's socio-economic environment (section 11.5.1). 
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Time scale 
While smaller geographical units might better depict the socio-economic 
environment experienced by their population, the rarity of suicide at a small level 
of geographical aggregation requires aggregating over several years to ensure 
sufficient events per area. There is no optimal solution as there has to be a trade- 
off between geographical and temporal aggregation. Since besides examining the 
spatial distribution of suicide mortality, the aim of the investigation was to also 
examine ecological associations between an area's suicide mortality and area 
characteristics, it was important to centre the analysis around the census year for 
which characteristics of the social and economic environment of the areas could be 
obtained. 
Due to migration, investigating a long period of time can bias ecological 
inferences. In the absence of any hypothesis about latency periods for the effect of 
environmental factors on mental health and suicide, centring the analysis around 
the census year also minimises the effect of area characteristics changing with time 
and ensures that such characteristics best represent the environmental experiences 
of the areas' populations. All analyses in this thesis (both at constituency and ward 
level) were based on deaths that occurred in the 7-year period 1988-1994. Ward 
population figures in 5-year age-bands from the 1991 census were used to produce 
population-years denominators. 
Delays in the coroners' decisions involved with unnatural deaths such as suicide 
and homicide and the ONS registration system mean that suicide deaths are not 
always registered in the year they occur. Previous studies of suicide have 
commonly used date of registration rather than date of actual occurrence of death. 
However, as suicide data were available for a number of years on either side of 
1988-1994 with information on both registration and occurrence, it was possible to 
re-structure the data based on year of occurrence. Deaths that occurred before 1988 
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but were registered after 1988 were therefore excluded and deaths that occurred in 
1988-1994 but were only registered after 1994 were therefore included in the 
analyses. 
5.2.2. Social, economic and health characteristics of areas 
Reviewing the suicide (and related) literature identified several indicators of an 
area's environment that may relate to area levels of suicide. Although none of 
these indicators exclusively measure a distinct societal aspect, based on the 
features of an area's environment that they primarily aim to capture, they were 
grouped in five main categories: (i) economic, (ii) social, (iii) cultural, (iv) health 
and (v) geographical-related indicators. Each of these were discussed separately in 
sections 2.6.4 - 2.6.8 respectively both in the context of the theoretical pathways 
between aspects of a person's environment and mental health as well as in the 
light of the available evidence for area-level associations with suicide from 
previous ecological studies. For example, observed associations between area 
levels of economic deprivation and suicide may stem from the fact that residents 
in disadvantaged areas may tend to be more susceptible to violent and health- 
threatening behaviour such as high consumption of alcohol and drug abuse. 
Similarly, associations between suicide and indicators of the social-related 
environment such as proportion of unmarried population or high population 
turnover in an area may be a result of a decreased sense of social integration and 
contact as well as increased tolerance of crime, delinquency and social deviance in 
such areas. 
For the purposes of this thesis, ward-based data on area characteristics that relate 
to at least one of the above five aspects of an area's environment were obtained 
from the 1991 census. As both numerators and denominators (i. e. number of 
households or population) of these factors were available, it was possible to 
aggregate ward-level numbers and re-calculate proportions for these area 
characteristics at constituency level. This section discusses indicators that mainly 
141 
relate to the social, economic and health environment. Geographical-related 
indicators are discussed in the section than follows. Due to lack of area-level data, 
it was not possible to investigate associations with cultural-related characteristics. 
A total of eleven single indicators of an area's socio-economic characteristics were 
selected. Some of these indicators were either previously shown to relate to area 
levels of suicide (such as proportion of single-person households in an area) or, in 
some cases, individual risk of suicide even if, in contrast to what might have been 
expected, evidence of area level associations was weak (such as ecological 
associations with levels of unemployment). The first eight of these indicators (that 
relate to the social and economic environment of an area) were combined to form 
two aggregate measures. Four single components comprise each one of the 
aggregate measures derived; these were: 
Social fragmentation score: a composite indicator of the social-related 
environment based on census-derived area levels of: 
1. single-person households, 
2. households privately renting, 
3. population mobility (proportion of people with a different address in the 
year before the census) and 
4. unmarried adult population 
and 
- Townsend deprivation index: a composite indicator of levels of economic 
disadvantage based on census-derived area levels of: 
5. households not owner occupied 
6. households with no access to a car 
7. overcrowded households (those with more than 1 person per room) and 
8. economically active unemployed population 
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Each score was calculated by adding the standardized normal deviates of its 
individual components i. e. the distribution of each component was centred 
around its mean and re-scaled to reflect the number of standard deviations above 
or below this population mean of zero. Because of their highly skewed 
distributions, four component variables - households privately renting, 
population mobility, overcrowded households and unemployment - were log- 
transformed before computing their standardized normal deviates. 
Associations have been previously shown between area levels of suicide and both 
the Townsend deprivation and social fragmentation scores. With respect to 
economic disadvantage, studies abroad, and in North America in particular, have 
commonly used levels of income or income inequality instead of composite 
measures of socio-economic deprivation to describe the economic-related 
characteristics of areas; however, there are no good ward-level data on levels of 
income in Britain. Furthermore, evidence for such a relationship is unclear (see 
section 2.6.4). With respect to the social fragmentation score, strong associations 
have been shown with area levels of suicide across wards in London11,118 and 
constituencies in England and Wales. 231,233 This score was originally and, perhaps 
incorrectly, termed "anomie score". 10 Durkheim's notion of "anomie", however, 
relates to the lack of social regulation in society brought about by the weakening 
of social controls, norms and values, for example, increased levels of 
unemployment, crime and alcohol or drug consumption following abrupt 
economic or social crises. Marital and residential instability, measured in the score, 
might be more indicative of low levels of social ties and cohesion in an area i. e. the 
lack of social integration - Durkheim's second dimension of social structure. 
Due to the multifactorial nature of this notion, it is difficult to capture levels of 
social fragmentation in an area. However, the score combines factors thought to 
contribute to the sense of social integration previously shown to be associated 
with both higher rates of mental health and suicide (see section 2.6.5). For 
example, residential instability (termed here population mobility) was previously 
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used as an area indicator of levels of "social disorganisation" in an area and was 
found to be associated with higher rates of schizophrenia, major depression and 
substance abuse disorder. 306Other factors such as contact with friends and 
neighbours, church membership or participation in other social and cultural 
activities may also contribute largely to area levels of social integration. 
Studies elsewhere have shown associations between suicide and markers of area 
levels of religious involvement. In Britain, however, there is lack of good quality 
ward-based measures of religiosity and other indicators of the cultural-related 
environment in routine sources. While questions about religion were included in 
the most recent census, 2001 data were not available at the time of writing this 
thesis; at any rate, quality of such indicators is uncertain. Another measure of an 
area's cultural-related characteristics is the ethnic mix of its population. Although 
evidence of any direct area effects of the ethnic composition of an area is sparse, to 
adjust for possible compositional effects, several non-British studies have 
commonly used markers of ethnicity, usually expressed in proportions of a 
particular group. In Britain, there is some evidence that areas with a high 
proportion of population with an Asian ethnic origin are more likely to show 
higher levels of deaths with an undetermined verdict rather than a suicide verdict 
(see section 2.6.6). However, both suicide and undetermined verdicts were 
included as the outcome measure in this thesis and, thus, the effect of the ethnic 
composition of areas was not explored. 
To further explore the relationship of levels of suicide with these aggregate 
indicators of an area's social and economic environment, the particular 
associations with their eight components indicators were also examined separately 
(i. e. single-person households, unemployment, car ownership etc. ). Furthermore, a 
range of other risk factors identified from the literature as being associated with 
either individual or area-based risk of suicide were also obtained. These factors 
were: 
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9. proportion of lone parent households - as an additional possible indicator of 
levels of social fragmentation in an area193 
10. proportion of households with head in social class IV or V- as an additional 
possible indicator of area levels of socio-economic deprivation22- commonly used 
in composite scores of deprivation308' 3N 
11. proportion of people with long-term illness - as a potential indicator of area 
health inequalities and a risk factor specifically targeting the older age-group. 21 
While substance misuse and alcohol consumption may be better indicators of area 
health inequalities - especially in relation to the younger age-groups - as well as 
better predictors of levels of suicide, there is a lack of good area-based measures of 
these exposures in Britain. Cirrhosis mortality might be only a weak indicator of 
current alcohol misuse due to lag-effects between prolonged alcohol misuse and 
subsequent alcohol-related death and was therefore not considered. Other 
measures of the health-related characteristics of areas such as health care 
provision in an area are generally poor or only modest predictors of low levels of 
suicide mortality (see section 2.6.7). Finally, there is a lack of good area-level 
measures of levels of mental health of the population; proxy measures such as 
rates of psychiatric admissions were not considered either. It has been previously 
shown that rates of psychiatric admissions do not account for the strong 
associations between area levels of suicide and social fragmentation. 
It should be noted that exposure measures were not age- and sex-specific since 
such data were not available at the census for many of the area characteristics 
investigated. However, the design and purpose of the study is to investigate 
possible area characteristics associated with high rates of suicide - not to identify 
individual-level risk factors. As these indicators were used to describe the overall 
social and economic environment of each area, it should not be of concern that 
these exposure measures are not age- and sex-specific. 
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5.2.3. Geographical area characteristics 
In addition to the socio-economic area characteristics above, associations were also 
explored with two geographical area characteristics calculated using 1991 census 
ward populations. These are: 
12. population density as a measure of rurality/ urbanity 
13. population potential as a measure of remoteness/ centrality. 
Population density is simply the population of the index ward divided by the 
ward's area. This is the most commonly used indicator of rurality, and not only 
restricted to studies of suicide. Population potential is an index of the geographic 
remoteness from the rest of the population in Britain and is most commonly used 
in demography 537-539 With the exception of one study (related to this thesis), no 
other study has previously used this index; however, some studies have used 
distance from major centres of population as a measure of rurality. Population 
potential is calculated for the index ward as the sum of populations of all the other 
wards in the country, each weighted by its distance from the centre of the index 
ward (see Appendix B for a simplified illustration on its calculation). 
There is no clear definition of rurality; -540 these two indicators measure different 
aspects. Simply put, one measures closeness to people within an area (density) 
while the other measures remoteness from clusters of highly populated areas in 
the rest of the country (even if that ward itself is highly populated). Therefore, an 
area may score highly on one scale but low on another - for example a densely 
populated urban settlement in remote parts of the country e. g. Penzance in 
Cornwall or conversely more sparsely populated areas in the outskirts of big 
cities. There is evidence that suicide rates tend to be higher in both the most urban 
and most remote parts of the country. In fact, in recent years, the highest increases 
in suicide rates amongst young people occurred in the most remote areas as 
indexed by population potential (see section 2.3.3). To capture this, both measures 
of rurality were included in the models. 
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5.3. Standardised Mortality Ratios 
We calculated national incidence rates for the seven year-period under 
investigation for each 5-year age stratum starting with 15-19,20-24 up to 85+ in 
males and females separately by summing observed cases and population-years at 
risk across all areas. These were subsequently applied to age- and sex-specific 
population-years at risk in each area to obtain the expected number of deaths in 
each 5-year age group in each area (i. e. indirect standardisation). These are the 
number of deaths expected in each area across the age/sex distribution if all areas 
had the same incidence rate as the national rate. Standardised Mortality Ratios 
(SMRs) in each area i were then calculated as: 
ýOij 
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SMRs were calculated separately for males and females aged 15-44,45-64 and 65+ 
separately as well as for all ages combined for each sex. These age groups broadly 
correspond to early working age, late working age and post-retirement. Recent 
secular trends in suicide mortality differ by age/ sex with the highest rises, or 
smallest decreases, in the young age groups (male and females aged 15-44 
respectively) and highest falls in the older age-groups (people aged 65+). Trends 
in suicide rates have been broadly consistent within each of the age-groups 
studied here, possibly indicative of similar environmental influences. 
The variance of each SMR was approximated as explained in section 4.3.2 and 95% 
confidence intervals were calculated for the estimates in each area as: 
SMR ± 1.964 Var(SMR). Since a variance for a zero SMR could not be calculated, at 
ward level where a large number of areas contained no deaths, exact confidence 
intervals were calculated instead. These are (SE e' 
°E 
) where lower and upper 
rl 
signify the 95% critical points of Poisson probability density function with mean 
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the observed number of deaths in each area. All calculations of SMRs and their 
confidence intervals were done in Stata. 
5.4. Statistical assessment of spatial variability 
In addition to the graphical presentation of the spatial variability of suicide in age- 
and sex-specific maps (see section 5.7 below), the extent to which variation in area 
rates is greater than what would be expected by random variation alone (evidence 
of heterogeneity) and the extent to which neighbouring areas tend to have similar 
rates (evidence of spatial autocorrelation) was assessed statistically. 
5.4.1. Heterogeneity 
The Pearson X2 statistic and the Pottoff-Whitinghill statistics were calculated as 
described in section 4.4.1 to test departure from the null hypothesis that rates are 
equal across all areas. These statistics were calculated both across wards and 
constituencies for the different age- and sex-groups separately. Evidence of 
heterogeneity was also tested using likelihood ratio tests comparing the goodness 
of fit of a Poisson model and a negative Binomial model (a Poisson with an extra 
Gamma distributed term to control for overdispersion or extra-Poisson variation) 
in Stata. In the case of the Poisson, this term is simply zero. Thus, the LRT (minus 
twice the improvement on the log likelihood from the null Poisson model to the 
alternative negative Binomial model) asymptotically follows a X2 distribution and 
tests against the hypothesis of no extra-Poisson variation 541 While, commonly a X2 
of 1 degree of freedom is used, Stata uses a 50: 50 mixture of X2 with a point mass at 
zero and a X2 with 1 degree of freedom 542 
5.4.2. Spatial autocorrelation 
The investigation into evidence of general clustering or specific suicide clusters 
was not the aim of this thesis, therefore simple statistics for evidence of spatial 
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autocorrelation such as the Moran sI and Geary'c c statistics were favoured to 
more advanced statistical and geographical clustering investigation techniques 
(see section 4.4.2). These statistics measure similarity between attributes in 
neighbouring areas. Neighbouring areas were defined by first-order adjacency, in 
other words, those sharing a common boundary. Similar to the standard Pearson 
correlation coefficient, the Moran's I statistic takes negative values when 
neighbouring areas tend to have dissimilar values i. e. negative autocorrelation and 
positive values when neighbouring areas tend to have similar values i. e. positive 
autocorrelation. The Geary's c statistic is, more confusingly, centred around 1 with 
values higher than 1 signifying negatively correlated values and values lower than 
1 signifying positively correlated values. 
There are two main problems associated with such measures of spatial 
autocorrelation. Firstly, these measures were originally constructed for comparing 
attributes that arise from equal populations across all areas and, therefore, do not 
take account of the heterogeneous populations involved when dealing with SMRs. 
We, therefore, also calculated these statistics based on the ranks of SMRs across 
areas. Furthermore, an alternative non-parametric statistic based on the ranks of 
the SMRs, the D-rank statistic was also calculated 393 
Secondly, while parallels can be drawn between these measures of autocorrelation 
and the standard Pearson correlation coefficient, especially the Moran 's I statistic 
since it is constructed based on a covariance measure between a pair of values 
(Z1- Z)(Z f- Z), the minimum and maximum values these measures can take are 
not easily defined. Unlike the Pearson correlation coefficient that is restricted 
between the values of -1 and 1, the Moran 's I statistic, for instance, can exceed 
these values. Minimum and maximum possible values can only be obtained by 
simulating all possible rearrangements of the attributes on the map while keeping 
the adjacency matrix constant. This task was not undertaken here. This thesis 
tested for evidence against the hypothesis that the observed distribution was 
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drawn from a population with no spatial autocorrelation. Two different null 
hypotheses of no spatial autocorrelation were proposed and used here: 543 
- the resanipling hypothesis: this assumes that each of the attributes were drawn 
independently from a population of normally distributed values and therefore by 
definition there would be no spatial autocorrelation and 
- the randomization hypothesis: this assumes that the specific arrangement of 
attributes is one randomly chosen from all the other possible rearrangements (i. e. 
n! number of areas). 
In each case, the expected mean and variance under the null hypothesis of no 
spatial autocorrelation was calculated. Under assumptions of asymptotic 
normality i. e. each statistic follows a standard normal distribution N(0,1), the 
probability that the observed arrangement would exhibit a spatial autocorrelation 
as extreme as the one observed was calculated. 
Moran sI and Geary's c statistics (as well as significance testing against both the 
resampling and randomization null hypotheses) were calculated in Arcview 3.2 
using a script obtained from http: //arescripts. esri. com. The D-rank statistic was 
however calculated empirically. The mathematical formulas and distributional 
properties of all three statistics are given in Appendix C. Spatial autocorrelation 
statistics were calculated for each age- and sex-group separately at both levels of 
geographical aggregation studied. This allows not only the effect of different 
levels of geographical aggregation to be investigated but it can also be used as a 
comparative measure in the absence of maximum and minimum values to assess, 
at least in relative terms, the levels of spatial autocorrelation observed. To identify 
areas of clustering, and thus possible effects of common area-based risk factors, 
spatial patterning was also assessed graphically both for raw SMR maps as well as 
maps of locally smoothed rate ratios (i. e. estimates from fitting a CAR model in 
winBUGS 1.3 - see section 5.5). 
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5.5. Investigation and mapping of geographical variation 
To produce "smooth" maps of suicide across wards and constituencies in England 
and Wales, the spatial variation of suicide was investigated in random effects 
models using both empirical Bayes methods (fitted by moment approximation and 
maximum likelihood in Stata) and fully Bayesian models (fitted by MCMC 
methods in winBUGS 1.3). While other available methods solely aim at producing 
a smooth map (discussed in section 4.6), modelling random effects as an extension 
to the basic Poisson model can be easily (a) manipulated to investigate the extent 
to which any extra-Poisson variation in suicide mortality is geographically 
unstructured i. e. "smooth" towards the global mean and/or geographically 
structured i. e. "smooth" towards a local mean and (b) extended to examine 
associations with socio-economic characteristics of areas as well as evidence of any 
unexplained variability once the effect of known area risk factors is adjusted for. 
While use of Bayesian random effects to "smooth" maps in atlases of disease or 
mortality is gaining in popularity, 15s. 159,544 with the exception of series of studies 
that restricted the geography to London, ", 118,135 no previous study in Britain has 
previously used a fully Bayesian approach, or indeed any other smoothing 
technique, to investigate the spatial patterning of suicide. The mathematical 
formulation of both empirical Bayes and fully Bayesian models used in this thesis 
was discussed in detail in the context of the literature (see sections 4.7 and 4.8 
respectively). This section will present the particular choices made in this thesis on 
the more practical aspects involved in such techniques e. g. choice of prior and 
hyperprior distributions. Sensitivity analyses to the choice of these priors as well 
as convergence diagnostics and model selection criteria will be discussed in 
section 5.8. 
5.5.1. Empirical Bayes estimates 
Empirical Bayes estimates of heterogeneity and area rate ratios were calculated 
using two different approaches where in both Gamma(v, a) random effects are 
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assumed for the true area rate ratios in the Poisson model. Non-parametric 
methods were not considered. 
To obtain estimates for the parameters of the underlying Gamma distribution, a 
programme using a mixture of moment approximation and maximum likelihood 
(described in detail in Clayton and Kaldor (1987)468and Langford (1994)469) was 
fitted iteratively in Stata. This approach is based on equating the X2 statistic to its 




the underlying Gamma distribution as a function of the observed data. The 
resulting equation is: 
_1 (i + 
a)(gr 
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Together with ä=E, 6; which estimates the true mean v of the Gamma 
distribution as the global mean and starting with some initial values for both 
Gamma parameters a and v (for example, 1 to describe a Gamma distribution with 
mean and variance of 1 giving nearly full weight to the observed estimates) these 
estimates were iteratively updated using these two equations. Unless the 
procedure failed, iterations continued until estimates for a and v converged to at 
least 2 decimal places. The smoothed rate ratios in each area i are than calculated 
as: 
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The second empirical Bayes approach involved fitting a negative Binomial 
distribution to the observed deaths by maximum likelihood in Stata. As a 
reminder, negative Binomial is a Poisson distribution with an additional 
Gamma(a, a) distributed parameter to adjust for overdispersion (extra-Poisson 
variation). Note that in this case, the negative Binomial model as fitted in Stata 
includes a separate intercept term that estimates the global mean. Therefore, the 
underlying Gamma distribution has the same scale and shape parameters, and 
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(= ), since it only needs to estimate the variance. The estimate thus a mean of 1a 
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for the overdispersion parameter 
ä=ä is an estimate of the variability in the 
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The first approach is only an approximation and it only provides point estimates 
for the heterogeneity variance and the area rate ratios. In addition to point 
estimates, maximum likelihood estimation provides standard errors, and therefore 
confidence intervals, for the heterogeneity estimate. The statistical significance of 
the heterogeneity estimates was assessed in likelihood ratio tests that compared 
the fit of Poisson and negative Binomial models (see section 5.4.1). Both empirical 
Bayes approaches are disadvantaged in that they can only provide point estimates 
for the area rate ratios - unlike in a fully Bayesian setting where the full posterior 
distribution is estimated and, thus credible intervals (Cr. I. ) for the area estimates 
(the percentiles containing say, 95% of all simulated posterior estimates) can also 
be obtained. 
5.5.2. Fully Bayesian estimates 
Fully Bayesian estimates of the spatially unstructured and spatially structured 
variability and area rate ratios were obtained using Markov chain Monte Carlo 
(MCMC) methods implemented by Gibbs sampling in winBUGS 1.3. Four models 
with different prior specifications were fitted for each level of geographic 
aggregation and for each age- and sex-group separately. Vague hyperpriors were 
chosen in all cases (see section 5.8 for discussion on sensitivity analyses). Unless 
stated otherwise (for instance, because models failed to converge), all maps in this 
thesis present smooth estimates of area rate ratios from the fully Bayesian models 
(and not empirical Bayes estimates) described here. 
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All the models assumed that the observed deaths, O; follow a Poisson distribution 
with mean µi =EiOi where Ei is the expected number of deaths and O are the true 
rate ratio in area i (see section 4.8.1): 
Oi I Oi - Poisson(EiOi) 
where O is modelled as: 
logbi = logglobal mean)+ log(variability in area i) 
The variability component was then modeled either as geographically 
unstructured random effects (heterogeneity), spatially structured random effects 
(clustering) or a combination of both (convolution model). A Gamma, logNornal, 
CAR and a combination of logNormal and CAR specifications for the prior 
distribution of the geographical variability of the random effects were considered 
resulting in the four models described below. The model codes in the BUGS 
language545,546 for these models (as well as diagnostic quantities estimated for each 
model) are given in Appendix D. 
Poisson-Gamma 
This model assumes the true area rate ratios are a product of the global mean and 
geographically unstructured random effects with a conjugate Gamma(a, a) prior 
distribution (similar to the empirical Bayes formulation). The hyperparameter a, 
which controls the amount of true heterogeneity in the data, was assumed to 
follow an exponential distribution with parameter 0.1. The logarithm of the global 
mean was assigned a vague Normal hyperprior distribution with mean zero and a 
very large variance of 10,0000 (or a small precision, 0.00001) - note that the 
Normal distribution in winBUGS is parameterized in terms of the precision - the 
inverse of the variance - and not the variance. 
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Poisson-logNorma1 
In this case, the logarithm of the unstructured random effects is assumed to follow 
a Normal distribution with mean zero and some variance, 0U2 - describing the 
amount of heterogeneity in the data. The inverse of the variance -rU= au-2 (as 
parameterized in winBUGS) was assigned a vague Gamma hyperprior 
distribution with scale and shape parameters 0.001, therefore with mean 1 and a 
variance of 1000. The logarithm of the global mean was again assigned a 
Normal(0,0.00001) distribution. 
Poisson-CAR 
This model assumes spatially structured random effects i. e. we believe that 
neighbouring areas will have similar values. The logarithm of these effects is 
assumed to follow a Normal distribution conditional on each area's neighbours 
with conditional mean the local average of rate ratios and conditional variance 
inversely proportional to the number of neighbours. WinBUGS provides a 
distribution which implements this conditional formulation, car. normal, defined 
by four components, an adjacency matrix (adjd), a weights matrix (weights[]), the 
number of neighbours (numfl) and a precision parameter - the inverse of the 
variance (var. inv f ). The adjacency matrix is a list of vectors specifying for each 
area its neighbouring areas. A first-order adjacency matrix with symmetric 
weights 0-1 was used here to define each area's neighbours as those that share a 
common boundary. Note that while the term matrix is used, the winBUGS 
parameterisation only requires the list of neighbouring areas and not the full 
(number of areas to the power of 2) adjacency matrix. The weights matrix is a list 
of vectors (the same length as the adjacency matrix) that specifies the relative 
contribution of each neighbouring area to the mean and variance of the 
distribution. All weights were taken to be 1, assuming that each area contributes to 
an equal amount. WinBUGS uses unormalised weights therefore taking the 
weights to be 1 for each pair of areas is equivalent to assuming that each 
neighbouring area's attributes are weighted by 1 over the number of neighbours. 
The number of neighbours is simply a vector giving the number of neighbours of 
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each area. All matrices were constructed using Arcview 3.2. Finally, the parameter 
var. inv - the parameter of interest - is the inverse of the variance of the Gaussian 
conditional autoregressive distribution of the spatially structured random effects. 
As previously, this was also assigned a vague hyperprior Gamma(0.001,0.001) 
with mean 1 and variance 1000. 
In the CAR model, the overall mean is not properly defined since the model the 
mean is conditional upon each area's neighbours (i. e. the local mean). The 
winBUGS parameterisation automatically imposes a sum-to-zero constraint for the 
random effects i. e. E; O; = 0 to ensure that the model is identifiable and therefore a 
separate intercept term (for the overall mean) is always needed to be specified 496 
Unlike the models above, where the intercept was assigned a Normal distribution 
with mean zero and large variance, in the case of the CAR model the intercept 
should be given a location invariant prior; in winBUGS the distribution Mato was 
used to define a Uniform(-oo, oo). 
Convolution model 
It might be unclear which prior specification is more suitable since the 
unstructured logNormal model assumes there are no spatial dependencies among 
the random effects whereas the structured CAR model assumes only spatially 
structured random effects. A convolution model is an intermediate approach that 
assumes the true area rate ratios are a combination of these two processes. Their 
prior distributions are defined as above, say a Normal(O, tu) prior for the spatially 
unstructured effects and a CAR(O, is) for the spatially structured effects. The 
inverse of the variance in models containing only one component of spatial 
variability, structured or unstructured, was assigned a Gamma(0.001,0.001) 
hyperprior for the inverse of the variance. However, in convolution models, these 
were assigned to a Gamma(0.01,0.01) with mean 1 and variance 100. A 
distribution with smaller spread was assigned in this case since slower 
convergence was observed when both components of variation were fitted. This 
was particularly the case with the unstructured component of variation possibly 
156 
indicating the lesser impact of smoothing towards a the global mean when a local 
mean was also considered. 
The parameters tu and TS control the strength of each component of variability (i. e. 
02u= 1/ tu =0 defines a purely CAR structured model and o2s= 1/ -rs =0 defines a 
purely unstructured model). Calculating the actual variance across the 
unstructured random effects empirically should approximate the posterior 
estimate of aut. The structured component of variability o2s is, however, a 
conditional variance proportional to the number of neighbours in each area, and 
therefore not directly comparable to the unstructured variability, o2u. The 
marginal variance of each component was, thus, also calculated empirically as the 
amount of variability observed in the spatially structured random effect estimates 
across all areas. The proportion each component contributes to the total variability 
of the random effects, and therefore their relative strength, was calculated as the 
ratio of their empirical variances. 
5.6. Ecological assessment of area associations 
In parallel to identifying areas with consistently high or low risk of suicide, 
examining the spatial distribution of suicide mortality can provide helpful insights 
to understanding its aetiology. The models described in the previous section were 
used to produce smoothed maps of suicide by assuming there are random effects 
with a defined probabilistic structure operating over the study area. These random 
effects capture the extra amount of variation over the study area not explained by 
expected Poisson variation. It was assumed that such variation can be either 
independent and spatially uncorrelated - heterogeneity, or spatially correlated in 
neighbouring areas - clustering. This latter effect in particular may be a product of 
additional (unaccounted for) risk factors operating at an area level that may 
themselves have a spatial pattern. When potential risk factors are included in the 
estimation process, the magnitude of associations between area levels of the risk 
factors and suicide can be investigated. Furthermore, the extent to which known 
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risk factors explain the observed variability can be assessed. Patterns of any 
unexplained (residual) geographical variability may provide further clues for 
additional unknown, or unaccounted for, area risk factors. 
5.6.1. Area level associations 
Negative Binomial maximum-likelihood regression models were used to 
investigate associations between area levels of suicide and indicators of the socio- 
demographic composition of an area's population considered in this thesis as 
potential area risk factors. Associations were examined at both levels of 
geographic aggregation, parliamentary constituencies (n=564) and electoral wards 
(n=9265). 
As previously, evidence for remaining overdispersion was assessed in likelihood 
ratio tests comparing the goodness of fit of the Poisson and the negative Binomial 
models. Estimates of the heterogeneity variance (and their significance levels) in 
these models investigate the extent to which controlling for area characteristics 
explains the observed heterogeneity. An accompanying measure of the actual 
degree of residual variability is the ratio of the 95th to the 5th percentiles of a 
Gamma distribution with mean 1 and each of the heterogeneity variance estimates 
in each model as these are assumed to contain 90% of the distribution of the "true" 
rate ratios as estimated by the model. A table of the 5th and 95th percentiles of a 
Gamma distribution with mean 1 and a range of variances from as small as 0.001 
to as large as 1, as well as their ratio, is given in Appendix E (source: adapted from 
Martuzzi and Hill, 1995-547). 
Models were repeated to include and test for evidence of interactions between age 
and/or sex and each of the area characteristics. Associations were subsequently 
examined in age- and sex-specific models using the same age/ sex groups used in 
maps: 15-44,45-64 and 65+ in males and females separately. Estimated rate ratios 
for suicide were calculated across quartiles and in relation to a1 standard 
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deviation (SD) increase in each of the area characteristics investigated. To assess 
linearity across quartiles, estimates of linear change in suicide risk in relation to 
change in levels of area characteristics were also calculated by fitting the quartiles 
of the exposure variable as a linear term in the model. Likelihood ratio tests were 
performed comparing the goodness of fit of models including quartiles as a linear 
term and as a categorical variable. 
To assess possible confounding, area associations with each of the area 
characteristics were examined before and after controlling for the effect of all other 
characteristics in multivariable models. To avoid multicollinearity, when the effect 
of the aggregate indicators (Townsend deprivation index and social fragmentation 
score) were examined in multivariable models, the component parts of each score 
were omitted. Adjusted estimates for each of the aggregate scores were obtained 
after controlling for the effect of the component parts of the other (not the 
aggregate score) as well as the rest of the area characteristics. 
5.6.2. Residual heterogeneity and clustering 
In addition to negative Binomial models, the fully Bayesian models used to 
smooth maps of the geographical variability of suicide (see section 5.5.2) were also 
extended to investigate the effect of area covariates, X; in a log-link function: 
log6; = log(global mean)+ log(effect estimate)X; + log(residual variability in area i) 
To distinguish between models with covariates and those that were simply used 
to smooth maps of suicide in the rest of this chapter, the first will be referred to as 
multivariable models while the latter as simple geographical models. 
The random effects term in multivariable models describe the amount of 
unexplained (residual) variability after controlling for the effect of area differences 
in potential area risk factors. Only multivariable models controlling for the effect 
of all single indicators of an area's characteristics were fitted by MCMC methods 
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in winBUGS 1.3. Unlike in the negative Binomial models, variability across the 
random effects in the fully Bayesian models was assumed to be either spatially 
unstructured as in the Poisson-logNormal model, or spatially structured as in the 
Poisson-CAR model, or a combination of both as in the convolution model. 
All coefficients of area covariates to be estimated were assigned a logNormal prior 
distribution with mean zero and a large variance of 10,0000, or N(0,0.00001) as 
parameterized in winBUGS 496As in the simple geographical models, the 
logarithm of the random effects was assumed to follow a Normal distribution with 
mean zero and some variance capturing the amount of the residual heterogeneity 
(if spatially unstructured) or a Normal distribution with conditional mean the 
average of the neighbours and conditional variance inversely proportional to its 
number of neighbours capturing the amount of the residual clustering (if spatially 
structured i. e. CAR distribution). As previously, a vague hyperprior 
Gamma(0.001,0.001) distribution was assigned to the inverse of the unstructured 
or structured variances. However, fitting multivariable ward level models was 
particularly slow (taking 1 minute to complete only 10 iterations) and thus to 
speed convergence, the variability estimates were also assigned more informative 
Gamma distributions that had their maximum likelihood equivalent estimates (as 
calculated in negative Binomial models) as their mean and a large variance (100). 
In the case of spatially structured models, the maximum likelihood estimates were 
adjusted to reflect that this variability estimate is only a conditional estimate 
proportional to the number of neighbours in each area. 
To investigate the extent of unexplained variability and its spatial patterning after 
removing the effect of all possible area risk factors, area estimates from these 
models were presented in a series of age- and sex-specific smoothed maps of 
residual rate ratios at the constituency and ward level. 
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5.6.3. Rationale for mapping residual geographical variability 
While Poisson model assumptions expect residuals to be uncorrelated, in a spatial 
context this is not necessarily true. Area characteristics, such as levels of social 
fragmentation or deprivation are expected to be spatially correlated, especially at a 
fine geographical level. Accounting for area levels of known risk factors may 
explain some of the area clustering of suicide mortality. However, additional 
characteristics of the areas may relate to area levels of suicide mortality. These 
might be characteristics of the areas that are so far unknown to relate to area 
suicide mortality or are simply unaccounted for in the models presented here 
because of lack of reliable area level data. For example, levels of religiosity or 
church affiliation have been shown to be associated with suicide in both person- 
based and area-based studies (see section 2.6.6). Furthermore, alcohol or drug 
abuse are known to be associated with person-based suicide risk (see section 
2.6.7). Neighbouring areas are likely to share similar levels of such characteristics, 
not accounted for in this thesis, or yet other unknown area risk factors. Any 
observed residual geographical variation might therefore be indicative not only of 
the extent to which the potential risk factors accounted for in the models explain 
the geographical variability of suicide but also the extent to which any 
unexplained variability may relate to such unaccounted for or unknown area- 
specific characteristics. That is to say, any clustering of residual variability may 
enable hypothesis generation concerning additional socio-economic characteristics 
which might particularly contribute to such clusters of higher or lower rates of 
suicide, or even, possible coroner effects e. g. greater use of accidental 
(undetermined) verdicts for possible suicides. 
Furthermore, geographical context may also be of importance. For example, while 
the models presented here control for rurality - as indicated by population 
potential and population density - they assume that any increase in the levels of 
the area characteristics investigated should be followed by similar levels of 
increase in suicide mortality across all different geographical settings. Previous 
research suggests that this is not necessarily true? 88 Similar levels in socio- 
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economic factors might have a differential effect on the risk of suicide depending 
on the general context of an area's characteristics or culture. For example, areas 
with high levels of social fragmentation, for example where a high proportion of 
the population lives alone or is unmarried, may not necessarily impose the same 
effect on their populations if such areas are situated in an urban as opposed to a 
rural setting, or similarly in a deprived industrial part of the country, an affluent 
suburb of young professionals, or a remote retirement and resort coastal town. 
Therefore, besides area characteristics unaccounted for in the models, residual 
variation across the map, may also be indicative of such possible differential 
effects of risk factors investigated across different parts of the country. 
Models were repeated to exclude the geographical variables to assess their effect, 
and particularly population potential, on the residual variability. Furthermore, to 
investigate differential geographical effects of particular area characteristics in the 
most urban or most rural areas, or across different parts of the country, models 
and maps were repeated to include interaction terms between each of the socio- 
economic area characteristic (not including the geographical variables) and 
dummy variables reflecting either a dichotomy of areas below or above the 
median levels of population density or population potential. Similarly, models 
investigated differential effects across the different regions in England and Wales 
(see map of regions on Index Page, Atlas, Volume II). 
5.7. Map presentation 
The next sections will present the particular choices made for the presentation of 
maps in this thesis. Issues concerning map presentation were discussed in general 
in section 4.5. All choropleth maps in this thesis were produced using the Arcview 
3.2 GIS. WinBUGS, too, incorporates its own add-on module for mapping, so- 
called GeoBUGS. Although its latest version 1.1Beta allows reading and importing 
maps from other GIS systems such as Arc/Info, it is still at its initial stages; its 
capabilities remain limited by comparison. 
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5.7.1. Categories and cut-off points 
In parallel to their statistical and geographical properties the classes selected 
should be epidemiologically meaningful. In this thesis, maps of raw SMRs and 
smoothed estimates are to be compared as well as maps of different age/ sex 
groups, therefore an empirical approach described previously by Bernardinelli et 
al was undertaken in search of a common representative scale 470 Since the 
distributions of SMRs were skewed, in all age/ sex groups at ward level and 
certain age groups especially the elderly at constituency level, symmetrical 
categories on the logarithmic scale were preferred. The distribution of a single 
series made up by combining the unsmoothed and empirically smoothed 
estimates in each age/ sex group and each level of aggregation i. e. wards and 
constituencies separately was investigated in search of 7-category breaks that best 
describe each. Choosing a middle category of 1/s standard deviations around the 
epidemiologically sensible choice of 1(which might be neither the true mean nor 
the median of the distributions), three classes of values with SMRs higher and 
three classes with SMRs lower than 1 were identified for each of the age/ sex 
groups based on up to 11/i, 21/2and more than 21h standard deviations away from 
1. As a result of this investigation, a common scale of category breaks was 
identified that matched closely each of the age-, sex- and geographical level- 
specific distributions. These categories of rate ratios were: <0.50,0.50-0.67,0.67-0.9, 
0.9-1.1,1.1-1.5,1.5-2.0 and >2.0 with the extreme categories representing areas 
where suicide risk is half and double the national average respectively. 
When a more detailed investigation of patterns within these categories was 
needed, estimates were presented in maps with increased resolution. For instance, 
when comparing the relative effect of each area characteristic on residual maps of 
rate ratios, a further two categories of low rate ratios, 0.67-0.80 and 0.80-0.90 and 
two further categories of high rate ratios 1.10-1.20 and 1.20-1.50 were presented. 
All maps of area characteristics also show a 7-class categorization of area levels 
expressed as 1,2 or more than 2 standard deviations away from a small middle 
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category that represents areas with levels similar to the national average (within a 
range of 0.1 SDs). 
5.7.2. Colour choice 
A diverging colour scheme was chosen to represent risks that are higher or lower 
than the national average. Although there are no standard guidelines on either 
style or colour choice, only four combinations of basic colours for a diverging 
scheme are commonly preferred as they are assumed to be free from all potential 
confusions: red/ blue, orange/ blue, orange/ purple and yellow/ purple (see 
section 4.5.8). Although, people's preferences vary, there is some evidence to 
suggest that people have some basic common preference in ranking colours 
ranging from blue as the most pleasing liked through to green, purple, red, orange 
and lastly yellow as the least liked 438,439 There are no similar clues about people's 
preferences on combinations of colours and there was no reason to prefer one over 
the other from the suggested combinations. The last obvious criterion is personal 
aesthetic preference. All maps in this thesis used white for the middle category 
(close to the national average), orange and varying lightness to signify rate ratios 
higher than the national average, and blue and varying lightness to signify rate 
ratios lower than the national average. While it is not possible to avoid name 
confusions entirely, for example orange might be sometimes called red or brown 
and blue might be called green, it is, nevertheless, unlikely that orange may be 
mistaken for blue. 
5.8. Diagnostics and sensitivity analyses 
Posterior inference from fully Bayesian models was achieved by Monte Carlo 
integration of several parallel Markov chains after these have converged to the 
target posterior distribution of interest, each initialized at purposefully chosen 
overdispersed values. This section will present (a) how initial values for the 
different chains were chosen, (b) how convergence and goodness of fit in each 
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model fit was assessed as well as (c) how the effect of the particular prior/ 
hyperprior specifications chosen was tested in a series of sensitivity analyses. 
5.8.1. Initial values 
In all simple geographical (both constituency and ward level) models as well as 
multivariable covariate models at constituency level only, four parallel chains 
were run for an initial burn-in period until convergence was reached. To assess 
convergence, a set of overdispersed initial values for the inverse of the variance 
was selected in each case. The inverse of the variance in chains 1 and 4 were 
initialised at some extreme value, for example, 1 corresponding to 60-fold 
differences and 100 corresponding, in contrast, to 1.39-fold differences in the 90% 
range of true rate ratios (see table of 5thand 95thpercentiles of a Gamma 
distribution with mean 1 and a selection of variances in Appendix E). In the first 
case, the majority of the true rate ratios range are expected, for instance, to fall in- 
between 0.05 and 3, spanning nearly the entire distribution of the observed SMRs. 
The second case represents the expectation that the majority of the true rate ratios 
cluster more closely around the global mean, for instance between 0.84 and 1.17, 
and thus assuming no strong evidence of heterogeneity. To speed convergence, an 
inverse of the variance of 50 was used to initialise chain 4 in the case of ward level 
analyses. 
The other two chains were initialised at more realistic values calculated 
empirically 524 Chain 2 was initialised using the value for the inverse of the 
variance that approximately corresponds to the observed 90% range in the 
distribution of SMRs. Assuming that the random effects are normally distributed 
with standard deviation SD, then 90% of them will be expected to fall within a 
range of ±1.645SD (i. e. the 5% critical points of a standard Normal distribution). 
Therefore, on a log-scale, this corresponds to the 90% range ratio of observed 
2(1.645)SD and so, a variance of (ln(RangeRatio))2. For chain 3, the inverse of 3.29 
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the maximum likelihood estimate of the heterogeneity variance was used as 
estimated in negative Binomial models in Stata. 
When parameters for both unstructured and structured variability were included 
in the model, the two components were assumed to share equal strength. 
However, the unstructured component of variation is defined by a marginal 
distribution while the structured component of variation is conditional upon the 







average number of neighbours 2 2(inverse total var lance) 
In other words, to reflect this relationship, if a total variability of 0.1 was to be 
decomposed in unstructured and structured components each representing half of 
the total variability, then the inverse of the unstructured variance was initialised at 
20 to assign half of all variability (0.05) to a heterogeneity component. The average 
of neighbours across constituencies was 5, thus to assign the other half of the 
unconditional total variability to a structured component, the inverse of the 
conditional structured variance was initialised at 4- the inverse of 0.25 = 0.05 (i. e. 
half of all variability) times 5 (i. e. the average number of neighbours). 
Multivariable ward level models were considerably slower, therefore, in addition 
to assuming more informative Gamma distributions for the variability estimates 
(see section 5.6.2), only 3 parallel chains were monitored, each initialised at values 
reflecting the maximum likelihood estimates of the mean, lower and upper 95% 
confidence intervals of the heterogeneity variance (as calculated in negative 
Binomial models) adjusted accordingly to reflect a structured and/or unstructured 
component of variation. 
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5.8.2. Convergence 
All models were run for an initial burn-in period that was subsequently discarded 
of at least 2 500 iterations (for example a total of 10 000 iterations on 4 parallel 
chains) to assess convergence. Convergence was assessed by both visual 
examination of the mixing of the chains as well as more formally by (a) calculating 
the autocorrelation in the chains and (b) computing the Brooks, Gelman and Rubin 
diagnostic (i. e. R-statistic) both provided within the winBUGS software. This 
statistic is based on running several Markov chains from different starting points 
and comparing whether they converge to the same distribution. This is done by 
comparing the in-between chain variation to the within-chain variation as 
estimated by the ratio of the 80% interval of the pooled runs across chains to the 
average width of the 80% intervals within the individual runs. Ideally, both the 
pooled and within interval widths should converge to stability and their ratio 
should converge to 1; winBUGS reports and plots both the interval widths and 
their ratio in every 50 iterations. The square root of the R-statistic, 
IR 
- termed the 
"potential scale reduction factor" - is in effect the amount by which the credible 
intervals of the posterior estimates are expected to shrink if the iterations were to 
be continued indefinitely. In general, values higher than 1.2 of the R-statistic are, 
in practice, considered to indicate poor convergence 4sß, 52s 
As long as convergence had been reached by the end of the burn-in period, all 4 
chains were run further and statistics on posterior estimates were based on 
pooling samples from all 4 chains. For example, in simple geographical models at 
constituency level, each chain was run for a further 10 000 iterations giving a total 
sample of 40 000. WinBUGS reports Monte Carlo errors for all parameters at the 
end of the monitor period. For each parameter, this is an estimate of the difference 
between the mean of the sampled value and the true posterior mean. As a rule of 
thumb, an MC error of less than 5% of the sample standard error of each 
parameter is considered satisfactory. Models with increasing number of 
parameters to estimate, for instance, coefficients of area covariates in multivariable 
models and area rate ratios across 9265 wards, were slower to run and thus a 
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smaller sample of iterations was monitored. However, all models were generally 
run until MC errors for each parameter of interest were approximately 5% or less. 
5.8.3. Sensitivity to hyperprior distributions 
In the original model specifications, the logarithm of the geographical variability 
was assumed to be normally distributed either unconditionally defined with mean 
zero or conditionally defined with mean the local average in the case of spatially 
structured models. In both cases, the inverse of the variance was assigned a 
Gamma (0.001,0.001) hyperprior distribution when only one component of 
variability was fitted or a Gamma(0.01,0.01) when both components were 
included in convolution models; these distributions are often used as the default. 
Although, they are generally vague, these distributions are exponentially shaped 
and they might, as a result, favour smaller values to large values for the inverse of 
the variance (and thus higher heterogeneity). 
To assess the extent to which posterior estimates were influenced by the choice of 
these distributions, all models were refitted with different hyperprior 
specifications. Two situations were considered: 
1. A Gamma(0.5,0.0005) with a mean of 1000 and an extremely high variance of 
2,000,000 for the inverse of the variance. This distribution is practically flat over an 
extensive range of values from very small to very large values for the inverse of 
the variance and it can thus be more powerful in cases where only very small 
geographic heterogeneity is present. 
2. A Gamma(a, b) with undefined a and b parameters that introduce an 
additional level in the hierarchical structure of the model. These were given vague 
exponential distributions with parameter 0.01. 
In addition, convolution models - which often displayed convergence difficulties - 
were also refitted using Gamma distributions giving equal weight to either type of 
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variability by assigning more informative means based on the maximum 
likelihood estimates for the inverse of the variance and large variances (of 1000) 
around these estimates. 
5.8.4. Model comparisons 
While the newly released version of winBUGS 1.4 includes the Deviance 
Information Criterion (DIC) statistic in its features, this was not available in the 
version of the software used in this thesis. Thus, to allow model comparisons, the 
DIC as well as an additional measure of goodness of fit - the negative cross- 
validatory criterion - were calculated empirically. Both measures are based on 
some function of the log-likelihood (see section 4.9.5) 53.536The log-likelihood of 
the Poisson model with mean p, a function of area covariates and/or spatial 
variability in a log-link function, is defined as: 
N 'U 
oeN LL=log[ ] 
Oil 
The contribution of each area i to the log-likelihood function in each model is thus: 
LLMo 
e, (j) = 
01 log p -'U - log O,! 
The log-likelihood in each model can be compared to the log-likelihood in the 
saturated model that fits a separate mean to each O; making no assumptions about 
either spatial variability or how it relates to area covariates. In the saturated 
model, the contribution of each area is simply: 
LLS, 
h rand(, ) - 
01 log O, - 0, - log 0j ! 
or 
LL&nQted(i) = 0, when there are no observed cases in area i. 
Ignoring the last terms in each equation, a node was constructed in winBUGS to 
monitor the contribution of each area to the deviance statistic as well as the sum 




This yields a posterior distribution for D, the deviance statistic, the minimum 
value of which corresponds to the classical deviance obtained by maximum 
likelihood methods. However, the minimum is likely to be poorly estimated by the 
sample minimum in hierarchical models, therefore the mean of the distribution 
was used instead as a more reasonable measure. 
Furthermore, in contrast to fixed effect models, in hierarchical random effects 
models, the exact number of parameters in each model is not known. However, it 
was shown how the number of parameters in each model can be approximately 
estimated as: pD D- D(6), in other words the mean deviance as calculated in 
the model runs (described above) minus the deviance as calculated at posterior 
estimates of 6; 534 
The DIC statistic is then defined as: 
DIC=D + pD=D(9)+2pD 
an adaptation of the commonly used AIC for random effect models that penalises 
the mean deviance by the effective number of parameters as estimated in each 
model when the exact number of parameters is not known. 
Calculating the second measure of fit used in this thesis, the negative cross- 
validatory criterion, involves estimating each area's conditional predictive 
ordinate (CPO) - the likelihood at each point given the remaining data points. This 
would require refitting the models several times; however, it has been shown that 
each point's likelihood conditional on all other data points can be approximated in 
Monte Carlo integration as the harmonic mean - the inverse of the mean of a large 
sample of the inverse of the full likelihood (without excluding the each point at a 
time) 548 This can be easily done within winBUGS by constructing a node that 
monitors the contribution of each area to the inverse of the likelihood (or the 
exponential of the log-likelihood as calculated above, say pinv, = 'ýý 
170 
The conditional predictive ordinate in each area was then estimated as the inverse 
of the posterior mean of this node: CPO, =1. The negative cross-validatory 
p. inv; 
log-likelihood was then calculated as the sum of minus logarithm of each area's 
conditional predictive ordinate: 
NegC-V =-log(CPO1), 
a commonly used pseudo-Bayes factor measure of fit. Smaller values in each of 
these statistics indicate a better fit of the model. 
The next 5 chapters present findings from these analyses starting with the 
investigation into and mapping of the observed geographical variation of suicide 
in chapters 6 and 7 followed by the investigation into its ecological determinants 
and levels of unexplained geographical variation in chapters 8,9 and 10. 
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CHAPTER 6. INVESTIGATING GEOGRAPHICAL 
VARIATION IN SUICIDE MORTALITY 
6.1. Introduction 
This chapter presents findings from the investigation into the spatial distribution 
and patterning of suicide rates across constituencies and wards in England and 
Wales in 1988-1994. This investigation involved both standard tests of 
heterogeneity and clustering as well as incorporating evidence of these in a 
random effects framework to produce a series of age- and sex-specific maps of 
unsmoothed SMRs and Bayesian smoothed estimates of rate ratios. Maps of 
geographical patterns of suicide are presented in the following chapter (chapter 7). 
While maps are a powerful and effective presentation of geographic patterns, 
several features are not readily available by mere visual examination e. g. number 
of deaths and population denominators underlying the map, exact rate ratios for 
particular areas (for instance those with the highest and lowest rates) as well as 
estimates and statistical significance of heterogeneity and clustering variability. 
Therefore, vitally to the interpretation of the maps presented in the next chapter, 
this chapter tabulates, and thus summarises, findings from this geographic 
investigation. 
The first part of this chapter presents summary statistics for the distribution of the 
observed numbers of deaths, population denominators and raw (unsmoothed) 
SMRs in the seven year-period under investigation (sections 6.2 and 6.3). In this 
section, as well as throughout the rest of the chapter, the constituency level 
analyses are presented first followed by the ward level analyses. Section 6.4 then 
presents evidence of the level of heterogeneity and clustering observed across 
these areas using standard tests while the equivalent estimates from the empirical 
and fully Bayes analyses are presented in the sections that follow (sections 6.5-6.6). 
Before briefly summarising the main findings in the final section of this chapter, 
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section 6.7 explores the extent to which estimates from these models were 
sensitive to the prior/ hyperprior specifications. 
6.2. Number of suicide deaths and population denominators 
Table 6.1 summarises the total number of suicide and undetermined deaths 
(referred to as suicides from here onwards) that occurred in years 1988-1994 and 
the proportion of these deaths for which geographical information (i. e. postcode) 
was not available. Deaths for which postcode was either missing or was incorrect 
were excluded from the analyses since these could not be geographically assigned 
to an electoral ward/ parliamentary constituency. There were 27,839 adult male 
(aged 15+) and 10,241 adult female suicides between 1988 and 1994. Of these 
deaths, 151 male deaths (0.5%) and 64 female deaths (0.6%) were excluded from 
the analyses. These figures ranged from as low as 0.1% and 0.2% in the older age- 
group and up to 0.7% and 1.1 % in the younger age-group in males and females 
respectively. For the vast majority of these deaths, no postcode information was 
available. Of the total number of deaths excluded, postcode was available for only 
8 male deaths (5%) and 4 females deaths (6%); however, these postcodes were 
possibly incorrect as they were not successfully identified. These figures are small, 
and there is no reason to believe that the error introduced is not geographically 
random. The table also displays the total number of age- and sex-specific deaths 
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Tables 6.2 and 6.3 summarise the age/sex distribution of the number of suicides 
included in the analyses across the 569 constituencies and 9265 wards respectively. 
The tables also present population area denominators from the 1991 census. The 
population size of constituencies (mean population aged 15+: 72,739,90% range 
58,330 - 85,276) is large enough to ensure that a reasonably large number of deaths 
would have occurred in each geographic area. Even in the least populated 
constituencies, around 10,6 and 4 deaths in males aged 15-44,45-64 and 65+ 
respectively would be expected based on national suicide rates. Equivalently, at 
least 3 deaths would be expected based on national suicide rates in each of the 
female age-groups. There were at least 18 male suicides in each area with 5% of all 
areas (i. e. 28 constituencies) recording 72 or more deaths. The equivalent figures 
for females were 2 and 30. While at least 1 male death was observed in each 
constituency for the three age-groups investigated in this thesis, there were 2,2 
and 6 constituencies with no female suicides aged 15-44,45-64 and 65+ 
respectively. 
At the finer level of geographical aggregation i. e. electoral wards, the mean 
population across areas was 2,159 in males aged 15+ (90% range 498 - 5,417) and 
2,308 in females aged 15+ (90% range 516 - 5,827). In 50% of all wards the 
population aged 65+ was less than 281 in males and 410 in females (with 
populations less than around 100 people in 1% of all areas). In contrast to the 
constituency level of investigation, the relatively small populations of wards result 
in a large proportion of areas recording no suicides even after the aggregation of 
seven years (see table 6.3). Even in males aged 15-44 - the age-group with the most 
numerous number of events (40% of all deaths) -a third of all wards recorded no 
deaths. However, in more than a quarter of all wards (i. e. around 2,500 area), there 
were at least 2 deaths in this age-group. In females, no suicide was recorded in 
44% of all areas. Around 25% of all wards contained more than 2 female deaths 
when all age-groups were combined and only around 5% of all wards more than 2 
female age-specific deaths. 
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With possibly the exception of males aged 15-44, the small population 
denominators at this level of geographical aggregation would result not only in 
wide variation in the distribution of SMRs but also each individual estimate will 
be imprecise (since standard errors for these estimates are inversely proportional 
to the expected number of deaths in each area). To illustrate this in the case of the 
female age-groups: based on the national suicide rates, only 1 female death would 
be expected on average in any ward and only as few as 0.3-0.4 deaths in any of the 
3 female age-groups. In the 5% least populated wards (i. e 463 areas) we would 
expect to see less than 0.1 death and in around 1% (i. e 93 areas) of all wards we 
would expect to see less than 0.05 deaths in any of the female age-groups 
separately. Even 1 recorded suicide in an area with an expected number of deaths 
as low as this, would produce estimates as high as 10 or 20 the national average 
(with standard errors associated with these estimates of similar magnitude). This 
highlights the difficulty of interpreting SMRs at such a low level of geographic 
aggregation and justifies the need for an approach which incorporates the 









































NZ I N t-ý 0 -ý --ý 
kA 


















1. i O 







ý: PC ö 
Q °O a w- 
` t- ýN 




~ all 6 
ON 
000 v'1 IT 
0 
It 
~ Ö pop 
0h 
en 
ýO lý HN 
t- M 140 00 
NM "-+ 
Iýýi N ýMMM 
,.. ý 
00 r-4 0 r- rq 00 
rn - t- v1 N rq 
rq e -+ vl, Nh 
N N ý Ö- OO -+ 
NM 
coM; 
_ Öv 00 
00 OO4 
l- -+ O MN- 
N 
OýO 
't N --ý 
00 t4 M) aý m r- rq 
; 3-4 
N Iý V1 N oo M 
ý 2 C\ 00 M M 
10 ri cý ;Z 
vi oo 0 r- co olý 0 Mai OGH 
ri r- 00 h Vlb r- 00 tN 
oo f4 Ch n0ý r- 00 Ch - N NNýON 
00 
N 
Cs V) ýo 00 tý ýo 00 00 00 , 
'O 
C14 NN V) - en 
N0n 






Oý hMýT 00 
11010 ýo vi 
;Z 0 
ý % 00 
CY 
vi V) 
0 0 kt "" M 
r-4 %0 
OM 
00 0-0 AN MCYN 000 
Ný V'1M NýM)ýt 














(U CJ 'C 'Ci " 
.,, q 
-2 u -t Zo c4 t 1 1 l 
A V, 1 V) Vi 
4) y~ %O 
VJ Vi Vl v-) 
t- `t --0 . 0 
,l c 
0 0 e y 
'-' 
10 li le cq 10 Ici "0 
= bi) 04 Q4 
ýQQaQ 
QQ QQ 00 
wýýQQ 
to to u 
2- 000¢ 



























Oý ýO MN ýt NNN 






nt V) V) 00 
00 
00 V) 
CN C) 0 r- 
0 10 r- cý 
1 N .0 Mý r- 
0 
r 
N --ý00 X000 Ne4 00 00 0- 00 
Ö0 
ý 
-000 0000 NMNn -ýý p 
ON 00 N-4 O\NM 
000 
rr 
e ý ce 
OOO0 OOOO "E M 00 M '. ON O 







y OOOO 0000 





cq 0 C> t rfi N ý 00 -N 
z Lb ~N "~ 'f 00 00 
N. Oý 00 
OO NN 





00 OýN ct fn 
ON'1 
ýýtM M N 0018 000P. 
ýO 
:^ N^+ ÖÖ --; ÖÖÖ 
Nývn 
fr) NýývNj 
12 00 O V, 3 M M '. C 
ýOýOýý 
;Z ý i 
OOOýNN 





r, 4 %0 
OMM N M 00 00 O - a ý 4"> 00 
b b U 
. JD 
U 
phi to "0 '0 "0 2 
UNNe vO 





U- VI ý! 1 
Cu . (M 9) = 0u E cu 
0 4.0 101010 
U 
cu e4 lu "0 10 
- W to u :-QQQQ y= OA CO CO 
Fý1 
QQQQ = p0 Uo 
. 
ý- «« QQ 
d= 
to to CO 
W QZ «< 
00 N 
e-i 
6.3. Standardised Mortality Ratios 
Tables 6.4 and 6.5 present the mean, standard deviation and quintile distribution 
of Standardised Mortality Ratios (SMRs) across constituencies and wards 
respectively in the different age/ sex groups. At constituency level, suicide SMRs 
ranged from 0.37 to 1.93 in males (more than 5-fold difference in rates) and 0.16 to 
2.41 (more than 15-fold difference in rates) in females. With the exception of the 
youngest male age-group, rates varied by as much as 20-fold across the different 
age- and sex-groups. Because the extremes at both ends of the scale (i. e. lowest 
and highest rate ratio estimates) are also likely to be the most unreliable estimates, 
particularly at the ward level, this thesis uses the 90% mid-range as a better 
indication of the geographical differences in the distribution of suicide across 
areas. There remain 2 to 5-fold differences in rates across the different age-groups 
in males and 5 to 9-fold differences in rates in the different age-groups in females 
after excluding the 56 constituencies (10%of all areas) with the lowest and highest 
rates. 
While the distributions of SMRs were fairly symmetrical around the national 
average at constituency level, this was not true at ward level. The skewed 
distributions of SMRs observed at this level of aggregation was a product of a 
large number of areas recording zero deaths as well as several extreme estimates 
of rate ratios in sparsely populated areas (see table 6.5). Even when all age-groups 
were combined, SMRs in males ranged from 0.13 to 9.63 with 17% of all wards 
having zero SMRs. Similarly, in females all age-groups combined, rate ratios 
ranged from 0.18 to 13.77 with up to 44% of all areas recording no deaths. Table 
6.6 re-tabulates the quintile distribution of SMRs across wards restricted to those 
areas in which at least 1 death was recorded (therefore excluding all zero-SMRs). 
Not including the 5% least and most extreme rates, the central 90% of non-zero 
SMRs ranged between 0.36 and 2.67 in males and between 0.50 and 3.89 in females 
(indicating up to 8-fold differences in rates of suicide across wards). The central 
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90% differences across the different age and sex-groups were of similar 
magnitude, if not slightly higher. 
Figure 6.1 shows histograms of the distribution of the sex-specific (all ages 
combined) as well as the age- and sex-specific SMRs across constituencies. Figures 
6.2 and 6.3 show histograms of the ward level sex-specific SMRs and age- and sex- 
specific SMRs respectively. Since the distributions of SMRs were highly skewed, 
particularly at the ward level of analysis, all histograms plot log-transformed 
SMRs. In areas with no deaths and therefore a zero SMR for which the natural 
logarithm is not defined, the estimates in these areas were changed to 0.01 for 
plotting purposes. Histograms of sex-specific SMRs are presented including and 
excluding areas with no suicides. While the distributions of SMRs were highly 
positively skewed, with the exception of a spike at zero at the ward level of 
analysis, the log-transformed SMRs were fairly normally distributed. At an age- 
and sex-specific level, the multitude of areas with zero deaths overshadowed the 
spread of the distribution of the non-zero SMRs, therefore the age- and sex-specific 
histograms show only non-zero SMRs (see figure 6.3). Note that this is only a 
fraction of all wards e. g. only a quarter of all wards for the female age-groups. 
Table 6.7 identifies constituencies with the ten highest and ten lowest SMRs (and 
their 95% confidence intervals) in the 3 age-groups investigated in males and 
females separately. Similar tables of ranks of wards with high and low SMRs are 
not shown due to the uncertainty associated with these estimates at the extreme 
ends of the distribution. It is worth pointing out that, unlike in the case of wards 
where the highest estimates are greatly influenced by the small underlying 
populations in these areas and thus small number of expected cases, this was not 
the case in the constituency analyses. The observed and expected number of 
events upon which each SMR estimate is based are also presented in the tables. 
These areas represent only the top and bottom 2% of all constituencies. It is of note 
though that the majority of constituencies with the highest SMRs were to be found 
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in inner-cities e. g. Manchester, Leeds, Birmingham and Central London, 
particularly amongst the male age-groups. However, some of the highest rates in 
males were also seen in rural Wales. In females, there was also a mixture of inner- 
city constituencies (particularly in Central London) and some rural areas such as 
constituencies in Cornwall. In contrast to males, some of the constituencies with 
the lowest SMRs in females were to be found in Wales. It is worth noting that 
certain areas feature in all male or female age-groups. For example, Birmingham 
Ladywood ranks in the constituencies with the ten highest suicide SMRs across all 
three male age-groups. Similarly, at least one of City of London & Westminster or 
Kensington & Chelsea - both in Central London - appear in the list of 
constituencies with the highest SMRs across all female age-groups. Equivalently, 
some constituencies feature in certain age-groups in both genders. For example, 
Islwyn has one of the lowest SMRs in the youngest age-group in both males and 
females while the constituencies of Carlisle and Manchester Blackley both appear 
in the list of high SMRs in this age-group. In fact, the latter was the constituency 
with the highest SMRs in the youngest age-group in both males and females with 
rates 2-fold and 3-fold the national average respectively. 
In general, the geographical distributions of rates between males and females or 
across the different age-groups show only weak associations. Table 6.8 shows 
Pearson correlations between the constituency and ward distributions of SMRs in 
each pair of the age-and sex-groups investigated. Apart from the expected high 
correlations between the distributions of sex-specific SMRs (all ages combined) 
and their age-specific components, the correlations between the different age- 
groups both within and across sexes were generally low (<0.35). For example, the 
correlation between constituency level SMRs in males and females aged 15-44 was 
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Figure 6.1: Histograms of the distributions of SMRs across constituencies in males 
and females aged 15-44,45-64 and 65+ (plotted on a log-scale). 
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Figure 6.2: Histograms of the distributions of SMRs across wards in males and 
females, all ages combined after including and excluding areas with no recorded 
suicide deaths (plotted on a log-scale). 
Males, all ages combined Females, all ages combined 
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histograms. This also applies in the case of figure 6.1 that presents the constituency level distributions of 
SMRs. Also note that 17% and 44% of all wards contained no male and female suicide deaths respectively. 






















































































































6.4. Evidence of heterogeneity and clustering 
While the previous section showed that SMRs varied by at least 5-fold in males 
and 9-fold in females across areas in England and Wales (even when restricted to 
the central 90% spread of their geographical distribution), the extent to which this 
variation could be a product of expected random variation requires further 
investigation. A central condition to the Poisson assumptions, and thus the 
calculation of SMRs, is that the observed mean and variance are of equal 
magnitude. However, there was suggestion of extra-Poisson variation (i. e. the 
variance of the observed number of events was larger than their mean) across all 
age- and sex-groups at both levels of geographical aggregation (see tables 6.4 and 
6.5). 
6.4.1. Heterogeneity 
Evidence of heterogeneity in SMRs across areas was formally tested using three 
statistics: (a) the X2 statistic, (b) the Pottoff-Whittinghill statistic and (c) a maximum 
likelihood ratio test comparing the goodness of fit of the Poisson to the Negative 
Binomial -a Poisson with overdispersion (see section 5.4). The values of these 
statistics when calculated across constituencies and wards are presented in table 
6.9. The table also shows significance levels of these values when tested against 
their asymptotic distributions i. e. (a) the X2 statistic against a X2 distribution with 
598 d. f. at constituency and 9264 d. f at ward level respectively, (b) the P-W statistic 
against a Normal distribution with mean and variance calculated as described in 
section 5.4 and (c) the LRT against a 50: 50 mixture of a X2 distribution with a point 
mass at zero and X2 with 1 d. f. At constituency level, all three tests provided strong 
evidence of heterogeneity across all age-and sex-groups. At ward level, there were 
some inconsistent results. While the X2 statistic suggested there was strong 
evidence for heterogeneity in all male age-groups but not female age-groups, the 
Pottoff-Whittinghill statistic found evidence of heterogeneity in all groups except 
for the older age-group in both males and females. At ward level, the low number 
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of cases (or none at all) in the vast majority of areas, particularly amongst the 
female age-groups, make inferences from standard tests at the ward level of 
investigation unreliable. There was, however, some evidence from the likelihood 
ratio tests that estimates of the overdispersion parameters in negative Binomial 
models were significantly different from zero (i. e. evidence of extra-Poisson 
variation) in all age- and sex-groups but males aged 65+. The closer agreement 
between the last two tests is possibly not coincidental since, similarly to the LRT, 
the Pottoff-Whittinghill statistic is constructed around comparing the null 
hypothesis of a Poisson distribution against the alternative hypothesis of a more 
variable Gamma distribution. 
6.4.2. Clustering 
Heterogeneity tests ignore the spatial location of the areas and therefore any 
spatial patterning of rates. The D-rank statistic, a simple non-parametric statistic, 
measures the extent to which high or low rates (as measured by the average rank 
difference between neighbouring areas) occur more closely together than expected 
under the assumptions of complete randomness (see section 5.4.2). Based on their 
suicide rates, the ranks of neighbouring constituencies differed on average by 161 
in males and to 166 in females. Under assumption of randomness, across 569 
constituencies (with 1482 unique pairs of neighbours), the ranks are expected to 
follow a standard Normal distribution with an average rank difference of 190 and 
variance of 12 indicating some clustering effect (see Appendix C for details). This 
was true in all age- and sex-groups. 
Further evidence of spatial autocorrelation was assessed by calculating the 
Moran's I and Geary's c statistics using a script in Arcview. Although generally 
fast at the constituency level, due to the large number of areas involved at the 
ward level of investigation, running the script in Arcview took up to 12 hours to 
complete. Tables 6.10 and 6.11 show values of the Moran 's I and Geary's c 
statistics (along with their significance levels) at constituency and ward levels 
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respectively. Values of these statistics were generally modest. For example, 0.24 on 
the Moran's I scale (values closer to 1 signify stronger autocorrelation) and around 
0.74 on the Geary's c scale (values closer to 0 signify stronger correlations) across 
constituency levels in both males and females when all ages were combined. Age- 
and sex-specific correlations were even weaker. However, with the exception of 
the older male age-group, there was some evidence of positive spatial 
autocorrelation in all age-and sex-groups. In general, while spatial autocorrelation 
was of similar magnitude between males and females when all ages were 
combined, it appeared to be slightly stronger in the male age-groups than the 
female age-groups with the exception of males aged 65+. It is of note that evidence 
for heterogeneity was also absent in the older male age-group. 
The statistics were also calculated across ranks of SMRs to avoid large 
contributions made by areas with uncharacteristically high SMRs based on small 
number of suicides. Although, this made little difference to the estimates at 
constituency level, estimates across ranks were, as expected, slightly stronger than 
the equivalent estimates across SMRs at the ward level of investigation. This was 
particularly true for the Geary'c estimates where in some cases autocorrelations 
reversed from negative (higher than 1) to positive (lower than 1). Rank 
correlations, however, only ranged between 0.05-0.07 on the Moran scale and 0.90- 
0.96 on the Geary scale. Small p-values associated with such small correlations are 
a product of the large number of areas involved. Rank autocorrelations appeared 
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6.5. Empirical and full Bayes estimates of unstructured 
variability 
Table 6.12 shows estimates of the heterogeneity variance (i. e. the degree to which 
areas differ) in each age- and sex-specific group separately as estimated using two 
different empirical Bayes approaches. Both approaches assume an underlying 
Gamma(v, a) distributed random effects for the true area rate ratios whose 
variance 
X is the heterogeneity variance estimate. With no evidence of extra- 
Poisson variation, these estimates would be zero. Presented in the first two 
columns of the table, are estimates using: 
(A) An iterative method of moments and maximum likelihood and 
(B) A negative Binomial model fitted by maximum likelihood. 
Details for both methods are given in section 5.5.1. For comparison between an 
empirical and a fully Bayes approach, the next two columns of the table show the 
equivalent estimates as calculated by MCMC in winBUGS 1.3 using two different 
prior formulations for the heterogeneity variance: 
(C) a Gamma(a, a) prior for the true variability, equivalent to the maximum 
likelihood formulation of the model, only this time the full posterior distribution 
was estimated and not just point estimates at the mode of the distribution. 
(D) a Normal(O, var) prior belief on the logarithm of the unstructured variability in 
the distribution of the true rate ratios. 
Details for these models are given in section 5.5.2. Codes for these models in the 
BUGS language are given in Appendix D. 
Note that confidence intervals around the estimates are not given in the case of the 
iterative approach as this can only calculate point estimates for the heterogeneity 
variance. Furthermore, the maximum likelihood empirical Bayes confidence 
intervals are based on a likelihood ratio test comparing the Poisson to a negative 
Binomial model. In contrast, the fully Bayesian Cr. I. - credible intervals - are the 
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critical values containing the central 95% of the full posterior distribution of the 
variability. 
At constituency level, estimates of the heterogeneity variance using any of the 
above approaches, empirical or fully Bayes, were generally similar (at least to 2 
decimal places). Variability was in general higher in female than male age-groups 
and higher in the middle age-group while similar in the younger and older age- 
group in both sexes. It ranged from 0.03 to 0.05 in males and 0.05 to 0.09 in 
females. This represents a summary estimate of the amount of true heterogeneity 
across areas on the map. As these estimates represent the variance of the 
underlying Gamma (or logNormal) distribution of the true rate ratios, to translate 
these estimates to the actual degree of variability, it is indicative to work out the 
5thand 95thpercentiles of a Gamma distribution with mean 1 and each of the 
variance estimates. These contain the 90% mid-range of the true rate ratios; thus, 
their ratio is an indication of the amount of true differences in the area rates. A 
table with these critical points (and their ratio) is given in Appendix E for a 
selection of different values for the variance ranging from 0 signifying no 
heterogeneity to 1 signifying more than 60-fold differences across rates. The 
estimates reported here correspond to 90% of the true rate ratios ranging between 
0.73 - 1.30 (1.8-fold differences in rates) and 0.66 -1.39 (2.1-fold differences in 
rates) in the male age-groups and equivalently, between 0.66 - 1.39 (2.1-fold 
differences) and 0.56 - 1.54 in the female age-groups (2.8-fold differences). 
As a result of the insensitivity of the heterogeneity variance estimates to the 
estimation procedure, estimates for the area rate ratios were also similar across all 
models. Note that only fully Bayesian models can also calculate variability in the 
area rate ratios i. e. credible intervals in each area's estimates. In general, point 
estimates for the rate ratios obtained by the Poisson-Gamma models (i. e. the first 
three procedures) were highly correlated and in general similar (to at least 1 
decimal place) in all age and sex-groups. In the logNormal model, higher SMRs 
were slightly less smoothed while lower SMRs were slightly more smoothed 
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towards the global mean than in the Gamma models. However, correlations 
between rate ratios obtained by either the logNormal or Gamma assumptions 
were at least 0.99 in all cases (results not shown in detail). 
At ward level, with the exception of the empirical Bayes iterative approach, which 
either failed to converge (e. g. females aged 65+) or produced inconsistent results 
(e. g. males aged 65+ and females aged 45-64), estimates from the other approaches 
were generally similar. In contrast to the constituency level estimates (where 
variability was higher in females than males and higher in the middle age-group) 
the ward level estimates suggest that variability is similar in both sexes and higher 
in the younger age-group. Estimates ranged from 0.08-0.09 corresponding to a 2.7- 
to 2.8-fold differences in rates in the older age-groups to 0.12-0.13 corresponding 
to a 3.2- to 3.3-fold differences in the younger age-group. Similarly to the 
constituency analyses, correlations between pairs of estimates of rate ratios 
obtained using these different approaches were at least 0.98 in all cases (results not 
shown in detail). Correlations between the unsmoothed SMRs and smoothed rate 
ratios ranged between 0.73 and 0.81 across the different age and sex-groups. 
There were high disagreements across estimates from the different methods in 
males aged 65+, the age group for which statistical testing for heterogeneity failed 
to produce any strong evidence of area differences. The maximum likelihood 
empirical Bayes estimate was practically zero with extremely large confidence 
intervals indicating no evidence of heterogeneity (see table 6.12). The fully 
Bayesian estimate is substantially higher but still the smallest of the estimates 
across the different age and sex-groups. It is worth pointing out that since the 
model monitors the inverse of the variance, the variance estimate can only 
approximate zero. Therefore, while empirical Bayes estimates for the area rate 
ratios in this age group were practically all shrunk down around the global mean, 
i. e. (0.99,1.01), the fully Bayes estimates were slightly less conservative. They 
ranged from 0.91 to 1.16 with up to 90% of them lying between (0.97,1.05). The 
logNormal model showed poor convergence and estimates from this model were 
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not reported. Estimates from the Poisson-Gamma model were used to map 
globally smoothed rate ratios at ward level in this age-group. In all other age/ sex 
groups, estimates from the logNormal model were used in globally smoothed 
maps since this allows for extensions to local, rather than global, smoothing 
(discussed in the following section). 
Constituencies with the ten highest and ten lowest SMRs in males aged 15-44 and 
females aged 15-44 are presented in tables 6.13 and 6.14 along with their 
corresponding Poisson-Gamma empirical Bayes and full Bayes estimates for the 
rate ratios (the latter with 95% Cr. I. around these estimates). The effect of 
smoothing towards the global mean as well as some re-arrangement in the 
ranking of rate ratios (based on the level of certainty around these estimates) is 
apparent even within the ten highest and ten lowest SMRs. Figure 6.4 illustrates 
graphically the effect of globally smoothing rate ratios across constituencies in the 
case of males and females aged 15-44. A similar presentation in the case of wards 
is impeded by the large numbers of areas involved and therefore these are not 
presented. Similarly, tables of area rate ratios e. g. areas with the ten highest and 
ten lowest risks were only presented for the constituency level analyses since the 
rate ratios at both ends of the scale (those with the most extreme values) are not 
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6.6. Unstructured and structured variability in fully Bayesian 
models 
Models in the previous section assumed that there was no spatial structure in the 
observed variability and thus only estimated the heterogeneity variance. Models 
in this section explored the extent to which there is spatial structure in the 
observed variability. The three main models presented in this section are: 
(A) the Poisson-logNormal model (already introduced above) that assumes only 
spatially unstructured random effects for the true variability and therefore 
smoothes area rate ratios towards a global mean (i. e. the national mean), 
(B) the Poisson-CAR (conditional autoregressive) model, an extension of the 
Poisson-logNormal model that assumes spatially structured random effects for the 
true variability and therefore smoothes area rate ratios towards a local mean (i. e. 
the mean in adjacent areas) and 
(C) the Poisson-convolution model, a combination of these two models that 
includes a mixture of both logNormal unstructured random effects and CAR 
structured random effects and therefore smoothes area rate ratios towards both a 
global and a local mean. 
Methodological details for these models are given in section 5.5.2 and codes for 
these models as fitted by MCMC in winBUGS are given in Appendix D. Inference 
from the fully Bayesian models is greatly dependent upon the successful 
convergence to the posterior distribution of interest. Therefore, before presenting 
estimates for the unstructured and unstructured components of variation from 
these models, the following section summarises the more technical issues involved 
in these models. 
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6.6.1. Model specifications and diagnostics 
Initial values 
This section presents the initial values used in each age- and sex-specific model in 
the constituency and ward level analyses (see table 6.15). To assess whether 
convergence was reached, four parallel chains were run each starting from a 
different initial value for the variability parameters. While chains 1 and 4 were 
started from overdispersed values (common to all age- and sex-groups), the 
middle chains were given more realistic values corresponding to the observed 
variability in each age- and sex-group i. e. the variability as indicated by the 90% 
range in the raw SMRs and the empirical Bayes estimate of the variability 
respectively (see section 5.8.1). For example, in females all ages combined, there 
were approximately 3-fold differences in-between the central 90% of the 
distribution of SMRs. Using the 5% critical points of a standard Normal 
distribution, this corresponds to ln(RRrange)= ln(3)=2(1.645)SD. In this case, the 
SD can be approximated by 0.33 and, therefore, an inverse variance of around 9 
(chain 2). Similarly, the empirical Bayes heterogeneity variance estimate in this 
age-group was 0.051, thus an inverse variance of 19.76 (chain 3). 
Due to the conditional formulation of the CAR model upon each area's neighbours 
(i. e. in each area, the structured variance is only proportional to the inverse 
number of the area's neighbours) a conditional structured variance of the same 
strength as the unstructured variance is theoretically expected to be higher than 
the unstructured variance by a factor approximately equivalent to the average 
number of neighbours (see section 5.8.1). On average, constituencies had 5 and 
wards 5.5 neighbours. Therefore, for simplicity, only round number 
approximations for the inverse of the unstructured variance were used to initialise 
the chains that generally give round number for the inverse of the structured 
variance when divisible by 5 at constituency level and 6 at ward level. Thus, 
continuing with the example of females all ages combined presented above, chains 
2 and 3 were initialised at 10 and 20. Table 6.15 only shows estimates for the 
inverse of the variance as used in models including only an unstructured 
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variability component. To work out the initial values used in CAR models, these 
values need to be divided by the average number of neighbours: approx. 5 at 
constituency level and 6 at ward level (except from chains 1 and 4 where the 
number 5 was used for simplicity throughout). So, in females aged 15-44, the 
initial values used in the logNormal model for the inverse of the unstructured 
variance were 1,10,20 and 100. Equivalently, for the CAR model, the inverse of 
the structured variance was initialised at 0.2,2,4 and 20 
In convolution models, the two components were assumed to share equal strength 
(see section 5.8.1). In other words, initial values for the two components in 
convolution models were fixed to twice the values of models where only one of 
either components of variation was included. So, in this age-group, initial values 
of 2,20,40 and 200 were used for the inverse of the unstructured variance in each 
chain and 0.4,4,8 and 40 respectively for the inverse of the structured variance. 
Burn-in and convergence 
The burn-in period (i. e. number of iterations prior to convergence discarded when 
calculating posterior estimates) ranged from 2 500 to 3 500 in normal and CAR 
models where convergence was generally fast but ranged up to 6 000 iterations in 
convolution models mainly because of the slower convergence of the unstructured 
component once a structured component was included in the estimation. In all 
cases, estimates of both the pooled and within 80% interval widths for the variance 
components had stabilized by the end of the burn-in periods. The R statistic 
ranged from 1.001 to 1.008 at the end of the bum-in period for normal and CAR 
models and 1.01 (in the worst case) for the unstructured component of variation in 
convolution models ii Unlike the variance components for which autocorrelation 
in the iterations was expected, for all other parameters i. e. global mean and area 
v IR - termed the "scaling factor" - is the amount by which the credible intervals of the posterior 
estimates are expected to shrink if the iterations were to be continued indefinitely. It is the ratio of 
the width of the central 80% interval of the pooled runs to the average width of the 80% intervals 
within each individual run. Both the pooled and within interval widths should ideally converge to 
stability and R is expected to converge to 1. 
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rate ratios, autocorrelation in the chains was low and convergence was generally 
fast; the R statistic was generally close to 1.001. Appendix F shows selected 
graphical winBUGS output (including plots of the iteration history, R-statistic and 
autocorrelation) for the three main models presented here from the constituency 
and ward level analyses in males aged 15-44. 
At the ward level of investigation, convergence was considerably slower, 
especially with regards to the unstructured component of variation. In 
convolution models, for example, convergence had not been reached after 6 000 
iterations in all female age-groups mainly because of the inability of the 
unstructured component to converge once a structured component of variation 
was included in the estimation. Models that failed to converge were not run any 
further and output from these models was not used. In all other cases, 
convergence, although slow, was satisfactory with the R-statistic ranging from 
1.001-1.005 in the best cases (e. g. Normal and CAR models in the age-groups with 
numerous events) to 1.08-1.1 in the worst cases (particularly in convolution 
models) iii 
In general, at the ward level analyses, convergence of the structured component of 
variation was better and faster than the unstructured component of variation not 
only in convolution models but also in models where each component was fitted 
separately. With the exception of the CAR model in males aged 65+ and 
convolution models in all female age-groups for which no output was used, 
convergence in the rate ratio estimates was generally satisfactory. Figure 6.5 
illustrates fast, slow and poor convergence by showing the burn-in iteration 
history for the inverse of the variance in the three different male age-groups. 
Furthermore, table 6.16 and figure 6.6 bring two special cases to attention. 
Values of the R-statistic higher than 1.2 are commonly used as an indication of poor convergence. 
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Monitored sample 
In the constituency level analyses, each chain was run for a further 10 000 
iterations giving a total sample of 40 000. This took around 1 hour to complete and 
gave Monte Carlo errorsiv of <1% of the posterior standard deviation for all 
parameters except the variance components for which the MC errors ranged 
between 1%-3% and as high as 4% in convolution models. For the Normal and 
CAR models, the MC error was <5% for each individual chain. Running models at 
ward level was considerably slower. Therefore, each chain was run for a further 
7 500 iterations giving a total sample of 30 000; this took around 4 hours to run. 
This was enough to ensure Monte Carlo errors of around 1% for the posterior 
estimate of the mean and <1% for the posterior estimates of area rate ratios. For 
the variance components, the MC errors ranged between 3%-5%. Models where 
convergence was not reached i. e. structured variance models in males aged 65+ at 
both constituency and wards and convolution models in all female age-groups at 
ward level, were not run further. In males aged 65+, convergence was also 
doubtful in the logNormal models at ward level therefore, all estimates for this 
age-group in both tables and maps are based on the Poisson-Gamma model 
instead. 
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Figure 6.6: commentary 
Figure 6.6. shows winBUGS output from the ward level Poisson-logNormal analysis 
in males aged 45-64. Iteration history of the 4 chains for the inverse of the variance as 
well as graphs of the R-statistic during and after the burn-in period (as calculated 
every 50 iteration interval in winBUGS) are presented. 
After 3 500 iterations of the 4 chains, while the R-statistic as well as the pooled and 
within intervals stabilized, the R statistic converged at around 0.48 (see graph at the 
bottom left corner). Chain 4 initialised at 50 took nearly 1000 iterations before it 
started mixing with the other chains, after which they all seem to mix normally 
within a certain range of values. While the convergence diagnostic calculated using 
all iterations suggested that the posterior distribution had not reached its equilibrium 
after 3 500 iterations, convergence appears satisfactory (at 1.02 at the end of the burn- 
in period) after re-plotting the R statistic to exclude the first 1000 iterations (see 
graph at the bottom centre). In fact, the 4 chains mix well throughout the rest of the 
7 500 iterations. Calculating the convergence diagnostic for the entire history of the 
chains for the variance estimate (rather than the inverse) provides some more 
additional evidence that the estimate has satisfactorily converged to its posterior 
distribution (see graph at the bottom right corner). 
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6.6.2. Estimates of unstructured and structured variability 
Table 6.17 tabulates the posterior estimates of the spatially unstructured and 
structured variance at constituency and ward level as estimated in models where 
only one of the two components of variation were included. At constituency 
level, 
similarly to the unstructured variance estimates, the structured variance was 
generally higher in female than male age-groups and higher in the middle age- 
group in both sexes. Estimates ranged from around 0.08 to 0.12 in males age 
groups (with the exception of males aged 65+ where there was no evidence of 
spatial structure) and 0.10 to 0.18 in female age-groups. At ward level posterior 
estimates for the structured variance gave no clear indication that spatial 
patterning was stronger in one of the sexes, however these were clearly higher 
(around 0.17-0.18) in males 15-44 and females 45-64. In males aged 65+, similarly 
to the constituency level analysis, the structured model failed to converge possibly 
because of no evidence of spatial patterning. 
Since estimates of the spatially unstructured and structured components of 
variation are not directly comparable due to the conditional formulation of the 
CAR model upon neighbouring areas, the table also shows estimates for the 
"unconditional" marginal variance of the structured effect (see discussion on 
convolution models in section 5.5.2). v Similarly, the empirical variance of the 
unstructured component was also calculated. 
As expected, the empirical variance of the unstructured component was identical 
(or at least approximately equal) to the posterior variance estimate of the 
unstructured effects at both constituency and ward levels and was therefore not 
reported here. At constituency level, the empirical variance of the structured 
component in the model was as expected lower than the estimate of the structured 
variance, not however by a factor of 5- the average number of neighbours as 
v This is the mean of the pooled distribution of the observed variance in the locally smoothed 
estimates of rate ratios across all areas calculated empirically at each iteration. 
214 
would have been expected - but by a factor of around 2. When calculated 
empirically, the variance of the spatially structured random effects were though 
similar to the estimates of the unstructured variance. 
At ward level, the empirical structured variance estimates were similar to the 
unstructured variance estimates only in females aged 15-44 and females aged 65+. 
In all other age- and sex-groups, the empirical structured variance was, in contrary 
to what would have been expected, higher than the conditional structured 
variance estimate. This unexpected result was produced by the fact that the 
distributions of the empirical variance in these cases were skewed to the right due 
to the departure of a single chain from the mass of observations. This paradoxical 
finding - posted on the BUGS e-mail group for discussion - makes comparisons 
between the two components of variation difficult. Nevertheless, convergence of 
the conditional structured variance was satisfactory (and in fact generally better 
than convergence of the unstructured variance) and output from these models was 































w -'' O 
cý bA 
Ö 




























4 C" h !C 4J 
O 
O 
Mý r- 00 0 C> O Oý 
ÖZÖ Q V) ý Ö Ö 
ÖOÖ 
NNM M 't NM 000 OOOO 
OOO 0000O 





1,0 oo N 
Oll O ýo 
0-- 
CD 00 
Ö Oý, O\ 




t- NN Ln t- 00 
ÖÖÖZ 
öööö 
00 M eý 
NNM- 
Coco 





















bb u (U 
:DE :a 0 
Itt Eßt 
V T; z 0 rn h v1 h1+ 



















10 00 00 
OOO 
6ÖÖ 
10 b '0 00h 
0 00 
ödöz 











t- rný. o 000 
ö öö1-1 




r1 rn 00 O> "r+ yU 
C> NN 
O ýO lý ý TJ O 
xJ 
ýn pp 
öö0 {oo $E 
MO\00C. 6 Z Ei n. ° U G'. ONMO Ov 
toe- 
0 t2 -A v 
lý 00 . -+ 
Ö 








10 M 10 (- ÖO ÖO y tea" .E 
G" 
r- "0 lO r- b 






b y. a 







(D C) 0 









*Z 9U --4 cli ýc CD 
ÖÖÖÖ «> Ö3 
O 
O2 tU < 
v6°\ ßm jg V. 
2 
X 10 öcccj ,, äßx5-+"ate 
ZO- le 




22 '-ýýý R% v bo 
4w 
°O IC) OC 
ö 





19 ,Z CJ CJ Ou 
öýöö°0` 3> ou 
~i 'Vfi 00 öööö býd 
cvv "= aNN 
'L3 71 rA Z: ) u (U 
hi 
0 10 0 ,, 
2. U OO Nv1 
-0 -0 t) - 
92-. Ei wu 0 
vli V) m 4A V"& 
''U 010 EE -0 -Vä°° 
141. 
m° ý- oo co 0o - ago ý' ¢¢¢¢rý¢¢¢¢z eaö12 ýsaZU 
cV 
6.6.3. Globally and locally smoothed rate ratios 
Figure 6.7 illustrates graphically the effect of local smoothing in the case of males 
and females aged 45-64. Unlike the more ordered effect of smoothing rate ratios 
towards the global mean (illustrated for males and females aged 15-44 in Figure 
6.4), local smoothing allows areas with observed rate ratios lower or higher than 1 
to cross-over to the other side. Correlations of globally smoothed and locally 
smoothed risks ranged from 0.86-0.93 in male age-groups and 0.71-0.88 in female 
age-groups at constituency level (result not shown in detail). Correlations between 
globally smoothed estimates and estimates from convolution models were as 
expected higher - around 0.92-0.96 and 0.80-0.91 respectively. However 
correlations between convolution estimates and locally smoothed estimates were 
as high as 0.98-0.99 in all cases, indicating the relatively higher contribution of the 
locally smoothed rather then globally smoothed effects in convolution models, 
particularly in the female age-groups. 
At ward level, correlations between globally smoothed and locally smoothed area 
estimates ranged between 0.42-0.61 in males and only 0.20-0.44 in females. The 
dominance of the locally smoothed effect over the globally smoothed effect, 
particularly in females was more apparent in the ward level analyses. Correlations 
between the globally smoothed and convolution estimates increased to around 
0.60-0.77 in males but only to 0.47 (from 0.44) in females all ages combined - the 
only group for which a convolution model converged satisfactorily. In all other 
female groups, poor convergence of the unstructured variance indicates the 
relative unimportance of global over local smoothing, and thus, the strong spatial 
patterning in female age-groups. Note that the model estimates small amounts of 
heterogeneity by large numbers for the inverse of the variance. 
Tables 6.18 and 6.19 summarise the distributions of smoothed estimates of area 
rate ratios at constituency and ward levels respectively. While in male age-groups 
the distributions of estimates were fairly similar whether globally or locally 
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smoothed, in female age-groups the distribution of locally smoothed estimates 
was slightly more variable than the globally smoothed estimates. This is 
particularly apparent in the ward level analyses, where shrinkage towards the 
global mean forces nearly 90% of area rate ratios in the female age-groups to fall 
between 0.90 and 1.10 (only 1.2-fold differences in rates). This over-shrinkage is 
indicative of the level of uncertainty, and indeed the impossibility of making 
reliable inferences about areas with low expected number of events as in the case 
of the age-specific analyses. Shrinkage towards the local mean is however less 
conservative. Even extreme values such as rate ratios close to 0 or as high as 3,5 
and 9 still remain when smoothing towards a local mean since these estimates also 
depend on the events in their neighbouring areas. The high rate ratios of 9- far 
from the bulk of the distribution - observed in a total of 5 wards in females aged 
65+ deserve closer investigation. These estimates corresponded to the 5 wards in 
the Scilly Isles. As islands, and therefore with no direct neighbours, each of these 
wards were assumed as neighbouring to each other. In this age-group, there was 1 
suicide in one of the islands and therefore an exceptionally high SMR due to the 
low denominator population in that ward. The other 4 islands had no recorded 
deaths and therefore zero SMRs. Being neighbours only to each other, and with no 
second-order adjacencies i. e. neighbours of neighbours, the locally smoothed 
model assigned the high rate observed in one to all the others. 
Table 6.20 shows the spread in the 90% mid-range in the distribution of SMRs and 
the equivalent spread in the globally and locally smoothed estimates (as indicated 
by the 95thto 5thratio). The table also reports the ratio of the mid-range in the 
distribution of SMRs to that of the smoothed rate ratios. This serves as an 
indication of the extent of shrinkage, and indeed a synopsis of the main findings. 
For example, across constituencies there were 2- to 9-fold differences in the central 
90% of the distribution of SMRs across the different age- and sex-groups. The 
equivalent range in the Bayesian smoothed estimates, however, was only 1.50-1.65 
when globally smoothed and 1.60-1.80 when locally smoothed. Because of low 
numbers, shrinkage was slightly higher in females and older males - as indicated 
by the higher values of the ratio of the unsmoothed to locally smoothed range of 
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estimates. Smoothing towards the local mean preserves more of the original 
distribution of SMRs in these age-groups. 
At ward level, there were around 1.5-fold differences between the central 90% of 
globally smoothed estimates in males all ages combined and males aged 15-44 - 
the groups with the highest number of deaths and least areas with zero-SMRs. 
Differences of only 1.2- and 1.3-fold were observed in all the rest with the 
exception of males aged 65+ for which there was not much evidence of 
heterogeneity across areas. While this demonstrates that differences in the true 
rate ratios are not as large as the observed differences in SMRs (based on only 
small number of deaths), there was still evidence of variability not accounted for 
by chance. In fact, when the spatial location was taken into consideration, the 
amount of shrinkage was smaller, suggesting spatial patterning of these rates. The 
over-shrinkage towards the global mean observed in the age-groups with the 
lowest number of deaths is now reversed and all age- and sex-groups exhibit 
similar levels of variability in their spatial distribution. There were up to 1.6-1.8- 
fold differences in rates in all age- and sex-groups even when excluding the 5% of 
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6.6.4. Relative contribution of unstructured and structured variation 
All previous tables in this chapter concentrated on results from models involving 
only one component of variation across the random effects, either spatially 
unstructured (i. e. global smoothing) or structured (i. e. local smoothing). In reality, 
observed geographical variability need not be either completely unstructured or 
completely structured. The relative importance of each of the components of 
variability can be assessed convolution models, where variability is assumed to be 
a combination of independent unstructured and structured effects - the focus in 
this section. However, as discussed above, the variance estimate in the conditional 
autoregressive model is difficult to interpret as it is a conditional variance. The 
marginal variance of the structured components as well as the variance of the 
unstructured components across areas were therefore empirically calculated at 
every iteration and the ratio of the empirical structured variability to the total 
variability was monitored as an indication of the relative contribution of each 
component to the total variability (also see discussion of convolution models in 
section 5.5.2). 
Table 6.21 presents the observed variability in each type of random effects and 
their ratio as estimated in convolution models. Across constituencies, with the 
exception of males aged 65+ where poor convergence was experienced possibly to 
the lack of spatial patterning, in all other age- and sex-groups, the structured 
variability appeared to dominate over the unstructured variability. In males, 
around 65%-68% of the shrinkage effect in convolution models was attributed to 
the structured effect alone while in female this ranged from 61% to 80%, with as 
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In the ward level analyses, comparisons between the relative strength of the two 
components of variation were impeded by convergence problems of the 
empirically calculated structured variance (see section 6.6.2). Note that the 
structured variance estimates reported here are the conditional estimates rather 
than the empirical marginal estimates reported in the constituency analyses, and 
thus not directly comparable to the unstructured estimates. Nevertheless, when 
convergence of the ratio of the empirical variances was assessed as satisfactory, 
this was reported as normal. Similarly to the constituency analyses, with the 
exception of the older male age-group where the structured component failed to 
converge, in all other age- and sex-groups, the structured component of variation 
was generally the stronger. In fact, the structured component was by far the 
strongest in all female age-groups where the unstructured component was 
reduced to practically zero in convolution models. As a result, the unstructured 
component failed to converge satisfactorily and therefore estimates were not 
reported. The strong spatial patterning observed in females is, at least partly, 
attributable to the large percentage of areas with no recorded deaths. Whereas 
estimates in these areas are assigned to the national mean when global smoothed, 
local smoothing allows estimates to retain their low values. In males, the effect 
varied from as high as 86% of the shrinkage attributable to local smoothing in 
males aged 45-64 and as low as 55% in males aged 15-44 - the only age-group for 
which even at the ward level of investigation a reasonable number of events are 
recorded in each area. 
To illustrate the effect of global vs. local shrinkage, tables 6.22 and 6.23 re-list the 
constituencies with the ten highest and ten lowest SMRs in males and females 
aged 15-44 along with their globally and/or locally smoothed estimates. Note that 
the globally smoothed estimates reported here are different from those presented 
in tables 6.13 and 6.14 since these are estimates from the Poisson-logNormal model 
(and not the Poisson-Gamma). Even within such a small proportion of the total 
number of areas, the highest amount of re-ranking of areas in the locally smoothed 
estimates is apparent. Also apparent, are cases where globally and locally 
smoothed estimates differ markedly. For example, Manchester Blackley is the 
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constituency with the highest SMR in females aged 15-44 (see table 6.22). When 
globally smoothed, the rate ratio in this constituency was, as expected, "shrunk" 
down towards the global mean but still remained relatively high due to the large 
population in this area and thus the higher certainty associated with this estimate. 
In contrast, when locally smoothed, the estimate is pushed even lower because of 
the low SMRs observed in the neighbouring areas. The convolution estimate was a 
compromise between these two estimates. 
To illustrate the effect further, the largest observed discrepancies between the 
global and local estimates in these age-groups are summarised in tables 6.24 and 
6.25. Here, in addition to the SMR and smoothed estimates, the SMRs in the 
neighbouring areas are also reported. Two distinct cases are of note: (A) when the 
local estimate is higher than the global estimate due to the of high rates in 
neighbouring areas and (B) when the local estimate is lower than the global 
estimate due to the low rates in neighbouring areas. For example, in males aged 
15-44, the constituency of Bury South had an SMR of 0.98 (i. e. a rate close to the 
national average) and a global estimate of similar magnitude. However, rates in all 
of its 7 neighbouring areas were relatively high with SMRs ranging from 1.07 to as 
high as 2.08. As a result, local smoothing reflects this (with an estimate of 1.23) 
while the convolution estimate lies somewhere in the middle (with an estimate of 
1.15). 
A case worth pointing out is that of the islands Ynys Mon (Anglesey) and Isle of 
Wight with SMRs of 1.37 and 1.38 respectively. With no immediate neighbours, 
the CAR model as given in section 4.8.1 is undefined. When locally smoothing, the 
spatially structured random effects in the case of islands are set to zero and their 
estimates are not treated as stochastic nodes by the model vi 
' Technical note: When using the car. normal distribution in winBUGS, the initial values for the spatially 
structured random effects in the case of islands, such as Ynys Mon and Isle of Wight in this example, need to 
be set to NA. This ensures that the spatially structured random effect would not be initialised (thus, this 
would not be treated as a stochastic node) and, therefore, avoids including islands in the estimation of 
spatially structured variance in which case the model would become undefined. 
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Their values are simply assigned to the overall mean as no inference can be drawn 
about their rates based on rates in neighbouring areas - in both of these cases, the 
locally smoothed estimates are 0.99 (i. e the global mean). Similarly, in the case of 
the convolution model, islands will only have a non-spatial component for the 
random effect. In this case however, the contribution of the non-spatial component 
to the total variation is smaller than that of the spatial component. Thus, the 
estimate for the unstructured variance is smaller (i. e. higher estimate for the 
inverse of the variance) and, as a result, higher shrinkage towards the mean is 
observed than in the case of the globally smoothed estimate where only a non- 
spatial component of variation is fitted. 
An alternative approach so that islands could have been included in the 
estimation of the spatially structured component of variation is for each to be 
assigned as neigbouring to their nearest mainland area, for example based on 
distance or travelling (e. g. ferry) time. This option was not considered here since 
these two areas were treated as islands only in the case of the constituency level 
analyses - at ward level, rates were smoothed across smaller-areas within these 
islands. The alternative option was, however, preferred in the case of the Scilly 
Isles. While, they do not form a discrete constituency, each island is a separate 
ward. In this case, each island was assigned as each other's neighbour (see related 
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6.6.5. Model comparisons 
While none of the three main models presented above (i. e. logNormal, CAR and 
convolution) is necessarily a truer picture of reality than any other, some of the 
models might, at least statistically, fit the data better than the rest. Table 6.26 
presents values of the two model selection diagnostic statistics used in this thesis, 
namely the Deviance Information Criterion (DIC) and the negative cross- 
validatory criterion (see section 5.8.4 for details on their calculation). As a 
reminder, the DIC statistics penalises the deviance by the effective number of 
parameters estimated in each model, namely pD. In addition to the DIC, both the 
deviance (estimated as the posterior mean of the pooled distribution of the 
deviance calculated at each iteration) and the parameters pD are reported in the 
table. Across all age- and sex-groups the logNormal model (i. e. global smoothing) 
was generally a worse fit at both levels of geography. While mean deviances were 
usually lower than those of the CAR model (i. e. local smoothing), they were 
penalised more because of the higher number of parameters estimated. Due to the 
conditional formulation the CAR model, the numbers of parameters estimated 
were minimised, while the convolution model fell somewhere in the middle. 
Inferences from the negative cross-validatory criterion - the second diagnostic 
used in this thesis - were generally in agreement, and diverged only in cases 
where one model was only marginally better than any other. At constituency level, 
the CAR models were a better fit than the logNormal models in all cases. The fit 
was also either better or only marginally worse than that of the convolution 
model. At ward level, the CAR models fitted better than the logNormal models in 
all age/sex groups but worse than the convolution models in males all ages 
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6.7. Sensitivity analyses 
The extent to which the posterior estimates in fully Bayesian models were 
influenced by the choice of the hyperprior parameters was assessed by refitting all 
models with different hyperprior specifications. The choice of distributions for the 
sensitivity analyses was explained in section 5.8.3. A certain degree of confidence 
in the estimates, and indeed the vagueness of the fully Bayesian specifications, is 
given by the fact that estimation procedure (maximum likelihood or fully Bayesian 
models) did not influence the findings. 
Tables 6.27 and 6.28 present the constituency and ward level variability estimates 
observed in the original model specifications (i. e Gamma (0.001,0.001) for the 
inverse of the variance when only one type of variability was fitted and 
Gamma(0.01,0.01) when both types were included in convolution models) 
together with estimates obtained for different hyperprior distributions. Estimates 
were generally similar. Discrepancies were higher in the female age groups. It is 
worth noting that the variability estimates obtained from models with a 
Gamma(0.5,0.0005) prior for the inverse of the variance were consistently lower 
than the original specifications while in models with an additional level in the 
hierarchy (i. e. a vague Gamma(a, b) with exponentially distributed parameters a 
and b) the estimates were consistently higher. Convolution models, which often 
displayed convergence difficulties, were refitted with informative means giving 
equal weight to each type of variation but large variances; estimates were again 
similar. In males aged 65+, the spatially structured component of variation failed 
to converge even after altering the original specifications reinforcing the evidence 
of no spatial patterning in this age-group. 
In the ward level analyses, models with a Gamma(0.5,0.0005) hyperprior 
distribution for the variance -a largely flat distribution (with a mean of 1000 and 
variance of 2,000,000) - proved unlikely to converge. Therefore, these estimates 
were not presented. However, refitting the ward level models with a Gamma(a, b) 
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hyperprior produced similar estimates. Also note that in all female age-groups the 
unstructured component of variation failed to converge even after refitting the 
convolution models with more informative specifications giving equal weight to 
both components of variation. Estimates for the spatially structured parameters 
were though similar and credible intervals around these estimates were narrower. 
Sensitivity of the area rate ratios to the prior specifications was also assessed; 
estimates were also generally similar. Correlations were at least 0.99 in all age/sex 
groups at both level of geography. At constituency level, 98% of all area estimates 
across the different model specifications were identical to the original estimates to 
at least 2 decimal places in the male age-groups (differences in the estimates 
ranged between 0.003-0.005) and at least 1 decimal place in the female age-groups 
(differences ranged between 0.003-0.01). Although the ranking of the areas was 
unavoidably affected, 98% of all changes in ranks were less than 10 places across 
all models with the exception of convolution models in female age-groups with 
rank changes to up 26 places (out of 569 areas). 
At ward level, the vast majority of area estimates were identical to the original 
estimates to at least 1 decimal place (differences in the estimates ranged between 
0.01-0.03 in the all age/ sex groups). In the groups with the most numerous events 
i. e. when all age-groups were combined or the two youngest male age-groups, 
98% of all changes in the rankings were within 200 places (maximum difference of 
around 550) out of 9265 areas. In other age/ sex groups, changes ranged from 
around 1000 places (maximum difference of around 2000) in globally smoothed 
models to 600 places (maximum difference of around 1400) in locally smoothed 
models. In the first case, large changes in the ranks are unimportant since the vast 
majority of estimates were between 0.9 and 1.1. With respect to the latter, most 
areas still fell in the same decile of the distribution of rate ratios. Thus, changes in 
the ranks would not affect inferences about the observed spatial patterning since 
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6.8. Summary of main findings 
There were at least 5- to 9-fold geographic differences in rates of suicide across 
constituencies and wards even after excluding the most extreme rates on either 
side of the distribution (likely to be due to a small numbers effect). This chapter 
showed how these differences were greater than expected by random variation 
alone. With possibly the exception of the older male age-group, there was strong 
evidence of heterogeneity - or extra-Poisson variation - in all other age/ sex 
groups. To quantify levels of heterogeneity and account for levels of uncertainty 
associated with each area's estimate (based on small denominator populations), 
area rate ratios were also calculated as a weighted average between the observed 
levels and the global mean (i. e. national average). Estimates suggested that at least 
2- to 3-fold differences remained when rates were smoothed towards the global 
mean i. e. over and above what would have been expected from Poisson variation 
alone. 
There was also strong evidence of spatial autocorrelation - high and low rates 
occurring in a clustered fashion with neighbouring areas showing similar levels of 
suicide. Strong spatial patterning in the geographical variability of suicide was 
evident even where rates were smoothed towards both the global (i. e. national) 
and local (i. e. neighbouring areas) means. Patterning appeared stronger amongst 
the female age-groups. This may have been, at least partly, due to the spatial rarity 
of suicide in females - both lower numbers of cases in each area and a large 
number of areas with no recorded deaths, particularly at the ward level of 
investigation. In general, around 60%-80% of all observed variation was explained 
locally as indicated by the contribution of each of the effects in models where 
smoothing was towards the global and the local mean. Finally, estimates of the 
geographical variability as well as area estimates of rate ratios did not appear 
sensitive to the estimation procedure since both maximum likelihood and fully 
Bayesian estimation methods with different prior/ hyperprior specifications 
produced similar estimates. 
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CHAPTER 7. MAPPING GEOGRAPHICAL 
VARIATION IN SUICIDE MORTALITY 
7.1. Introduction 
The most effective, and engaging, means of representing the geographical 
patterning of suicide is a series of maps of the raw (unsmoothed) and smoothed 
area rate ratios. These form the basis of this chapter. Comparing across different 
maps, for instance maps of different age/ sex groups, the degree of heterogeneity 
and/or clustering can only be guessed, and not always accurately, from observing 
a map, especially at a fine level of geographical aggregation. The maps presented 
here should be interpreted in the context of the tabular and graphical 
presentations in the previous chapter to give a robust and comprehensive picture 
of the spatial distribution of suicide mortality in England and Wales in 1988-1994. 
7.2. Structure of map presentation 
A series of sex-specific maps (males and females all ages 15+ combined) and age- 
and sex-specific maps in the three age-groups investigated i. e. 15-44,45-64 and 65+ 
in each sex separately are presented at constituency and ward level (Map Series A, 
Atlas, Volume II). In all cases, the constituency level maps are presented first 
followed by the ward level maps. For each age/ sex group and at each level of 
geographic aggregation four maps are presented in pairs: 
1. a map of unsmoothed area rate ratios of suicide (raw SMRs) and a map of 
globally smoothed area rate ratios of suicidevii and 
vii These are the Bayesian posterior means of area rate ratios estimated in a Poisson-logNormal 
model with a Gamma(0.001,0.001) prior on the inverse of the variance of the spatially unstructured 
random effects. 
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2. a map of locally smoothed area rate ratios of suicideviii and a map of both 
globally and locally smoothed area rate ratios of suicide (convolution model)ix. 
In general the presentation of maps follows the standard form presented above. 
However, due to convergence failures, there were cases where it was not possible 
to present output from all four models, for example, locally smoothed maps in 
males aged 65+. Each pair of maps appears on a separate plate numbered 
successively from Al to A30 on pages numbered accordingly (8 age/ sex groups 
times 2 pairs of maps in each times 2 levels of aggregation=32 minus the omitted 
constituency and ward level maps in the older age-group). The eight maps in each 
age-group (4 types of maps times 2 levels of aggregation) were successively 
numbered in each age/ sex group separately. For instance, map 1.1 for the 
constituency level unsmoothed map, 1.2 for the constituency level globally 
smoothed map, 1.3 for the constituency level locally smoothed map up to 1.8 for 
the ward level convolution map in males aged 15-44 and equivalently 2.1,2.2 and 
2.3 in males aged 45-64 etc. 
Administrative areas such as constituencies and wards are designed to capture 
similar level of population for census purposes. As a result, at both levels of 
geographical aggregation, but especially at the finer ward level analyses, several 
smaller size areas, mainly city constituencies or wards, are not easily identifiable 
on the standard geographical scale used on the printed maps. While it was not 
practically possible to remedy this problem in every case, on all maps seven zoom- 
in windows are provided corresponding to the top nine concentrations of such 
small areas (see maps 14.1 and 14.2 of population density on plate B14). These 
densely populated areas are (clockwise from the bottom right corner of the map 
and not in population ranking order): (a) the Greater London area, (b) Bristol and 
viii These are the Bayesian posterior means of area rate ratios estimated in a Poisson-CAR model 
with a Gamma(0.001,0.001) prior on the inverse of the conditional variance of the spatially 
structured random effects . ix These are the Bayesian posterior means of area rate ratios estimated in a Poisson-Convolution 
model with a Gamma(0.01,0.01) prior on the inverse of each of the variances of the spatially 
unstructured and structured random effects. 
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Cardiff, (c) Birmingham, (d) Manchester and Liverpool, (e) Newcastle, (f) Leeds 
and (g) Sheffield. For comparability, with the exception of central London, the 
zoom-in scale was kept constant across these windows. At ward level, separate 
windows are presented for each of these cities since a larger zoom-in scale was 
needed (i. e. nine separate zoom-in windows are provided). An example of the 
template used throughout the thesis is presented in figure 7.1 for constituencies 
and figure 7.2 for wards. To aid geographical orientation, index maps marking the 
constituency and ward boundaries within the wider geographical regions as well 
as major cities and towns are provided (see Index Page, Atlas, Volume II). 
7.3. Maps of suicide mortality 
The most worthwhile exercise when examining a map is to identify any evidence 
of consistent spatial patterns across the maps that may possibly relate to some 
underlying characteristics in those areas. Since no written account can be as 
effective as visual examination of a map, the following presentations only focus on 
the general spatial patterning observed on each of the maps. These accounts are 
not intended to be self-sufficient but to be read alongside the maps. 
The presentation starts with the age- and sex-specific (sections 7.3.1-7.3.6) followed 
by the sex-specific (all ages combined) maps (section 7.3.7). Many of the spatial 
patterns observed were similar across age/sex groups. Since, most of these 
patterns (as well as names given to identify them) will be introduced in the 
presentation of the maps in males aged 15-44 (section 7.3.1), subsequent 
presentations will be less detailed. The age- and sex-specific accounts will be 
followed by some general observations that emerged from this mapping exercise 
common to all age/sex groups (section 7.3.8) and conclude with a discussion on 
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7.3.1. Males aged 15-44 
Constituency level maps 
SMR map 
Plates Al and A2 present the four constituency level maps of suicide mortality in 
males aged 15-44. Because of the large number of deaths in this group the 
constituency level unsmoothed map (map of raw SMRs - see map 1.1, plate Al) 
presents a relatively clear picture of the underlying geographical variation in this 
age-group (unlike other age/sex groups with fewer number of deaths). In general, 
while most inner city constituencies exhibited high rate ratios (termed from here 
onwards "city pattern"), several high rate ratios were to be found in some rural 
and more geographically remote constituencies (termed from here onwards "rural 
pattern") particularly around the coastal fringes of the country (termed from here 
onwards "coastal pattern"). It seems that most areas with low rate ratios were 
situated roughly in a corridor running down in the middle of the country from 
Manchester in the north to Portsmouth in the south but mostly concentrated in the 
Midlands and the Home Counties (termed from here onwards "middle pattern"). 
Interestingly, this corridor corresponds to a corridor of more densely populated 
constituencies (see plate B14 for maps of population density). 
Globally smoothed map 
Smoothing this map towards the global mean (see map 1.2, plate Al) resulted, as 
expected, in much less geographic heterogeneity over the map with nearly all area 
rate ratios ranging between 0.67 and 1.5 and several close to the global mean (rate 
ratios of 0.9-1.1). The two highest rate ratios, both with smoothed estimates greater 
than 1.5 were in central Manchester. The patterns were broadly similar to the raw 
map, only more striking. Most of the city constituencies with high SMRs still had 
high rate ratios when globally smoothed, while more of the rural high rate ratios 
were pushed towards the global mean since these estimates were based on 
relatively fewer numbers of deaths. Interestingly though, a few rural and remote 
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constituencies retained their high rate ratios especially those in the west of the 
country, and Wales in particular. The high-risk "coastal pattern" (although less 
striking) as well as the low-risk "middle pattern" (although slimmer) were still 
apparent. Particularly obvious in London, although evident to a lesser extent in 
other city constituencies (for example Birmingham and Manchester and even in 
smaller cities such as Bristol), rate ratios were higher in the central parts of the city 
with rates close to the national average in the surrounding areas and, in certain 
cases, areas of low rates in the periphery (termed from here onwards "bull's-eye 
pattern"). 
Locally smoothed map 
The locally smoothed map offered a clearer picture of the "bull's-eye pattern", 
particularly in the case of London (see map 1.3, plate A2). Patterns in the locally 
smoothed map remained generally similar to the globally smoothed map; 
however, clusters of low or high rate ratios appeared more emphasised. 
Particularly striking were the high rates of the west coast. For example, much of 
coastal Wales, Cornwall and most of the coast northwest of Manchester displayed 
concentrations of high rate ratios. However, in contrast to the globally smoothed 
map, the corridor of low rate areas in the middle of the country did not extend as 
far north as Manchester, but clusters of low rates around London and the 
Midlands were particularly highlighted. 
Convolution map 
The convolution map (see map 1.4, plate A2) is a combination of the globally 
smoothed and the locally smoothed maps. While spatial patterns appeared more 
structured in the locally smoothed map, the underlying pattern was generally 
similar to those observed in the globally smoothed or even the raw (unsmoothed) 
map due to the large number of events in this age-group at this level of geographic 
aggregation. Therefore at large, the general spatial patterns described above also 
apply to the convolution map. With only a few exceptions, clusters of low rates 
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around London and in the Midlands and high rates in the coastal periphery 
seemed as spatially structured as in the locally smoothed map. 
Ward level maps 
SMR map 
Map 1.5 on plate A3 shows the unsmoothed ward level map in this age-group. The 
relatively large number of small areas, therefore small populations and wider 
geographic fluctuation, makes it harder to regionalise (i. e. identify regions of 
homogeneous levels of risk) at this level of analysis. Furthermore, with areas of 
unequal sizes, attention is probably inappropriately drawn to the large-area 
wards, which tend to have lower populations and therefore higher uncertainty in 
their estimates, for example wards in Wales and the North. Moreover, several 
wards (in fact, as many as one third of all wards, see table 6.3, section 6.2) 
recorded no deaths; these areas are shown separately in grey adding an extra 
category to the seven classes of rate ratios used in the constituency level analysis. 
Viewed in parallel to the constituency level map, the level of detail on the ward 
map allows an examination of patterns within patterns (i. e. wards within 
constituencies). For example, there were several wards with high rate ratios 
scattered within constituencies of generally low rates in the Midlands as well as 
several wards with no deaths at all within constituencies of high rates in Wales. In 
general though, in the absence of the constituency level maps, it would be 
difficult, even impossible, to infer anything about spatial patterning at this level of 
geographic aggregation. 
Globally smoothed map 
Unlike the constituency level map, where much of the original spatial distribution 
of raw SMRs was retained when globally smoothed, at the ward level analyses, 
smoothing rate ratios toward the global mean resulted in a largely flat map (see 
map 1.6, plate A3). With increased uncertainty about any of the area estimates at 
such a fine level of geographical aggregation, the majority of areas were shrunk 
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close to the global mean. In fact, 60% of all ward estimates ranged between 0.9 and 
1.1. While there was still evidence of heterogeneity, it was possibly as hard to infer 
any geographical patterns from such an over-smoothed picture as it was the case 
with the unsmoothed map of SMRs. Therefore, while global smoothing at this 
level of geographic aggregation may provide good estimates of the degree of 
heterogeneity, and consequently the true range of variation across areas (for 
example see table 6.12, section 6.5), the contribution of globally smoothed maps at 
such fine level of aggregation is limited, even in the case of the age-group with the 
highest number of deaths. 
Locally smoothed map 
A very different picture emerged when ward SMRs were smoothed towards the 
local mean (see map 1.7, plate A4). While no inference about spatial patterning 
was possible from the unsmoothed or globally smoothed maps, the locally 
smoothed ward level map appeared highly structured, with several distinct 
concentrations of areas of high or low rates. Whereas, this highly structured 
pattern does not visually relate to the unsmoothed spatial distribution, it was 
strikingly similar to the locally smoothed constituency level map. In fact, while 
constituencies assigned similar levels of risk to a geographically large area, due to 
their considerably smaller size, the ward level map refined the observed clusters. 
For example: 
- The "bull's-eye" pattern observed at constituency level was not only 
replicated on the ward level map but it also appeared more pronounced and 
manifested to a greater or lesser degree in all major cities. 
- In several places, patterns observed at constituency level were extended 
outside constituency boundaries. Possibly the most striking example was the 
Northwest of England where high rates were previously restricted to a few coastal 
constituencies. Similarly, previously narrower concentrations of high rates in 
Devon and East Anglia as well as concentration of low rates on the English-Welsh 
border and around Cardiff appeared extended at ward level. 
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Similar to outward expansions, there are places where the ward level map 
revealed a more detailed structure within such high- or low-risk constituencies. 
For example, while at constituency level rates in nearly the whole of Cornwall or 
much of Lincolnshire appeared high, at ward level high rate clusters within these 
areas appeared more contained. In contrast, patterns within some more isolated 
low-risk clusters at constituency level, for example areas around Plymouth or 
Hull, appeared consistently low even at the finer level of geographic aggregation. 
Convolution map 
When ward estimates were smoothed towards both the global and a local mean, 
around half of all geographic variation was explained locally in this age group (see 
table 6.21, section 6.6.4). As with the constituency level maps, spatial patterns on 
the convolution map were generally similar to the locally smoothed map; 
however, the over-smoothed spatial structures observed in the locally smoothed 
map were largely avoided in the ward level analysis (see map 1.8, plate A4). For 
example, while still most of the low-risk areas were concentrated in the Midlands 
and the Home Counties, the pattern appeared patchier. Several high-risk wards 
scattered amongst these areas, while previously having been assigned to the low 
risk of their neighbouring areas, were now only shrunk close to the national 
average or even retained their high rates, avoiding the oversmoothed pattern 
observed when locally smoothed. 
7.3.2. Males aged 45-64 
Constituency level maps 
Plates A5 and A6 present the four constituency level maps of suicide mortality in 
males aged 45-64. In this age group, the area estimates were based on a smaller 
number of deaths and therefore, there was greater geographic fluctuation on the 
unsmoothed map (see map 2.1). However, some of the patterning observed in 
younger males (for example, city, bull's-eye, rural and coastal patterns) was 
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generally seen in this age-group as well. With respect to the rural areas in 
particular, several areas in Wales were especially prominent with rates 2-fold the 
national average. Other concentrations of high rates were evident in Cornwall, 
Devon and East Anglia. Unlike in the case of younger men, there did not seem to 
be extensive concentrations of high rates in the North. Furthermore, although 
there were several areas of low rates in the middle of the country, these appeared 
less spatially structured than in younger men. With higher uncertainty associated 
with the area estimates, smoothing this map towards the global mean (see map 
2.2), more than half of all rate ratios were shrunk down around the national mean 
(estimates of 0.9-1.1). Most city constituencies across the country retained their 
high rates when globally smoothed. A "bull's-eye" pattern was evident in this age- 
group as well with concentrations of high-risk areas in most of the big cities with 
concentrations of low-risk areas around their peripheries, for example London, 
Manchester, and Birmingham. Some concentrations of high-risk areas remained 
prominent in rural Wales and East Anglia although not in the Southwest (e. g. 
Cornwall and Devon). 
In the locally smoothed map (see map 2.3), the coastal pattern was more 
prominent and, in fact, extended quite far inland in the West, East and possibly 
South but not in the North. High rates appeared particularly structured in Wales, 
East Anglia as well as the Southwest (unlike in the globally smoothed map). 
Moreover, the city pattern was particularly striking with extended concentrations 
of high risk in London and Manchester. In the case of London in particular, there 
seemed to be a highly structured decrease in nearly concentric circles of levels of 
risk from as high as twice the national average in central London to 0.67 in the 
periphery. However, in contrast to the extended clusters of low rates in the 
Midlands and the Home Counties observed in younger males, in this age group 
low rates were mainly clustered in the suburbs of big cities, for example around 
London, Liverpool and Cardiff, north of Birmingham and between Sheffield and 
Nottingham. The convolution map (see map 2.4), as was in the case of the younger 
age group, appeared very similar to the locally smoothed map. 
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Ward level maps 
Plates A7 and A8 present the four ward level maps in males aged 45-64. As in the 
younger age-group, it was hard to infer any spatial patterns from the raw 
(unsmoothed) map at this level of geographic aggregation (see map 2.5). While 
there was large geographic variability (nearly 9-fold differences in 90% of the non- 
zero SMRs - see table 6.6, section 6.3), around half of all areas recorded no deaths. 
Smoothing rate ratios towards the global mean (see map 2.6) resulted in an 
oversmoothed map where 83% of all area estimates fell between 0.9 and 1.1. 
Concentrations of wards that retained their high rates were only to be found in 
inner cities and wards that retained their low rates were generally to be found in 
populated areas around these cities. 
The locally smoothed map (see map 2.7) showed a strong spatial structure. Once 
more, while the locally smoothed map did not visually relate to either the SMR or 
the globally smoothed map, it strikingly replicated the spatial pattern observed at 
the constituency level analysis. As well as inner city concentrations of high rates, 
particularly in London and Manchester, clusters of high rates in more rural and 
geographically remote areas - also observed at constituency level - appeared 
prominent at ward level. With the exception of areas around Cardiff (i. e. the 
mining valleys), large clusters of high rates were to be found in most of Wales. 
Rates, particularly in North Wales, were twice the national average (as high as in 
central London). Other high-risk clusters were to be seen in Cornwall and most of 
Devon, much of the South coast, around several towns in East Anglia, around 
Oxford and Hull. Unlike the younger age-group where the convolution map 
"corrected" some of the locally oversmoothed concentrations of risk, the 
convolution map in this age-group (see map 2.8) looked nearly identical to the 
locally smoothed map since as much as 86% of the geographical variation was 
explained locally (see table 6.21, section 6.6.4). 
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7.3.3. Males 65+ 
Constituency level maps 
In the older male age-group (aged 65+) only the first two maps are presented i. e. a 
map of (a) unsmoothed and (b) globally smoothed rate ratios, at both constituency 
and ward levels (Plates A9 and A10 respectively). No locally smoothed or 
convolution maps are presented for this age-group since the structured 
component of variation in these models failed to converge. Lack of evidence for a 
spatial pattern in this age-group was also evident from standard tests of spatial 
autocorrelation such as Moran's I and Geary's c (see tables 6.10 and 6.11). 
Nevertheless, the map of SMRs (see map 3.1) although it appeared more scattered 
than the two younger age-groups, it fits (at least loosely) the general patterns 
described previously. There seemed to be concentrations of high rates in cities, for 
example London, Birmingham, Newcastle and Cardiff; with possibly, unlike in the 
case of the younger age-groups, the exception of Manchester. Furthermore, most 
of Wales and some parts of Cornwall and Devon had suicide rates higher than the 
national average. Map 3.2 shows the globally smoothed area estimates in this age- 
group. Smoothing largely results in a "flat" map with as many as 80% of all areas 
assigned to the national average. While there was still some evidence of 
heterogeneity across the map (see table 6.12, section 6.5), the areas that appeared 
as "true" highs and "true" lows did not seem to occur in any particular spatially 
structured way. 
Ward level maps 
At ward level, 65% of all areas recorded no deaths. There were, however, around 
9-fold differences between the 5th and 95thpercentiles in the distribution of the 
remaining areas. As previously, it was very difficult to infer anything from the 
unsmoothed SMR ward level map (see map 3.4). Map 3.5 shows the globally 
smoothed map in this age-group. x With the high level of uncertainty associated 
x Unlike all other age-groups, globally smoothed ward relative risks presented here are the 
Bayesian posterior estimates from a Poisson-Gamma model (which assumes that the true area rate 
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with any of these estimates, the smoothed map appeared entirely flat. As many as 
99.5% of all areas were assigned to the national average (only a total of 48 wards 
had estimates higher than 1.1, with 1.16 being the highest rate ratio across the 
smoothed map (see table 6.19, section 6.6.3). Note that this was the age-group for 
which standard tests of heterogeneity, and in particular the maximum likelihood 
test comparing the fit of a Poisson to a Negative Binomial, did not provide any 
strong evidence of heterogeneity across areas at the ward level of aggregation. 
7.3.4. Females aged 15-44 
Constituency level neaps 
Plates All and A12 show the four constituency level maps in females aged 15-44. 
There were three main observations from the unsmoothed map (see map 4.1). 
Firstly, there seemed to be a wider range of values across the map than in SMR 
maps in any of the male age-groups. For example, there clearly seemed to be more 
areas in shades of dark blue and dark orange than in the case of young males. 
Secondly, blue areas seemed to dominate the map. In contrast to the unsmoothed 
maps in males where both urban (geographically smaller) areas and rural 
(geographically larger areas) exhibited high rates, high rates were concentrated in 
the geographically smaller urban constituencies in this age/ sex group. Finally, the 
SMRs seemed more geographically scattered than in male age-groups (and 
certainly in comparison to the younger male age-group). For example, while SMRs 
in several coastal areas appeared high, the coastal patterning was not as striking. 
However, the city pattern was perhaps more marked. Most city constituencies, 
with the exception of Cardiff, seemed to have concentrations of high risk; in some, 
with rate ratios up to twice the national average. When globally smoothed (see 
map 4.2), the city patterning was still apparent while rural areas showed a mixture 
of both high and low rates. 
ratios follow a Gamma distribution (similar to a negative Binomial formulation of the model) as the 
Poisson-logNormal failed to converge in this age-group. 
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A different picture arose when the female aged 15-44 map was locally smoothed 
(see map 4.3). Although the city pattern was prominent in some cities such as 
London, Manchester and Newcastle, it was not evident in others such as 
Birmingham, Liverpool and Cardiff. A bull's-eye pattern was particularly striking 
in London where, unlike young males, high rates extended to several 
constituencies away from the centre and low rates concentrated only outside the 
periphery of the Greater London area. While areas of high rates around and 
northwest of Manchester were also evident in young males, in females these 
appeared more prominent, extending as north as the Scottish border. With the 
exception of concentrations of some high rates in Cornwall, the high-risk coastal 
pattern observed in males was otherwise absent. In fact, several coastal areas both 
east and west exhibited extensive concentrations of low rates (a low-risk coastal 
pattern). Map 4.4 shows the convolution map where patterns were generally 
unchanged and only slightly patchier compared to the locally smoothed map. 
Ward level maps 
Plates A13 shows the unsmoothed and globally smoothed ward level maps for 
females aged 15-44. With nearly four times fewer deaths in this age-group than in 
males aged 15-44 and only half the deaths in males aged 45-64, the difficulty with 
inferring any patterns increased both in the case of the SMR map (see map 4.5), 
where as many as 70% of all areas recorded no deaths as well as the globally 
smoothed map (see map 4.6), where as many as 90% of all areas were shrunk close 
to the national average. However, the locally smoothed map (see map 4.7) showed 
some strong spatial patterns. As with the male age-groups, the patterns observed 
at ward level were similar to those observed at constituency level. 
No map output from the convolution model is presented for this age-group - or 
indeed any of the other females age-groups - at the ward level of geographic 
aggregation. In general, the structured spatial component was relatively stronger 
than the unstructured component of variation in all age/sex groups at both level 
of geographic aggregation. In females, all ages combined, as much as 90% of all 
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variation was explained locally in the ward level analyses. In the age-specific 
analyses, the unstructured component of variation failed to converge once a 
structured component was included in all female age-groups (see section 6.6.4). 
The greater uncertainty associated with estimates as well as the large number of 
areas with no deaths, resulted in the redundancy of the global effect (which would 
only assign the majority of areas to the national average), once the local mean was 
considered. However, this alone might not constitute evidence that spatial 
patterning in the occurrence of suicide was stronger in these age-groups than in 
those where both types of effects were present since extended concentrations of no 
recorded deaths, (as in the case of the female age-groups) also contribute to the 
estimation of the spatially structured component of variation. 
7.3.5. Females aged 45-64 
Constituency level maps 
In females aged 45-64, as in the younger age-group, many high-risk constituencies 
seemed to be in or around big urban centres (see map 5.1, plate A15). However, 
several rural, coastal and remote areas also exhibited high rates; these effects are 
not though as striking as in the male age-groups. When globally smoothed (see 
map 5.2, plate A15), with the exception of high rates in most urban centres and 
some coastal areas in the South and Southwest, little other spatial patterning was 
detectable. 
In the locally smoothed map (see map 5.3, plate A16), a more structured pattern 
emerged. While clusters of exceptionally high rates appeared in London and 
Manchester, this was not the case with other big urban centres. In particular, in 
and around Liverpool and Cardiff there were concentrations of low rates. There 
were also extended concentrations of low rates in the middle of the country, from 
as east as East Anglia to as west as the past the Welsh borders. Most high-risk 
clusters were situated on the coast: North and South Wales, the tip of Cornwall, 
around Brighton in the South East and around Hull and Scarborough in the 
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Northeast. With as much as 80% of total variation explained locally, the 
convolution map (see map 5.4, plate A16) looked nearly identical to the locally 
smoothed map. 
Ward level maps 
As in the younger female age-group, the unsmoothed map appeared scattered (see 
map 5.5) and the globally smoothed map appeared flat (see map 5.6). The locally 
smoothed map (see map 5.7), however, exhibited some strong spatial patterns, 
which were again very similar to the patterns observed at the constituency level 
analyses. At the ward level map, however, high-risk concentrations in the north of 
the country, and particularly the northeast coast, appeared more prominent. 
Furthermore, the high-risk clusters in Cornwall appeared more striking as there 
seemed to be an escalation of rates towards the tip of the peninsula. 
7.3.6. Females aged 65+ 
Constituency level maps 
In the older female age-group, whilst a general pattern was not clear in the 
unsmoothed map (see map 6.1), as in the case with the younger age-groups, 
several cities (again with the exception of Liverpool and possibly Cardiff) as well 
as coastal areas, particularly in the Southeast and Southwest, appeared to have 
several concentrations of high rates. However, unlike in the two younger age- 
groups, there seemed to be several areas of low rates in the northeast coast. When 
globally smoothed, most of the heterogeneity disappeared (see map 6.2); yet these 
are mainly the areas where clusters of high or low rate ratios remained. 
When locally smoothed (see map 6.3), the spatial patterns that emerged were quite 
different from patterns observed in all other age/sex groups. Of the cities, only 
London exhibited extensive concentrations of high rates, while other big urban 
centres, such as Liverpool and Cardiff showed extensive concentrations of low 
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rates. Interestingly, in this age-group, clusters of high rates were not observed in 
Manchester. Furthermore, unlike the concentric bull's eye pattern observed in 
London to a greater or lesser extent in all other age and sex-groups, it seemed that 
in the case of this age-group clusters of high rates extended far to the north, south 
and west of Greater London. With the exception of a small concentration of low 
rates in the east, the low-risk concentrations in the Home Counties were not 
replicated. The coastal pattern was restricted to the south with extensive high rates 
to be found both on the southeast and southwest coasts. The low-risk pattern 
running east-to-west in the middle of the country observed in younger females, 
was not observed here, with concentrations of low rates only in the far east (East 
Anglian coast) or far west (Wales). Furthermore, unlike in the younger age- 
groups, there were extensive low-risk concentrations in the north of the country. 
Smoothing towards both the global and local means made little difference to the 
patterns observed (see map 6.4). 
Ward level maps 
Map 6.5 shows the raw SMR and map 6.6, the globally smoothed ward level map. 
The locally smoothed ward level map (see map 6.7), showed similar, if not more 
pronounced, patterns as the constituency level map. High-risk concentrations in 
the Home Counties and low-risk concentrations in the north and east appeared 
more prominent. Also apparent were clusters of high rates on the two islands: 
Ynys Mon (Anglesey) and the Isle of Wight, not observed in the case of the 
younger age-groups. 
7.3.7. Males and Females, all ages combined 
Sex-specific (all ages combined) constituency and ward level maps for males and 
females are presented in plates A23 through to A30. Since patterns on the sex- 
specific maps will be weighted towards the age-group with the highest number of 
deaths, patterns in males more closely resemble those observed in males aged 15- 
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44. In females though, all age-groups contribute more or less to the same extent to 
the general patterns. 
In males, the "city" and "coastal" patterns observed in all male age-groups were 
particularly marked. Most striking was rural Wales where, with the exception of 
areas around Cardiff, there were extensive concentrations of high rates. Other 
concentrations of high rates were observed on coastal areas mainly east and west. 
In contrast, in females, coastal high rates were mainly seen in the southeast and 
southwest with the complete absence of high rates either east or west (East Anglia 
and Wales). Low rates seemed to mainly concentrate around the Midlands and the 
Home Counties (the "middle pattern") in males with high rates in the east and 
west. In females, low-risk concentrations spanned across the middle of the country 
from east-to-west, with high rates clustering in the far south and the far north. The 
"city" pattern was however featured to some extent in both males and females. 
Although more striking in females than in males in the cases of London, 
Manchester and Newcastle, it was not apparent elsewhere in females - see for 
example Birmingham, Liverpool and Cardiff. On the contrary, the last two cities 
showed extensive concentrations of low rates. 
In smoothed maps, the majority of high rates fell in the range of 1.10 and 1.50 and 
the majority of low rates in the range of 0.67-0.90 times the national average. As a 
consequence, most clusters of high- and low-risks appeared uniform. To 
investigate the refined spatial patterns within such oversmoothed concentrations 
of low and high rates, the locally smoothed ward level maps were replotted at an 
increased resolution of rate ratios in increments of 
I 
the national rate. Plates A31 6 
and A32 show examples of these maps for males and females, all ages combined 
respectively. Note that on each plate the map on the right-hand side shows areas 
with high rates with all others areas greyed out and, equivalently, the map on the 
left-hand side only areas with low rates with all others areas greyed out. 
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All maps illustrate a finer spatial structure within previously flat-looking clusters 
of both low and high rates. Particularly striking were the "coastal" and "bull's- 
eye" patterns where further structuring of rates was revealed with respect to 
proximity to the coast and central parts of cities respectively, particularly in 
females. 
7.3.8. General observations across all maps 
SMR maps 
The relatively small number of areas at the constituency level of aggregation 
allowed some visual assessment of spatial patterning in unsmoothed maps of 
suicide, particularly when a reasonably large number of cases were recorded 
across areas, for instance in the two youngest male age-groups. However, in the 
age-groups with few events - and thus more random geographic fluctuation, 
for 
example the female age-groups - the overall patterning was generally not easy to 
discern in "mosaic-like" unsmoothed maps. At ward level, due to the large 
number of areas which recorded no deaths, the picture on the maps was so 
distorted that inferences about pattering was nearly impossible in most age/ sex 
groups. As a result, unsmoothed maps may not only mask the underlying 
structure but can also promote flawed impressions about the overall patterning. 
Globally smoothed maps 
At constituency level, with the possible exception of older males, the degree of 
shrinkage in the globally smoothed maps was only just enough to ensure that a 
sufficient proportion of the original spatial distribution of rate ratios was retained. 
Thus, whilst areas with uncharacteristically high or low rates were "corrected" for 
random error introduced by the differing underlying population structure, there 
was enough heterogeneity left in the resulting smoothed map to allow visual 
inferences. However, at the finer level of geographic aggregation, the higher level 
of uncertainty resulted in an over-shrinkage effect in all age/ sex groups. Global 
260 
smoothing left nearly flat maps, where the majority of area estimates ranged 
between 0.9 and 1.1. In particular, the large proportion of areas with zero SMRs 
were nearly all shrunk close to the national average. In other words, if inference of 
spatial patterns in the unsmoothed maps was difficult because of high and low 
rates "scattered" around a large number of areas with no deaths, the globally 
smoothed maps proved just as difficult because of only a small number of areas 
with "true" highs and lows "scattered" around a large number of areas of average 
rate ratios. 
Locally smoothed maps 
In age-groups with numerous events, the globally and locally smoothed maps 
resembled each other more closely, for instance in sex-specific (all ages combined) 
maps or males aged 15-44. However, in age-groups with lower number of events 
in each area, the two representations looked dissimilar. At ward level, while the 
globally smoothed maps appear nearly flat, the locally smoothed maps exhibited 
highly structured patterns. While the observed spatial patterning at ward level did 
not relate visually to the unsmoothed distribution, it reassuringly replicated the 
spatial patterns observed at constituency level in all age/sex groups. In fact, due 
to the administrative boundaries of large areas such as constituencies, spatial 
patters appeared highly structured and possibly overly smoothed. Ward level 
maps not only replicated the patterns but also refined the strict boundaries of 
clusters, sometimes by extending clusters over to wards in neighbouring 
constituencies and other times by narrowing clusters down to only certain wards 
within these constituencies. 
Convolution maps 
In general, most of the spatial variability was explained locally at both levels of 
geography. Therefore, spatial structuring in convolution maps was either similar 
or identical to the locally smoothed maps. However, unlike the strict (and highly 
constructed) clustering of rates observed in locally smoothed maps, clusters 
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appeared slightly patchier in the convolution maps. At ward level though, and 
particularly in the female age-groups, estimates of the unstructured variability 
component were close to zero (i. e. global smoothing was practically ineffective 
once local smoothing was also applied in convolution models). 
7.4. Summary of main geographical patterns 
Although the spatial distributions of the various age- and sex-groups generally 
differed, some patterns were common to all, or evident in all age-groups in males 
but not females, or in some age-groups in both genders but not others. The 
following list summarises the five most common patterns observed and comments 
on similarities or dissimilarities between the age- and sex-groups: 
1. The "city pattern': There were concentrations of high-risk areas in and 
around urban areas. As high-risk clusters in cities were generally common to all 
age/sex groups, certain exceptions were also, interestingly, common to all. For 
example, while London and Manchester generally exhibited concentrations of 
high rates in all age/sex groups, low-risk clusters were to be found around 
Liverpool and Cardiff also in all age/ sex groups. These were particularly 
pronounced in the female age-groups. 
2. The "bull's-eye pattern": Also observed in all age/ sex groups, high rates 
concentrated in central parts of cities, with average rates in the surrounding areas 
and in certain cases low rates in areas in the periphery. This was particularly 
striking in the case of London where a highly structured pattern of rates was 
observed spanning up to 4-fold differences between rates in central London and 
areas in the periphery. Plate A33 presents this effect in higher resolution zoom-in 
maps of London where rates decrease the further away from central parts of the 
city in either concentric rings or one-sided crescents in all age/ sex groups. 
Although not as clear or as structured as in the case of London, such ring, or more 
commonly, crescent patterns were also present in other cities, for example 
Manchester or Bristol. Although, more structured in females in the case of 
London, these patterns were more widely evident in males. 
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3. The "coastal pattern": There seemed to be several concentrations of areas 
with high rates in the coastal periphery of the country in both males and females. 
Nevertheless, coastal clusters of high rates in the west (e. g. Wales) and east (e. g. 
East Anglia) seemed to be particularly male-specific. In females, with the 
exception of coastal clusters of high rates in Wales in females aged 45-64, there 
were several concentrations of low-risk areas on the east and west coasts. High- 
risk coastal clusters in females seemed to occur particularly in the Southwest (e. g. 
Devon and Cornwall) and the Southeast (i. e. around Brighton); the latter being 
more prominent in the older age-groups. 
4. The "rural pattern": While several more rural or remote areas showed high 
rates - or at least not low - in males, this was not generally true in females. 
Particularly divergent were patterns in Wales where several concentrations of 
high rates were observed in males but, in contrast, extensive concentrations of low 
rates were observed in females. An obvious exception was the north of England; 
where in the younger age-group, concentrations of high rates appeared in both 
males and females. The pattern in the north seemed to weaken with increasing 
age, particularly in females giving way to areas of average rates in females aged 
45-64 and some areas of low rates in females aged 65+. 
5. The "middle pattern": Several concentrations of low rates were observed in 
the middle parts of the country. This term is used loosely as a general description 
of location rather than a specific reference to the Midlands although indeed some 
of the lowest rates were to be found in the Midlands and the Home Counties. In 
males, low-risk clusters extended (vertically) in a narrow corridor running from as 
south as Portsmouth to as north as Manchester in the middle of an East-West 
divide of high-risk areas at both ends. In females, low-risk clusters were, in 
contrast, horizontally placed in the middle of the country extending as east as East 
Anglia and as west as Wales. High rate ratios were observed in areas at the north 
and south ends in the middle age-group but only in the north in the younger age- 
group and only in the south in the older age-group. 
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CHAPTER 8. INVESTIGATING AREA 
CHARACTERISTICS ASSOCIATED WITH 
GEOGRAPHICAL VARIATION IN SUCIDE 
MORTALITY 
8.1. Introduction 
The previous two chapters described and mapped the geographical variability in 
the incidence of suicide across constituencies and wards. This chapter examines 
the spatial distributions of some potential area risk factors and investigates the 
possible associations between area levels in these area characteristics and suicide 
across constituencies and wards. It also examines the extent to which area 
differences in any or all of these factors explain the observed heterogeneity and/or 
clustering of suicide. Some of the findings presented in this chapter have been 
published in Middleton et al (2004). 237 Maps of unexplained geographical 
variation after controlling for the effect of area characteristics are presented in the 
following chapter. 
8.2. Area characteristics 
Tables 8.1 and 8.2 present summary statistics of the spatial distributions of the area 
characteristics investigated in this thesis at each of the two geographical levels of 
aggregations. In addition to the mean, median and standard deviation, the tables 
also present the range of values observed in the central 90% of the distribution 
since minimum and maximum levels can be particularly affected by low 
population denominators, especially at ward level. In addition to the census- 
derived variables, the tables also present summary statistics for the aggregate 
measures used in this thesis - social fragmentation score and Townsend 
deprivation score. These were calculated by adding standardised levels of their 
individual components (see section 5.2.2). Thus, by definition their means are zero. 
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Note that area levels of the single measures of an area's socio-economic 
characteristics are expressed as proportions of population or households. 
However, standardised levels of these were used in all analyses. In addition to 
comparability of area associations per SD increase in each of these factors (rather 
than unit increases), centring the variables around their mean improves 
convergence of the Bayesian hierarchical models. Whilst most were fairly 
normally distributed, the distributions of some of these characteristics - e. g. the 
proportion of households privately renting - were highly positively skewed (see 
footnotes in tables 8.1 and 8.2). Variables with skewed distributions were firstly 
log-transformed (using the natural logarithm) before computing their 
standardised normal deviates. The standardised normal deviates of the log- 
transformed data were then used to map their spatial distributions, explore area 
associations with suicide mortality as well as calculate the aggregate scores. 
Associations with two geographical variables were also explored in this thesis - 
population density as a measure of rurality and population potential as a measure 
of remoteness from centres of population. These are also summarised in tables 8.1 
and 8.2. Population potential ranged from 123 people/ metre in the ward of St 
Agnes in the Scilly Isles (one of the island wards off the southwest coast of 
England) to 1152 people/metre in Bayswater in Central London (median level: 448 
people/metre). Population density ranged from 2 people per square kilometre in 
Upper North Tyne, Hexham (in the North of England) to 21646 people per square 
kilometre in Brunswick in Central London (median level: 920 people per square 
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8.2.1. Associations between area characteristics 
Tables 8.3 and 8.4 show Spearman rank correlations between the area 
characteristics at constituency and ward levels respectively. Due to the large 
number of observations even correlations of low magnitude were statistically 
significant; correlations greater than 0.50 were highlighted in bold. Constituency 
levels of any factor are unlikely to apply smoothly across all the smaller-size areas 
(i. e. wards) within them. Correlations between the area characteristics were 
consistently slightly higher at the constituency than the ward level of aggregation. 
As expected, the aggregate measures - social fragmentation and Townsend 
deprivation - were highly correlated with their individual components 
(correlations ranged between 0.70 and 0.90 across all individual components). 
However, the two aggregate scores and their components seem to capture, at least 
to some extent, different socio-economic aspects of the areas. The correlation 
between the two aggregate measures was only 0.39 across constituencies and 0.46 
across wards. In fact, with the exception of unmarried adult population, the 
components of one aggregate score were generally not highly intercorrelated with 
any of the components of the other. 
Furthermore, while there were some strong associations between the components 
of the Townsend deprivation index (e. g. ward level correlations between 0.56 and 
0.80), correlations between the social fragmentation components were 
considerably weaker. With the exception of the expectedly strong correlation of 
0.77 between levels of single-person households and unmarried adult population, 
all other correlations at ward level ranged between 0.22 and 0.48. Surprisingly, the 
proportion of lone parents households included in the analyses as an alternative 
area indicator of social fragmentation generally showed stronger associations with 
the Townsend socio-economic deprivation index and its components rather than 
other measures of social fragmentation. 
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Correlation between the two geographical variables - each representing a different 
aspect of rurality -were 0.67 at constituency level and 0.51 at ward level. While 
several areas score high in both indices of rurality - for example, areas that are 
both rural and remote, the more densely populated urban settlements in coastal 
and remote parts of the country such as Penzance in Cornwall (in the Southwest of 
England) lie at opposite ends of the scales. There was some evidence that higher 
levels of deprivation tended to be found in the more urban areas. For example, 
correlations between population density and the aggregate Townsend deprivation 
index were 0.68 at constituency level and 0.53 at ward level. As expected, 
correlations between population density and proportion of households with no 
access to a car were high - levels of car ownership can act as a proxy measure of 
rurality. 
Correlations between population density and the social fragmentation score were 
lower than those between population density and the Townsend deprivation 
index (0.38 and 0.22 at constituency and ward levels respectively). This is partly 
due to the fact that, with the exception of single-person households and unmarried 
population, correlations with the other two social fragmentation components were 
generally low. In fact, although the correlation between population density and 
household not owner occupied was weak - yet positive - the correlation with 
households privately renting was negative. While households that are privately 
renting are included in the calculation of the proportion of households not owner 
occupied, the latter also includes households renting from local councils a feature 
more common in urban areas. 
In contrast to the high correlations observed between several of the socio- 
economic characteristics investigated and population density, none showed 
particularly strong correlations with population potential. The definition of 
population potential results in areas with quite different social and economic 
characteristics being grouped together solely on the basis of their distance from 
large concentrations of population (see Appendix B). 
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8.2.2. Maps of area characteristics 
Plates B1 to B15 show maps of the spatial distributions of each of the fifteen area 
characteristics investigated as indicated by their area levels expressed as SD away 
from the national mean (Map Series B, Atlas, Volume II). Areas with levels up to 1, 
2 and more than 2 SD lower than the national average appear in blue while areas 
with levels up to 1,2 and more than 2 SD higher than the national average appear 
in orange. Both constituency and ward level maps feature on each of the plates. 
Previous census-based atlases offer a full and detailed account of the spatial 
distributions of these factors »9 The following section will summarise in brief 
some of the major patterns. Note that no spatial smoothing was applied on the risk 
factor maps. 
Plates B1 to B4 show the constituency and ward level spatial distributions of each 
of the four components of the social fragmentation score. With the exception of 
London and other main cities that demonstrated similar spatial structures in all 
four aspects of the social fragmentation score (interestingly, a "bull's-eye" pattern 
of higher levels in central parts of the city and lower levels in the periphery, 
similar to patterns of suicide), spatial patterns of these four factors showed little 
similarity elsewhere. More strikingly different were the patterns of area levels of 
households privately renting (see maps on plate B2). Areas with the highest levels 
of single-person household and unmarried population tended to be more urban- 
specific. As a result, the maps appeared largely in blue (see maps on plates B1 and 
B4) since orange-coloured high levels were largely restricted in the smaller-size 
urban wards and constituencies while blue-coloured low levels were to be found 
in the larger-size rural areas that visually dominate the map. In contrast, maps of 
levels of households privately renting appears largely in orange since several of 
the urban constituency and wards showed some of the lowest levels for this factor 
(also indicated by the negative correlations between this factor and population 
density). Areas with high levels of population mobility appeared particularly 
clustered in the south half of the country, especially around areas in the Southwest 
and East Anglia (see maps on plate B3). 
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Patterns in the distribution of area levels of single-person households (see maps 
on plate Bl) deserve particular attention due to their similarity with some of the 
observed suicide patterns. In addition to urban centres, some rural areas 
(particularly in the North) and some coastal areas (particularly in the South and 
North Wales) showed high levels of single-person households. Furthermore, 
several areas with low levels were concentrated in the Midlands where some of 
the lowest suicide rates were also observed. Taken together, some of the highest 
levels of social fragmentation were to be found in urban areas. However, several 
more rural, geographically remote and coastal areas also scored higher than 
average, particularly in the North, the Southwest, the Southeast and North Wales 
(see maps on plate B5). 
Similarly, plates B6 to B9 show the constituency and ward level spatial 
distributions of the Townsend deprivation components. In general, some of the 
highest levels in each of these components tended to be particularly clustered in or 
around urban centres. However, several rural and more geographically remote 
areas exhibited high area levels of unemployment and overcrowded households. 
These were mainly to be found along coastal areas in Wales and Cornwall. Taken 
together, the highest levels of deprivation as measured by the Townsend 
deprivation index seemed to be particularly urban-specific while areas with the 
lowest levels appeared concentrated in the Midlands and the Home counties (see 
maps on plate B10). In contrast to the social fragmentation score, high levels of the 
Townsend deprivation index did not exhibit a "coastal" pattern. 
The spatial distributions of the remaining three socio-economic characteristics not 
included in the aggregate scores, namely lone parents households, people with 
long-term illness and low social class households are presented on plates B11, B12 
and B13 respectively. The Midlands and the Home Counties seemed to 
concentrate some of the lowest area levels in all these factors. High levels of lone 
parent households generally seemed to be more urban-specific. Several urban 
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areas also concentrated some of the highest levels of people with limiting long- 
term illness and social class IV &V households - especially in the north of 
England. In contrast, cities/ towns in the south (and London in particular) 
generally exhibited lower levels than average. High levels of households of low 
social class were also to be found in several rural and coastal areas. Similarly, 
several areas with high levels long-term illness were to be found in more rural 
parts of the country as well as coastal areas, for example in areas popular with the 
retired population in Wales, Cornwall and much of the south coast. It is of note 
that areas with the highest levels of people with limiting long-term illness seemed 
to concentrate in South Wales in the mining areas around Cardiff. These areas also 
exhibited some of the highest levels of deprivation and especially unemployment. 
Interestingly though the same areas exhibited particularly low levels of single- 
person households, population turnover, unmarried population as well as 
households privately renting or not owner occupied. 
Finally, plates B14 and B15 show maps of population density and population 
potential respectively. Areas with the highest values of population potential 
appeared in a central zone enclosed by the largest centres of population in the 
country i. e. Greater London, Birmingham, Manchester and Liverpool. Areas with 
low values were seen in the areas most geographically distant from these centres. 
In contrast, levels of population density were by definition not as smoothly 
distributed with high scoring areas in most cities/ towns in the country, 
irrespective of their geographic location. As high as 90% of the population in 
Britain lives on less than 20% of the land »9 With the most densely populated 
wards also being the smallest in size, the population density map appeared largely 
in blue. 
8.3. Area level associations 
Studying geographical variability in the exposure maps is important in identifying 
possible similarities to the observed patterns in suicide, for example the "bull's 
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eye" and "coastal" patterning in both suicide levels as well as some of the 
potential area risk factors such as single-person households and unemployment. 
Inferences about the relationship between the suicide mortality maps and the 
exposure maps by visually comparing the observed patterns in each is difficult for 
one factor, let alone a combination of several factors that contribute to an area's 
socio-economic environment. The following sections present findings from the 
investigation into the associations between levels in an area's suicide mortality 
and its socio-economic environment. 
8.3.1. Associations across increasing levels of the area characteristics 
Tables 8.5 and 8.6 present estimates of rate ratios of suicide (and 95% C. I. ) in males 
and females, separately and combined, across quartiles of increasing levels in each 
of the area characteristics across constituencies and wards respectively derived 
from negative Binomial maximum-likelihood regression models. To assess 
linearity across quartiles of each factor, the table also reports the p-value of 
likelihood ratio test for evidence of non-linearity. xi Rate ratios are also reported in 
relation to a SD increase in each of the area characteristics. 
With the exception of the geographical variables - population potential and 
population density - there was generally an increase in rate ratios across quartiles 
of increasing levels of all factors investigated at both levels of geographic 
aggregation. For several factors, there was no evidence to suggest that these 
increases in the rate ratios of suicide were not linear across quartiles, particularly 
at constituency level analyses (p-values for non-linearity > 0.05). For example, 
across quartiles of constituencies of increasing area levels of unemployed 
population the rate ratios of suicide in all age/ sex groups combined were 1.00, 
1.08 (1.04,1.12), 1.13 (1.09,1.17) and 1.20 (1.16,1.25). However, in several other 
factors, there was some evidence for non-linearity usually due to some 
xi This is the p-value of a likelihood ratio test comparing the goodness of fit of models including the 
quartiles as a categorical variable and as a linear term. 
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uncharacteristically high rates in quartile four - the quartile of areas with the 
highest levels of the risk factor. This was particularly evident at the ward level of 
investigation. For example, across increasing ward levels of single-person 
households, rate ratios of suicide were 1.00,1.05 (1.02,1.09), 1.15 (1.11,1.19) and as 
high as 1.42 (1.38,1.47) in quartile four. Due to exponential fashion the rate ratios 
increase across the quartiles in this case, the model in which quartiles of increasing 
proportions of single-person households were treated as a categorical variable fits 
better than a linear model as measured by the LRT (p-value<0.01). In all cases 
though, there were some stepwise increases across the quartiles. 
In contrast, associations with the geographical variables were non-linear. For 
example, in the ward level analyses, there seemed to be a U-shaped relationship 
across quartiles of population density in males with lower rate ratios of suicide 
away from both ends of the scale: 1.00,0.84 (0.80,0.88), 0.90 (0.93,1.02), 1.00 
(0.99,1.02). This fits well with documented elevated rates of suicide in both the 
most rural and most urban areas in males. As expected, the relationship was non- 
linear in females too; this time with particularly elevated rates of suicide in the 
most urban areas: 1.00,1.01 (0.92,1.09), 1.10 (1.02,1.19), 1.27 (1.17,1.37). The 
relationship was less clear-cut in the case of population potential where there was 
some evidence of higher rates in the most remote areas (quartile 1) in males but a 
moderate U-shaped relationship in females. Since departure from a monotonic 
increase relationship was only apparent for the geographical variables, for 
simplicity all the subsequent analyses were based on rate ratios associated with a 
SD increase in the area levels of the factors investigated. 
8.3.2. Differential associations by age and sex 
All sex-specific associations in tables 8.5 and 8.6 were controlled for age (in three 
age-bands 15-44,45-64 and 65+) The p-value for evidence of effect modifications 
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by age is also reported Xll Furthermore, at the bottom of the table associations are 
presented for all age/ sex groups combined controlling for both age and sex along 
with a p-value for evidence for effect modification by sex after controlling for 
interactions with age. 
There was evidence of effect modification by both age and sex for nearly all area 
characteristics at the ward level of investigation. For example, the strength of 
association between a ward's suicide mortality and its levels of social 
fragmentation (as indexed by the aggregate score) differed across age in both 
males and females. Furthermore, there was evidence that the strength of 
associations also differed between males and females after controlling for the 
effect of age (in all cases p-values of LRT for interaction <0.01). In fact, this was 
true for most of the components of the social fragmentation score. Associations 
(either with the aggregate score or its individual components) were generally 
stronger in females than males. In contrast, while there was evidence that ward 
level associations between suicide and deprivation (as indexed by the Townsend 
deprivation score or its components) differed by age in both males and females, 
associations were generally similar between the sexes (p-value of LRT for 
interaction with sex at ward level: 0.81). With such evidence of age and sex 
interactions, all further analyses examined associations in males and females aged 
15-44,45-64 and 65+ separately. In addition to the differing recent trends in their 
suicide rates, the previous chapter has shown that - with the exception of some 
common patterning, for example, "city", "bull's-eye" and "coastal" patterns - the 
spatial distributions of suicide across the different age- and sex-groups were 
generally dissimilar. 
Differing area associations across the age/sex groups is further illustrated in the 
case of the aggregate scores in figures 8.1 and 8.2. These present estimates of rate 
ratios (and 95% C. I. ) of suicide across deciles of wards with increasing levels of the 
x This is the p-value of a likelihood ratio test comparing the goodness of fit of models with and 
without differential effects of area risk factors by age (interacion terms) 
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social fragmentation score and the Townsend deprivation index respectively in 
males and females aged 15-44,45-64 and 65+. Increases in levels of both scores 
were, in general, linearly associated with increases in suicide rates in all age- sex- 
groups. There was some evidence of nonlinear increases in the decile of wards 
with the highest levels of social fragmentation. Increases in the social 
fragmentation score were associated with increases in suicide rates in all age/ sex 
groups; although less so in males aged 65+. Associations, however, seemed 
generally stronger in females. Associations with the Townsend deprivation index 
were similar in male and female age-groups. However, there seemed to be a 
decreasing strength of association with age. In the older age group, there were no 
strong association with the Townsend deprivation index. 
8.3.3. Level of geographical aggregation 
There were some strong associations between levels of suicide and increases in 
area levels of the risk factors at both levels of geographic aggregation; these 
associations were consistently stronger at ward level. The unit of measurement of 
associations presented here is not directly comparable between the two levels of 
geographic aggregation, since 1 SD increase in area levels of a risk factor was 
usually smaller when measured at constituency level than when measured at 
ward level. However, the larger variation in area levels of the risk factors at ward 
level does not fully explain the observed differences in the strength of associations 
between the two geographical levels. Absolute increases in each of the risk factors 
(i. e. 1% increase in area levels of a risk factor at both constituency and ward levels) 
were still associated with higher increases in suicide rates at ward level than 
constituency level (results not shown). For example 1% in the proportion of 
unmarried population was associated with 1.3% C. I. (0.9%, 1.6%) increase in 
suicide rates in males aged 15-44 when measured at constituency level and 1.9% 
C. I. (1.7%, 2.1%) when measured at ward level. 
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Furthermore, the strength of associations with the two aggregate scores are also 
indicative of this effect since similar levels of variability were observed between 
the two levels of geographical aggregation (see tables 8.1 and 8.2). A SD increase 
across constituency levels of social fragmentation was associated with 10% 
C. I. (8%, 11%) and 16% C. I. (14%, 18%) increases in suicide rates in males and 
females respectively. These figures were 14% C. I. (13%, 16%) and 20% C. I. (18%, 
21%) across increasing wards levels of social fragmentation. Similarly, increases in 
area levels of Townsend deprivation were associated with 8% C. I. (7%, 10%) and 
10% C. I. (8%, 13%) increases in suicide rates in males and females aged 15-44 when 
measured at constituency level but 14% C. I. (12%, 15%) and 12% C. I. (10%, 14%) 
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8.4. Age- and sex-specific associations 
The next sections will discuss associations between levels of suicide and the area 
characteristics in each of the age- and sex-groups investigated (sections 8.4.1-8.4.6) 
and summarise some of the observed similarities/ differences (section 8.4.7). Age- 
and sex-specific estimates of rate ratios of suicide (and 95% C. I. ) associated with a 
SD increase in each of the area characteristics (both single and aggregate 
measures) before and after controlling for all other factors in multivariable 
negative Binomial regression models are presented in tables 8.7 and 8.8 for the 
constituency and ward level analyses respectively. 
8.4.1. Males aged 15-44 
In univariable models, at both geographical levels of investigation, increases in 
area levels of all social, economic and health characteristics investigated were 
associated with increases in suicide rates in males aged 15-44. Furthermore, there 
was some evidence that suicide rates were higher in remote parts of the country 
(as indexed by low levels of population potential). Increases in constituency or 
ward levels of the proportion of households with no access to a car and proportion 
of households of social class IV and V were most strongly associated with 
increases in suicide rates in this age-group. Increases in indicators of social 
fragmentation i. e. proportion of single-person households, unmarried population 
and lone parents in an area, were also strongly associated with increases in suicide 
rates. In this age-group, univariable associations with indicators of socio-economic 
deprivation generally appeared slightly stronger than associations with indicators 
of social fragmentation. 
However, associations with indicators of social fragmentation generally persisted 
in models controlling for the effect of all other area characteristics. Area levels of 
single-person households, measured at either constituency or ward level, were 
most strongly associated with increased suicide rates. With the exception of low 
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social class households, the strong univariable associations with indicators of 
socio-economic deprivation (single or aggregate) generally weakened or even 
reversed. Although this was true at both levels of geographic aggregation, this 
effect was stronger at constituency level. In addition, there were now some strong 
inverse associations with the geographic variables - population density and 
population potential. Previous U-shaped relationships with rurality (with high 
rates observed in both the most rural and most urban areas) were reduced to 
linear relationships with high rates remaining in only the most rural/ remote areas. 
The extent to which this indicates differentially stronger associations between area 
levels of suicide and the socio-economic area characteristics in the most urban 
parts of the country will be discussed in chapter 10. In support of this, the strong 
univariable associations with proportion of households with no access to a car -a 
possible proxy indicator of urbanity - also reversed. 
8.4.2. Males aged 45-64 
Similarly to males aged 15-44, there were some strong univariable associations 
with nearly all the factors investigated. However, unlike in the case of young 
males (where associations with indicators of socio-economic deprivation were, at 
least marginally, stronger than those with indicators of social fragmentation) in 
males aged 45-64, associations with the social fragmentation components were 
clearly stronger. At both levels of geography, the two factors most strongly 
associated with increases in suicide rates were an area's proportion of single- 
person households and unmarried population. In fact, these strong associations 
were the only ones that persisted in multivariable models. Apart from a moderate 
association with proportion of households not owner occupied, there were no 
strong associations with other indicators of socio-economic deprivation at either 
level of geography. Univariable associations with the aggregate Townsend 
deprivation index also weakened when controlled for the effect of all other area 
characteristics. In contrast, the strong univariable associations with the social 
fragmentation score persisted in the fully adjusted models. In fact, associations 
with the aggregate score, both unadjusted and adjusted, were as strong or even 
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stronger than any of its individual components. Similarly to the younger age- 
group, there were some strong inverse associations with the geographical 
variables in the adjusted models. 
8.4.3. Males aged 65+ 
This is the age-group for which there was no evidence for heterogeneity across 
ward levels of suicide rates even before controlling for the effect of any area risk 
factors. Associations with the area characteristics investigated were generally 
weaker in this age-group than the two younger age-groups. Associations with the 
social fragmentation components were, nevertheless, the strongest. Unlike the two 
younger age-groups, these associations were not mirrored by associations with 
levels of lone parent households - an additional possible indicator of social 
fragmentation. At both levels of geography, proportion of households privately 
renting and population mobility were most strongly associated with suicide rates. 
In multivariable models, there were some strong associations with area levels of 
population mobility and proportion of unmarried population at constituency level 
but an inverse association with levels of lone parent households. In keeping with 
the two younger age-groups, associations with the Townsend deprivation 
components generally weakened in multivariable models; this was however not 
the case with the aggregate score. In contrast to the constituency level analysis, at 
ward level there were no strong associations with any of the single socio-economic 
area characteristics in multivariable models. There was however some evidence 
that the most rural constituencies and wards (as indexed by population density) 
had higher suicide rates after adjusting for levels of their socio-economic 
characteristics. 
8.4.4. Females aged 15-44 
In the youngest female age-group, there were strong univariable associations 
between suicide mortality and area levels in all area characteristics investigated at 
both constituency and ward levels. Associations with area levels of single-person 
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households and unmarried population were the strongest. As in the youngest 
male-age group, univariable associations with the socio-economic deprivation 
indicators were also strong. Some of these associations persisted in the adjusted 
models, especially in the constituency level analysis. However, associations with 
the aggregate Townsend deprivation index weakened. This was not the case with 
the aggregate social fragmentation score, which showed stronger associations with 
suicide rates than any of its individual components. Unlike in the case of young 
men (and in keeping with previous research), there was strong evidence that 
females aged 15-44 in urban areas (as indexed by population density or population 
potential) have higher suicide rates. However (as in young men), these 
associations reversed after accounting for the socio-economic characteristics of 
areas. 
8.4.5. Females aged 45-64 
Similarly to males aged 45-64, associations with indicators of social fragmentation 
were more strongly associated with suicide rates than indicators of socio-economic 
deprivation. The association between area suicide mortality and the proportion of 
single-person households in an area measured at either constituency or ward level 
was the strongest both before and after controlling for other area characteristics. 
There were no strong associations with any of the single or aggregate socio- 
economic deprivation indicators in multivariable models. Furthermore, as in the 
case of the younger female age-group, the strong univariable association with 
population density largely weakened in multivariable models. There was also an 
inverse association with population potential. 
8.4.6. Females aged 65+ 
In older females, with the exception of the proportion of overcrowded households 
in an area, there were no evidence that increases in levels of any of the socio- 
economic deprivation factors were associated with increases in suicide rates at 
either constituency or ward level. On the contrary, there was some evidence that 
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suicide rates were 8% C. I. (4%, 11%) lower for every SD increase in the proportion 
of households in social classes IV &V in an area. With the exception of lone parent 
households, associations with the social fragmentation indicators were clearly the 
strongest in this age-group. Proportion of single-person households was also the 
strongest predictor of suicide rates in multivariable models. As in the two younger 
female age-groups, univariable associations with the geographical variables 
weakened or reversed in multivariable models. Surprisingly, there was also an 
inverse association with the proportion of people with limiting long-term illness, 
which persisted in multivariable models. 
8.4.7. General observations across the age- and sex-groups 
Univariable associations 
In general, increases in nearly all the factors examined were associated with 
increased rates of suicide, especially in the two younger age groups in both 
genders. With the exception of 15-44 year olds, associations with some of the social 
fragmentation components (or the aggregate score) were generally the strongest. 
In those aged 65+, few other factors were significantly associated with an 
increased suicide risk, particularly in females. Associations with all the area 
characteristics investigated - and not just the Townsend deprivation components - 
were generally weaker in the older age-group. For example, increases in area 
levels of single-person households were associated with 15% and 24% increases in 
suicide rates in the younger male and female age-group, but only 8% and 14% 
respectively in the older age-group. There was some indication that the strength of 
associations monotonically diminished with increasing age, particularly in 
females. For example, increases in area levels of unmarried population were 
associated with rate ratios of: 1.24,1.19 and 1.11 in females aged 15-44,45-64 and 
65+ respectively. Similarly, for a SD increase in area levels of unemployment, 
these were 1.20,1.10 and 0.99 respectively and for increases in the proportion low 
social class households, these were 1.10,1.03 and 0.92 respectively. Similar 
patterns were seen in males. 
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Associations controlling for the effect of other factors 
After controlling for the effect of all area characteristics investigated, the social 
fragmentation score, or some of its components, were still strongly related to an 
increased suicide risk. Different indicators of social fragmentation were most 
strongly associated with an increased risk of suicide in each of the age/ sex groups. 
However, levels of single-person households and unmarried population were the 
factors most consistently associated with increased suicide rates in adjusted 
models at both constituency and ward levels. In four of the six age-sex groups, 
associations with the ward levels of the social fragmentation score were stronger 
than any of its components. While associations with social fragmentation persisted 
after controlling for the effect of socio-economic deprivation and other risk factors, 
this was generally not true for indicators of socio-economic deprivation. 
Associations with the Townsend deprivation index and its components either 
weakened or even reversed in the adjusted models. 
In general, there were some strong inverse associations with the geographical 
variables, particularly in males. While there was some evidence of increased 
suicide rates in male age-groups in both the most densely and most sparsely 
populated areas (see section 8.3.1), after accounting for the social and economic 
characteristics of an area, there seems to be an excess risk in the more sparsely 
populated areas in all male age-groups. The adjusted rate ratios associated with a 
SD increase in population density measured at ward level were 0.89,0.94 and 0.90 
in males aged 15-44,45-64 and 65+ respectively. With the exception of the older 
age-group, there were also some strong inverse associations with increasing levels 
of population potential. The particularly strong associations with population 
density seen in female age-groups also weakened (or reversed to a protective 
effect) when controlling for the effect of all other factors. Higher rates in rural 
areas were less likely to be explained as most of the factors examined tend to be 
higher in urban areas, at least as measured by population density (see section 
8.2.1). 
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Table 8.7: Rate ratios (and 95% C. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in levels of each area characteristic 
before and after controlling for all other factors at constituency level. 
Unadjusted Adjusted Unadjusted Adjusted 
Males aged 15-44 Females aged 15-44 
Single-person Hshlds 1.10 (1.08,1.12) 1.21 (1.14,1.28) 1.19 (1.15,1.22) 1.04 (0.94,1.16) 
Privately Renting 1.04 (1.02,1.06) 0.98 (0.94,1.02) 1.13 (1.09,1.17) 0.97 (0.90,1.06) 
Population Mobility 1.04 (1.02,1.06) 1.00 (0.96,1.04) 1.13 (1.09,1.17) 1.08 (1.00,1.16) 
Unmarried Population 1.08 (1.06,1.10) 0.99 (0.92,1.07) 1.19 (1.15,1.22) 1.08 (0.94,1.25) 
Social Fragmentation 1.07 (1.05,1.10) 1.12 (1.08,1.15) 1.18 (1.14,1.21) 1.14 (1.07,1.20) 
Not Owner Occupied 1.07 (1.05,1.09) 0.94 (0.90,0.97) 1.15 (1.12,1.19) 0.93 (0.86,1.00) 
No Access to Car 1.10 (1.08,1.12) 0.97 (0.89,1.05) 1.18 (1.14,1.22) 1.18 (1.01,1.38) 
Overcrowded' 1.05 (1.03,1.07) 1.03 (0.99,1.07) 1.15 (1.11,1.19) 1.09 (1.02,1.16) 
Unemployed' 1.09 (1.07,1.11) 0.91 (0.86,0.97) 1.15 (1.11,1.19) 0.90 (0.80,1.01) 
Townsend Derivation 1.09 (1.06,1.11) 0.87 (0.82,0.93) 1.17 (1.14,1.21) 1.01 (0.89,1.14) 
Lone Parents 1.09 (1.07,1.12) 1.15 (1.09,1.22) 1.15 (1.11,1.19) 1.06 (0.95,1.17) 
Long-term Illness 1.09 (1.07,1.12) 1.01 (0.97,1.05) 1.09 (1.05,1.13) 1.05 (0.97,1.13) 
Social Class IV and V 1.10 (1.08,1.13) 1.10 (1.05,1.14) 1.06 (1.02,1.10) 0.97 (0.90,1.04) 
Population Potential' 0.96 (0.94,0.98) 0.96 (0.93,1.00) 1.07 (1.03,1.11) 0.95 (0.89,1.03) 
Population Density' 1.02 (1.00,1.05) 0.92 (0.88,0.96) 1.14 (1.09,1.18) 0.93 (0.86,1.00) 
Males aged 45-64 Females aged 45-64 
Single-person Hshls 1.15 (1.12,1.18) 1.13 (1.04,1.22) 1.19 (1.15,1.23) 1.23 (1.08,1.39) 
Privately Renting 1.13 (1.10,1.15) 0.97 (0.92,1.03) 1.13 (1.10,1.15) 1.00 (0.91,1.10) 
Population Mobility 1.13 (1.10,1.16) 1.05 (0.99,1.10) 1.15 (1.11,1.19) 1.08 (0.99,1.18) 
Unmarried Population 1.14 (1.11,1.17) 1.08 (0.97,1.21) 1.15 (1.11,1.20) 0.90 (0.76,1.08) 
Social Fragmentation 1.15 (1.13,1.18) 1.16 (1.11,1.21) 1.18 (1.14,1.21) 1.19 (1.11,1.27) 
Not Owner Occupied 1.13 (1.10,1.16) 1.05 (1.00,1.11) 1.08 (1.04,1.13) 0.93 (0.85,1.01) 
No Access to Car 1.10 (1.07,1.13) 0.92 (0.82,1.03) 1.11 (1.06,1.15) 1.02 (0.85,1.22) 
Overcrowded' 1.08 (1.05,1.11) 1.01 (0.96,1.07) 1.08 (1.04,1.12) 1.05 (0.97,1.14) 
Unemployed' 1.09 (1.06,1.12) 1.00 (0.92,1.09) 1.08 (1.03,1.12) 0.99 (0.87,1.13) 
Townsend Deprivation 1.11 (1.08,1.14) 1.04 (0.95,1.13) 1.10 (1.05,1.14) 0.96 (0.83,1.10) 
Lone Parents 1.09 (1.06,1.12) 1.04 (0.97,1.13) 1.07 (1.03,1.12) 1.13 (0.99,1.27) 
Long-term Illness 1.04 (1.01,1.07) 0.99 (0.94,1.05) 1.04 (1.00,1.09) 1.03 (0.95,1.13) 
Social Class IV and V 1.05 (1.02,1.08) 1.02 (0.97,1.08) 0.99 (0.95,1.03) 0.92 (0.84,1.00) 
Population Potential' 1.00 (0.97,1.02) 0.94 (0.89,0.99) 1.00 (0.96,1.04) 0.93 (0.85,1.01) 
Population Density' 1.04 (1.01,1.07) 0.93 (0.88,0.99) 1.08 (1.04,1.13) 0.98 (0.90,1.08) 
Males aged 65+ Females aged 65+ 
Single-person Hshlds 1.05 (1.02,1.09) 0.99 (0.90,1.10) 1.11 (1.07,1.15) 1.23 (1.09,1.39) 
Privately Renting 1.08 (1.05,1.11) 0.93 (0.86,1.00) 1.12 (1.08,1.16) 0.93 (0.85,1.02) 
Population Mobility 1.08 (1.05,1.11) 1.08 (1.01,1.16) 1.14 (1.10,1.18) 1.10 (1.01,1.20) 
Unmarried Population 1.05 (1.02,1.09) 1.17 (1.02,1.36) 1.09 (1.05,1.13) 0.91 (0.77,1.09) 
Social Fragmentation 1.08 (1.04,1.11) 1.10 (1.04,1.16) 1.13 (1.09,1.17) 1.12 (1.05,1.20) 
Not Owner Occupied 1.05 (1.01,1.08) 0.99 (0.92,1.06) 1.02 (0.98,1.06) 0.95 (0.87,1.04) 
No Access to Car 1.02 (0.99,1.05) 0.98 (0.84,1.14) 1.00 (0.96,1.04) 0.94 (0.78,1.12) 
Overcrowded' 1.04 (1.01,1.07) 1.05 (0.98,1.12) 1.06 (1.02,1.11) 1.13 (1.04,1.22) 
Unemployed' 1.02 (0.99,1.06) 1.13 (1.01,1.26) 0.98 (0.94,1.02) 1.03 (0.90,1.17) 
Townsend Deerivation 1.04 (1.00,1.07) 1.13 (1.00,1.26) 1.02 (0.97,1.05) 1.04 (0.90,1.20) 
Lone Parents 1.01 (0.97,1.04) 0.88 (0.80,0.98) 0.98 (0.94,1.02) 0.99 (0.88,1.12) 
Long-term Illness 0.99 (0.96,1.03) 0.97 (0.90,1.04) 0.93 (0.89,0.97) 0.94 (0.86,1.04) 
Social Class IV and V 1.01 (0.98,1.04) 1.01 (0.95,1.09) 0.92 (0.89,0.96) 0.97 (0.89,1.05) 
Population Potential' 0.99 (0.96,1.02) 0.98 (0.92,1.06) 1.04 (1.00,1.09) 0.98 (0.90,1.07) 
Population Density' 0.99 (0.96,1.02) 0.88 (0.82,0.95) 1.05 (1.01,1 09) 0.98 (0.90,1.08) 
Notes: P-values of likel ihood ratio test for null hypothesis Ilo: extra-Poisson variation=0 were <0.01 in all 
models, both unadjusted and adjusted. 
'These variables were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2Controlling for the effect of all area characteristics in multivariable models. In models where an 
aggregate score was inc luded, the component parts of this were not. Moreover, associations with the 
aggregate scores were controlled for the effect of the component parts of the other score (not the aggregate 
score). 
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Table 8.8: Rate ratios (and 95% C. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in levels of each area characteristic 
before and after controlling for all other factors at ward level. 
Unadjusted Adjusted2 Unadjusted Adjusted 
Males aged 15-44 Females aged 15-44 
Single-person 1.15 (1.13,1.17) 1.17 (1.12,1.22) 1.24 (1.20,1.27)* 1.04 (0.96,1.13)** 
Privately Renting' 1.06 (1.04,1.08) 1.00 (0.97,1.03) 1.18 (1.15,1.22) 1.08 (1.03,1.15) 
Population Mobility' 1.07 (1.05,1.08) 0.96 (0.94,0.99) 1.16 (1.13,1.20) 0.99 (0.94,1.04) 
Unmarried Pop 1.14 (1.13,1.16) 1.08 (1.03,1.14) 1.24 (1.20,1.27)* 1.13 (1.03,1.23) 
Social Fragm 1.12 (1.10,1.14) 1.13 (1.11,1.16) 1.22 (1.19,1.25) * 1.18 (1.13,1.23)** 
Not Owner Occup 1.14 (1.13,1.16) 0.98 (0.95,1.01) 1.18 (1.15,1.21) 0.98 (0.92,1.03) 
No Access to Car 1.18 (1.15,1.19) 0.96 (0.90,1.02) 1.23 (1.20,1.27) 1.09 (0.96,1.23) 
Overcrowded' 1.10 (1.08,1.12) 1.01 (0.98,1.04) 1.17 (1.14,1.21) 1.07 (1.01,1.12) 
Unemployed' 1.16 (1.14,1.18) 0.99 (0.94,1.03) 1.20 (1.16,1.23) 0.94 (0.86,1.02) 
Townsend Index 1.16 (1.14,1.18) 0.96 (0.92,1.01) 1.21 (1.18,1.24) 1.05 (0.96,1.14)** 
Lone Parents' 1.15 (1.13,1.17) 1.12 (1.08,1.17) 1.15 (1.11,1.19) 1.03 (0.96,1.10) 
Long-term Illness 1.15 (1.13,1.17) 0.99 (0.96,1.03) 1.13 (1.09,1.16) 1.04 (0.98,1.12) 
Social Class IV &V 1.17 (1.15,1.19) 1.10 (1.07,1.13) 1.10 (1.07,1.14) 1.01 (0.95,1.07) 
Population Potential' 0.97 (0.95,0.98) 0.94 (0.91,0.96) 1.08 (1.04,1.11) 0.96 (0.91,1.01) 
Population Density ' 1.04 (1.02,1.06) 0.89 (0.86,0.92) 1.17 (1.12,1.21) 0.96 (0.90,1.02) 
Males aged 45-64 Females a ged 45-64 
Single-person 1.21 (1.18,1.23) 1.06 (1.00,1.12)* 1.24 (1.20,1.28)** 1.21 (1.11,1.33)** 
Privately Renting' 1.18 (1.15,1.21) 1.02 (0.98,1.06) 1,18 (1.15,1.21) 1.00 (0.94,1.07) 
Population Mobility' 1.20 (1.18,1.23) 1.04 (1.00,1.08) 1.19 (1.15,1.24)** 1.08 (1.01,1.14) 
Unmarried Pop 1.21 (1.19,1.24) 1.18 (1.10,1.26) 1.19 (1.16,1.23)** 0.99 (0.89,1.10) 
Social Fragm 1.22 (1.20,1.25) 1.22 (1.18,1.25)* 1.22 (1.18,1.25) ** 1.22 (1.16,1.28)** 
Not Owner Occup 1.17 (1.14,1.19) 1.05 (1.00,1.09) 1.09 (1.06,1.13)* 0.96 (0.89,1.03) 
No Access to Car 1.15 (1.13,1.18) 0.95 (0.87,1.04) 1.15 (1.11,1.19)* 0.99 (0.86,1.13) 
Overcrowded' 1.12 (1.10,1.15) 1.03 (0.99,1.07) 1.09 (1.05,1.12)* 1.04 (0.98,1.10) 
Unemployed' 1.14 (1.11,1.16) 0.99 (0.93,1.05) 1.10 (1.06,1.14) * 0.96 (0.87,1.06) 
Townsend Index 1.16 (1.13,1.18) 1.05 (0.99,1.12)* 1.11 (1.08,1.15)* 0.96 (0.87,1.06)** 
Lone Parents' 1.11 (1.09,1.14) 1.03 (0.97,1.08) 1.07 (1.03,1.11)* 1.05 (0.97,1.13) 
Long-term Illness 1.06 (1.04,1.09) 0.98 (0.93,1.03) 1.08 (1.04,1.12)* 1.03 (0.96,1.11) 
Social Class IV &V 1.08 (1.05,1.11) 1.01 (0.97,1.05) 1.03 (0.99,1.07)* 0.99 (0.93,1.05) 
Population Potentials 1.00 (0.97,1.02) 0.91 (0.88,0.95) 1.00 (0.96,1.04)* 0.93 (0.88,0.98) 
Population Density' 1.06 (1.03,1.09) 0.94 (0.90,0.99) 1.15 (l. 10,1.19)* 1.06 (0.98,1.14) 
Males aged 65+ Females aged 65+ 
Single-person 1.08 (1.05,1.11)** 1.04 (0.96,1.12)** 1.14 (1.10,1.18)* 1.18 (1.08,1.30)** 
PrivatelyRenting' 1.12 (1.09,1.16)** 1.02 (0.96,1.07) 1.14 (1.10,1.18)* 0.97 (0.91,1.03) 
Population Mobility' 1.11 (1.08,1.14)** 1.04 (0.99,1.10) 1.15 (1.11,1.19)* 1.03 (0.97,1.10) 
Unmarried Pop 1.08 (1.05,1.11)** 1.06 (0.97,1.16) 1.11 (1.07,1.15) 0.99 (0.89,1.11) 
Social Fragm 1.11 (1.08,1.13)** 1.12 (1.08,1.17)** 1.14 (1.11,1.18)* 1.12 (1.07,1.18)** 
Not Owner Occup 1.06 (1.03,1.08)** 1.01 (0.95,1.07) 1.00 (0.98,1.05) 0.99 (0.92,1.06) 
No Access to Car 1.03 (1.00,1.06)** 0.96 (0.86,1.08) 1.02 (0.98,1.06) 0.96 (0.83,1.10) 
Overcrowded' 1.05 (1.02,1.08)** 1.03 (0.98,1.09) 1.04 (1.01,1.08) 1.08 (1.01,1.15) 
Unemployed' 1.04 (1.01,1.07)** 1.07 (0.99,1.16) 0.99 (0.96,1.03) 1.02 (0.93,1.12) 
Townsend Index 1.05 (1.02,1.08)** 1.09 (1.00,1.18)** 1.02 (0.98,1.05) 1.08 (0.97,1.19)** 
Lone Parents' 1.00 (0.97,1.03)** 0.95 (0.89,1.01) 0.97 (0.93,1.00) 0.96 (0.88,1.04) 
Long-term Illness 1.00 (0.97,1.03)** 0.97 (0.91,1.03) 0.94 (0.91,0.98) 0.91 (0.85,0.99) 
Social Class IV &V 1.02 (0.99,1.05)** 1.03 (0.98,1.08) 0.92 (0.89,0.96)* 0.95 (0.89,1.01) 
Population Potential' 0.99 (0.96,1.02)** 0.99 (0.95,1.04) 1.04 (1.01,1.08) 0.96 (0.91,1.02) 
Population Density' 0.97 (0.93,1.00)** 0.90 (0.85,0.96) 1.08 (1.03,1 13) 1.03 (0.96,1.1 1) 
Notes: P-values of likelihood ratio test for null hypothesis flo: extra-Poisson variation=0 were <0.01 in all 
models except * <0.05 and ** >0.05 
'These variables were firstly log-transformed using the natural logarithm because of their skewed distributions. 2Controlling for the effect of all area characteristics in multivariab le models. In models where an aggregate 
score was included, the component parts of this were not. Moreover, associations with the aggregate scores 
were controlled for the effect of the component parts of the other score (not the aggregate score). 
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8.5. Evidence for residual heterogeneity 
Tables 8.9 and 8.10 report the constituency and ward level maximum likelihood 
estimates of extra-Poisson variability (and 95% C. I. ) before and after controlling 
for the effect of the area characteristics as well as the p-value of the likelihood ratio 
test for the null hypothesis H0: extra-variability=0 Xiii As an indication of the 
amount of heterogeneity explained by any single, aggregate or all of these area 
characteristics together, the tables report the percentage reduction in the extra- 
Poisson variability in comparison to the estimates of the total extra-Poisson 
variation observed in models with no explanatory factors. (see table 6.12). In 
univariable models, only the estimate from the model with the lowest 
heterogeneity variance estimate, and therefore the highest percentage of extra- 
Poisson variation explained by a single factor, is reported. Furthermore, the ratio 
of the 95th to 5th percentiles of the Gamma distribution with mean 1 and variance 
the heterogeneity estimate observed in each of the models is given as an indication 
of the extent of the true variability amongst the areas. A table of the 5th and 95th 
percentiles (and their ratio) of a Gamma distribution with mean 1 and a range of 
variances is provided in Appendix E. 
At constituency level (see table 8.9), there was evidence of extra-Poisson variation 
in all models, both unadjusted and adjusted (p-value of LRT for Ho: extra- 
variability=0 was < 0.01 in all cases). Controlling for the effect of all factors 
explained as much as 60-80% of the heterogeneity across constituencies in the two 
younger age-groups and 40-60% in the older age-group. However, although 
generally small, there was a significant amount of heterogeneity left in all age/ sex 
groups. Heterogeneity estimates suggested at least 2-fold differences between 90% 
of all "true" area rate ratios across constituencies in the male age-groups. After 
controlling for the effect of all area characteristics, around 1.4- to 1.6-fold of these 
XiH This is the p-value of the likelihood ratio test comparing the goodness of fit of the negative 
Binomial regression model (a Poisson with a Gamma distributed extra-Poisson variation) to the 
goodness of fit of the Poisson regression model. 
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differences remained. Equivalently, in females, there were 2.4- to 2.7-fold 
differences before and 1.6- to 1.9- fold differences in suicide rates after controlling 
for the effect of all factors. Xi" 
At ward level (see table 8.10), there was evidence of extra-Poisson variation in all 
univariable models; however, this was not generally the case in the fully adjusted 
models. In general: 
There was evidence of unexplained heterogeneity in the two younger age- 
groups in males even after controlling for all area characteristics, but not in older 
males or any of the females age-groups. Note that older males were the only age- 
group for which no evidence for heterogeneity was found across wards even 
before controlling for any risk factors. In the three female age-groups, there were 
as much as 2.6- to 3.4-fold differences in rates before controlling for the risk 
factors. Although heterogeneity estimates suggested that there were still up to 2- 
fold differences in rates across wards after controlling for the effect of all risk 
factors, Xw none of these estimates were statistically significant (as indicated by the 
LRT comparing the goodness of fit of the negative Binomial to the Poisson). In 
fact, evidence for unexplained heterogeneity across wards was weak even after 
controlling only for the social fragmentation components or the aggregate social 
fragmentation score. 
In the younger male age-group and older female age-group, no single factor 
explained more than 30% of the variation and, in fact, all factors put together only 
explained around half. In all other age/sex groups (with the exception of males 
aged 65+ for which there was no strong evidence of heterogeneity), the social 
fragmentation score, levels of single-person households or proportion of 
xis The 5th and 95th percentiles of a Gamma distribution with mean 1 and variance 0.010 - the lowest 
of the extra-variability estimates in males aged 15-44 - correspond to 0.84 and 1.17 (1.4-fold 
differences in rates). Similarly, a variance of 0.035 - the highest of the extra-variability estimates in 
females aged 45-64 - correspond to 0.71 and 1.33 (1.9-fold differences in rates) 
xv The 5th and 95th percentiles of a Gamma distribution with mean 1 and variance 0.043 - the highest of the extra-variability estimates in females aged 65+ - correspond to 0.68 and 1.37 (2.0-fold 
differences in rates). 
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unmarried population in an area explained as much as 54-66% of the variation. All 
other factors put together contributed only to an additional 10-18%. 
- With the exception of males aged 15-44, some of the social fragmentation 
indicators or the aggregate score explained more of the heterogeneity across 
wards than any of the single or aggregate socio-economic deprivation indicators. 
The aggregate score performed at least as well, or even better, in explaining the 
heterogeneity across wards as any of its single components. However, it always 
did worse than the combination of its components in a multivariable model. 
- Finally, the contribution of the socio-economic area characteristics in 
explaining the variation between wards increased with age across the male age- 
groups (52%, 73% and 100% in 15-44,45-64 and 65+ year-old males respectively), 
while it diminished with age across female age-groups (76%, 66% and 51% in 15- 
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8.6. Associations in fully Bayesian random effect models 
To map and investigate any residual variability across areas after controlling for 
the effect of all socio-economic characteristics, the association between an area's 
suicide mortality and its socio-economic characteristics was also explored in 
Bayesian random effect models with spatially unstructured and structured 
random effects for the residual variability using MCMC in winBUGS 1.3. Models 
with spatially unstructured random effects (whether fitted using MCMC as those 
presented in this section or simple negative Binomial models fitted by maximum 
likelihood presented in the previous sections) assume that residuals are 
independent and identically distributed. However, there is often evidence of 
spatial autocorrelation i. e. the tendency for geographically neighbouring areas to 
have similar rates and therefore correlated residuals. Failing to adjust for residual 
spatial autocorrelation - whether a result of (a) unaccounted for or unknown 
confounders with a spatial structure or (b) differential effects by geographic 
location - can influence the estimation of regression coefficients. 
Unlike maximum likelihood estimation (as fitted in STATA), Bayesian estimation 
enables introduction of spatial structure in the residuals (fitted using the CAR 
distribution in winBUGS, similar to the locally smoothing geographical models). 
Comparing spatial patterns in locally smoothed maps before and after accounting 
for the effect of area characteristics might therefore be indicative not only of the 
extent to which potential risk factors explain the geographical variability of suicide 
but also the extent to which any unexplained variability may relate to such 
unaccounted for or unknown area-specific characteristics. These issues were 
discussed in more detail in sections 5.6.2 and 5.6.3 in the context of the methods 
used to investigate and map evidence of heterogeneity and clustering in the 
residual geographical variation. This section presents findings from these models. 
Maps of residual spatial patterns are presented in the next chapter (see Chapter 9). 
Some more technical aspects involved in the estimation of these models (e. g. 
convergence) are discussed first. 
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8.6.1. Convergence and sample monitor 
As was the case with the simple geographical models with no explanatory factors, 
the contribution of spatially unstructured effects to the total residual variability 
was small compared to the contribution of spatially structured effects in 
convolution models. Once spatially structured random effects were included in 
the models, the unstructured component of variation proved difficult to converge 
(the models approximate small amounts of heterogeneity by large numbers for the 
inverse of the variance). Poor convergence in at least one of the components of 
variability may signify poor convergence of the model in general 525 Therefore, 
multivariable convolution models were not considered further at either level of 
geographical aggregation. Only output from models with either unstructured or 
structured random effects for the residual variability are discussed here. 
At constituency level, vague hyperprior distributions for the variability estimates 
and overdispersed initial values did not affect the convergence of the parameters 
to their posterior distributions. In general, in all cases, at the end of the burn-in 
period (of at least 2 500 iterations), the R-statistic converged close to 1 for all 
regression coefficients (i. e. the area covariate estimates) and residual rate ratios 
and at least 1.1 for the variability estimates (in this case, residual variation). 
In contrast, in the ward level analyses, Gamma distributions with more 
informative means and initial values for the variability estimates (as estimated by 
maximum likelihood) were used to speed convergence (see section 5.6.2). Even so, 
at this level of aggregation, convergence of the variability estimates was 
problematic. In all cases, parallel chains of iterations for the variability estimates 
exhibited high autocorrelation, each moving slowly over a wide range of 
estimates. This was though expected since at this fine level of geographical 
aggregation, maximum likelihood estimates for the residual variability in 
multivariable models were not precise as indicated by their wide confidence 
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intervals (see table 8.10). Since these were used in Bayesian models as initial 
values for two of the chains (the other initialized at the ML estimate) the posterior 
distribution of variability estimates was expected to vary by a similar amount. If 
simulations were to be run longer, the R-statistic - measuring the in-between and 
within range of variability in the parallel chains would be expected to stabilize 
since the wide variability observed in-between the chains would eventually be 
mirrored by the variability observed within each individual chain. Running 
multivariable models at this level, though, proved extremely slow (i. e. taking 1 
minute to complete only 10 iterations). Convergence of the residual variability 
estimates was monitored for the entirety of the simulations (beyond the "burn-in" 
period). By the end of the simulation, even though chains moved within a wide 
range of values, similar levels of variability in each were generally observed. 
Unlike the variability estimates, the R-statistic for all other parameters was 
generally satisfactory (at least 1.2 in all cases), and thus, output, such as estimates 
of area covariates residual rate ratios, was used to map the residual variability as 
normal. 
Since models that estimated covariate area effects were considerably slower than 
models that only estimated the geographic variability across areas, a smaller 
sample of iterations was monitored in these models. Multivariable constituency 
level models took around 4 hours to complete 5 000 iterations in each of 4 chains 
giving a total sample of 20 000. However this was enough to ensure that Monte 
Carlo errors for all covariate estimates ranged between 1-3% of the posterior 
standard deviations and around 5% of the posterior standard deviation for the 
spatial variance estimates. Running models at ward level was much slower. Ward 
level multivariable models took around 15 hours to monitor 3 chains of only 3 000 
iterations each giving a total sample of 9 000. Models were not run for longer since 
this was enough to ensure Monte Carlo errors not greater than 5% for the posterior 
estimates of the covariate estimates and residual rate ratios. For the variance 
components however the MC errors ranged between 5%-8%. 
305 
8.6.2. Associations adjusted for spatial structure in the residual 
variability 
Tables 8.11 and 8.12 show the constituency and ward level estimates of rate ratios 
associated with 1 SD increase in each of the area characteristics controlling for the 
effect of all other single factors in multivariable models before and after adjusting 
for spatially structure in the residual variability (logNormal and CAR models 
respectively). These are the means of the posterior distributions of the covariate 
coefficients along with their 95% credible intervals (Cr. I. ) as estimated in fully 
Bayesian models. Associations estimated in Bayesian random effect models with 
spatially unstructured residual variability were essentially identical, or at least 
similar, to the maximum likelihood negative Binomial estimates (see tables 8.7 and 
8.8). Estimates of the residual rate ratios in these models were also largely 
unchanged. 
In models where it was assumed that the residual variability was spatially 
structured (i. e. CAR models), associations were only slightly changed. Although 
the magnitude of some of the associations decreased - particularly the strongest - 
this did not affect the general findings. Associations with the geographical 
variables, particularly population potential, seem to be more affected by adjusting 
for spatial structure in the residuals. For example, the strong inverse associations 
with population potential at both levels of aggregation in the youngest male age- 
group seemed to slightly strengthen. In contrast, strong positive associations 
observed with levels of no access to a car -a possible proxy indicator of urbanity - 
in the youngest female age-group largely attenuated. It seems that adjusting for 
spatial structure in the residuals -a prominent feature of rates in urban areas in 
the case of females - may have "corrected" for some of the strong associations 
observed with indicators of urbanity. In contrast, it seems to have intensified the 
urban-rural differences in young males. 
Furthermore, adjusting for spatial structure in the residuals also revealed some 
previously undetected ward level associations with unemployment in this age- 
306 
group - however, no similar associations were observed at constituency level. 
High proportions of unemployed population were observed in some remote and 
coastal regions of Wales and Cornwall where rates of suicide in this age-group 
were also higher than the national average. Possible differential effects by 
urban/rural location as well as the effect of omitting the geographical variables 
from the models will be explored further in Chapter 10. 
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Table 8.11: Rate ratios (and 95% Cr. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in levels of each area characteristic in 
multivariable models before and after adjusting for spatial structure in the 
residual variability at constituency level. 
Unstructured' Structured Unstructured' Structured 
Males aged 15-44 Females a ged 15-44 
Single-person Hshlds 1.21 (1.15,1.29) 1.18 (1.10,1.25) 1.05 (0.94,1.16) 1.06 (0.95,1.17) 
Privately Renting 0.98 (0.94,1.03) 0.99 (0.95,1.03) 0.97 (0.90,1.06) 0.98 (0.90,1.07) 
Population Mobility 1.00 (0.96,1.05) 0.99 (0.95,1.04) 1.08 (1.00,1.16) 1.08 (1.00,1.17) 
Unmarried Population 0.99 (0.91,1.07) 0.99 (0.91,1.09) 1.08 (0.94,1.25) 1.09 (0.94,1.24) 
Not Owner Occupied 0.94 (0.90,0.97) 0.96 (0.92,1.00) 0.93 (0.87,1.00) 0.95 (0.88,1.03) 
No Access to Car 0.97 (0.89,1.06) 1.01 (0.91,1.12) 1.19 (1.01,1.38) 1.06 (0.87,1.27) 
Overcrowded' 1.03 (0.99,1.07) 1.05 (1.01,1.09) 1.09 (1.02,1.16) 1.11 (1.03,1.19) 
Unemployed' 0.91 (0.86,0.97) 0.92 (0.86,0.97) 0.90 (0.80,1.01) 0.93 (0.83,1.05) 
Lone Parents' 1.15 (1.09,1.22) 1.14 (1.07,1.20) 1.06 (0.95,1.17) 1.05 (0.95,1.16) 
Long-term Illness 1.01 (0.97,1.05) 1.01 (0.96,1.06) 1.05 (0.97,1.13) 1.06 (0.97,1.15) 
Social Class IV and V 1.10 (1.05,1.14) 1.05 (1.01,1.10) 0.97 (0.90,1.04) 0.98 (0.90,1.06) 
Population Potential' 0.96 (0.93,1.00) 0.91 (0.86,0.97) 0.95 (0.89,1.03) 0.99 (0.90,1.09) 
Population Density' 0.92 (0.88,0.96) 0.93 (0.89,0.98) 0.93 (0.86,1.00) 0.93 (0.86,1.01) 
Males aged 45-64 
Single-person Hshlds 1.13 (1.05,1.22) 1.13 (1.05,1.22) 
Privately Renting 0.97 (0.91,1.03) 0.97 (0.91,1.03) 
Population Mobility 1.05 (0.99,1.11) 1.04 (0.99,1.10) 
Unmarried Population 1.09 (0.97,1.21) 1.09 (0.97,1.21) 
Not Owner Occupied 1.05 (1.00,1.12) 1.07 (1.01,1.14) 
No Access to Car 0.92 (0.81,1.04) 0.92 (0.80,1.04) 
Overcrowded' 1.01 (0.96,1.07) 1.03 (0.98,1.09) 
Unemployed' 1.00 (0.92,1.09) 1.01 (0.93,1.10) 
Lone Parents' 1.05 (0.97,1.13) 1.04 (0.95,1.12) 
Long-term Illness 0.99 (0.94,1.05) 0.99 (0.93,1.05) 
Social Class IV and V 1.02 (0.97,1.08) 1.00 (0.94,1.06) 
Population Potential' 0.94 (0.89,0.99) 0.92 (0.86,0.98) 
Population Density' 0.93 (0.88,0.99) 0.94 (0.89,1.00) 
Males ag ed 65+2 
Single-person Hshlds 1.00 (0.90,1.11) 
Privately Renting 0.93 (0.86,1.01) 
Population Mobility 1.08 (1.01,1.16) 
Unmarried Population 1.17 (1.00,1.35) 
Not Owner Occupied 0.99 (0.92,1.07) 
No Access to Car 0.98 (0.84,1.14) 
Overcrowded' 1.05 (0.98,1.12) 
Unemployed' 1.13 (1.02,1.26) 
Lone Parents' 0.89 (0.80,0.98) 
Long-term Illness 0.97 (0.90,1.04) 
Social Class IV and V 1.01 (0.95,1.08) 
Population Potential' 0.99 (0.92,1.06) 
Population Density' 0.89 (0.82,0.96) 



























Females aged 65+ 
1.24 (1.09,1.39) 1.22 (1.06,1.38) 
0.93 (0.84,1.02) 0.92 (0.83,1.01) 
1.10 (1.01,1.20) 1.12 (1.03,1.24) 
0.92 (0.77,1.08) 0.96 (0.80,1.14) 
0.95 (0.87,1.03) 0.96 (0.87,1.05) 
0.95 (0.79,1.14) 0.88 (0.70,1.11) 
1.13 (1.04,1.22) 1.12 (1.02,1.23) 
1.03 (0.91,1.18) 1.03 (0.89,1.18) 
0.99 (0.88,1.13) 1.01 (0.89,1.15) 
0.94 (0.85,1.04) 0.97 (0.87,1.08) 
0.97 (0.89,1.05) 0.97 (0.88,1.07) 
0.98 (0.90,1.07) 0.97 (0.86,1.09) 
0.98 (0.90,1.07) 0.98 (0.89,1.08) 
Notes: ' and Multivariable models that in addition to controlling for the effect of all area characteristics 
also estimate the residual variability as spatially unstructured or spatially structured random effects 
respectively as fitted using MCMC in winBUGS. 'These variables were firstly log-transformed using the 
natural logarithm because of their skewed distributions. 2No covariate estimates are reported for the 
structured random effects models in males aged 65+ due to convergence problems with the structured 
component of variation. There was lack of evidence of spatial patterning in this age-group even before 
controlling for the effect of the area characteristics. 
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Table 8.12: Rate ratios (and 95% Cr. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in levels of each area characteristic in 
multivariable models before and after adjusting for spatial structure in the 
residual variability at ward level. 





Not Owner Occupied 





Social Class IV and V 
Population Potential' 
Population Density' 
Males aged 15-44 
1.17 (1.12,1.22) 1.14 (1.09,1.19) 
1.00 (0.97,1.03) 1.01 (0.98,1.04) 
0.96 (0.94,0.99) 0.94 (0.91,0.97) 
1.08 (1.03,1.14) 1.09 (1.04,1.15) 
0.98 (0.95,1.01) 1.00 (0.97,1.04) 
0.96 (0.90,1.03) 0.96 (0.89,1.04) 
1.01 (0.98,1.04) 0.99 (0.96,1.02) 
0.99 (0.94,1.03) 1.06 (1.00,1.12) 
1.13 (1.08,1.17) 1.10 (1.06,1.14) 
0.99 (0.96,1.03) 0.99 (0.95,1.03) 
1.10 (1.07,1.13) 1.06 (1.03,1.10) 
0.94 (0.91,0.96) 0.89 (0.85,0.94) 
0.89 (0.86,0.92) 0.91 (0.87,0.94) 
Females aged 15-44 
1.05 (0.97,1.13) 1.06 (0.97,1.14) 
1.08 (1.02,1.14) 1.10 (1.04,1.16) 
0.99 (0.93,1.04) 0.98 (0.92,1.04) 
1.13 (1.03,1.24) 1.14 (1.05,1.26) 
0.97 (0.92,1.03) 1.00 (0.94,1.06) 
1.10 (0.97,1.23) 0.99 (0.85,1.15) 
1.07 (1.01,1.12) 1.08 (1.02,1.14) 
0.94 (0.86,1.02) 0.97 (0.88,1.07) 
1.03 (0.95,1.11) 1.02 (0.94,1.09) 
1.04 (0.97,1.11) 1.05 (0.97,1.13) 
1.01 (0.95,1.07) 1.02 (0.96,1.08) 
0.96 (0.91,1.01) 0.98 (0.90,1.06) 
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Females aged 65+ 
1.18 (1.08,1.29) 1.14 (1.03,1.25) 
0.97 (0.91,1.03) 0.97 (0.91,1.03) 
1.03 (0.97,1.10) 1.04 (0.97,1.10) 
1.00 (0.90,1.12) 1.02 (0.92,1.14) 
0.99 (0.92,1.07) 0.99 (0.92,1.07) 
0.96 (0.83,1.09) 0.98 (0.83,1.16) 
1.08 (1.01,1.14) 1.05 (0.98,1.12) 
1.02 (0.93,1.12) 1.02 (0.91,1.13) 
0.96 (0.88,1.04) 0.96 (0.88,1.04) 
0.92 (0.85,0.99) 0.92 (0.85,1.00) 
0.95 (0.90,1.01) 0.96 (0.90,1.02) 
0.97 (0.91,1.02) 0.97 (0.89,1.06) 
1.03 (0.95,1.11) 1.02 (0.94,1.10) 
Notes: 'and b Multivariable models that in addition to controlling for the effect of all area characteristics 
also estimate the residual variability as spatially unstructured or spatially structured random effects 
respectively as fitted using MCMC in winBUGS. 'These variables were firstly log-transformed using the 
natural logarithm because of their skewed distributions. 2No covariate estimates are reported for the 
unstructured or structured random effects models in males aged 65+ due to convergence problems. There 
was lack of evidence of heterogeneity or spatial patterning in this age-group at the ward level even before 
controlling for the effect of the area characteristics. 
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8.6.3. Evidence for residual spatial clustering 
Tables 8.13 and 8.14 present estimates of the structured variability before and after 
adjusting for the effect of levels of the area characteristics (only the effect of 
controlling for the aggregate scores in univariable models and all single factors in 
multivariable models are presented). Note that the ward estimates reported here 
are not directly comparable to the constituency estimates. While the empirical 
variance in reported in the case of constituencies, the conditional variance is 
reported in the case of the ward analyses due to convergence problems of the 
empirical estimates. Conditional estimates are, however, reported for both the 
simple geographical models and covariate models in this table. Therefore the 
extent to which the risk factors investigated explain the observed variability can be 
assessed. 
With the exception of the youngest age-group, the social fragmentation score 
explained more of the spatially structured variability than the Townsend 
deprivation index across both constituencies and wards (as estimated by the 
percentage reductions in the estimates in each of the covariate models and the 
models with no explanatory factors). Controlling for the effect of all single factors 
explained as much as 70% to 86% of the spatially structured variability in the male 
age-groups, 60% to 70% in the two youngest female age-groups in the two 
younger age-groups and less than 50% in the older female age-group. 
Estimates of the residual variability were generally low in multivariable models. 
The models can only approximate zero estimates by large estimates for the inverse 
of the variance. In some cases, the 2.5% lower estimate of the variance calculated 
empirically across the spatially structured random effects was as low as 0.004 - 
indicating only 1.2-fold differences in the unexplained variability. In general 
though, there was still evidence of a spatial structure in the residual variability 
even after controlling for the effect of socio-economic area characteristics, 
particularly across the female age-groups. Note that no output is reported in the 
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older male age-group since there was no strong evidence of spatial structure even 
before any explanatory factors were included in the estimation. 
Tables 8.15 and 8.16 present the Deviance Information Criterion (DIC) and the 
negative cross-validatory criterion calculated across models with spatially 
structured or spatially unstructured residual variability before and after 
controlling for covariates. As above, models controlling for the effect of the 
aggregate scores or all single factors are compared. Across all age- and sex-groups, 
and at both levels of geography, models with spatially structured residual 
variability were generally a better fit than models where residuals were assumed 
to be spatially unstructured. This finding was consistent across both of these 
model selection criteria. 
Furthermore, models controlling for the effect of social fragmentation generally 
fitted better than models controlling for the effect of Townsend deprivation at 
both levels of geographical aggregation. Across female age-groups, once having 
adjusted for spatial structure in the residual variation, models controlling for the 
effect of social fragmentation also fitted better (or only marginally worse) than 
models controlling for the effect of all factors combined. In male age-groups 
however, controlling for the effect of all single factors was an improvement over 
controlling for the effect of the social fragmentation score alone even if the model 
did not account for spatial structure in the residual variability. Thus, in females, 
residual structured variability over and above the levels explained by the social 
fragmentation score is not effectively explained much further by the other area 
characteristics put together. In males, there is a substantial contribution of the 
other risk factors over and above the social fragmentation score in explaining the 
residual variability. This is also consistent with the relatively higher percentage 
reductions observed in males than females in the variability estimates in models 
controlling for all risk factors compared to models controlling only for the social 
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Table 8.15: Goodness of fit of models with logNormal and CAR prior distributions 
for spatially unstructured and structured residual variability respectively before 
and after controlling for the effect of the aggregate scores and all single area 
characteristics at constituency level. 
Deviance pD' DIC Ne g C-V Deviance pD DI(' Neg 
11odel- Adjusting for Model - Adjusting for 
lotNormal - No explanatory factors CAR - No extºlanatorv factors 
('-V 
Males 
Aged 15-44 565.3 280.6 945.9 477.3 597.9 209? S()7. () -1; 1). -1 
Aged 45-64 577.7 211.1 788.9 421.7 590.0 169.0 759.0 399.7 
Aged 65+3 606.6 112.8 719.4 366.2 
Females 
Aged 15-44 561.8 179.1 741.9 391.0 
Aged 45-64 571.6 176.6 748.2 394.1 
Aged 65+ 591.4 138.8 730.2 377.8 

















All Single Factors 
599.0 I I'). ') 7I) 372.6 
575.1 128.3 703.4 16 1.7 
CAR 1'umn'end 1)c 
579.5 I(63.5 733.0 
-W1.7 
603.0 122.5 725.5 373.6 
6I2.8 65.5 6781 ; ; 44.5 
579.4 117.0 696.4 357. 
604.4 89.0 692.4 352.3 
(': \IR Social Fragmentation 
ooi. s I6-4.? 707.7 lO 7 
631.6 66.1 697.9 3 ;, 6 
61 1.6 47.8 659.41: ) 333 q12) 
600.3 74.8 675.1') 342.3(" 
CAR : UI Single Factors 
Males 
: ßg«115-44 57,.; 
Aged 45-64 597.0 
Aged 65 +4 617.4 
Females 
Reed I5-44 580.9 
Aged 45-64 594.7 
Aged 65+ 614.2 
1 18.7 712.0(2) 367.5(2 1 




103.0 697.7 355.2 
61 3.1 9l1. x 7113.9' 362.2") 
642.5 41. S 684.3 2 344.6'" 
61 I. 4 45.9 657.3'l' t42. (ß 11 
607.9 74.4 682.2'2' 346.0(2) 
Notes: 'Tor both UI(' and Negative Cross-Validatory Criterion, the lower the score the better the lit of the 
model. Models with the lowest and second lowest score respectively (on each of the statistics separately) 
are shown in bold. jThe DIC statistic penalises the deviance by pl) the ettictive number of paianmeters 
estimated in each model. 4As previously, no output is reported tier the ('AR models in males aged 65 t since 
the spatially structured parameter tailed to converge even before adjusting tier the ei'lect ofthe area 
characteristics. 
572.4 248.9 821.2 4S 1.0 
587.3 170.11 757.1 396.3 
607.8 109.2 716.2 364.7 
577.3 112.9 690.1 352.2 
576.3 162.8 739.1 395.8 
590.2 141.0 731.2 378.0 
IogNormal Social Fragmen tation 
565.5 2519.5 825.0 45M. 4 
587.6 122.0 709.6 362.9 
620.2 86.3 706.5(2) 356.9(2 
569.9 100.9 676.7 345.2 
590.3 113.1 703.4 359.5 
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Table 8.16: Goodness of fit of models with logNormal and CAR prior distributions 
for spatially unstructured and structured residual variability before and after 
controlling for the effect of the aggregate scores and all single area characteristics 
at ward level. 
Deviance pD' DIC Neg C-V' 
Model- Adjusting for 
logNormal - No explanatory factors 
Males 
Aged 15-44 9921.0 1360.7 11281.7 5746.6 
Aged 45-64 9323.0 650.7 9973.7 5006.3 
Aged 65+4 8269.0 162.4 8431.4 4216.3 
Deviance p1)' DI(' ticg ('-V' 
Model-- ; (I jII (ing for 
CAR_-- No explanatory factors 
10400.0 767.1 1 1107.3 5647.3 
9524.0 352.7 9876.7 4949.5 
Females 
Aged 15-44 7317.0 426.8 7743.8 3881.5 7449.0 207.0 7655.0 383). 1 .I 
Aged 45-64 7109.0 227.3 7335.3 3674.6 6994 224.7 7218.7 3611.5 
Aged 65+ 6889.0 240.7 7129.7 3566.5 6874.0 149.0 7023.0 3513.6 
Iog\ornnal - 'foiNnsend De rivation ('. SIR -'1'umn send 
I)eprisation 
Males 
Aged 15-44 9960. O 1099.5 11048.5 8It. 8 10390. O 493.9 IM3 t) S-ION, I 
Aged 45-64 9365.0 457.0 9822.0 4919.4 9536.0 212.1 9748.1 4879.6 
Aged 65 +-° 
Females 
Aged I5-44 7; 21.0 263.0 7584.0 3794.8 7460.0 93.5 7S51.5 3779.0 
Aged 45-64 7094.0 211.5 7305.5 3654.2 7004.0 191.0 7195.0 3599.6 
Aged 65+ 6906.0 225.1 7131.1 3566.8 6869.0 158.1 7027.1 3515.5 
logNormat - So cial Fragmentation ('. \R Social Fragiuenlation 
Males 
Aced 15-44 9931.0 1190.6 11121.6 5639.9 10470.0 538.9 11O0X. 1) 5546.4 
Aged 45-64 9346.0 297.3 9643.3 4924.6 9538.0 92.8 962O. 8 481 1.8 
Aged 65+4 
Female` 
Aged I5-44 7142.0 193.0 7515.0 376X. 6 74? 5. O 67 7-l )ý 7 17.1')') 
Aged 45-64 7076.0 121.1 7197.1 3598.9 7029.0 112.6 7141.6' 3571.2' 
Aged 65+ 6906.0 157.2 7063.2 3532.4 
IogNormal - All Single Factors 
Males 
Aged 15-44 9974.0 786.2 10760.2' 5411.2' 
Aged 45-64 9360.0 220.0 9580.02 4791.92 
Aged 65+4 
CAR All Single Factors 
10400.0 335.2 10736.2' S iKll. ')' 
9487.0 90.9 0577.9' 4790.6' 
Females 
Aged 15-44 7347.0 148.8 7495.82 3748.42 
Abed 45-64 7067.0 111.1 7178.1 3590.1 
Aged 65+ 6871.0 172.5 7043.5 3522.0 
7392.0 91. S 7473.5' 3737.41 
7048.0 95.6 7143.6' 3572.4 
6971.0 118.4 7012.42 31; 04.7' 
Notes: -tor both DIL and Negative Cross-Validatory Criterion, the lu\%ci the score the bettet the model. 
Models with the lowest and second lowest score respectively (on each of the statistics separately) are show n 
in bold. The DIC statistic penalises the deviance by pl) the effective number of parameters estimated in 
each model. 'With the exception of the loeNormal model with no explanatory IaCtois, no output IS ieported 
in males aged 65 F since there was no ev idence of hctemgeneity or spatial patterning. paiticularly'tier 
controlling far the eftect of area characteristics, in which case the spatially unstructured and strurtuied 
variability failed to converge. 
315 
8.7. Summary of main findings 
Most of the area characteristics investigated (whether indicators of socio-economic 
deprivation or social fragmentation) were associated with increased rates of 
suicide. These associations appeared stronger at the finer level of aggregation. The 
social fragmentation score and its components were the factors most strongly and 
most consistently related to increased levels of suicide in all of the age/ sex groups 
examined. These associations were generally stronger in the youngest age-groups. 
Although weaker in those aged 65+, indicators of social fragmentation were the 
main factors for which some associations were found in this age-group. 
After controlling for the effect of all other area characteristics in multivariable 
models, associations with social fragmentation persisted. This was not generally 
true for indicators of socio-economic deprivation. While the observed variability 
and patterning in suicide was explained to varying degrees across the different 
age- and sex-groups by the area characteristics investigated, up to 2-fold 
differences in rates remained unexplained. Indicators of social fragmentation (in 
particular, proportion of single-person households or unmarried population in an 
area) appeared especially important. 
There was evidence that residual variability was spatially structured i. e 
neighbouring areas exhibited similar levels of unexplained variability. This might 
be indicative of additional risk factors with a spatial structure not accounted for in 
this thesis, for example levels of alcohol or drug use, or equally, a result of 
differential effects by geographic location. There was some evidence that 
controlling for the effect of socio-economic area characteristics explained high 
levels of suicide in urban areas better than in rural areas. Maps, and patterns, of 
residual variation will be the focus of the next chapter (chapter 9) while the 
investigation into possible differential effects by location will be discussed in 
chapter 10. 
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CHAPTER 9. MAPPING RESIDUAL GEOGRAPHICAL 
VARIATION IN SUCIDE MORTALITY 
9.1. Introduction 
This chapter complements chapter 8 in examining the extent to which differences 
in socio-economic characteristics of areas contribute in explaining the 
heterogeneity and/or patterning of suicide rates observed across areas in England 
and Wales. It presents the unexplained geographical variation after accounting 
for 
area characteristics that may relate to area differences in suicide mortality 
in maps 
of residual rate ratios as estimated in fully Bayesian models. 
9.2. Structure of map presentation 
Maps of residual geographical variation are presented in a series of age- and sex- 
specific maps using the same groupings as previously i. e. males and females aged 
15-44,45-64 and 65+ separately (Map Series C, Atlas, Volume II). Only residual 
maps after removing the geographical variation explained by all single area 
characteristics investigated together are presented. As in the case of maps of 
geographical variation in suicide mortality (see Map Series A, Atlas, Volume II), 
the constituency level maps are presented first followed by the ward level maps. 
For each age/ sex group and at each level of geographic aggregation two maps of 
residual geographic variation are presented: 
1. a map of globally smoothed residual rate ratios of suicidexni and 
2. a map of locally smoothed residual rate ratios of suicide"vii 
xvi These are the Bayesian posterior means of the residual rate ratios after removing the effect of all 
area characteristics as estimated in a globally smoothing Poisson-logNormal model in winBUGS. 
Note that while in the constituency level analyses, uninformative hyperpriors were used as 
previously, at ward level, a Gamma hyperprior on the inverse of the spatially unstructured 
variance was used with an informative mean based on the inverse of the variance of the Gamma 
distribution as estimated by maximum likelihood in negative Binomial models in STATA and a 
variance of 100. 
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Due to the small contribution of the unstructured component of variation in 
multivariable convolution models, maps of both globally and locally smoothed 
residual rate ratios appear similar to the locally smoothed maps. However, 
due to 
problems with convergence, no output from these models is presented 
(see section 
8.6.1). The standard form of presentation used previously is also used in the case 
of residual maps. However, across all age- and sex-group, there was more residual 
variation at ward level than constituency level, particularly in the case of the 
locally smoothed maps. Therefore, in order to facilitate comparisons between the 
two levels of geographic aggregation, the locally smoothed maps were replotted 
using a narrower middle range of rate ratios i. e. 0.95-1.05 (showing as small as 1.1- 
fold differences between areas) at constituency level and a wider middle range of 
rate ratios i. e. 0.80-1.20 (showing only larger than 1.5-fold differences between 
areas) at ward level. This was, at least in some cases, necessary since in the case of 
the constituency level maps, a narrower range of estimates was needed in order to 
detect any patterning of residual variation while in the case of the ward level 
maps, a wider middle category enabled those clusters of areas with the highest 
levels of unexplained variability to be highlighted. 
9.3. Maps of residual geographical variation 
The next eight sections describe the residual geographical variation in each age- 
and sex-group separately (sections 9.3.1-9.3.8) and finally section 9.3.9 summarises 
the main patterns. Residual rate ratios in the range 0.9-1.1 (displayed on the maps 
in white) group areas where there were less than 1.2-fold differences in suicide 
rates after controlling for the effect of area characteristics. If all observed 
xvii These are the Bayesian posterior means of the residual rate ratios after removing the effect of all 
area characteristics as estimated in a locally smoothing Poisson-CAR model in winBUGS. Similarly 
to the logNormal model, at ward level, a Gamma hyperprior on the inverse of the spatially 
structured variance was used with an informative mean based on the inverse of the maximum 
likelihood estimate of the variance, in this case proportional to the average number of 
neighbouring areas and a variance of 100. 
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geographical differences between areas of high or low suicide rates were 
explained by their corresponding high or low levels of the risk factors the residual 
maps would appear flat. Areas with residual rate ratios lower than 0.9 - displayed 
in blue - were those where lower suicide rates were observed than those expected 
according to the levels of the area characteristics as fitted in the corresponding 
model i. e. the model overpredicted levels of suicide in an area. Equivalently, areas 
with residual rate ratios higher than 1.1 - displayed in orange - were those where 
the higher suicide rates were observed than those expected according to the levels 
of the area risk factors examined, i. e. the model underpredicts levels of suicide. 
The residual maps are best viewed in conjunction with the maps of observed 
geographical variation in suicide mortality presented in Map Series A. 
9.3.1. Males aged 15-44 
Globally smoothed residual maps 
Map 1.1 on plate C1 and map 1.3 on plate C2 show residual rate ratios across 
constituencies and wards respectively as estimated in globally smoothed models - 
where residuals were assumed to be spatially unstructured random effects. At 
both geographical levels, most of the surface of the map appeared in white since 
only less than 1.2 fold differences remained across the majority of areas after 
controlling for area characteristics. At constituency level, none of the striking 
differences observed between areas in either the unsmoothed or globally 
smoothed maps of suicide mortality (see Plate Al and A3) remained, as only a 
handful of areas exhibit residuals less than 0.9 or higher than 1.1. 
At the ward level of aggregation, more than 3-fold differences in suicide rates 
across areas were observed. Only around half of the variation was explained by all 
area characteristics put together (see table 8.10, section 8.5). Due to the large 
number of areas with the majority of estimates falling in the middle category, the 
residual map appeared largely flat. However, the distribution of residual rate 
ratios ranged between 0.69 and 1.47; there were still more than 2-fold differences 
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across areas. Furthermore, it appears that most of the low or high residuals 
occurred in or close to urban centres; however, no inference about spatial 
patterning should be drawn from this finding. When globally smoothing, the most 
uncertain estimates of rate ratios are those in the least populated rural and remote 
areas. Thus, there is simply more certainty about residual rate ratios in the highest 
populated areas where rates can be estimated more precisely. 
Locally smoothed residual maps 
In contrast to the globally smoothed maps, when spatially structured random 
effects were assumed there appeared to be some patterning in the residuals. Map 
1.2 on plate C1 shows residual rate ratios across constituencies as estimated in 
locally smoothed models. None of the striking spatial patterns previously 
observed remained and the map appeared relatively flat. Low rates of suicide 
around London, the Home Counties and the Midlands as well as the high rates in 
major urban centres, Wales and coastal areas were generally explained by the 
levels of area characteristics in these areas (see map 1.3, plate A2). While only a 
handful of areas exhibited residual rate ratios lower than 0.9 or higher than 1.1, 
these areas appeared to cluster; for example, a cluster of high residuals around 
Manchester - where some of the highest rates of suicide in this age-group were 
observed. Suicide rates in these areas were even higher than what would be 
expected given their area characteristics. In contrast, areas of low residuals were 
observed in Newcastle and the Northeast, around Newport and Cardiff, Plymouth 
and the tip of Cornwall. Amongst some of these areas, there was generally no 
evidence that suicide rates were either higher or lower than the national average. 
However, higher rates than what is observed would be expected according to area 
levels of the risk factors in these areas; thus, the model overpredicted levels of 
suicide. In Cornwall, in particular, where suicide rates were higher than the 
national average, rates appear lower than expected according to levels of these 
areas' characteristics. 
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At ward level, there were some surprising patterns in the locally smoothed map 
(see map 1.4, plate C2). Similarly to the constituency level of aggregation, high 
residuals clustered around Manchester. In fact, the pattern was more pronounced 
at the ward level of aggregation and extended northwest. While most of the 
"bull's-eye" pattern observed in London was explained by the model, at the finer 
level of aggregation, there appeared to be two small clusters of residuals - in 
northwest London where rates were even higher and in northeast London where 
rates were even lower than those expected from levels of the risk factors in these 
areas. Two of the most prominent features in the locally smoothed map of suicide 
mortality in this age group were the low rates in the Midlands and the high rates 
in the more remote and coastal fringes of the country. While the low rates in the 
Midlands were explained by the model, there seemed to be a reversal of the 
coastal pattern of high rate ratios to a coastal pattern of low residual rate ratios. 
While the high rates of suicide were explained along coastal areas in the 
Northwest, East Anglia and most of the Southeast, the model seems to have 
overexplained the coastal patterns elsewhere, particularly in Wales and Cornwall 
where concentrations of low residuals extended nearly to the entire regions. 
Furthermore, there now appeared to be a cluster of low residuals along the 
Northeast coast -a part of the coast where there was no clear evidence that rates 
where either higher or lower than the national average in this age-group. 
This pattern of low residuals along coastal areas resembles the smooth patterning 
of population potential - the measure of remoteness used in the models. For every 
SD increase in population potential i. e. areas closer to the central zone of urban 
centres of population, there was an 11% C. I. (6%, 15%) decrease in suicide rates as 
predicted by this model. As a result, while this strong association with remoteness 
explains the high suicide rates observed in several remote and coastal areas, it 
overpredicts rates in the most remote areas where values of population potential 
are highest; thus, giving rise to this paradoxical patterning of low residuals along 
the coast. Models where the geographical variables were omitted as well as other 
features of the coastal patterning will be further discussed in the context of 
differential geographical effects in the following chapter. 
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Maps 1.5 and 1.6 on plate C3 replot the locally smoothed residuals showing a 
narrower (rate ratio range 0.95-1.05 showing as low as 1.1-fold differences) and 
wider (rate ratio range 0.80-1.20 showing differences larger than 1.5-fold) middle 
range of estimates at constituency level and ward levels respectively. Two main 
features became apparent: 
1. although there differences were small, there was some spatial patterning at 
constituency level previously undetected. In fact, the clusters of low residuals 
observed in the most remote areas at ward level were also replicated at this 
level of aggregation. 
2. most of the residuals at ward level, including the coastal and remote clusters of 
low residual rate ratios, were in the 0.80-1.20 range. Areas with larger 
differences were now restricted to the few areas previously also apparent in the 
constituency level map. 
Therefore, although not obvious at first inspection, similarly to the maps of 
geographic variation of suicide where spatial patterns in the ward level maps 
where nearly identical to those in the constituency level maps, residual patterns 
were also similar between the two levels of aggregation. Although associations 
between levels of suicide and area characteristics were stronger at the ward level, 
due to wider differences in rates, less of the observed variability was explained. 
9.3.2. Males aged 45-64 
Globally smoothed residual maps 
Map 2.1 on plate C4 and map 2.3 on plate C5 present the globally smoothed maps 
of residual rate ratios across constituencies and wards respectively in males aged 
45-64. Globally smoothed suicide rates varied by 2-fold and 3-fold across 
constituencies and wards respectively in this age-group. Adjusting for all area 
characteristics in multivariable models reduced the observed heterogeneity 
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estimate by more than 70% at both levels of geographic aggregation (see tables 8.9 
and 8.10). While model estimates of the heterogeneity variance suggested that 
there was still some evidence that areas' rates differ statistically (p-values of LRT 
for heterogeneity variance=0 were <0.01 at constituency level and 0.03 at ward 
level), the surface of the maps appeared flat since nearly all residual rate ratios 
ranged between 0.9-1.1; suggesting only less than 1.2-fold unexplained differences 
across the vast majority of areas. 
Locally smoothed residual maps 
In contrast to the younger age-group, in males aged 45-64, locally smoothed maps 
of residual rate ratios appeared as flat as the globally smoothed maps. Map 2.2 
(plate C4) shows that, with the exception of only 4 areas, the constituency level 
locally smoothed residual rate ratios ranged between 0.9 and 1.1. Thus, levels in 
the area characteristics investigated largely explained all of the observed 
geographical patterning in this age-group including the "bull's-eye" pattern in 
London and Manchester as well as the pattern of high rates along the coast of 
Wales, Devon and Cornwall. Similarly, at ward level (map 2.4, plate C5) only 1% 
of the wards showed differences larger than 1.2-fold. Wider differences appeared 
only between very localised clusters of high residuals in the Isle of Wight and 
Birkenhead (near Liverpool) and clusters of low residuals in Northwest London, 
the Southeast coast and along the Scottish border. 
As in males aged 15-44, maps 2.5 and 2.6 on plate C6 present locally smoothed 
residuals with a narrower middle range at constituency level and a wider middle 
range at ward level respectively. Allowing the constituency level map to present 
differences as small as 1.1-fold across residual rate ratios exhibited some otherwise 
undetected spatial patterns. These were nearly identical to the patterns observed 
at ward level. Similarly, only the high residuals on the Isle of Wight remained 
when the ward map was restricted to showing differences larger than 1.5-fold 
(middle range of residual rate ratios 0.8-1.2). 
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9.3.3. Males aged 65+ 
Globally smoothed residual snaps 
Globally smoothed suicide rate ratios varied by 1.8-fold across constituencies in 
males aged 65+. However, associations between levels of suicide and all area 
characteristics investigated were generally weak. Associations only ranged 
between 2%-8% increase in suicide rates per 1 SD increase in any of the risk 
factors. Only 41% reduction in the heterogeneity estimate - the smallest reduction 
across all age/ sex groups - was observed even after adjusting for all area 
characteristics together (see table 8.9). Map 3.1 on plate C7 presents the globally 
smoothed map of residual rate ratios across constituencies in this age-group. 
While there was still some heterogeneity over the surface of the map - with a 
handful of areas showing differences larger than 1.2-fold - these seemed scattered. 
Similarly, at ward level, while some modest associations were observed with 
levels of area characteristics (indicators of social fragmentation in particular), there 
was no strong evidence that suicide rates differed statistically before or after 
controlling for the effect of any of the risk factors in this age-group. Thus, ward 
level residual rate ratios are not presented for this age-group. 
Locally smoothed residual maps 
There was no evidence of a spatial structure in the geographical distribution of 
suicide rates in this age-group across either constituencies or wards. Thus, it was 
not possible to map either locally smoothed rate ratios or residual rate ratios in the 
older male age-group. 
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9.3.4. Females aged 15-44 
Globally smoothed residual maps 
As with the patterns observed in the two younger male age-groups, both 
constituency and ward level globally smoothed maps of residual rate ratios in 
females aged 15-44 also appear largely flat (see maps 4.1 on plate C9 and map 4.3 
on plate C10). Estimates of the heterogeneity variance were reduced by more than 
70% across both constituencies and wards after controlling for the effect of the area 
characteristics. The observed 2.4- and 3.4-fold differences in rates were reduced to 
just over 1.6- and 1.8-fold differences across constituencies and wards respectively 
(see tables 8.9 and 8.10). In fact, at ward level, there was no longer any strong 
evidence that residual rates differed statistically (p-value of LRT for heterogeneity 
variance=0 of 0.11). The bulk of the distribution of residuals ranged between 0.9- 
1.1, making the surface of the maps appear mainly colourless. Only a handful of 
areas exhibited residual rate ratios of over 1.1, however a larger number of areas, 
around 5% of either constituencies or wards, exhibit residual rate ratios lower than 
0.9. Although geographically scattered, most of these areas of low residuals tend 
to be found in urban centres for example London, Liverpool, Leeds and Bristol, 
particularly at ward level. Comparisons with maps of rate ratios revealed that 
these were generally urban areas with either no recorded deaths or very low 
suicide rates. Due to their high denominator populations, residual rate ratios in 
these areas were estimated with greater accuracy. 
Locally smoothed residual maps 
In this age-group, locally smoothed maps of rate ratios revealed an expanse of low 
rates stretching horizontally from East Anglia along the Midlands to most of 
Wales and the Southwest, while high rates were concentrated in four main 
clusters: Central London, Manchester and West Yorkshire, Newcastle and along 
the Scottish borders and finally Cornwall (see Plates A12 and A14). Adjusting for 
the effect of the area characteristics, seemed to generally explain at least three of 
these four clusters of high rates, London, Manchester and, with the exception of 
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the far west, Cornwall. Small clusters of high residuals were however observed in 
areas around Newcastle and the borders. This was true at both levels of 
geographic aggregation (see maps 4.2 and 4.4, plates C9 and C10). In contrast, the 
large clusters of low rates were largely reduced across constituencies but not at 
ward level where up to 50% of all wards exhibited residuals lower than 0.9. 
However, replotting the ward maps of residuals revealed that, with the exception 
of wards in Anglesey (that had some of the lowest rates of suicide in this age- 
group), the majority of these low residual rate ratios were greater than 0.8 (see 
map 4.6, plate C11). On the other hand, while differences between residual rate 
ratios across constituencies were negligible (only 1.1-fold differences), their spatial 
distribution showed similar patterns to those observed at ward level (see map 4.5, 
plate C11). 
In general, most of these low residuals occurred in areas where smoothed rates of 
suicide were generally lower than the national average - thus, the model failed to 
predict rates as low as the ones observed. However, large clusters of low rates in 
this age-group, and indeed in all female age-groups, are partly a result of a large 
proportion of areas with no recorded deaths; thus, any levels in the area risk 
factors (but the lowest) would tend to produce negative residuals in these areas. A 
notable exception is the cluster of low residuals in central London where, 
alongside Manchester, Leeds and Newcastle, some of the highest rates of suicide 
in young females were observed. However, unlike clusters of high rates in some of 
the urban centres of the North that were, at least partly, explained by the risk 
factors in the model, low residuals in much of London suggest that although rates 
were high, they were relatively lower than what would have been expected 
according to the high levels of the area risk factors. 
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9.3.5. Females aged 45-64 
Globally smoothed residual maps 
Constituency and ward globally smoothed maps of residual rate ratios in females 
aged 45-64 are presented in maps 5.1 on plate C12 and map 5.3 on plate C13 
respectively. Similarly to other age-groups, the ward level map of residual rate 
ratios appeared largely flat as nearly all estimates ranged between 0.9 and 1.1. In 
fact, at ward level, there was not much evidence of residual variation after 
controlling for the effect of area characteristics (p-value of LRT for heterogeneity 
variance=0 was 0.21). While much of the variability was explained at ward level, 
this is not the case in the constituency level analysis - possibly, an example where 
heterogeneity in socio-economic characteristics at large levels of aggregation can 
mask associations at a finer level. Unlike all other age-groups, in this age-group, 
only strong associations with single-person households were observed in 
multivariable models. As a result, the globally 'smoothed map of residual rate 
ratios at constituency level showed higher geographical variability than any other 
age-group. As many as 10% of all constituencies showed residual rate ratios lower 
than 0.9 and up to 5% greater than 1.1. Some 2.7-fold differences in suicide rates 
across constituencies were observed in this age-group. These differences were 
larger than differences in any other age-group. Controlling for the effect of the 
area characteristics reduced the heterogeneity variance by more than half, 
however, some 2-fold differences in rates still remained (see tables 8.9). Levels of 
suicide were generally not fully explained in those constituencies with the most 
extreme rates - raw SMRs lower than 0.5 or higher than 2.0 (see map 5.2, Plate 
A15). 
Locally smoothed residual maps 
Locally smoothed maps of residual rate ratios in females aged 45-64 are presented 
in maps 5.2 on plate C12 and map 5.4 on plate C13 respectively. With the 
exception of the tip of Cornwall, where some of the highest rate ratios (i. e. twice 
the national average) were observed, most clusters of high suicide rates were, at 
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least partly, explained after adjusting for area levels of the risk factors. For 
example, high residual rate ratios appeared in only very localised clusters instead 
of the larger expansions of high rate ratios observed in Central London, 
Manchester, the Southeast of England, North and South Wales and Yorkshire (see 
map 5.3, plate A16 and map 5.7, plate A18 of locally smoothed rate ratios). 
However, similarly to the younger female age-group, area levels of the risk factors 
seem to predict higher levels better than lower levels of suicide. As previously, at 
the ward level of aggregation, there were large clusters of areas of low rates, and 
consequently low residuals, simply because these were based on no recorded 
deaths. Large clusters of unexplained variability were observed across areas in 
East Anglia, the West Midlands, much of the Southwest and around Cardiff. 
However, these clusters of low residuals disappeared after replotting the ward 
maps with a wider middle category (rate ratios of 0.8-1.2). Unexplained 
differences larger than 1.5-fold in this age-group were largely restricted to high 
rates in Cornwall and low rates in Anglesey and the Isle of Wight. 
9.3.6. Females aged 65+ 
Globally smoothed residual maps 
Constituency and ward globally smoothed maps of residual rate ratios in females 
aged 65+ are presented in maps 6.1 on plate C15 and map 6.3 on plate C16 
respectively. Estimates of the residual heterogeneity suggested that there were still 
as much as 2-fold differences across areas (see tables 8.9 and 8.10). At constituency 
level, these differences were contained in around 10% of all areas with no spatial 
patterning. At ward level, differences were not easily identifiable on the surface of 
the map as only less than 1% of all areas showed residual rate ratios outside the 
0.9-1.1 range; thus, the map appeared largely flat. As was the case with the two 
younger female age-groups, the small number of areas with differences in rates 
larger than 1.2-fold after controlling for the effect of all area characteristics, do not 
provide strong evidence of heterogeneity in suicide levels across areas at ward 
level (p-value of LRT for heterogeneity variance=0 was 0.10). 
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Locally smoothed residual maps 
Locally smoothed maps of residual rate ratios in females aged 65+ are presented in 
maps 6.2 on plate C15 and map 6.4 on plate C16 respectively. Most observed 
clusters of high suicide rates were at least partly explained after adjusting for 
levels of area characteristics, for example, the high rates around London, the 
Home Counties as well as much of the Southeast at both constituency (see map 
6.3, plate A20) and ward level (see map 6.7, plate A22). However, clusters of high 
rate ratios remained in much of Cornwall at both levels of geographical 
aggregation as well as Anglesey and the Isle of Wight at ward level. Furthermore, 
while observed clusters of low rates in much of the North of England were at least 
partly explained by levels of the area characteristics, there remained large clusters 
of low rates in South Wales, parts of the Southwest and the coast of East Anglia. 
As previously, these clusters of low residuals -a result of a large number of zero- 
SMR areas - were not apparent after replotting the ward maps with a wider 
middle category grouping rate ratios of 0.8-1.2 (see map 6.6, plate C17). 
Differences not explained by levels of the area characteristics larger than 1.5-fold 
were contained between the high rates in Cornwall, Anglesey and the Isle of 
Wight and the low rates around Cardiff and Newport. 
9.3.7. General observations across all maps of residual rate ratios 
Globally smoothed maps of residual rate ratios 
Both constituency and ward level maps of residual variability appeared largely 
flat with no spatial patterning in all age- and sex-groups. In the case of the ward 
level maps, this was not surprising since even before adjusting for levels of the 
area characteristics, the majority of area rate ratios ranged between 0.9-1.1 when 
globally smoothed. With the exception of the older male age-group, where no 
strong evidence of heterogeneity was found, estimates of the heterogeneity 
variance suggested as much as 2.5- to 3.5-fold differences across areas. Controlling 
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for the effect of area levels of socio-economic characteristics investigated reduced 
the observed variability by varying degrees across the age- and sex-groups to 1.5 
to 2-fold differences between areas (see table 8.10). Such differences, however, 
were not always evident on the surface of the maps, since in general, differences 
larger than 1.2-fold in the residual rate ratios were contained in only less than 2% 
of all wards. Furthermore, only in the younger male age-group, there was some 
evidence of heterogeneity after adjusting for all area characteristics (as indicated 
by the LRT for overdispersion). In all other age-groups, and in female age-groups 
in particular, due to the lower number of deaths, there was no strong evidence 
that the residual heterogeneity estimates were significantly different from zero. 
Even in the case of males aged 15-44 where as many as 15% of all ward estimates 
were outside the 0.9-1.1 range, there was no obvious spatial patterning in their 
distribution apart from the fact that the majority of these low or high residuals 
occurred in the most densely populated areas (see section 9.4.1 above). 
In contrast, at constituency level, there was strong evidence of heterogeneity in the 
area estimates after controlling for the effect of area characteristics in all age- and 
sex-groups, including the older male age-group. Estimated 2-fold differences in 
male age-groups and 2.5-fold differences in females age-groups were generally 
reduced in multivariable models in all age- and sex-groups; however, reductions 
were greater amongst the younger age-groups, particularly in males. In males 
aged 15-44, and 45-64 as well as females aged 15-44, differences in residual rate 
ratios were restricted to 1.5-fold differences in only 5% of all areas (around 25 
constituencies). In the two older females age-groups, although some strong 
associations with some area characteristics were observed, and measures of social 
fragmentation in particular, there remained some 2-fold unexplained differences 
in 10%-15% of all areas. 
Locally smoothed maps of residual rate ratios 
In contrast to the largely flat globally smoothed maps, the locally smoothed maps 
revealed some spatial structure in the distribution of the residuals, particularly in 
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the case of the ward level analyses. At constituency level, most of the observed 
spatial patterning of rate ratios was either fully explained by levels of the risk 
factors or was at least largely reduced to very localised clusters. In contrast, at 
ward level, although the originally observed differences were, at least partly, 
reduced, there remained large clusters of unexplained variability. In general, it 
seems that levels of area characteristics explained the spatial structure of suicide to 
a greater extent at constituency rather than ward level as well as clusters of high 
rates better than clusters of low rates. This was especially true among the female 
age-groups where due to the particularly high number of areas with no deaths 
(more than 70% of all wards), levels of the risk factors in the models overpredict 
rates over large expansions of zero-SMR or low rate areas leaving large clusters of 
low residuals on the surface of the maps. 
Although not apparent at first inspection, the distribution of unexplained 
variability was similar at both levels of geographic aggregation across all age- and 
sex-groups. Replotting the constituency maps to show differences as small as 1.1- 
fold (middle range of residual rate ratios 0.95-1.05) revealed similar spatial 
patterns of residuals as those observed at the ward level maps. Similarly, most of 
the striking unexplained variability observed at ward level was limited to 1.5-fold 
differences as indicated in ward level maps grouping residual rate ratios of 0.8-1.2. 
Areas where differences were larger were contained to the few areas that where 
also apparent on constituency level maps. 
9.4. Summary of residual geographical patterns 
Section 7.4 summarised the five most commonly observed geographical patterns 
of suicide rate ratios across all age- and sex-groups. Similarly, this section reviews 
the extent to which controlling for the effect of area levels of the risk factors 
explained these patterns: 
1. The "city pattern": Observed clusters of high rate ratios in and around 
several urban areas, such as London, Manchester, Birmingham and Leeds, as well 
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as clusters of low rate ratios in others, such as Liverpool and Cardiff, were largely 
explained by differences in area levels of the risk factors in these areas. This was 
particularly true at constituency level while at ward level, the large observed 
differences between such cities, for example the particularly high rates in 
Manchester and particularly low rates in Liverpool were restricted to 1.5-fold 
differences after accounting for their area characteristics. 
2. The "bull's-eye pattern": This was evident in all age/ sex groups in several 
cities. Levels of the area characteristics investigated seemed to account to a great 
extent for both the high rates observed in central areas of a city and the lower rates 
of the periphery. Unlike maps of rate ratios, no highly structured "bull's-eye" 
patterns were observed in the distribution of the residuals. In the case of London, 
where this spatial structuring of rates was particularly striking, differences 
between areas of high and low levels of suicide were largely explained, at least in 
the male age-groups. In the female age-groups, it seems that area levels of the risk 
factors in central London may not have fully accounted for the particularly high 
rates in the older age-group (i. e. some clustering of high residual rate ratios 
remained) while in the younger age-group, rates even higher than those observed 
were expected (i. e. high rates give way to clusters of low residual rate ratios) 
3. The "coastal pattern": In general, controlling for area characteristics seemed 
to have accounted for the coastal pattern better in some age-groups than others or 
in some areas of the country but not others. For example, clusters of high rates 
were observed along the coast of Wales, Devon, Cornwall, East Anglia and the 
Southeast in the two younger male age-groups. Maps of residual rate ratios 
exhibited none of these clusters in the case of males aged 45-64, while in males 
aged 15-44, there seemed to be a reversal of the coastal pattern of high rate ratios 
to a coastal pattern of low residual rate ratios, particularly on the west coast. This 
was largely due to the inclusion of population potential in the models; maps of 
residual rate ratios after excluding the geographical variables are presented in 
section 10.5 in the next chapter. Furthermore, in female age-groups, while large 
parts of the coastal patterns of high rates observed in Wales, Devon and the 
Southeast were at least to some extent accounted for by characteristics of the areas, 
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high rates in Cornwall remained unexplained across all female age-groups at both 
levels of geographic aggregation. 
4. The "rural pattern": The inclusion of population density - an indicator of 
levels of rurality - in the models seem to have predicted levels of suicide in the 
male age-groups better than the female age-groups. A SD decrease in population 
density in a ward - thus, increased rurality, was associated with as much as 10% 
increase in male suicide rates after controlling for the effect of all other area 
characteristics. However, no similar associations were seen in the female age- 
groups (see table 8.8). Therefore, while models accounted for high rates in both 
urban as well as rural areas in the male age-groups, there remained several 
clusters of unexplained low rates in rural areas in female age-groups. 
5. The "middle pattern": Concentrations of low rates in the middle of the 
country, and particularly the Midlands and the Home counties, were generally 
explained by the area levels of the risk factors; in males better so than in females. 
In the female age-groups, there remained large expansions of low residuals not 
only in the Midlands where particularly low rates were observed but running cast 
to west from East Anglia to Wales. At ward level, where these clusters were 
particularly pronounced, these residuals were mostly in the range of 0.8-0.9. These 
clusters mostly represent the large expansions of areas with rates lower than 
expected by the levels of the area risk factors, and thus low residuals, simply due 
to the fact that no deaths where observed. 
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CHAPTER 10. INVESTIGATING AND MAPPING 
DIFFERENTIAL GEOGRAPHICAL EFFECTS 
10.1. Introduction 
Chapter 9 investigated the extent and spatial patterning of residual geographical 
variation after controlling for all area characteristics in multivariable models. Such 
unexplained variation may be a product of additional area-specific risk factors 
whose effect on levels of suicide was not explored here. In addition to unknown or 
unaccounted area risk factors, it is also possible that levels of unexplained 
variability are a product of differential effects of area risk factors depending on 
geographical context, for instance in urban versus rural areas (see section 5.6.3 for 
a discussion on the rational behind mapping residual variation). This section 
investigates the extent to which area characteristics relate to levels of suicide 
differentially in an urban or rural context, or in different regions of the country. 
10.2. Indicators of rurality 
The constituency and ward level distributions of the two measures of rurality 
employed in this thesis - population density and population potential - were 
presented earlier based on SDs away from the national average (see plates B14 and 
B15). In this chapter, each measure of rurality was used to create dummy variables 
that assign wards into groups of similar levels of rurality/ urbanity (as an 
indicator of location). The differential effect of area characteristics in urban-rural 
parts of the country was only explored at the ward level of geographical 
aggregation. Constituencies, particularly the larger ones in rural parts of the 
country, contain wards with varying degrees of rurality, especially as indexed by 
population density. 
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Maps 1.1 and 1.2 on Plate D1 (Map Series D, Atlas, Volume II) show the split of all 
wards in the country into groups of decreasing rurality based on quartiles of 
population density and population potential. Because these two measures capture 
different aspects of rurality (see section 5.2.3), their spatial distributions are 
markedly different. Only wards in large centres of population such as Greater 
London, Manchester, Liverpool, Birmingham and Leeds fall in the highest quartile 
of both measures. Densely populated cities such as Cardiff or Newcastle score low 
on population potential since they are further away from other big concentrations 
of population. Thus, population potential splits the country between a central 
zone of urban areas running northwards from London to Leeds through the 
Midlands and a periphery of more remote areas east and west of this central zone 
including all of East Anglia, the Southwest, Wales and only coastal parts of the 
Southeast as well as areas from the north of Leeds to the borders of Scotland. 
Because wards are designed to capture similar sizes of population for census 
purposes, less densely populated areas in rural parts of the country are as a result 
geographically larger. Such large wards dominate the spatial patterns of 
population density; thus, most of England and Wales appears as rural with the 
50% most urban wards occupying only around 10% of the land. As indexed by 
levels of population density, urban areas include most city/ town wards in 
England and Wales irrespective of their proximity to other centres of population 
including smaller towns such as Plymouth, Hull and Norwich (considered as 
remote based on their levels of population potential). However, they exclude less 
densely populated sub-urban areas around London, Manchester, Birmingham and 
the Home Counties (considered as urban based on population potential). 
10.3. Differential effects of area characteristics by rurality 
This section explores the differential associations between each of the area 
characteristics in a dichotomous split of areas into urban and rural (as indicated by 
whether areas scored below or above the median levels for each of the two 
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measure of rurality). Associations are based on negative Binomial models 
including the main effect of each of the area characteristics, a dummy variable to 
control for urban-rural differences in levels of suicide and an interaction term to 
capture the extent to which associations differed between in the most urban and 
the most rural areas. 
10.3.1. Males aged 15-44 
Table 10.1 shows rate ratios (and 95% C. I. ) of suicide in males aged 15-44 
associated with 1 SD increase in each of the area characteristics (including the 
aggregate scores) in the 50% most rural/remote and the 50% least rural/remote 
wards as indexed by either of the two rurality measures. P-values of the likelihood 
ratio test comparing models with and without interaction terms are also shown. 
In general, higher levels in all area characteristics investigated, both measures of 
social fragmentation and socio-economic deprivation, were associated with higher 
levels of suicide in young males in both the most and the least rural/remote parts 
of the country. There was, however, evidence that several of the area risk factors 
influence levels of suicide differentially in the most urban and most rural areas. 
Associations with measures of social fragmentation appeared stronger in the most 
remote and/or most rural parts of the country, particularly for area levels of 
single-person households and unmarried population. In contrast, associations 
with measures of socio-economic deprivation were stronger in the most urban 
areas. The strongest effect across rural areas was observed for area levels of 
unmarried population for which a SD increase was associated with a 22% 
C. I. (19%, 26%) increase in the most remote areas as opposed to 14% C. I. (12%, 16%) 
increase in suicide levels in the least remote areas (P-value for interaction <0.001). 
Differences between the most and least densely populated areas were even larger. 
it is possible that changes in levels of single-person households and unmarried 
population capture an area's levels of social fragmentation better in a rural setting 
as opposed to an urban setting where these are common features of city life. 
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However, associations with proportion of lone parents - an additional possible 
measure of levels of social fragmentation, also a more common feature of urban 
than rural life - were not consistent with these findings. The strongest associations 
were observed in the most urban areas as indexed by either measure of rurality. 
Measures such as proportion of households with no access to a car or levels of 
unemployment were expected to capture levels of deprivation in an urban setting 
better than in a rural setting. Surprisingly, while stronger associations in urban 
than in rural areas were observed with respect to the single measures of 
deprivation, associations with the aggregate Townsend score were though similar 
in urban and rural areas. 
Although relatively weak in comparison to other indicators, positive associations 
with population mobility were observed in the most densely populated areas 
while there was little or no association in the least densely populated areas. This 
may be due to the fact that population mobility - as measured by the proportion 
of people with a different address in the year before the census - captures different 
aspects of an area's characteristics in an urban as compared to a rural setting. In an 
urban setting, for example, these are likely to be areas with high levels of social 
fragmentation where an annual high population turnover is observed as people 
move in and out of rented accommodation. In a rural setting, the ability of this 
measure to capture levels of social fragmentation might be diluted by the effect of 
an influx of urban commuters who move into newly owner occupied properties in 
small, possibly affluent, sub-urban communities. 
While levels in some of the area characteristics such unemployment, low social 
class and long-term illness were as varied in the most rural and most urban areas, 
in others there was less variation in rural areas (particularly as indexed by 
population density). To control for the effect of different baseline and variability 
levels of the area characteristics between urban and rural areas, models were 
repeated after resealing the levels in each area to reflect the number of standard 
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deviations away from the average levels within their rurality classification (rather 
than standard deviations away from the national mean). For example, proportion 
of unmarried population in the least densely populated wards was expressed as 
number of standard deviations away from the mean levels of unmarried 
population in the most rural wards (i. e. those below the median levels of 
population density). Similarly, in the most densely populated wards were, this 
was expressed as number of standard deviations away from the mean levels in the 
most urban wards (i. e. those above median levels of population density). While, as 
expected, there was a reduction in the strong differential associations observed 
with levels of single-person households and unmarried population (as levels of 
associations move closer towards each other) the direction of these effects either 
persisted or equalised, and in no case reversed (results not shown). For example, 
an increase of 4% as opposed to 8% in the proportion of unmarried population 
were associated with similar increases in suicide rates in the most rural and the 
most urban areas respectively. 
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Table 10.1: Rate ratios (and 95% C. I. ) of suicide in males aged 15-44 associated 
with 1 SD increase in levels of each area characteristic in wards below and above 
the median population potential and population density. 
Population Potential 
Per 1 SD increase in the Per 1 SD increase in P-value for 
50% most remote the 50% least remote interaction 
wards as indexed by wards as indexed by 
Area characteristic population potential population potential 
Single-person Households 1.19 (1.16,1.22) 1.14 (1.12,1.16) 0.008 
Privately Renting' 1.08 (1.05,1.. 11) 1.04 (1.02,1.07) 0.059 
Population Mobility' 1.07 (1.04,1.10) 1.06 (1.04,1.07) 0.924 
Unmarried Population 1.22 (1.19,1.26) 1.14 (1.12,1.16) <0.001 
Social Fragmentation 1.17 (1.14,1.21) 1.10 (1.08,1.12) <0.001 
Not Owner Occupied 1.11 (1.08,1.14) 1.16 (1.14,1.18) 0.009 
No Access to Car 1.14 (1.11,1.17) 1.20 (1.18,1.23) 0.003 
Overcrowded' 1.13 (1.09,1.18) 1.11 (1.09,1.14) 0.396 
Unemployed' 1.13 (1.10,1.16) 1.19 (1.16,1.21) 0.008 
Townsend Deprivation 1.15 (1.12,1.19) 1.17 (1.15,1.19) 0.374 
Lone Parents' 1.08 (1.05,1.12) 1.19 (1.07,1.22) <0.001 
Limiting Long-term Illness 1.09 (1.06,1.12) 1.19 (1.17,1.22) <0.001 
Social Class IV and V 1.12 (1.09,1.15) 1.19 (1.17,1.22) <0.001 
Population Density 
Per 1 SD increase in Per 1 SD increase in P-value for 
the 50% most rural the 50% most urban interaction 
wards as indexed by wards as indexed by 
Area characteristic population density population density 
Single-person Households 1.19 (1.14,1.25) 1.16 (1.13,1.18) 0.195 
Privately Renting' 1.04 (1.01,1.08) 1.07 (1.05,1.09) 0.182 
Population Mobility ý 0.97 (0.94,1.01) 1.08 (1.06,1.12) <0.001 
Unmarried Population 1.27 (1.21,1.34) 1.15 (1.13,1.17) <0.001 
Social Fragmentation 1.13 (1.08,1.18) 1.12 (1.10,1.14) 0.780 
Not Owner Occupied 1.09 (1.05,1.14) 1.15 (1.13,1.17) 0.015 
No Access to Car 1.15 (1.10,1.21) 1.22 (1.19,1.24) 0.032 
Overcrowded' 1.09 (1.04,1.14) 1.10 (1.08,1.14) 0.740 
Unemployed' 1.14 (1.09,1.18) 1.19 (1.17,1.21) 0.040 
Townsend Deprivation 1.17 (1.11,1.22) 1.17 (1.15,1.20) 0.763 
Lone Parents' 1.10 (1.05,1.15) 1.18 (1.15,1.20) 0.004 
Limiting Long-term Illness 1.10 (1.07,1.13) 1.17 (1.14,1.19) 0.001 
Social Class IV and V 1.14 (1.11,1.18) 1.17 (1.15,1.20) 0.215 
Notes: P-values of likelihood ratio test for the null hypothesis Ho: extra-Poisson variation=0 were 
<0.01 in all models. 
'These variables were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2P-value of the likelihood ratio test for differential effects in areas below and above the median on 
either of the rurality measures. 
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10.3.2. Males aged 45-64 and 65+ 
Table 10.2 shows evidence for differential effects on rate ratios of suicide in urban 
and rural areas in males aged 45-64 and males aged 65+. For simplicity, only 
factors for which p-values of likelihood ratio tests comparing the goodness of fit of 
models with and without interaction terms :50.10 are shown. 
There was some evidence for differential effects in both age-groups; however, the 
relatively stronger effects in rural rather than urban areas for some of the 
measures of social fragmentation observed in the case of the males aged 15-44 
were not replicated. In males aged 45-64, associations with area levels of 
unmarried population as well as the aggregate social fragmentation score were the 
strongest amongst all area characteristics investigated (see section 8.4.2). The 
magnitude of the effect was similar in both the most urban and the most rural 
settings. However, with the exception of these, associations with levels of the 
other social fragmentation components as well as associations with the proportion 
of lone parents in an area appeared stronger in urban rather than rural areas. 
Associations with measures of socio-economic deprivation (including the 
aggregate Townsend score) also appeared weaker in the most rural areas. 
In the older age-group, although generally weak, associations with measures of 
social fragmentation were stronger than those with measures of deprivation (see 
section 8.4.3). This was the case in both the most urban and the most rural wards 
as indexed by either measure of rurality. In fact, while some relatively weaker 
associations with measures of deprivation were observed in urban areas, there 
were no associations with measures of deprivation in the most rural areas. 
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Table 10.2: Rate ratios (and 95% C. I. ) of suicide in males aged 45-64 and 65+ 
associated with 1 SD increase in levels of each area characteristic in wards below 
and above the median population potential and population density. 
Population Potential 
Per 1 SD increase in Per 1 SD increase in the P-value for 
the 50% most remote 50% least remote interaction 
wards as indexed by wards as indexed by 
Area characteristic population potential population potential 
_ Males aged 45-64 
Single-person Households 1.17 (1.13,1.21) 1.23 (1.20,1.26) 0.018 
Privately Renting' 1.14 (1.10,1.19) 1.20 (1.17,1.24) 0.028 
Population Mobility' 1.16 (1.11,1.20) 1.22 (1.19,1.26) 0.013 
Not Owner Occupied 1.13 (1.09,1.17) 1.19 (1.16,1.22) 0.020 
No Access to Car 1.10 (1.05,1.14) 1.20 (1.17,1.24) <0.001 
Unemployed' 1.08 (1.04,1.12) 1.17 (1.14,1.20) <0.001 
Lone Parents' 1.07 (1.02,1.11) 1.15 (1.11,1.18) 0.003 
Limiting Long-term Illness 1.02 (0.98,1.05) 1.10 (1.07,1.14) 0.001 
Males aged 65+ 
Single-person Households 1.04 (1.00,1.09) 1.10 (1.07,1.14) 0.052 ** 
Privately Renting' 1.07 (1.03,1.13) 1.16 (1.11,1.21) 0.051 ** 
Population Mobility' 1.06 (1.01,1.11) 1.14 (1.10,1.18) 0.026 ** 
Not Owner Occupied 1.01 (0.96,1.06) 1.09 (1.05,1.12) 0.013 
No Access to Car 0.99 (0.94,1.04) 1.06 (1.02,1.10) 0.021 
Townsend Deprivation 1.01 (0.96,1.06) 1.07 (1.04,1.11) 0.050 ** 
Population Density 
Per 1 SD increase in Per 1 SD increase in P-value for 
the 50% most rural the 50% most urban interaction 
wards as indexed by wards as indexed by 
Area characteristic population density population density 
Males aged 45-64 
Single-person Households 1.11 (1.04,1.18) 1.24 (1.21,1.27) 0.002 
Population Mobility' 1.10 (1.05,1.15) 1.24 (1.20,1.27) <0.001 
No Access to Car 0.99 (0.93,1.06) 1.22 (1.18,1.25) <0.001 
Unemployed' 1.01 (0.95,1.06) 1.18 (1.15,1.22) <0.001 
Lone Parents' 1.02 (0.96,1.08) 1.14 (1.11,1.17) <0.001 
Limiting Long-term Illness 1.00 (0.96,1.04) 1.09 (1.06,1.12) <0.001 
Males aged 65+ 
Single-person Households 0.99 (0.92,1.07) 1.13 (1.09,1.16) 0.001 
Population Mobility' 1.03 (0.97,1.09) 1.15 (1.11,1.19) 0.002 
Unmarried Population 0.99 (0.90,1.09) 1.13 (1.10,1.17) 0.009 
No Access to Car 0.92 (0.84,0.99) 1.10 (1.06,1.14) <0.001 ** 
Overcrowded' 1.01 (0.93,1.09) 1.08 (1.05,1.12) 0.083 ** 
Unemployed' 0.99 (0.93,1.06) 1.08 (1.04,1.12) 0.026 
Townsend Deprivation 0.98 (0.91,1.06) 1.09 (1.05,1.13) 0.017 ** 
Lone Parents' 0.92 (0.85,0.99) 1.05 (1.01,1.09) 0.001 ** 
Notes: * and ** P-values of likelihood ratio test for null hypothesis Ho: extra-Poisson variation=0 were 
<0.01 in all models except * <0.05 and ** >0.05. 'These variables were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2P-value of the likelihood ratio test for differential effects in areas below and above the median on 
either of the rurality measures. Only factors for which p-value of LRT for interaction = 0.10 are 
reported here. 
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10.3.3. Females aged 15-44,45-64 and 65+ 
Associations with measures of social fragmentation were generally stronger than 
those with measures of socio-economic deprivation across all female age-groups 
(see sections 8.4.4-8.4.6). Tables 10.3 lists factors for which differential associations 
in urban and rural areas were observed in females aged 15-44,45-64 and 65+ (P- 
values of likelihood ratio tests :5 or se 0.10). With the exception of levels of 
households privately renting and population mobility in an area, there was no 
consistent evidence that the strong associations observed with the other single 
measures of social fragmentation, namely single-person households or unmarried 
population, were differentially stronger in either urban or rural areas in the two 
youngest age-groups. In contrast, in the older female age-group (similarly to the 
youngest male age-group), there was some moderate evidence that increased 
levels of single-person households and unmarried population in an area were 
associated with higher increases in suicide rates in the most rural rather than the 
most urban areas. Furthermore, there was evidence that the strong inverse 
associations with the proportion of population with limiting long-term illness 
observed in this age-group were only urban-specific; elsewhere there was little 
association. 
The only female age-group for which in addition to the strong associations with 
measures of social fragmentation, some associations were found with measures of 
socio-economic deprivation was the 15-44 year-olds (see section 8.4.4). For 
instance, across all areas, there were some 20% increase in young female suicide 
rates associated with a SD increase in levels of unemployment and 23% increase 
for a SD increase in levels of households with no access to a car. There was some 
evidence that these associations were stronger in the most urban areas (at least as 
indexed by population density). 
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Table 10.3: Rate ratios (and 95% C. I. ) of suicide in females aged 15-44,45-64 and 
65+ associated with 1 SD increase in levels in each area characteristic in wards 
below and above the median population potential and population density. 
Population Potential 
Per 1 SD increase in Per 1 SD increase in the P-value for 
the 50% most remote 50% least remote interaction 
wards as indexed by wards as indexed by 
Area characteristic population potential population potential 
Females aged 15-44 
Privately Renting' 1.12 (1.07,1.19) 1.22 (1.17,1.27) 0.016 
Population Mobility ' 1.11 (1.05,1.17) 1.19 (1.14,1.23) 0.045 
Lone Parents' 1.09 (1.02,1.15) 1.17 (1.13,1.22) 0.037 
Females aged 45-64 
Privately Renting' 1.08 (1.02,1.15) 1.20 (1.14,1.25) 0.011 
Population Mobility' 1.15 (1.08,1.22) 1.22 (1.14,1.25) 0.087 ** 
Females aged 65+ 
Single-person Households 1.18 (1.12,1.24) 1.11 (1.07,1.16) 0.081 * 
Unmarried Population 1.16 (1.09,1.23) 1.09 (1.05,1.14) 0.104 
Social Fragmentation 1.19 (1.13,1.25) 1.12 (1.08,1.16) 0.061 










Population Mobility ' 
Unmarried Population 
Limiting Long-term Illness 
Population Density 
Per 1 SD increase in 
the 50% most rural 
wards as indexed by 
population density 
Per 1 SD increase in the 
50% most urban wards 




Females aged 15-44 
1.10 (1.02,1.18) 1.21 (1.17,1.26) 0.016 
1.03 (0.97,1.10) 1.19 (1.15,1.23) <0.001 
1.16 (1.06,1.27) 1.27 (1.22,1.31) 0.071 
1.08 (1.00,1.17) 1.22 (1.17,1.26) 0.006 
1.00 (0.92,1.09) 1.17 (1.12,1.21) 0.001 
Females aged 45-64 
1.08 (0.99,1.17) 1.19 (1.15,1.24) 0.022 ** 
1.11 (1.03,1.19) 1.21 (1.16,1.26) 0.037 ** 
Females aged 65+ 
1.04 (0.96,1.13) 1.17 (1.12,1.22) 0.012 
1.04 (0.97,1.13) 1.17 (1.12,1.22) 0.008 
1.23 (1.10,1.38) 1.10 (1.06,1.14) 0.064 
0.97 (0.91,1.04) 0.91 (0.87,0.95) 0.118 
Notes: * and ** P-values of likelihood ratio test for null hypothesis Ilo: extra-Poisson variation=0 were 
<0.01 in all models except * <0.05 and ** >0.05. 
'These variables were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2P-value of the likelihood ratio test for differential effects in areas below and above the median on either 
of the rurality measures. Only factors for which p-values = or - 0.10 are reported here. 
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10.4. Cross-classified effects of rurality 
Associations between levels of suicide and an increase in levels of rurality as 
indexed by one measure of rurality cross-classified for levels of the other were also 
investigated (see table 10.4). In other words, the associations with a SD increase in 
population density (log-transformed) in wards below and above the median 
population potential, or equivalently a SD increase in population potential (log- 
transformed) in wards below and above the median population density. In effect, 
this cross-classification explores the interaction between these two different 
aspects of rurality in four resulting rate ratios as Figure 10.1 illustrates. 
Figure 10.1: Simplified illustration of the interaction between the two different 
measures of rurality. 



















Central zone -+ 
Rural and remote areas in the Rural, or suburban, sparsely 
periphery of the country 
such as areas in Wales, 
Cornwall, East Anglia and 
the North 
populated areas close to big 
centres of population such as 
suburbs of cities in the Midlands 
Urban settlements in the 
periphery of the country 
such as Newcastle, Cardiff 
and Norwich 
Big cities in the central zone of 
high concentrations of population 
such as London, Birmingham, 
Manchester. 
In general, with the exception of the older age-group, an increase in levels of 
population density (increased urbanity) in an area was associated with increased 
rates of suicide in all age- and sex-groups in both the most central as well as the 
most remote parts of the country. With the exception of the older female age- 
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group for which rates in urban areas in and out of the central zone were similar, 
the effect of living in a densely populated area appeared to be weaker in the most 
remote parts of the country. Conversely, in the central cluster of the population 
(from London through the Midlands to Manchester and Leeds), there were strong 
positive associations with levels of population density as a result of high rates 
observed in the big cities such as London, Manchester and Birmingham versus the 
low rates in sub-urban areas in their peripheries as well as the generally lower 
rates in areas across the Midlands and the Home Counties, particularly amongst 
the younger female age-groups. 
Similarly, there was no evidence that rates were different between urban rates in 
and out of the central zone (i. e. rates in London, Birmingham and Manchester 
versus rates in Bristol, Newcastle and Cardiff) in all but the younger age-group. In 
young males, there was some evidence that rates in the most remote urban areas 
were higher than rates in central urban areas while the opposite was observed in 
young females. However, with respect to rural areas, there was a strong 
association with higher suicide rates when moving away from the central zone 
(thus decreased population potential) and closer to the periphery. Similar 
associations were not found in the older age-group. Although several coastal areas 
showed high rates of suicide in this age-group, such as Cornwall and the South 
East, in contrast to patterns observed in the younger age-groups: (a) rates were 
low in some remote and coastal parts of Wales and the North and (b) rates were 
relatively high in some central parts of the country such as the Midlands and the 
Home Counties (see Plates A9-A10 and Plates A19-A22 for maps of patterns in 
males and females aged 65+ respectively). 
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Table 10.4: Rate ratios (and 95% C. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in each of the rurality measures - 
population density and population potential cross-classified by median levels of 
the other. 
Population Potential 
Per 1 SD increase in Per 1 SD increase in P-value for 
population density' in population density' in interaction 
the 50% most remote the 50% least remote 
wards as indexed by wards as indexed by 
Age/sex groups population potential population potential 
Males aged 15-44 1.04 (1.01,1.08) 1.08 (1.04,1.11) 0.151 
Males aged 45-64 1.03 (0.99,1.08) 1.14 (1.09,1.18) 0.001 
Males aged 65+ 0.95 (0.91,1.00) 1.00 (0.95,1.05) 0.227 
Females aged 15-44 1.09 (1.03,1.16) 1.23 (1.16,1.30) 0.007 
Females aged 45-64 1.14 (1.06,1,21) 1.21 (1.14,1.29) 0.146 
Females aged 65+ 1.08 (1.02,1.16) 1.07 (1.01,1.15) 0.861 
Population Density 
Per 1 SD increase in Per 1 SD increase in P-value for 
population potential' in population potential' In interaction 
the 50% most rural the 50% most urban 
wards as indexed by wards as indexed by 
Age/sex groups population density population density 
Males aged 15-44 0.90 (0.87,0.94) 0.96 (0.93,0.98) 0.013 
Males aged 45-64 0.92 (0.87,0.97) 1.00 (0.97,1.03) 0.008 
Males aged 65+ 0.99 (0.93,1.05) 1-01(0.97,1.05) 0.566 ** 
Females aged 15-44 0.94 (0.87,1.02) 1.07 (1.03,1.12) 0.005 
Females aged 45-64 0.83 (0.77,0.90) 1.00 (0.96,1.05) <0.001 
Females aged 65+ 1.01 (0.92,1.10) 1.03 (0.99,1.08) 0.728 
Notes: * and ** P-values of likelihood ratio test for null hypothesis Ho: extra-Poisson variation=0 were 
<0.01 in all models except * <0.05 and ** >0.05. 
'Rurality indicators were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2P-value of likelihood ratio test for differential effects in areas below and above the median on either of 
the rurality measures. 
346 
These findings are, generally, in keeping with the observed patterns of clusters of 
high rates in the coastal fringes of the country as well as central parts of cities. 
Table 10.5 quantifies these patterns by tabulating the rate ratios associated with: 
1. a SD increase in population potential (moving away from the coastal fridge 
where values of population potential are at their lowest and closer to the central 
zone) restricting the study area to the periphery of the country (area below median 
levels of population potential) - in essence, the coastal effect and 
2. a SD increase in population density (moving closer to central part of the city 
and away from the suburbs) restricting the study area to the most urban areas in 
the country (areas above median levels of population density) - in essence, the city 
pattern effect. 
In all age- and sex-groups, rates of suicide in the periphery of the country were 
generally higher when moving closer to the coast or the borders (inverse effect 
with increased levels of population potential). Associations, however, ranged 
across the age/ sex groups since in each case some remote parts of the country 
were not consistent with the general pattern. The smallest effect was recorded in 
the case of males aged 45-64 since high rates were observed only on the west and 
east coasts and the highest effects was recorded in the case of females 45-64 since 
with the exception of the East Anglia coast, high rates were observed in much of 
the coastal fringe of the country (see maps 2.7 and 5.7 on Plates A8 and A18 
respectively). With respect to patterns in central parts of cities (where population 
density is higher), increased rates were observed in all age- and sex-groups. The 
effect appeared larger in the two youngest female age-groups (see Plate A33 for 
maps of patterns in London). 
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Table 10.5: Rate ratios (and 95% C. I. ) of suicide in males and females aged 15-44, 
45-64 and 65+ associated with 1 SD increase in population potential in the most 
remote parts of the country (coastal pattern) and 1 SD increase in population 
density in the most urban parts of the country ("bull's eye" city pattern). 
Coastal Pattern "Bull's eye" city pattern 
Per 1 SD increase in population Per 1 SD increase in population 
potential in the 50% most remote density in the 50% most urban 
wards as indexed by wards as indexed by 
Age/sex groups population potential population density 
Males aged 15-44 
Males aged 45-64 







Females aged 15-44 
Females aged 45-64 








10.5. Residual maps of coastal pattern 
While patterns differed across age/ sex groups, in all, high rates of suicide were 
observed in at least some coastal parts of the country. Patterns in young males 
were amongst the most marked. Furthermore, in this age-group, associations 
between levels of suicide and increased population potential (moving away from 
coastal regions or the borders) persisted, if not strengthened, after controlling for 
the effect of all socio-economic area characteristics. As a consequence, residual 
maps showed a reversal of this coastal pattern into clusters of low residual rate 
ratios. In other words, because remoteness was strongly associated with suicide in 
this age-group, in several coastal regions particularly in the most remote parts of 
the country (i. e. the Southwest and the Northeast) even higher rates than the ones 
observed were predicted by the model (see section 9.3.1). As a reminder, maps 2.1 
and 2.2 on Plate D2 replot the locally smoothed maps of rate ratios and residual 
rate ratios side-by-side (Map Series D, Atlas, Volume II) Note that the categories of 
rate ratios shown on these maps allow a greater degree of detail since, unlike 
previously, they present two more categories in-between the ranges of rate ratios 
of (a) 0.67-0.9 namely, 0.67-0.80 and 0.80-0.90 and (b) 1.10-1.50 namely, 1.10-1.20 
and 1.20-1.50. 
To investigate the effect of including population potential in the models, as well as 
to assess the extent to which the socio-economic characteristics (rather than simply 
remoteness/rurality) explain the coastal pattern in this age-group, models were 
re-fitted after excluding the rurality indicators. These analyses were restricted to 
males aged 15-44 since in this age-group: (a) there appeared to be a strong coastal 
pattern not fully explained by the area characteristics unlike in males aged 45-64, 
(b) unlike the female age-groups, there were some strong associations with 
population potential in multivariable models even after adjusting for spatial 
structure in the residuals, (c) there was evidence for differentially stronger effects 
of some indicators of social fragmentation in remote/rural areas and (d) unlike the 
older female age-group for which similar differential urban-rural effects were 
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observed, the numerous events in this age-group, allow a more detailed 
investigation even at ward level of aggregation. Results from these models are 
presented in Table 10.6. 
The reduction in the total amount of variability explained by the model after 
excluding the rurality indices was small (62% rather than 69% in the full model). 
While associations with the area characteristics were generally similar, a strong 
inverse association was observed with proportion of households with no access to 
a car. Car ownership correlates highly with geographic location as more people 
own cars in rural and remote parts of the country rather than cities. Thus, in the 
absence of a measure of rurality, this variable may act as a proxy. Excluding it 
from the model reduced the total amount of variability explained even further to 
58%. 
Maps 2.3 and 2.4 on Plate D3 illustrate the effect of omitting these variables from 
the models on the residual maps of rate ratios. It appears that levels in a 
combination of the area characteristics investigated (for example single-person 
households, unmarried population and unemployment) accounted for several of 
the clusters of high rates in remote parts of the country either fully (for example in 
much of Wales) or at least partly (as indicated by reductions in their magnitude, 
for example, in Cornwall and the North). However, as suggested by maps of 
residuals from models where neither rurality nor car availability was controlled 
for, several clusters of variability remained unexplained by levels of the remaining 
factors in some coastal parts of country. Most of the residual rate ratios in these 
areas were, nonetheless, lower than 1.2. 
The effect of particular characteristics in explaining the coastal patterns of high 
rates of suicide was investigated further in a series of maps of residual rate ratios 
after controlling for the effect of each area characteristic separately. Models that 
underlie the estimates on these maps also controlled for possible differential 
effects in the most and least remote parts of the country. Maps 3.1-3.6 on plates 
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D4-D6 show residual rate ratios after controlling for area characteristics which 
either showed some coastal patterning themselves, at least regional (i. e. levels of 
unemployment, overcrowding, limiting long-term illness and social class - see 
Map Series B) and/or showed differential urban-rural associations with levels of 
suicide (i. e. single-person households and unmarried population - see table 10.1). 
A comparison between the coastal patterning in the rate ratios of suicide (see map 
2.1, plate D2) and each of these maps, suggested that several factors may relate 
differentially to different parts of the coast. For instance, levels of unemployment 
and proportion of people with limiting long-term illness in area accounted for 
high rates observed in much of Wales and Cornwall; however not to a great extent 
elsewhere (see maps 3.3, plate D5 and map 3.5, plate D6). Similarly, levels of 
unmarried population seem to explain, at least partly, some of the coastal patterns 
observed in North Wales and the South East; but not elsewhere (see map 3.2, plate 
D4) while area levels of overcrowded and social class IV &V households seem to 
explain some of the pattern observed in Cornwall; but not elsewhere (see maps 3.4 
and 3.6). No single factor, or even all factors put together, seem to fully account for 
clusters of high rates in the North West and East Anglia coast. 
Across all areas, the best single predictors of the as indicated by the lowest values 
on both the DIC and the Negative Cross-Validatory criterion were, in order, levels 
of unmarried population, unemployment and single-person households (results 
not shown in detail). However, the proportion of single-person households was 
probably the factor associated most specifically with patterns along much of the 
coastal regions (see map 3.1, plate D4). 
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Table 10.6: Rate ratios (and 95°% Cr. I. ) of suicide in males aged 15-44 associated 
with 1 SI) increase in levels of the area characteristics in multivariable models 
adjusting for spatial structure in the residual variability across wards before and 
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All other All factors except 






1.00 (0.97,1.04 ) 
0.96 (0.89, I. 04 ) 
0.99 (0.96, I. 02 ) 








0.94 (0.91.0.97 ) 
1.09 (1.03,1.14) 





1.03 (0.9S, 1.07) 
1.08 (1.05,1.12) 
All factors except 
file rurýºlilý 
indicators and 
access to a car` 
I. Io(I. Ui, 1.1 ) 
1 
. 
05 (1.02,1.0 9) 
0.94 (0.9I. 0.97) 
1.05(I. 00, I. II) 
. 
04 (I. 01.1.07) 
U. 97 (0. ')4, I. 00) 
1.01 (0.98, I. 08 ) 
. 07 (I. 
Oz, 1.1 1) 
(). OO 1.0 
I 
. 
07 (I . 
U"l, I. 10 ) 
Structured variance estimate2 0.055 0.066 0.073 
(0.032,0.080) (0.042,0.094) (0.046,0.102) 
Percentage reductions in variance` 69% 62"rß, 5M, o 
90% range on the Gamma distribution 2.2 (1.8,2.6) 2.3 (1.9,2.8) 2.5 (2.0,2.9) 
Notes: 'Adjusting tier spatially structured residual variability as well as controlling for the eilen of all 
other area characteristics. "Adjusting for spatially structured residual variability as well as comtiolliny liar 
the effect ofall other area characteristics apart from the two rurality indicators 'Adjusting tier spatially 
structured residual variability as well as controlling fier the effect of all other area characteristic. apart 
from the two rurality indicators and access to a car. All models were fitted by M('ht(' in %vinill I(iti. 
'These variables were firstly log-transformed using the natural logarithm because of their skewed 
distributions. 
2Estimates of spatially structured variance in each model. The conditional variance estimate is reported 
due to poor estimation of the empirical variance at ward level. 
`Percentage reductions in the structured variance estimate froth the estimate observed in the baseline 
models with no explanatory factors. 
'Ratio of 95°' to 5"' percentiles of a Gamma distribution with mean I and variance the variance estimate 
observed in each model. 
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10.6. Differential effects of area characteristics by region 
Whereas indicators of social fragmentation were found to be more strongly and 
more consistently associated with area levels of suicide in all age/ sex groups, in 
the youngest age-groups, there were also some strong associations with measures 
of socio-economic deprivation. In the youngest male age-group in particular, 
associations with levels of social class and unemployment persisted after 
controlling for the effect of all other factors and adjusting for spatial structure in 
the residuals (see table 10.6). Furthermore, levels of unemployment were shown to 
account for some of the local clusters along coastal regions. Region-specific 
associations in the case of males aged 15-44 are further investigated in this section. 
Table 10.7: Rate ratios (and 95% C. I. ) of suicide in males aged 15-44 across the 10 
regions in England and Wales. 
Regions Rate Ratios 
Greater London 1.00 
South East 0.99 (0.93,1.05) 
South West 1.11 (1.03,1.19) 
East Anglia 1.14 (1.04,1.26) 
East Midlands 1.09 (1.01,1.18) 
West Midlands 1.01 (0.94,1.09) 
Wales 1.15 (1.05,1.25) 
Yorkshire 1.10 (1.02,1.18) 
North West 1.23 (1.14,1.31) 
North 1.11 (1.01,1.21) 
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Table 10.7 shows differences in suicide rates across 10 regions in England and 
Wales (Index Map 2, Altas, Volume II) with rates in London used as the baseline. 
With the exception of rates in the South East and the West Midlands where rates 
were of a similar magnitude, rates of suicide in young males were higher than 
those in Greater London in all other regions. The highest rates were observed in 
the North West (the region where Manchester is located where the highest rates in 
this age-group were to be found). 
Table 10.8 shows univariable associations with each of the area characteristics 
investigated in this thesis in each of these 10 regions along with the P-value of 
likelihood ratio tests comparing the models with and without differential effects 
across the regions. While in London and the North West, proportion of people 
with limiting long-term illness was the strongest predictor of suicide, in western 
and northern areas (namely, West Midlands, Wales, Yorkshire and the North) 
levels of suicide were more strongly associated with area levels of single-person 
households and unmarried population. Conversely, across southern and eastern 
regions (namely, South East, South West, East Anglia and East Midlands) levels of 
suicide were more strongly associated with area levels of unemployment and the 
proportion of households with no car. 
Furthermore, there was evidence that associations with levels of unemployment 
and proportion of households with no access to car differed across the regions; 
with rates increasing as much as 40% for a SD increase in area levels of these 
factors in East Anglia. However, there was no evidence that associations with area 
levels of single-person households and unmarried population differed across the 
regions. The effect of a SD increase in the first ranged from an 11% increase in 
suicide rates in East Anglia to 22% in Yorkshire (p-value of LRT: 0.130). With 
respect to levels of unmarried population, a SD increase was associated with 13%- 
23% increase in suicide rates across the regions (p-value of LRT: 0.229). 
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With the exception of London, associations with population density were 
generally weak; high rates in the majority of regions were observed in both urban 
and rural areas. In contrast, there were some strong associations with population 
potential. The magnitude as well as the direction of the effect varied from a strong 
positive association in London (where rates were higher in the centre but 
substantially lower than the national average in the periphery) to small positive 
associations in those regions with big cities such as Manchester in the North West, 
Leeds in Yorkshire and Birmingham in West Midlands to large inverse 
associations in those regions for which coastal patterns of suicide were observed. 
The absence of any association in the South West is possibly due to the high rates 
observed in much of this region. 
Table 10.9 shows associations in each of the regions after controlling for the effects 
of all area characteristics in multivariable models. Across all regions, associations 
with some measure of social fragmentation (either the components of the 
aggregate score or proportion of lone parents in an area) were generally the 
strongest. The strong univariable associations with measures of socio-economic 
deprivation generally attenuated. There were, however, strong associations with 
unemployment in East Anglia. Inverse associations with population density 
suggested that across all regions, area characteristics investigated possibly 
accounted for the high rates in urban areas better than the high rates observed in 
the more rural parts. When the rurality indicators were omitted from the models, 
associations remained generally similar with the exception of the estimates of the 
proportion of households with no access to a car for which there were 













































NNNý C0 It r 









NN ýO MN ýO M d' ONp "q v 
_NNNNNN (+l en NN 
ti C 
N^ O^ 
°o 0 oý O 00 Or, 00 
rf 
_" 
M_- ýt N vj 
NN 
ON 
O `C ^am 
ý`1 O oC O Cs v 
NNNMOMON,., rIA MNN- 6ý. i 
~ 




.^ . --" 
`O 00 00 u 
0 "a O^C, rý .ýt 
ND ýC Ový 'C vý N ON Ný-p, 
V-) 
C114 
^ 0^ O^ ^NMNMNMO-pOprv 
0ö OC Q) -O-0CO 'O 
^-M ^" "p 
^^C 
r- 




N oc M rf 
(V N C14 
'O N ýý (r1 N rý 
Cn aý 
Cs O 
,ý-, vý OO 
cV N N'f N 
or, 





^ O^ O ti 
Ot 
V1 O in N .-N 00 
y .ý NNNNNNc+ 
00 rA 
t C) C> oc ^^^COO 




O^ Oý vý oo cjrj^Nu 
W) rn fl) 0 
ö ""' 
ö^C 














_vGv ýC OC ýO lý ,ýNu NNNMNM ý_ N [ý "r, ýýi r 







p 0/ C) O .. v 
Vq ^l. 













oö tý ry 
















-ÖN C^ NNCNN^ N- 44 yr 
L 







ýn a a ý 
Z y 
. -. 




O D - n 
'f 
C's 
v ö O 7EL ä G 
_ 




VNO ýi O 
NV M tý `7 MO 
tIC: ) -T 
C Oý OOOOOOOOpG 
Uü 
cd 
. --^ VO 
a) C^O oc C) 
p'" 0kr" ý-_. O "-' '"" C^ 00 OG 
', 
LOO, _OO oho cc -" Oý O oho '"' p ^' 
ÖO 
on O Cf! OOOOOOOOOO 
"O v 
U cý v 
OsN 
ýo ^_ - .ýUV NN-O ý-" 
UC oc 
N r? OC ry N , --" N^ 
C' 
a, oc 
r j. OOOOOOO ^+ OOO 
QJ [N Iý 'O 00 vl D -ý nONONO- 
ON 




C-A "C ;0O- "-. . -. `y 
^ 
-n 
7.1i-, C' . 'D .M-O 
O QJ I. 
^x °o 00 OpOO _" 
O° 
`7 OpO öOOOOÖOOOOOOOy 
u t' 
J"Gb 
V r, -i 
Ov Oj r. 
-Ö C' NO 'Ö oÖ NrJGr ö 'O tc mN-Or,. i -MOMC 
00 Ua" 







`7 0riva may. 
CZ ÖÖöÖÖÖCCC oc -, o V ýj o0öööööce, o 
m ro V Qy, in ryU 
viJ ^'+'-'4 CQ 
^bü c'ý3 fS$ ::: ööC 
00 
(4 00 m 00 C 'A 
00 (: r, (N ON 00 
O 







OO oc N oc 
O o0 0ppppONpr0Cv, O 
uWOOOOOOOOO 
O- 




O-OMÖÖC\, C m -i 2 J 
rý Q UO 
00 NNE r'? OOpOv 
cl) CJ 
W aJ 
OO Oý ° OG oc °r 00 00 
°O oc p 
OOppC 00 C' Cy O ý/J OOOOOOOOOD 
li C1J 





ýc WW ý" 
N +- 
. 
C' -i N oý 
_p 
CA - f`0 











C-4 ~O 0° O -. OON- I` O C' 
O 'J 







w V] .OOOOOOO°y, 
G' 
UN 'ý ^____GG 
O . -"ý, OMN Qý NN 






Q1 Q1 Ü "yýj -aJ.. 
rÜO 
ýL 
" ßi1. . _. .ýO ,ýCO,,; n--, fU .U 
















10.7. Summary of main findings 
This section investigated the extent to which effects of area characteristics differed 
in urban-rural areas as well as in different regions across the country. There was 
evidence that measures of deprivation generally relate to levels of suicide in urban 
areas more strongly than in rural areas. In contrast, it appeared that some 
measures of social fragmentation relate to levels of suicide more equally, or even 
more strongly in the case of younger male and older female age-groups, in the 
most rural than the most urban areas. Furthermore, there was evidence that 
whereas rates in urban areas were at their highest in the central parts of cities, in 
the more rural regions, this city effect was weaker. Rates in these areas were 
higher in the most remote/coastal parts of the country. 
While the proportion of single-person households was the factor most consistently 
associated with coastal clusters of high rates in young males, there was evidence 
of more local-specific associations, for example area levels of unemployment in 
parts of Wales, Cornwall and East Anglia. Nevertheless, across all regions in the 
country, associations with some measure of social fragmentation were amongst 
the highest after controlling for the effect of all other area characteristics. Even 
when taken together, the area characteristics investigated did not fully account for 
the high rates observed in the most rural/remote areas. Although, the effect of 
characteristics not accounted for in this thesis such as levels of alcohol 
consumption or the possible inability of measures used to adequately capture 
characteristics of rural life can not be overlooked, it is possible that in rural areas, 
alongside social and economic aspects, rurality itself has an independent effect on 
the risk of suicide. 
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CHAPTER 11. CONCLUSIONS 
11.1. Introduction 
The final chapter summarises the main findings of this investigation into the 
spatial epidemiology of suicide in England and Wales (section 11.1) and discusses 
some of the limitations of the current approach (section 11.2). Subsequently, the 
main contributions to current knowledge about area inequalities in suicide are 
discussed in sections 11.3 with a particular focus on the level of geographical 
aggregation, age/sex differentials, geographical patterning of suicide, urban-rural 
differences and associations with characteristics of areas. The final two sections 
discuss the implications of this research both in terms of future research and 
policies to reduce area inequalities in suicide mortality. 
11.2. Summary of main findings 
This section summarises the main findings in terms of the hypotheses set out in 
Chapter 3 with respect to the each of the two types of analyses undertaken in this 
thesis, namely: 
A. An investigation and mapping of the geographical variation in suicide mortality. 
Findings from these analyses were presented in chapters 6 and 7. 
B. An ecological assessment of area-level associations between suicide levels and an 
area's socio-economic environment. Findings from these analyses were 
presented in chapters 8,9 and 10. 
11.2.1. Geographical variation 
This thesis provided a series of age- and sex-specific maps of suicide mortality in 
England and Wales at two levels of geographical aggregation - constituencies and 
wards. The geographical variation of suicide as well as its spatial patterning was 
studied using both standard statistical tests as well as random-effects modelling to 
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incorporate any evidence of heterogeneity and clustering in "smooth maps" of the 
geographical variability in suicide. In terms of the geographical distribution of 
suicide in England and Wales, it was hypothesised that (see Chapter 3): 
- Rates of suicide would not be equal across areas: Maps of suicide showed wide 
geographical variation in suicide rates in England and Wales. Rates varied by at 
least 5- to 9-fold across even after excluding the most extreme rates on either side 
of the distribution (particularly prone to small number of deaths, particularly at 
the ward level of investigation). There was strong evidence of heterogeneity i. e. 
between area differences were greater than expected by random variation alone. 
Across smooth maps of suicide, up to 2- to 3-fold differences in rates remained 
across all sex/ age groups (evidence of heterogeneity was presented in sections 6.4 
and 6.5). 
- Rates of suicide would be high in both the most urban and most rural areas: As 
expected, rates of suicide were high in the most urban areas in both sexes. An 
increase in levels of urbanity in an area (1 SD increase in population density) was 
associated with up to 20% increase in rates of suicide, particularly in young 
females. However, the effect of living in a densely populated area appeared to be 
weaker in the most remote parts of the country. Several rural and remote areas 
showed high suicide rates. Although high rural rates were particularly observed 
in males, several rural areas also had high female rates, especially amongst the 
young. With respect to rural areas, there appeared to be a strong association with 
suicide rates 10%-17% higher when moving away from the more densely 
populated central zone of the country (thus, decreased population potential) and 
closer to the more remote areas in the periphery (see section 10.4 on the effects of 
rurality). 
- The geographical distribution of suicide mortality would differ across sex/age groups: 
In general, the geographical distribution of suicide differed by age and sex with 
several regional clusters specific to some age- and sex-groups but not others. 
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Particularly divergent were patterns in Wales where several concentrations of 
high rates were observed in males but, in contrast, extensive concentrations of low 
rates were observed in females. However, some common patterns emerged. 
Particularly highlighted were the high rates observed in coastal regions. Similarly, 
although these patterns were stronger in males, several coastal regions also 
showed high female rates, for example the high rates observed in Cornwall in all 
female age-groups. Similarly, the "bull's eye" pattern of high rates in central parts 
of cities and lower rates in the periphery was observed in several cities across all 
age- and sex- groups (observed patterns in each age/ sex group were discussed 
separately in sections 7.3.1-7.3.6). 
- Neighbouring areas would tend to have similar levels of suicide: There was evidence 
of spatial autocorrelation - the incidence of suicide occurred in a spatially 
structured way with neighbouring areas showing similar levels of suicide. This 
has not been documented previously at a national level in Britain. This thesis not 
only used standard spatial autocorrelation statistics (see section 6.4.2 for Moran's I 
and Geary's c statistics) but also quantified and mapped the extent to which the 
observed variation was explained locally. In general, around 60%-80% of the 
shrinkage effect in convolution models was attributed to the structured effect 
alone. 
- "Smooth" maps of suicide would be effective in bot Ii identifijing areas, or clusters of 
areas of high or low rates of suicide and summarising important patterns: "Raw", or 
unsmoothed maps of suicide do not convey levels of uncertainty associated with 
each area's estimate. This is particularly problematic at a fine level of aggregation 
where not only the majority of estimates are based on small populations but also a 
large proportion of all areas record no deaths. "Smooth" maps of suicide 
presented in this thesis filtered any random noise produced by small number 
variation and incorporated evidence of heterogeneity and clustering in the 
estimation procedure. As a result, smoothed maps revealed spatial patterns even 
at the ward level of aggregation at which no inference could be drawn from the 
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largely flat unsmoothed maps of SMRs. Ward-level patterns replicated, and 
refined, those observed at the constituency level of aggregation (see Atlas in 
Volume II). 
- Spatial patterns of suicide mortality would appear stronger at the finer level of 
geographical aggregation: In general, patterns of suicide appeared similar at the two 
levels of aggregation investigated in this thesis. While traditional spatial 
autocorrelation statistics suggested that clustering was stronger at the 
constituency level of aggregation, random effects estimates of clustering appeared 
stronger at the ward level of aggregation. This was particularly true across the 
female age-groups where more than 90% of all variation was explained locally (see 
section 6.6.4). This was, at least partly, attributable to extended concentrations of 
areas with no recorded deaths. In males aged 15-44 - the age-group with the 
highest number of deaths per area even at the fine level of aggregation - around 
half of the variation was explained locally at either level of aggregation. 
11.2.2. Ecological associations 
This thesis also investigated the extent to which a range of area characteristics that 
may influence a population s mental health and suicide experience, including 
measures of social integration, socio-economic deprivation and rurality, explain 
the observed geographical variation. Standard approaches as well as Bayesian 
hierarchical random effects modelling in winBUGS were employed to investigate 
both associations with socio-economic characteristics of the areas as well as 
evidence of spatial patterning in any unexplained geographical variability. 
Hypotheses to be tested were: 
- Measures that capture an area's adverse social and economic characteristics in an area 
would be associated with higher levels of suicide mortalihj: Increased levels in most of 
the socio-economic area characteristics investigated were associated with 
increased rates of suicide. For 1 SD increase in area levels of the socio-economic 
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factors, increases in levels of suicide generally ranged from 6%-17%; these 
associations appeared stronger in females. For most factors investigated, 
associations were linear, at least at constituency level. At ward level, associations 
were, in some cases, particularly pronounced in the quartiles with the highest 
levels of the socio-economic factors investigated. Typically, in these areas, suicide 
rates were higher by as much 17%-28% in males and 17%-45% in females than in 
those areas with the lowest levels of the socio-economic factors (see section 8.3.1). 
- Indicators of social fragmentation would be better predictors of area levels of suicide 
than indicators of socio-economic deprivation: Indicators of area levels of social 
fragmentation (either the aggregate score or its individual components) were the 
factors most strongly and most consistently related to area levels of suicide in all 
age- and sex-groups. While some associations with indicators of socio-economic 
deprivation were observed in the younger age-groups, in those aged 65+, 
indicators of social fragmentation were the main factors for which some 
associations, although weaker by comparison, were observed. Levels of single- 
person households and unmarried population were the factors most consistently 
associated with increased suicide rates in models adjusting for all other socio- 
economic factors at both constituency and ward levels (see section 8.4.7). 
- Aggregate levels of known person-based risk factors, or some proxy measure, e. g. 
unemployment or long-term illness, do not frilly explain area-level variability: Aggregate 
levels of some known person-based risk factors, such as unemployment or long- 
term illness, were not found to be consistently associated with levels of suicide 
after controlling for levels of social fragmentation. This was generally true for 
associations with all indicators of socio-economic deprivation, which either 
weakened or even reversed after controlling for the effect of all other area 
characteristics in multivariable models (see section 8.4.7). With respect to long- 
term illness, associations were only found in the younger age-groups and, 
perhaps, more surprising, inverse associations were observed in older females. 
363 
- Tute strength of area associations would differ across different age- and sex groups: 
There was evidence that associations differed by age and/or sex. Associations 
with social fragmentation, in particular, appeared stronger in females than males, 
and in younger than in older age groups. In contrast, while associations with 
deprivation differed by age in both males and females, associations were generally 
similar between the sexes Associations with all the area characteristics 
investigated - and not just the Townsend deprivation components - were stronger 
in the younger and weaker in the older age-groups. There was some indication 
that the strength of associations monotonically diminished with increasing age, 
particularly in females (see sections 8.3.2 and 8.4.1-8.4.6). 
- Neighbouring areas would exhibit similar levels of unexplained, or residual, 
geographical variability even after adjusting for known socio-economic area risk factors: 
While most of the observed variability of suicide was explained by levels of the 
area characteristics, there was evidence of patterning in levels of unexplained 
variability. In particular, the coastal patterning of suicide was not fully accounted 
by any or all factors put together. While there might be some additional, especially 
local-specific, risk factors unaccounted for in this investigation, it is also possible 
that rural living, and remoteness in particular, may itself influence levels of 
suicide (see Chapter 9 and Map Series C, Atlas, Volume II for maps of residual 
variability). 
- Area associations, and levels of clustering in unexplained geographical variability, 
would be stronger at the finer level of geographical aggregation: Area associations 
appeared generally stronger at the ward level of geographical aggregation; this is 
not a result of differential levels of variability across the two levels of geographical 
aggregation. Associations with the two aggregate scores (for which similar levels 
of variability were observed between the two levels of geographical aggregation), 
associations were also consistently stronger at ward level (see section 8.3.3). In 
addition, it seems that levels of area characteristics explained the spatial structure 
of suicide to a greater extent at constituency rather than ward level. Residual 
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patterning was similar across constituencies and wards. However, while at ward 
level there were differences as large as 1.5-fold across residuals, at constituency 
level these ranged between 0.90-1.10. This is, at least partly, a result of levels of the 
risk factors overpredicting rates (and thus, producing negative residuals) over 
extended concentrations of areas with no recorded deaths as in the case of the 
ward levels analysis (see section 9.3.7). 
- Strength of area associations would differ between urban and rural areas, or in 
different parts of the country: There was some evidence that while associations were 
stronger in urban parts of the country, particularly for indicators of deprivation, 
increases in levels of social fragmentation were at least equally associated with 
increases in suicide in the more rural parts of the country (see section 10.3). 
Furthermore, although associations with levels of unemployment and long-term 
illness were not observed nationally, there was evidence that these factors were 
associated with some of the rural and coastal patterning of suicide (see section 
10.5). 
11.3. Limitations 
This section discusses some of the limitations of the analyses presented in this 
thesis. Firstly, it should be noted that as this is an ecological study, associations 
observed at an area level do not necessarily imply that such factors are associated 
with an individual's risk of suicide. For example, while areas with a high 
proportion of people living alone tend to have higher suicide rates, this does not 
necessarily imply that it is the people living alone in these areas who commit 
suicide. However, place of residence may have a direct influence on mental health 
and suicide risk. The aim here was to describe area differences in suicide 
mortality, highlight regional patterns of increased or reduced rates and examine 
the extent to which these patterns are underlined by possible differences in their 
social and economic characteristics. Thus, provided that ecological assessments are 
not used to make inferences about individual risk of suicide, the geographical 
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ecological approach taken in this thesis is a suitable design in order to identify 
high- or low-risk areas, or clusters of areas, of suicide and describe their common 
socio-economic characteristics. All socio-economic indicators used in this thesis 
described areas in terms of the aggregate characteristics of their demographic 
composition. The lack, and need, of "truly" ecological measures of an area's 
environment is discussed in section 11.5.1. 
11.3.1. Contextual and compositional effects 
Area differences in suicide mortality may reflect: (i) the aggregate risk arising as a 
result of the demographic composition of an area's population for example, a 
concentration of high-risk individuals (compositional effects), (ii) true area 
influences upon a population's mental health and suicide risk (contextual effects) 
or (iii) a combination of these two phenomena. Over and above the concentration 
of high risk individuals, economic, social and cultural aspects of an area could 
have a direct effect on the likelihood of developing mental illness, or simply offer 
low levels of social support for the mentally ill, both of which in turn increase 
suicide risk. In support of this, a number of multilevel studies have reported 
contextual influences on mental heal th301,306,33s, 339 and more specifically on 
suicide282 over and above the compositional effects of their populations. 
With no person-based information on suicide deaths (apart from age and sex), it 
was not possible to determine the extent to which area characteristics themselves 
influence an individual's risk of suicide or whether the associations reflect the 
effect on suicide rates of areas having higher concentrations of high-risk 
individuals. While most evidence about "true area effects" comes from recent 
multi-level design studies, several authors argue that separating compositional 
and contextual effects might be too simplistic 19Z 313,550,551 To quote Macintyre and 
Ellaway: 552 "the distinction between people and places, composition and context, 
is somewhat artificial. People make places, and places make people". In other 
words, the demographical composition of an area e. g. a high concentration of 
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students, single young professionals, working class families or retired and elderly 
people is to a great extent dependent upon the educational, work, housing and 
health care opportunities a place has to offer - people come together to make a 
place. Conversely, the characteristics of a place e. g. the built environment, 
presence of public spaces, parks and local shops, activities of local community 
groups and networks may encourage or discourage educational and work 
aspirations and promote or inhibit social contacts, ties and support between 
neighbours -a place can make people. 
In the context of suicide, explaining an area's suicide rate as simply the result of its 
high-risk population (a purely compositional effect) ignores what helps create 
compositional effects in the first place. High-risk individuals may drift into certain 
areas (and similarly low-risk individuals may drift out of such areas) in search of 
certain features such as higher tolerance, anonymity and availability of low cost 
housing or local authorities' hostels for the mentally ill, that such areas have to 
offer. For example, McKenzie et al showed that hospital readmission rates for 
mentally ill people living in areas with higher levels of perceived safety were 
higher, possibly due to the lower levels of tolerance in such areas. 189 In addition, 
economic, social and cultural aspects of an area could have a direct effect on the 
likelihood of developing mental illness, or simply offer low levels of social support 
for the mentally ill, both of which in turn increase suicide risk. As early as 1939, 
Faris and Durham argued that in highly mobile and disadvantaged 
neighbourhoods where social integration is weak, residents will find it hard to 
sustain social contacts, thereby increasing their sense of social isolation and 
thereby the risk of developing mental illness. 553 Some support for this hypothesis 
comes from a recent study with a multilevel design. Silver et alp combined 
individual and neighbourhood characteristics of nearly 12,000 people across 261 
areas in the U. S. and found that neighbourhood disadvantage and high mobility 
have an independent effect on mental health and substance abuse after adjusting 
for the characteristics of their populations including age, race, marital status, 
income and education. 
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11.3.2. Indicators of social fragmentation 
This thesis has used the social fragmentation score (originally, and possibly 
incorrectly, termed "anomie" score10, see section 5.2.2) in agreement with previous 
studies that showed an association with this aggregate measure across wards and 
boroughs in London", 118,135 and constituencies in England and Wales. 231,233 
Associations with the component parts of the score as well as an additional 
possible marker of social fragmentation - the proportion of lone parent 
households in an area, were also explored. Other factors such as religious 
affiliation or substance misuse may also be important in capturing area levels of 
the notion of social integration. There is, however, lack of good area-based 
measures of these exposures in Britain. Early published findings from this thesis 
also included rates of cirrhosis mortality in an area as a proxy for alcohol 
misuse 237 However, only weak associations were found between rates of cirrhosis 
mortality and suicide before and no associations were found after adjusting for 
area levels of socio-economic deprivation and social fragmentation in any of the 
age- or sex-groups examined. Rates of cirrhosis might be only a weak indicator of 
current alcohol misuse possibly due to lag-effects between prolonged alcohol 
misuse and subsequent alcohol-related death and was, therefore, not included in 
the final models presented here. 
Furthermore, aggregate deprivation scores, such as the Townsend score used here, 
are possibly better suited to capture levels of economic hardship in urban than 
rural settings 554.555 Similarly, the social fragmentation score was also originally 
designed and used across areas in London. As a result of certain components of 
the score, such as levels of unmarried population and population mobility, several 
urban areas - cities/ towns with high student populations in particular - would 
probably score high. The spatial distribution of the score or its components did not 
however exhibit only urban-specific patterns. Several rural and more 
geographically remote areas also had high scores, for example coastal regions with 
high proportions of retired population. Associations were linear across increasing 
levels of social fragmentation (not restricted to high student population areas) and 
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were observed in all age/ sex groups (not restricted to the youngest age-group). 
Besides, areas with high student populations are likely to be socially fragmented 
for other residents as frequent movement of students in and out of these areas 
may lead to a diminished sense of community. 
11.3.3. Multicollinearity 
Associations between area levels of suicide and the socio-economic area 
characteristics were investigated before and after controlling for the effect of all 
other single risk factors in multivariable models. High correlations were observed 
between each of the aggregate scores and its component parts. Therefore, when 
the individual components of a score were included in a multivariable model, the 
aggregate score was omitted. In contrast, correlations between the component 
parts of one score and the components of the other were generally low. 
Furthermore, correlations amongst the components of a score were also relatively 
low - more so for the social fragmentation score than the Townsend score. Since 
this might have introduced some multicollinearity, models also examined 
associations with each of the aggregate measures adjusting only for the effect of 
the other score (not its individual components) as well as the rest of the risk 
factors. This did not affect any of the findings. 
11.4. Contributions of the study 
This thesis provides a comprehensive account on the spatial epidemiology of 
suicide in England and Wales. Previous research has generally used standard 
correlation or regression approaches (that treat areas as independent units and 
ignore spatial patterning). In addition, most studies have focused on relatively 
large areas (that may mask important small-area associations) and/or have not 
investigated whether patterns and associations vary between different age-groups 
(as widely differing recent trends in their suicide rates may suggest). Thus, the 
main strengths of this thesis lie in the fact that it improved upon current 
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knowledge through the use of more geographically appropriate methods to study the 
age- and sex-specific patterning of suicide and area-level associations with several 
aggregate and single measures of an area's environment at a finer level than ever 
used nationally before either in Britain or abroad. Each of these will be discussed 
separately in the sections that follow. 
11.4.1. Geographical approach and the use of maps 
The use of maps in this thesis is an important improvement upon previous 
research. Geography, and inferences using geographical representation for the 
observed associations, is an indispensable part of area-based ecological studies. 
Use of maps in not only the most effective but also the most appropriate means of 
displaying geographical variation and patterning. Ranking areas in terms of their 
rates (even if dealing with a small number of areas that would allow tabulation) 
says nothing about the way each area relates in space to all the rest and, thus, does 
not easily allow any inferences about the extent to which neighbouring areas 
exhibit similar patterns. Similarly, summarising ecological associations between 
levels of suicide and socio-economic characteristics of areas does not allow 
assessment either of the extent to which the observed variability is explained or of 
any residual patterning in the unexplained variability. Thus, maps can be useful 
not only in identifying areas, or clusters of areas, of high (or low) risk but also in 
generating hypotheses about possible explanations for the observed patterning. In 
particular, patterns of any geographical variability not explained by known risk 
factors can provide further evidence about possible differential effects of known 
risk factors across different parts of the country or additional clues about 
unknown, or unaccounted for, area risk factors. These issues were discussed in 
detail in section 5.6.3 in the context of the rationale behind studying maps of 
residual variation. 
Therefore, a geographically-oriented approach has a fundamental role in any 
epidemiological investigation of area-differences in health outcomes. Yet, the vast 
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majority of previous area-based studies of suicide haven't made use of maps to 
display either the extent to which suicide varies geographically or the way in 
which possible socio-economic determinants relate to the observed geographical 
patterns. Only a limited number of studies have been identified that presented the 
geographical variation of suicide in maps (usually "raw" maps at a large level of 
aggregation) and an even smaller number of studies that examined the extent to 
which socio-economic characteristics explained the observed variability (see 
sections 2.3 and 2.6. for a review of geographical and ecological studies 
respectively). The government has recently put suicide on the public health 
agenda as an important contributor to area-health inequalities. Area-based 
prevention strategies can only benefit by understanding the geography of suicide. 
This issue will be covered further in the last section of this thesis (section 11.6 on 
policy implications). 
Issues related to drawing inferences on geographical patterns 
This thesis displayed the geographical variability of suicide in England and Wales 
as conveyed in both unsmoothed "raw" maps as well as smoothed - globally 
and/or locally - maps of rate ratios. Locally smoothed models (and related maps - 
whether these are maps of observed or residual variation) allow the extent to 
which neighbouring areas exhibit similar patterns to be assessed. This is 
particularly important at a fine level of geographical aggregation - such as the 
ward-level analysis used in this thesis - at which the high levels of uncertainty 
associated with each area's estimates may produce an over-shrinkage effect when 
rates are smoothed toward the global mean. In addition to investigating the extent 
to which the observed variation is explained locally (for example, in convolution 
models where each area's rate is smoothed towards both the global and the local 
mean), locally smoothing models have the advantage of adjusting the estimates of 
the regression coefficients for evidence of spatial autocorrelation in the residuals - 
see discussion of these issues in section 8.6.2. However, locally smoothed models 
may also run the risk of forcing a spatial structure upon estimates, or residuals, on 
the map, especially when a spatially unstructured component of variation is not 
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included in their estimation (such as in convolution models). As all models in this 
thesis assumed vague prior distributions that should not affect the estimation of 
the spatially structured variability. This was also assessed in a series of sensitivity 
analyses with varying prior/ hyperprior distributions. While, for example, the 
large proportion of areas with no recorded deaths at the ward level of 
investigation resulted in most of the variation being explained locally and the 
redundancy of the unstructured component of variation, especially in the case of 
all female age-groups, this is not of concern. Ward-level patterns of rate ratios or 
residuals in these age-groups were also replicated at the constituency level of 
aggregation. In contrast, in the case of males aged 65+, lack of evidence of a spatial 
structure in either levels of residual levels of suicide resulted in the failure of the 
locally smoothing models to converge at either level of geographical aggregation. 
It is important to discuss two issues related to inferences on geographical patterns 
as observed on the maps presented in thesis in some more detail: 
(a) the uncertainty associated with each of the estimates on the map and 
(b) estimates in areas with no recorded deaths. 
In relation to the first issue, in contrast to the smoothed estimates, SMRs - or 
unsmoothed rates commonly used for the study of geographical variability of 
suicide - are calculated independently in each area. As the variance of each SMR is 
proportional to the inverse of the expected number of cases in that area, estimates 
in areas with small populations - that are more likely to show extreme rates - will 
also have large variances associated with them (see sections 4.3.3-4.3.4 for details 
on the calculation of the variance of SMRs). Such uncertainty is not conveyed in an 
unsmoothed map of SMRs. While levels of statistical significance were also 
calculated for each SMR, maps of significance levels, or a combination of SMRs 
and their significance, were not presented in this thesis. Significance levels of 
SMRs are also sensitive to population size with areas of large populations more 
likely to attain statistical significance. 
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Random effects estimation, however - whether globally or locally smoothing - 
allows area rate ratios to be estimated simultaneously and uncertainty about each 
area's rate ratio is incorporated in the estimation procedure; as a result, problems 
of comparability are avoided. The greater the uncertainty about the rate ratio in a 
particular area (due to small area population), the more likely it is that this 
estimate will be shrunk closer to the global mean - and thus, it will not affect 
inferences about the overall spatial patterns displayed on the map. Similarly, 
when locally smoothing, the more likely it is that an unreliable estimate will not 
retain its unsmoothed value, the more dissimilar this value is those in 
neighbouring areas. 
It is important to note that Bayesian estimation as used in this thesis does not only 
provide a point estimate for the rate ratio in each area. Since the full posterior 
distribution was calculated for each area, credible intervals (Cr. I. ) for each area's 
estimate (i. e. the percentiles containing say, 95% of all simulated posterior 
estimates) or the probability that this estimate is significantly higher or lower than 
1(i. e. the proportion of simulated values in each area that fall on either side of 1) 
were also available. While smoothed maps in this thesis only presented the 
posterior mean of each area's distribution of estimates, it would also be possible to 
map other measures of location such as the mode or median of the posterior 
distribution of each area. Alternatively, a combination of estimates and 
significance levels of each of the estimates could be presented - say, smoothed 
estimates in the range of 1.5-2., 0 could be split into two separate classes based on 
whether each estimate's credible intervals span 1. While credible intervals were 
reported for the smoothed estimates shown in tables, this was not considered in 
the case of maps. In addition to introducing problems of ranking these estimates in 
terms of both levels of risk and significance, this was important so that consistency 
of presentation was preserved i. e. the use of same categories of rate ratios in 
unsmoothed and smoothed maps for ease of comparisons. 
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The second issue about drawing inferences on geographical patterns relates to 
estimates in areas with no recorded deaths. While constituencies are large enough 
to ensure that a high enough number of deaths are registered in each area - even 
in the case of age/sex groups with the lowest number of deaths -this is not the 
case at ward level of aggregation. While only 17% of all wards recorded no deaths 
in males aged 15-44 (the age-group with the highest number of suicides), in some 
of the other age/sex groups investigated, and in particular in the case of females, 
this figure is as high as 75%. Unsmoothed maps of SMRs do not allow 
differentiation between areas where no deaths were recorded. Even calculating 
levels of significance in these areas (using Poisson exact confidence intervals - see 
section 4.3.3 for details on calculation) would require an expected number of 
deaths of more than 3.69 for an area where no deaths were recorded to produce an 
SMR that is not significantly different from 1. Thus, as an example, at the national 
suicide rates, a population of 8 000 would be required to produce an expected 
number of events as high as that even if all female groups were combined. At the 
fine level of aggregation used in this thesis, this is the case in only less than 5% of 
all areas (see table 6.3). 
Globally smoothed estimates in areas with no deaths depend on both levels of 
population in each area as well as overall levels of heterogeneity across the study 
area. With the levels of heterogeneity observed at the ward level of aggregation, a 
total of 2 expected deaths would be required in areas of no recorded deaths so that 
globally smoothed estimates in these areas could retain their "low" rate ratios - 
rate ratios of less than 0.9 as presented on the maps. However, small populations, 
and the high level of uncertainty associated with any of the estimates, across such 
a fine level of aggregation, even globally smoothed estimates of rate ratios in areas 
of no recorded deaths were generally "shrunk" close the overall mean resulting in 
largely flat maps (rate ratios of 0.9-1.1 - the middle category of rates close to the 
national averages presented on the maps). As a result, drawing any inferences 
about spatial patterning from globally smoothed maps at ward level was not any 
easier than in the case of the unsmoothed maps (see section 7.3.8). 
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In contrast, in locally smoothed maps, estimates in areas with no recorded deaths 
depend on estimates in neighbouring areas (i. e. evidence of spatial clustering) as 
well as levels of population in these areas. In this case, extended concentrations of 
areas with no recorded deaths can appear as large clusters of low rates rather than 
clusters of average rates as in the case of globally smoothed maps. In fact, isolated 
areas of high rates scattered in-between such concentrations of areas with no 
deaths can also be "shrunk" down pass the global average if these are only based 
on small populations. However, it is also likely that, if a number of areas of high 
rates occur in close proximity, areas of no deaths may appear on the map as 
sharing the high rates in a few neighbouring areas - even if these are not adjacent 
as estimates across the map are calculated simultaneously. 
It is important to note that extended concentrations of areas of no recorded deaths 
also contribute to the estimation of the spatially structured variance in models that 
smooth towards a local mean. As a result, while traditional spatial autocorrelation 
statistics (also used in this thesis - see table 6.11) suggested that clustering was 
stronger in males aged 15-44, estimates of the extent to which the amount of 
smoothing was due to a clustering effect (as estimated in convolution models 
where both effects of smoothing were considered) appeared higher across the age- 
groups for which a large number of areas recorded no deaths, and particularly 
across the female age-groups (see table 6.21). It seems that extended 
concentrations of areas with no deaths resulted in most of the variation been 
explained locally and the redundancy of the global effect of smoothing. 
If this thesis hadn't also provided maps at the constituency level of aggregation, 
patterns across locally smoothed ward maps would seem exaggerated since they 
do not share much in common to the largely flat patterns of either the usmoothed 
or globally smoothed maps. However, patterns at ward level were strikingly 
similar to the patterns observed at the constituency level of aggregation in all 
age/ sex, groups (see any locally smoothed map across the constituency and ward 
levels of aggregation in Atlas, Volume II). 
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11.4.2. Geographical patterning in suicide 
Maps of "raw" SMRs or rates - commonly used for the study of geographical 
variation in suicide - show wide variability in its incidence, both in Britain and 
abroad. The extent to which such variability is a product of expected random 
variation has not previously been well explored. The statistical methods employed 
in this thesis not only filtered "raw" maps of suicide from such random noise but 
also quantified in an integrated approach the extent to which geographical 
patterns differ across different age/ sex groups. To date, only one study has 
produced smooth maps of suicide at a national level in Britain 130 This used 
empirical Bayes methods to explore the geographical variation in levels of suicide 
and found some heterogeneity across areas in all age- and sex-groups 
investigated. However, patterns were only explored at a large level of 
geographical aggregation (approx. 400 districts) and were not investigated in 
people aged 65+. In keeping with their findings, this thesis showed that area- 
inequalities in levels of suicide exist even at a small-level of geographical 
aggregation in all age/sex groups including older people - the age-group with the 
largest reductions in suicide in recent years. 
No previous national study in Britain has quantified the extent to which low or 
high suicide rates occur in geographical clusters. The use of a fully Bayesian 
approach in this thesis has allowed investigation of the spatial patterning of 
suicide and showed that not only the geographical variation in suicide is greater 
than expected due to random variation alone but also that neighbouring areas 
tend to exhibit similar levels of mortality. In contrast to "raw" maps of suicide, 
which generally did not permit inferences about patterning in age-groups with 
only a small number of deaths, this thesis found that spatial clustering was 
particularly pronounced in female age-groups 8.109 While, in general, some 
geographic patterns were similar amongst the age- and sex-groups (i. e. high rates 
of suicide in cities or coastal areas), some aspects of the geographical distributions 
of suicide differed by age and sex with several clusters of suicide featuring in 
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some groups but not others. Examples of such differences include 
(a) areas in 
Wales with higher rates than the national average in males but generally lower 
rates in females or (b) areas in the North of England with high rates in the young 
but low rates in the older age-groups. In keeping with patterns seen in the USA 168, 
there was also evidence of clustering in levels of unexplained variability after 
removing the effect of known risk factors - possibly the effect of additional 
unaccounted for or unknown local factors. These may include levels of religious 
and ethnic homogeneity not investigated in this thesis. 
Two of the more prominent features of the patterning of suicide were (a) the 
"bull's-eye" pattern of increasing rates of suicide towards the centre of cities and 
(b) the coastal patterns of high rates. A "bull's-eye" pattern in suicide rates has 
been previously documented in the case of London", 117 as well as many other 
non-British cities 110-113,115 This thesis showed that, although the effect was 
particularly pronounced in London, several smaller cities such as Bristol also 
exhibited a similar structuring of high rates in the centre and lower rates in the 
periphery. There is evidence to suggest that inner city areas tend to have higher 
levels of psychiatric morbidity 124-128The extent to which these patterns reflect true 
area effects of inner city deprived environments on the mental health of their 
population or composition effects, perhaps arising from a inward drift of 
individuals at increased risk and an outward drift of individuals at low-risk in 
such areas, is not known. It is however likely that concentrations of high-risk 
individuals may also have effects on other residents irrespective of their own 
characteristics. Some support for this comes from a recent multilevel study that 
compared area health inequalities in Helsinki and London. This study found that 
the greater area differences over and above their demographic composition seen in 
London may at least be attributable to neighbourhood effects arising from higher 
levels of spatial socio-economic segregation of their residents 556 
In contrast, while previous maps of suicide mortality in Britain (usually presenting 
unsmoothed area estimates) have shown that some of the highest rates of suicide 
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in males occur in areas characterised as "coastal" 7,8,109, the coastal patterning seen 
here to a greater or lesser extent in all age/ sex groups has not been previously 
documented. It should be noted that, when locally smoothed, area estimates 
greatly depend on the area's number of neighbours. While, there was no evidence 
to suggest that the number of neighbours was different in the most and least 
remote areas (as indexed by population potential), areas at the fringe of the 
country (commonly referred to as "edge effects"557) naturally tend to have fewer 
neighbours. However, in this case, most of the concentrations of coastal clusters 
extended far inland, were apparent at both levels of geography and, most 
importantly, were to some extent also noticeable in convolution maps or even in 
globally smoothed maps (at least in the constituency level analyses). These 
patterns seem to be real effects, possibly reflecting the stigmatisation of marital or 
mental health problems in small isolated communities, the seasonal nature of 
employment and social activities in some coastal resort areas and problems with 
access to health care in more remote parts of the country. 
11.4.3. Effect of geographical aggregation 
Although there is no prior knowledge as to what geographical scale might be 
important in assessing common area influences upon a population's suicide 
experience or mental health, large areas are likely to include smaller localities with 
large differences in their socio-economic characteristics. The level of geographical 
aggregation at which associations are observed is central to the very argument of 
possible area influences, and their strength, upon a population's suicide 
experience. Patterning at a larger scale may either mask variation in mortality (and 
explanatory factors) or, conversely, exaggerate associations as inconsistencies at a 
finer scale within large areas average out. 
Ecological associations between aggregate levels of suicide and characteristics of 
areas have been previously investigated at several levels of geographical 
aggregation; however, with the exception of one study, these issues have never 
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been explored at more than one level of geographical aggregation across the same 
study area. To date in Britain, the geography of suicide was studied either 
nationally across relatively large areas such as parliamentary constituencies in 
Britain (with an average population of 70,000)231- 2-36or small-areas sub-nationally 
such as electoral wards in Edinburgh, m Bristol9 or London 11 The largest national 
study anywhere to explore either patternsl44or area-level associations with 
suicide168,246 involved around 3000 areas in the USA. As discussed in detail in the 
context of the literature in section 2.6.1 in a country with population as large as in 
the USA, this corresponds to the level of constituencies in Britain. 
In this thesis, not only the use of a finer geographical scale than even used before 
(both in Britain and abroad) is an important refinement upon previous research 
but also the investigation of these issues at two different hierarchical levels of 
geographical aggregation allows important comparisons to be drawn. Its 
contribution is not restricted to inferences about the strength of ecological 
associations at each level but also the effective depiction of spatial patterns on the 
map. 
As the choice of these geographical scales is commonly a product of convenience 
(i. e. as in the case of this thesis, electoral wards used for census purposes and their 
hierarchical grouping into constituencies at which data could be obtained), the 
smaller the level of aggregation, the better the approximation to the "real" spatial 
distribution of suicide. At a coarse level of geographical aggregation, spatial 
patterns appear to apply uniformly across large expanses. While, the level of 
uncertainty associated with any of the suicide rates at the fine level of aggregation 
used in this thesis did not allow a clear presentation of levels of heterogeneity 
across the map (i. e. when globally smoothed), the locally smoothed maps not only 
exhibited strikingly similar patterns to those observed at constituency level but 
also allowed a more refined presentation of these patterns. Boundaries of any 
administrative areas - including wards - are largely arbitrary, however, the use of 
finer level of aggregation allowed differences within these areas to be displayed as 
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patterns are not forced to follow the boundaries of large areas such as 
constituencies. For example, high levels of suicide observed across a large rural 
constituency in Wales (see any of the maps in the Atlas, Volume II of this thesis) do 
not necessarily apply to all wards within that constituency; as a result, the ward 
level map presents a more refined pattern where both highs and lows are 
observed - and is some cases, patterns of high rates extend beyond the 
constituency's boundaries to wards in neighbouring low-rate constituencies. 
A multilevel study of the effect of geographical scale on area level associations 
between deprivation and self-rated poor health (including mental symptoms as 
measured on the 12-item GHQ) in the Netherlands suggested that the three levels 
of geography investigated (i. e. neighbourhoods, postcode sectors and boroughs) 
had little impact on the size of the effect298 However, they found that these had an 
impact on the degree of clustering which appeared largest across neighbourhoods, 
the smallest level of geography investigated. Consistent with this, spatial 
patterning of suicide was also strongest at the fine level of aggregation in the case 
of this thesis. However, in contrast to their findings, this thesis found that level of 
aggregation also had an impact on the magnitude of the effects. Observed 
associations were at least slightly stronger at the finer level of aggregation. 
Only one study of suicide to date has investigated area-level associations across 
more than one geographical scale275 They found that explanatory power 
decreased the finer the level of aggregation and that associations between several 
of the factors they investigated and levels of suicide across larger units were not 
replicated at a finer level of aggregation. However, different study areas were 
used for each level of geographical scale they investigated i. e. states nationally, 
counties in New England and Townships in Vermont. In this thesis, two levels of 
aggregation were compared nationally and in contrast to their findings, found that 
similar area characteristics were related to levels of suicide at both. Due to the 
largest area differences at the smaller-level of aggregation, there were higher 
levels of unexplained variability at this level but this did not affect the strength of 
380 
observed associations. If anything, excess residual patterning at ward 
level 
suggests that large areas can not only mask evidence of important small-area 
associations but also hide more localised clusters of unexplained variability. 
11.4.4. Suicide and characteristics of areas 
As early as 1955, Sainsbury reported high correlations between suicide and levels 
of single-person households, divorce and mobility across London Boroughs 117 
There is now growing evidence from both Britain and abroad that measures of 
social fragmentation are important predictors of an area's levels of suicide 11,168,23°, 
231,236,246 Person-based studies in Britain16,51 and elsewhere17' 29- 53have long 
reported increased risks of suicide in unmarried, divorced or widowed people. 
The protective effect of marriage may be produced by a sense of social and 
emotional stability. Similarly, areas where high proportions of the population are 
married and/or live in family units may produce an increased sense of 
community. There is evidence that in such areas, people are more likely to develop 
social ties and get involved with their area's social life and development 31Z 3131n 
keeping with these notions, Durkheim's influential sociological study of suicide 
also recognized that factors which increase an individual's integration within 
society - achieved amongst other things through family cohesion, may protect 
against suicide. 
In all age/ sex groups, indicators of social fragmentation - particularly the 
proportion of single-person households in an area - were most consistently 
associated with increased rates of suicide both before and after controlling for the 
effect of other area characteristics. Associations between suicide and a number of 
census-derived measures of social fragmentation as well as a composite measure - 
the social fragmentation score (originally termed "anomie") for which association 
with suicide were previously reported across wards in London1l, 118,135 and 
constituencies in Britain231 were investigated. This thesis not only confirmed their 
findings but also found that these associations hold, and in fact appear generally 
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stronger, at a considerably smaller level of geographical aggregation than 
previously used nationally either in Britain or abroad. In addition, the aggregate 
social fragmentation score was found to perform as well, or in some cases even 
better, than each its individual components; however, the sum of the components 
always performed better. There were also similar associations with proportion of 
lone parent households in an area - another possible indicator of levels of social 
fragmentation. These findings have already been published. 237 
Positive associations between socio-economic deprivation and suicide mortality 
have also been previously shown either across large areas nationally or at a 
smaller-area level sub-nationally 9-118- 228 Likewise, the analyses here demonstrated 
some strong relationships between a range of indicators of socio-economic 
deprivation including the Townsend deprivation score and its component parts as 
well as concentration of social class IV and V households, particularly amongst 
those of working age. While associations with area levels of social fragmentation 
appeared independent of area levels of deprivation, the strong univariable 
associations with measures of socio-economic deprivation did not persist in fully 
adjusted models. 
It is of note that unlike the strong associations seen in cohort studies, 66- 67 
ecological studies generally fail to show any strong associations between suicide 
and unemployment 65 In fact, several of the area-based studies, including some 
with the largest number of smaller-sized area units, found no or even an inverse 
associations between an area's suicide rate and its unemployment levels both in 
Britain and abroad 65" 230- 250- 267.268, z74 In contrast, at least in the youngest age-group, 
this thesis found some strong positive associations with levels of unemployment, 
particularly at the finer level of aggregation. Although these associations did not 
persist after controlling for other area characteristics, there was evidence that, at 
least in the case of young males, levels of unemployment were important in 
explaining some regional patterns for example some of the high rates seen in 
Cornwall and Wales. 
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11.4.5. Age- and sex-specific associations 
Overall suicide rates (all age- and sex-groups combined) in Britain have been 
declining in recent years. However, these reductions mask wide age- and sex- 
specific differentials; in fact, there has been an increase in the potential years of life 
lost (PYLL) from suicide in the past 20 years 558,559 The differing age- and sex- 
specific trends in suicide rates might be indicative of differential influences of 
social and economic factors or different societal processes altogether amongst the 
various age/sex groups. However, the majority of studies to date have only 
investigated overall or sex-specific associations only (see section 2.6.1). 
There was some evidence from previous research that associations with area 
measures of socio-economic deprivation were generally stronger in males than 
females? 28" 256- 279,281 There was also some suggestion that for measures of social 
fragmentation, associations might be stronger in females118,131'274; although the 
opposite was observed in some studies. " 257 This thesis found that the strength of 
associations with measures of social fragmentation was greater in females than 
males, particularly at a finer level of aggregation. However, in contrast, similar 
associations with deprivation were observed in both genders. 
This thesis was also able to investigate the extent of these associations in the 
particular age-groups whose trends in suicide have recently diverged. 
Associations with indicators of social fragmentation were generally weaker in 
those aged 65+. Nevertheless, these also were the main factors associated with 
suicide rates in this age-group. No associations with socio-economic deprivation 
were observed in the older age-group. These were specific to the younger age- 
groups. In fact, there was evidence that the strength of these associations 
decreased with increasing age. This is in keeping with findings from a recent 
study which showed that unemployment was one of the factors that grew most in 
explaining area differences in young male suicide between the 1980s and 1990s. 236 
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The relatively weaker associations in the older age-group might indicate the lesser 
importance of social and economic characteristics of areas in explaining small area 
variations in suicide in the elderly. Other factors, such as social isolation and lack 
of support after bereavements- M1 and health care provision for the chronically 
ill, -56Z w may be more important in this age-group. However, while increases in 
the proportion of the population with long-term illness in an area were associated 
with increases in suicide in the younger age-groups, no similar association was 
observed in older males and, surprisingly, there was an inverse association in 
older females. It is, nevertheless, possible that while the younger population might 
have a reduced sense of belonging in such areas, conversely, reciprocity of care 
and support amongst the elderly population may increase their sense of 
community. 
11.4.6. Urban-rural differences 
Previous studies in Britain show that while suicide rates tend to be high in urban 
areas in both sexes, high rates in males are also found in many rural areas 7' 130This 
thesis showed that in addition to the high rural suicide rates seen in males, several 
rural and remote areas also exhibit high rates of suicide in females, particularly in 
the youngest age-group. In keeping with patterns seen elsewhere, 150-ISZ 155-157,164 it 
was recently shown that the most adverse trends in suicide rates amongst young 
adults in England and Wales - and particularly in young females - occurred in the 
most rural/remote areas? 62It is possible that these unfavourable trends may 
indicate a deterioration of mental health in young adults, perhaps due to the 
decline of the rural economy and the added burden of the out-migration of 
younger people on the structure and life of rural communities. 
Rural living, and remoteness in particular, appeared to be a risk factor for suicide 
after controlling for the socio-economic characteristics in these areas. It should be 
noted, however, that such urban-rural differentials may arise from the fact that 
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aggregate population indicators may mask the greater heterogeneity in socio- 
economic characteristics across different locations in a rural setting due to the 
small populations in such areas. ' - 565Furthermore, it has been shown that 
measures of deprivation in particular relate to area health inequalities in urban 
areas more strongly than in rural areas It is however possible that area levels of 
unemployment or lack of amenities are better indicators of urban deprivation and 
might therefore fail to capture the true levels of economic hardship experienced by 
people in a rural setting' In keeping with this, measures of deprivation were 
indeed found here to be generally more strongly associated with suicide in urban 
areas than rural areas; however, there was evidence that levels of unemployment 
in particular were associated with high rates observed in some more rural or 
remote communities as well. 
Similarly, the extent to which measures of social fragmentation such as housing 
tenure might be equally suitable indicators in a rural as in an urban setting is not 
clear. In the USA, where high rates are also observed in the most urban and rural 
areas, indicators of social fragmentation appeared to relate to levels of suicide in 
both settings but associations were stronger in urban than rural areas251,262 In 
contrast, in this thesis associations with several measures of social fragmentation 
were found to be equally important in explaining levels of suicide in urban and 
rural areas. Furthermore, there was some evidence, at least in the case of the 
youngest male age-group and the oldest female age-group, that the higher 
unexplained variability observed in rural areas may be a product of the 
differential contextual relevance of measures of social fragmentation, such as 
levels of unmarried population or living alone, with lower thresholds in levels of 
these factors associated with rural compared to urban suicide levels. 
11.5. Future research 
All analyses in this thesis were centred around the 1991 census (suicide rates in 
1988-1994) for which data on the socio-economic characteristics of areas were 
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available at the time. When updated data on suicide deaths become available, the 
observed area-level associations should be confirmed using data from the recently 
released 2001 census; this also included some measures of religious practices. In 
addition, the extent to which changes in area characteristics (e. g. increases in 
unemployment, decreases in marriages) between 1981,1991 and 2001 census years 
influenced trends in suicide mortality across areas in Britain can be investigated in 
a Bayesian random-effects spatio-temporal model. More importantly, it seems that 
future research, and not only specific to the study of suicide, should focus on two 
main issues: (i) the development of truly ecological indicators of an area's 
environment including standardised measures for concepts like social capital 
(section 11.5.1) and (ii) investigation into "true" contextual area effects and cross- 
level interactions between people and the environment (section 11.5.2). 
11.5.1. "True" area measures 
The currently popular concept of social capital closely resembles Durkheim's 
notion of social integration. Its association with suicide has not been 
investigated; 83 however, there has recently been some evidence that social capital 
- measured as aggregated person-based perceptions of neighbourhood cohesion 
and disorganisation, might relate to higher levels of psychiatric morbidity 187490 
Due to the broad and diverse nature of this notion, there is need for more 
standardised definitions and measures. Its contribution, both on theoretical and 
methodological grounds, is currently under scrutiny; particularly its public health 
usefulness over more precise concepts, such as social ties or social networks that 
are easier to understand and quantify. -567-575 Furthermore, there seems to be a 
debate as to what aspect of an area's environment underlines area health 
inequalities - whether it is the material infrastructure -568,576 or psycho-social 
conditions 577.578 Perhaps though, these aspects are not unrelated since people's 
sense of well-being is largely conditioned by the prevailing socio-economic 
conditions, cultural norms and politics that can, in turn, both provide better 
opportunities for social support and trust as well as enable better access to 
material resources, job opportunities and health care 177.579 
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There has already been a wide recognition of the importance of indicators that are 
measured at an area level, particularly for concepts like social cohesion and social 
capital 182185.310 Data availability has meant that most area indicators used to 
date 
- as is the case with this thesis - measure characteristics of a group of people 
living in an area rather than characteristics of the areas themselves. Recently, there 
has been an increased use of community surveys, either opportunistically or 
purposefully designed, to operationalise area levels of social capital as person- 
based perceptions about social trust and support from family, friends, colleagues 
and neighbours or people's responses about their usual social, cultural, religious 
or political activities aggregated to the community level. Positive associations have 
been shown between such measures and area levels of violent crime, 05 children's 
use of mental health services w and women s use of anxiolytic-hypnotic drugs 5x1 
There is, thus, a need for research into and development of measures that are truly 
contextual in nature. In other words, measures that describe the area where people 
live rather than the characteristics or perceptions of their demographic 
compositions. Only one study to date used such a "true" area measure - the 
proportion of vacant houses in an area to capture the sense of the built 
environment in an area - and showed an association with levels of suicide. 280 
Similar associations with features of the built environment have been shown for 
the prevalence of depression 582 However, in a person-based study of a random 
sample of the Swedish population, characteristics of the built envirorunent failed 
to show any association with incidence of psychiatric illness. In contrast, 
psychiatric illness showed stronger associations with a social participation index 
measuring amongst other things people's social, cultural and political 
involvement in local activities 190 
As already discussed previously (see section 11.4.2), boundaries of administrative 
areas are largely arbitrary. As a result, areas do not necessarily coincide with 
people's definitions, let alone perceptions, of their local community or 
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neighbourhood. Thus, summary census measures of an area's socio-economic 
environment may bear little relevance to people's experiences of where they live 
or the "true" area influences on their mental health. Two issues are important 
when investigating area effects on people's health: (a) the definition of a 
neighbourhood or an area and (b) area influences upon people's mental health are 
not restricted to the area of residence. 
Firstly, as geography is continuous, people's experience of living in an area does 
not cease where that area's administrative boundaries stop and those of a 
neighbouring area start. On the ground, people live, interact with and receive 
influences from everything around them - people on a street over one side of an 
electoral ward will be as likely to relate and be affected by the social, economic 
and cultural environment of the street over on the neighbouring ward - bearing a 
different name and perhaps controlled by different council authorities - and not 
just from the conditions in the area their street falls into for census purposes. 
Level of geographic aggregation lies at the core of this issue; a finer geographical 
scale does not necessarily hold the answer. While, in terms of what constitutes 
people's perceptions of a community or a neighbourhood, wards may do better 
than constituencies, that does not necessarily imply that postcode sectors or 
postcodes (commonly a collection of only a few streets or houses) more closely 
approximate what people might define as neighbourhoods. Thus, while the use of 
administrative boundaries is largely arbitrary, there is no viable alternative for the 
purposes of geographic representation as there are no standardised definitions of 
neighbourhoods. Perceptions of neighbourhoods or communities may not only 
vary geographically (since, for example, a neighbourhood may be an entire village 
for the residents of a rural community or a collection of streets around a high 
street with shops and amenities for the residence of an urban community) but also 
inbetween individuals. Therefore, even a presentation of a geography common to 
all people in an area might be flawed since each individual's perception of where 
they live or what it might mean to them may differ widely. 
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Furthermore, any measure of an area's environment might still not entirely 
capture the residents' experiences, since influences to the individual are not only 
dependent upon the community where he or she lives. For example, with respect 
to levels of social integration in an area, aspects of the immediate environment 
such as features of the built environment, presence of public spaces, parks and 
local shops or activities of local community groups and residents' usual habits and 
behaviours can promote a sense of social cohesion and reciprocity amongst its 
residents. However, people commonly travel to other areas for work, for pleasure, 
to visit friends and family. Thus, influences upon people's mental health are not a 
result of only one distinct geography. People's sense of social integration can 
equally be a function of secondary environments such as the work place, friends 
or family members elsewhere or people of the same lifestyle, ethnic or religious 
background 189 While geographical or ecological studies are not designed to 
represent such multiple geographies, person-based approaches can assess what, 
and the extent to which, particular aspects of a person's environment - either 
immediate or secondary - matter, or equivalently identify those aspects that 
inhibit the development of social trust and contact. 
11.5.2. "True" area effects 
While, to quote Lochner et al (1999)182 it is unclear whether "... social capital 
merely represent(s) 'old wine in new bottles ...... what is certain is that with the 
increase in popularity of this concept, there has also been a wide interest in the 
extent to which area health inequalities are a product of "true" area effects. In a 
review with a focus on social capital and various outcomes such as crime, violence 
and homicide (however not suicide), Sampson et al have showed how the number 
of studies on the effect of area (or neighbourhood) published per year more than 
doubled in the 1990s 31° Two other reviews have presented evidence in relation to 
area contextual effects on health in general -584The latter focused only on 
evidence from 25 multilevel studies conducted up to 1998 and found that all but 
two (one of which examined effects on mental health) reported that after adjusting 
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for individual characteristics (compositional effects) there were some associations, 
albeit modest, between at least one area measure and a health outcome (contextual 
effects). In general, all three of these reviews concluded that geographical setting 
had an independent effect on levels of health over and above the composition of 
their populations. 
Area effects may not only influence overall suicide rates in particular geographic 
localities, but they may have differential effects on particular residents depending 
on their personal characteristics - such as their marital status and social class 
(cross-level interactions). Only one study has formally examined this issue in 
relation to suicide and found that the smaller the representation of an ethnic 
minority group in an area, the higher their rates of suicide232 Evidence for such 
cross-level interactions are also seen for other mental health outcomes such as 
deliberate self-harm, 22depression585 and schizophrenia 323 
This thesis found evidence of differential area effects across different age/ sex 
groups and area context such as urban-rural areas or different parts of the country. 
Evidence for interactions between individuals and area level characteristics could 
be assessed further. For example, models could investigate the extent to which the 
high rates of suicide in areas characterised as socially fragmented i. e. areas with 
high proportions of unmarried people or people living alone, apply uniformly to 
the single, divorced and married population living in these areas. While personal 
characteristics of cases such as their marital status are recorded on death 
certificates, such information was unavailable for the purposes of this thesis as it is 
classified by the ONS as confidential. Identifiability of the marital status of any of 
these deaths could be avoided by randomly assigning areas to geographically 
meaningless codes and aggregating totals within age, sex and marital status strata. 
Multilevel models offer a natural framework for modelling data with a 
hierarchical structure 14 for example individuals (level 1, individual effects) 
within wards (level 2, small-area effects) cross-classified within their group of 
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neighbouring areas (level 3, spatial autocorrelation) within constituencies (level 4, 
contextual differences in small-area effects). Statistical decomposition of effects 
into purely compositional and/or contextual may, indeed, ignore that the 
demographic composition of an area is dependent upon that area's characteristics 
(see section 11.3.1) 551, s79" 5s6 There is still great potential in such models, not only to 
investigate cross-level interactions between individuals and the environment but 
also the extent to which observed area associations differ depending on area-level 
interactions M7 For example, deprived areas in a generally deprived environment 
(as indicated by similar levels of deprivation in their neighbouring areas) may 
experience lower suicide rates than deprived areas in an affluent environment. 
Similarly, it is not clear how the effect of living in a densely populated area differs 
between such areas in a rural setting compared to those in generally urban 
environments251 
11.6. Policy implications 
Suicide prevention strategies of many nations focus on primary and secondary 
health care prevention and access to lethal means to reduce suicide 588 In Britain, 
successive government health strategies including the most recent National 
Suicide Prevention Strategy for England have set reduction targets based on 
national overall rates (all age/sex groups combined)12 In addition to recent 
differing trends in suicide rates across different age- and sex-groups, there also 
appear to be wide geographical differences. Furthermore, high or low rates seem 
to cluster geographically, suggesting that demographic, social, economic or other 
characteristics of the areas may influence a population's mental health and 
therefore its suicide experience. In a review of the contribution of geographical 
studies in the understanding of mental health, Holley concluded that "given the 
importance of geography for needs assessment and service planning, it is 
surprising that geographic study designs, which use ecological data, have not 
received greater attention as an important and viable method in assessing 
population mental health. "589 There is now evidence that long standing area health 
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inequalities are, %videning 590 Recently, the Department of Health has recognised 
suicide, and mental health in general, as one of the major contributors to these 
inequalities 591 Understanding the geography of suicide is thus vital in effectively 
addressing the observed area health inequalities. 
Identifying the characteristics of the social, economic, cultural or health-related 
environment that possibly underline the observed high rates of suicide may 
inform appropriate reduction strategies. Nationally, and across all age- and sex- 
groups, indicators of the levels of social fragmentation in an area appear 
particularly important. In the context of addressing area inequalities with area- 
based targets, it seems that for suicide prevention national reduction targets 
should focus on areas with high levels of social fragmentation. Policies that target 
only individuals may be unsuccessful if the general social, economic and cultural 
context in which health inequalities occur remained unchanged 583,586 Health 
policies should include area-based interventions that work in parallel to 
individual-based strategies 59z 593 For example, creating local employment 
opportunities for the unemployed, rehabilitation services and activity centres for 
people with anti-social and health-threatening behaviours, community programs 
and social support for the mentally ill and the elderly. 
A recent investigation of data from the British Household Panel Study raised 
questions about area-based policies to reduce health inequalities since it failed to 
find any significant contextual effects of deprivation on area levels of poor 
health. The author, nevertheless, concluded that "... although some issues can be 
addressed only through national-level policies, it is true that some problems occur 
because of local area-related factors and it is therefore appropriate to address them 
at this level". Reduction strategies may benefit further if local health authorities 
and health planners can elucidate explanations for the observed patterning of 
suicide rates particular to their regions. For instance, factors such as levels of 
unemployment or long-term illness appeared to be particularly important in some 
more rural and remote parts of the country. In addition to policies on 
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employment opportunities, social welfare and housing standards, increasing the 
sense of community in an area is possibly best achieved at a local level. Thus, local 
policies may include mental health promotion initiatives through schemes that 
aim to increase the sense of social cohesion in the most disadvantaged areas. These 
may be achieved by providing support for local groups, organising social, cultural 
and political activities, reducing crime and anti-social behaviour as well as 
enhancing residents' satisfaction with their areas, and thus boosting their sense of 
belonging, through area regeneration planning. 
continued in Volume II: 
Appendices and 
Atlas of suicide mortality and its socio-economic determinants in 
England and Wales, 1988-1994 
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