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We demonstrate that the hybrid structures consisting of a superconducting layer with an adjacent
spin-textured ferromagnet demonstrate the variety of equilibrium magnetoelectric effects originating
from coupling between the conduction electron spin and superconducting current. By deriving and
solving the generalized Usadel equation, which takes into account the spin-filtering effect we find that
a supercurrent generates spin polarization in the superconducting film which is non-coplanar with
the local ferromagnetic moment. The inverse magnetoelectric effect in such structures is shown to
result in the spontaneous phase difference across the magnetic topological defects such as a domain
wall and helical spin texture. The possibilities to obtain dissipationless spin torques and detect
domain wall motion through the superconducting phase difference are discussed.
I. INTRODUCTION
Magnetoelectric effects resulting from intrinsic spin-
orbit coupling (SOC) have been studied quite inten-
sively in different conducting materials with inversion
asymmetry1–9. The direct magnetoelectric effect which
is the generation of spin polarization by local electric
fields1–4 has been experimentally observed by the opti-
cal probes5–7,10, electronic resonance techniques11, and
direct electrical measurements12,13. Recently, it has be-
come a topic of great interest in connection with mag-
netic memory applications based on the spin-orbit torque
mechanism of magnetization switching14–19 and domain
wall motion20.
The inverse magnetoelectric effect or the spin gal-
vanic effect is the generation of charge current due to
the nonequilibrium spin polarization1. It has been ob-
served experimentally in semiconductors8,9 and normal
metals21.
The equilibrium counterparts of magnetoelectric ef-
fects discussed above exist in superconducting materials
resulting from the coupling between supercurrent and
various magnetic degrees of freedom. These can be ei-
ther magnetic moments of conductivity electrons form-
ing spin-triplet Cooper pairs or the localized spins re-
sponsible for magnetically ordered states. Up to now the
direct magneto-electric effect was reported for supercon-
ducting systems in the presence of either intrinsic22–27
or extrinsic SOC28. The inverse magnetoelectric effect
has been also predicted for systems with intrinsic SOC
and under a uniform Zeeman field as in the form of
the phase-inhomogeneous superconducting state29–34, so
as in the form of spontaneous electric current35–39. A
number of works predicted an anomalous Josephson ef-
fect, which can be viewed40 as an inverse magnetoelec-
tric effect, specific for Josephson junctions. Its essence
is that a spontaneous phase difference intermediate be-
tween 0 and pi appears in the ground state of the junc-
tion. It was proposed for interlayers with SOC under
the applied magnetic field40–54 and for noncoplanar mag-
netic interlayers50,53–62. The unified theory of anomalous
Josephson effect which combines the presence of SOC
and magnetic texture has been developed recently63.
This effect has been observed in the Josephson junctions
through a quantum dot64 and Bi2Se3 interlayer
65,66.
Given the analogy between intrinsic SOC and the
SU(2) gauge field67 which can be induced by the spatial
rotations of magnetization in ferromagnets it is natural
to expect that equilibrium magnetoelectric effect should
exist also in spin-textured superconductor/ferromagnet
(S/F) hybrid structures. However, in contrast to su-
perconducting systems with SOC, the direct magneto-
electirc effect in S/F hybrids with spin-singlet pairing
has not been obtained in the previous theoretical works.
This is despite that the possibility to produce spin-triplet
Cooper pairs in spin-textured S/F systems68,69 and under
the simultaneous presence of the homogeneous exchange
and SOC70–72 is well known and proposed to have a lot
of future applications in spintronics and superconducting
electronics73,74.
The reason for that discrepancy roots in the limita-
tions of the quasiclassical theory, which has been widely
used for the study of such systems and which neglects the
difference in the Fermi velocities and the density of states
in spin-up and spin-down subbands. Although such ap-
proximation is justified for the description of weak ferro-
magnets like dilute magnetic alloys, it generically misses
the anomalous Josephson effect54 and, as we show below,
the direct magnetoelectric effects as well.
To go beyond the limitations of quasiclassical theory,
we consider its minimal extension for a bilayer S/F sys-
tem consisting of a thin superconducting film separated
by the tunnel barrier from the strong spin-textured ferro-
magnet. We demonstrate that this system features both
the direct and inverse magnetoelectric effects. The lat-
ter produces the phase-inhomogeneous superconducting
ground state and can be used for electrical detection of
the domain wall motion and its chirality. The former
ar
X
iv
:1
81
1.
09
30
4v
2 
 [c
on
d-
ma
t.s
up
r-c
on
]  
16
 Ju
n 2
01
9
2leads to the generation of non-collinear to the local ex-
change field spin density in the superconducting film and
can be used for generating the spin torque acting on the
spin texture in the adjacent ferromagnet.
Equilibrium supercurrent-induced spin torques were
discussed previously in Josephson junctions through the
single-domain magnets44,75–78, layered systems58,79–81,
in ferromagnetic82 and spin-triplet superconductors83.
Supercurrent-driven domain wall motion in the Joseph-
son junction through strong ferromagnet was considered
in Ref.84.
Here we analyze this effect for S/F bilayers with sin-
glet superconductors and elucidate its connection with
the direct magnetoelectric effect. The current-induced
spin polarization in a superconducting film is found to
have a component perpendicular to the local magneti-
zation in the adjacent ferromagnet. Therefore, it gives
rise to the spin torque acting on the ferromagnet texture
M(r). The torque that we have found has two contri-
butions. The first one is similar to the usual adiabatic
spin-transfer torque (STT) in normal85–89 and supercon-
ducting systems84. The second part of the torque is in-
timately connected to the local chirality of the magneti-
zation texture and is analogous neither to the adiabatic
STT, nor to a non-adiabatic (anti-damping) torque90.
The paper is organized as follows. In Sec. II we discuss
essential ingredients for obtaining magnetoelectric effects
in S/F bilayers and develop a theoretical approach for
treating superconductivity in such structures. In Sec. III
the spontaneous phase gradients in the ground state of
the S/F bilayer containing a magnetization texture are
obtained and possible applications of this effect for elec-
trical detection of domain walls (DWs) and other mag-
netic defect presence, motion and chirality are discussed.
Sec. IV is devoted to the calculation and discussion of
the supercurrent-induced spin polarization in the super-
conductor and the resulting torque acting on the DW.
II. GENERALIZED USADEL EQUATION
We consider a thin (the thickness d along the z direc-
tion is much smaller than the superconducting coherence
length) superconducting film in a contact with a ferro-
magnet. The sketch of different system configurations,
which we consider, is presented in Fig. 1. The z-axis
is perpendicular to the film plane and below we denote
r = (x, y) to be 2D coordinate vector in plane of the film.
It is widely accepted in the literature that if the thick-
ness of the S film d is smaller than the superconduct-
ing coherence length ξS , the magnetic proximity effect,
that is the influence of the adjacent ferromagnet with the
magnetization M(r) on the S film can be described by
adding the effective exchange field heff (r) ∝ M(r) to
the quasiclassical Eilenberger or Usadel equation, which
is used for treating the superconductor. This was re-
ported as for metallic68,91, so as for insulating92,93 fer-
romagnets. Typically, the resulting effective exchange
field is inversely proportional to d and depends on the
true exchange field of the ferromagnet, thickness of the
ferromagnetic film and interface transparency68,91,92,94,95
Effective exchange energy values heff . ∆ have been ex-
perimentally reported for superconducting films in prox-
imity to the ferromagnetic insulator EuS96–98.
In general, the magnetic proximity effect is not re-
duced to the effective exchange only. The other terms
act analogously to additional magnetic impurities in the
superconductor94,95 and for the linearized limit consid-
ered here can be included into the depairing factor Γ, see
below.
Hence we consider the Usadel equation in the form
−iD∇(gˇ∇gˇ) +
[
Λˇ− ∆ˇ(r), gˇ
]
= 0, (1)
where gˇ ≡ gˇ(r, ω) is the momentum-averaged quasiclas-
sical Green’s function, D is the diffusion coefficient and
ω is the Matsubara frequency. The matrix gap function
is ∆ˇ(r) = ∆(r)τˆ+−∆∗(r)τˆ− with τˆ± = (τˆx± iτˆy)/2 and
the diagonal spin-dependent potential term is given by
Λˇ = Λˇ0 ≡ τˆz[iω + σˆheff (r)]. (2)
We denote σˆi and τˆi to be the Pauli matrices in spin and
particle-hole spaces, respectively.
Although Eq.(1) describes the formation of spin-
triplet superconducting correlations in the spatially-
inhomogeneous field heff (r), it completely misses the
magnetoelectric effects, which can be understood from
the following argument. In general, the supercurrent j
flowing through the system is a function of effective ex-
change field heff ∝ M and the superconducting phase
gradient ∇ϕ(r). The time reversal symmetry dictates
that j(∇ϕ,M) = −j(−∇ϕ,−M). It was shown54 that
for a system described by Eq. (1) the additional qua-
siclassical symmetry holds j(M) = j(−M). Com-
bining this with the time-reversal symmetry we obtain
j(∇ϕ) = −j(−∇ϕ). Consequently, at ∇ϕ = 0 the
anomalous supercurrent and phase-inhomogeneous su-
perconducting ground states are not allowed. To allow
for the magnetoelectric effects two conditions should be
satisfied simultaneously: (i) the magnetization M of the
ferromagnet should be noncoplanar and (ii) the magne-
tization of the ferromagnet should be treated beyond the
quasiclassical approximation Eq. (1) in order to violate
the quasiclassical symmetry j(M) = j(−M)54.
Below we demonstrate that the minimal necessary gen-
eralization of the Usadel equation allowing for describing
magnetoelectric effects is to include the ”spin-dependent
depairing” term which modifies the diagonal potential in
Eq.(1)
Λˇ = Λˇ0 + iΓsgnω(τˆz + Pσˆ) (3)
Hence the effective 2D Usadel equation in the supercon-
ducting film looks as follows
−D∂r
(
gˇ∂r gˇ
)
+
[
(ω + sgnωΓ)τˆz − iheff σˆτˆz +
sgnωΓPσˆ + i∆ˇeff (r), gˇ
]
= 0, (4)
3where ∂r = (∂x, ∂y) and the effective gap function ∆eff
can be different from ∆ due to the presence of the F layer
as described below.
Qualitatively the last term in Eq.(3) describes the sup-
pression of superconductivity in the film due to spin-
dependent tunneling of electrons forming Cooper pairs
into the adjacent normal ferromagnet and Γ is the ef-
fective depairing parameter. The polarization P de-
scribes the efficiency and quantization axis of the spin-
filter which acts on the electrons during the tunnelling be-
tween the superconductor and adjacent layer, ferromag-
netic or normal. It is just the polarization term P that
allows for violating the symmetry j(M) = j(−M). The
reason is that in order to obtain P 6= 0 one needs to treat
the exchange field of the spin-filter layer (a strong metal-
lic ferromagnet or a ferromagnetic insulator) beyond the
quasiclassical approximation or, in other words, to take
into account the splitting of spin-up and spin-down mo-
menta inside this layer.
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FIG. 1. Sketch of systems under consideration. The left fig-
ure represents a possible realization of S/F bilayer consisting
of a conventional superconducting film and a strong ferromag-
net. The right figure is a possible realization of a S/F bilayer
with a weak ferromagnet and a spin-filtering interface. The
spin filtering interface and the ferromagnet are separated by
the superconducting film in order to allow for misaligned mag-
netizations of these magnetic layers. The considered magnetic
texture configurations are shown in the bottom of the figure.
Below by two examples of S/F bilayers with spin-
filtering interface we elucidate the physical origin of the
spin-filtering term in Eq.(3). The first example, repre-
sented in Fig. 1(a), is a bilayer system consisting of a
superconducting film thinner than the coherence length
and a strong ferromagnet. The S/vacuum interface at
z = d is described by the impenetrable boundary con-
ditions gˇ∂z gˇ
∣∣
z=d
= 0. The S/F interface is located at
z = 0 and has low transparency. This interface can be
described by the general boundary conditions contain-
ing spin-mixing and spin-filtering terms93–95. Up to the
first order with respect to the spin-mixing angle δφn,
transmission probability Tn and transmission polariza-
tion Pn corresponding to the n-th transmission channel,
these boundary conditions are:
gˇ∂z gˇ
∣∣
z=0
= [ΓˆgˇF Γˆ
†, gˇ]− i Gφ
2σS
[(mσˆ)τˆz, gˇ], (5)
where Γˆ = uτˆz + t(σˆh)/h. The spin-dependent tunnel-
ing coefficients are determined by u2 + t2 = GT /2σS and
2ut = GMR/2σS where σS is the normal-state conduc-
tivity in the S region, GT = Gq
∑
n Tn is the junction
conductance, GMR = Gq
∑
n TnPn accounts for the dif-
ference of the junction conductances for spin up and spin
down electrons and Gφ = Gq
∑
n δφn is the total spin-
mixing conductance of the junction resulting from the
different phases picked up by the electrons upon reflect-
ing the interface. Here Gq = e
2/h is the conductance
quantum and we sum over all the transmission channels.
Note that as shown in Ref.95 the spin-mixing term in
Eq.(5) in general is characterized by the spin quantiza-
tion axis non-collinear with that of the spin-filtering term
m ∦ h. For low-transparent S/F interfaces we can safely
neglect the proximity effect in the ferromagnet and use
gˇF = sgnωτˆz in Eq.(5). This assumption is correct pro-
vided the GT  σS/ξS where ξS =
√
D/2piTc is the
coherence length in the S region and Tc is the supercon-
ductor critical temperature. Under these conditions the
thickness of the F layer in this model can be arbitrary.
The Usadel equation in the superconducting film reads:
−D∇ (gˇ∇gˇ) + [ωτˆz + i∆ˇ(r), gˇ] = 0, (6)
Due to the condition d < ξS we can consider gˇ as spa-
tially constant in the z-direction in the superconducting
film. Hence integrating Eq. (6) from z = 0 to z = d
and using Eq. (5) we obtain the effective Usadel Eq.(4)
with Γ = D(t2 + u2), polarization P = 2Duth/(hΓ) and
the effective exchange field is determined by the spin-
mixing angle heff = mDGφ/2σS . In this case the gap
function is not affected ∆eff = ∆. One can see also
that in general heff ∦ P because the spin-rotation and
spin-polarization axes of the interface are not necessarily
collinear95. In general, if the S/F interface transparency
is not low, the proximity effect in the ferromagnet can be
essential and in this case the effective parameters Γ, heff
and P can become dependent on the quasiparticle energy.
However, even in this case it is the P -term that violates
the symmetry j(M) = j(−M) and accounts for mag-
netoelectric effects. The same generalized Usadel Eq.(4)
for system in Fig. 1(a) can be obtained using less gen-
eral model based on the tunneling Hamiltonian approach.
The corresponding derivation is shown in Appendix.
Further we consider the second model system, which
is sketched in Fig. 1(b). The system includes a singlet
superconductor at d > z > dF and a weak ferromagnet
at dF > z > 0 with the exchange field h εF , where εF
is the Fermi energy. Both layers are thinner than the cor-
responding coherence lengths dS < ξS and dF <
√
D/h.
Assuming that the S/F interface is fully-transparent we
follow the approach suggested in Ref.68 and treat the
whole S/F bilayer as an effective ferromagnetic super-
conductor with the order parameter ∆eff = (dS/d)∆
and the exchange field heff = (dF /d)h. In this case the
bilayer is described by the standard Usadel equation:
4∇ (Dgˇ∇gˇ) = [ωτˆz − iheff (r)σˆτˆz + i∆ˇeff (r), gˇ] , (7)
In principle, one can assume that the diffusion coefficient
D here is different in F and S layers D(z < dF ) = DF
and D(z > dF ) = DS . Eq. (7) should be supplemented
by the boundary conditions at z = 0 and z = d. As usual
at the impenetrable F/vacuum interface z = 0 we have
gˇ∂z gˇ|z=0 = 0. The interface at z = d is formed by the
spin-filtering barrier between the superconductor and the
normal metal characterized by different tunnel conduc-
tances for spin up and spin down electrons. It is described
by the boundary conditions Eq. (5) with Gφ = 0. Such
model for the spin-filtering interface has been widely used
in works on SFS Josephson junctions54,62,99,100 and trans-
port phenomena in superconductors with spin-splitting
field101
gˇ∂z gˇ
∣∣
z=d
= −[ΓˆgˇN Γˆ†, gˇ], (8)
where the matrix Γˆ is the same as in Eq.(5). Assuming
that tunneling interface at z = d has low transparency we
neglect the proximity effect in the normal metal layer at
z > d. Thus the thickness of this layer can be arbitrary
and the Green’s function there is taken in the form gˇN =
sgnωτˆz. Integrating Eq. (7) from z = 0 to z = d with
the boundary conditions (8) we again arrive at Eq.(4).
In this case the diffusion coefficient is also determined
by the effective thickness-averaged value D = (DSdS +
DF dF )/d.
Having obtained generalized Usadel Eq.(4) from three
different models we conclude that it is quite general re-
sult which allows describing the interaction of supercon-
ducting order with non-uniform magnetic textures and
spin-polarized transport.
III. ANOMALOUS GROUND STATE PHASE
SHIFTS IN S/F BILAYERS CONTAINING SPIN
TEXTURES
Here we consider the inverse magnetoelectric effect in
a S/F bilayer containing a magnetic texture. While the
general consideration is valid for an arbitrary texture de-
pending on the only spatial coordinate x, we focus on
two particular examples of the magnetic helix and the
head-to-head domain wall.
The magnetization texture is described by
h = h(cos θ, sin θ cos δ, sin θ sin δ), (9)
where in general the both angles depend on x-coordinate.
Let’s make the spin gauge transform in Eq. (4) in or-
der to work in the reference frame where the quantiza-
tion axis is aligned with the local magnetization direc-
tion: gˇ = UgˇlU
† with U†heff (r)σˆU = heff σˆz. Then we
obtain from Eq. (4):
−D∂ˆr
(
gˇl∂ˆr gˇl
)
+
[
(ω + sgnωΓ)τˆz − iheff σˆz τˆz +
sgnωΓP˜ σˆ + i∆ˇ(r), gˇl
]
= 0, (10)
where ∂ˆr = ∂r + i
[
MSk σˆkmS , ...
]
is the gauge-covariant
derivative with MSkj = Tr[σˆkU
†∂jU ]/2imS and P˜ σˆ =
U†PσˆU is the interface polarization term in the local
spin basis. In general P˜ depends on the x-coordinate
even if P is spatially independent.
The spin rotation is given by
Uˆ = e−iσˆxδ/2e−iσˆzθ/2e−iσˆypi/4. (11)
In this considered case when the magnetization texture
only depends on the x-coordinate the gauge field can be
written as follows:
MSkxσˆkmS = aσˆ, (12)
where a = 12 (∂xθ, (∂xδ) sin θ,−(∂xδ) cos θ) is a vector in
spin space. The other components of the spin gauge field
MSky and M
S
kz are zero.
First we assume that P is aligned with h and solve
the effective Usadel equation (10) in the S film. For sim-
plicity we consider the linearized version of this equation
valid near the critical temperature. The linearized Us-
adel equation for the anomalous Green’s function fˆl =
f0σˆ0 + fσˆ takes the form [we consider ω > 0, for
ω < 0 the solutions can be obtained as f0(ω) = f0(−ω),
f(ω) = −f(−ω)]:
− D
2
∂2xf + (ω + Γ + 2Da
2)f + 2D[a× ∂xf ]+ (13)
D[∂xa× f ] + iΓP [ez × f ]− 2D(af)a− ihefff0ez = 0,
− D
2
∂2xf0 + (ω + Γ)f0 − ihefffz − i∆ = 0. (14)
The general expression for the current reads
jx =
ipiT
2eρN
∑
ω>0
{
Tr2
[
fˆl∂x
ˆ˜
fl − ˆ˜fl∂xfˆl
]
+ 8(f × f˜)a
}
,
(15)
where ρN = 1/(2e
2NFD) is the resistivity of the super-
conducting film in the normal state.
The electric current can be represented as the sum of
the ordinary jo and anomalous ja parts. The ordinary
and anomalous contributions are given by the first and
the second terms in the curly brackets in Eq.(15). The
anomalous contribution is defined as the current in the
absence of the phase difference ja = j(∂xϕ = 0). Now
our goal is to find the anomalous current, that is to solve
Eqs. (13)-(14) at ∂xϕ = 0. We solve Eqs. (13)-(14) in the
approximation of spatially slow magnetic texture with
the characteristic length scale dW  ξS . The solution
up to the leading order in the parameters ξS/dW and
ΓP/(ω + Γ) takes the form:
f0 =
i∆(ω + Γ)
(ω + Γ)2 + h2eff
, (16)
fz =
−∆heff
(ω + Γ)2 + h2eff
, (17)
5fx,y = − Dfz
(ω + Γ)
[
±∂xay,x − 2azax,y −
iΓP
(ω + Γ)
(
∂xax,y ± 2azay,x
)]
. (18)
The function components f˜i can be obtained from the
corresponding expressions for fi with the substitution
∆ → −∆, P → −P and ϕ → −ϕ. It is seen from
Eq. (18) that fx,y are of the second order with respect
to ξS/dW ≡
√
D/2piT/dW . The components f0,z also
contain second order in ξS/dW contributions, but they
do not contribute to the anomalous current ja.
Substituting Eqs. (16)-(18) into the Eq. (15) we obtain
the following expressions for the ordinary and anomalous
currents:
ja(x) = (19)
− 8piTDΓP
eρN
∑
ω>0
f2z
(ω + Γ)2
[
(∂xa× a)z + 2az(a2x + a2y)
]
jo = −2piT
eρN
∑
ω>0
[f20 + f
2
z ]∂xϕ0 (20)
The ground state of the system is determined by the con-
dition of zero total electric current jo + ja = 0. Using
Eqs.(19), (20) we obtain the ground state that supports
the gradient of superconducting phase
∂xϕ0 =
jaeρN
2piT
∑
ω>0
[f20 + f
2
z ]
. (21)
Magnetic helix. Now we consider the special case of
magnetic texture in the form of a helix. In this case
dθ/dx = 0 and dδ/dx = 2piκ/L, where L is the spatial
period of the helix and κ = ±1 determines its chirality.
∂xϕ0 = 8pi
3 cos θ sin2 θ
κDΓP
L3

∑
ω>0
f2z /(ω + Γ)
2∑
ω>0
[f20 + f
2
z ]

(22)
One can see that in this case the ground state of the su-
perconductor corresponds to the helical state - the super-
conducting state with zero supercurrent and a constant
phase gradient ∇ϕ = ∂xϕ0ex. Earlier the helical state
has already been predicted for superconducting systems
with intrinsic spin-orbit coupling and under a uniform
Zeeman field29–34. Here we report that this state can
be also realized in S/F spin-textured bilayers without an
intrinsic spin-orbit coupling. It is important that the he-
lical state can only appear for conical ferromagnets where
the magnetization is noncoplanar. In case of a spiral fer-
romagnet with θ = pi/2 the anomalous phase gradient
is zero as can be seen from Eq. (22). Indeed, the exact
solution for the superconducting state in the presence
of the spiral exchange field has been investigated102 and
only homogeneous superconductivity was predicted. It is
also worth to note here that, while looking quite similar,
this state is in sharp contrast to the famous Fulde-Ferrel-
Larkin-Ovchinnikov (FFLO) state103,104, where the di-
rection of the phase gradient is not fixed by the exchange
field. Here the direction of the phase gradient is strictly
fixed by the magnetization texture.
Introducing the orthogonal vectors ( hˆ ≡ h/h):
nδ = −∂δhˆ/ sin θ (23)
nθ = −(∂xnδ∂θhˆ)∂θhˆ, (24)
which are also orthogonal to h, we can also rewrite
Eq. (22) in the form:
∂xϕ0 = 4pi
2χintP sin
2 θ
DΓ
L2

∑
ω>0
f2z /(ω + Γ)
2∑
ω>0
[f20 + f
2
z ]
 ,(25)
where χint = hˆ(nθ×nδ) = (2piκ/L) cos θ is the invariant,
describing the internal chirality of the helix. Pχint is the
same chiral invariant which was introduced in Ref. 62 to
describe the anomalous Josephson effect in S/F/S junc-
tions with a helix magnetic interlayer. It illustrates the
universality of the chiral nature of the inverse magneto-
electric effect in superconducting hybrids with textured
ferromagnets.
Eqs. (22) and (25) describe the helical state in the limit
of slow helices ξS/L 1. The dependence of ∂xϕ0 on the
inverse helix period in more general case of arbitrary L
(still larger than the atomic scales) is presented in Fig. 2.
It is seen that that maximal values of the phase gradient
are reached for helices with the period L ∼ 2piξS . The
nonmonotonic dependence of ∂xϕ0(L
−1) can be under-
stood as follows. At L−1 → 0 the value of the effective
spin-orbit coupling a also tends to zero. In this case the
anomalous current at zero phase gradient vanishes, as it
is seen from Eq. (15). Therefore the reason for the phase
gradient disappears. In the opposite limit ξS/L 1 the
helix magnetization oscillates too rapidly in the (y, z)-
plane and averages to zero value at the spatial scales
∼ ξS . The superconductor cannot respond at scales much
smaller than ξS and, therefore, anomalous Green’s func-
tions behave as in the homogeneous exchange field along
the x-axis. In this case the exchange field is coplanar and
magnetoelectric effects should vanish.
Fig. 2(b) also demonstrates that the stronger the spin-
dependent part of the depairing PΓ the larger the phase
gradient of the helical state. In fact, the dependence
∂xϕ0(Γ) is nonmonotonous and |∂xϕ0| is strongly reduced
at Γ > Tc. But this part of the curve ∂xϕ0(Γ) is not
plotted because the superconductivity by itself is already
suppressed at such strong depairing factors.
Domain wall. Further we consider a domain wall case.
Previous consideration within the quasiclassical theory
did not find spontaneous phase differences105. For defi-
niteness we focus on the head-to-head domain wall with
θ(x)→ 0, pi at x→ ∓∞.
If the wall is coplanar, what is equivalent to the con-
dition ∂xδ = 0, then ja = 0, as it can be easily seen from
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FIG. 2. (a) ∂xϕ0 as a function of the inverse helix period L
−1
for different heff . Γ = 0.4Tc. (b) ∂xϕ0 as a function of Γ for
different heff . 2piξS/L = 1. For the both panels P = 0.5,
θ = pi/3.
Eq. (19) and the definition of vector a. In this case the
magnetoelectric effect is absent and the ground state of
the superconductor is a homogeneous state with a spa-
tially constant phase.
If the DW is characterized by non-coplanar magneti-
zation distribution, that is ∂xδ 6= 0, then ja 6= 0 and be-
tween any points x1 and x2 of the superconductor in the
ground there is a phase difference, which is to be calcu-
lated as
x2∫
x1
∂xϕ0(x)dx, where ∂xϕ0 is defined by Eq. (21).
It is obvious that this phase difference is zero far from the
DW, but is finite if the DW is located inside the region
between x1 and x2. The noncoplanarity of the wall can
be caused by different reasons. For example, it can be
induced by the supercurrent moving the DW, or it can
be just due to the contact between the ferromagnet and
the superconductor, because in this case it is energeti-
cally more favorable to disturb the initial wall texture in
order to reduce stray fields penetrating the superconduc-
tor. In any of the described cases the resulting magne-
tization structure and the ground state phase difference
can be calculated, but this problem is beyond the scope
of the present work. Instead, here we consider the case of
the externally induced noncoplanarity in the system and
demonstrate that in this case the resulting ground state
phase difference is also governed by a chiral invariant.
The simplest model system where the external (not
caused by the internal chirality of the ferromagnet tex-
ture) chiral invariant takes place is sketched in Fig. 1(b).
It is assumed that the wall is coplanar, but the polariza-
tion P of the spin-filtering interface is not fully aligned
with the ferromagnet magnetization.
In order to obtain nonzero anomalous current ja for
the considered case of external chirality it is enough to
find the anomalous Green’s functions up to the zero order
in ξS/dW . Then the linearized Usadel equations for the
anomalous Green’s function take the form:
D
2
∂2xf − (ω + Γ)f + ihefff0ez − iΓ[P˜ × f ] = 0, (26)
D
2
∂2xf0 − (ω + Γ)f0 + ihefffz + i∆ = 0. (27)
The solution of these equations up to the first order
with respect to |P˜ (x)|Γ/(ω + Γ) can be written in the
compact form:
f⊥ =
−iΓfz
(ω + Γ)
[P˜ × ez], (28)
where f⊥ = (fx, fy, 0) is the component of the triplet
anomalous Green’s function f in plane perpendicular to
the local quantization axis. The components fz and f0
are expressed by Eqs. (17) and (16), respectively.
For the coplanar domain wall a = (1/2)(dθ/dx)ex and
the anomalous current can be expressed as
ja(x) =
4piTΓ
eρN
∑
ω>0
f2z
ω + Γ
(
P [∂xhˆ× hˆ]
)
. (29)
The corresponding ground state phase gradient can be
found according to Eq. (21). The total phase difference
acquired in the superconductor due to the DW presence
can be found as ∆ϕ0 =
∞∫
−∞
∂xϕ0dx and takes the form:
∆ϕ0 = 2piΓ|P⊥|χex
∑
ω>0
f2z /(ω + Γ)∑
ω>0
[f20 + f
2
z ]
, (30)
where χex = sgn
[
P (∂xhˆ× hˆ)
]
, P⊥ is the component of
the polarization vector P perpendicular to the DW plane.
We see that the ground state phase difference acquired
by the superconductor due to the presence of the DW
in the ferromagnet is controlled by the external chirality
invariant χex, which is only nonzero if the polarization
P of the spin-filtering interface has the component per-
pendicular to the wall plane.
Eq. (30) gives the ground state phase difference at the
domain wall in the limit of wide DW dW  ξS . Beyond
this limit our analytical treatment is inapplicable, but the
result of the numerical calculation is presented in Fig. 3.
It is seen that the maximal phase difference is acquired
at wide walls with dW  ξS , when ∆ϕ0 tends to the
analytical answer expressed by Eq. (30).
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FIG. 3. Phase difference acquired at the DW in case of ex-
ternal chirality (see text) as a function of d−1W . (a) Different
curves correspond to different heff , P = 0.5. (b) Different
curves correspond to different P , heff = 0.5Tc. For the both
panels Γ = 0.4Tc.
In principle, there can be also a contribution to the
anomalous current from the vector potential of the stray
fields generated by the DW. However, this contribution
depends on the y-coordinate and should be zero after
averaging over it. Therefore, the averaged over the y-
coordinate phase difference is still given by considered
magnetoelectric effect even if the stray fields are taken
into account.
In general the discussed above phase difference aris-
ing in a superconductor due to the magnetoelectric effect
provides the connection between the the magnetic tex-
ture and the condensate phase. In particular, it opens
a way to detect electrically time-dependent textures (for
example, moving domain wall and other magnetic de-
fects) via the relation V = (~/2e)∂t∆ϕ. It is interesting
that such an electrical detection resolves not only the
defect movement, but also its chirality. The detailed in-
vestigation of this problem is beyond the framework of
this work and we postpone it for a future study.
IV. DIRECT MAGNETOELECTRIC EFFECT IN
S/F BILAYERS AND THE RELATED TORQUE
Here we consider the direct magnetoelectric effect in
S/F bilayers, that is the generation of an equilibrium spin
polarization in response to a supercurrent. The induced
polarization is found to have a component perpendicular
to the ferromagnet magnetization and, therefore, gives
rise to a torque acting on the ferromagnet texture M(r).
Further we study the torque in details.
Our first goal is to find the supercurrent-induced spin
polarization in the superconductor m = −2µBs, where
s is an electron spin. In terms of the linearized quasi-
classical Green’s function in the fixed spin basis it can be
calculated as follows:
m =
−ipiµBNF
2
T
∑
ω>0
Tr2
[
σˆ(fˆ
ˆ˜
f +
ˆ˜
ffˆ)
]
. (31)
If we define the spin vectors αi for i = x, y, z as αiσˆ =
U†σˆiU , then in terms of the quasiclassical Green’s func-
tion in the local spin basis Eq. (31) can be written as
follows:
mi = −2ipiµBNFT
∑
ω>0
αi(f0f˜ + f˜0f). (32)
In order to calculate the induced electron magnetization
according to Eq. (32) we have to find the anomalous
Green’s functions in the local spin basis up to the first
order in the applied supercurrent, or in other words, up
to first order in the superconducting phase gradient ∂xϕ.
We start from the linearized Usadel equations, valid for
the case of an arbitrary directed polarization of the spin-
filtering interface:
D
2
∂2xf − (ω + Γ + 2Da2)f −D
(
[∂xa× f ] + 2[a× ∂xf ]
)
−
iΓ[P˜ × f ] + 2D(af)a = −ihefff0ez, (33)
D
2
∂2xf0 + ihefffz + i∆(x) = (ω + Γ)f0. (34)
Assuming that ∆(x) = ∆eiϕ(x) and performing the
transformation fˆl = fˆhe
iϕ(x), up to the first order in ∂xϕ
and up to the first order in ξS/dW Eqs. (33)-(34) take
the form
D
2
∂2xfh − (ω + Γ)fh − 2iD∂xϕ[a× fh]− iΓ[P˜ × fh] =
− ihefffh0ez, (35)
D
2
∂2xfh0 − (ω + Γ)fh0 + i∆ = −ihefffhz (36)
The solution of these equations up to the first order in
PΓ/(ω + Γ) takes the form
fhz = fz
(
1 +
4D∂xϕΓ
(ω + Γ)2 + h2eff
a⊥P˜⊥
)
, (37)
fh0 = f0 +
iheff
(ω + Γ)
4D∂xϕΓfz
(ω + Γ)2 + h2eff
a⊥P˜⊥, (38)
fh⊥ = f⊥ − 2i∂xϕD[a× ez]fz
ω + Γ
− (39)
2∂xϕDΓfz
(ω + Γ)2
[
azP˜⊥ + P˜za⊥
]
,
8where fz, f0 and f⊥ are defined by Eqs. (17), (16) and
(28), respectively. P˜⊥ is the component of the vector
P˜ , which is perpendicular to the local direction of the
ferromagnet magnetization. a⊥ is defined in the same
way. The anomalous Green’s function
ˆ˜
fh can be obtained
from Eqs. (37)-(39) with the substitution ∆→ −∆, P →
−P and ∂xϕ→ −∂xϕ.
Substituting the anomalous Green’s functions into
Eq. (32) we obtain the following result for the
supercurrent-induced electron magnetization:
m = 4piµBNFTD∂xϕ
∑
ω>0
fz
(ω + Γ)[(ω + Γ)2 + h2eff ]
×
Γ∆
{
(∂xhˆ× hˆ)(P hˆ)− δ′ cos θP˜⊥
}
. (40)
Here we have only written the magnetization component,
which is perpendicular to the local direction of the fer-
romagnet hˆ because it is this component that gives rise
to a torque N acting on the ferromagnet magnetization.
The torque can be calculated as follows:
N = 2hβ(hˆ×m), (41)
where β = heff/h < 1 is the dimensionless coefficient
between the actual exchange field of the ferromagnet h
and the effective exchange field heff , which is induced in
the superconductor due to the magnetic proximity effect.
Substituting m from Eq. (40) the torque can be written
as
N = bj∂xhˆ+ cjχint(P˜⊥ × hˆ), (42)
cj = piµBNFTD∂xϕ
∑
ω>0
8βhΓ∆fz
(ω + Γ)[(ω + Γ)2 + h2eff ]
,
(43)
bj = cj(P hˆ), (44)
Here χint is the local internal chirality of the ferromag-
net texture, defined in the same way as for the magnetic
helix case:
χint = δ
′ cos θ = hˆ(nθ × nδ), (45)
with nδ and nθ defined by Eqs. (23)-(24). The expression
for coefficient cj (43) can be rewritten in terms of the
supercurrent flowing via the superconductor:
cj = −2βΓ∆µBhj× (46)∑
ω>0
fz
(ω + Γ)[(ω + Γ)2 + h2eff ]
/∑
ω>0
(f2h0 + f
2
hz),
where up to the leading order in ξS/dW we have neglected
the anomalous current ja.
The first term in Eq. (42) represents the adiabatic spin
transfer torque (STT). Typically the adiabatic STT is
determined by the transfer of the angular momentum
from the current-carrying electrons to the ferromagnet
magnetization. Thus coefficient bj is proportional not
only to the electric current j, but also the degree of its
spin polarization.
Here the microscopic origin of the adiabatic STT is dif-
ferent. First let us consider the case when P is aligned
with the ferromagnet magnetization. Then P˜⊥ = 0 and
the adiabatic STT is the only contribution to the torque
in the system. It can be demonstrated that in this case
the spin current through the system is zero to the con-
sidered accuracy. Therefore, the electric current is not
spin polarized and the torque is not connected to the
derivative of the spin current, that is to the spin transfer
from the current-carrying electrons to the magnetization.
Its mechanism is connected to the creation of current-
induced spin-resolved DOS in the superconductor in the
region contacted to the textured area of the ferromagnet.
Therefore, it is specific only for superconducting systems
and can also be relevant as for hybrid superconducting
systems with ferromagnetic metals, so as for hybrids with
ferromagnetic insulators.
If P is not fully aligned with the ferromagnet mag-
netization, the other part of the torque, expressed by
the second term in Eq. (42) can appear. In general, it
has components as along the direction ∂xhˆ, so as along
the perpendicular direction hˆ × ∂xhˆ. But it cannot be
included neither to the adiabatic STT, nor to the non-
adiabatic STT, because it is proportional to the local
internal chirality of the structure χint and, consequently,
vanishes for coplanar ferromagnetic textures.
V. CONCLUSIONS
We have studied the direct and inverse magnetoelectric
effects in thin film S/F bilayers with spin-textured ferro-
magnets. The generalized Usadel equation, which allows
for description of the magnetoelectric effects, is formu-
lated. The inverse magnetoelectric effect leads to the
formation of the phase-inhomogeneous ground state in
the superconducting film due to the exchange interaction
of spin-triplet Cooper pairs with non-coplanar magnetic
texture. This effect can be used for electrical detection
of DW motion.
The direct magnetoelectric effect induces a stationary
spin polarization of the superconducting condensate in
the presence of the applied supercurrent and the non-
coplanar spin texture. The direction of induced Cooper
pair spin is non-collinear with the local magnetization
in the adjacent ferromagnetic layer. Therefore exchange
interaction of the induced electron spin and the ordered
magnetic moments acts as a spin torque on the ferromag-
net magnetization. This torque consists of two parts.
The first one is similar to usual adiabatic spin-transfer
torque, and the second one is connected to the local chi-
rality of the magnetic texture. The chirality-sensitive
term in the spin torque can be mediated only by the spin-
triplet superconducting correlations since it is generically
9absent in the normal state. The found superconduct-
ing spin torque in S/F bilayers can be used in spintron-
ics for the low-dissipative electric current-controlled ma-
nipulation with positions of domain walls and magnetic
skyrmions.
Note added: after this work was submitted for publi-
cation the related work considering the inhomogeneous
phase state in S/F bilayers with magnetic helix was
published106
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Appendix A: Derivation of the generalized Usadel
equation in the framework of tunneling hamiltonian
approach
Here we assume that the S/F bilayer consists of a con-
ventional superconducting film and a strong ferromagnet
with the exchange field h ∼ εF , as depicted in Fig. 1(a).
Further our goal is to derive the effective Eilenberger
equation in the S film reducing the influence of the ferro-
magnet to the effective self-energy terms in this equation.
The Hamiltonian of the system takes the form:
Hˆ =
∫
F
drHˆF +
∫
S
drHˆS +
∫
I
drHˆT , (A1)
where the first, second integrals are taken over the fer-
romagnetic, superconducting volumes, respectively. The
third term describes tunneling and the integral there is
taken over the interface assumed to be located at z = 0
plane. The ferromagnet can be either a three-dimensional
one occupying the space at z < 0 or the two-dimensional
locating at the same plane as the interface. The Hamil-
tonians of the each region are given by
HˆF = ψˆ
†
[
− ∇
2
2mF
− µ− h(r)σˆ + Vi
]
ψˆ (A2)
HˆS = ψˆ
†
[
− ∇
2
2mS
− µ+ Vi
]
ψˆ + (∆ψ†↑ψ
†
↓ + hc) (A3)
HˆT = ψˆ
†(z = −0)tˆψˆ(z = +0) + hc . (A4)
Here the operators ψˆ(z = ±0) are taken on the su-
perconductor/ferromagnet side respectively and Vi is
the random impurity potential. We consider the sim-
plest model, where the hopping elements are momentum-
independent, but they are assumed to be spin-dependent
and parametrized as tˆ = tiσˆi. The thin superconducting
film is assumed to be effectively two-dimensional.
We construct Green’s function using the spin-Nambu
bispinors
Ψˆ =
(
ψˆ↑, ψˆ↓,−ψˆ†↓, ψˆ†↑
)T
(A5)
Let’s introduce the retarded Green’s functions in the
superconductor and ferromagnet:
GˇS,F (r, r
′, t, t′) = −iθ(t− t′)τˆz〈{ΨˆS,F (r), Ψˆ†S,F (r′)}〉,
(A6)
and the tunnel Green’s function
GˇT (r, r
′, t, t′) = −iθ(t− t′)τˆz〈{ΨˆF (r), Ψˆ†S(r′)}〉. (A7)
Then the coupled Gor’kov equations for Gˇs and GˇT
take the form:[
ετˆz +
∇2
2mS
+ µ− V Si − ∆ˇ(r)
]
GˇS −
tˇGˇT = δ(r − r′) , (A8)
[
ετˆz +
∇2
2mF
+ µ− V Fi + h(r)σˆτˆz
]
GˇT − tˇGˇS = 0 ,(A9)
where ∆ˇ(r) = ∆τˆ+ − ∆∗τˆ−, and tˇ = tˆ(1 + τˆz)/2 +
σˆy tˆ
∗σˆy(1− τˆz)/2.
To work in the reference frame where the quantization
axis is aligned with the local magnetization direction let’s
make the spin gauge transformation in Eqs. (A8) and
(A9): GˇS,T = UGˇS,T,lU
† with U†h(r)σˆU = hσˆz. Then
we obtain from Eq. (A9):[
ετˆz +
∇2
2mF
+ µ− V Fi + hσˆz τˆz +
iMFkj σˆk∂j
]
GˇT,l − tˇlGˇS,l = 0 , (A10)
where MS,Fkj = Tr[σˆkU
†∂jU ]/2imS,F and tˇl = U†tˇU
is the hopping matrix in the local basis. Further we
make a natural assumption that in this local spin ba-
sis tˆl = t↑(1 + σˆz)/2 + t↓(1 − σˆz)/2 is a diagonal ma-
trix. Physically it means that the interface has only
spin-filtering properties, but does not rotate spin. Ad-
ditionally we assume t↑,↓ to be real. In this case tˇl =
tˆl(1 + τˆz)/2 + σˆy tˆlσˆy(1− τˆz)/2.
We also can perform the impurity averaging in
Eq. (A10), what results in appearing of the impurity
self-energy ΣˇS,F (r) = (1/2piτNF )GˇS,F (r, r, z, z) in the
Gor’kov equations. Then denoting H0 = ετˆz+
∇2
2mF
+µ−
ΣˇF + hσˆz τˆz −MFkj σˆk∂j and introducing the ferromagnet
Green’s function as a solution of the equation:
H0(r, z)GˇF,0(r, r
′, z, z′) = δ(r − r′)δ(z − z′) , (A11)
we obtain
GˇT,l(r, r
′) =∫
d2r′′GˇF,0(r, r′′, z = z′ = 0)tˇlGˇS,l(r′′, r′) . (A12)
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For a 2D ferromagnet the dependence on the z-coordinate
should be omitted.
Substituting Eq. (A12) into the spin gauge transformed
and averaged over the impurities version of Eq. (A8), we
obtain[
ετˆz +
∇2
2mS
+ µ− ΣˇS + iMSkj σˆk∂j − ∆ˇ
]
GˇS,l −∫
d2r′′tˇlGˇF,0(r, r′′, z = z′ = 0)tˇlGˇS,l(r′′, r′) =
δ(r − r′), (A13)
Performing in Eq. (A13) the Fourier transformation
(r − r′)→ p and subtracting from Eq. (A13) the analo-
gous equation acting on r′, to the quasiclassical accuracy
we obtain:
ip
m
∇RGˇS,n(R,p) +
[
ετˆz − ΣˇS −MSkj σˆkpj − ∆ˇ(R), GˇS,l
]
−
[
tˇlGˇF,0(R,p, z = z
′ = 0)tˇl, GˇS,l
]
= 0 , (A14)
where R = (r + r′)/2. Let’s find the explicit form of
GˇF,0 from Eq. (A11). We consider only zero-order terms
with respect to spin gauge field Mkj in this equation. In
other words, we neglect the terms of the order of t2Mkj
with respect to Mkj in Eq. (A14). In this approximation
for the 3D ferromagnet we obtain:
GˇF,0(p, z = z
′ = 0) =
[ −i
|v↑,z|+ i2τF |p↑,z|
1 + σˆz
2
+
−i
|v↓,z|+ i2τF |p↓,z|
1− σz
2
]1 + τˆz
2
+
[ i
|v↓,z| − i2τF |p↓,z|
1 + σz
2
+
i
|v↑,z| − i2τF |p↑,z|
1− σˆz
2
]1− τˆz
2
, (A15)
where |pσ,z| =
√
2mF (µ+ σh− p
2
S
2mF
) and pS is the 2D
momentum in the superconductor. τF - is the impurity
scattering time in the ferromagnet.
For the case of the 2D ferromagnet one can obtain:
GˇF,0(p) =
[
GF↑
1 + σˆz
2
+GF↓
1− σˆz
2
]1 + τˆz
2
+[
G˜F↓
1 + σˆz
2
+ G˜F↑
1− σˆz
2
]1− τˆz
2
, (A16)
where GF↑,↓ = 1/(ε− ξF ± h+ i2τF ) and G˜F↑,↓ = 1/(−ε−
ξF ± h− i2τF ).
Substituting Eq. (A15) or (A16) into Eq. (A14) and in-
tegrating it near the Fermi surface of the superconductor,
we obtain the following effective Eilenberger equation in
the superconducting film:
ivS∂r gˇS,l(r,pS) +
[
(ε+ iΓ)τˆz + iΓzσˆz − ΣˇS −
MSkj σˆkpS,j − ∆ˇ(r) + heff σˆz τˆz, gˇS,l
]
= 0 , (A17)
where pS is the 2D Fermi momentum in the supercon-
ductor. We see that the influence of the interface with
the ferromagnet on the properties of the superconducting
film can be described by the effective parameters Γ, heff
and Γz and the SU(2) gauge fieldMkj , which results from
the magnetization texture and enters Eq. (A17) exactly
in the same way as the linear in momentum SO coupling
does. Eilenberger equation in the form of Eq. (A17) is
valid as for the 3D, so as for the 2D ferromagnet contact-
ing the thin superconducting film. Physically Γ accounts
for the leakage of the superconducting correlations into
the nonsuperconducting region and is still there even if
we change the ferromagnet by the normal metal. heff is
an effective Zeeman field. Γz is nonzero only for strong
ferromagnets and vanishes in the zero order with respect
to h/εF , when p↑ = p↓ and t↑ = t↓. It drops out of the
equations if the ferromagnet is homogeneous and only
opposite-spin pairs are generated. Therefore, it acts only
on equal-spin pairs. Physically it accounts for the fact
that for an interface with strong ferromagnet the leakage
of the superconducting pairs into the ferromagnet is spin-
dependent: Γ± Γz ≡ Γ↑,↓ are the depairing factors (due
to the leakage into the ferromagnet) for the spin-up and
spin-down pairs, respectively. It is the term that violates
the symmetry j(M) = j(−M) and provides the possibil-
ity for nonzero spontaneous electric currents and phase
inhomogeneities. The particular expression for these ef-
fective parameters for the case of 3D ferromagnet are the
following:
Γ =
1
2
∑
σ
t2σ
|vσ,z| , (A18)
Γz =
1
2
∑
σ
σt2σ
|vσ,z| , (A19)
heff =
1
8τF
∑
σ
σt2σ
|vσ,z|εF,σ,z , (A20)
where εF,σ,z = p
2
σ,z/2mF and pσz is defined by (p
2
σ,z +
p2S)/2mF = µ + σh. As usual, we assume that τ
−1
F 
εF,σ,z and Eq. (A15) is expanded to the first order with
respect to the parameter (τF εF,σ,z)
−1.
In the considered case (τF εF,σ,z)
−1  1 the effec-
tive exchange field heff described by Eq. (A20) is much
smaller than Γ and Γz, nevertheless we keep it in the
equation, because it is the only source of the singlet-
triplet conversion. The other source of heff is the spin-
mixing upon reflecting the S/F interface94,95. It is not
accounted for in the framework of our simple model, but
it can be taken into account making use of the gen-
eral boundary conditions to the Usadel equation, as it
is demonstrated in the main text.
The effective parameters for the case of 2D ferromagnet
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take the form:
Γ =
1
4τF
∑
σ
t2σ
1
(−ξF + σh)2 + 1/(4τ2F )
, (A21)
Γz =
1
4τF
∑
σ
σt2σ
1
(−ξF + σh)2 + 1/(4τ2F )
, (A22)
heff =
1
2
∑
σ
σt2σ
ξF − σh
(−ξF + σh)2 + 1/(4τ2F )
, , (A23)
where ξF = p
2
S/2mF − µ. It is seen that for the case
of extremely thin ferromagnet the impurity scattering is
not important for generation of the effective exchange.
On the contrary, the effective deparing parameters Γ and
Γz are only nonzero due to the presence of impurities in
the ferromagnet because there is no leakage of the corre-
lations into the depth of the ferromagnet in this case.
In the Matsubara representation Eq. (A17) takes the
form:
ivS∂r gˇS,l(r,pS) +
[
i(ω + sgnωΓ)τˆz + isgnωΓzσˆz −
ΣˇS −MSkj σˆkpS,j − ∆ˇ(r) + heff σˆz τˆz, gˇS,l
]
= 0 . (A24)
Generalized Usadel equation.
As usual, in the dirty case we seek for the solution of
the Eilenberger equation in the form gˇS,l(r,pS) = gˇ(r)+
gˇa(r)n with n = pS/pS and gˇa(r)  gˇ(r). Averaging
Eq. (A24) over the 2D superconducting Fermi-surface we
obtain:
ivS
2
∂rgˇa +
[
i(ω + sgnωΓ)τˆz + heff τˆzσˆz + isgnωΓzσˆz −
∆ˇ(r), gˇ
]
−
[1
2
MSk σˆkpS , gˇa
]
= 0,(A25)
where MSk = (M
S
kx,M
S
ky,M
S
kz). Further we multiply
Eq. (A17) by n and average over the Fermi-surface.
Taking into account that ΣˇS = −(i/2τS)gˇ(r) and that
gˇagˇ = −gˇgˇa, following from the normalization condition,
we obtain:
gˇa = −vSτF gˇ∂r gˇ + τF
i
gˇ
[
MSk σˆkpS , gˇ
]
. (A26)
Introducing operator ∂ˆr = ∂r+i
[
MSk σˆkmS , ...
]
, we come
to the following Usadel equation:
−D∂ˆr
(
gˇ∂ˆr gˇ
)
+
[
ωτˆz + sgnωΓτˆz − iheff τˆzσˆz +
sgnωΓzσˆz + i∆ˇ(r), gˇ
]
= 0. (A27)
Denoting P = Γz/Γ we see that it coincides with Eq. (10)
in the case where P (r) is always aligned with heff (r).
This assumption arises naturally in our model of strong
ferromagnet.
It is also worth noting that the value of the effective
spin-orbit coupling generated by the magnetization tex-
ture can be rather large and is controlled by the char-
acteristic scale of the magnetic inhomogeneity. It is re-
stricted by the assumption of slow variation of the mag-
netization, but, nevertheless, it is not proportional to
the tunnel probability t2. Together with the nonzero Γz
term this effective spin-orbit coupling generates differ-
ent configurations of the spontaneous electric currents or
inhomogeneous superconducting states in the supercon-
ducting film.
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