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Abstract
Man today is in the digital prison-house of infotainment from where he can never be bailed out. The Internet has become the
ﬁrst and the best choice for users all over the world for information as well as knowledge. Information present in the websites
is crucial in shaping public awareness and determining the extent of satisfaction of the user. The expose of the online content is
through the amazing invention of the websites. Even children and teenagers spend most of their time surﬁng unrestrictedly site
after site, some of these sites capable of highly detrimental impact on their mental and physical health, apart from leading them
to devastating juvenile delinquencies. Parents are not always aware of these dangerous cyber-adventures their children dare. This
work, in an attempt to ﬁnd eﬀective technological checks to this growing cyber malady of far reaching consequences to the young
world, probes various possibilities of analyzing the websites in many respects, thereby enhancing parental skills to keep watch on
their childrens day-to-day internet wanderings in order to lead them away from the temptingly dressed perilous pits to which the
internet often beckons the young. The operational scope of the work can be extended to all ﬁelds where the user roams around
online.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
The present society is advancing at an alarming rate in technology. People are making use of the Internet for
anything and everything as evidenced by their around-the-clock online presence. Online content is the data available
in the website, the primary means of interacting with the network. Web page contents reveal interesting facts useful in
varied sectors of human activity ranging from education and profession to health, and socialising. Hardly have todays
humans any realm of activity not inﬂuenced by digital networks. They rely on the user feedback for expanding into
newer and newer domains. This highlights the need for analyzing the online content and web pages in detail. Most
of us mainly concentrate on the sentimental analysis of websites. Needless to mention that the persuasive inﬂuence
the websites exert on the users is tremendous and this inﬂuence can be positive or negative. For example consider
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the online news-sites. The news items they publicize can impact you either way positively or negatively. It is to
minimize negative impact and maximize positive inﬂuence on the young visitors to the sites that parental control
becomes inevitable.
The young these days are over-exposed to technology, even the tiny tots are at home with digital equipment they
are delighted to use as toys. Parents unfortunately are almost averse to get accustomed to the new technologies, and
therefore are not as much informed as their children in the existing and emerging technologies. And this ever widening
gap in technology use is well reﬂected in the relationship with their parents too. Many parents are unaware of the
online depth their children have penetrated in the cyber world. In these circumstances the parents need to be educated
on the kind of material the sites deal in, so that they can impose some restrictions in the visits their children make
to these sites. Such parental education calls for detailed analysis of the sites content in a manner that would inform
the parents on ways in which they can interpret the possible harm the sites could cause to their children in various
ways. This paper suggests the technology and methodology of such site analysis and enumerates below the major
contributions this work can make to facilitate better informed and eﬀective parental control: as detailed below:
• Crawling of the website for the data collection scenario and parsing it to concentrate on the relevant data.
• Finding the sentiment of the collected data by making use of an opinion lexicon.
• Plotting the results in an interactive way to the user with the help of a web application framework.
2. Related Works
In the past years many researches have been going on the diﬀerent domains of sentiment analysis. Wang et al1
introduces a new strategy for identifying the polarity of words along with the computing of sentiment words. They
are also automatically expanding the polarity lexicon. In brief they established a polarity lexicon and based on the
sentiment of each word degree of polarity is calculated. As a ﬁnal step they acquire new words and polarity vocabulary
was expanded on strict evaluation.These new words are then stored in the lexicon along with their values in the
corresponding positions.
Diesner et al2 proposes another method which includes sentiment analysis along with the balance assessment. They
ﬁrst prepared the data which is the email content and analyzed the sentiment based on a lexicon.False positives and
negatives were corrected by expansion and reduction of the lexicon. Reduction dealt with the pruning of unwanted
words from the lexicon. After these procedures a sentiment calculation was performed for each email which reveals
the importance of this work.
Sentimental analysis mainly focuses on the identiﬁcation of the sentimental terms in the given text. Steven et
al3 proposes seven dimensions of sentiments. Separate lexicons are deﬁned for each dimension. The synonyms of
each term are queried using the computer dictionary called WordNet. There is a polarity such as positive or negative
associated with each word in the dictionary. Synonyms obtain the polarity from the parent node and antonym obtains
the opposite polarity. It produces more than 18,000 words as if it is within ﬁve hops from the small set of seed
words. It was observed that the assigned scores were following a normal distribution and it was directly converted
into z-scores. The ﬁnal result shows precision since the number of path sentiment alternations are restricted.
Sentiment analysis is useful for handling customer feedback and also as a tool to assist in analysing consumer
trends and their tendencies. Tony Mullen et al4 use the data that has mainly two diﬀerent characteristics such as
political content and its informality for the sentimental analysis. The posts are broken down into smaller chunks of
text. Each chunk of text greater than or equal to three words is identiﬁed as quoted text or non-quoted text based
upon whether any previous post by another poster is identical to a substring. The analysis of the data proposed that
traditional word-based text classiﬁcation methods would probably be inadequate to the task of political sentiment
analysis.
A feasible method for opinion analysis of online news comments was proposed by Suhuan Suna et al5 with the
advantage of technology netizens not only reading the news but also responding back through reviews and comments.
A new Distance Word Count (DWC) method was put forward for comment object identiﬁcation and determining the
polarity of comments. The text semantic understanding includes determining the various components of the comment
such as the holder, topic, claim and the sentiment. The claim and holder can be identiﬁed from the netizen who
submits the comment. In DWC method weights of the polarized words are predetermined. The weight is calculated
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by the distance between the comment object and polarized words. Polarity of the words are found with the help of
Sentiment word tables of HowNet, which contains a positive list of approval and delighted words and a negative list
of disapproval and disappointment words. The experiments proved that the proposed method can meet the timeliness
challenge for online news comments processing.
With the advantage of cloud computing, big data analysis and sentiment analysis, Aditya Bhardwaja et al6 have
analyzed the Indian stock market using the sensex and nifty and thus predicted the price of the stock. The prediction
helps the investors to make the decision whether to invest money or not. The Sensex and NIFTY are the market
indices of the Indian stock market. Sentiment analysis can be performed in diﬀerent methods like machine learning
and lexicon based analysis. Many of these methods, such as clustering, decision tree etc, are being used very fre-
quently.Live server data is crawled from timesoﬁndia.com. This data contains Sensex and Nifty values. The fetched
data is pre-processed for feature selection and then the sentimental analysis is performed. Thus it is easy to predict
the stock market condition which depends upon regular checking and testing of Sensex and Nifty values and thereby
to maintain the economical balance of share market.
Beiming and Vincent7 had done a work to ﬁnd the sentimental inﬂuence of posts based on the sentiment of the posts
and the receptors of these posts. Various methodologies such as emotion detection, sentimental analysis and graphs
model of posts were used to ﬁnd the sentimental inﬂuence. The emotion of the user of a post can be identiﬁed from
the emoticon detection and emotional words. Sometimes in some posts, no emotions will be detected or the count
of both positive and negative emoticons and emotional words will be equal. This becomes a problem in ﬁnding the
sentiment. In such cases some existing sentiment word dictionary can be used. One of the popular lexicon resources
for ﬁnding the sentiment scores for sentimental analysis is SentiWordNet. From the graph model the inﬂuential posts
can be found which, in turn, could be used to ﬁnd the sentimental inﬂuences.
M. S. Usha8 proposed a new Combined Sentiment Topic (CST) model for simultaneously detecting the sentiments
and topics from the text. The model is based on an algorithm called Gibbs sampling algorithm. CST has unsupervised
nature which makes it highly portable when the domain changes. The focus is on classifying the document for general
domains as positive and negative sentiments along with the detection and sentimental analysis of topics. For that
using the lexicons appraisal lexicon andMPQA the lexical words are extracted and the strong positively and negatively
oriented words are also extracted. If the probability of positive sentimental labels is greater than the negative sentiment
document, the document is considered as positive sentiment document. This method uses unlabelled document as it
is purely unsupervised approach.
3. Proposed concept
Apart from the above mentioned methods in which the implementation was on the already existing dataset, we
are proposing a novel strategy by lively streaming the data from newspaper sites using a tool named selector gadget.
Selector gadget is a google chrome extension which helps to select the required positions of news articles. The
streamed data is cleaned by removing the stop words,punctuation marks and other unwanted symbols. This cleaning
process helps to improve the quality of the result. The cleaned data is classiﬁed based on their positive and negative
polarity. The frequency of words in the data is found. The result of the analysis is presented with the help of a
web application framework Shiny.Shiny makes it easy to convert analysis results to interactive web applications.The
major advantage of this work is that unlike from the existing methods it can even be extended to any websites just by
crawling them at times as per the requirements.Our proposed concept also highlights the incorporation of this idea to
the parental control domain which would be a good venture at the present society.
3.1. Architecture
The basic architecture is shown in Fig 1. It can be described brieﬂy as follows:-The data could be collected
by online crawling of the website. After the necessary data is extracted, the data should be cleaned by removing
punctuations, numbers etc.The cleaned data is then analyzed to ﬁnd the frequency and score of the text. These
frequency and score can be used to visualize the data. By using the frequency of the text, a word cloud can be
generated and by using the frequency and score a histogram can be plotted.
913 Neenu Maria Joshy et al. /  Procedia Computer Science  93 ( 2016 )  910 – 916 
Fig. 1. Architecture
Fig. 2. Implementation
Instead of analyzing the already existing content if we are lively streaming the data from the websites it would be
an added advantage to our ﬂow of analysis.
4. Implementation
4.1. Data Collection
For any type of analysis the important thing we need is data. Data collection means gathering information necessary
for the analysis. In our project we have collected the data by crawling the data online from the website. We used a
tool, Selector gadget, for the collection of data. This tool is an extension in the browser. First we need to choose the
website we need to crawl. Then the selector gadget must be loaded in that page so that some boxes will appear along
with cursor. We can select and deselect the text in the page till we have selected necessary text. A CSS selector will
be generated at the bottom right tab which is the minimum CSS selector for the text selected. The data is extracted
from the website using this CSS selector. Fig 2 above depicts the implementation of our work.
4.2. Data Cleaning
Data collected need to be processed and organised before doing the analysis as the collected data may contain
unnecessary elements. There are various tasks to be carried out in this module. The text may contain many texts with
uppercase; these should be converted to lowercase. As the punctuation in text will be counted as a word it should be
removed. There might be numbers in the text which is not necessary and they also should be removed. Also the stop
words in English are also removed. The words should be in its basic form for the proper analysis, so stemming should
be done on the data to remove ing, es etc.
4.3. Data Analysis
The data is analyzed in order to gain useful information and to answer several questions. In the analysis part we
look for the frequency of each word in the text and also the polarity of the words. A matrix called document term
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matrix is created with rows representing the word and columns representing the frequency of the corresponding word.
For ﬁnding the polarity of the words we are using the hu and liu opinion lexicon which has two text ﬁles of positive
and negative words. We will compare each word in the text with the lexicons and will ﬁnd the score of the words. If
the word is present in the lexicon then it returns 1, if not it returns 0. Then we will be getting a positive sum and a
negative sum. The ﬁnal score is obtained by subtracting the negative sum from the positive sum. Then the scores and
corresponding number of words are returned.
4.4. Data Visualization
Data visualization is an important part in the analysis as it involves the visual representation of data which will
be used to communicate with the user. Eﬀective and proper visualization is necessary for making the data more
understandable, usable and accessible. The visualization can be through various forms like graphs, plots, word cloud
etc. We are visualizing our result in the form of word cloud and histogram. Word cloud is an image consisting of
various words in a text in which the size and color of text depend on the frequency of the word. The more frequent
words will be of bigger size and they will have a unique color whereas the least frequent word will be smaller in
size than all the words in the text and it will also have a unique color. The word cloud helps the users to eﬀectively
understand the most frequent and least frequent words in the text. Histogram is used to represent graphically the
numeric data. In our project we have plotted a histogram with x axis as the score of the words, and y axis as the
frequency of the words. This graphical representation is useful in understanding whether the text is positive, negative
or neutral. For the interactive visualization the word cloud and histogram are built into a web application using the
shiny package which makes the process easy for the users. In the web page we could choose from among histogram
and word cloud. In the word cloud the users can set the maximum number of words. The users can also choose the
website from the list available. The word cloud and histogram for the chosen website will be displayed.
5. Results and Discussions
The website analysis analyzes the features of the content in the internet. Since the use of internet has become an
inevitable factor in modern life it is important to analyze what we read and what we see. Most of this analysis is used
for various evaluation purposes. The business ﬁrms make use of the process to improve their policies and product
features. The websites are being monitored to understand the feedback of the customers and based on the response
from customers product quality is improved. Thus the analysis of the website content has various applications in our
day to day life. The analysis system fetches data from a website. The selector gadget is used to select the required
ﬁelds of the webpage for analysis.Selector gadget is an open source tool that works as a CSS selector generation. The
data that is crawled from the website is pre- processed by removing the noisy and redundant data. The pre-processing
can be achieved by diﬀerent methods such as cleaning, normalization, feature extraction and transformation. Here the
pre-processing task involves removal of the punctuations, special characters and stemming. The pre-processing task
actually cleans the fetched data and thus prepares the text for the analysis and avoid misleading to wrong results. The
pre-processing task may take time but at the end it helps to achieve high quality result.
The cleaned data is then analyzed and the frequency of the words is calculated. Table 1 depicts some of the words
and their corresponding frequencies in the cleaned data. Fig 3 shows the graphical representation of these words
along with their frequencies. The words are arranged in the descending order of their frequency. The inﬂuence of
each word in the content can be ﬁgured out from the frequency and it is visualized with the help of a word cloud. In
the word cloud, the word with higher frequency comes in the center. The size and color of the word depends on its
frequency. The word with high frequency has the higher size. The words with same frequency appear in same color
and size. Thus the most used keywords standout better in the word clouds. Word clouds are visually impressive than
a table data. Word cloud is a strong communication tool that can be easily understood and shared among the users.
Word cloud has impact on researchers for reporting qualitative data and it is also being used by marketers, politicians,
journalists, educators etc invarious contexts.
Polarity of the words are found by using opinion lexicon of positive and negative words. The text is scanned and
cross matched with list of positive and negative words. Thus the words are being classiﬁed according to the polarity
based on the analysis score. The words with the analysis score equal to zero is counted as neutral, positive words
915 Neenu Maria Joshy et al. /  Procedia Computer Science  93 ( 2016 )  910 – 916 
Table 1. Words and Frequency.
Words Frequency
good 8
new 7
says 6
season 6
india 5
sri 5
can 4
commun 4
number 4
saarc 4
Fig. 3. Word Frequency Graph
have analysis score greater than zero, and negative words have score less than zero. When the words were classiﬁed
according to the analysis score it was found that there were 2 negative words, 40 neutral words and 2 positive words.
Table 2 depicts the count of words belonging to various sentiment.
Table 2. Sentiment and Count
Sentiment Count
Negative 2
Neutral 40
Positive 2
Histogram is used to visualize the count of words with analysis score. Histograms are most commonly used for
analysis. It can be easily understood by the user. Fig 4 represents the histogram obtained when the histogram contains
score of words in the x-axis and count of words on the y-axis.
The histogram is plotted based on the values of Table 2. This will help us to understand the most occurred sentiment
in the analyzes data. The histogram is ﬁlled with a gradient that varies from one color to another based on the count
value. Thus we have found that the experimental results proved the eﬃciency and beneﬁts of our system which can
even be extended to the parental control domain adding more to it.
6. Conclusion and future enhancements
The use of internet has been increasing day by day. Any individual can access any sites of his/her interest. This
paper proposes a novel approach to realize the sentiment of the news content that is crawled from the online sites.
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Fig. 4. Histogram
The sentimental analysis plays a major role in deciding whether a site is good or bad. Sentiment analysis uses natural
language processing and analysis of text to identify and extract subjective information in source materials. It also
determines the attitude of a writer or speaker with respect to some theme This paper implements a method to analyze
sentiments quickly and return the frequency of words from which positivity or negativity of the content is readily
obtained. Visualization of these results through histogram and word cloud adds more user interaction.
Experiment results prove the eﬀectiveness and feasibility of our approach. This work is an important base of
sentiment analysis for websites and publishers, so we should strive to explore better method to involve our approach.
The work is eﬃcient in crawling the website and parsing the relevant contents which is then compared with an opinion
lexicon. This will result in returning the polarity of the words and corresponding frequency based on which we come
to a conclusion whether the content inﬂuences positively or negatively.
In the future work, we may extend this to other websites also so that their inﬂuence can also be studied. Thereby
we can analyze any website by crawling the webpage and ﬁnding the polarity of the content. Based on these results,
if parental control domain is considered, it is possible to control the network access of the children for a better future.
Parents play an important role in monitoring their children about their browsing patterns. We ﬁnd adjusting given
lexical resources to a dataset and domain to be a costly and tedious process that pays oﬀ as it generates more and
stronger empirical evidence, while the impact on balance results was marginal. Generalizing to the sentiment analysis
ﬁeld, yet with so many limitations, it is growing at a great pace within many industries.
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