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We investigate fast transport and spin manipulation of tunable spin-orbit-coupled Bose-Einstein
condensates in a moving harmonic trap. Motivated by the concept of “shortcuts to adiabatic-
ity”, we design inversely the time-dependent trap position and spin-orbit coupling strength. By
choosing appropriate boundary conditions we obtain fast transport and spin flip simultaneously.
The non-adiabatic transport and relevant spin dynamics are illustrated with numerical examples,
and compared with the adiabatic transport with constant spin-orbit-coupling strength and velocity.
Moreover, the influence of nonlinearity induced by interatomic interaction is discussed in terms of
the Gross-Pitaevskii approach, showing the robustness of the proposed protocols. With the state-
of-the-art experiments, such inverse engineering technique paves the way for coherent control of
spin-orbit-coupled Bose-Einstein condensates in harmonic traps.
I. INTRODUCTION
Spin-orbit-coupling (SOC), linking a quantum par-
ticle’s momentum to its spin, is a fundamental effect
in solid-states spintronics [1]. In recent years, the ex-
perimental breakthrough, realizing a synthetic SOC for
(pseudo) spin-1/2 bosonic [2] and fermions [3, 4], has pro-
vided a platform for quantum simulation of exotic states
in condensed matter physics and a flexible tool for ma-
nipulating cold atoms, see review [5, 6]. In particular, the
static and dynamical properties, relevant to the SOC ef-
fects, have been extensively investigated in such atomic
systems [8–16], which open new possibility to probe or
control quantum spin dynamics such as spin relaxation,
Zitterbewegung, spin resonance, and the spin-Hall effect.
Cold atoms are comprehensively stored and manipu-
lated in traps formed by designed electromagnetic field
configurations, with fundamental interest and potential
applications in atom interferometry, metrology or quan-
tum information processing. Very often, a transport of
neutral or ionized cold atoms and Bose-Einstein conden-
sates (BECs) to appropriate location without any exci-
tation and losses [17–21] is demanded. However, most
transport processes require long time, satisfying the slow
adiabatic criteria, which could be problematic due to the
noise and decoherence. An alternative way out is to
apply the concept of “shortcuts to adiabaticity” [22] to
reach the same results at a relatively short time. Among
all shortcut techniques, the inverse engineering method,
based on Lewis-Riesenfeld invariant and corresponding
dynamical modes, can be also applicable to achieve fast
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non-adiabatic but reliably controllable transport [23–27],
or expansion [28, 29] in harmonic traps and spin control
in (effective) two-level systems [30]. More interestingly,
the spin and motional states can be precisely and simul-
taneously controlled by such inverse engineering method
in a Morse potential with SOC [31]. In such static po-
tential trap, the direction and magnitude of the synthetic
SOC field are chosen as tunable parameters in effective
two level system to manipulate spin states, and the po-
sition transfer does result from the effect of SOC on the
orbital motion, rather than the modulation of the trap
center.
In this paper, we propose a method for controlling
spin dynamics and orbital motion of BECs in moving
harmonic traps with Raman-induced SOC. Similarly to
electrons in quantum dots [32–35], cold atoms are con-
fined in harmonic traps, and the spin state and orbital
motion can be controllable by time-dependent SOC. The
exact wave function of atoms trapped in a moving har-
monic trap in presence of time-dependent SOC can be
solved analytically [34, 35], to demonstrate the control-
lability of spin state and orbital motion. Instead of (non-
adiabatic) cyclic evolution in Ref. [35], we apply inverse
engineering approach to design the position of moving
trap and time-dependent strength of SOC, in order to
transport cold atoms, arriving at appropriate location
with spin flip simultaneously. The non-adiabatic trans-
port and relevant spin dynamics are illustrated with nu-
merical examples. As compared with adiabatic transport
with constant SOC strength and velocity, we illustrate
that inverse engineering provides more flexibility to ma-
nipulate the cold atoms and spin-orbit qubits in a fast
and robust way. By extension, we also discuss the SOC
BECs in the presence of interaction between the atoms
and show the stability against the effects of nonlinearity.
The results presented below thereby may acquire wide
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FIG. 1. (a) Experimental scheme for realizing synthetic
SOC BECs and the level diagram. A homogeneous magnetic
field prepares the ground state spin-polarized along the x-
direction. Two Raman lasers are used to couple the spin-up
and spin-down states. (b) Schematic diagram of the BECs
transport in an effective one-dimensional harmonic potential
from x0 = 0 to x0 = d.
applications.
II. GENERAL EQUATION FOR ORBITAL AND
SPIN MOTION
Our starting point is the BECs in a one-dimensional
(along the x−axis) harmonic potential with SOC, see Fig.
1, where a cloud of ultracold 87Rb atoms is strongly con-
fined in the y-z plane. Internal hyperfine ground states
| ↑〉 = |F = 1,mf = 0〉 and | ↓〉 = |F = 1,mf = −1〉
coupled by two Raman lasers can be identified here as
(pseudo-)spins. The dynamics in a moving harmonic po-
tential is governed by the following Hamiltonian
H =
p2
2m
+
1
2
mω2[x− x0(t)]2 + α(t)pσz , (1)
where p and x are the momentum and position opera-
tors, respectively, m is the particle mass, ω is the time-
independent potential frequency, and σz is the corre-
sponding 2 × 2 Pauli matrix. Here x0(t) is the time-
dependent trap position, which can be tuned, for in-
stance, by changing Gaussian beam waist center [21].
The parameter α(t) is a controllable SOC strength, ad-
justed by the geometry of two Raman lasers [2], see Fig.
1 (a). Here we neglect the Zeeman term, ∆σx, since the
magnetic field is supposed to be switched off after the
initial spin state is prepared.
We present the |Ψ(x, t)〉 ≡ [Ψ↑(x, t),Ψ↓(x, t)]T solu-
tion of the time-dependent Schro¨dinger equation with
Hamiltonian (1) in the form:
|Ψ(x, t)〉 = e−iEt/~U(t)|ψ(x)〉|χs〉, (2)
where E is the eigenvalue, U(t) is a unitary transforma-
tion, |χs〉 is a spinor with spin s, |ψ(x)〉 stands for the
eigenfunction of the stationary harmonic oscillator
[
p2
2m
+
1
2
mω2x2
]
ψ(x) = Eψ(x). (3)
Following the approach of Refs. [34, 35], we introduce
the unitary operator, U(t) = Us(t)Uo(t), with the spin
and orbit parts,
Us(t) = e
−iφα(t)e−iφ(t)σze−imac(t)xσz/~e−ia˙c(t)pσz/(~ω
2)
Uo(t) = e
−iφx0(t)e−ixc(t)p/~eimx˙c(t)x/~, (4)
where the upper dot represents time derivative, and we
shall seek for the yet unknown phase factors which de-
termine their time-dependence. Here two action phase
factors:
φα(t) = − 1
~
∫ t
0
dτLα(τ), (5)
φx0(t) = −
1
~
∫ t
0
dτLx0 (τ), (6)
are expressed with the Lagrangians for classical mechan-
ics:
Lα(t) = 1
2ω2
ma˙2c(t)−
1
2
ma2c(t) +mac(t)α(t), (7)
Lx0(t) =
1
2
mx˙2c(t)−
1
2
mω2[xc(t)− x0(t)]2. (8)
To guarantee that Eq. (2) is the exact solution, we intro-
duce two auxiliary functions, xc(t) and ac(t), satisfying
equations
x¨c(t) + ω
2[xc(t)− x0(t)] = 0, (9)
a¨c(t) + ω
2[ac(t)− α(t)] = 0, (10)
which describe the center-of-mass position of the BECs
and its spin precession, respectively. Also the phase fac-
tor, standing for the spin rotation along the z-direction,
couples these two parameters as follows
φσ(t) = −m
~
∫ t
0
a˙c(τ)x0(τ) dτ. (11)
Without SOC, α(t) = 0, the second auxiliary Eq. (10)
becomes trivial, thus the problem is reduced to the previ-
ous transport design [23, 24] by using inverse engineering.
As a matter of fact, when the interaction between atoms
is negligible, the wave function of in Eq. (2) is nothing
but the transport modes based on Lewis-Riesenfeld dy-
namical invariant, with the eigenvalue En = (n+1/2)~ω
and eigenstate |ψ(x)〉 of a stationary harmonic trap [23],
see Eq. (3). Additionally, the Hamiltonian (1) resembles
the one for electron in a moving quantum dot with time-
dependent SOC [34, 35]. Here we shall concentrate on
the transport of BECs with tunable SOC.
In what follows we shall develop the inverse engineering
method for transporting BECs rapidly and flipping the
spin simultaneously by using Eqs. (9)-(11). This is sub-
stantially different from the holonomic transformation of
3spin-orbit qubits [35], where the controllable parameters
are periodically modulated, thus the spin rotation is de-
termined by the non-adiabatic Aharonov-Anandan phase
for cyclic time evolution. The strategy presented here is
that we first consider the position of moving potential
x0(t) and the time-dependent SOC strength α(t) as free
controllable parameters, and then design them inversely
based on the solutions of xc(t) and ac(t) satisfying the ap-
propriate boundary conditions. Thus, the spin rotation
and orbital motion can be simultaneously manipulated as
we wish. To illustrate the technique, we begin with the
linear transport of the BECs with time-dependent SOC,
neglecting interatomic interaction. Later, we will check
the influence of nonlinearity resulting from interaction
between the atoms by a numerical simulation. The de-
signed shortcut protocol will be compared with the adia-
batic transport with constant velocity and SOC strength,
showing the advantages of inverse engineering proposed
here.
III. INVERSE ENGINEERING
To design the potential position and SOC strength in-
versely, we focus on Eqs. (9) and (10) by choosing appro-
priate boundary conditions. Suppose that the potential
minimum moved from x0(0) = 0 at initial time t = 0 to
x0(tf ) = d within a time interval tf . To guarantee the
transport without a final excitation, we set the following
boundary conditions [23, 24]:
xc(0) = 0, x˙c(0) = 0, x¨c(0) = 0, (12)
xc(tf ) = d, x˙c(tf ) = 0, x¨c(tf ) = 0. (13)
These boundary conditions can be satisfied by an infinite
set of functions. For simplicity, we choose a flexible poly-
nomial ansatz in the form, xc(t) =
∑5
i=0 bit
i. Finally, we
can obtain the center-of-mass position of the cold atoms
xc(t) as:
xc(t) = d(10s
3 − 15s4 + 6s5), (14)
with s ≡ t/tf , which provides the desired x0(t) obtained
from Eq. (9), namely, x0(t) = xc(t) + x¨c(t)/ω
2.
Now we can fulfill the task of the spin flipping without
excitation of the orbital motion. To ensure that the ef-
fects of ac(t) and a˙c(t) in the unitary transformation (4)
vanish at the initial and final time, we set the boundary
conditions:
ac(0) = ac(tf ) = 0, (15)
a˙c(0) = a˙c(tf ) = 0, (16)
a¨c(0) = a¨c(tf ) = 0. (17)
Here the boundary conditions for the second deriva-
tive avoid the abrupt changes in the SOC strength at
the edges, t = 0 and tf , which could be implemented
by switching on/off the Raman laser. In addition, the
phase factor of the spin rotation, exp[−iφσ(t)σz ], acts
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FIG. 2. (a) Dependence of the minimum position x0/d (solid
red line) and the center-of-mass xc/d (dashed blue line) on
time t/tf . (b) Dependence of the SOC strength α (solid red
line) and the parameter ac (dashed blue line) on time t/tf .
Parameters: tf = 8/ω and d = 10.
on the initial eigenstate of σx ([1/
√
2, 1/
√
2]T) in the σz-
representation. As a result, when φσ(tf ) = pi/2, the spin
state changes to [1/
√
2,−1/√2]T, achieving the spin flip,
that is,
φσ(tf ) = −m
~
∫ tf
0
a˙c(τ)x0(τ) dτ =
pi
2
, (18)
makes the spin rotate around the z-axis by the pi-angle.
By combining all the conditions, (15)-(18), we solve the
polynomial ansatz, ac(t) =
∑6
j=0 cjt
j , and obtain
ac(t) = −231pi ~
md
ω2t2f
5ω2t2f − 66
(
s6 − 3s5 + 3s4 − s3) .
(19)
Once ac(t) is fixed, we calculate α(t) from Eq. (10).
In a realistic setup, the SOC was realized for 87Rb
atoms in an external potential, where the mass of atom
is m = 1.443 × 10−22 g and the confining potential fre-
quency is ω = 2pi × 250 Hz. To simplify the numeri-
cal calculations below, we choose m = ~ = ω = 1 and
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FIG. 3. (a) Contour plot of the wave packet propagation
during the fast transport designed by the inverse engineering
method. (b) Time evolution of the wave packet with spin-up
(solid red line) and spin-down (dashed blue line) components
at different times: t = 0, tf/4, tf/2, 3tf/4, tf . Parameters are
the same as those in Fig. 2.
the units of relevant physical parameters are re-scaled
by T = 1/ω ≈ 0.637 ms and the characteristic length
a0 =
√
~/(mω) ≈ 0.682 µm, correspondingly. Figure
2 demonstrates the designed position x0(t) and time-
dependent SOC strength α(t).
IV. FAST TRANSPORT AND SPIN DYNAMICS
For the sake of simplicity, we first consider the fast
transport and spin flip without interatomic interaction.
We assume the initially prepared state,
|Ψ(x, 0)〉 = 1√
2
(
1
1
)
⊗ |ψ(x, 0)〉, (20)
where
|ψ(x, 0)〉 =
(
1
pia2
)1/4
exp
[
− x
2
2a2
]
(21)
is the ground state in the harmonic potential, which we
consider here without loss of generality. The final wave
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FIG. 4. Time evolution of spin components 〈σi〉 during the
fast transport representing 〈σx〉 (solid black line), 〈σy〉 (dot-
ted red line), and 〈σz〉 (dashed blue line). Parameters are the
same as those in Fig. 2.
function has the form
|Ψ(x, tf )〉 = 1√
2
(
1
−1
)
⊗ |ψ(x, tf )〉, (22)
with
|ψ(x, tf )〉 =
(
1
pia2
)1/4
exp
[
− (x− d)
2
2a2
]
. (23)
Figure 3 (a) demonstrates that by using the designed
trap position, the BECs is transported from x0 = 0 to
x0 = d without any final excitation. To illustrate the spin
motion, the propagation of spin components is displayed
in Fig. 3 (b). Since the initial spin parallel to the x-axis is
not an eigenstate of the Hamiltonian (1), the spin starts
to rotate and the wave packet splits into two components
having different velocities. To understand this splitting,
we define the velocity operator, taking into account the
spin-dependent contribution,
v =
i
~
[H,x] =
p
m
+ ασz . (24)
As a result, the SOC leads to different velocities for spin-
projected components of wave packet. Initially, the spin
is parallel to the x-axis, the expectation value of the ve-
locity vanishes, 〈v〉 = 0 at t = 0, the two components of
the wave packet coincide and start to split. At the mid-
dle time t = tf/2, the spin is parallel to the y-direction,
and the two components merge again with the same but
non-zero expectation value of velocity. At the final time,
based on the boundary conditions, (15)-(17), the spin is
antiparallel to the x-direction, such that the spin compo-
nents of the wave packet coincide and 〈v〉 = 0, see Fig. 3
(b).
Next, we discuss the spin evolution in terms of the
5reduced density matrix [36]
ρ(t) = |Ψ(x, t)〉〈Ψ(x, t)| =
[
ρ11(t) ρ12(t)
ρ21(t) ρ22(t)
]
, (25)
where
ρij(t) =
∫
Ψi(x, t)Ψ
∗
j (x, t) dx, (i, j =↑, ↓),
and tr(ρ) = ρ11(t) + ρ22(t) = 1 because of the nor-
malization of the wave function. As a consequence, the
three spin components can be defined by 〈σi〉 = tr(σiρ)
(i = x, y, z). Figure 4 shows the time evolution of the
spin components, where the expectation value of spin
polarization at initial time t = 0 is 〈σx〉(0) = 1, and
〈σx〉(tf ) = −1 at the final time t = tf . As a re-
sult, the spin flips with rotation around the z-axis, when
the BECs is being transported. Additionally, we define
the length of the spin vector inside the Bloch sphere
as P = (
∑3
i=1〈σi〉2)1/2. At the initial and final times
P = 1, implying that the spin is in a pure state on the
Bloch sphere. During the non-adiabatic transport, spin-
dependent excitations of the orbital modes occur, result-
ing in a mixed state in the spin subspace with P < 1.
V. COMPARISON WITH ADIABATIC
TRANSPORT WITH CONSTANT SOC
For comparison, we now consider the case of a constant
SOC strength, α, and the adiabatic transport with a con-
stant velocity, d/tf . The adiabatic transport for linear
protocol [26] requires tadf ≫ d
√
m/(2~ω) ≈ 7.07, where
we take d = 10 as in Fig. 2. In the adiabatic limit, ne-
glect the derivatives x¨c and x˙c, resulting in xc(t) = x(t).
Substituting the constant SOC strength α, we solve Eq.
(10) and finally obtain
ac(t) = α[1− cos(ωt)], (26)
with the initial boundary conditions, ac(0) = a˙c(0) =
0. Obviously, when ωtf = 2pik (k = 1, 2, 3, . . .), the
boundary conditions ac(tf ) = a˙c(tf ) = 0 are fulfilled.
On the contrary, the other solution ac = α is neglected,
since in this case the spin part of unitary transformation
U(t) becomes Us = e
−imαxσz/~, and the initial and final
spin states are transformed, due to Us(0) = Us(tf ) 6= 1.
Furthermore, the phase factor (11) is calculated as
φσ(tf ) = −mαd
~ωtf
[sin(ωtf )− ωtf cos(ωtf )], (27)
by using a˙c = αω sin(ωt) and x0(t) = dt/tf . When
ωtf = 2pik (k = 1, 2, 3, . . .), such phase factor is sim-
plified as φσ(tf ) = d/λso with λso = ~/(mα). As a con-
sequence, we see from Eq. (4) that the spin is rotated
by the angle 2d/λso around the z-direction. By further
imposing φσ(tf ) = pi/2, we have the characteristic length
for spin flip
dsp = piλso/2, (28)
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FIG. 5. (a) Profiles of total density |Ψ(x, t)|2 (solid black
line) and density of spin components, |Ψ↑,↓(x, t)|
2 (solid red
and dashed blue lines, undistinguishable) at the initial time
t = 0 and at the final time t = tf . (b) Time evolution of spin
components 〈σi〉 during the fast transport representing 〈σx〉
(solid black line), 〈σy〉 (dotted red line), and 〈σz〉 (dashed
blue line). Parameters: α = 1, tf = 100pi/ω, d = 10.
and the spin-flip time is tsp = (dsp/d)tf . This is consis-
tent with the result of Ref. [34].
Figure 5 (a) illustrates that the BECs can be trans-
ported from x0 = 0 to x0 = d when tf = 100pi/ω is suf-
ficiently long to satisfy the adiabatic criteria. When the
time tf is an integer multiple of 2pi/ω, there is no final ex-
citation of the orbital motion, due to ac(tf ) = a˙c(tf ) = 0
in Eq. (4). The orbital wave function is exactly dis-
placed by d in this case. Meanwhile, the spin dynamics
is determined by the characteristic length dsp. In other
words, the spin flip can be realized if the transported
distance is dsp. When d = 10 and α = 1, we can obtain
the periodical time tsp = 0.157tf for spin flip, see Fig. 5
(b). In this case, the final spin state is not the eigenstate
of σx, and the spin cannot be flipped completely, since
d 6= (2k − 1)dsp (k = 1, 2, 3, . . .). However, at the final
time the wave functions of the spin components coincide
being characterized by the same displacement d, see Fig.
5 (a), since the terms on ac and a˙c in Eq. (4) vanish at
6t = tf . Therefore, one can transport atoms from x0 = 0
to x0 = (2k−1)dsp adiabatically with flipping the spin si-
multaneously. Note that in the adiabatic approximation,
the characteristic spin rotation length depends only on
the SOC strength being independent of the transport ve-
locity. As compared to the inversely designed protocols,
the adiabatic transport with constant SOC and velocity
can achieve the same effect on the orbital and spin mo-
tion, but it requires a much longer time and possible only
for a relatively small set of final positions.
VI. THE EFFECTS OF INTERATOMIC
INTERACTIONS
In this section, we briefly present the influence of in-
teratomic interaction on the orbital motion and spin dy-
namics designed by the inverse engineering method. The
Hamiltonian is rewritten as
H = p
2
2m
+
1
2
mω2[x−x0(t)]2+α(t)pσz+g|Ψ(x, t)|2, (29)
where the repulsive interaction characterized by param-
eter g = 2as~ω⊥ > 0 is involved, with the scatter-
ing length as and the transverse confinement frequency
ω⊥ ≫ ω. The nonlinearity g can experimentally be ad-
justed by Feshbach resonances and the transversal con-
finement. In the following numerical calculations, the di-
mensionless g˜ = 2a˜sω˜⊥ with ~ = 1, where a˜s is the scat-
tering length in the units of a0 and ω˜⊥ is the transverse
confinement frequency in the units of ω. Here Ψ(x, t)
is the wave function of the condensate described by the
mean-field Gross-Pitaevskii (GP) equation, and its nor-
malization is
∫ +∞
−∞
|Ψ(x, t)|2dx = N , with the number
of atoms N . In general, one can transport the ground
state of the Gross-Pitaevskii (GP) equation as the initial
wave packet [36]. Instead, for consistency we assume the
following initial Gaussian wave packet
|Ψ(x, 0)〉 = 1√
2
(
1
1
)
⊗
(
N2
pia2
)1/4
exp
(
− x
2
2a2
)
. (30)
This Gaussian assumption turns out to be an appropri-
ate choice, particularly for weak interaction g and small
number of atoms N [37, 38], otherwise the wave function
becomes an inverted parabolic shape at strong repulsive
interaction, especially N > 600, see [39].
The influence of the interatomic interaction and the
numbers of atom is illustrated by the fidelity, F =
|〈Ψ˜(tf )|Ψ(tf )〉|2, see Fig. 6, where the target state is
defined as
|Ψ˜(tf )〉 = 1√
2
(
1
−1
)
⊗
(
N2
pia2
)1/4
exp
[
− (x− d)
2
2a2
]
,
with the displacement d and spin flip, and the wave func-
tion |Ψ(tf )〉 is the numerical result calculated by the split
operator method. Figure 6 demonstrates that the Gaus-
sian approximation is good to describe such a non-linear
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FIG. 6. Fidelity versus g˜N , resulting from interatomic inter-
action, where N = 100 and other parameters are the same as
those in Fig. 2.
system, especially when g˜N is reasonably smaller than
1. However, the fidelity becomes worse with increasing
the nonlinearity g and the number of atoms N . To un-
derstand this effect, we shall analyze the time evolution
of two spin components. As mentioned above, due to
the SOC the initial wave packet starts to split in two
spin components with different velocities. The repulsive
interaction helps separation and hinders merging. The
spin dynamics and the orbital motion become different
from the linear case (g = 0), and the two spin compo-
nents cannot merge at t = tf/2 and t = tf . This causes
the final separation of the spin components and decreases
the fidelity.
VII. CONCLUSION
We have presented a method for achieving the fast
transport and spin control of spin-orbit coupled BECs
in moving harmonic potentials. The inverse engineer-
ing, based on the concept of ”shortcuts to adiabatic-
ity“ is applied to design the potential position and the
time-dependent strength of SOC, by choosing appropri-
ate boundary conditions. The adiabatic transport with
a constant SOC has been compared with the developed
protocol to illustrate the advantage of the shortcut-based
design. Finally, we have discussed the SOC BECs trans-
port taking into account the interatomic interaction at
the level of the Gross-Pitaevskii equation.
The inverse engineering method proposed here is help-
ful for manipulating the SOC BECs and controlling spin-
orbit coupled qubits by designing the time-dependent
SOC and the potential motion. This might have appli-
cations in quantum information processing, atom inter-
ferometry, and quantum metrology. Several natural ex-
tensions of this approach can be done in the near future.
For instance, one can hybridize the inverse engineering
and the optimal control theory [25, 27] to optimize the
7shortcuts in the presence of noise and device-related er-
rors. Being combined with the variational principle [37]
and hydrodynamic approach [40], the shortcuts can be
further designed for soliton dynamics [41] or quench dy-
namics in the SOC BECs. Last but not least, our system
resembles electron confined in parabolic quantum dots
or wires [32–35], which can be useful for generating spin-
dependent coherent and Schro¨dinger cat states [42].
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