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Discordance in the ΛCDM cosmological model can be seen by comparing parameters constrained by
CMB measurements to those inferred by probes of large scale structure. Recent improvements in
observations, including final data releases from both Planck and SDSS-III BOSS, as well as improved
astrophysical uncertainty analysis of CFHTLenS, allows for an update in the quantification of any
tension between large and small scales. This paper is intended, primarily, as a discussion on the
quantifications of discordance when comparing the parameter constraints of a model when given
two different data sets. We consider KL-divergence, comparison of Bayesian evidences and other
statistics which are sensitive to the mean, variance and shape of the distributions. However, as a
by-product, we present an update to the similar analysis in [1] where we find that, considering new
data and treatment of priors, the constraints from the CMB and from a combination of LSS probes
are in greater agreement and any tension only persists to a minor degree. In particular, we find
the parameter constraints from the combination of LSS probes which are most discrepant with the
Planck2015+Pol+BAO parameter distributions can be quantified at a ∼ 2.55σ tension using the
method introduced in [1]. If instead we use the distributions constrained by the combination of LSS
probes which are in greatest agreement with those from Planck2015+Pol+BAO this tension is only
0.76σa.
I. INTRODUCTION
ΛCDM is an extremely successful cosmological
model based on general relativity with components
of dark energy and cold dark matter, in addition
to baryonic matter. It predicts baryon acoustic
oscillations (BAO), the periodic fluctuations in the
density of visible matter, as well as the polarisation
and gravitational lensing of photons. The evolution
of ΛCDM is imprinted in the cosmic microwave back-
ground (CMB) radiation, relic light from the epoch
of recombination, and in the large scale structure
(LSS) of the universe and can be measured by a host
of different techniques. ΛCDM can be quantified by
just six cosmological parameters [2]: the physical
densities of baryonic and cold dark matter Ωbh
2 and
Ωch
2, the angular diameter of the CMB acoustic
scale ΘMC, the amplitude of the curvature density
fluctuations As, the scalar spectral index ns, and the
optical depth to reionisation τ .
Measurements from the CMB or LSS can be
used to constrain the ΛCDM parameters from which
all other derived parameters can be calculated, e.g.
the Hubble parameter, the physical density of matter
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a The code used to calculate results in this paper can be found
at https://github.com/tomcharnock/tension
or the amplitude of density fluctuation at a scale of
8h−1Mpc, H0, Ωm and σ8 respectively. Indications
of a discrepancy between constraints of the ΛCDM
parameters when using either the CMB or LSS
probes could show that physics may deviate from
vanilla ΛCDM, i.e. with no additional physics. It has
been widely noted [3–15] that probes of LSS suggest
the joint values of Ωm and σ8 do not seem to agree
with those obtained using the CMB. In particular,
the constraints from LSS imply that there is too
much small scale structure when compared to the
constraints from measurements of the CMB.
In [1] we analysed the discrepancy which arised
in each of the five relevant ΛCDM parameters when
using measurements of the CMB and observations of
LSS available at that time. The CMB measurements
were obtained using the Planck2013 temperature
anisotropies [16] combined with WMAP polarisation
(WP) [17] and BAO results from the third Sloan
Digital Sky Survey (SDSS-III) experiment, Baryon
Oscillation Spetroscopic Survey (BOSS) DR9 [18], as
well as the 6dF Galaxy Survey [19] and the SDSS
DR7 Main Galaxy Sample [20]. A host of large scale
structure probes were used in [1], such as weak lensing
from the Canada-France-Hawaii Telescope Lensing
Survey (CFHTLenS) [21], lensing of the CMB from
the Planck lensing analysis [22], redshift-space dis-
tortions (RSD) from SDSS-III BOSS DR11 [23] and
Sunyaev-Zel’dovich (SZ) galaxy cluster counts [3].
By placing Gaussian priors from Planck2013 on ΘMC
and ns in the Markov-chain Monte Carlo (MCMC)
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2analysis from COSMOMC [24], constraints using a com-
bination of all the LSS probes could be obtained. By
comparing the joint probability distribution for the
five ΛCDM parameters from both the CMB and LSS
we were able to state that this tension was in excess
of 5σ. This lead to the consideration of extensions to
ΛCDM to reduce the power of density fluctuations
on small scales only. This included adding either an
active or sterile neutrino component, or modifying the
tilt of the primordial power spectrum. By including
these modifications to the model, the tension between
the parameters obtained from the CMB and from
LSS decreased to ∼ 2σ reducing the discrepancy by a
large amount, although not alleviating it totally. This
came with a reasonably significant non-zero mass of
active or sterile neutrinos, which was discrepant with
the result obtained by Planck [16].
This paper is primarily concerned with studying
various methods to quantify any discrepancy which
arises when two datasets predict different parameter
values from the same model. In Sec. II we review
(not exhaustively) different measures that can be
used to interpret these discordances. We also define
two methods which are not used in the literature
which are robust in a wide variety of situations. A
detailed explanation of how each of these measures
perform when applied to a range of different prob-
ability distributions is presented in Appendix A. In
Sec. III we will introduce the data used to constrain
the ΛCDM parameters. Finally, in Sec. IV the
remaining discordance between ΛCDM parameters
when measured using the CMB and a combination
of LSS probes is updated. We quote the amount
of disagreement using the measures introduced in
Sec. II and comment on how each of them can be
interpreted. Finally in Sec. V, extending ΛCDM with
neutrino content is discussed, as is a note on how the
impact of the most recent Planck20161 analysis may
affect the results.
II. QUANTIFYING DISCREPANCY
The probability distribution P (θ) of the five rel-
evant ΛCDM parameters, excluding τ which is only
constrained by the CMB, is a complicated 5D, not-
necessarily Gaussian, function. When constraining
the parameters using the CMB only, one distribution
P (θ|CMB,ΛCDM) is found and a second, suppos-
edly similar, distribution P (θ|LSS,ΛCDM), can
be derived from constraints using LSS. Since each
of these distributions are difficult to quantify in a
simple way, any comparison between them is also
complicated. A number of different measures are
used to give a simple, generally “single-numbered”,
quantification of any differences [25, 26], where [27–
29] are particularly used in cosmology and astronomy.
The way each of these measures are interpreted can
1 The MCMC chains or likelihood analysis for Planck2016 was
not available at the time of submission.
lead to confusing statements about any discordance
and so a thorough discussion of a few of the major
methods is laid out here. Detailed descriptions of
each method, using some simple distributions, can be
found in Appendix A in order to help guide the reader.
Consider the posterior distributions P1 ≡ P (θ|D1,M)
and P2 ≡ P (θ|D2,M) for datasets D1 and D2,
respectively, parameters, θ, of a model M.
1. Bhattacharyya distance The Bhattacharyya
distance [26] compares the probability distributions
from each model at a given parameter value
B =
∫
dθ
√
P1P2. (2.1)
B = 1 indicates two identical distributions whilst
B & 0 for disparate distributions with values in
between indicating the level of tension. If one of the
distributions is particularly broad compared to the
other then this will give a low Bhattacharyya distance
value meaning the distributions are distinctly differ-
ent. This is true even if the peaks of the distributions
are identical. The Bhattacharyya distance is not
used in a cosmological context since the variance of
the posterior distribution given LSS data is often
much wider than when using measurements of the
CMB. It is, however, easy to understand and aids
in comprehension of comparisons between posterior
distributions.
2. Overlap coefficient The overlap coefficient [25]
works in a similar way to the Bhattacharyya distance.
In this case the quantity obtained is given by
O =
∫
dθMin[P1, P2]. (2.2)
As with B, two identical distributions have O = 1
and non-overlapping distributions have O = 0. The
scale of difference between 0 < O < 1 is not the
same as the Bhattacharyya distance, with the overlap
coefficient taking lower values for the same pair of
differing distributions. Again broader distributions
are indicated as being in tension, even with identical
distribution peaks. This is also not often used for
cosmological comparison.
3. Difference vector This measure, introduced
in [1] and inspired by the two sample T-test [30],
involves calculating the difference between the
parameter ranges from the first and second proba-
bility distributions and creating a new probability
distribution from the difference vector
P (δθ|D1, D2,M) =
∫
dθ′P1(θ′)P2(θ′ − δθ). (2.3)
Here δθ = θ1 − θ2, where θ1 and θ2 are the allowed
values of the parameters from the distributions from
data set D1 and data set D2, thus P2(θ1 − δθ) ≡
P2(θ2). This convolution effectively shifts the mean
of the new distribution to the difference in the means
of the original two distributions, µδθ = µθ1−µθ2 , with
3parameters spanning a range from µδθ−Min[θ1,θ2] to
µδθ + Max[θ1,θ2]. For convenience P (δθ|D1, D2,M)
is denoted P (δθ). A quantification of the disagree-
ment between the distributions is obtained by inte-
grating this new distribution within the isocontour
formed by the value of the probability distribution
function at δθ = 0,
C =
∫
A
dδθP (δθ), (2.4)
where
A = {δθ |P (δθ) > P (0)} (2.5)
In [1] samples were taken from MCMC chains and
analysed, giving means for each parameter and a co-
variance matrix for each distribution. The covariance
matrices were then combined using the law of total
covariance [31]. This combined covariance was used
to form a multivariate Gaussian distribution centred
at the difference in the means of the parameters
obtained from the COSMOMC analysis of the MCMC
chains. In this paper the difference between the
samples in the chains are used directly to form
the probability distribution. This means that any
non-Gaussianity of the distributions is taken into
account.
As a single unit measure this does a good job
of indicating disagreements between distributions.
It can be interpreted easily since C is a mea-
sure of the fraction of samples within a bounded
area. This area is arbitrary and choosing δθ = 0
is not essential. Of course, the measure cannot
fully describe the complexity of both of the entire
probability distribution functions P1 and P2. Using
more parameters can help give greater understanding.
4. Integration between intervals Using two num-
bers to quantify the similarities and differences
between probability distributions can provide more
information. By integrating each of the probability
distributions within a given interval of the other
distribution, the total level of agreement can be
quantified. The two useful numbers here are
I1 =
∫
A2
dθP1 (2.6)
I2 =
∫
A1
dθP2, (2.7)
where
Ai ≡
{
θ
∣∣∣∣ ∫ dθPi = 0.997} . (2.8)
I1 is obtained by integrating the probability distri-
bution P1 within the isocontour of the probability
distribution P2 which would contain 99.7% of the
samples drawn from it. I2 is obtained in exactly the
same way, exchanging the probability distribution P1
for P2. This measure is particularly useful since I1
and I2 can be directly related to samples obtained via
MCMC analysis. The limit chosen for the integration
interval is arbitrary. If the interval is chosen to mea-
sure the amount of P1 within the isocontour which
contains 68.4% of P2 then, if I1 = 0, the tension
could be interpreted as being greater than 1σ. We
have chosen to consider isocontours containing 99.7%
of the samples from each distribution. If I1 = 0
when integrated within the bounds containing 99.7%
of the samples drawn from P2 then P1 would be
considered to be in > 3σ tension with P2. Although
computationally intensive, this method can be used
to quantify an exact tension by increasing the inte-
gration limits of one of the distributions until the
integral of the other distribution was no longer zero.
This procedure is not performed in section IV due to
computational resources.
5. Surprise Another method which compares
one distribution to another giving two measures is
that used in [29]. Here the relative entropy (KL-
divergence) is found when P2 is used as an update to
P1 and is given by
D(P1||P2) =
∫
dθP2 log
P2
P1
. (2.9)
An expected relative entropy can be found using
〈D〉 =
∫
dP2
∫
dθP1P2D(P1||P2). (2.10)
By comparing the difference of the relative entropy
to the expected relative entropy a quantity (which is
named surprise in [29]) can be calculated
S = D(P1||P2)− 〈D〉. (2.11)
Using a combination of D(P1||P2) and S a quantifica-
tion of information gain due to different distributions
can be found. S should be close to zero for datasets
which are similar and can be positive or negative.
A positive “surprise” indicates that the distribution
used to update the original is more different than
expected. A negative “surprise” is obtained when
the updating distribution is in more agreement
than expected with the original distribution. This
technique is particularly useful when comparing the
amount of “surprise” for a given expected relative
entropy. The results of which can be quoted as a
p-value and interpreted as how likely one distribution
is to be in agreement with the other.
6. Quantification of Bayesian evidence Other
measures that have previously been discussed gener-
ally involve comparisons of Bayesian evidences. The
most simple and commonly used was introduced in
[27]. This is given by
R =
p(D1, D2)
p(D1)p(D2)
, (2.12)
where p(Di) is the evidence given data Di,
p(Di) =
∫
dθPip(θ), (2.13)
4where p(θ) is the prior on the parameter θ and the
index i = 1, 2 denotes which dataset is used. The
numerator of Eqn. 2.12 is given by
p(D1, D2) =
∫
dθP1P2p(θ). (2.14)
This is related quite closely to the Bhattacharyya
distance. R is the ratio of the evidence given both
datasets, to the evidence of each dataset. The prior
assumptions of the parameter must be specified and
taken into account. Using logR, the results can
be interpreted on the Jefferys scale with logR > 0
indicating agreement and logR < 0 indicating
disagreement to some degree. This, as for the
Bhattacharyya distance and the overlap coefficient
methods, reveals a degeneracy between shifts in
the peaks of distributions and broadening of the
variances of distributions. The numbers from logR
are dependent on the choice of priors. As long as the
prior is stated along with analysis then the results
can be recreated and interpreted by the individual.
7. Shifted probability distribution Another measure,
used in [28], shifts one distribution (in a similar way
to the difference vector method) so that the maxima
of the two distributions coincide is then found. The
ratio of the joint evidences is
T =
p(D1, D2)shifted
p(D1, D2)
. (2.15)
Identical distributions have log T = 0 and log T > 0
indicates deviations from similarity. The values of
log T do not directly map to a statistical significance
or a p-value. Also, log T can be expected to be twice
as large when the dimensionality of the problem
increases by two. This can either be corrected or
taken into consideration when interpreting the result.
Each of the measures described in this section
indicate, to some degree, whether or not two distri-
butions agree or disagree with each other. They do
not each give the same emphasis as to where tension
arises.
• The Bhattacharyya distance, overlap coefficient
and quantification of Bayesian evidence give
disagreements arising from broadening of one
distribution in comparison to another. The
difference vector, shifted probability distribu-
tion, integration between intervals and “sur-
prise” methods take this broadening into ac-
count.
• The Bhattacharyya distance and overlap coeffi-
cient have results which are difficult to interpret
and do not map to any useful scales.
• The quantification of Bayesian evidence and
shifted probability distribution methods are
prior dependent and, out of the two, only logR
can be interpreted on the Jeffreys scale.
• The “surprise” gives a variety of quantifications
which can be mapped to two p-values, thus
quantifying the amount of disagreement when
either distribution is used to update the other.
• The difference vector relates the fraction of sam-
ples within an arbitrary boundary formed by the
samples away from the difference in the means.
It does not capture all the information, but can
be quoted as a single number by mapping C onto
the interval of the 1D Gaussian. Due to its con-
struction, the value of C matches the expected
results when comparing 2D likelihood contours,
but extends to higher dimensions.
• Integration between intervals is more powerful
than using C for observing differences and it
is easy to understand each integral individually.
However, the combination needs to be taken into
account to truly describe how much tension is
present between distributions. This can lead to
some confusion when considering a broad distri-
bution compared with a tight one.
In Sec. III, the difference vector measure (3 ) will be
used for comparison of the constraints on ΛCDM pa-
rameters derived from the CMB and individual LSS
probes. This represents an update of [1] on the basis of
more recent data. In Sec. IV, each of the other statis-
tics will be calculated in order to quantify the level of
tension between the parameter distributions from the
CMB to LSS with a discussion of what each implies.
The probability distributions are complex and multi-
dimensional, and so care needs to be taken when his-
togramming the samples from MCMC chains. These
distributions can often be sparsely sampled in the im-
portant overlapping regions. For measures 1, 2 and 4 -
7 the histogram is made for a number of different bins
and both with and without Gaussian smoothing. The
results quoted in Sec. IV are the consensus values from
this range of tests (which are all quite similar in any
case). For measure 3 the number of samples from the
chains is much greater since there are NCMB × NLSS
differences, where NCMB is the number of samples
from the CMB chains and NLSS is the number of sam-
ples from the LSS chains. This is then histogrammed
with a range of bins and with and without Gaussian
smoothing to check that the results are robust.
III. DATA
In the time since [1] there has been a number of data
releases from CMB and LSS observations, as well as
improved data analysis taking into account astrophys-
ical uncertainty. Here, we consider updated versions
of each of the data sets used in [1] to reassess the
quantification of the tension in parameter constraints
when obtained from the CMB and by LSS probes.
A. CMB
The temperature anisotropies and polarisation of
photons from the CMB have been measured to an
extremely high resolution over the largest possible
5scales by Planck [32]. For brevity, we consider only
one combination of CMB measurements.
Planck2015+Pol+BAO : We use the updated
results from the Planck2015 analysis. We include
the temperature (T), E-mode and T-E cross-spectra
from Planck HFI for 29 < ` < 2509 and T, E- and
B-mode spectra from Planck LFI for 2 < ` < 29 [33].
We combine this with the measure of the BAO peak
from the 6dF Galaxy Survey [34] and the SDSS DR7
Main Galaxy Sample [20] as in [1] and update the
SDSS-III BOSS result to the final DR12 CMASS and
LOWZ [35] result. The Planck2015+Pol+BAO 2σ
constraint contours in the Ωm − σ8 plane can be seen
in orange in Figs. 1 and 2 as well as in Fig. 5 where
ΛCDM has been extended to include active or sterile
neutrinos. It should be noted that when quoting the
discrepancy between results from the CMB and from
LSS, it is the amount of disagreement in the five
applicable ΛCDM parameters, not the tension in the
two-dimensional Ωm − σ8 plane.
B. LSS
Large scale structure can be measured in a num-
ber of different ways. We consider four independent
measurements of LSS which can be consistently com-
bined to form a total constraint which we call All
LSS. Since LSS cannot constrain the optical depth
to reionisation it is fixed to the central value from
Planck2015+Pol+BAO of τ = 0.078. For consis-
tency with the thorough analysis of weak lensing us-
ing CFHTLenS [36] we adopt the same wide priors on
the other ΛCDM parameters: Ωbh2 = [0.013, 0.033];
Ωch
2 = [0.01, 0.99]; θMC = [0.5, 10]; ns = [0.7, 1.3];
and logAs = [2.3, 5]. This is different to the pre-
scription used previously in [1] which fixes tight,
Gaussian priors to ΘMC and ns which skews the
other (somewhat-correlated) ΛCDM parameters to
less favourable regions of parameter space. This can
be considered as one of the reasons for the large ap-
parent discordance between the CMB and LSS con-
straints.
Galaxy lensing
Surveys of the gravitational lensing of photons by
large scale structures are able to probe the underlying
matter power spectrum of density perturbations
and as such can give constraints on both Ωm and
σ8 directly [37]. The matter power spectrum arises
from the correlation of the cosmological shear, but
there are also other contributions from intrinsic
alignments, i.e. shape-shape correlations due to
galaxies forming near each other within the same
gravitational potential or shape-shear correlations
due to galaxies affecting the shear along the line of
sight. These intrinsic alignment effects are small,
but do contribute to the measurements from weak
lensing surveys and should be taken into account.
Modelling the gravitational lensing signature is also
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Figure 1. 1 and 2σ constraint contours in the Ωm − σ8
plane within the ΛCDM model for a range of data. In each
subplot the orange contours show the constraints from
Planck2015+Pol+BAO. The top subplot shows the con-
straints from weak lensing with the CFHTLenS (Strong)
and CFHTLenS (Weak) results plotted in purple and and
light blue respectively. The second and third subplots
show the constraint from CMB lensing in dark blue and
from BOSS DR12 RSD in red. The bottom subplot con-
tains the constraint from SZ galaxy cluster counts with
mass biases from CMB lensing in lime green and WtG
in yellow. The amount of disagreement between the com-
bined five parameter constraints obtained by the CMB and
probes of LSS are shown in the bottom-right of each sub-
plot.
6difficult since it involves knowing, to a high precision,
galaxy dynamics. We present, here, three different
constraints for weak lensing.
CFHTLenS (Strong): This relates directly to
the Min case in [36] Fig. 12 which has the strongest
assumptions made about astrophysical uncertainties.
There are seven angular bins and seven tomo-
graphic redshift bins which each have their own
uncertainties related to them. These redshift uncer-
tainties are Gaussians about ∆z1 = −0.045 ± 0.014,
∆z2 = −0.013 ± 0.010, ∆z3 = 0.008,±0.008,
∆z4 = 0.042± 0.017 and ∆z5 = 0.042± 0.034 leaving
the last two bins with flat priors of ∆z6,7 = [−0.1, 0.1],
keeping all angular scales. There are also tight priors
on the amplitude of intrinsic alignments and the in-
trinsic alignment luminosity and redshift dependence
are zero. The 2σ constraint contours for CFHTLenS
(Strong) can be seen in the top subplot of Fig. 1 in
purple. It can be seen that, in the Ωm−σ8 plane, the
distribution lies far from the Planck2015+Pol+BAO
contours. The value of C = 0.99 (2.65σ).
CFHTLenS (Weak): As for the CFHTLenS
(Strong) case, this also comes from [36] where it is
denoted Max. The astrophysical assumptions are
greatly reduced with wide flat priors on intrinsic
alignment measurements and ∆z = [−0.1, 0.1] for
each of the seven tomographic bins, while non-linear
scales are cut in the matter power spectrum. The
cut to the non-linear scales is the main cause for
measurements from CFHTLenS (Weak) being much
less constraining than CFHTLenS (Strong). This can
also be found in the top subplot of Fig. 1 in light
blue. Since the constraints are quite weak, there is
clearly no discrepancy with Planck2015+Pol+BAO
in the Ωm − σ8 plane, although the central value is
different. The value of C = 0.12 (0.15σ).
DES Science Verification: The results from
the Dark Energy Survey (DES) follow the prescrip-
tion in [38] where the range of angular scales included
is less than in either of the CFHTLenS analyses for
each of its three redshift bins. Here uncertainties
in the redshift bins are not taken into account and
intrinsic alignments are set to zero. As such the con-
straints are not as tight as the CFHTLenS (Strong)
but provide a stronger constraint than CFHTLenS
(Weak). Although not shown in Fig. 1 for presenta-
tional reasons, the discrepancy between this data and
Planck2015+Pol+BAO is C = 0.63 (0.90σ).
Since we performed this analysis the Kilo-Degree
Survey (KIDS) [39] has produced results which
are similar in many ways to those produced by
CFHTLenS. Given this, we have not quoted a value
for this data presuming it to be close to that for
CFHTLenS.
CMB lensing
Measuring the gravitational lensing of CMB pho-
tons can also provide information about cosmological
shear correlations related to the matter power spec-
trum, hence revealing information about Ωm and
σ8 [40].
Planck lensing : As well as measuring the pri-
mary anisotropies and polarisation, Planck also
detected the effects of the gravitational lensing of
CMB photons. Here, we use the measurements of
the lensing power spectrum between 40 < ` < 400,
as in [41]. As expected, there is no discrepancy
between Planck lensing and the measurements
of the CMB temperature and polarisation from
Planck2015+Pol+BAO. This can be seen in the
Ωm − σ8 plane in the second subplot of Fig. 1, in
particular we find that C = 0.07 (0.08σ).
Redshift-space distortions
Non-linear effects from the peculiar velocities of
galaxies within galaxy clusters can be measured by
surveys in redshift-space. In particular, finger-like
structures can form in redshift-space due to the
velocities of galaxies falling towards the centre of
galaxy clusters. Measuring the deviation of observa-
tions from a fiducial cosmology allows the RSD to
be quantified into the Alcock-Paczynski factor FAP,
which is related directly to the Hubble parameter
H(z), and the angular diameter distance DA(z).
The joint growth of structure and amplitude of
density perturbations of dark matter fσ8, can also be
constrained using the relative amplitudes of the RSD
monopole and quadrupole [23].
SDSS-III BOSS DR12 RSD : Measurements of
the clustering of galaxies along the line of sight at ef-
fective redshifts of zLOWZ = 0.32 and zCMASS = 0.57
can constrain fσ8 and the combination of the
Hubble parameter, the comoving sound horizon
at the baryon drag epoch H(z)rs(zd) and ratio of
the angular diameter distance to the sound horizon
DA(z)/rs(zd) [42]. Here, we use the covariance matrix
for these parameters from the Quick-Particle-Mesh
(QPM) mocks. The constraints coming from RSD
in the Ωm − σ8 plane can be seen in the third
subplot of Fig. 1 in red which suggests it is consistent
with Planck2015+Pol+BAO, but with the central
value lying lower in the σ8 direction. In this case
C = 0.75 (1.16σ).
Sunyaev-Zel’dovich galaxy cluster counts
Inverse Compton scattering of CMB photons
by high energy electrons in intracluster media can
be used to measure the number of galaxy clusters
as a function of redshift, from which the growth
of structure and various geometrical factors can
be constrained [43]. The relationship between the
7observable, Y , and the mass of the cluster, M , must
be determined empirically using either observations
or simulations. A simple assumption for the thermal
state of a cluster is to assume hydrostatic equilib-
rium [43], and any deviation from the Y −M relation
derived from this assumption is quantified using
a hydrostatic mass bias 1 − b. This factor can be
constrained using follow-up observations of X-ray
detected samples using weak lensing or directly from
the lensing effect of clusters on the CMB measured
from the Planck data.
Planck lensing : The lensing effect of clusters on the
CMB can be used to infer 1/(1− b) = 0.99±0.19 [41].
Constraints using this mass bias are presented in lime
green in the bottom subplot of Fig. 1 for the Ωm− σ8
plane where it can be seen that the disagreement with
the CMB is significant. The value of C = 0.96 (2.01σ).
Weighing the Giants (WtG): There are 51
galaxy clusters in the sample studied by the WtG
project, 22 of which overlap with the Planck galaxy
clusters, for which lensing data exists [44]. The
mass bias determined by WtG is lower than for
Planck at 1 − b = 0.688 ± 0.092 and as such galaxy
cluster dynamics suggest that these objects deviate
significantly from hydrostatic equilibrium. The 1
and 2σ constraint contours in the Ωm − σ8 plane
can be found in the bottom subplot of Fig. 1 in
bright yellow, showing reasonable overlap with
the Planck2015+Pol+BAO constraints, such that
C = 0.68 (0.99σ).
IV. CONCORDANCE OR DISCORDANCE?
Since each of the LSS probes are independent
measurements, they can be combined to provide
an All LSS constraint. As pointed out in [1], if
each of the mildly discrepant LSS constraints lie
in the same region of parameter space, then their
combination could become more significant than each
separately. In order to investigate this we consider
two combinations of data.
All LSS (Weak): By combining CFHTLenS
(Weak) with Planck lensing, RSD (DR12) and SZ
galaxy cluster counts using the WtG mass bias we
find the least discrepant joint analysis compared to
Planck2015+Pol+BAO. We can see in Fig. 2 the
green contours in the Ωm − σ8 plane have reasonable
overlap with Planck2015+Pol+BAO and the value of
C = 0.55 (0.76σ).
All LSS (Strong): Combining the CFHTLenS
(Strong) constraints with Planck lensing, RSD
(DR12) and SZ galaxy cluster counts using the mass
bias from Planck lensing is shown in brown in Fig 2.
This provides the most discrepant combination of
data with C = 0.99 (2.55σ). Note that this is less
discrepant than the CFHTLenS (Strong) discrepancy
by itself. This suggests that there are internal
tensions between the LSS data sets, as well as with
0.20 0.24 0.28 0.32 0.36 0.40
0.64
0.72
0.80
0.88
All LSS (Strong)
All LSS (Weak)C=0.99
C=0.55 Planck2015+Pol+BAO
Figure 2. The 1 and 2σ constraints on the Ωm − σ8 plane
from Planck2015+Pol+BAO in orange and from combin-
ing each of the LSS data sets, with those in the most ten-
sion with the CMB data set in brown and in the least
tension in green. The 5 parameter ΛCDM difference vec-
tor with Planck2015+Pol+BAO is quoted for both sets of
constraints in the bottom-left corner.
Measure Result Interpretation
1 B = 1.81× 10−2 Unknown
2 O = 2.71× 10−3 Unknown
3 C = 0.55 (0.76σ) Low
4
ICMB = 3.81× 10−1 Low
ILSS = 2.30× 10−3
5
D(CMB||LSS) = 7.20× 10−2
SCMB→LSS = −4.25× 10−1 Likely
D(LSS||CMB) = 8.52 similar
SLSS→CMB = 8.03
6 logR = 3.29 Low
7 log T = 2.59 Mild
Table I. Quantification of the similarity of the prob-
ability distributions of the ΛCDM parameters from
Planck2015+Pol+BAO and All LSS (Weak) for each of
the measures 1 -7 from Sec. II. The first column contains
the measure used, the second column shows the result and
the final column gives a description of degree of discor-
dance.
CMB constraints.
In Tables. I and II we present the calculated values for
each of the statistics. The overall picture is that All
LSS (Strong) is more discrepant than the parameter
distributions inferred from Planck2015+Pol+BAO
while using All LSS (Weak) appears to be more
compatible. However, the details indicate a more
complicated story dependent on which measure is
used.
The results of measures 1 and 2 in Tables. I
and II are small compared to B = 1 or O = 1
8Measure Result Interpretation
1 B = 8.90× 10−4 Unknown
2 O = 9.70× 10−5 Unknown
3 C = 0.99 (2.55σ) Moderate
4
ICMB = 2.82× 10−2 Moderate
ILSS = 5.44× 10−5
5
D(CMB||LSS) = 2.85× 10−3
SCMB→LSS = −5.85 Likely
D(LSS||CMB) = 7.84 different
SLSS→CMB = 1.99
6 logR = −1.36 Significant
7 log T = 7.56 Significant
Table II. Identical table to Table. I using All LSS (Strong)
to constrain the LSS parameter distributions. The first
column contains the measure used, the second column
shows the result and the final column gives a description
of the degree of discordance.
suggesting a large degrees of discordance between
constraints obtained from LSS and CMB datasets. To
illuminate how poor these measures are at quantifying
tension, a toy model can be considered to see what
the results are equivalent to in terms of shifts of two
distributions. If P1 = N (µ1,Σ) and P2 = N (µ2,Σ)
with µ1 = (0, 0, 0, 0, 0), µ2 = (0, 0, 0, 0, θ) and
Σ = diag(1, 1, 1, 1, 1) then B = 1.81 × 10−2 needs
θ = 4.23 whilst B = 8.90 × 10−4 needs θ = 5.59.
In a similar way O = 2.71 × 10−3 requires θ = 3.48
and O = 9.70 × 10−5 needs θ = 4.42. From these
shifts in the five dimensional distributions it appears
that All LSS (Weak) and All LSS (Strong) are both
quite distinct from Planck2015+Pol+BAO. There
is a strong dimensional dependence using these
two measures so extremely small values can, and
do, appear as large discrepancies. On the basis of
this, these measures indicate significant discordance
between All LSS (Weak) and Planck2015+Pol+BAO
and severe discordance between All LSS (Strong) and
Planck2015+Pol+BAO. However, since the shift in
the means has an equivalent description in terms of
broadening of the variance then it is difficult to make
any useful statement. Instead consider another toy
model where P1 = N (µ,Σ1) and P2 = N (µ,Σ2)
with µ = (0, 0, 0, 0, 0), Σ1 = diag(1, 1, 1, 1, 1) and
Σ2 = diag(σ
2, σ2, σ2, σ2, σ2) then B = 1.81 × 10−2
needs σ ≈ 10 whilst B = 8.90 × 10−4 needs σ ≈ 33.
Neither of these P2 distributions would be considered
in tension with P1, although P2 would not be informa-
tive. In general, the values of B and O are much less
than one, which would suggest that there is reason-
ably significant discordance between All LSS (Weak)
or All LSS (Strong) and Planck2015+Pol+BAO. It
is clear why neither the Bhattacharyya distance nor
the overlap coefficient measures are used for data
comparison in cosmology.
Measure 3 is easy to interpret in both Tables. I
and II. Since the value of C is the fraction of
samples within an interval then this maps easily
to the number of samples in an interval of a 1D
Gaussian distribution. This means that C maps
directly to a quantification in terms of a num-
ber of standard deviations. For All LSS (Weak)
compared to Planck2015+Pol+BAO, C = 0.55 is
equivalent to 0.76σ, which is interpreted as very
little discordance. Comparing All LSS (Strong) to
Planck2015+Pol+BAO provides C = 0.99 which
(including more significant figures in the calculation)
maps to 2.55σ. While this is much greater than for
All LSS (Weak), the suggested interpretation of the
tension is only a moderate one. These values reflect
the position of the contours in Fig. 2.
When interpreting measure 4 it is only neces-
sary to consider Max[ICMB, ILSS] to get an indication
of the level of agreement. The ratio of the larger
value to the smaller value then describes the relative
widths of the distributions. In a similar way to
measure 3, the values of ICMB and ILSS relate directly
to numbers of samples, although the distributions
are cut at the complementary distributions 3σ
isocontours, meaning they are discontinuous. While
this means they cannot truly be mapped to intervals
of a 1D Gaussian, that is still a useful indicator
of discordance. For All LSS (Weak) 38.1% of the
samples drawn from the Planck2015+Pol+BAO
distribution are within the isocontour which would
contain 99.7% of the samples drawn from the All LSS
(Weak) distribution. This seems like a small fraction,
but is actually the equivalent of a discrepancy of
0.88σ when compared to a 1D Gaussian and so
should be interpreted as indicating a low level of
discordance. Since ICMB > ILSS then the constraints
on the parameters using Planck2015+Pol+BAO are
tighter than those from All LSS (Weak). Similarly,
ICMB is larger in Table. II showing that the con-
straints from Planck2015+Pol+BAO are tighter than
those from All LSS (Strong). ICMB = 2.82 × 10−2
means that 2.82% of the samples drawn from the
Planck2015+Pol+BAO distribution are within the
isocontour which would contain 99.7% of the samples
drawn from the All LSS (Strong) distribution. Again,
this seems quite low but is the equivalent to 2.2σ and
so is again only moderately discordant.
Measure 5, is a bit more difficult to interpret in both
Tables. I and II. In the case of updating both the All
LSS (Weak) and the All LSS (Strong) constraints
with the constraints from Planck2015+Pol+BAO
there is little relative entropy, but have large negative
“surprise”. Since the values of the “surprise” are
negative this suggests that the distributions are more
similar than expected. It should be noted that this
does not mean that the distributions are that similar,
just that there is less of an information gain than ex-
pected. Indeed, it is is very difficult to quantify quite
how severe the discordance is using this measure; it
should rather be used to describe whether one dataset
9is likely to update another dataset. The important
outcome of the measure 5 results from Tables. I
and II is the similarity between the results for D(All
LSS (Weak)||Planck2015+Pol+BAO) and those for
SAll LSS (Weak)→Planck2015+Pol+BAO. This indicates
that the distributions are likely to be similar, whereas
D(All LSS (Strong)||Planck2015+Pol+BAO) being
larger than SAll LSS (Strong)→Planck2015+Pol+BAO
shows that it is more probable that the parameter
distributions from Planck2015+Pol+BAO can be
updated with the constraints from All LSS (Strong).
This means the distributions are likely to be more
distinct.
For measure 6, Table. I has logR = 3.29
signifying that the joint distribution with
Planck2015+Pol+BAO and All LSS (Weak) as
data sets is more likely than each of the distributions
separately. The similarity is quite significant when
using flat priors from the minimum to maximum
parameter values obtained in the samples. This
happens only when the two distributions are at
worst mildly discordant. When comparing this to
the All LSS (Strong) result of logR = −1.36, in
Table. II, the negative value shows that the joint
distribution is less likely than each of the distributions
separately, which is true when the distributions are
more distinct. It is best to interpret the values of
logR on the Jeffreys scale often used in Bayesian
analysis [45], with a result of logR = 3.29 showing
Planck2015+Pol+BAO is “decisively similar” to
All LSS (Weak) and logR = −1.36 suggesting
Planck2015+Pol+BAO is significantly different to
All LSS (Strong). These statements are more ex-
treme than the other measures as a result of placing
relatively tight priors. Increasing the range of the
prior distribution allows less extreme interpretation
of the results but with the same quantitative outcome
- the All LSS (Weak) distribution is more similar to
Planck2015+Pol+BAO than the All LSS (Strong)
distribution is.
Finally, measure 7 indicates that the discordance
between All LSS (Weak) and Planck2015+Pol+BAO
is mild, but as with measure 6 this statement is prior
dependent. Again, the log T value when using All LSS
(Strong) gives a much more significant discordance.
By changing the priors, the interpretation of this re-
sult can change from All LSS (Weak) being in almost
complete agreement with Planck2015+Pol+BAO to
there being significant or severe disagreement. The
interpretation from All LSS (Strong) then follows
suit, being always more discordant than All LSS
(Weak).
To summarise the usefulness of each of these
methods:
• 1 and 2 cannot give a useful quantification of
discordance, although the small values would
suggest more significant discordance than other
methods.
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Figure 3. Projected 1 and 2 σ likelihood contours for each
of the relevant ΛCDM parameters. The green contours
show the All LSS (Weak) constraints and the orange con-
tours are the constraints from Planck2015+Pol+BAO.
• 3 and 4 can be related to drawn samples from
distributions and so mapped to intervals on a 1D
Gaussian and tend to give slightly more conser-
vative interpretations of the discordance.
• 5 is useful to find out whether a distribution is
likely to usefully update the distribution from a
pre-existing dataset, but cannot be easily inter-
preted as a quantification of the difference be-
tween the datasets.
• 6 and 7 are prior dependent and so care needs
to taken when interpreting the actual values as
a indication of the severity of discordance.
All of these measures, for both All LSS (Weak) and
All LSS (Strong), are not representative of the value
of the tension obtained in [1]. This is true even
though the Ωm − σ8 2σ contour for the All LSS
(Strong) looks similar to the contour in the left hand
subplot of Fig. 3 in [1]. This is due to updated data
and the application of Planck2013 priors on ΘMC and
ns in [1]. These parameters were chosen since they are
well measured by the CMB and in particular ΘMC is
known to within 0.05%. Using importance sampling
on the All LSS (Strong) chains and placing priors of
ΘMC = 1.04086 ± 0.00048 and ns = 0.9652 ± 0.0062,
the resulting tension with Planck2015+Pol+BAO
is C = 0.999(95) (4.06σ) which is in closer agree-
ment with the previously found result. There
are relatively few samples in the prior regions of
ΘMC and ns when using All LSS (Strong) as can
be seen in certain regions of Fig. 4. This means
that the probability distribution from the samples is
likely not to be representative of the true distribution.
Since these values are restricted to a particular
region of their parameter space, the other three
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Figure 4. Projected 1 and 2 σ likelihood contours for each
of the relevant ΛCDM parameters. The brown contours
show the All LSS (Strong) constraints and the orange con-
tours are the constraints from Planck2015+Pol+BAO.
ΛCDM parameters (Ωbh2, Ωch2 and logAs) become
constrained to less favourable regions. Figs. 3 and
4 show the projected likelihood contours comparing
Planck2015+Pol+BAO to All LSS (Weak) and All
LSS (Strong) respectively. Although, not entirely ac-
curate - the application of priors on ΘMC and ns would
restrict the green and the brown contours to the size
of the Planck2015+Pol+BAO contours in the ΘMC
and ns directions. For Fig. 3, even though the priors
limit the All LSS (Weak) parameter distributions
in all directions, they do not become significantly
more discrepant with Planck2015+Pol+BAO. On
the other hand, for Fig. 4, the priors restrict logAs
and Ωch
2 to the upper range of their allowed val-
ues. This causes a knock on effect requiring both
lower and higher Ωbh
2 values from the correlation
with Ωch
2 and the allowed region from the priors
respectively. This “new constraint” lies further from
Planck2015+Pol+BAO and so the agreement with
All LSS (Strong) with priors decreases. It should
be noted that it is na¨ıve to use the combinations of
the 2D contours in Figs. 3 and 4 to make serious
assumptions about shifts in the distributions with the
application of priors. The true distributions are five
dimensional and can only be projected down to the
2D contours via marginalising out other parameters,
therefore losing a lot of information in the process.
Releasing these priors to cover a wider range allows
more natural values in the remaining parameters to
be chosen. These new parameter values lie closer to
the values from Planck2015+Pol+BAO, reducing the
tension with All LSS.
It should be noted that if the belief in the ns
and ΘMC priors is strong, the result in greater tension
may be favoured. We do not consider the application
of these priors further since we give no preference
to which data is used to constrain well understood
cosmology.
V. DISCUSSION
A. Neutrinos
The inclusion of massive neutrinos into the model
reduces the amount of small-scale power. This is
because neutrino perturbations with Fourier modes
longer than their comoving free-streaming length
cannot cluster until these modes leave the comoving
horizon. This occurs earlier in the Universe for more
massive species [46–51]. We consider the effects of
both active and sterile neutrinos, i.e. three neutrinos
with a combined mass of
∑
mν equally divided
between the three, and an additional neutrino with
an effective mass meffsterile related to the true mass via
the effective number of relativistic degrees of freedom
Neff . Using Planck2015+Pol+BAO to constrain
ΛCDM with either active or sterile neutrinos added
indicates no preference for either a mass for active
neutrinos,
∑
mν < 0.15eV or any mass deviation of
the number of relativistic degrees of freedom from
sterile neutrinos, meffsterile < 0.65eV and Neff < 3.384.
Although the significance of the tension between
constraints on ΛCDM parameters from the CMB and
LSS without neutrinos is reduced from the analysis in
[1], we can still investigate if the inclusion of neutrinos
makes any additional difference. Most importantly,
we can see if there is any preference for massive neu-
trinos when combining CMB measurements with LSS
observations. The equivalent plot to Fig. 2 is shown
in the upper subplot of Fig. 5 when active neutrinos
are included and in the lower subplot when sterile
neutrinos are included. Clearly there is very little
benefit from adding active neutrinos, evident from
the Ωm − σ8 contours. When including
∑
mν , such
that the probability distribution is six dimensional,
C = 0.999(85) (3.79σ) and C = 0.781 (1.23σ) for
All LSS (Strong) and All LSS (Weak) respectively.
The distributions are marginally more discrepant
with the addition of
∑
mν . This is due to the dis-
tribution of neutrino mass not aligning particularly
well in All LSS (Strong) or (Weak) compared to
Planck2015+Pol+BAO and not because an extra
degree of freedom has been added. Opposite to the
result obtained in [1], the tension increases with the
addition of active neutrinos. With the application of
ΘMC and ns priors, the
∑
mν distributions aligned
better along correlated parameter directions than
when the priors are removed. The value of the
combined mass of neutrinos using All LSS (Strong) or
All LSS (Weak) combinations with Planck2015+Pol
included becomes
∑
mν = (0.176 ± 0.056)eV or∑
mν = (0.146 ± 0.057)eV, where the significance
of neutrino masses has slightly reduced from the∑
mν = (0.357 ± 0.099)eV from [1]. The inclusion
of this neutrino content does not help alleviate any
tension between constraints from the CMB and LSS
probes. This indicates that using active neutrinos as
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Figure 5. The 1 and 2σ Ωm−σ8 where ΛCDM has been ex-
tended by the inclusion of active neutrinos in the top sub-
plot and sterile neutrinos in the bottom. Constraints from
Planck2015+Pol+BAO are in orange whilst constraints
from the All LSS (Strong) and All LSS (Weak) combi-
nations of LSS probes are in brown and green respec-
tively. The 5 parameter ΛCDM difference vector with
Planck2015+Pol+BAO is quoted for both sets of con-
straints in the bottom-left corner.
an extension to ΛCDM is not particularly useful, as
suggested in [52].
Sterile neutrinos fare a little better than their active
counterparts in reducing the tension. The visible over-
lap is slightly better than vanilla ΛCDM and much
better than when active neutrinos are added. When
we include these two parameters in the quantification
analysis C = 0.891 (1.60σ) and C = 0.652 (0.94σ)
when comparing Planck2015+Pol+BAO to All LSS
(Strong) and All LSS (Weak) respectively. This is
in good agreement with what would be expected
from the visual inspection of Ωm − σ8 contours. Due
to the high dimensionality of this problem each bin
in the histogram for meffsterile and Neff is computed
separately, written to disk and then analysed from the
disk. This increases computation times significantly,
especially when testing for a range of bin sizes and
amounts of Gaussian smoothing.
The values of meffsterile = (0.470 ± 0.227)eV and
Neff = 3.139 ± 0.057 or meffsterile = (0.234 ± 0.115)eV
and Neff = 3.162 ± 0.059 are obtained by combining
All LSS (Strong) or All LSS (Weak) combinations
with Planck2015+Pol. These constraints are similar
to the values expected from Planck2015+Pol+BAO,
although with peaks in their respective distributions.
B. Planck 2016 results
In [53] the Planck2015 temperature anisotropies
are combined with the low-` EE polarisation data
(lollipop) from the Planck high frequency instru-
ment (HFI) and obtain a lower value of the optical
depth to reionisation τ . This shifts the Planck2015
value of τ = 0.078 ± 0.019 to τ = 0.058 ± 0.012.
It was suggested in [1] that constraining τ using
LSS rather than the WMAP polarisation (which
requries τ = 0.091 ± 0.013) leads to a constraint
of τ = 0.049 ± 0.021 which is close to the new
Planck2016 value.
The discrepancy between the values of τ inferred
from WP and LSS suggested a possible resolution to
the source of tension. With the new, lower constraint
on τ from Planck, the tension would be expected to
be reduced. Since the Planck+lollipop chains and
likelihood code were not publicly available at present
the Planck2015+Pol+BAO chains were importance
sampled using τ = 0.058 ± 0.012. In this case, the
quantification of tension when comparing to All
LSS (Weak) reduces from C = 0.550 (0.76σ) to
C = 0.432 (0.57σ). This also reduces to a minor
extent from C = 0.989 (2.55σ) to C = 0.985 (2.44σ)
for the comparison to All LSS (Strong). At this stage
we are unable to make any conclusive statement that
the lowering of τ is in any more or less tension than
Planck2015+Pol+BAO.
VI. CONCLUSIONS
In this article, we have discussed a variety of
measures with which to quantify the amount of dis-
cordance between any two probability distributions.
By comparing methods, an understanding of how the
different quantifications can be interpreted is found.
Further, we have presented two new methods which
are extremely robust and have an easy interpretation.
The main point that we have made is that there are
many issues arising from subjective interpretations of
discordance.
We have used the measure introduced in [1] and
described in detail here how to quantify the dif-
ferences in the 5D ΛCDM parameter distributions
when obtained by Planck2015+Pol+BAO and a
range of large scale structure probes. This update
to [1] is performed for different analyses of the same
probe (SZ galaxy cluster counts from Planck and
Weighing the Giants for example) to show that
the choice of analysis can significantly affect the
constraints on parameters. By combining the LSS
datasets in most tension with the CMB into All LSS
(Strong) and in least tension into All LSS (Weak)
two interpretations of the discordance are possible.
In the All LSS (Strong) case the discrepancy between
the parameters is C = 0.989 (around 2.55σ when
mapping C to an interval on a 1D Gaussian) which is
greatly reduced from the value quoted in [1]. Further
analysis, imposing much tighter priors on ΘMC and
12
ns through importance sampling shows that the
parameter distributions can be squashed into less
likely regions, providing much greater discrepancy - in
better agreement with the value in [1]. This highlights
how important it is to understand the applied priors
and how they can affect the probability distribution.
Further, if the belief in these priors is great enough
then the tension remains problematic and more
study into the alleviation of the discrepancy should
again be considered. In the All LSS (Weak) case,
the difference from Planck2015+Pol+BAO is almost
non-existent at C = 0.550 (around 0.76σ). Each of
the other measures discussed in this paper show the
same general trend, that All LSS (Strong) is more
distant from Planck2015+Pol+BAO than All LSS
(Weak), but importantly, suggests the discordance
exists to different degrees for each measure.
We finished by discussing neutrinos, added as
an extension to ΛCDM in [1, 5]. We now conclude
that active neutrinos provide no improvement over
vanilla ΛCDM, worsening the discordance marginally
with the All LSS (Strong) combination and remaining
similar for All LSS (Weak). Sterile neutrinos are
somewhat better, reducing the parameter discrepancy
marginally in the All LSS (Strong) case when taking
into account all seven of the relevant parameters.
There is a slight worsening for All LSS (Weak), but
only by a small amount. With the small discordance
between the ΛCDM parameters without neutrinos,
it is unlikely that their addition would be deemed
necessary to solve the issue.
We also discuss the implication of the
Planck+lollipop result. It was shown in [1]
that the optical depth to reionisation τ , would be
much lower if combining Planck without polarisation
results but instead in combination with LSS probes.
This lower τ was then found when considering the
low-` EE polarisation from Planck [53]. Attempting
to mimic the Planck+lollipop likelihood by impos-
ing a range of priors, we find a very small reduction in
the amount of tension between parameters obtained
from CMB and LSS data. Since these chains do
not contain the true probability distribution of the
new Planck results the reduction is not definite, but
provide hints of an indication.
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Appendices
A. COMPARISON OF METHODS
To understand how each of the different methods
of quantification work it is useful to compare some
simple distributions, shown in tables III and IV. Fig-
ures for each measure of every 1D and 2D parameter
distribution comparison can be found on pages 17-
18. As in Sec. II, these posterior distributions are
P1 ≡ P (θ|D1,M) and P2 ≡ P (θ|D2,M) for data
sets D1 and D2 respectively in a modelM. In the 1D
case θ ≡ θ is a one dimensional parameter, whereas
in 2D θ = {θ1, θ2}. In each case the probability dis-
tributions are normalised such that∫
dθPi = 1. (1.1)
I - Identical distributions Figure 6 shows the dis-
tributions and integrated measures quantifying the
amount of agreement or disagreement of two identical
distributions, described in row I of tables III and IV.
Each method is unanimous in its quantification of the
combination of these two distributions in both 1D and
P1 P2
I N (0, 1) N (0, 1)
II N (0, 1) N (0, 3)
III N (5, 1) N (−5, 1)
IV N (0, 1) N (1.427, 1)
V N (0, 1) +N (−2, 1) N (1.427, 1) +N (4, 2)
Table III. 1D probability distributions being compared.
P1 P2
I N
((
0 0
)
,
(
1 0
0 1
))
N
((
0 0
)
,
(
1 0
0 1
))
II N
((
0 0
)
,
(
1 0
0 1
))
N
((
0 0
)
,
(
32 0
0 32
))
III N
((
5 5
)
,
(
1 0
0 1
))
N
((−5 −5) ,(1 0
0 1
))
IV N
((
0 0
)
,
(
1 0
0 1
))
N
((
1.427 1.427
)
,
(
1 0
0 1
))
V N
((
0 0
)
,
(
1 0
0 1
))
N
((
1.427 1.427
)
,
(
1 0
0 1
))
+N
((−2 −2) ,(1 0
0 1
))
+N
((
4 4
)
,
(
22 0
0 22
))
Table IV. 2D probability distributions being compared.
2D.
1, 2. The Bhattacharyya distance and the over-
lap coefficient are B = 1 and O = 1, in both one
and two dimensions. This shows the distributions are
identical, since P1 = P2 then
√
P1P2 = P1 = P2 and
Min[P1, P2] = P1 = P2 which is unity when integrated
as in equations (2.1) and (2.2).
3. A value of C = 0 means that the distributions
must be identical. The parameter ranges are identical
for identical distributions (and infinite for the distri-
butions in tables III and IV) so the difference in the
range is the same, δθ = θ1 = θ2. A new Gaussian is
formed with half the variance and a mean at δθ = 0.
Since δθ = 0 is at the maximum of the distribution
then there are no parameter ranges above the value of
the probability distribution function at δ = 0 to inte-
grate. For the result in figure 6 the result obtained by
integrating inside the isocontour formed by the value
of the probability density function at δθ = 0 deviates
slightly from zero due to the finite number of samples
taken. The rest of the samples outside of this bound-
ary can be considered consistent.
4. When I1 = I2 = 0.997 then the two distribu-
tions are shown to be identical. The set of parameter
values which contain 99.7% of the samples of either
distribution are equal for identical distributions. This
means integrating either distribution for these param-
eter ranges will equate to Ii = 0.997, i.e. the total
fraction of samples that can be drawn from the pa-
rameter ranges are drawn from both distributions.
5. There is no gain in information when two distri-
butions are identical. Since this is expected it means
there is also no “surprise”. This can be seen trivially
in equation (2.9) since log(P2/P1) = log 1 = 0 when
P1 = P2.
14
6. A value of logR = 1.730 or logR = 3.460 shows
that evidence favours the combined probability distri-
bution when the distribution is chosen to be uniform
between −10 < θ < 10 in one or two dimensions.
This is expected for identical distributions since, al-
though the integrals p(D1) and p(D2) are greater than
p(D1, D2) their combination p(D1)p(D2) is smaller.
This is always true independent of the choice of prior.
The magnitude of logR does depend on the prior:
logR is larger when the prior is wider; it is smaller
when the prior is narrower. The positive logR can be
interpreted as an indication that the two distributions
are somewhat similar. Although logR = 1.730 means
the distributions are identical with the given prior, it
is not a particularly intuitive value.
7. Similar to measure 3, log T = 0 shows that the
two distributions are identical since p(D1, D2)shifted =
p(D1, D2). Both of the means of the joint probability
distributions are the same so the mean of the shifted
distribution does not move. The ratio is therefore
T = 1 giving a log T = 0 showing that they are iden-
tical. This is again true in both 1D and 2D.
II - One distribution broader than the other but with
the same mean Figure 7 shows the measure of dis-
cordance when one distribution remains the same as
in I, but the width of the second distribution increases
to σ = 3 as in the second row of tables III and IV.
A useful measure here would indicate either that the
distributions are very similar, or that P1 is completely
consistent with P2 even though P2 is not completely
consistent with P1.
1. B = 0.775 and B = 0.600 in one and two dimen-
sions. These values show that the distributions are
not concordant in some way. It does not illuminate
in which way the distributions disagree. Knowing the
distributions, it can be seen that the disagreement oc-
curs because the value of P2 are small for parameter
values where P1 is large, and vice versa. The integral
over the combined distributions is therefore less than
unity.
2. Similarly, the overlap coefficient reveals O =
0.516 and O = 0.325 in one and two dimensions re-
spectively. The low maximum value of P2 means that
Min[P1, P2] is capped where P1 is large. This gives the
same misleading interpretation as the Bhattacharyya
distance. In fact, since the values of O are lower,
they could be interpreted as the distributions being
in greater disagreement.
3. The measure here does not take into account
broadening of distributions and so C = 0 again. The
variance of P2 has increased (compared to in I) so the
variance of the new distribution P (δθ) is larger, but
the mean is still centred on δθ = 0. The isocontour
defined by the value of P (0) contains no parameter
values and so integrating again gives zero. This mea-
sure indicates that the samples in the new distribution
are consistent and so the original distributions agree.
In fact, they can be interpreted as being identical,
which may be misleading.
4. This measure is the most informative of all the
quantifications of the level of agreement. I1 = 1.000
and I2 = 0.684 show that all of samples drawn from
P1 are contained in the parameter ranges which con-
tain 99.7% of the samples drawn from P2. Simply,
P1 is completely consistent with P2. I2 < I1 indicates
that P2 has a greater variance than P1, the value of I2
showing how broad the distribution is in comparison
to P1. If I2 . I1 then P2 is quite similar to P1, but if
I2  I1 then P2 has a much greater variance.
5. There is a gain in information from updating P1
with P2 since there is an extension of available pa-
rameter space, but this is mostly due to “surprise”
as the entropy expected by broadening the distribu-
tion is small. On the other hand, when P1 updates
P2 there is a much smaller relative entropy, but there
is expected to be a large amount, so the “surprise”
is negative. These two values can be interpreted as
showing that P2 does not agree with P1 as much as
expected and that P1 agrees with P2 more than is ex-
pected.
6. The interpretation of this measure is exactly
the same as for I. The distributions must be similar
since logR is positive. The value is lower for the same
reason that the Bhattacharyya distance is less but,
because it is normalised by the evidences of each dis-
tribution, it is still informative. As such it is possible
to tell that, for a given prior, P1 is not the same as
P2, but they are still similar.
7. Similar to measure 3, log T = 0 shows the dis-
tributions are consistent (or identical in fact). The
maximum value of the distribution p(D1, D2)shifted is
less, but it is still equal to p(D1, D2) and so the log of
their ratio vanishes.
III - Discordant distributions Figure 8 shows ex-
amples of each of the measures when two distributions
are greatly separated. This is the last of the distribu-
tion combinations in which all of the measures are in
agreement, showing that the distributions are not sim-
ilar.
1, 2, 4, 6. Since P1 is negligible where P2 6= 0
then the integration of any combination of P1 and
P2 will (approximately) vanish, which explains the
values of B = 0 and O = 0. Similarly, if the inte-
gration ranges where 99.7% of the samples from one
distribution would be drawn do not overlap with the
non-negligible regions of the other distribution then
Ii ≈ 0. Since p(D1) and p(D2) are much greater
than P (D1, D2) (which almost vanishes) then logR is
extremely negative, preferring either evidence to the
joint evidence. All these measures show that P1 is not
at all similar to P2.
3. The mean of the new distribution is far δθ = 0
and the value of the distribution is negligible there.
The parameter range within the contour formed where
P (0) = 0 contains the whole distribution and as such
C = 1. This is only possible when the whole distribu-
tion is integrated, showing that none of the samples
drawn from either of the original distributions would
be consistent with the other.
5. There is a very large relative entropy since the
distributions contain completely different areas of pa-
rameter space, so a large amount of information is
gained. However, since the means are incompatible,
this information is not expected so the whole of the
relative entropy is driven by “surprise”. This shows
that the distributions do not agree with each other.
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7. When means of P2 are shifted to coincide with
the means of P1, p(D1, D2)shifted  p(D1, D2) and so
T is large. A large positive log T indicates that the
distributions are severely discordant.
IV - Slightly shifted distribution Figure 9 shows
the row IV distributions from tables III and IV. The
second distribution P2, has the same variance as P1
but the means of P2 are shifted such that the value of
B is the same as using the distributions in row II of
tables III and IV.
1. As already described, B = 0.775 and B = 0.601
in one and two dimensions. These are the same values
obtained when the variance of P2 is three times that of
P1. This example shows how the Bhattacharyya dis-
tance allows broadening of distributions to be mapped
to shifts in the mean. Due to this, it is harder to in-
terpret the meaning of B without seeing at least a
projection of the probability distribution. 0 < B < 1
could arise from purely a flattening of a distribution,
or a shift in the means, or a combination of both.
2. The overlap coefficient is similar to the Bhat-
tacharyya distance, although a shift in the means of
one distribution is more heavily penalised (a lower
value of O found) than a broadening of the variance
of that distribution. The same problem still persists,
that there is no distinction between flattening of the
distribution or shifts or combinations of them both.
3. P (δθ) is centred slightly away from δθ = 0 be-
cause the means of P1 and P2 are not equal. The value
of the probability distribution at δθ = 0 forms a con-
tour (or interval) which contains 69.7% and 61.1% of
the samples drawn from the distribution in one and
two dimensions. These percentages can be mapped to
the proportion of samples drawn from a one dimen-
sional Gaussian, comparing the intervals to a number
of standard deviations. In this paper, 69.7% would
map to a tension of ∼ 1.0σ, which means the distri-
butions are consistent.
4. Since I1 = I2 = 0.942 then both P1 and P2 must
have the same variance, but I1 = I2 < 0.997 shows
that not all the possible samples are contained within
the integration interval. This indicates that the means
of P1 must not coincide with the means of P2. Since
the result of I1 and I2 are close to 0.997, then the
means are not well separated and hence the distribu-
tions are in reasonable agreement.
5. The information gain from updating either distri-
bution with the other is equal showing that both dis-
tributions have the same variance. In one dimension
this gain is mostly expected and so the “surprise” is
small and the distributions can be considered compat-
ible. In two dimensions there is a lot more expected
relative entropy than information gained and so the
“surprise” is highly negative. This means the distri-
butions are more similar than expected. It is difficult
to quantify what this means in terms of similarity of
the two distributions.
6. logR = 1.221 and logR = 2.442 in one and
two dimensions. These values indicate that the joint
evidence is more likely than each of the individual ev-
idences p(D1) and p(D2), and therefore the distribu-
tions are similar. Interestingly, these measures show
that the shift in the means of one of the distributions
is more consistent than each of the distributions hav-
ing equal means, but the variance of one being larger
(as in row II of tables III and IV).
7. log T = 0.509 and log T = 1.018 show that
the distributions are similar but not identical, in one
and two dimensions. The shifted joint evidence is
slightly larger than p(D1, D2), but because the means
of P2 are close to the means of P1 the ratio between
p(D1, D2)shifted and p(D1, D2) is only slightly greater
than one.
V - Unusually shaped distributions Figure 10
shows the values each of the measures give for un-
usual shaped distributions (constructed by combining
Gaussians in this case) in tables III and IV.
1, 2. The Bhattacharyya distance is lower than
the comparisons of P1 and P2 in rows II and IV from
tables III and IV suggesting that these distributions
agree less than in those cases. The same is true
for the overlap coefficient. In the one dimensional
case, mapping B = 0.487 to a shift in the mean
only is equivalent to moving the peak of a Gaussian
distribution by θ = 2.4 from the centre of the other
distribution. Likewise, O = 0.264 obtained here
is equivalent to shifting the peak of a Gaussian
distribution to θ = 2.2 compared to another Gaussian
with the same variance centred at θ = 0. Comparing
the values of B and O to shifts in the mean is a useful
way to interpret results from these methods, although
it still does not take into account the flattening of the
distributions.
3. The values of C = 0.620 and C = 0.310 suggest
that P1 and P2 are extremely consistent, although
not identical. Mapping to one dimensional Gaussian
distributions, these are equivalent to tensions of 0.9σ
and 0.4σ respectively. This maybe quite misleading
since (according to figure 10) a lot of the distribution
lies away from δθ = 0, it is just the primary peak
which is near to δθ = 0. This means it is the only
measure here to quantify these two distributions as
more consistent than in row IV of tables III and IV.
4. 70.4% of samples drawn from P1 are within
the the 99.7% confidence intervals of P2 and 59.3%
of the samples drawn from P2 are within the 99.7%
confidence intervals of P1 in one dimension. This
shows that P1 is more consistent with P2 than the
other way around. Since I1 > I2 then the effective
variance of P2 is larger than P1’s. Both the values
of I1 and I2 being less than 0.997 suggests a shift so
that the peaks of the distribution are not aligned. Of
course, the distributions could both be peaked at the
same parameter value but one of the distributions
skewed which would give similar results.
5. The relative entropy is mostly “surprise” driven
suggesting the distributions are not in a great level
of agreement. P2 is less consistent with P1 than P1 is
with P2 since the information gain and “surprise’ are
smaller when P1 is used to update P2.
6. The positive values of logR = 0.120 and
logR = 1.110 show that the two probability distribu-
tions are consistent since the joint evidence is more
likely than either of the evidences combined. The
values of logR are closer to zero than any of the
previous comparisons from tables III and IV with the
16
exception of row III suggesting that the agreement is
less in this case.
7. The ratio of p(D1, D2)shifted to p(D1, D2) is
fairly large so log T shows that the agreement is less
than for the other comparisons in tables III and IV
except row III. The value is much less than log T for
row III and so it is clear that these distributions are
not wholly discordant.
When comparing the one and two dimensional
distributions it can be seen that the general trends
are the same. It should be noted here that the 2D
distributions are slightly more distinct than the 1D
distributions are for each row in tables III and IV
so the measure values are expected to show less
consistency. The integration between interval (4 )
and difference vector methods (3 ) have the same
interpretation value independent of the number of
dimensions. The other methods (1, 2, 5, 6 and 7 )
give different values in different dimensions, which
needs to be taken into account or corrected when
analysing the measures.
A. Probability distribution comparison figures
Each figure in this section shows the comparison
of two probability distributions for each method dis-
cussed in the previous section. The top row of fig-
ures 6, 7, 8, 9 and 10 show the comparisons of the
distributions in rows I, II, III, IV and V in table III
respectively. Likewise, the bottom row of each fig-
ure shows the comparison between the distributions
in rows I – V in table IV. The columns show the Bhat-
tacharyya distance (1 ), the overlap coefficient (2 ), the
integral of P1 between the limits containing 99.7% of
P2 and the integral of P2 between the limits contain-
ing 99.7% of P1 (4 ), the quantification of Bayesian
evidence (6 ), the shifted probability distribution (7 ),
“surprise” (5 ) and the difference vector (3 ) from left
to right. For the first six columns the solid, blue
and dashed, red lines indicate the distributions P1
and P2 respectively. In the top rows, the shaded
grey area (bounded by a dotted, black line) shows
the integrated quantity used to give the comparison
measure. In the bottom rows, the integrated quanti-
ties are shaded with blue being close to zero, turning
red for Max[P1, P2]. In the top row of the sixth col-
umn the green shaded area (bounded by a dot-dashed,
green line) indicates the integrated shifted quantity
P1P
shifted
2 , whilst the grey shaded area (bounded by
a dotted, black line) marks the integrated non-shifted
quantity P1P2, the ratio of which gives the measure.
The seventh column shows the amount of relative en-
tropy in the wider, darker bars and the amount of
“surprise” in the slimmer, lighter bars. The upper,
blue bars indicate the relative entropy and “surprise”
when P2 is used to update P1 and the lower, red bars
show the relative entropy and “surprise” when P1 up-
dates P2. The final column shows the probability dis-
tribution of the difference vector with a solid purple
line. The grey shaded area in the top row is the inte-
grated quantity giving the measure. The integration
bounds are the values of the probability distribution
greater than its value at δθ = 0.
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Figure 6. Comparison of identical distributions (I)
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Figure 7. Comparison of one distribution broader than the other but with the same means (II)
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Figure 8. Comparison of discordant probability distributions (III)
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Figure 9. Comparison of slightly shifted distributions (IV)
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Figure 10. Comparison of unusually shaped distributions (V)
