Conventional beamforming (CBF) is widely used in underwater acoustic applications due to its simplicity and robustness. Under certain circumstances, incoherent noise is the main disturbance for hydrophone arrays and can lead to a serious decline in the signal power estimation accuracy and signal detection ability of CBF. Since incoherent noise contamination is concentrated along the diagonal of the covariance matrix, we propose to improve the performance of CBF by reducing the diagonal as much as possible to suppress the incoherent noise until the output spatial spectrum becomes sparsest. Mathematically, the denoising problem is convex; hence, it can be solved with guaranteed efficiency and convergence properties. The proposed denoising algorithm is named the sparsity-optimization-based diagonal denoising (SO-DD) algorithm, and its capability is investigated and compared with the recently developed positive-semidefinite-constrained diagonal denoising (PSC-DD) algorithmvia simulation and experiments. The results suggest that both SO-DD and PSC-DD work well under ideal conditions where noise is perfectly incoherent, while SO-DD performs more reliably when noise is partially coherent due to limited sampling and the existence of coherent noise component in practice.
I. INTRODUCTION
Compared to other beamforming techniques, conventional beamforming (CBF) has considerable advantages in terms of robustness and computational cost [2] , and it has found wide applications in underwater acoustics [3] - [5] . However, CBF could suffer from a serious performance decline in the presence of severe noise. Noise can be divided into two categories: incoherent noise and coherent noise. If the noise received on each array element is independent, it is called incoherent noise; otherwise, it is called coherent noise. Typically, for underwater acoustic arrays, incoherent noise includes flow noise [6] , [7] and electrical noise, while coherent noise mainly includes ocean ambient noise [8] - [10] . In the covariance matrix, incoherent noise corrupts only the diagonal entries, while coherent noise corrupts both the diagonal and off-diagonal entries. Regarding the covariance matrix as an image, incoherent noise causes only concentrated The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Zia Ur Rahman . contamination on the diagonal, while coherent noise also causes extra scattered contamination, or speckle [11] , off the diagonal. In this paper, we consider the case in which incoherent noise is the main disturbance for the arrays, e.g., incoherent flow noise is the main disturbance for towed arrays. Based on the characteristics of incoherent noise, it can be suppressed by reducing the diagonal entries in the covariance matrix, and thereby improving the performance of CBF. This type of denoising algorithm is called the diagonal denoising (DD) algorithm [1] , [12] - [17] , which has received considerable attention from the acoustic community.
The simplest DD algorithm completely removes the diagonal from the covariance matrix, meaning that it sets the diagonal entries to zero, which is called the diagonal removal (DR) algorithm. DR can efficiently reduce the background level in the output spatial spectrum, but it will lead to the signal power underestimation problem [12] .
In recent years, several studies have proposed methods of suppressing incoherent noise by minimizing the diagonal entries as long as the denoised covariance matrix remains positive semidefinite. Mathematically, this problem can be expressed as max u 1 ,u 2 ,...,u L L l=1 u l , s.t. R − diag(u 1 , u 2 , . . . , u L ) ≥ 0 (1) where R ∈ C L×L is the covariance matrix, u l , l = 1, 2, . . . , L are the diagonal denoising factors, diag {·} represents a diagonal matrix, U = diag(u 1 , u 2 , . . . , u L ) is the diagonal unloading matrix, and ≥ 0 means that the matrix remains positive semidefinite. Leclere [13] proposed an alternating projection algorithm to solve this problem. Dougherty [14] expressed the problem as a linear programming problem that can be solved iteratively using a dual-simplex algorithm. Hald [1] further identified the problem as a semidefinite program problem and solved it via convex optimization. Among these three solutions to Eq. (1), the one proposed by Hald outperforms the two others because of its high efficiency and guaranteed convergence properties. Here, we call this algorithm the positive-semidefinite-constrained DD (PSC-DD) algorithm. PSC-DD works well with perfectly incoherent noise, but its performance degrades seriously if noise is partially coherent due to the limited sampling and the existence of coherent noise component. From another perspective, Xia [15] proposed an iterative least-squares DD (ILS-DD) algorithm, which estimates the noise power on the array elements and then removes the noise contamination from the diagonal. This algorithm outperforms the PSC-DD algorithm in cases of partially coherent noise, but it requires prior knowledge of the exact number of signals, which is usually difficult to obtain in low-input SNR situations. Moreover, the ILS-DD algorithm sometimes fails to provide a valid result due to its unguaranteed convergence properties.
Another type of DD algorithm [16] , [17] is based on the robust principle component analysis [18] , [19] (RPCA) method. By taking advantage of both the low-rank property of the signal covariance matrix and the sparse property of the noise covariance matrix, RPCA can recover the signal component and the noise component individually from a noisy covariance matrix, thereby removing the effect of noise. In addressing partially coherent noise, RPCA provides more reliable results than PSC-DD, but it suffers from the requirement of hyperparameter tuning and is computationally intensive.
Considering the shortcomings of existing algorithms, we propose a DD algorithm with the basic idea of removing as much diagonal contamination as possible until the spectrum reaches its sparsest state. The proposed algorithm shares some of the same advantages as PSC-DD, such as requiring no prior knowledge and hyperparameter tuning, being simple and fast to implement and having guaranteed convergence properties; however, it performs more reliably than PSC-DD in cases of partially coherent noise. Simulations and experiments verify the validity of the proposed algorithm, and the performance of PSC-DD is also studied for comparison.
The rest of this paper is organized as follows: Sec. II introduces the signal model and basic theories. Sec. III presents the basic idea and processing procedure of the proposed algorithm. Sec. IV demonstrates the performance of the proposed algorithm and compares it with that of PSC-DD. Sec. V further verifies the validity via processing the experimental data. Finally, Sec. VI presents a summary.
II. SIGNAL MODEL AND BASIC THEORIES
Without loss of generality, we consider a uniform linear array (ULA) consisting of L elements. The received data on the ULA can be modeled as
where N s is the number of snapshots, S = {S 1 , S 2 , . . . , S L } T ∈ C L×N s is the signal of interest with S l , l = 1, 2, . . . , L ∈ C 1×N s denoting the received signal on the lth element, N = {N 1 , N 2 , . . . , N L } T ∈ C L×N s is the unwanted noise with N l , l = 1, 2, . . . , L ∈ C 1×N s denoting the received noise on the lth element, and T represents transposition. If K independent narrowband signals with the same center frequency f are incoming in the direction {θ s1 , θ s2 , . . . , θ sK } with corresponding signal powers σ 2 s1 , σ 2 s2 , . . . , σ 2 sK , S takes the form of
where a(θ sk ) = [1, e j 2πdcosθ sk λ , . . . , e j 2πdcosθ sk λ (L−1) ] T ∈ C L×1 is the steering vector corresponding to the incoming direction θ sk of the kth signal, with j = √ −1 denoting the imaginary unit, d denoting the inter-element spacing, and λ denoting the signal wavelength; s k ∈ C 1×N s is the amplitude of the kth signal with variance 1 N s s k s H k = σ 2 sk and H representing Hermitian (conjugate) transposition; and ⊗ denotes the Kronecker product.
By averaging the N s snapshots, the covariance matrix of the received data is estimated as
which can be approximately rewritten as 
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For perfectly incoherent noise, R nn can be expressed as
where r nll , l = 1, 2, . . . , L represents the noise power at the lth element. Applying CBF to the covariance matrix R, after normalization to 1/L 2 , the output spatial spectrum is
Peaks in the spatial spectrum indicate the presence of incident signals and their highs give the corresponding power estimates. Following Eqs. (5)-(8), the output power at θ sk is
Since R nn is positive semidefinite, we have a H (θ )diag(r n11 , r n22 , . . . , r nLL )a(θ ) ≥ 0. Therefore, the power of the kth signal will be overestimated by Eq. (9), especially in low-input SNR situations. According to Eq. (9), the output SNR of the kth signal is
which determines the detectivity of the signal. In severely noisy environments, it is very difficult to detect a signal due to low output SNR using CBF directly. Employing the DD algorithm to alleviate the effects of heavy noise, the diagonally denoised covariance matrix is obtained as
where U is the diagonal unloading matrix. Then Eqs. (9) and (10) can be rewritten, respectively, as
and
Theoretically, the optimal selection of U gives U = diag(r n11 , r n22 , . . . , r nLL ), therefore, the diagonal contamination can be totally removed. As a result, we have p CBF (θ k ) = σ 2 sk and SNR out−k = ∞; hence, the signal power estimation accuracy and the signal detection ability of CBF will be improved greatly.
However, in practical situations, due to limited sampling and the existence of coherent noise component, noise is generally partially coherent. Under this condition, the noise covariance matrix is more reasonably described by a full matrix instead of a diagonal one as
where the off-diagonal entries r nij , i = j are nonzero but relatively small compared with the diagonal ones. These off-diagonal entries in R nn will also affect the signal power estimation accuracy and signal detection ability; however, their influence cannot be reduced by a DD algorithm since the off-diagonal entries in R are not changed throughout the denoising procedure. Moreover, due to noise-model mismatch, a DD algorithm that works well with perfectly incoherent noise may suffer from serious performance degradation when noise is partially coherent. In the following, a DD algorithm utilizing sparsity optimization is proposed, and it performs reliably with both perfectly incoherent and partially coherent noise. For simplicity, the proposed DD algorithm is named the sparsityoptimization-based DD (SO-DD) algorithm.
III. DIAGONAL DENOISING ALGORITHM BASED ON SPARSITY OPTIMIZATION
As given in Eq. (8), CBF involves a search over many candidate directions to estimate the spatial power distribution. Denoting the total N candidate directions as = {θ 1 , θ 2 , . . . , θ N }, the spatial spectrum vector (SSV) is defined as the values of the spectrum at these individual directions and can be expressed as
where p(θ i ) = a H (θ i )Ra(θ i ), i = 1, 2, . . . , N . The SSV is essentially the discrete form of the spatial spectrum. From here on, we drop the subscript CBF for brevity.
To demonstrate the sparsity of the SSV, Fig. 1 plots the amplitudes of the entries of two SSVs with input SNRs equal to -10 dB and 10 dB, respectively. The employed ULA consists of 16 elements with d = λ/2, the signal is incoming in 90 • , and the candidate directions are set as = Fig. 1 , most of the entries of SSVs are small compared to those around the main peak, indicating that SSV is sparse in essence. Moreover, the sparsity of a SSV weakens with a decreased input SNR due to the blunter main peak and higher background level.
To investigate the sparsity of a SSV mathematically, the L α -norm is applied as
where a smaller value of P α indicates stronger sparsity. Theoretically, the sparsity can be better described by a smaller α and the best selection is α = 0. However, choosing α < 1 will make the sparsity optimization problem nonconvex. In this work, we choose α = 1 and employ the L 1 -norm to describe the sparsity. Keeping other parameters unchanged, we adjust the noise powers to compute the L 1 -norm of the SSV with the input SNR varying from −20 dB to 50 dB with an interval of 1 dB. The results are plotted in Fig. 2 . The L 1 -norm of the SSV decreases rapidly with increasing input SNR and then gradually converges to and remains at a small value, suggesting that the sparsity of the SSV will increase with increasing input SNR and finally converge to a high level as the input SNR becomes very high.
Based on the sparsity of the SSV, the SO-DD algorithm is proposed based on the following idea: remove as much diagonal contamination as possible to reduce the effects of noise until the sparsity of the SSV reaches a maximum, which in turn provides a more accurate estimate of the signal power and better detection ability.
A. DIAGONAL DENOISING VIA SPARSITY OPTIMIZATION
In deriving the SO-DD algorithm, we consider the ideal condition where infinite snapshots are available and noise is perfectly incoherent; thus the theoretical covariance matrix R can be obtained, and it is expressed by Eqs. (5)- (7) . According to Eq. (7), the noise covariance matrix can be written as the sum of a uniform part and a nonuniform part as
where R nn−u = min {r nll } I (18) and R nn−nu = diag (r n11 , r n22 , . . . , r nLL ) − min {r nll } I (19) represent the uniform and nonuniform parts, respectively; min {·} denotes the minimum value and I denotes a unit matrix. Hence, we can estimate R nn−nu and R nn−u individually, and construct the diagonal unloading matrix as
where R nn−u and R nn−nu denote the estimates of R nn−u and R nn−nu , respectively. Following Eq. (11), the diagonally denoised covariance matrix will be
From Eqs. (5)- (7) , the diagonal of R is
Accordingly, R nn−nu can be estimated as
Next we define v min {r nll }; then the estimate of R nn−u can be expressed as
wherev denotes the estimate of v. Combining Eq. (21) and (24), R DD can be rewritten as a function ofv as
Consequently, the SSV obtained by CBF from R DD is
Based on the sparse property of the SSV,v is determined by the following optimization program:
which is a convex optimization problem that can be solved by most convex optimization toolboxes, such as CVX [20] . To achieve the best denoising performance, we recommend selecting = {θ 1 , θ 2 , . . . , θ N } as a set of discrete directions uniformly distributed within the valid scanning scope of the array, with N K . In this paper, the valid scanning scope of the used ULA is [0 • , 180 • ]; then, is set as Finally, R DD is obtained by substituting the results of R nn−u and R nn−nu into Eq. (21) , and it will be further used in CBF to obtain better signal power estimation and detection performance.
Although the SO-DD algorithm is derived from a perfectly incoherent noise model, it is also valid in scenarios with partially incoherent noise, where the noise covariance is expressed as Eq. (14) . A detailed discussion of the performance of SO-DD, with numerical examples, is presented in the following section.
IV. SIMULATION AND ANALYSIS
In this section, both perfectly incoherent noise and partially coherent noise are considered to investigate the capabilities of SO-DD. The performance of PSC-DD, whose basic idea is presented in Eq. (1), is also studied for comparison.
In all numerical examples, we consider a 16-element ULA with d = λ/2. For the kth signal, the mean input SNR is defined as
wherer nll represents the mean noise power on the array elements. Fig. 4 (a) focusing on the noise powers at the 4th and 5th elements.
A. INVESTIGATION OF SO-DD IN A PERFECTLY INCOHERENT NOISE FIELD
Theoretical covariance matrices constructed using Eqs. (5)- (7) are used in the examples to simulate the scenarios with perfectly incoherent noise. First, we consider a general multiple signal scenario to illustrate the validity of SO-DD. In the example, we assume 3 independent signals incoming in the directions For reference, we assume a theoretical optimal DD (OP-DD) algorithm in which the noise powers {r n11 , r n22 , . . . , r nLL } are known and the diagonal contamination can be completely removed. Fig. 4 presents the estimated noise powers on the array elements when applying the SO-DD, PSC-DD, and OP-DD algorithms. PSC-DD accurately estimates the noise powers and thus completely removes the diagonal contamination. Therefore, PSC-DD is equivalent to OP-DD in situations with perfectly incoherent noise. Unlike PSC-DD and OP-DD, SO-DD slightly overestimates the noise powers, which is especially clear in Fig. 4(b) . As a result, SO-DD over-unloads the diagonal of the covariance matrix. Fig. 5 compares the spatial spectra obtained by SO-DD-CBF, PSC-DD-CBF, and OP-DD-CBF with that obtained by CBF. CBF overestimates the signal powers and hardly identifies the presence of a weak incoming signal at 60 • due to the high background level and the insignificant peak. With the diagonal contamination completely removed, PSC-DD-CBF and OP-DD-CBF yield two perfectly aligned spatial spectra, where the signal powers are accurately estimated and the weak signal is clearly indicated by a sharp peak against a low background level. Compared to PSC-DD-CBF and OP-DD-CBF, SO-DD-CBF slightly reduces the background level and underestimates the signal powers due to the diagonal over-unloading in SO-DD. However, the signal power underestimation is hardly evident in the figure, suggesting a small estimation error. Accordingly, SO-DD provides a similar performance improvement for CBF compared with PSC-DD and OP-DD.
Next, to quantitatively investigate the SO-DD performance, we consider a single signal example in which the estimated signal power and the background level are not affected by other interferences. We assume a single signal incoming in the direction θ s = 90 • with signal power σ 2 s = 10. The noise powers on the elements are set as {r nll } = c {r nll } 0 , where c is a variable to adjust the noise powers to change the input SNR. Given c = 1, the mean input SNR is equal to −10 dB.
To investigate the CBF performance improvement caused by the DD algorithms, we define two parameters, i.e., the relative estimation error (REE) and the mainlobe-to-sidelobe integration ratio (MSIR), to evaluate the signal power estimation accuracy and the signal detection ability of CBF, respectively. The REE is defined as where σ 2 s andσ 2 s denotes the true and estimated signal powers, respectively. The MSIR is defined as
where ML and SL denote the null-to-null mainlobe region and the sidelobe region, respectively. In practice, the spatial spectrum is obtained by scanning over many discrete candidate directions and the integration will be replaced by summation. From the definition, MSIR is a parameter that evaluates the significance of the peak in the spatial spectrum, and a higher MSIR indicates that the signal is easier to detect. Figs. 6(a) and 6(b) plot the REE of the estimated signal power and the MSIR of the spatial spectra, respectively, for SO-DD-CBF, PSC-DD-CBF and OP-DD-CBF with input SNR varying from -50 dB to 0 dB. In Fig 6(a) , the −96 dB REEs for PSC-DD-CBF and OP-DD-CBF indicate that almost no error is present in the estimated results, while the -25 dB REEs for SO-DD-CBF are much higher but still acceptable in signal power estimation. In Fig 6(b) , SO-DD-CBF provides approximately 0.7 dB higher MSIR than PSC-DD-CBF and OP-DD-CBF. As shown in Figs. 6(a) and 6(b), since SO-DD aims for the strongest sparsity of the spatial spectrum, it yields a high MSIR but sacrifices some signal estimation accuracy. Moreover, the flat curves in Figs. 6(a) and 6(b) indicate that both SO-DD and PSC-DD perform stably at different input SNRs.
B. INVESTIGATION OF SO-DD IN A PARTIALLY INCOHERENT NOISE FIELD
We now consider the case where the noise is partially coherent due to limited sampling. Sampled covariance matrices are constructed using Eqs. (2)-(4).
The noise is assumed to be white and Gaussian, and incoherent with infinite snapshots, but partially coherent when the snapshots are finite. Given N s snapshots, the residual coherence γ 2 ij between the noise at the ith and jth (i = j) elements is [21] 
where r nij represents the entry at the i row and jth column of R nn . Since E(r nij ) = 0, the variance of r nij can be expressed as
Eq. (31) shows that the strength of the off-diagonal entries in R nn is positively correlated with the noise powers and negatively correlated with N s . These nonzero off-diagonal entries in R nn may lead to performance degradation of SO-DD and PSC-DD due to a noise-model mismatch.
First, we consider the multiple-signal example mentioned in Sec. IV.A. Keeping the simulation parameters unchanged, the sampled covariance matrix is obtained using N s = 10 3 snapshots. Fig. 7 plots the noise powers estimated by SO-DD, PSC-DD and OP-DD. Clearly, the noise powers are properly estimated by SO-DD but underestimated by PSC-DD.
To explain the performance differences between SO-DD and PSC-DD, Fig. 8 plots the eigenvalues of the sampled covariance matrix without DD processing and the denoised covariance matrices obtained by SO-DD, PSC-DD and OP-DD. The eigenvalues decrease as the diagonal of the covariance matrix is reduced. In the case with partially coherent noise affected by the nonzero off-diagonal entries of the noise covariance matrix, completely removing the diagonal contamination is certain to reduce the minimum eigenvalue below zero, as shown in the OP-DD results. However, PSC-DD only produces nonnegative eigenvalues since the denoised covariance matrix is constrained to stay positive semidefinite; hence, it only removes part of the diagonal contamination. On the other hand, no positive semidefinite constraint is introduced in the denoising procedure of SO-DD; as the result, the performance is not affected by the noise coherence. Fig. 9 presents the spatial spectra obtained by CBF, SO-DD-CBF, PSC-DD-CBF and OP-DD-CBF. Because SO-DD removes more diagonal contamination than PSC-DD, SO-DD-CBF outperforms PSC-DD-CBF with better signal power estimates and a clearer indication of a weak incoming signal at 60 • . Furthermore, the good agreement between the SO-DD-CBF spectrum and the OP-DD-CBF spectrum indicates that SO-DD achieves an approximately optimal DD performance. Next, we discuss SO-DD in the single-signal example mentioned in Sec. IV.A to quantitatively investigate its performance with varying input SNR and N s . Each data point in the simulation results is obtained from an average of 500 independent experiments.
Keeping other parameters unchanged and N s = 10 3 , we adjust the value of c, i.e., the noise powers, to change the input SNR from −20 dB to 0 dB and obtain the sampled covariance matrix. Figs. 10(a) and 10(b), depict the REE of the estimated signal power and the MSIR of the spatial spectrum, respectively, for SO-DD-CBF, PSC-DD-CBF, and OP-DD-CBF with different input SNRs.
As discussed above, when the signal power is fixed, the offdiagonal contamination is stronger with a lower input SNR. Due to the effect of the off-diagonal contamination, both the accuracy of the signal power estimation and the MSIR decline with decreasing input SNR. At the same input SNR, SO-DD-CBF provides a lower REE and a higher MSIR than PSC-DD-CBF, suggesting that SO-DD removes more diagonal contamination than PSC-DD. Compared with OP-DD-CBF, the MSIRs for SO-DD-CBF are almost identical, but the signal power estimation accuracy is worse, indicating that SO-DD provides greater performance improvement for CBF in terms of signal detection ability rather than signal power estimation accuracy. According to the above results, SO-DD has stronger diagonal contamination suppression ability than PSC-DD in scenarios with partially incoherent noise and thus provides greater performance improvements for CBF.
V. EXPERIMENTAL DATA ANALYSIS
In this section, we examine SO-DD using experimental data collected by a long towed array, in which incoherent flow noise is the major source of noise contamination while coherent ocean ambient noise also exists.
The data are obtained from a deep-ocean detection experiment conducted in the South China Sea. Two ships were employed in the experiment: one towed a low-frequency source to transmit acoustic signals, and the other towed a long linear array to receive the signals. The towed array consisted of 176 elements with approximately 1.5 m interelement spacing. The frequency band of the transmitted signal was 100-250 Hz, and the sampled frequency of the receiving elements was 12 kHz. We utilize 600 s of the experimental data when the distance between the two ships was approximately 55 km.
We partition the 600 s of data into 60 blocks of 10 s. Broadband CBF, PSC-DD-CBF and SO-DD-CBF are applied to these data blocks within 100-250 Hz to obtain the bearing time recordings (BTRs). During the broadband processing, the signal band is split into 30 subbands with 5 Hz widths. The BTR maps obtained by CBF, PSC-DD-CBF and SO-DD-CBF are depicted in Figs. 12(a), 12(b), and 12(c), respectively. Because the received signal power is unknown, each spatial spectrum in the BTR maps is normalized by the maximum value to demonstrate the signal detection ability improvement provided by SO-DD.
During the experiment, the signal transmission paused 10 s every 10 min. Hence, in the BTR maps, the trace with a 10-s break corresponds to the transmitted signal, and the other continuous traces correspond to other interference. Both CBF and PSC-DD-CBF yield BTR maps with high background levels, where the traces around 50 • are indistinct and inseparable. In comparison, SO-DD-CBF substantially reduces the background level; hence, the traces around 50 • become sharper and more clearly separated. Fig. 13 plots the normalized spatial spectra of CBF, PSC-DD-CBF and SO-DD-CBF at the 100-s instant. The background level in the PSC-DD-CBF spectrum is slightly lower than that in the CBF spectrum, but the difference is minimal, suggesting that PSC-DD does not efficiently remove the diagonal contamination due to the noise coherence. Because of the high background level in the PSC-DD-CBF spectrum, the peaks corresponding to weak signals, such as those at 50 • and 55 • , are insignificant and can be mistaken for background fluctuations. Compared with PSC-DD-CBF, SO-DD-CBF produces a low background level. Therefore, the weak incoming signals at 50 • and 55 • have sharper and more significant peaks in the spectrum and thus are easier to detect. Accordingly, with partially coherent noise, SO-DD-CBF has stronger diagonal contamination suppression ability and thus provides a greater improvement to the signal detection ability of CBF.
VI. CONCLUSION
In this paper, we propose a sparsity-optimization-based DD algorithm, named SO-DD, to suppress noise contamination on the diagonal of the covariance matrix to improve the performance of CBF. The SO-DD algorithm removes as much diagonal contamination as possible until the SSV becomes sparsest. This problem can be formulated as a convex optimization problem and solved with guaranteed efficiency and convergence properties. The performance of SO-DD is investigated in cases with both perfectly incoherent noise and partially coherent noise, and the recently proposed PSC-DD algorithm is studied for comparison. With perfectly incoherent noise, PSC-DD can accurately estimate the noise powers and completely remove the diagonal contamination, while SO-DD slightly overestimates the noise power and thus over-unloads the diagonal of the covariance matrix. As a result, SO-DD-CBF provides a slightly worse signal power estimate but higher MSIR than PSC-DD-CBF. With partially coherent noise, SO-DD outperforms PSC-DD because of its more efficient diagonal contamination suppression. Hence, SO-DD-CBF provides a lower REE and higher MSIR than PSC-DD-CBF. The experimental data processing results further verify the practical validity of SO-DD. In addition, SO-DD can also be implemented prior to applying robust capon beamforming (RCB) [22] , multiple signal characterization (MUSIC) [23] , sparse spatial spectrum fitting (SpSF) [24] , etc., to achieve improved performance. More studies on this topic will be presented in the future.
