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Aims. We determine the gas-phase oxygen abundance for a sample of 695 galaxies and H  regions with reliable detections of
[O ]4363, using the temperature-sensitive (Te) method, which is the most reliable and direct way of measuring metallicity. Our aims
are to estimate the validity of empirical methods such as R23, R23 − P, log([N ]/Hα) (N2), log[([O ]/Hβ)/([N ]/Hα)] (O3N2), and
log([S ]/Hα) (S2), and re-derive (or add) the calibrations of R23, N2, O3N2 and S2 indices for oxygen abundances on the basis of
this large sample of galaxies with Te-based abundances.
Methods. We select 531 star-forming galaxies from the Fourth Data Release of the Sloan Digital Sky Survey database (SDSS-DR4)
with strong emission lines, including [O ]4363 detected at a signal-to-noise larger than 5σ, as well as 164 galaxies and H  regions
from literature with Te measurements. O/H abundances have been derived from a two-zone model for the temperature structure,
assuming a relationship between high ionization and low ionization species.
Results. We compare our (O/H)Te measurements of the SDSS sample with the abundances obtained by the MPA/JHU group using
multiple strong emission lines and Bayesian techniques (Tremonti et al. 2004). For roughly half of the sample the Bayesian abundances
are overestimated ∼0.34 dex, possibly due to the treatment of nitrogen enrichment in the models they used. R23 and R23 − P methods
systematically overestimate the O/H abundance by a factor of ∼0.20 dex and ∼0.06 dex, respectively. The N2 index, rather than the
O3N2 index, provides more consistent O/H abundances with the Te-method, but with some scatter. The relations of N2, O3N2, S2
with log(O/H) are consistent with the photoionization model calculations of Kewley & Doptita (2002), but R23 does not match well.
We derive analytical calibrations for O/H from R23, N2, O3N2 and S2 indices on the basis of this large sample, as well including
the excitation parameter P as an additional parameter in the N2 calibration. These empirical calibrations are free from the systematic
problems inherent in abundance calibrations based on photoionizatoin models.
Conclusions. We conclude that, the N2, O3N2 and S2 indices are useful indicators to calibrate metallicities of galaxies with 12 +
log(O/H) < 8.5, and the R23 index works well for the metal-poor galaxies with 12+log(O/H)<7.9. For the intermediate metallicity
range (7.9 < 12 + log(O/H) < 8.4), the R23 and R23 − P methods are unreliable to characterize the O/H abundances.
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1. Introduction
The chemical properties of stars and gas within a galaxy pro-
vides both a fossil record of its star formation history and in-
formation on its present evolutionary status. It is therefore de-
sirable to extract as much, and as accurate, information as pos-
sible from observations of galaxies. In particular it is important
that different methods for extracting information provides this
without systematic offsets, or at the very least that these sys-
tematic offsets are well understood. Accurate abundance mea-
surements for the ionized gas in galaxies require the determina-
tion of the electron temperature (Te) in this gas which is usu-
ally obtained from the ratio of auroral to nebular line intensi-
ties, such as [O ]λλ4959, 5007/[O ]λ4363. This is generally
known as the “direct Te-method” because the electron temper-
ature is directly inferred from observed line ratios. It is well
known that this procedure is difficult to carry out for metal-rich
galaxies since, as the metallicity increases, the electron tem-
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perature decreases (as the cooling is via metal lines) and the
auroral lines eventually become too faint to measure. Instead,
the most common method used for estimating oxygen abun-
dance of metal-rich galaxies (12+log(O/H)≥8.5) uses the R23
(=([O ]λ3727+[O ]λλ4959,5007)/Hβ) parameter, which is
the ratio of the flux in the strong optical oxygen lines to that
of Hβ (Pagel et al. 1979; Tremonti et al. 2004 and the references
therein). The R23 indicator can also be used for metal-poor galax-
ies (12+log(O/H)<8.5) (Skillman et al. 1989; Kobulnicky et al.
1999; McGaugh 1991; Pilyugin 2000; Edmunds & Pagel 1984).
Several researchers have however found that R23-derived
abundances are inconsistent with the Te-derived ones, showing
a systematic offset. For example, Kennicutt et al. (2003) found
that R23 will overestimate the actual log(O/H) abundance by a
factor of 0.2-0.5 dex using a sample of 20 H  regions in M101
with high-S/N spectra. Some other researches found the simi-
lar results, for example, Bresolin et al. (2004, 2005), Garnett et
al. (2004a,b), Pilyugin (2006), Shi et al. (2005, 2006). A much
larger dataset can help to understand better this effect and ex-
tending it to galaxies will also be of considerable interest.
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To estimate abundances of galaxies, when Te and R23
cannot be used, some other metallicity-sensitive “strong-
line” ratios are very useful, for example, [N ]λ6583/Hα,
[O ]λ5007/[N ]λ6583, [N ]λ6583/[O ]λ3727,
[N ]λ6583/[S ]λλ6717,6731, [S ]λλ6717,6731/Hα, and
[O ]λλ4959,5007/Hβ (Liang et al. 2006; Nagao et al. 2006;
Pe´rez-Montero & D´iaz 2005; Pettini & Pagel 2004, hereafter
PP04; Denicolo´ et al. 2002, hereafter D02; Kewley & Dopita
2002, hereafter KD02). Even when R23 is available, some
of these line-ratios are useful to overcome the well-known
problem that the R23 vs. 12 + logO/H relation is double-valued
and further information is required to break this degeneracy.
Alternative methods for breaking the degeneracy when a well
established luminosity-metallicity relation exists, or when the
likelihood of each branch can be calculated, which has been
discussed by Lamareille et al. (2006).
Strong-line abundance indicators are typically calibrated in
one of two ways: (1) using the samples of galaxies with direct
(Te-based) abundances (e.g. PP04; Pagel et al. 1979 etc.); (2)
using photoionization models (e.g. McGaugh 1991; Tremonti
et al. 2004 etc.). Since the Te-method is generally thought to
be the most accurate method for metallicity estimation, we will
take oxygen abundances derived using this method as our base-
line. We select a large sample of 531 galaxies from the SDSS-
DR4 with their [O ]λ4363 emission line detected at a S/N ratio
greater than 5σ, and 164 associated galaxies and H  regions
from literature. We compare their Te-based O/H abundances
with the Bayesian estimates provided by the MPA/JHU group
(shown as log(O/H)Bay), which were obtained by fitting multi-
emission lines using the photoionization models of Charlot et
al. (2006), and with those derived from some strong-line ra-
tios given in previous studies, including R23, P, N2 and O3N2
methods etc. (Kobulnicky et al. 1999; Pilyugin 2001; PP04). We
also compare the observational results with the photoionization
model results of KD02 for the relations of O/H vs. R23, N2,
O3N2 and S2 indices.
Specially, we study the abundance calibrations of strong-line
ratios on the basis of their Te-based metallicities. When we com-
pare the observational relations of O/H vs. strong-line ratios with
the photoionization model results of KD02, we find that only
the N2, O3N2, S2 indices are useful to estimate abundances for
galaxies with low metallicity, 12+log(O/H)Te<8.5, while other
line ratios, such as [N ]/[O ], [N ]/[S ] are [O ]/Hβ are not
good indicators for this metallicity range due to their insensi-
tivity to metallicities there, except in the extremely metal-poor
environments (e.g. 12+log(O/H)<7.5 or 7.0) (Stasin´ska 2002;
KD02). R23 is a useful indicator of metallicity for the low metal-
licity region with 12+log(O/H)<7.9. Thus, we will only calibrate
the relationships of the R23, N2, O3N2 and S2 indices to O/H
abundances from the observational data in this study. Moreover,
for the N2 index, we follow Pilyugin (2000;2001a,b) to add the
excitation parameter P (=[O ]/([O ]+[O ])) to separate the
sample galaxies into three sub-samples in the calibrations. These
calibrations can be the extension of the metal-rich region studied
by Liang et al. (2006) to the low metallicity region.
This paper is organized as follows. The sample selection cri-
teria are described in Sect. 2. The determinations of the oxy-
gen abundances from Te are presented in Sect. 3. In Sect. 4, we
present the comparisons between the (O/H)Te and the (O/H)Bay,
as well as those abundances derived from other strong-line rela-
tions. Sect. 5 shows the comparison of the observational data
with the photoionization models of KD02. In Sect.6, we re-
derive analytical calibrations between O/H and R23, N2, O3N2,
S2 indices, as well the two-parameter calibrations for the N2
index with P-parameter included. The conclusions are given in
Sect. 7.
2. Observational data
2.1. The SDSS-DR4 data
The SDSS-DR4 (Adelman-McCarthy et al 2006) provides spec-
tra in the wavelength range ∼ 3800–9200Å for > 500,000
galaxies over 4783 square degrees1. The MPA-JHU collabora-
tion has in addition made measurements of emission-line fluxes
and some derived physical parameters for a sample of 520,082
unique galaxies at the MPA SDSS website2. Therefore, we will
call the working sample selected in this study as the “MPA/JHU
sample” hereafter. We select the “star-forming galaxies” with
metallicity measurements, which have been identified follow-
ing the selection criteria of the traditional line diagnostic dia-
gram [N ]/Hα vs. [O ]/Hβ (Baldwin et al. 1981; Veilleux &
Osterbrock 1987; Kewley et al. 2001; Kauffmann et al. 2003).
The fluxes of emission-lines have been measured from the
stellar-feature subtracted spectra with the spectral population
synthesis code of Bruzual & Charlot (2003) (Brinchmann et al.
2004; Tremonti et al. 2004).
We select the galaxies with redshifts 0.03< z <0.25 to ensure
to cover from [O ] to Hα and [S ] emission lines. Tremonti et
al. (2004) also discussed the weak effect of aperture on estimated
metallicities of the sample galaxies with 0.03 < z < 0.25 and this
was further discussed by Kewley et al. (2005), but for the present
study the aperture effects are unimportant.
In this study, we use the Te-method to derive O/H abun-
dances of the sample galaxies (see Sect. 3 for details), there-
fore, we select the samples with [O ]λ4363 emission-line de-
tected at a S/N ratio greater than 5σ. To be consistent with
Liang et al. (2006) and Tremonti et al. (2004), we also consider
the objects having been measured fluxes of [O ]λλ3726,3729,
[O ]λ5007, Hβ, Hα, [N ]λ6583, [S ]λλ6717, 6731 emission
lines, and the S/N ratio of Hβ, Hα, [N ], [S ] are larger than 5σ.
The final sample consists of 531 galaxies. These have fluxes in
[O ]λ4363 greater than 5.3×10−17 ergs s−1 cm−2, with a mean
value of 21.27 ×10−17 ergs s−1 cm−2.
The fluxes of the emission lines are corrected for dust
extinction, which are estimated using the Balmer line ratio
Hα/Hβ: assuming case B recombination, with a density of 100
cm−3 and a temperature of 104 K, and the intrinsic ratio of
Hα/Hβ is 2.86 (Osterbrock 1989), with the relation of ( IHαIHβ )obs=
( IHα0IHβ0 )intr10−c( f (Hα)− f (Hβ)). Using the average interstellar extinc-
tion law given by Osterbrock(1989), we have f (Hα)- f (Hβ) =
-0.37. For the 56 data points with c < 0, we assume they have c
= 0 since their intrinsic Hα/Hβ may be lower than 2.86 if their
electron temperature is high (Osterbrock 1989, p.80).
Nearly all previous empirical oxygen abundance calibrations
have been derived from individual H  regions since it is much
easier to detect [O ]4363 that way. In contrast the SDSS data
samples the inner few kpc of most galaxies. One question is
whether the global spectrum from a mixture of different H  re-
gions will yield meaningful average abundances of the galaxies
or not. Kobulnicky et al. (1999), Moustakas & Kennicutt (2006)
and Pilyugin et al. (2004) concluded that the spatially unresolved
emission-line spectra can reliably indicate the chemical proper-
ties of distant star-forming galaxies. However, as Kobulnicky et
1 http://www.sdss.org/dr4/
2 http://www.mpa-garching.mpg.de/SDSS/
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Fig. 1. Comparison between the Te-based oxygen abundances
(this work) and those from literature.
al. (1999) mentioned, the standard nebular chemical abundance
measurement methods may be subject to small systematic errors
when the observed volume includes a mixture of gas with diverse
temperatures, ionization parameters, and metallicities. For the
low-mass, metal-poor galaxies, as those we are studying in this
work, standard chemical analyses using global spectra will over-
estimate the electron temperatures Te due to the non-uniform Te
and large variations in the ionization parameter since the global
spectra are biased to the objects with stronger emission lines.
As a result, the oxygen abundances derived from Te will be un-
derestimated, i.e. about <0.1 dex in log(O/H) (for more massive
metal-rich galaxies like local spiral galaxies, it is about ±0.2 dex
discrepancy). However, since this bias is small, and not well con-
strained for our dataset, we do not attempt to correct for it.
2.2. The metal-poor galaxies from literature
In addition to the MPA/JHU samples, we also collect 164
low-metallicity samples including some blue compact galax-
ies (BCDs) and H  regions from literature, which are taken
from Izotov et al. (1994, 1996, 1997a, 1997b, 1998a, 1998b,
1999a, 2001a, 2001b, 2004a, 2004b), van Zee (2000), Kniazev
et al. (2000), Vilchez et al. (2003), Guseva et al. (2003a,b,c),
Melbourne et al. (2004), and Lee et al. (2004). There are 110
H  regions and 54 galaxies in this sample.
We re-estimate their O/H abundances by using the electronic
temperatures method given in Sect. 3. Their metallicities are
7.1<12+log(O/H)<8.4, more metal-poor than the SDSS galax-
ies generally.
To check if there is systematic difference between our esti-
mates and the values given in the previous studies, we compare
their Te-based oxygen abundances obtained by us with those Te-
based given in the original reference in Fig. 1, which shows that
they are very consistent, and the very slight difference may come
from different atomic data.
3. Abundance determination from Te
A two-zone model for the temperature structure within the H 
region was adopted. In this model, Te([O ]) is taken to rep-
resent the temperature for high-ionization species such as O++,
while Te([O ]) is used for low-ionization species such as O+.
The general method is firstly to derive t3 (=10−4Te([O ])) from
the emission-line ratio of [O ]4959,5007/[O ]4363, and then
to estimate t2 (=10−4Te([O ])) from an analytical relation be-
tween t2 and t3 inferred from photoionization calculations.
Izotov et al. (2005) have recently published a set of equations
for the determination of the oxygen abundances in H  regions
for a five-level atom. They used the atomic data from the refer-
ences listed in Stasin´ska (2005). According to those authors, the
electron temperature t3 (in units of 104 K), and the ionic abun-
dances O++/H+ and O+/H+ are estimated as follows:
t3 =
1.432
log((λ4959 + λ5007)/λ4363)− logCT , (1)
where








12 + log(O++/H+) = log(I[OIII]λ4959+λ5007/IHβ) +
6.200 + 1.251
t3
− 0.55logt3 − 0.014t3, (3)
12 + log(O+/H+) = log(I[OIII]λ3726+λ3729/IHβ) +
5.961 + 1.676
t2
− 0.40logt2 − 0.034t2 +
log(1 + 1.35x2), (4)
with x2 = 10−4net−1/22 , and ne is the electron density in cm
−3
.











The electron temperature t2 (in units of 104 K) of the low-
ionization zone is usually determined from t3 following an equa-
tion derived by fitting H  region models. Several versions of
this relation of t2 vs. t3 have been proposed. We use the one of
Garnett (1992), which has been widely used:
t2 = 0.7t3 + 0.3. (6)
The electron densities in the ionized gas of the galaxies are
calculated from the line ratios [S ]λ6717/[S ]λ6731 by us-
ing the five-level statistical equilibrium model in the task -
 contained in the / package (de Robertis, Dufour &
Hunt 1987; Shaw & Dufour 1995), which uses the latest atomic
data. A reasonable upper limit of the ratios is 1.431 (Osterbrock
1989). However, we find that 118 out of the 531 SDSS galax-
ies have [S ] line ratios larger than 1.431. For 71 of the 118
galaxies the difference between the measured ratio and 1.431
was less than the error in the line ratio. So it is very possible
that most of the high [S ]λ6717/[S ]λ6731 ratios come from
errors. Therefore, we adopt 1.431 for these galaxies. Indeed, this
approximation would not affect much the ionic abundances. The
reasons are: the term containing x3 is never important and can
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be omitted in calculating CT since ne is always smaller than 103
cm−3; and x2 is also insignificant since it is generally less than
0.1 with ne < 103 cm−3.
Oxygen abundances of all the 695 samples (531 from SDSS-
DR4 and 164 from literature) are estimated using the relations
outlined above. The whole sample show a metallicity range of
7.1 < 12 + log(O/H)Te < 8.5 mostly. Most of the SDSS-DR4
galaxies lie in the more metal-rich region, i.e., 7.6 < 12 +
log(O/H)Te < 8.5, and only 63 of them have lower metallicities
than 12 + log(O/H)Te = 8.0. Most of the samples from literature
have lower metallicities, i.e., 12 + log(O/H) < 8.0. The typical
uncertainty of the estimates is about 0.044 dex in 12+log(O/H),
and about 500 K in Te([O ]). All the data for the SDSS galaxies
are given in Table 1.
4. Comparisons between the Te and strong-line
oxygen abundances
4.1. Comparison with the Bayesian metallicities obtained by
the MPA/JHU group
It will be very interesting to compare the Te-based O/H abun-
dances with the Bayesian oxygen abundances provided by the
MPA/JHU group for the sample galaxies. The MPA/JHU group
used photoionization model (Charlot et al. 2006) to fit simulta-
neously most prominent emission lines. Based on the Bayesian
technique, they calculated the likelihood distribution of the
metallicity of each galaxy in the sample by comparing with
a large library of models (∼2×105) corresponding to different
assumptions about the effective gas parameters, and then they
adopted the median of the distribution as the best estimate of
the galaxy metallicity (Tremonti et al. 2004; Brinchmann et al.
2004).
Very surprisingly, Fig. 2a shows that, for almost half of the
sample galaxies (∼227), their metallicities are overestimated by
a factor of about 0.34 dex on average by using the model of
Charlot et al. (2006). There is no obviously monotonic trend be-
tween the increasing discrepancy and the weakening [O ]4363
line or the decreasing [O ]4363/Hβ ratio. What is the reason
for such obvious difference?
Indeed, Charlot’s model was based on Charlot & Longhetti
(2001, CL01 hereafter), which is a model for computing con-
sistently the line emission and continuum from galaxies based
on a combination of recent population synthesis and photoion-
ization codes of CLOUDY. What they did is to use a sample of
92 local galaxies as the observed constraints to determine the
best model parameters, including metallicity Z etc. In their cal-
ibrations, they used the emission-line luminosities of Hα, Hβ,
[O ]λ3727, [O ]λ5007, [N ]λ6583 and [S ]λλ6717,6731
emission lines. The main difference from this method and the
other strong line methods discussed below is that all the emis-
sion lines are used simultaneously so that any clear change in
the abundance ratio X/O for any element X from that used in
the CL01 models has the potential of causing offsets. In partic-
ular, the clear offset between (O/H)Bay and (O/H)Te is possibly
related to how secondary nitrogen enrichment is treated in the
CL01 models.
Fig. 2b shows that the “offset” between log(O/H)Bay and
log(O/H)Te (the former minus the latter) strongly correlates with
the log(N/O) abundance ratio, which can be shown as a linear
least squares fit:
offset = 1.589 × log(N/O) + 2.352, (7)
with a rms of 0.176 dex. The log(N/O) abundance ratios are ob-
tained from the electron temperature in the [N ] emission re-
gion (is equal to the t2 given in Sect. 3) and the flux ratio of
[N ]λλ6548,6584 to [O ]λ3727 following the method given
in Thurston et al. (1996). This means that the overestimates of
CL01 models for the O/H abundances may be related to the onset
of secondary N enrichment. There is a considerable spread in the
onset of N enrichment and therefore in this transition region the
assumption of the CL01 models of a single N enrichment trend
is too simplistic. The simple way to avoid this problem might
be to exclude [N ] from their fitting procedure. In this transi-
tion region the relations between the log(N/O) and the log(O/H)
of galaxies are not monotonic, not as the almost constant trend
in the low-metallicity region or the increasing trend in the high-
metallicity region (see fig.8 of Liang et al. 2006).
4.2. R23 method
Pagel et al.(1979) first proposed the empirical abundance indi-
cator R23 for metal-rich galaxies. Skillman et al. (1989) further
suggested that this indicator also can be used for metal-poor
galaxies. The relationship between O/H and R23 has been ex-
tensively discussed in literature (see Tremonti et al. (2004) and
references therein). Different calibrations will result in slightly
different oxygen abundances even for the same branch (see fig. 3
of Tremonti et al. 2004 for comparison). A few calibrations have
attempted to improve the calibration by introducing an empiri-
cal estimator of the ionization parameter as a second parameter
(e.g. McGaugh 1991; Charlot & Longhetti 2001; KD02 etc.). At
present, one of the popular formulas is the calibration given by
Kobulnicky et al.(1999), which includes two analytical formu-
las, for the metal-rich and metal-poor branches respectively, and
is derived from the photoionization model of McGaugh (1991).
As we mentioned in the introduction, R23 may overesti-
mate the actual O/H abundances by a factor of ∼0.2-0.5 dex
(Kennicutt et al. 2003 etc.). On the basis of this large sample
of 695 galaxies, here we compare their oxygen abundances de-
rived from R23 and Te methods. Figs. 3a,3b show this compari-
son, where we use the calibration formula of Kobulnicky et al.
(1999) to derive the 12+log(O/H)R23 for the sample galaxies. In
Fig. 3a, for the galaxies with 12+log(O/H)Te<7.95, we use their
calibration formula for metal-poor galaxies; and for the galax-
ies with 12+log(O/H)Te≥8.2, we use their formulas for metal-
rich branch. These two metallicity limits are defined following
the R23 − P method in Sect. 4.3 and some other related stud-
ies (Pilyugin 2000, 2001a,b; Shi et al. 2006). Fig. 3a shows that
R23 method will overestimate the O/H abundances by a factor of
∼0.20 dex, which is analogous to what was found by Kennicutt et
al. (2003) and Shi et al. (2005, 2006). Detailed discussions about
this discrepancy can be found in Kennicutt et al. (2003). For
the sample galaxies with 8.0<12+log(O/H)Te<8.2, which are in
the turn-over region, the calibration of Kobulnicky et al. (1999)
of metal-poor branch gives (O/H)R23 in good agreement with
(O/H)Te . These galaxies are omitted when we discuss the dis-
crepancy between the Te- and R23-based metallicities, which is
acceptable. Fig. 3a does not show any obvious offset between the
H  regions and galaxies. Pe´rez-Montero & D´iaz (2005) showed
that the giant extragalactic H  regions (GEHRs) have more dis-
persion than the H  galaxies and H  regions in the Galaxy and
the Magellanic Clouds (their figs.1,3,7) since the GEHRs may
have different ionizaiton parameters and stellar effective temper-
atures.
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Fig. 2. (a) Comparison between the electron temperature-based
oxygen abundances and those Bayesian estimates obtained by
the MPA/JHU group. The solid line is the equal-value line, and
the long-dashed line represents a +0.34 dex discrepancy from the
equal-value line to show the overestimates of the oxygen abun-
dances by using the model of Charlot et al. (2006) for almost half
of the sample galaxies. (b) The offset between the log(O/H)Bay
and the log(O/H)Te as a function of the log(N/O) abundance ra-
tios for the MPA/JHU sample galaxies. The solid line is the lin-
ear least squares fit for the relations, given as Eq. (7).
To illustrate clearly the uncertainties due to the double-
valuedness of the R23-O/H relation, we used both of the cali-
bration formulas for metal-poor and metal-rich branches to cal-
culate the 12+log(O/H)R23 abundances for the galaxies having
7.9<12+log(O/H)Te<8.4. Fig. 3b gives the results as the points
between the two vertical dashed lines, which shows that these
two different formulas will result in quite different metallici-
ties, and the discrepancy may be up to ∼ 0.4 dex. Therefore,
one should be very careful when using R23-method to derive the
metallicities of the galaxies having metallicities in the turn-over
region.
4.3. The R23 − P method
Pilyugin (2000, 2001a,b) suggested the P method to esti-
mate oxygen abundances of galaxies, in which the oxygen
abundance can be derived from two parameters, R23 and P
(=[O ]/([O ]+[O ])). Therefore, we call this method
as the “R23 − P method”. They derived the O/H= f (R23, P)
formulas from a sample of metal-poor H  regions with
7.1<12+log(O/H)Te<7.95 and a sample of moderately metal-
rich H  regions with 8.2<12+log(O/H)Te<8.7. The best fitting
relation for metal-poor objects was given as Eq.(4) in Pilyugin
(2000), and that for moderately metal-rich objects was given as
Eq.(8) in Pilyugin (2001a).
Fig. 3c shows that there is slight difference of ∼0.06 dex be-
tween the (O/H)Te and the (O/H)R23−P abundances for the sam-
ples. Indeed, the good agreement is not surprising since Pilyugin
(2000, 2001a,b) derived the R23 − P method formulas by using a
subset of the sample we use here (Izotov et al. 1994, 1997a and
Izotov & Thuan 1998b,1999b). The minor offset is likely caused
by two reasons: (1) our sample is much larger than that used by
Pilyugin which allows us to determine the relations with higher
precision; (2) the different Te-formulas and/or atomic data used
in calculations. Moreover, for the low excitation samples in low-
metallicity branch with P <0.75, the R23 − P method may over-
predict their oxygen abundances by a factor ∼0.1 dex, which is
consistent with the 0.1-0.2 dex overestimates found by van Zee
& Haynes (2006) for the low excitation H  regions in dwarf
irregular galaxies.
Pilyugin & Thuran (2005) have renewed the R23 − P calibra-
tions by including several improvements, such as enlarging the
sample by 1 order of magnitude etc. We have used the new cal-
ibrations to re-calculate the (O/H)R23−P abundances for our sam-
ple galaxies, and found the overestimate factor by the R23 − P
method decreases to be ∼0.025 dex.
Because there is no observational samples with 7.95<
12+log(O/H)< 8.2 in Pilyugin’s calibration for R23 − P method,
the R23 − P method cannot provide information for the galax-
ies within this oxygen abundance range. To understand more
about this, we calculate oxygen abundances for galaxies with
12+log(O/H)Te=7.9–8.4 using the two formulas for the metal-
rich and metal-poor branches. The results are indicated as the
points between the two vertical dashed lines in Fig. 3d. Similarly
to what we saw for R23 the two branch calibrations give quite
different metallicities with a difference of up to ∼0.4 dex. Thus
one must be very careful when applying the R23 − P method to
samples of galaxies with metallicities in the turn-over region.
4.4. N2 method
The [N ]/Hα emission-line ratio can also be used to esti-
mate metallicities of galaxies. Nitrogen is mainly synthesized
in intermediate- and low-mass stars. The [N ]/Hα ratio will
therefore become stronger with on-going star formation and evo-
lution of galaxies, until very high metallicities are reached, i.e.
12+log(O/H)>9.0, where [N ] starts to become weaker due to
the very low electron temperature caused from strong cooling
by metal ions. It is worth pointing out that this ratio gives an
indirect measurement of the oxygen abundance however, since
oxygen lines are not used in the method.
Following the earlier work by Storchi-Bergmann, Calzetti
& Kinney(1994) and Raimann et al.(2000), D02 and PP04
suggested calibration relations for O/H vs. N2 index from
236 and 137 galaxies respectively. D02 combined a sample
of 128 metal-rich galaxies and 108 metal-poor galaxies with
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[O ]4363 detected to derive their calibration. The way they
estimated the metallicities of their galaxy sample was to use
the Te-method for the metal-poor galaxies and the R23 or S 23
(=log(([S ]6717,6731+[S ]9096,9531))/Hβ) method for the
metal-rich ones. PP04 extracted the metal-poor objects from the
work of D02 and updated the abundances for some of them with
recent measurements by Kennicutt et al. (2003) for H  regions
in M101 and by Skillman et al. (2003) for dwarf irregular galax-
ies in the Sculptor Group. To be consistent with the Te-method,
here we use the calibration formula given by PP04 to derive
the metallicities 12+log(O/H)N2 for our 695 sample galaxies.
Fig. 3e gives the comparison between the 12+log(O/H)Te and
12+log(O/H)N2, which shows that the two estimates are consis-
tent but with some scatter. The scatter may mostly come from the
different ionization parameters of the galaxies, and the different
samples (see Sect.6.5).
One of the advantages of using the N2 index for estimat-
ing metallicity is that the N2 indicator can break the degen-
eracy when the R23-(O/H) and (R23, P) -(O/H) relations are
double-valued. Also, the N2 index is not affected by dust ex-
tinction since Hα and [N ] are so closely spaced in wavelength.
Furthermore near infrared spectrographs can measure these two
lines for galaxies out to high redshifts, where equivalently to
early epochs in the evolution of galaxies (see more discussion
in Liang et al. 2006).
4.5. O3N2 method
O3N2 = log{([O ]λ5007/Hβ)/([N ]λ6583/Hα)} is another in-
dicator for metallicities of galaxies. It was introduced by Alloin
et al.(1979) and further studied by PP04. PP04 presented one
such calibration by doing linear least squares fit for a sample of
65 (from the 137) galaxies with −1 < O3N2 < 1.9, and pro-
vided a calibration formula. This calibration does not work for
the cases of O3N2 > 1.9 since the data points are so scattered
there in their study. Fig. 3f shows the comparison between the
12+log(O/H)Te and the oxygen abundances derived from O3N2
method using the calibration of PP04 for our 695 sample galax-
ies. But we extrapolate to use the PP04’s calibration to the galax-
ies with O3N2>1.9.
It is clear that this calibration will overestimate the O/H
abundances by a big factor, up to 1.0 dex, for the metal-poor
galaxies with O3N2 > 1.9 (about 12+log(O/H)<8.0). The scatter
of the data with −1 <O3N2 < 1.9 are also large, which may be
due to the different ionization parameters of the galaxies.
5. Comparisons with photoionization models
KD02 has calculated the metallicity calibrations for strong-
line ratios on the basis of photoionization models. They used
a combination of stellar population synthesis and photoioniza-
tion models to develop a set of ionization parameters and abun-
dance diagnostics based on emission-line ratios from strong op-
tical lines, with seven ionization parameters q = 5 × 106, 1 ×
107, 2 × 107, 4 × 107, 8 × 107, 1.5 × 108, and 3 × 108 cm s−1.
The ionization parameter q is defined on the inner boundary of
the nebula, and can be physically interpreted as the maximum
velocity of an ionization front that can be driven by the local ra-
diation field. It will be interesting to compare the observational
samples with these model results. Fig. 4 shows the comparisons
for the relations of 12+log(O/H) versus R23, N2, O3N2 and S2
indices. These relations are for the Te-based oxygen abundances
of the metal-poor galaxies. Liang et al. (2006) has shown such
Fig. 3. Comparison between the Te-based abundances with those
derived from other strong-line calibrations: (a,b). R23 method;
(c,d). R23 − P method; (e). N2 method; (f). O3N2 method (see
text). The small blue points represent the SDSS sample, and the
larger magenta points (open circles) represent the sample com-
piled from literature. The solid lines are the equal-value lines,
and the long-dashed lines in (a) and (c) are the linear least-
squares fits to the data points, which show a discrepancy of
∼0.20 dex and ∼0.06 dex from the equal-value lines, respec-
tively. The two pairs of vertical dashed lines in (b) and (d) show
the range of 7.9<12+log(O/H)Te<8.4 for the samples whose
metallicities are estimated from strong-line ratios by using two
calibrations for metal-rich and metal-poor branches.
relations for the metal-rich SDSS galaxies based on R23 abun-
dances, and derived the corresponding calibrations (see the thick
solid lines in Figs. 4b,c).
Fig. 4a shows that the significant discrepancy in the theoret-
ically expected R23 sequence with respect to the observed trend
beginning from 12 + log(O/H)Te = 8.0 to lower metallicities.
Nagao et al. (2006) also pointed out this. The observed relation
of R23 - log(O/H) of the data points does not show much scat-
ter in contrast to the models of the lower-branch of metallicity,
which may mean the weak independence of R23 on ionization pa-
rameters there. Especially, the distribution of observational data
is nearly vertical in oxygen abundance range of 7.9 ∼ 8.5. The
physical reason for the insensitivity of R23 to metallicity in this
metallicity region is that the [O ]/Hβ ratio (also [O ]/Hβ) is
independent of Te, hence of metallicity there (Stasinska 2002).
It proves again that the oxygen abundance cannot be accurately
measured by using R23 in the metallicity turnover region, but
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R23 indicator works well for the metal-poor galaxies with 12 +
log(O/H)<7.9.
Fig. 4b shows the comparison between 12+log(O/H) and
N2 index. It shows that the observational data follow the gen-
eral trend of the model results well, namely, the N2 indices of
galaxies increase following the increasing metallicities, up to
12+log(O/H)=9.0 (by models and Liang et al. 2006). The obser-
vational data show some scatter, which may be due to their dif-
ferent ionization parameters. We also plot a thick solid line (the
short one) in Fig. 4b to show the calibration relation derived by
Liang et al. (2006) with the metal-rich SDSS galaxies (8.5<12 +
log(O/H)<9.3). If we derive a calibration from the Te-based oxy-
gen abundances of the metal-poor galaxies, and extrapolate it to
the metal-rich region, it will result in relatively lower O/H abun-
dance than directly using the calibration from metal-rich galax-
ies. Perhaps one reason for this discrepancy is from the different
methods to determine metallicities of the metal-poor and metal-
rich galaxies, i.e. the Te-method versus the R23-method or pho-
toionization models. However, Stasin´ska (2005) pointed out that,
at high metallicity, the derived O/H values from Te for model H 
regions deviate strongly from the true ones, i.e., important devi-
ations appear around 12 + log(O/H)=8.6, and may become huge
as the metallicity increases (see their fig.1a).
Fig. 4c shows the comparison between 12+log(O/H) and
the O3N2 index. The general trend of the observations and
that of the models are similar, and show increasing O/H abun-
dance with decreasing O3N2 index. However, the large scat-
ter of the data points in this plot may be due to the strong
effect of ionization parameter, and such effect is stronger in
the low-metallicity region (12+log(O/H)<8.5) than in the high-
metallicity region (12+log(O/H)>8.5). Moreover, O3N2 is much
less dependent on metallicity in the low-metallicity region than
in the high-metallicity region, in particular, it is almost inde-
pendent of metallicity for the sample galaxies with metallicities
of 12+log(O/H)=7.1-7.7. This is possibly the main reason that
PP04 had to limit their calibration to O3N2<1.9. We also present
the calibration for metal-rich SDSS galaxies obtained by Liang
et al. (2006) in Fig. 4c, which is given as the thick solid line (the
short one) in the 8.5<12+log(O/H)<9.3 region. Both the cali-
brations for the metal-rich and metal-poor sample galaxies are
consistent with the general trend of the model predictions, but
the calibration for metal-poor galaxies corresponds to relatively
higher ionization parameter than the metal-rich galaxies.
Fig. 4d shows the comparison between 12+log(O/H) and the
S2 index. Both the observations and models clearly show an
increasing S2 with increasing O/H. This increasing trend will
extend up to 12+log(O/H)∼8.9-9.0. S2 is affected more by the
ionization parameters than the N2 index is. The large scatter
of this relation may be caused by the different ionization pa-
rameters. Most of the SDSS galaxies cluster around −1.0 <
S 2 < −0.5. Liang et al. (2006) did not derive a metallicity cali-
bration for S2 for the metal-rich galaxies since the data points
show obvious turnover and double-valued distribution around
12+log(O/H)∼8.9-9.0.
In summary, Figs. 4a-d show that R23 is not a good metallic-
ity indicator for the galaxies with 7.9<12+log(O/H)< 8.5 due
to its independence on metallicity there, and is a good indi-
cator for lower metallicity region with 12+log(O/H)< 7.9; N2
is a useful indicator for estimating metallicities of galaxies be-
cause it is strongly monotonicly correlated with metallicity (up
to about 12+log(O/H)∼9.0); although O3N2 and S2 can be used
to estimate metallicities of galaxies, they are more sensitive to
ionization parameters than N2 is, and O3N2 is less dependent
on metallicity than the other two. In addition, when we have
Fig. 4. Comparison between the observational data and the pho-
toionization models of KD02. The symbols are the same as in
Fig. 3. The seven lines represent the model results from KD02
with seven photoionization parameters from q = 5 × 106 cm s−1
to q = 3 × 108 cm s−1, which increase orderly from the red dotted
line to the black solid line. The solid thick line (in red) in Fig.(a)
is the calibration derived by Tremonti et al. (2004) for the metal-
rich galaxies, and those in Fig.(b) and Fig.(c) are the calibrations
derived by Liang et al. (2006) for the metal-rich SDSS galaxies.
the indicator of O3N2 and/or S2, normally we also have N2.
Furthermore, if we can find a way to take into account the ion-
ization parameters of the sample galaxies in the calibrations, it
will provide more reliable metallicities (see Sects. 6.5,6.6).
6. Deriving oxygen abundance calibrations
We have obtained the Te-based O/H abundances for the 695
sample galaxies and H  region. They have metallicities of
7.1 <12+log(O/H)Te < 8.5 mostly. Then we use their (O/H)Te
and line ratios to re-derive the oxygen abundance calibrations
for the strong-line ratios N2, O3N2 indices, and add a S2 in-
dex. We also derive the calibration for R23 for the 12+log(O/H)Te
< 7.9 region. Moreover, we try to add an excitation parameter P
(=[O ]/([O ]+[O ])) in the calibrations to separate the sam-
ple galaxies to be three sub-samples, which improves the N2
calibration, but does not improve well the O3N2 and S2 calibra-
tions.
6.1. The R23 index
The R23 index is useful for calibrating metallicities of low metal-
licity galaxies with 12+log(O/H)<7.9 due to its obvious correla-
tion with log(O/H) and weak dependence on ionization parame-
ters there. Fig. 5a shows this correlation. The linear least-squares
fit for all the 120 data points with 12+log(O/H)<7.9 is:
12 + log(O/H) = 6.486 + 1.401 × log(R23), (8)
with R23=([O ]λ3727+ [O ]λλ4959,5007)/Hβ. The rms
of the data to the fit is about 0.103 dex. The appropri-
ate range of this calibration is about 0.4<log(R23)<1.0 and
7.0<12+log(O/H)<7.9. The calibrations of Kobulnicky et
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al.(1999) are also presented in the figure for comparison as the
dashed lines for the cases of y (=log([O ]/[O ])) equal to 0, 1,
1.5. It shows that the y=1.0 and 1.5 can explain these observa-
tional data generally.
6.2. The N2 index
Since the data points show a relatively tight linear relation-
ship between N2 and 12+log(O/H), we obtain a linear least-
squares fit for this relation. We use the mean-value points in
11 bins of metallicities to avoid too much weights on the high
metallicity range where most of the data are distributed. The
bin width is ∆[log(O/H)] = 0.1 for the galaxies in the range of
7.4 <12+log(O/H) < 8.5, and ∆[log(O/H)] = 0.3 for the range
of 7.1 < 12 + log(O/H)Te < 7.4 because of the small number
of sources in this range. These bin widths are the same as for
the O3N2 and S2 indices discussed in the consequent two sub-
sections. The objects with higher uncertainty than 0.06 dex on
log(O/H) and log([N ]/Hα) have been excluded in calculating
the mean values and calibrating, which leaves 584 data points. 19
galaxies from literature cannot be included in deriving calibra-
tions since they do not have [N ] emission-line measurements.
The derived analytical relation of a linear least squares fit is:
12 + log(O/H) = 9.263 + 0.836 × N2, (9)
with N2=log([N ]λ6583/Hα), shown as the solid line in Fig. 5b.
The rms of the data to the fit is 0.159 dex. The two dashed
lines show a spread of 2σ. This calibration is valid in the
range of −2.5 < N2 < −0.5. The calibrations of D02 (12 +
log (O/H) = 9.12 + 0.73 × N2, the dotted line) and PP04
(12 + log (O/H) = 8.90 + 0.57 × N2, the long-dashed line)
are also plotted for comparison. It shows that D02’s calibration
is similar to ours, but the one of PP04 shows a slightly lower
slope and the difference is more obvious for the low metal-
licity region with 12+log(O/H)<8.0. The reason may be that
PP04’s sample does not extend to much lower metallicity with
12+log(O/H)<7.7, and most of their samples have metallicities
of 7.7<12+log(O/H)<8.5, while the fit for their these samples
results in a bit lower slope than for ours (see fig.1 of D02 and
fig.1 of PP04).
6.3. The O3N2 index
Fig. 5c shows our sample galaxies for their (O/H)Te abundances
versus O3N2 indices. Although they are quite scattered, there
still exists an obvious trend, i.e., O/H increases following the
decreasing O3N2 index. We try to derive a calibration of O3N2
index for O/H abundances from these sample galaxies. The ob-
jects with an higher uncertainty than 0.06 dex on log(O/H) and
O3N2 are excluded, which leaves 585 data points. 19 objects
from literature without their [N ] emission-line measurements
are excluded. The mean-value points within 11 bins are obtained
for the left sample galaxies. The bin widths are the same as for
the N2 calibration (Sect. 6.2). A two-order polynomial fit is ob-
tained by fitting the mean-value points:
12 + log(O/H) = 8.203 + 0.630 × O3N2 − 0.327 × O3N22, (10)
with O3N2= log[([O ]λ5007/Hβ)/([N ]λ6583/Hα)], shown as
the solid line in Fig. 5c. The rms of the data to the fit is 0.199 dex.
This fit is valid for 1.4<O3N2<3. The two dashed lines show 2σ
discrepancy. The calibration of PP04 (12 + log(O/H) = 8.73 −
0.32 × O3N2) has been plotted as the long-dashed line, which
is only valid for 1<O3N2<1.9. The calibration of PP04 shows a
shallower slope than ours, which comes from their much smaller
sample (65 objects) and the much narrower O3N2 range.
6.4. The S2 index
S2 = log([S ]λλ6717,6731/Hα) is also a metallicity-sensitive
indicator. Although it is less useful than N2 for metallicity cali-
bration due to the stronger dependence on ionization parameter,
it is still interesting to derive a calibration from S2 since it is
dependent on metallicity monotonicly in the studied metallicity
range. This relation has the advantage of not being strongly de-
pendent on reddening corrections. Although the sample data is
much scatter, a linear relation exists obviously between O/H and
S2.
We calculated the mean values of S2 and O/H abundances
for the sample galaxies in 11 bins, the bin widths are the same
as we used for the N2 and O3N2 calibrations. Again, the ob-
jects with an higher uncertainty than 0.06 dex on log(O/H) and
log([S ]/Hα) are excluded in the calculations, which leaves 607
data points. A least-squares linear fit to the mean-valued points
yields the relation:
12 + log(O/H) = 9.128 + 1.051 × S 2, (11)
with S2 = log([S ]λλ6717,6731/Hα), which is shown by the
solid line in Fig. 5d. The rms of the data to the fit is about
0.176 dex. The two dashed lines show the discrepancy of 2σ.
6.5. Add the P parameter
The calibration of O/H vs. N2 is dependent on ionization pa-
rameter (Fig. 4b), as well the O3N2 and S2 indices (Figs. 4c,d).
Therefore, to get more reliable O/H abundances, an excitation
parameter could be included in the calibrations which correlates
strongly with ionization parameter and the hardness of the ion-
izing radiation field. We use the P parameter given by Pilyugin
(2000, 2001a,b), where P was defined as [O ]/([O ]+[O ]),
which is similar to [O ]/[O ], the excitation parameter used by
Kobulnicky et al. (1999) in calibrations. We should notice that P
needs to be computed from the dereddened emission lines.
In Fig. 6a, we plot the (log(O/H)Te - log(O/H)N2) vs. P re-
lations for the sample galaxies, which shows that these galaxies
can roughly be separated to be three subsamples with P <0.65
(143 data points), 0.65< P<0.80 (292 data points) and P > 0.80
(149 data points). We derive the N2 calibrations for these three
subsamples individually. The analytical calibrations of linear
least-squares fits for the three subsamples with different P pa-
rameters are:
12 + log(O/H) = 9.514 + 0.916 × N2, (P > 0.80),
= 9.457 + 0.976 × N2, (0.65 < P < 0.80),
= 9.332 + 0.998 × N2, (P < 0.65), (12)
which are given as the solid, long-dashed and dashed lines in
Fig. 6b, respectively. The rms of the data to each fit are 0.150,
0.140, 0.189 dex, respectively. The dotted lines are the photoion-
ization model results of KD02. It shows that the three different
P values just correspond to the cases of KD02 of q = 4 × 107,
1 × 107(as well 2 × 107) and 5 × 106 cm s−1, respectively.
We have also tried to add P as an additional parameter for
the O3N2 and S2 indices. The sample galaxies are separated
into three sub-samples with P<0.60, 0.60<P<0.85 and P>0.85
to derive calibrations for these two indices. The basic results fol-
low the photoionization models of KD02 consistently. However,
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Fig. 5. R23, N2, O3N2 and S2 indices for oxygen abundance calibrations from the sample galaxies: (a). the R23 index; (b). the N2
index; (c). the O3N2 index; (d). the S2 index. The small filled points represent the SDSS galaxies and the open squares refer to
the samples from literature. The points with uncertainties larger than 0.06 dex in all these line ratios and log(O/H) abundances have
been excluded. The solid line in Fig.(a) refers the linear least-squares fit for all the 120 data points in the figure. The three dashed
lines refer the calibrations given by Kobulnicky et al. (1999) for the three different cases of y (=log([O ]/[O ])). In Fig.(b), the
long-dashed and dotted lines refer to the calibrations of PP04 and D02, respectively. In Fig.(c), the long-dashed line refers to the
calibration of PP04. In Figs.(b-d), the 11 large filled circles represent the mean values in each bin of oxygen abundances (see text),
and the solid lines are the least-squares fits for these mean-value points. The two dashed lines show the 2σ discrepancy from the fits
in all the four panels.
we find adding a P parameter does not improve the fits much.
Therefore, we won’t present the two-parameter calibrations for
the O3N2 and S2 indices as figures here. We should notice that
using P with [N ]/Hα means that we need observations covering
a much wider wavelength range, which might not be practical at
high z. It is not necessary to add the P parameter to the R23 cal-
ibration since the observational data in the R23 vs. O/H relation
does not show obvious dependence on ionization parameter in
contrast to the lower-branch models (Fig. 4a).
6.6. The accuracies of the derived calibrations
We have presented the least-squares fits for the relations of 12
+ log(O/H)Te and N2, O3N2 and S 2 indices with and without
considering the P excitation parameter. To show the accuracies
of these calibrations, we plot in Figs. 7a-d the comparisons be-
tween log(O/H)Te and those from line indices. Figs. 7a,c,d show
the comparisons with the calibrated abundances from N2, O3N2,
S2 indices following Eqs. (9-11), which have been given as the
solid lines in Figs. 5b-d, respectively. Fig. 7b show the cali-
brated abundances from the N2 index but adding the P param-
eter following Eq. (12). Adding the P parameter has improved
the N2 calibration. Among these, the rms of the O3N2 and S2
calibrations are large, about 0.191 and 0.171 dex respectively
(Fig. 7c,d). The calibration of (N2,P) case (Fig. 7b) shows the
lowest rms, which is about 0.158, a bit lower than the rms in
Fig. 7a and Fig. 3e for the N2 calibration (0.162 and 0.160 dex
respectively).
Some of the remaining scatter in log(O/H)N2,P may come
from the different star forming history and evolutionary status
of the sample galaxies. Fig. 8 shows a clear correlation between
the log(O/H)N2,P - log(O/H)Te and the log(N/O) abundance ra-
tios of the sample galaxies, which can be given as a linear least
squares fit:
log(O/H)N2,P − log(O/H)Te = 0.902 × log(N/O) + 1.240, (13)
with a rms of 0.104 dex. The corrected calibration of (N2,P) by
considering this correlation will provide much accurate oxygen
abundance, and the rms of the data to the equal-value lines in
Fig. 7a and Fig. 7b will decrease to be 0.115 dex, which is much
less than the previous ones (0.162 and 0.158 dex, respectively).
This correlation can be used to correct the derived oxygen abun-
dances from strong-line ratio when it is necessary. Nevertheless,
to apply the N/O correction to 12+log(O/H) abundances, we
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Fig. 6. (a). The relation between log(O/H)Te-log(O/H)N2 vs. P
for the sample galaxies, which shows that they can be roughly
divided into three subsamples with different P parameters: P >
0.80, 0.65 < P < 0.80 and P < 0.65. The symbols are the same
as in Fig. 4. (b). The calibration of N2 index together with the
P parameter. The blue open squares represent the samples with
P > 0.80, the red points represent those with 0.65 < P < 0.80,
and the green triangles represent those with P < 0.65. The
solid, long-dashed and short-dashed lines refer to the linear
least-squares fits for each of the three subsamples, respectively
(Eq. (12)). The five dotted lines are the model results of KD02,
from the right to the left ones, the ionization parameter q in-
creases from the 5×106 to the 1×107, 2×107, 4×107 and 8×107
cm s−1 grids.
need to measure [O ], [O ] and Hβ in addition to [N ] and
Hα, thus it will not always be practical.
We should notice that both the x and y axis of Fig. 8 de-
pends on nitrogen abundance, which means that the observed
correlation could be spurious if the errors in log(N) are large.
However, the errors of the log(N/O) abundances of the sample
galaxies are quite small. It is about 0.011 dex on average for the
MPA/JHU sample galaxies, which is expected since we only se-
lect the objects with higher signal-to-noise ratio, i.e. larger than
5σ, on the flux measurements of [N ] (see Sect.2.1). For other
samples from literature, the errors of their log(N/O) values are
about 0.021 dex on average. Therefore, this correlation is ro-
bustly measured, and could be used to correct 12+log(O/H)N2,P
measurements if desired. More importantly, the strong trend
in Fig. 8 highlights the sensitivity of the N2 calibration to a
galaxy’s past history of star formation, since it determines the
present-day N/O ratio.
Fig. 7. Comparisons between the Te-based O/H abundances with
those derived from strong-line ratios, including N2 (without and
with P), O3N2 and S2 indices: (a). for the N2 index (without P,
Eq.(9), Fig. 5b); (b). for the N2 index (with P, Eq.(12), Fig. 6);
(c). for the O3N2 index (Eq.(10), Fig. 5c); (d). for the S2 index
(Eq.(11), Fig. 5d). The rms values of the data to the equal-value
lines in each plot are 0.162, 0.158, 0.191 and 0.171 dex, respec-
tively, they will increase to be 0.173, 0.167, 0.215 and 0.203 dex
if the data points with uncertainties larger than 0.06 dex in line
indices and log(O/H) are included. The symbols in Figs.(a,c,d)
are the same as in Fig. 4, and the symbols in Fig.(b) are the same
as in Fig. 6b.
Fig. 8. Correlation between the difference of log(O/H)N2,P and
log(O/H)Te and the log(N/O) abundance ratios of the sample
galaxies. The symbols are the same as in Figs. 6b,7b. The solid
line is the linear least squares fit for the relations with a rms of
0.104 dex.
7. Conclusions
We compiled a large sample of 695 low-metallicity galaxies and
H  regions with [O ]4363 detected, which consists of 531
galaxies from the SDSS-DR4 and 164 galaxies and H  regions
from literature. We determined their electron temperatures, elec-
tron densities, and then the Te-based oxygen abundances. The
derived oxygen abundances of them are 7.1<12+log(O/H)<8.5.
The comparison between the Te-based oxygen abundances
and the Bayesian metallicities obtained by the MPA/JHU group
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show that, for about half of the MPA/JHU sample galaxies in
this study, their O/H abundances were overestimated by a fac-
tor of 0.34 dex on average by using the photoionization models
(Charlot et al. 2006; Tremonti et al. 2004; Brinchmann et al.
2004). This is possibly related to how secondary nitrogen en-
richment is treated in the models they used.
The Te-derived oxygen abundances of these sample galaxies
were compared with those derived from other strong-line ratios,
such as R23, R23 − P, N2 and O3N2 indicators. The results show
that R23 and R23−P methods will generally overestimate the oxy-
gen abundances of the sample galaxies by a factor of ∼0.20 dex
and ∼0.06 dex, respectively. This 0.06 dex discrepancy is quite
small, and will decrease to be 0.025 dex when the improved
R23 −P calibrations given by Pilyugin & Thuan (2005) are used.
The abundance calibration of N2 index, rather than O3N2 index,
from PP04 can result in consistent O/H abundances with (O/H)Te
but with a scatter of about 0.16 dex.
From this large sample of 695 star-forming galaxies and H 
regions, we re-derive abundance calibrations for R23, N2, O3N2
and S2 indices on the basis of their oxygen abundances derived
from Te. The N2, O3N2 and S2 indices monotonicly change fol-
lowing the increasing O/H abundances from 12+log(O/H)=7.1
to 8.5, which are consistent with the photoionization model re-
sults of KD02. R23 is a good metallicity indicator for the metal-
poor galaxies with 12+log(O/H)<7.9. Nevertheless, R23 does not
follow the KD02 models well.
The scatter of the observational data may come from the
differences in the ionizing radiation field. We add an excita-
tion parameter P to separate the sample galaxies to be three
sub-samples, and then re-derive the N2 calibrations with three
different P cases (<0.65, 0.65-0.80, > 0.80), which improves
the calibration, confirmed by the decreasing rms of the data to
the equal-value line, which decreases from 0.162 in Fig. 7a to
0.158 in Fig. 7b. But adding the P parameter in the O3N2 and
S2 indices does not improve the calibrations. However, some of
the remaining scatter in the (N2,P) calibration may come from
the different star forming history and evolutionary status of the
galaxies, which can be confirmed by the correlation between
the log(O/H)N2,P - log(O/H)Te and log(N/O) of them (Fig. 8 and
Eq. 13).
In the future studies about calibrating oxygen abundances
of galaxies, when their Te values are not available, we can use
the R23, N2, O3N2 or S2 indices, together with the P parameter
sometimes (if the wavelength coverage is wide enough), to cal-
ibrate their oxygen abundances. R23 shows obvious correlation
with oxygen abundances for the low-metallicity galaxies with
12+log(O/H)<7.9. Comparing with O3N2 and S2, N2 is less
affected by ionization parameter and more obviously correlate
with O/H abundances. Also it can be detected by the near in-
frared instruments for the intermediate- and high-z star-forming
galaxies. The N2 index has helped to provide important infor-
mation on the metallicities of galaxies at high-z, for example,
Shapley et al. (2004) for a sample of 7 star-forming galaxies at
2.1<z<2.5, Shapley et al. (2005) for a sample of 12 star-forming
galaxies at z ∼1.0-1.5, and Erb et al. (2006) from the six compos-
ited spectra of 87 rest-frame UV-selected star-forming galaxies
at z>2 etc. However, considering the dependence of N2 (as well
the (N2,P)) calibration on log(N/O) shown as Fig. 8, we should
keep in mind that the resulted log(O/H) abundances from N2
may involve the specific history of N-enrichment in the galax-
ies. We may worry a bit about comparing the low and high-z
observations using [N ] for this reason.
Given the good consistency of our N2 and S2 abun-
dance calibrations with the models of KD02 at low metallic-
ity (see Fig. 4b,d), it may be appropriate to linearly extrapo-
late our calibrations up to the high metallicity region, up to
12+log(O/H)∼9.0 and 8.8 respectively. However, this extrapo-
lation on N2 will result in lower log(O/H) abundance than the
one directly derived from the calibration of the metal-rich SDSS
galaxies obtained by Liang et al. (2006), which may be due to
the discrepancy between the Te- and the R23-based metallicities.
However, the Te-based O3N2 calibration cannot be directly ex-
trapolated to the metal-rich region since the slopes of the cor-
relation relations between log(O/H) vs. O3N2 are not the same
in the high-metallicity branch as in the low-metallicity branch
(Fig. 4c). R23 parameter cannot provide reliable oxygen abun-
dances for the galaxies in the metallicity turn-over region with
7.9<12+log(O/H)<8.5.
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