In part II of the paper, I apply the same methods to a different problem, obtaining some interesting results about composite kernels, that is, kernels of the form K(x, y) =K~iK2(x, y), where we write KxK2(x, y) = f Ki(x, s)K2(s, y)ds; J a we also write KiK2K3(x, y) = (KiK2)K3(x, y), and so on. In an earlier paper [3] , I showed that a sufficient condition for an L2 kernel K(x, y) to be expressible in the form KXK2 ■ • ■ Km(x, y), where K\, ■ • • , Km are L2 kernels, is that A 1 < + 00.
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I can now show that this condition is also necessary. In other words we have: Lalesco's proof was not applicable to L2 kernels, for which the result was proved by Gheorghiu [5] and Hille and Tamarkin [8] . We also prove:
where Q(x, y) is a semi-definite continuous symmetric kernel, and L(x, y) is a symmetric L2 kernel, then is not an integer, the convergence of the series (5) for t =p is necessary and sufficient for the convergence of the integral (6) for r =p.
In order to state the remainder of this lemma, we require some definitions. Let/(z) = E""0 a"z" be the Maclaurin series of f(z); we write log |a"[ = -gn. Then lim"^M \an\ 1/n = 0, so that (7) lim (gjn) = + ».
n-+eo
Plot the points An with coordinates (n, gn) in the (x, y)-plane. By (7), we can construct a Newton polygon(2) having certain of the points An as its vertices whilst the remainder lie either on or above it. We denote this polygon by 7r(/). Let Gn be the ordinate of the point of abscissa n on the curve 7r(f) ; the (2) J. Hadamard [6, p. 174 ].
ratio Rn = eG"~G«-1 is then called the rectified ratio(s) of |a"_i| to |a"|.
We can now complete the statement of Lemma 1 as follows:
is an integral function of finite order, and r>0, a necessary and sufficient condition for the convergence of the integral (6) Lemma 2. Iff(z) is an integral function of genus zero, and 0 <r < 1, a necessary and sufficient condition for the convergence of the series (5) is the convergence of the integral (6). 
Sufficiency follows at once from Lemma 1, (i) and (ii).
If (5) is convergent, the exponent of convergence p of f(z) satisfies p ^r < 1. Since the genus of f(z) is 0, f(z) is a canonical product, and we have
where A is a positive constant ; hence logM(x;/) rr dy f* n(x)dx (10) /,r log M{x;j) rr dy f* n{:
-dx ^ A J -I -+ y)
Since the integrands on the right-hand side in (10) are non-negative, we can invert the order of integration; putting y = tx, we then obtain
where
a/x tT(l + t) Jo tT(l + t) Sin TW
Since (5) is convergent, we can use Lemma 1 (i) ; hence
a finite number independent of r. The integral (6) is therefore convergent.
Corollary. If f(z) is an integral function of genus zero, and 0<t<1, the series (5) (8) ; the convergence of (15) then follows from Theorem 3, and the convergence of (16) from the fact that (3) and (14) is thus convergent provided that (2/?w)(r + l/2) >1, that is, m<2r-\-1. We can therefore take m = 2r, and the result follows.
All the above results can be extended to complex-valued kernels if we define singular values and singular functions by the equations For the series Z"-i l/|^*[ö]| is then still convergent (16) , and therefore Q(x, y) is still expressible in the form Q(x, y) =A2(x, y). 
