We propose estimators of the memory parameter of a time series that are robust to a wide variety of random level shift processes, deterministic level shifts and deterministic time trends. The estimators are simple trimmed versions of the popular log-periodogram regression estimator that employ certain sample size-dependent and, in some cases, data-dependent trimmings which discard low-frequency components. We also show that a previously developed trimmed local Whittle estimator is robust to the same forms of data contamination. Regardless of whether the underlying long/shortmemory process is contaminated by level shifts or deterministic trends, the estimators are consistent and asymptotically normal with the same limiting variance as their standard untrimmed counterparts. Simulations show that the trimmed estimators perform their intended purpose quite well, substantially decreasing both finite sample bias and root mean-squared error in the presence of these contaminating components. Furthermore, we assess the tradeoffs involved with their use when such components are not present but the underlying process exhibits strong short-memory dynamics or is contaminated by noise. To balance the potential finite sample biases involved in estimating the memory parameter, we recommend a particular adaptive version of the trimmed log-periodogram estimator that performs well in a wide variety of circumstances. We apply the estimators to stock market volatility data to find that various time series typically thought to be long-memory processes actually appear to be short or very weak long-memory processes contaminated by level shifts or deterministic trends. JEL Classification Numbers: C22, C13, C14
Introduction
There has long been interest in time series that are stationary yet exhibit persistence beyond that of short-memory or I(0) variates, the so-called "long-memory" processes, starting in the 1950's with the seminal contribution of Hurst (1951) in the context of hydrology. Long-memory processes are usually characterized in the time domain by an autocorrelation function that is not absolutely summable and decays hyperbolically at long lags. In the frequency domain, it is typically characterized by a spectral density function that is proportional to λ −2d as λ approaches zero from the right, where d is the "memory parameter" of the process. It is stationary when d ∈ (−1/2, 1/2), a specification nesting the short-memory processes (d = 0). Independently, Granger and Joyeux (1980) and Hosking (1981) introduced the fractionally integrated ARFIMA(p, d, q) process, a long-memory generalization of the I(0) ARMA(p, q) process. Parametric estimates of d, requiring the specification of the entire spectral density function, have been proposed by Fox and Taqqu (1986) and Dahlhaus (1989) , among others. Semiparametric estimates of the memory parameter have grown popular as they do not require specification of the "short-memory" component. The most widely used are the log-periodogram (LP) estimator of Geweke and Porter-Hudak (1983) and the local Whittle (LW) estimator proposed by Künsch (1987) . The fact that the presence of level shifts or deterministic time trends affects the apparent persistence properties of time series has long been recognized. Perron (1989) showed that the presence of shifts in a time trend will often induce spurious non-rejection of the unit root hypothesis. Bhattacharya et al. (1983) demonstrated similar findings with regard to deterministic trends. More recently, researchers have shown that short-memory time series contaminated by level shifts or certain deterministic trends display many of the same properties of long-memory time series, inducing "spurious long-memory" effects. For example, such a process will exhibit hyperbolically decaying autocorrelations as well as a pole at the null frequency of its spectral density function. Among others, Diebold and Inoue (2001) , Granger and Hyung (2004) , Mikosch and Stȃricȃ (2004) and Perron and Qu (2010) provide theoretical reasons for and simulation evidence of this phenomenon. A short-memory time series contaminated by level shifts or a deterministic trend will thus frequently cause spurious rejection of a short-memory null hypothesis and bias memory parameter estimates upward. Relatedly, Haldrup and Nielsen (2007) show via Monte Carlo simulation that when the mean of a time series exhibits random level shifts, both parametric and semiparametric estimates of the memory parameter are upward biased for a wide range of d values. These biases can indeed be quite large. Overestimation of the memory parameter has important practical implications in economics and finance. For example, Taylor (2000) has shown that the assumed memory parameter significantly affects implied volatilities while Ohanissian et al. (2004) have shown its considerable impact on the pricing of call options.
The potential presence of level shifts and deterministic trends in economic and financial time series is not merely a theoretical curiosity. For example, Granger and Hyung (2004) , Mikosch and Stȃricȃ (2004) and Perron and Qu (2010) have reported strong evidence that these forms of data contamination are in fact a very real feature of stock market volatility data. Garcia and Perron (1996) find the presence of large level shifts in U.S. real interest rate series. Qu (2011) rejects the null hypothesis that a U.S. inflation rate series is a stationary short or long-memory process in a test directed against the presence of level shifts or deterministic trends. The above references represent a small subset of examples within a large and growing body of empirical evidence of this type of phenomena.
Presumably due to the empirical evidence, a handful of papers aimed at distinguishing true from spurious long-memory has emerged in recent years. Tests in both the time and frequency domains have been proposed by Dolado et al. (2005) , Shimotsu (2006) , Ohanissian et al. (2008) , Perron and Qu (2010) and Qu (2011) . Many have argued that the long-memory properties of various economic time series are indeed spurious. However, scant attention has been paid to estimation of the memory parameter in the presence of contaminating elements.
1
This may be partly due to the existing focus on two specific alternative processes: shortmemory contaminated by level shifts or deterministic trends vs. pure long-memory. Though Granger and Hyung (2004) suggest a forecasting procedure, researchers have not adequately explored the implications of long-memory processes contaminated by these elements, especially level shifts. As we will show later (and as noted in a particular context by Haldrup and Nielsen, 2007) , level shifts and deterministic trends induce an upward bias in memory parameter estimates whether the contaminated process exhibits short or long-memory. Tests focusing on the specific alternative of contaminated short-memory may reject if the underlying process is contaminated long-memory, providing further motivation for robust estimation. In this paper, we propose very simple estimators of the memory parameter that are robust to the presence of the contaminating elements that cause spurious long-memory. They are simply "trimmed" versions of the popular LP estimator. Smith (2005) has also attempted to address the issue of memory parameter estimation in the presence of level shifts. He derived a bias correction for the LP estimator from a stationary, mean-reverting mean-plus-noise model. It is based upon the assumption of a short-memory process contaminated by a stationary random level shift (RLS) process, and is not necessarily valid when the process is contaminated long-memory. Assuming Gaussianity, the standard LP estimator is already consistent under the data generating processes (DGPs) he considers (Hurvich et al., 1998) although its finite sample performance is often inferior to that of his estimator. In contrast, we provide estimators that are not only consistent under all of the DGPs Smith (2005) considers but also under many others, including those contaminated by non-stationary RLS processes and smooth or monotonic trends. In terms of RLS processes, those we consider are arguably more practically relevant as they imply periodograms that diverge in expectation at the zero frequency rather than flattening out and converging to some constant. These non-stationary RLS processes have received considerable attention in the econometrics literature (e.g., see Chen and Tiao, 1990; Diebold and Inoue, 2001; Hyung, 2004 and Perron and Qu, 2010) .
The trimmed LP estimators have many desirable asymptotic and finite sample properties that we explore later. The estimators employ the usual bandwidth parameter to determine the highest periodogram frequency used in estimation as well as a trimming parameter to determine the lowest frequency.
2 They are consistent and asymptotically normal under mild conditions on the contaminating processes, the spectral density function of the contaminated process and the user-chosen trimming and bandwidth parameters. Their limiting variance is the same as that for the standard LP estimator, implying no asymptotic efficiency loss. In finite samples, the estimators significantly reduce the upward bias caused by level shifts or deterministic components, often nearly eliminating it entirely. On the other hand, trimming can increase the finite-sample variance so that in the assured abscence of contamination, standard estimation is preferable. Nevertheless, when contamination is present, the bias reduction often significantly outweighs the variance inflation, yielding substantial meansquared error (MSE) reduction so that the trimmed estimators dominate their standard counterparts when contaminating elements are present. The finite sample properties of the estimators depend upon their trimming and bandwidth parameters much like the standard LP estimator depends upon its bandwidth parameter. Through Monte Carlo simulation, we explore their finite sample properties for different combinations of these parameters, providing practical suggestions for choosing them. Moreover, we provide the asymptotic MSE-minimizing choice of the bandwidth parameter which requires the trimming parameter to grow with the sample size in a certain unrestrictive manner. After the work of this paper was completed, we became aware of related and complementary research by Iacone (2010) , who also uses trimming but in the context of the LW estimator. The class of processes he considers are, however, somewhat more restrictive (with the exclusion of the "single impulse"). We add to his results by showing that the robustness of the trimmed LW estimators he considers extends to the very broad class of processes we consider when proper trimming is used. In conjunction with Iacone (2010) , the results of this paper thus provide the practitioner with the choice of using either the trimmed LP or LW estimator in the potential presence of contaminating elements. There are benefits and drawbacks to both approaches, as discussed in some detail in Remark 6 and Section 5.4.
The structure of the paper is as follows. Section 2 introduces the new robust estimators. Section 3 describes the DGPs we consider, imposing specific assumptions, details a crucial asymptotic property of the periodogram of these processes and extends Iacone's (2010) results on the trimmed LW estimator to these processes. Section 4 explores the asymptotic properties of the new trimmed LP estimators. Section 5 provides a Monte Carlo study of the finite sample properties of the trimmed LP and LW estimators, in comparison with each other and their untrimmed counterparts under a variety of DGPs. We also show through simulations that the assumption of Gaussianity on the contaminated process can likely be relaxed. Section 6 focuses on empirical application of the new estimators to stock market volatility data. We find that some of the series which have been previously typified as longmemory processes appear actually to be contaminated short-memory processes with robust estimators of their memory parameters being very near zero. Section 7 contains concluding remarks while the proofs of our theoretical results are given in a mathematical appendix.
Robust Memory Parameter Estimation
Log-periodogram estimators are quite popular memory parameter estimators among empiricists due to their simplicity, intuitiveness and ease of use. As mentioned, we examine "trimmed" versions of the standard LP estimator that employ specific sample size-dependent and, in some cases, data-dependent trimmings that discard low-frequency components. The LP estimator is based upon the spectral characterization of a long-memory process which implies log f (λ) ≈ c−2d log λ as λ → 0 + , where f is the spectral density function of the process.
Letting w x (λ j ) denote the discrete Fourier transform of the time series {x t } T t=1 evaluated at the Fourier frequency λ j = 2πj/T , the periodogram is
where " * " denotes the complex conjugate value. The LP estimator replaces f in the above relation by I x , evaluating it at frequencies local to zero to yield the LP regression:
where X j = − log(2−2 cos(λ j )) ≈ − log λ 2 j for j = l, . . . , m. If m/T → 0, this approximation holds asymptotically. Thus, letting I j = I x (λ j ), the LP estimator iŝ
where
The standard LP estimator uses l = 1 while we trim some of the lower frequencies to obtain consistency and asymptotic normality in the presence of level shifts and deterministic trends. To determine the number of frequencies to trim out, we rely on results about the order of the periodogram of a contaminated long-memory process. We assume the DGP of the series in question {x t } is
where k is a constant, {v t } is a mean-zero long or short-memory process and {u t } is a level shift process or a deterministic time trend (specified below). Using Theorem 2 of Robinson (1995) , an extension of arguments in Perron and Qu (2010) and Qu (2011) provides
). The component u t thus dominates the periodogram for frequencies λ j such that j = o(T (1−2d)/(2−2d) ) and the component v t dominates when jT (2d−1)/(2−2d) → ∞. Although both a level shift (or deterministic trend) process and a long-memory process have poles in their periodograms at the zero frequency as T increases, they taper off differently. The pole induced by level shifts is steeper and tapers off more quickly than the pole induced by a long-memory process. These features of the periodogram allow one to distinguish between the processes {v t } and {u t }, and also allow estimation of the memory parameter of the former when both are present. Intuitively, with an LP regression using only frequencies λ j for which jT (2d−1)/(2−2d) → ∞ but nonetheless j = o(T ), one can expect a consistent estimate. Therefore, the motivation behind the estimator is to set l proportional to T (1−2d)/(2−2d)+ε for some ε > 0 in order to extract the memory behavior of the v t component. Of course this suggestion is infeasible since d is unknown. However, for d ∈ [0, 1/2), (1 − 2d)/(2 − 2d) ∈ (0, 1/2]. Hence, one could obtain an estimate of d using only frequencies with j growing faster than T 1/2 but slower than T . For d ∈ (−1/2, 0], (1 − 2d)/(2 − 2d) ∈ [1/2, 2/3) so that considering frequencies with j growing faster than T 2/3 but slower than T would produce analogous results. This latter range is relevant to estimating the memory parameter of an underlying nonstationary long-memory process by examining its first differences. We also introduce an adaptive, data-dependent trimming procedure to reduce finite sample variance in Section 4.
Processes of Interest and Their Periodograms
We assume that the observed process {x t } is given by (1). We shall allow the process {u t } to take a variety of forms to encompass RLS processes, deterministic level shift (DLS) processes and deterministic trends by making the following assumption.
A1:
The process {u t } is generated according to one of the following DGPs: (a) Random Level Shifts (RLS):
with finite moments of all orders and π T,t ∼ i.i.d.Bernoulli(p/T, 1) for some p ≥ 0. The components π T,t , η t and v t are mutually independent. (b) Deterministic Level Shifts (DLS): 
It is important to note that the Bernoulli probability of A1(a) is sample size-dependent, otherwise {u t } would be better construed as a random walk process. This specification allows the average number of level shifts to remain constant (and equal to p) as the sample size grows. Note that p can be zero in A1 so that the assumption nests the no level shift, no trend case as well. Perron and Qu (2010) considered the asymptotic properties of the periodogram of this type of process. Mikosch and Stȃricȃ (2004) and Iacone (2010) considered the asymptotic properties of the periodogram of the type of process given by A1(b) when B = 2 (one level shift). Künsch (1986) considered the asymptotic properties of the periodogram of a short-memory process contaminated by a bounded monotone trend (Lemma 2) and Qu (2011) extended his results to the Lipschitz continuous case (Lemma 1). Iacone (2010) also discussed the order of the periodogram of FT. We now impose an assumption on the component whose memory parameter we are interested in estimating.
A2:
The spectral density of {v t } is given by f (λ) = |1 − exp(−iλ)| −2d f * (λ), where d ∈ (−1/2, 1/2) is the memory parameter, f * (·) is an even, positive, continuous function on [−π, π] that is bounded above and away from zero. Moreover, f * 0 (0) = 0, |f * 00 (λ)| < B 2 < ∞ and |f * 000 (λ)| < B 3 < ∞ for all λ in a neighborhood of zero.
This assumption is identical to that imposed by Hurvich et al. (1998) (HDB, henceforth) . The assumption on the spectral density is fairly weak and is satisfied by, e.g., an ARFIMA process. The following theorem is the counterpart to Robinson's (1995) Theorem 2 and also relies on his results. It characterizes the asymptotic behavior of the periodogram of {x t } given by (1) under A1-A2. It is a key ingredient to proving consistency and asymptotic normality of the trimmed estimators as well as being interesting in its own right. Theorem 1. Suppose A1-A2 hold. For any sequences of positive integers j = j(T ) and
Theorem 1(i) implies that, for frequencies within a certain sample size-dependent range, the periodogram is akin to an asymptotically unbiased estimator of the spectral density function in the sense that although the latter diverges at these frequencies, the former mimics this divergent behavior. Parts (ii)-(iv) describe the limiting covariance of the discrete Fourier transform, evaluated at frequencies within a certain range whose upper bound grows slower than the sample size. The following corollary provides that the broad class of level shift and deterministic trend contamination under scrutiny satisfies a high level assumption of Iacone (2010) . Together, with Theorem 2 (3) of Iacone (2010) , this provides the consistency (asymptotic normality) of the trimmed LW estimator when the trimming assumption, Assumption 3 (3'), of that paper is satisfied (along with the other relevant assumptions). The proof follows from results in the proof of Theorem 1 and is hence omitted. Corollary 1. Under A1, {u t } satisfies Assumption 2 of Iacone (2010) with φ = 1/2. Remark 1. Note that under A1(c)-(d), the bounds in Theorem 1 may not be exact and may overstate the asymptotic orders of the quantities, depending on the properties of the trend function h(·) or the value of φ (see the proof for details). However, we wish to impose minimal assumptions so that our results apply to a wide variety of trends. If one can impose more structure on h(·), it may be possible to use a smaller trimming.
Remark 2. For the processes studied, given by (1) and A1(a or b) (level shifts), the expectation of the periodogram can be decomposed as follows for large samples when λ j is local to zero:
is a nonnegative even function bounded at zero. Taylor expansions yield log e f (λ j ) = log f
This motivates the nonlinear pseudo-regression:
The drawback to this approach is that, since the order
is explicitly used in the formation of the "dependent variables" of the pseudo-regression, it may not work well for contamination of forms (c) and (d). This is because O(T −1 λ −2 j ) is a conservative bound for the periodogram of trend functions and may not well approximate its behavior local to the zero frequency, depending on the trend. Since the goal is to provide robustness to the wide variety of mean specifications given by A1, we do not pursue this approach here.
Remark 3. Another procedure to reduce the level shift/deterministic trend bias would be to employ the trimmed and adaptive estimators to the tapered periodogram. Tapering is known to decrease biases arising from non-stationary components in the LP regression (see Velasco, 1999) . Initial simulations show that using the robust estimators on tapered data (with the cosine bell taper) further reduces bias but increases finite sample variance.
Asymptotic Properties of the Robust Estimators
As stated earlier, the lower trimming of the trimmed LP estimators must grow at a certain rate with the sample size. As with all semiparametric estimators of the memory parameter, so too must the bandwidth parameter. The rates at which these two user-chosen parameters must grow also depends on the underlying memory parameter of the process {v t } (though one need not know the true value of d in practice). Assumption A3 makes these rates precise.
The third term is the strongest part and is crucial to showing that the trimmed LP estimator has good asymptotic properties. Set l = max{1, bK l T α c} and m = max{l + 1, bK m T β c} for some K l , K m ∈ (0, ∞) and 0 < α < β < 1. For estimation conducted on the levels of a stationary persistent long-memory process (0 ≤ d < 1/2), these will satisfy A3 if α = 1/2 + ε for some ε > 0. For estimation on the first differences of a nonstationary long-memory process (−1/2 < d ≤ 0), they will satisfy A3 if α = 2/3+ε. However, efficiency gains can be made by using an adaptive procedure which will be exploited in the following section. Finally, we impose more distributional structure on the processes we consider.
A4: {v t } is a Gaussian process. We rely on this assumption because the existing literature on LP estimators of stationary processes does not cover the non-Gaussian case without necessitating one to "pool" observations across adjacent frequencies (see Velasco, 2000) . The assumption of Gaussianity may appear strong but simulation evidence presented in Section 5 indicates that it could be relaxed. There is also evidence that some economic and financial time series are (approximately) Gaussian, e.g., log-absolute returns (Anderson et. al., 2001) . Furthermore, the presence of level shifts can induce a Gaussian series to appear non-Gaussian by, e.g., increasing the appearance of excess skewness; A4 applies to v t not the observed x t . We now state results concerning the asymptotic bias and variance of the robust trimmed LP estimators. The following theorem parallels Theorem 1 of HDB.
Theorem 2. Under A1-A4,
The following corollary is a direct consequence of this theorem.
Corollary 2. Under A1-A4,d is a consistent estimator of d.
Remark 4. The expression for the MSE ofd is interesting for what it implies about the asymptotically optimal bandwidth as this now depends upon the growth rate of the trimming parameter. Neglecting the remainder terms in the MSE (5) and minimizing with respect to m yields the same asymptotically optimal choice for m as in HDB:
However, it is no longer necessarily the case that the other remainder terms are asymptotically negligible in a neighborhood of this value of m. As before, set l = max{1, bK l T α c} and m = max{l + 1, bK m T β c}, where K l , K m ∈ (0, ∞) and 0 < α < β < 1. When
¢ are asymptotically negligible compared to the first two terms of (iii) as long as α > (3 − 6d)/(5 − 6d). Hence, m
OPT is asymptotically optimal so long as α is larger than both (3 − 10d)/(5 − 10d) and (3 − 6d)/(5 − 6d). When estimating on the levels of persistent stationary data,
OPT is asymptotically optimal, making the largest lower bound for α 3/5
and the smallest lower bound 0. When estimating on the first differences of nonstationary data,
For this range, the largest lower bound is arbitrarily close to 4/5 and the smallest is 3/5. The asymptotically optimal bandwidth, with these restrictions on α could provide guidance for simultaneously choosing the trimming and bandwidth parameters in large samples.
With the following stronger assumption on the trimming and bandwidth parameters, we can establish asymptotic normality of the estimators.
A feature of A3* is its connection to the optimal choice for the bandwidth in (6) and the lower bound required on the trimming for this bandwidth to be optimal. A3* enforces this lower bound when d ∈ [0, 1/2) and makes the bandwidth grow at a slower rate than that of m OP T . We now present the asymptotic distribution of the trimmed LP estimator.
Theorem 3. Under A1, A2, A3* and A4,
Remark 5. Note that the limiting variance given above is the same as that for the standard LP estimator (see Robinson, 1995 or HDB) . Hence, we do not lose asymptotic efficiency by employing a trimming and bandwidth combination that satisfies A3*.
Remark 6. Corollaries 1 and 2 and Theorem 3 of this paper, along with Theorems 2 and 3 of Iacone (2010) , provide one with a choice between trimmed LP and LW estimators of the memory parameter in the presence of level shifts and deterministic trends. Both types of estimation have their own benefits and drawbacks. The trimmed LP estimator is easier to use. The asymptotic results for the trimmed LP estimator impose Gaussianity while those of the trimmed LW estimator do not. Simulation evidence indicates however that the LP estimators are robust to non-Gaussianity. Though the asymptotic variance of the LP estimator is 64% higher than that of the LW estimator, simulations indicate that the LP estimator is somewhat better at removing the bias arising from level shifts or trends in finite samples. In terms of MSE, the results are mixed. See Secion 5.4 for additional discussions.
Remark 7. Unreported simulations indicate that the finite-sample distribution ofd is not well approximated by a
, where
P m k=l log k, as suggested by Geweke and Porter-Hudak (1983) , work much better. (Note that S(l, m)/m → 1.) They deliver confidence intervals with broadly adequate coverage probabilities although, in the presence of strong level shifts or deterministic trends, larger samples (T = 2000+) may be necessary.
We now briefly comment on how our results can lead to a test of the null hypothesis of a pure long-memory process versus one contaminated by level shifts or deterministic trends. The idea is to look at the difference between trimmed LP estimators using different trimmings. This leads to a different type of tests than those considered in Perron and Qu (2010) , which are based upon the differences of standard LP estimators constructed at different bandwidths. The null hypothesis of no level shifts or deterministic trends can be written as H 0 : u t = 0. Supposed 1 is the trimmed LP estimator using bandwidth m and trimming l 1 andd 2 is the trimmed LP estimator using bandwidth m and trimming l 2 > l 1 . Then under H 0 , if l 1 (log 2 l 2 )/l 2 + l 5 2 /T 4 → 0 and A2 and A4 hold, we have by (9) (in the appendix), Lemmas A.1 and A.2 and results in the proof of Theorem 3,
To have high power one should set l 1 = 1 and l 2 to satisfy T 1−2d (log 4 m)/l 2−2d 2 → 0 so that with level shifts or trends, the estimator using l 2 is consistent while that using l 1 is not. Ideally, one would consider the supremum over values of l 2 over some range, an extension outside the scope of this paper. We simply note that the resulting test would be similar to that of Qu (2011) , namely the LP-analog of his statistic based upon the LW score. In the applications, we set l 2 = 1, 79 ] to provide a test with high power.
Finite Sample Properties of Robust Estimators
We first introduce an adaptive procedure aimed at decreasing finite sample variance. Focusing on the last term in A3, suppose thatd 0 is a consistent estimate of d. Then, lettinĝ d 1 denote the trimmed LP estimate using the trimming l = [K l T (1−2d 0 )/(2−2d 0 )+ε ] for some K l > 0 and some small ε > 0,d 1 is consistent (asymptotically normal) by Theorem 2 (3) if the remainder of A1-A4 (A1, A2, A3* and A4) are satisfied. This adaptive procedure can be repeated from an initial estimated 0 using the trimming
Theorems 2-3 for any finite i. One can thus choose a convergence criterion that terminates this adaptive procedure, with the terminal value labelled asd a . 4 In the simulations, we use the criterion of |d i −d i−1 | < 0.01 (convergence) or i > 9 (nonconvergence) to terminate the procedure and retain the final value ofd. 5 We concentrate on the region [0, 1/2) for d since it is of most practical interest, so we do not consider trimmings larger than O(T 1/2+ε ).
We compare the finite sample properties of the trimmed LP estimator using no adaptive procedure, labeled "trimmed", the adaptive trimmed estimator and the standard LP estimator. Setting the trimming 
Comparative Performance in the Presence of Level Shifts
We begin with some DGPs for which the robust estimators were designed. These are simple Gaussian fractional white noise (ARFIMA(0, d, 0)) processes with unit innovation variance, 4 One could also formulate an analogous adaptive procedure that coincides with the final term of Assumption 3*. This would lead to more trimming but may be useful if asymptotic normality is a concern.
5 We chose this criterion because, from unreported results, it performs relatively well with very high rates of convergence in larger (T = 2000) samples without being too computationally intensive.
6 Note that some of the bandwidth/trimming parameter combinations under scrutiny do not satisfy Assumption 3* (e.g., the MSE-optimal bandwidth rate of T 4/5 ) since the primary goal of this simulation exercise is to compare estimators in terms of bias and RMSE performance. Tables 1-3.  Looking at Tables 1 and 2 , begin by noting the substantial upward bias that the level shifts cause in the standard LP estimator. This bias is increasing in p while it is typically decreasing in the sample size and bandwidth used. Nevertheless, it remains prevalent for large sample sizes and bandwidths. The fact that the bias is decreasing in the bandwidth can be attributed to the orders given in (2): a larger bandwidth picks up more observations for which the long-memory component dominates. Note that this bias is decreasing in d, which can be partially attributed to the orders given in (2), as for a larger d, the long-memory component dominates for more frequencies. However, this is also partially an artifact of scaling. With Γ(·) the gamma function, the variance of a fractional white noise (FWN) process with unit innovation variance is The next feature to note is that both the trimmed and adaptive estimators remove large portions of this bias. In terms of bias, the trimmed estimator with the largest trimming ((ε, u) = (0.1, 0.8)) performs best for most of the DGPs considered although the adaptive estimator with this trimming tends to perform better when d = 0 and p is not too high. This is expected again from (2) since the trimmed estimator ignores the most frequencies closest to those for which the RLS process asymptotically dominates the periodogram. By construction, for any fixed (ε, u) combination, the adaptive estimator will "trim out" fewer frequencies than will the trimmed estimator unlessd a ≈ 0. As expected, the remaining bias is still increasing in p and decreasing in T . Note that for larger sample sizes and p ≤ 10, both types of estimators almost entirely eliminate the bias in many cases. The main result that emerges is the larger the trimming, the less bias due to level shifts will be present. In terms of RMSE, the standard estimator is generally dominated by both its trimmed and adaptive counterparts, as can be seen from Tables 1 and 3. 7 This dominance is often quite dramatic, especially for the more frequent level shift cases. When p = 10 or 20, the RMSE of the robust estimators is typically one half to one quarter of its standard counterpart, a major improvement. In most cases considered, the trimmed estimator with moderate trimming ((ε, u) = (0.05, 0.8)) best balances the bias-variance tradeoff but, as the sample size grows, the adaptive estimator essentially "catches up" to its trimmed counterpart by reducing finite-sample variance. In terms of the frequencies it uses in the LP regression, the adaptive estimator lies in between the standard and trimmed ones. This fact makes its bias usually larger and its finite sample variance usually smaller than the trimmed one. As d grows larger, the adaptive estimator moves closer to the standard estimator because it trims out fewer frequencies. Contrastingly, it moves closer to the trimmed estimator as d decreases.
We also examined DGPs calibrated to stock market volatility data by Lu and Perron (2010) with results not reported as they are very similar to those discussed above. Finally, we examined the robust estimators' performance in the presence of a variety of deterministic trends and found similar results, though the upward bias did not tend to be quite as large as in the level shifts cases, favoring adaptive estimation for RMSE minimization.
Comparative Performance without Contaminating Components
We now turn to cases with no contaminating elements present to examine what is lost from using robust estimation when level shifts or trends are not an issue and to provide guidance on choosing (ε, u) that achieves low RMSE in a variety of circumstances. We first examine the simple case of an uncontaminated FWN process, again for d = 0, 0.2 and 0.45. Table  4 displays these results. As expected, neither the standard estimator nor the trimmed one displays any notable bias. Oddly, the adaptive estimator appears to induce a very small downward bias though this bias disappears as the sample grows. In terms of RMSE, the standard estimator is the best, as expected. The RMSEs of the trimmed estimators can be 2-3 times the value of their untrimmed counterparts. For the smaller samples, relative to the differences in bias and RMSE when level shifts are present, these differences in RMSE tend to be similar in value. As the sample size grows, the differences in bias and RMSE between the trimmed and standard estimators shrink in the absence of contamination but grow in its presence. Hence, depending on the sample size, one has about the same or less to lose from using an adaptive estimator with, say (ε, u) = (0.05, 0.8), in the absence of level shifts than from using a standard estimator in their presence. Similar results hold when the DGP is a short/long-memory process "perturbed" by random noise, as considered by, e.g., Sun and Phillips (2003) . This is empirically relevant as many measures of volatility are known to be noisy. Note that when the process is perturbed by noise, A2 fails to hold. However, Deo and Hurvich (2001) have shown that the standard LP estimator is also consistent and asymptotically normal in the presence of noise and absence of contamination. Since proving these results required an entirely separate strategy, the proof for the trimmed or adaptive estimators in the potential presence of level shifts or deterministic trends is beyond the scope of this paper. We conjecture that, under proper trimming and bandwidth choice, the robust estimators remain consistent and asymptotically normal when noise is added to the {v t } component of (1). Though consistency still holds, the addition of white noise to the process {v t } is known to bias standard LP estimates downward in finite samples. Since we are considering an LP estimator with lower frequencies trimmed out, we can expect this downward bias to be exacerbated. The question addressed below is, comparatively, how much worse is this downward bias and the corresponding RMSE? Table 5 displays the results when a very substantial white noise component is added to the long-memory process {v t } for d = 0.2 and 0.45. The white noise is Gaussian with variance set equal to four. We added the larger sample sizes of T = 4000 and 8000 to the analysis here in order to obtain a more detailed picture of how the estimators behave for sample sizes that are typical of daily volatility series, like those in Section 6 below. When d = 0.45, we see a substantial downward bias in all estimators. The bias is lower for those estimators that use proportionately more lower frequencies, e.g., the standard estimator with the smallest bandwidth performs best. Nevertheless, consistent with our conjecture, the biases of all estimators decrease with T . Making the more fair comparison between the standard estimator and its trimmed/adaptive counterparts by comparing at equal bandwidths, the increase in bias is typically less than or equal to 0.1. Very similar results hold for RMSE as bias is the dominant component for these DGPs. Similar results hold for d = 0.2 although differences between standard and robust estimators are smaller. Nevertheless, the differences in bias and RMSE between the standard and robust estimators in the presence of noise tend to be smaller than they are with level shifts and trends.
We now turn to cases in which a significant short-memory component is present but contaminating elements are not. We consider various specifications of an ARFIMA(1, d, 1)
. We examine specifications that are persistent as these are more empirically relevant. To begin, we consider a process that is persistent yet I(0) setting a = 0.6, b = 0 and d = 0. The memory parameter estimates of such a process are known to be upward biased. The first and fourth blocks of Table 6 show this to be the case. In terms of bias and RMSE, the standard estimator with u = 0.5 is clearly the favorite. Comparing robust estimators to the standard one at the same bandwidths, the trimmed estimators roughly double the bias while the adaptive estimators increase bias to a much lesser extent. In many cases, the adaptive estimator hardly increases the bias. Similar results hold for the RMSE of the estimators when compared at the same bandwidths: the trimmed estimator roughly doubles that of the standard estimator while the adaptive estimator increases it, but only slightly. In fact, as d grows, the adaptive estimator and the standard estimator become nearly identical because the adaptive estimator trims out increasingly fewer frequencies (see the second and fifth blocks of Table 6 for d = 0.45).
Thus, if we are not concerned about level shifts or deterministic trends but about a strong autoregressive component, the standard estimator with u = 0.5 is preferred. If we are concerned about both, a version of the adaptive estimator is generally preferred. Similar results hold with persistence induced by a moving average component, though biases and RMSEs tend to be a lot smaller so that the standard estimator and our adaptive estimator both perform well and similarly (e.g., the third and sixth blocks of Table 6 for a = 0, b = −0.6 and d = 0.45). The results are similar for other values of d. In summary, if level shifts or trend components are present, the robust estimation is clearly superior. If one is agnostic about the DGP, our adaptive estimator with (ε, u) = (0.05, 0.8) is recommended, as it best balances different potential biases. Even without contaminating components, the cost of using it is relatively small although gains could be made using the standard estimator with a small bandwidth. If short-memory dynamics or noise is of little concern, the trimmed estimator is clearly preferred.
Robustness to Non-Gaussianity
Given that volatility series are relevant processes exhibiting long-memory features, one may be concerned with A4. For example, when absolute or squared returns are used as proxies, they are by construction non-Gaussian. In this section we illustrate, through simulations, that the Gaussianity assumption is hardly critical and can likely be dropped. We conducted numerous simulation experiments to assess the bias and RMSE of the robust estimators under a variety of distributional assumptions on the {v t } process following the design of Velasco (2000) . The results are almost identical in all cases so we only present a small subset in Table 7 : an ARFIMA(0, d, 0) process with t 5 distributed innovations, d = 0.45, p = 0 and d = 0, p = 10. Comparing these results to those corresponding to the Gaussian specifications in Tables 1 and 4 , we can see that changing the innovation distribution to be non-Gaussian does not hinder the performance of the robust estimators. This is a generic result that holds for many distributions with d = 0, 0.45 and p = 0, 10. Moreover, unreported results on finite-sample coverage probabilities suggest that the asymptotic distributional approximation d ∼ N(d, π 2 /24S(l, m)) works just as well when the underlying process is non-Gaussian.
Comparison of Robust LP and LW Estimators
We compared the performance of the trimmed and adaptive LP estimators with trimmed and adaptive versions of the LW estimator across a wide variety of DGPs. We examined trimmed and adaptive versions of the LW estimator based on the procedures given earlier in this section (arising from A3) as well as those based on Assumption 3 of Iacone (2010), i.e.,
The results show that the former versions of the LW estimator perform significantly better in the presence of level shifts and deterministic trends. This makes sense in light of the discussion of orders following (2). Comparing between the LP and LW versions based on the trimming and adaptive procedures of this section, a few general features emerged: (i) the RMSE performance of the two estimators is similar in the presence of contamination, (ii) the robust LP estimators tend to better remove biases from level shifts and deterministic trends and (iii) the robust LW estimators tend to be less variable. Table 8 displays the bias and RMSE for the robust LW estimator under two DGPs that are illustrative of these general patterns: a pure ARFIMA(0, 0.45, 0) process and a white noise process with an average of 10 RLS per sample. Comparing the second block of Table 8 with the second block of Table 1 illustrates (ii). The robust LP estimators exhibit lower bias in 16 of the 18 cases, up to 45% lower. Comparing the first and third blocks of Table 8 with the third and sixth blocks of Table 4 illustrates (iii). In the absence of contamination, the RMSE of the robust LW estimators is around 78% of that for the robust LP estimators, as suggested by their relative asymptotic variance.
Empirical Applications to Stock Market Volatility Data
We apply the robust estimation techniques to various time series that have been typified as arising from long-memory processes. We examine the extent to which level shifts or deterministic trends may produce the long-memory features of the data. For each time series, we graphed the adaptive and trimmed LP estimators against the trimming parameter ε, setting K l = 1 and m = [T 0.79 ] to be congruent with A3* but close to the MSE-optimal bandwidth rate. We let ε range from 0 to 0.25 in order to display the effects of the trimming on the d estimates. Each graph also contains point-wise 95% confidence bands for the trimmed estimators using the S(l, m) scaling (with d ≥ 0, the trimmings with ε > 0.1 are guaranteed to satisfy A3*). These graphs are provided in Figures 1-4 . The results for robust LW estimators are quite similar. For each series, we also provide the standard LP estimator of d using m = [T 0.5 ], the nonlinear LP (NLP) estimator of Sun and Phillips (2003) using m = [T 0.5 ] (which reduces the bias from noise) and the adaptive LP estimator using
and their standard errors (in parentheses).
The first three time series we study are the log-absolute daily returns series of the S&P 500 (7/3/1962-7/23/2012, 12603 observations), Dow Jones Industrial Average (DJIA, 3/4/1957-7/23/2012, 13982 observations) and the NASDAQ (12/15/1972-7/23/2012, 9991 observations) stock market indices. Log-absolute returns are a common measure of volatility. Note that these series are much longer than those studied in the previous section, hence biases from short-memory dynamics or noise components should be much lower than reported.
Starting with the S&P 500 volatility series, the standard LP and NLP estimates are 0.505 (0.061) and 0.622 (0.109), indicating a non-stationary long-memory process. On the other hand, the adaptive estimator gives an estimate of 0.068 (0.025), indicating very weak longmemory. Figure 1 provides a more complete picture. All robust estimates are well below the standard ones, strongly suggesting that level shifts or deterministic trends appear to be biasing the standard estimate upwards. Moreover, the adaptive and trimmed estimators are similar and the 95% confidence band covers zero for most trimmings. However, estimates using trimmings above about 0.2 become somewhat erratic and unreliable, which can be attributed to the estimators using less data and the periodogram ordinates used in the LP regressions growing progressively farther from the origin.
Turning to the other two daily volatility series, very similar results emerge. The standard LP estimator for the DJIA series is 0.470 (0.054), this time in the stationary region, while the NLP estimator is 0.540 (0.109). The adaptive estimator is 0.022 (0.026), indicative of short-memory. The overall pattern present in Figure 2 is quite similar to that for the S&P 500 series. The results for the NASDAQ are again quite similar with the standard estimator being 0.601 (0.064), the NLP estimator being 0.655 (0.114) and the adaptive estimator being 0.112 (0.026) and the graph of the robust estimators displaying a similar pattern (see Figure   3 ). For all three of the above series, the results are highly indicative of a short-memory or very weak long-memory process contaminated by level shifts or deterministic components.
We now turn to a less noisy measure of volatility: the log of daily realized volatility constructed from five minute returns of the S&P 500 futures index from 4/21/1982 to 3/2/2007 (6262 observations). 8 The features of the memory parameter estimates of this series are quite different in that they are broadly in line with a true long-memory process. First, the standard LP estimator is 0.625 (0.072) and the NLP estimator is also 0.625 (0.130), indicating a non-stationary long-memory process. Second, the adaptive estimator gives a value of 0.509 (0.021), indicating a highly persistent long-memory process. The robust estimators in Figure 4 are consistent with a long-memory process near the border of stationarity. Finally, the values of the test statistic H(1, [T .51 ]) proposed in Section 4 are: 38.9 for S&P 500, 41.7 for DJIA, 31.3 for NASDAQ and 9.4 for the S&P 500 futures log realized volatility. These provide strong evidence that level shifts or trends do indeed contaminate all series, including the realized volatility series for which long-memory is still present.
Conclusions and Future Research
We have shown that simple modifications to the standard estimators of the memory parameter lead to estimators that are robust to a wide range of level shifts and deterministic components. The trimmed and adaptive estimators have good asymptotic properties and perform well in finite samples. In order to balance potential competing biases, we advocate a particular version of adaptive LP estimation, employing the trimming l = [
and bandwidth m = [T 0.8 ] to balance potential competing biases. However, an automatic data-dependent, theoretically justified procedure for choosing these parameters remains an open question. Applying the robust estimators to volatility data, we found that for many series, level shifts or deterministic trends appear to bias standard memory parameter estimates upwards as the robust estimators indicate memory parameters near zero. Nevertheless, we found evidence of long-memory in a log realized volatility series. For future research, there appears to be many fruitful avenues. Recent years have seen the emergence of estimators that reduce the biases arising from (i) level shifts and deterministic trends (e.g., the present paper), (ii) short-memory dynamics (e.g., Andrews and Guggenberger, 2003) and (iii) the presence of noise (e.g., Sun and Phillips, 2003) . Very recently, Frederiksen et al. (2010) produced an estimator that simultaneously reduces the biases arising from (ii) and (iii), even allowing for dynamics in the noise component. Given the abundant evidence of the presence of (i) in economic and financial data, methods aimed at simultaneously reducing the biases arising from (i) and (ii), (i) and (iii) or (i)-(iii) would also prove quite useful in practice. Apart from this important issue, we believe further improvements can be made to reducing the bias arising from level shifts and deterministic components. Remarks 2 and 3 provide suggestions in this vain.
Mathematical Appendix
Proof of Theorem 1: We start with the case of the DGP of A1(a). (i) Since {v t } and {u t } are independent, EI x (λ j ) = EI v (λ j ) + EI u (λ j ), where I v (·) and I u (·) denote the periodograms of {v t } T t=1 and {u t } T t=1 . By Theorem 2(a) of Robinson (1995) 
, and by A2 and Proposition 3 of Perron and Qu (2010) ,
¢ .
(ii) Again using the independence of {v t } and {u t },
, where w v (·) and w u (·) denote the discrete Fourier transforms of {v t } T t=1 and {u t } T t=1 . By Theorem 2(b) of Robinson (1995) 
The arguments used to find the order of magnitude of (13) in the proof of Lemma A.3 also follow through for n = 2.
The proof is similar to the proof of (ii), using the fact that
and applying Theorem 2(c) of Robinson (1995) and similar techniques. (iv) The proof is again similar to the proof of (ii), using the fact that
and applying Theorem 2(d) of Robinson (1995) . We now consider DGP A1(b). First,
Note that by using the fact that cos(2πjx) = ∂(sin(2πjx)/(2πj))∂x,
Analogous results hold for the other terms that compose (8). Hence, (8) is O(T/j
2 ). Thus, applying the results of Theorem 2(a) of Robinson (1995) ,
The proofs of parts (ii)-(iv) are similar. We now consider the DGP of A1(c). First note that Qu (2011) and Künsch (1986) have shown that | P T t=1 h(t/T ) cos(λ j t)| and | P T t=1 h(t/T ) sin(λ j t)| are O(T/j) when h is Lipschitz continuous or monotonic and bounded (respectively). Together with Robinson (1995, Theorem 2) , this implies the results since, e.g.,
Using Theorem 1(ii) in Iacone (2010) , the proof under A1(d) is nearly identical. ¥ The proofs of Theorems 2 and 3 follow those of 1 and 2 in HDB. First, we state and prove some lemmas, using the notation of HDB. Let a j = Y j −Ȳ and
where ε j = log (I j /f j ) + C and C is Euler's constant.
Proof : The first statement follows directly from a slight modification of arguments used by Hurvich and Beltrao (1994, pp. 299-301) . For the second, following the same arguments, for all l ≤ j ≤ m, a j = log j − (m − l + 1)
. By Stirling's formula and A3, (m − l + 1)
The first term of (10) is equal to
by A3. Hence, (10) is equal to 1 + o(1). ¥ Lemma A.2. Under A2 and A3,
Proof : Using results in the proof of Lemma 1 of HDB (pages 37-38) and A2,
where R = O (T −3 m 4 log m). From Hurvich and Beltrao (1994, pp. 299-301) , a j = log j − (m − l + 1)
by HDB (page 38) and A3, P m j=l j 2 = (1/6)m(m + 1)(2m + 1) − (1/6)l(l − 1)(2l − 1), and
by Stirling's formula and A3. Using these results, we have
by A3. Thus Lemma A.1 and A3 provide,
Note that the normalized periodogram can be expressed as follows:
where A j ≡ (2πT )
−1/2 P T t=1 x t cos (λ j t) and B j ≡ (2πT )
0 and e γ = (γ 1 , γ 2 ) 0 . The next lemma details how well γ and e γ can be approximated by multivariate Gaussian random variables under A1. It will be used later to derive Edgeworth approximations.
Lemma A.3. Under A1 and A4, for any sequences of positive integers, j = j(T ) and k = k(T ) such that j > k and j/T → 0 as T → ∞, the following result holds for n > 2:
, where κ(X 1 , . . . , X 4 ) denotes the joint cumulant of random variables X 1 , . . . , X 4 and n 1 , . . . , n 4 are nonnegative integers that sum to n. Similarly, for n > 2, the n th cumulants of e γ are O(T n/2−nd /j n−nd ).
Proof : We provide the proof under A1(a), the others are similar. Note that
and similarly for A k , B j and B k . By definition of κ, we have
where P runs through all partitions of {1, . . . , 4}, B runs through all blocks of the partition P and | · | denotes the number of elements in a set. Using the independence of {v t } and {u t } and the properties of cumulants, we have for any n th joint cumulant of the entries of γ:
The second equality follows from A4. Upon inspection of (11), it becomes apparent that what is of concern are sums of products over B ∈ P of terms of the form
for each B ∈ P. Now consider as given block B of a fixed partition P. Suppressing dependence of quantities upon B, and scaling (13) by j r 1 +r 3 k r 2 +r 4 /T R/2 , we obtain
. . .
(14) The expectation inside of the summations can be decomposed as follows. Without loss of generality, suppose t 1 ≤ t 2 ≤ . . . ≤ t R . Then, with u t 0 ≡ 0,
Since {u t } is a mean zero process with independent differences, this is a finite sum of terms of the form
where the α k 's are nonnegative integers that sum to
]. Now, letting e N t = P t i=1 π i , for any nonnegative integer α, we have
where C is a finite constant since all of the moments of η i exist and η i and e N t are independent for all i and t. A1(a) provides that the term E[π i 1 . . . π i α ] is a polynomial in (t/T ) of maximum order α so that (16) is as well. In turn, (15) is a finite sum of a finite product of polynomials in the increments (t k /T − t k−1 /T ), each of degree less than or equal to R. Thus, we can deduce that the term (15) is a function of t 1 /T, . . . , t R /T that is bounded for all t i ∈ {1, . . . , T }. Denoting this function as g(t 1 /T, . . . , t R /T ), we can further deduce that, for any finite constant c, g(c, . . . , c, t i /T, c, . . . , c) is a finite-order polynomial in t i /T . We can thus analyze the terms composing (14) as follows. Using the fact that
for α > 0. Analogous results hold when α = 0 and for the other terms in (14). Hence, (14) is O(1) and (13) is O(T R/2 /j r 1 +r 3 k r 2 +r 4 ). From earlier reasoning derived from (11),
Finally, from (12) we then have
We now present a lemma that applies to all DGPs in A1, using ε j defined by (9) . In what follows, mention of uniformity refers to results holding uniformly for l ≤ k < j ≤ m.
Lemma A.4. Under A1-A4, we have uniformly
Proof : The proof involves the use of Lemma A.3 via an Edgeworth expansion. Define
The results of Lemma A.3 allow us to make an asymptotic multivariate Edgeworth expansion of the density of γ in terms of a Gaussian density since, under A3, the higher order cumulants of γ tend to zero more rapidly, the higher the order of the cumulant. More specifically, letting f γ (·) denote the density of γ and, for four-dimensional g, φ ψ (g) = (2π) −2 |ψ| 1/2 exp (−g 0 ψg/2) (the multivariate zero-mean normal density with covariance matrix Σ). The second order expansion provides (see page 172 of Skovgaard, 1986) 
From this Edgeworth expansion, we obtain
plus terms of the form
uniformly. Applying Theorem 1, by Lemmas 2 and 3 of HDB (with minor modification), 
so that we may conclude ψ = 2I 4 +R(T ), where the entries of R(T ) are of order
As an aside, let n 1 , . . . , n 4 denote nonnegative integers that sum to some odd number. Then the quantity
4 ], where E ψ [·] denotes the expectation operator assuming that γ is multivariate normal with mean zero and covariance matrix e ψ −1
. Under this assumption, the vectors (γ 1 , γ 2 ) 0 and (γ 3 , γ 4 ) 0 are independent. Hence, (20) is equal to zero. The same holds if n i = 0 for i = 1, . . . , 4. Now note that
The first term of (21) takes the form of (20) and is thus zero. Following similar arguments to those on page 40 of HDB, the second term on the right hand side of (21) is
where Ψ is the largest absolute entry of ψ. The first term of (22) is composed of a linear combination of terms of the form
4 ], where
Thus, this term is zero since (20) is. Using the results of Theorem 1, Ψ is O((log j)/k + T 1−2d /(j 1−d k 1−d )) uniformly and e ψ − 4ΨI 4 = 2I 4 + o(1). Hence, the second term of (22) is
uniformly so that (21) is as well. Lemma A.3 tells us that
Very similar arguments show that (19) is as well. Thus, (17), (18) and (19) 
uniformly. The higher order terms for approximating E[χ j χ k ] via a third order Edgeworth expansion take the following forms:
(1/8)(2π)
plus terms that take the form
for some finite constant C and nonnegative integers n 1 , . . . , n 4 . These latter terms are
uniformly for any nonnegative integers n 1 , . . . , n 4 by the properties of the multivariate Gaussian distribution. Using the same technique used for (21) and (22), (23) is equal to
where Ψ is the largest absolute entry of ψ. Now, the integral inside of (27) can only be nonzero when two, and only two, elements of the set {α, β, ξ, δ} are in {1, 2}. To see this, note that if every element of {α, β, ξ, δ} are in {1, 2} or {3, 4}, this integral is proportional to
Similarly, if only one element of {α, β, ξ, δ} is in {1, 2} or {3, 4}, this integral is proportional to e.g.,
To determine the asymptotic order of (27) when two, and only two, elements of the set {α, β, ξ, δ} are in {1, 2}, we must consider the possible orders that κ(γ m , γ n , γ r , γ q ) and ψ mα ψ nβ ψ rξ ψ qδ can simultaneously take given the results of Lemma A.3 and that ψ = 2I 4 + R(T ). First, if all four terms of ψ mα ψ nβ ψ rξ ψ qδ are on the main diagonal of ψ,
Second, if three of four terms of ψ mα ψ nβ ψ rξ ψ qδ are on the main diagonal, the maximum order of κ(γ m , γ n , γ r , γ q ) is O(T 2−4d /(j 1−d k 3−3d )) and that of ψ mα ψ nβ ψ rξ ψ qδ is O(k −1 log k + T 1−2d /k 2−2d ) so that the maximum order of (27) 
Third, if two of the terms are on the main diagonal, the maximum order of (27) 
. Finally, when one or zero terms are on the main diagonal, the maximum order of (27) is
). Turning to (28), g 0 ψg is a finite sum of terms of the form ψ mn g α g β , where
by Lemma A.3. Hence, the maximum order of (28) 
, uniformly. To summarize, the addition of terms (17), (18), (19), (23), (24) and (25) provides the third order Edgeworth approximation to E[χ j χ k ]. The remainder to this approximation has a maximum order of O(T 3−6d /k 6−6d ). To see this, note that the terms in the Edgeworth expansion following the third order approximation will either take the form of Cκ(γ m , γ n , γ r , γ q , γ s ) times an integral of the form given by (26) with n 1 , . . . , n 4 summing to an odd number or a product of cumulants with multiplied order of O(T 3−6d /k 6−6d ) (by Lemma A.3) times a finite constant and an integral of the form given by (26) . To see that the former is O(T 3−6d /k 6−6d ), note that κ(γ m , γ n , γ r , γ q , γ s ) = O(T 5/2−5d /k 5−5d ) by Lemma A.3 and (26) with n 1 , . . . , n 4 summing to an odd number, is O((log 2 j)/k
) by nearly identical arguments to those showing the same for (21). Therefore by A3, uniformly
Proof : To begin, note that the same arguments used in Lemma A.4 allow us to conclude
. Then we can use Lemma A.3 and a second order Edgeworth expansion to obtain
Using (26), the last two terms of (30) are O(T 3/2−3d /j 3−3d ) uniformly. Turning to the first term, note thatψ = 2I 2 + R j (T ), where R j (T ) is some some matrix with entries that are O(j −1 log j) + O(T 1−2d /j 2−2d ) uniformly. Hence, the integral inside the first term is equal to
By the mean value theorem, |e u − 1| ≤ |u|e |u| so that
Hence, since |g 0 R j (T )g/2| ≤ 3Q j (T )kgk 2 /2, with Q j (T ) the largest absolute entry of R j (T ),
and (31) is equal to
uniformly. The first term of this expression is |ψ| 1/2 /2 times the expectation of log(γ 2 1 +γ 2 2 )+C under the assumption that γ 1 and γ 2 are independent standard normal random variables. Under this assumption, − log(γ 2 1 + γ 2 2 ) has a Gumbel distribution with parameters zero and one. The mean of this distribution is known to be C so that the first term of (32) is identically zero since |ψ| = 4 + o(1) uniformly. This then implies the lemma's claim.
Proof : Very similar to the proof of Lemma A.5. ¥ Lemma A.7. Under A1-A4,
Proof : By Lemmas A.1 and A.5,
Using the results of these seven lemmas, we can now prove Theorem 2.
Proof of Theorem 2:
The proof follows that of Theorem 1 of HDB with appropriate modifications. Part (i) follows from Lemmas A.2 and A.7 (see (9)). For part (ii), note that
Now, applying Lemmas A.6 and A.4, then Lemma A.1,
Using Lemma A.1 together with (33) shows part (ii). Part (iii) is a direct consequence of parts (i)-(ii).¥ We introduce an additional lemma to prove Theorem 3.
Lemma A.8. Under A3, the sequence {a j } m j=l satisfies max l≤j≤m |a j | = o(m), m
Proof : The first two expressions follow directly from Lemma A.1 and the third part follows from nearly identical expressions to those leading to (A18) of HDB. ¥ Proof of Theorem 3: Let ε v j = log(I v (λ j )/f j ) + C. By Lemma A.5 and Lemma 6 of HDB,
¢ , uniformly. Hence,
under A3*. A very similar proof to Lemma A.6's shows that Cov(ε j , ε
) uniformly so that by Lemma A.6 and Lemma 7 of HDB,
uniformly. Likewise, a very similar proof to Lemma A.4's shows that
uniformly so that by Lemma A.4 and Lemmas 2 and 3 of HDB,
uniformly. Hence, (35) and (36) provide
by A3*. (34) and (37) imply
Now note that (38) and Lemma A.1 imply
Let
We also have N 2 = −m 
by Lemma 1 of Hurvich and Beltrao (1994) 
¢ . Finally, since Lemma A.8 holds, the results of Robinson (1995 Robinson ( , pp. 1067 Robinson ( -1070 provide that the moments of N 1 converge to the corresponding moments of a variate that converges in distribution to N(0, π 2 /6). Using the same method of moments argument, then
). In summary, given (39), 
