This paper integrates imposing a factor structure on residuals in vector autoregressions (VARs) into structural VAR analysis. Identification, estimation and testing procedures are discussed. The paper applies this approach to the well-known problem of studying the effects of monetary policy in open economy VAR models. The use of factor structure in identifying structural shocks is shown to resolve three long-standing puzzles in VAR literature. First, the price level does not increase in response to a monetary tightening. Second, the exchange rate appreciates on impact and then gradually depreciates. Hence, no price level and exchange rate puzzles are found. Third, monetary policy shocks are much less volatile than suggested by standard VAR identification schemes. In addition, the paper suggests that the apparent weak contemporaneous cross-variable responses and strong own responses in structural VARs can be an artifact of identifying assumptions and vanish after imposing a factor structure on the shocks.
Introduction
Vector autoregressions (VARs) are often used to provide a set of stylized facts about responses of macroeconomic variables to structural shocks such as innovations in technology and monetary policy. These facts serve as a yardstick in evaluating or calibrating theoretical business cycle models (e.g., Rotemberg and Woodford 1997 , Woodford 2003 , Christiano, Eichenbaum, and Evans 2005 . However, the mapping from VARs to business cycle models is not straightforward.
First, in VARs, whether structural or not structural, the number of structural shocks is equal to the number of variables. For instance, in VARs with 10 variables there are 10 structural shocks while business cycle models tend to have only a few structural shocks such as innovations in technology, preferences, or policy. Hence, VARs can produce too many structural shocks to be economically meaningful.
1 This mismatch in the number of structural shocks is important because identification of key structural shocks-that is, shocks that constitute the primary focus of the analysis-is sensitive to inclusion of other, possibly less important structural shocks (e.g., Faust 1998, Faust and Rogers 2003) . For every additional variable, it may be increasingly difficult to find credible identifying restrictions that differentiate the key structural shocks from other shocks. In fact, many VAR models (e.g., Blinder and Bernanke 1992) are silent about unimportant, or "nuisance," structural shocks thus leaving the reader wondering what these shocks are and how they are different from the key structural shocks.
Second, Sims (1998) observes that weak cross-variable responses in VARs are a robust stylized fact. Indeed, diagonal entries of the covariance matrix of VAR residuals are typically very large relative to off-diagonal entries and VARs tend to have difficulties with matching responses of models with large contemporaneous responses to structural shocks. For example, Eichenbaum and Evans (1995) find that their identified VARs cannot reproduce exchange rate overshooting predicted by the Dornbusch (1976) model. This tendency to find attenuated responses can lead to rejection of correct theoretical models with large cross-variable responses, motivate models with significant rigidities, and result in the conclusion that the policymaker needs to change policy instruments a lot to move target variables a little. Whether stickiness is induced by the identification scheme or is a genuine regularity in the data remains an open question. A related third problem is the high correlation of identified monetary policy shocks with VAR residuals for policy instrument variables such as the fed funds rate. Given the noisiness of VAR residuals, this high correlation is puzzling because it indicates that policymakers often move instruments by large amounts at random.
This paper reconciles these facts by identifying and estimating a VAR with the number of structural shocks being less than the number of variables in the VAR. The key insight is to treat structural shocks as factors so that structural shocks are not contaminated with series-specific noise, which does not necessarily have an economic interpretation. The proposed method not only determines the number of structural shocks but also uniquely identifies these shocks using shortand/or long-run restrictions even when the number of the shocks is greater than one. Furthermore, all standard VAR tools are available for dynamic analyses of economic models under this identification method-for example, impulse response functions are easily constructed. I use the generalized method of moments (GMM) framework to provide a unified treatment of the factor structure of innovations in VARs (FSVARs). This paper extends FSVAR framework to analyses other than studies of propagation of shocks across regions and industries (Norrbin and Schlagenhauf 1988 , 1996 , Altonji and Ham 1990 , Clark and Shin 2000 , Stock and Watson 2003 . Specifically, I argue that series in FSVARs need not have regional or sectoral structure and factor structure in VAR residuals can arise naturally in economic problems.
When compared with structural VARs, FSVARs have several advantages. First, inclusion of additional variables in a VAR does not imply the existence of additional structural shocks and, hence, identifying restrictions for key structural shocks are not modified to distinguish the key structural shocks from other shocks. Second, structural shocks in FSVARs can be directly mapped to structural innovations in business cycle models. Third, the volatility of structural shocks is disentangled from the volatility of VAR residuals. I contrast FSVARs with structural VARs and show that imposing a factor structure on VAR residuals can resolve the VAR puzzles that I mention above.
This approach is different in several important respects from factor augmented VARs (FAVARs) considered in Bernanke and Boivin (2003) and Bernanke, Boivin and Eliasz (2005) .
First, their modification is focused on incorporating large information sets into an otherwise standard VAR model, and factors are extracted from a set of auxiliary variables not included in the VAR.
Second, the number of structural shocks in a FAVAR is equal to the number of variables in the FAVAR. Third, factors in FAVARs are identified only up to a rotation and the factors are ordered first in recursive identification. As I show below, these differences can have important implications for the consistency of estimated contemporaneous responses of variables and, thus, impulse responses.
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To illustrate the method, I apply it to the problem of identifying the effects of monetary policy in a model similar to Eichenbaum and Evans (1995) . Using US data, I construct impulse responses of key macroeconomic variables to a monetary tightening. In contrast to commonly used VAR identification schemes, my identification leads to responses of the price level and exchange rate consistent with macroeconomic theory. Specifically, in response to policy surprises the price level does not rise on impact and then falls gradually and the exchange rate appreciates on impact, and then gradually depreciates. In other words, I do not find the price level and exchange rate puzzles that have been documented by Sims (1992) and Eichenbaum and Evans (1995) . 3 In addition, under my identification the policy shocks are less noisy than under other identification schemes. I 2 Clark and Shin (2000) and Stock and Watson (2003) contrast FSVARs with dynamic factor models (Geweke 1977 , Quah and Sargent 1993 , Stock and Watson 1998 , Forni et al 2000 , Forni and Lippi 2001 , Giannone, Reichlin, and Sala 2004 , Forni, Lippi and Reichlin 2003 . 3 Cushman and Zha (1997) and Kim and Roubini (2000) do not find the puzzles for Canada and a set of European countries. To my knowledge, price level and exchange rate puzzles have not yet been resolved simultaneously for the U.S.
argue that because conventional identification schemes do not distinguish structural shocks from series-specific innovations, the latter can attenuate or even reverse contemporaneous responses of macroeconomic variables to innovations in monetary policy. In other words, because VAR residuals are noisy (i.e., diagonal entries in the covariance matrix of VAR residuals are much larger than offdiagonal entries), the actual response may be literally buried in noise so that a conventionally identified response may be weak.
The rest of the paper is structured as following. In section 2, I present a unified framework for analysis of FSVARs. I discuss identification, estimation, and inference. In section 3, I present an empirical application to the analysis of monetary policy and contrast conventional identification schemes with the proposed identification scheme. I conclude in section 4.
The Method

Setup
Consider the standard VAR model:
where X t is a vector of q variables, u t is the vector of i. Again, note that factors in these models are identified only up to a rotation and the factors are ordered first in recursive identification. 5 For examples of such restrictions see Christiano, Eichenbaum and Evans (1999) .
In contrast to standard structural VARs that postulate the number of structural shocks be equal to the number of variables in the VAR (i.e., A is a square matrix), FSVARs assume that 
where A is an ( ) 2  2  1  2 0 , , ,..., , 0
In addition to the standard normalization assumption (3), assumption (4) postulates that shocks in v t are contemporaneously and intertemporally uncorrelated and may have different variances. Condition (5) requires v t to be uncorrelated with ε t at all leads and lags. Representation (2) and conditions (3)-(5) essentially replicate assumptions necessary for the existence of a factor representation of the series u t (e.g., Anderson and Rubin 1956) . Technically, the presence of noise shocks guarantees that the matrices ( ) t t E ′ Ω ≡ u u and, thus, ( ) t t E ′ X X have full rank. Because rank(A)<n, I refer to this approach as reduced rank (RR) identification. To reiterate, RR identification has n + k shocks, which is greater than n shocks in conventional identification schemes, but the number of structural, economically meaningful and interpretable shocks is k < n.
In previous applications of FSVARs (e.g., Altonji and Ham 1990, Stock and Watson 2003) , t ε is typically interpreted as a global/national/economy-wide shock while v t is understood as a collection of country/region/industry-specific shocks. Critically, the noise shock v t does not affect the contemporaneous cross-variable responses embodied in the matrix A. In contrast, in standard VARs without regional or sectoral patterns, the series-specific shock v t may be a shock induced by errors in decision rules arising from expectation errors, partial/incomplete information sets, noise/chartist traders, myopic consumers, approximation and measurement errors, etc. To see the point, note that solutions to rational expectations (RE) models can be generically formulated as follows (e.g., Anderson and Moore 1985) :
where D t is a vector of jump (non-predetermined) variables (e.g., consumption, output, asset prices), 
This recognizes the fact that error terms in equilibrium models are more naturally attached to equations than to variables (Sims 2002) . After combining (7) and (8), one can find the dynamics of
where L is the lag operator, Given (2)- (5), the covariance matrix of u t can be decomposed as:
where AA′ and Ψ measure the portions explained by structural and noise shocks, respectively. Note that, consistent with (9), decomposition of the covariance matrix Ω and estimation of 1 ,..., p Π Π are disentangled. Thus, in the spirit of Sims (1980) and Bernanke (1986) , I use lags to filter the series, find reduced-form shocks, impose short run restrictions on the covariance of the reduced-form shocks and identify/estimate the matrices A and Ψ in (10).
Whenever imposing factor structure on u t is appropriate, it has several advantages relative to the standard case with
. First, specification (2) can have only a few structural shocks even in VARs with many variables. In contrast, every additional variable in a VAR with a square A requires "inventing" another structural shock to avoid stochastic singularity in X t .
Second, the number of structural shocks in VARs with square A can affect identification of key structural shocks such as innovations in monetary policy that are the primary focus of the study.
Indeed, identifying restrictions are designed to distinguish the key structural shocks from nuisance structural shocks-i.e., structural shocks that are not the focus of a study-and as the number of nuisance structural shocks increases the researcher has to impose restrictions on all structural shocks which may be difficult to justify. For example, to achieve identification, Bernanke and Mihov (1998) assume that asset prices do not respond contemporaneously to innovations in monetary policy. In many cases (e.g., in VARs with a block-recursive A), nuisance structural shocks are not even named or interpreted and thus it can be unclear if the identifying restrictions can credibly differentiate the key structural shocks from nuisance structural shocks. Faust (1998) and Faust and Rogers (2003) illustrate this point eloquently. In contrast, FSVARs solve this problem by introducing noise shocks v t thus keeping the number of structural shocks as small as necessary.
Third, it is plausible that reduced-form VAR residuals u t absorb not only structural shocks t ε but also idiosyncratic innovations in the series v t . For example, financial variables are often found to be well-described by factor models (e.g., Bai and Ng 2002) . By pooling structural and idiosyncratic shocks, conventional VARs can give a misleading picture about the true responses of the economy to structural shocks because these types of shocks have different cross-variable responses (see section 3). In contrast, specification (2) differentiates t ε and v t explicitly. Furthermore, this distinction separates noisiness of VAR residuals from volatility of structural shocks, i.e., changes in a VAR residual are not necessarily due to structural shocks.
Identification
The fundamental problem of identifying covariance structure (10) with k≥2 is in the rotational equivalence of solutions to (10). Specifically, the classical factor analysis (e.g., Basilevsky 1994) shows that while the matrix Ψ is uniquely identified, there are infinitely many matrices B and orthonormal rotation matrices M such that AA BB ′ ′ = with B=AM. To uniquely (up to sign) identify A, one has to impose restrictions on A so that there is no orthonormal rotation matrix M (unless M=I)
such that B=AM satisfies the restrictions imposed on A. I focus on zero restrictions on some entries of A. 7 In the case of orthogonal structural shocks, the necessary condition to identify A is given by Lawley and Maxwell (1974) : For local identification of , A Ψ it is sufficient that the Jacobian of ( ) vech AA′ + Ψ has full rank (Bekker, Merkens and Wansbeek 1994, Corollary 4.2.1, p. 78) . On the other hand, global identification requires proving that the only admissible rotation matrix M is the identity matrix. Anderson and Rubin (1956) give sufficient conditions for zero restrictions to uniquely identify A.
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For the r th column of an ( )
e., the r th factor-to be uniquely identified three requirements must be satisfied:
R1) the column must contain at least k-1 zeros; R2) the matrix of rows A (r) containing zeros at the r th column with r th column deleted must have rank k-1; R3) each column of A must contain at least three non-zero entries.
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Another sufficient condition to identify the matrix A (Anderson 2003, Anderson and Rubin 1956) , which I will call R4, is that rows and columns of the matrix A can be rearranged so that the first k rows of the rearranged A form a lower triangular ( ) k k × matrix, which is similar to recursive identification in VARs. In previous applications of FSVARs, identification is guaranteed because A is lower diagonal (e.g., Stock and Watson 2003) or A has a special structure such as
⎦ where A 0 is an ( ) 1 pq × matrix that embodies responses to national shocks, a 1 ,…,a q reflect responses to regional shocks, q is the number of regions, and p is the number of industries in a region (e.g., Altonji and Ham 1990) .
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Note that conditions R1-R3 allow partially identified A. In other words, if the researcher is interested in identifying the effects of only one factor (i.e., he or she does not need to identify A completely), it is enough to identify the column of A corresponding to the factor of interest. In practical work, one can put arbitrary constraints on the entries of unidentified columns (e.g., R4 for unidentified columns) without affecting the identified factors to reach identification.
Non-zero restrictions on entries of A can also provide global identification, although identification requirements for non-zero restrictions are much stricter (see Algina 1980) . For instance, long-run restrictions as in Shapiro and Watson (1988) and Blanchard and Quah (1989) or short run restrictions as in Bernanke and Mihov (1998) 
Using this moment condition, I
follow Bernanke (1986) and use GMM to estimate ˆ, A Ψ as
where W is the optimal weighting matrix of conformable size. 12,13 The resulting estimates are consistent, efficient and asymptotically normally distributed (Anderson 2003) . If the model is overidentified, one can use the J-statistic, a byproduct of the GMM estimation, to test overidentifying restrictions imposed on A and Ψ (specification test). The J-statistic does not depend on whether the model is uniquely identified since all optimal solutions to (11) yield the same minimum. I use this fact to determine the rank of A, i.e., the number of factors, even when A is partially identified (see Appendix A). Although statistical criteria can help in determining the number of structural shocks consistent with the data, interpretation is the task for an economic theory.
12 Since (11) entails non-linear optimization in entries of A, numerical optimization of the objective function may require checking different starting values to verify that the solution is global optimum. To verify local identification, I suggest checking if the Jacobian of the objective function has full rank. 13 Alternatively, one can use maximum likelihood estimator (MLE) to find A and Ψ . In this case, the solution minimizes the following log likelihood:
Asymptotically, MLE and GMM are both consistent and normally distributed under suitable assumptions (Anderson 2003) . Although GMM requires less structure than MLE, in small samples MLE can perform somewhat better than GMM (see Clark 1996) . I suggest using GMM to estimate parameters matrices A, Ψ because it conveniently combines estimation and inference.
Of course,
is not known in applications and only an OLS estimate Π is typically available. Although this does not affect the consistency of ˆ, A Ψ , one generally needs to adjust standard errors of ˆ, A Ψ for the uncertainty introduced at the first stage when Π is estimated (Pagan 1984) . Fortunately, the following proposition shows that the standard errors of ˆ, A Ψ need not be adjusted for asymptotic inference. 
is a lag polynomial. Confidence bounds for impulse responses and variance decompositions can be computed using procedures as in Kilian (1999) or Inoue and Kilian (2002) .
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The reduced rank (RR) identification possesses useful properties of structural VARs and improves upon them in several ways. The RR identification easily links structural shocks in VARs with shocks in theoretical business cycle models, permits partial identification of A, and preserves simple and computationally undemanding estimation and inference. More importantly, the RR identification can rationalize Sims's (1998) "stickiness", a stylized fact that contemporaneous crossvariable responses tend to be very weak in conventionally identified VARs. Indeed, the covariance matrix of reduced-form VAR residuals Ω typically has off-diagonal entries small relative to diagonal ones and, therefore, popular decompositions of Ω result in weak cross-variable responses.
On the other hand, business cycle models tend to produce strong contemporaneous responses thus making empirical stickiness a puzzle. In the next section, I use a specific example to demonstrate how stickiness can arise in models where innovations have factor structure.
Application: identifying the effects of monetary policy
I apply the reduced rank (RR) identification to the classical problem of determining the effects of unanticipated innovations to monetary policy. The VAR example is based on models used by Eichenbaum and Evans (1995) and Kim and Roubini (2000) . I compare the RR identification with the recursive Cholesky identification as a prototype of all identification schemes.
Let Y be a vector of macroeconomic variables with sluggish adjustment (e.g., real GDP), Vvector of asset prices (e.g., exchange rate) and monetary aggregates, R -vector of policy variables 
where A A VV to be lower triangular.
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A recursive structure of A has been typically justified by minimum delay restrictions (e.g., Bernanke and Blinder 1992) . Although no response of the Y-block variables to shocks in the R-block variables appears to be a reasonable assumption, the assumption that asset prices do not respond to policy changes is dubious. In fact, any block recursiveness of [V,R] sub-block can be disputed 16 Giannone et al (2004) find in the context of factor models that two-structural-shock structure is a good description of the US economy. They also interpret one shock as technology innovation and the other as policy innovation. 17 Relevant non-recursive identifications can be found in Cushman and Zha (1997) and Kim and Roubini (2000) . 18 Many shocks may satisfy identifying restrictions in (12) and thus these shocks have to be grouped under the rubrics "monetary policy shock" and "technology shock." Blanchard and Quah (1989) discuss the implications of such a grouping.
because the policymaker can readily observe assets prices and react to them while asset prices are free to adjust in response to policy changes.
In contrast, the RR identification imposes the following structure of the matrix A: 
where I allow noise v t to be in each equation to keep the specification flexible. The matrix A is globally uniquely identified by the condition R4. From (13), one can see that I continue to assume that structural policy shocks cannot contemporaneously affect variables in the Y-block. However, in contrast to (12), I assume that policy innovations affect variables in the V-block. I also assume that there are no structural shocks associated with asset prices. This assumption indicates that asset prices (exchange rate and commodity prices) respond only to fundamentals (i.e., structural innovations in policy and technology), idiosyncratic innovation in asset prices v t , and do not respond to noise innovations in other variables. The noise shock in asset prices (exchange rate and commodity prices)
can be interpreted, for example, as bubbles, movements due to chartist/noise traders, microstructure fluctuations, etc. Noise shocks to prices and output can be interpreted as erratic movements due to heterogonous information sets, myopia, some forms of irrational behavior, etc. Of course, other interpretations of the noise shock v t are possible.
The distinction between the structural shock and noise shock in the policy equation (fed funds rate) is subtle. One may interpret the noise shock in the policy equation as the variation in the policy instrument not related to changes in policy so that agents in the economy ignore it. In contrast, agents react to the structural policy shock that captures changes in the policy. In practice, as shown below, the noise shock in the policy instrument equation is very small and, hence, negligible for all practical purposes.
Note that a similar structure can be generated by VARs that order the policy block R before the asset prices block V. The similarity is, however, superficial. In those VARs, asset prices respond to all innovations in Y and R variables. In the RR identification, asset prices respond to innovations in policy and technology and do not respond to idiosyncratic noise in Y and R variables. For example, asset prices respond to fed funds rate shocks corresponding to "change in policy," but do not respond to fed funds rate shocks corresponding to noise in fed funds rate series. In other words, the RR framework separates structural shocks from idiosyncratic noise while conventional identification schemes do not.
To see the importance of this point, consider the model in which structural shocks and VAR residuals are linked in population as follows:
where Y, V and P denote blocks of variables (one variable per By construction, the reduced rank identification has factor structure and, therefore, correctly 
Clearly, the Cholesky decomposition yields correct contemporaneous responses only if 0
Since 
where the first entry of the vector is zero by the ordering of the variables, , responses can fail to reveal the true comovement of the variables in response to structural shocks if the data generating process for u t has a factor structure. This is particularly important if many variables are ordered before the R-block, e.g., in cases where the R-block is ordered last.
Overall, this simple exercise shows that the Cholesky-type identification is likely to find little and, possibly, incorrectly signed contemporaneous comovement of the series in response to identified structural shocks in a model like (14) . Overstated responses to own shocks and understated cross-variable responses can results in the wrong conclusion that the policymaker needs to change his instruments a lot to move target variables a little. The same conclusion follows for nonrecursively identified VARs although details depend on specific assumptions about the structure of the matrix A. In contrast to conventional identification schemes, the reduced rank identification takes out noise from series and, consequently, finds large comovement of series in response to structural shocks. Hence, stickiness of responses can be an artifact of applied identification. Now I contrast these two approaches to identification in my empirical application. I estimate the VAR in levels after taking logs of RGDP, PGDP, CRB, and EXRUS. All series are monthly.
RGDP and PGDP series are from Bernanke and Mihov (1998) . The number of lags in the VAR is selected to be 13 to eliminate serial correlation in the residuals and to match lags in Bernanke and Mihov (1998) . My sample covers 1965-1996 but I exclude 1979-1982 when a different monetary regime was in place (Bernanke and Mihov, 1998 As I have already noted from Table 1 , the index of commodity prices (CRB) and the real exchange rate (EXRUS) contemporaneously respond to changes in monetary policy under the RR identification. The RR identification predicts that the index of commodity prices falls on impact.
Then the index continues falling, after 20 months it levels off and gradually recovers. In contrast, under the Cholesky identification, CRB increases in the first months after the shock and only then it starts to fall and generally replicate the shape of the response under the RR identification.
EXRUS appreciates on impact and then gradually depreciates under the RR identification.
This response is consistent with the prediction of macroeconomic models with sticky prices (e.g., Dornbusch, 1976) : tight monetary policy should lead to an appreciation of the real exchange rate on impact and its subsequent depreciation. Under the Cholesky identification, EXRUS peaks only after 30 months and then it starts depreciating. Eichenbaum and Evans (1995) label this dynamics as "the exchange rate puzzle." 22 The response does not qualitatively change if I put FFR before asset prices.
The error bands around the RR response do not include the recursively identified response; thus, the responses are statistically different. Apparently, the RR identification matches the theoretical responses much better than the Cholesky identification.
The differences in the response of the price level to changes in monetary policy are of special interest. It is a well known observation that in VARs with a block recursive identification the price level tends to rise in the first periods after "restrictive" monetary policy shocks and to decrease after 20 or so months. Since there is no theory behind these dynamics, the phenomenon has been called "the price level puzzle" (e.g., Sims 1992) . Hanson (2004) reports that the price level puzzle survives across subsamples and specifications although including information variables such as the index of commodity prices attenuates (but does not eliminate) the puzzle. Consistent with previous results, my point estimate of the price level response under the Cholesky identification is positive in the first 20 months and only after 20 months the price level begins to fall. 23 According to the RR identification, there is no price level puzzle after a "restrictive" monetary shock. The price level remains essentially zero for six months and then it starts to fall. The difference in the responses is statistically significant at the 95% level and, most importantly, the price level puzzle in the recursively identified response is outside of the error bands around the RR identified response.
22 Faust and Rogers (2003) find that the exchange rate puzzle can be sensitive to alternative identifications of monetary policy shocks, orderings of variables and the size of the VAR model (recall that identification of key structural shocks can depend on inclusion of unimportant structural shocks). 23 Although consistent with Hanson (2004) , 95% confidence intervals for months with positive point estimates include zero.
The response of GDP is also quite different. In the first months after the shock, the behavior of IRFs according to the Cholesky and RR identification is very similar. However, after six months, GDP stabilizes in the RR case and continues to fall in the Cholesky case. The RR identification does not produce a hump-shaped response typical for recursive identification schemes. A partial answer to this is in the behavior of commodity prices and the real exchange rate. In contrast to the impulse responses produced by the Cholesky identification, the RR identification has a gradual increase in the index of commodity prices and gradual depreciation of the real exchange rate at approximately 20 months. These two effects move real GDP in different directions: higher commodity prices slow the growth of real GDP while the depreciation of the real exchange rate stimulates it.
The dynamics of real GDP and the price level provide an interesting perspective. On impact, the price level is sticky and all adjustment is happening through real quantities. After approximately six months, the price level begins to adjust. This is consistent with the New Keynesian explanation of how monetary policy affects output and prices.
Impulse responses produced by the Cholesky and reduced rank identification are strikingly different. In my discussion of the conventional and RR identification schemes, I have noted that the Cholesky identification tends to produce attenuated and, possibly, incorrectly signed responses to structural shocks. Specifically, I have derived that if the pattern of comovement in responses is different across structural shocks (i.e., variables co-move in response to some structural shock and move in different directions in response to another structural shock), then the Cholesky identification can produce incorrectly signed responses. Estimates of the matrix A presented in Table 1 show that this is precisely the case. FFR and EXRUS increase on impact in response to This makes sense if the Fed does not move FFR at random and has control over the fed funds rate.
Given the noisiness of the FFR residual, the RR identification appears more plausible than the identification shows that monetary policy has essentially zero effect on exchange rates at short (1 to 12 months) horizons and the importance of monetary policy gradually increases for longer horizons.
On the other hand, the RR identification suggests that monetary policy can explain 10% of variation in real exchange rate over short horizons and approximately 13% over long horizons. Again, the RR identification is consistent with the overshooting model of Dornbusch (1976) while the Cholesky is not. Likewise, the RR identification attributes a significantly larger variation in commodity prices to variation in monetary policy.
Variance decomposition for price level is particularly interesting. The Cholesky identification predicts a 2.5% spike at approximately 12 months, then a gradual fall over next 20 months and afterwards a steady increase to 2% at long horizons. In contrast, the RR assigns practically zero contribution for monetary policy in explaining variation in GDP deflator at short (up to 12 months) horizons and then the contribution monotonically increases to 6% at 10 years. Thus, RR identification attributes a significantly more important role to monetary policy than the Cholesky identification does. The shape under the RR identification is consistent with the sticky prices hypothesis, while the shape under the Cholesky identification appears to be controversial at best.
The schemes also differ in explaining the variation in GDP. The Cholesky identification produces a hump shape in the importance of the monetary policy, while the RR identification yields a monotonic increase. Both schemes produce similar magnitudes of the contribution (10%) at long horizons.
Finally, the Cholesky identification predicts that variation of the fed funds rate at short horizons is almost exclusively determined by innovations in monetary policy. In contrast, the RR scheme suggests that at most 30% of the variation at short horizons is attributed to monetary policy and the rest is attributed to noise and technology shocks (this includes endogenous responses of the policy variable to technology shocks, e.g., the Taylor rule). This is not surprising because the Cholesky identification overstates the response of variables to the structural shocks associated with these variables. For longer horizons, the contribution of monetary policy to variation in FFR falls to 20% for the Cholesky identification and to 7% for the RR identification.
In summary, the reduced rank identification appears to produce more reasonable impulse responses and contribution of monetary policy to the variation in the VAR variables than the recursive identification. Specifically, the reduced rank identification 1) resolves two well-known puzzles, 2) explains why the policy instrument is volatile in the recursive identification schemes, and
3) addresses stickiness of contemporaneous cross-variable response. The cornerstone of these results is the identified factor structure of VAR residuals.
Conclusion
There is often a disconnection between theoretical business cycle models and empirical VAR models as the number of structural shocks in VARs typically is not equal to the number of structural shocks (i.e., technology, preferences, policy) in business cycle models. Specifically, identification of structural shocks in a VAR is not invariant to the number of variables included in the VAR. This paper shows how the reduced rank identification that imposes a factor structure on VAR residuals rectifies this problem. Specifically, the reduced rank identification sets the number of structural shocks to be less than the number of variables in a VAR (although the total number of shocks increases because of the noise shocks) and, thus, it does not depend on the number of variables in the VAR. This identification, which outgrows from FSVARs, has simple estimation and inference and it is no more computationally demanding than typical structural identification schemes. The paper also presents formal statistical criteria to determine the number of structural shocks. Importantly, the reduced rank approach uniquely identifies structural innovations and therefore it can be used for economic analyses. Finally, the paper suggests that the apparent weak contemporaneous crossvariable responses and strong own responses in structural VARs can be an artifact induced by the fact that conventional identification schemes do not separate structural shocks from series-specific innovations. To emphasize, the conventional identification may fail to find a strong contemporaneous response to structural shocks because the response may be buried in noise which is mixed with structural shocks in conventional identification schemes. This artifact vanishes after imposing a factor structure on the shocks as in the reduced rank identification. In a similar vein, the reduced rank identification can rationalize noisiness of structural policy shocks regularly found in conventionally identified VARs.
In my monetary policy example, I show that the reduced rank identification produces results qualitatively different from and more theoretically plausible than those of conventional identification schemes. In particular, the reduced rank identification finds no price level and exchange rate puzzles, the curse of all recursive identification exercises. The reduced rank identification also finds a small contribution of policy innovations to the variance of fed funds rate innovations, thus implying that the policy is not as noisy as recursive identification schemes often suggest.
because the penalty is too heavy (Cragg and Donald 1997 
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Given this observation, I take a mean value expansion of (C.3) around Π : 
QED PROOF OF PROPOSITION 2 (CONSITENCY OF THE CRITERION).
Observe that if
Note that ( ) ( ) ( ) ( 2. Estimate the matrices A and Ψ using the stored residuals ˆt u and the GMM estimator described above.
3. Resample the residuals ˆt u (with replacement) and create new series 6. Estimate the matrices A and Ψ using the residuals from step 5. Standard asymptotic inference only requires the first two steps. 28 The idea of k-step bootstrap is simple and powerful. Instead of iterating optimization routines (like Gauss-Newton) until convergence, one can make only k iterations and incur o p (n -k ) difference between parameter estimates from converged optimization and parameter estimates from k iterations of the optimization routines. The starting values in both cases are parameter estimates from initial estimation. The parameter k can be as small as 5 for most applications. 29 An alternative is to estimate to , , A Ψ Π simultaneously by combining LS moments for Π and GMM moments for , A Ψ . Performance of this alternative is poor because too many moments are involved. Results of Monte Carlo experiments are available upon request. 30 Note that VAR of a sufficiently high order makes reduced error term u t approximately serially uncorrelated and, thus, one can use the residual-based bootstrap algorithm for stationary (Kilian 1998 (Kilian , 1999 and nonstationary (Inoue and Kilian 2002) autoregressions. 31 If the model is overidentified, bootstrap moments must be re-centered as in Hall and Horowitz (1996) . 
