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Abstract 
This study is mainly concerned with the application and development of the vorticity-
based methods for unsteady aerodynamic problems, particularly, vortex-body inter-
actions. 
In the first part of the study, numerical results are presented for modelling vortex-
vortex and vortex-body interactions (blade-vortex interaction in particular) by using 
the grid-free Lagrangian discrete vortex method. 
For parallel blade-vortex interaction, a 2-D numerical model has been used and 
both the single vortex and twin vortex interacting with an aerofoil have been stud-
ied in which the interaction vortex or vortices are represented by several hundreds 
to several thousands of overlapping vortex particles. A new method has been de-
veloped for calculating the velocity of the nascent vortices to avoid oscillations in 
the normal component. The dominant mechanisms during a BVI event, namely the 
effective angle of attack induced by the approaching vortex and the local effect due 
to passage of the vortex close by or around the surface, have been analysed using 
the unsteady Cp distribution together with images of the passing interaction vortex. 
For relatively strong BVI, such as the head-on interaction case, vortex induced local 
flow separation has also been predicted in the present study. The effect of the angle 
of attack and the height of the interaction vortex on the strength of the interac-
tion are then studied systematically. For a twin vortex system, the effect of the 
initial position on the subsequent interaction process has been examined in detail 
by calculating a number of cases with different initial vortex positions. Extensive 
III 
comparisons are made with other numerical results and the results from the Glasgow 
University BVI wind-tunnel test. 
For normal blade-vortex interaction, the interaction between a vortex ring and 
a rectangular wing has been simulated by using a 3-D vortex particle method. The 
wing surface is represented by over one thousand source panels and each panel is 
further divided into multiple subpanels in order to calculate the velocity of the flow 
near the surface more accurately. The vortex ring is also discretised into several 
thousand overlapping vortex particles which is located at some distance upstream 
of the leading edge of the blade. The early stage of the interaction, namely where 
the core of the vortex ring has almost penetrated into the leading edge of the blade, 
has been simulated and the suction force due to the approaching vortex ring has 
been predicted by using a global vorticity based method which compares well with 
other numerical studies. Due to the limitations in the 3-D vortex particle method, 
some further study is needed to simulate the entire penetration process of the vortex 
ring. 
To reduce the computational cost of the 3-D vortex particle method, an adaptive 
fast summation algorithm, based on the Taylor expansion of kernel functions arising 
from calculating the velocity using Biot-Savart law, has been implemented. An 
efficient hierarchical incomplete tree-code for sorting vortices and calculating velocity 
has been incorporated into the code. The performance of the algorithm, namely the 
accuracy and efficiency etc., has been tested by calculating the interaction of two 
vortex rings using a large number of vortex particles, which shows that the present 
method provides a simpler alternative to the prevailing fast multipole method for 
3-D flow problems. 
In the second part of the study, a new hybrid vorticity-based method combin-
ing some favourable features in the finite volume method and the discrete vortex 
method has also been developed. In this method, the vorticity transport equation in 
IV 
conservative form is solved by using the cell-centred finite volume method, while the 
velocities needed at the centre of each control volume are calculated by a modified 
Biot-Savart formula in conjunction with a fast summation algorithm. The vorti-
city and mass conservation in the flow are guaranteed during the calculation by 
virtue of the finite volume approach and the method of implementing the bound-
ary conditions at the body surface. To demonstrate the feasibility and accuracy of 
the method, both the early stage develoment and long term evolution of the flow 
around an impulsively started circular cylinder have been computed. The present 
results are compared with other numerical and experimental results for the same 
flow problem, and show very good agreement. This method can accommodate both 
structured and unstructured grids and has the ability to capture very fine vortex 
structures in the flow. These features make the method an ideal tool to study both 
2-D and 3-D vortex-body interaction problems. 
Finally, some conclusions drawn from the study will be discussed. 
v 
Nomenclature 
c Blade chord length 
Cd Drag coefficient 
Cz Lift coefficient 
Cmi 
4 
Quarter-chord moment coefficient 
Cn Normal force coefficient 
Ct Tangential force coefficient 
G The Green function 
i,j, k Unit vector for x,y,z direction respectively 
Np Total number of panels around the surface of an aerofoil or wing 
Ns Number of nascent vortices in each panel 
N v Total number of vortex particle in the flow 
p Pressure 
r Radial position from the centre of a voetex particle 
R Rotor blade radius or radius of a circular cylinder 
Re Reynolds number 
(8, n) Unit vector of the local surface coordinate system 
t, T Time 
vi 
u Velocity vector, (u,v,w) 
U oo Velocity of the free stream 
x,y Position vector, (x,y,z) 
(Xv, Yv) Initial position of the interation vortex 
Z Complex position of a point in x-y plane, x+ yi 
a Angle of attack 
aj Strength vector of 3-D vortex particle j 
I The density of the circulation in the control zone 
(J Core radius of vortex particles or a vortex ring; strength of a source panel 
w Vorticity vector 
6 Height of the control zone or the Dirac delta function 
r j Circulation of vortex particle j 
r v Circulation of the interaction vortex 
v Coefficient of kinematic viscosity 
n Angular velocity of a rotating body 
'ljJ Stream function 
\.Ii Vector potential 
6.8 Length of each panel 
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Chapter 1 
Introduction 
1.1 Background of the study 
The phenomenon of a vortex, which is defined as a region of concentrated vorticity 
of one sign, or combination of vortices, interacting with a body occurs in many 
engineering applications, such as helicopters, aircraft, wind turbines, as well as a 
cluster of risers of an off-shore platform and a group of tall buildings. Of particular 
interest to the Department of Aerospace Engineering is the study of helicopter aero-
dynamics in which blade-vortex interaction(BVI), along with dynamic stall etc., is 
one of the key problems, as depicted in fig.l.l. 
Under certain flight conditions, a rotor blade may encounter or pass through 
the tip vortices trailed from either itself or other preceding blades, or vortices shed 
from the blade surface during the process of dynamic stall. The BVI event not 
only drastically changes the aerodynamic loads on the rotor, but has also long been 
considered one of the sources of helicopter noise and vibration. In recent studies of 
BVI and vortex interaction with other forms of body, a variety of flow patterns have 
been revealed, such as the deformation and even splitting of the interaction vortex, 
and vortex-induced boundary layer flow separation in a close strong interaction. 
Generally, blade vortex interaction is a complicated three-dimensional flow prob-
lem. Depending on the flight trajectory of a helicopter, the interaction may involve 
1 
Figure 1.1: A summary of specific flow problems which occur on a helicopter. From 
Conlinsk( 1997) 
u 
-
u 
-
r 
r 
Figure 1.2: Three typical cases of BVI: parallel, normal and streamwise interactions 
2 
an oblique vortex. However, as a simplification, three extreme cases(fig.1.2) exist 
in terms of the interaction angle between the axis of the vortex and the span wise 
direction of the blade: parallel interaction, streamwise interaction and normal in-
teraction. Furthermore, if the spanwise variation of the flow is neglected, then the 
parallel interaction can be approximated by a two-dimensional model. In this case, 
as shown in fig. 1.3, the whole event is simply controlled by the initial position, 
circulation or strength and the size of the oncoming vortex. 
u 
--.... 
o +rv 
on-coming 
vortex 
Xv 114 C I 
E~+O c ==j 
Figure 1.3: Definition sketch for two dimensional parallel BVI 
Because of the importance of understanding the mechanisms of BVI, it has re-
ceived considerable attention in recent years. An excellent comprehensive review of 
both experimental and numerical studies of vortex body interaction including BVI 
was given by Rockwell[92]. Due to the nature of this kind of flow, i.e. the vorticity 
is concentrated only in a small region occupied by the vortex and around the surface 
of the body or blade, vorticity based methods(possibly the Lagrangian description) 
are particularly desirable and have been strongly recommended by the authors for 
the simulation and interpretation of BYI events in future studies. 
The present study is mainly concerned with the numerical simulation of the 2-D 
parallel and 3-D normal blade vortex interaction by using the Lagrangian discrete 
vortex methods. Some more general topics on the construction of a 3-D discrete 
3 
vortex code for simulating general unsteady flows including development of a fast 
summation algorithm are also discussed. Due to some limitations in the discrete 
vortex method, particularly the difficulties in extending the method to 3-D problems, 
a new vorticity-based method has also been developed in the study, which hopefully 
can be applied to the vortex-body interaction problems in the future. 
In the following sections of this chapter, previous BVI studies are briefly re-
viewed, followed by a detailed description of the historical development and the 
state-of-the-art of discrete vortex methods. Then the scope of the present work is 
discussed and the layout of the thesis is given. 
1.2 Review of previous BVI studies 
During the last three decades, a limited number of experimental studies have been 
carried out in an attempt to gain a clear understanding of the fluid dynamics behind 
the BVI phenomenon. 
In the pioneering work conducted by Surendraiah(1969) [111] and subsequently by 
Padakannaya(1971)[81]' an isolated blade vortex interaction was studied by using an 
upstream wing tip to generate a vortex that interacted with a downstream rotor. The 
surface pressure distribution of the blade was measured using pressure transducers 
and thus the gross features of the BVI, including the development and collapse of a 
large leading edge suction peak during the interaction, and the associated buildup 
and reversal of the normal force, were documented. 
A similar study at NASA Ames Center using a higher resolution in pressure 
measurement was able to identify a "convective disturbance" of the suction pressure 
ridge associated with the overhead passage of the interaction vortex. 
More recently, at Glasgow University, a series of parallel BVI tests have been 
carried out by using a set-up similar to the previous studies as shown in Fig.1.4. In 
these studies, the interaction vortex was generated by two adjoining wings of NACA 
4 
LASER 
ROTOR BLADE 
LIGHT 
SHEET 
v.., 
VORTEX 
GENERATOR 
INTERACTION 
VORTEX 
Figure 1.4: The set-up of wind tunnel BVI tests at Glasgow University[44] 
0015 aerofoil section set at equal but opposite incidence. A linear relationship has 
been achieved between the strength of the interaction vortex and the incidence of 
the wing. By using much greater resolution in the measurement of the surface pres-
sure distribution, not only the integration of the normal force, but also the moment 
and the tangential force were obtained[57], see fig.lo5. Further development of BVI 
test facilities[43],[44] focused upon the utilisation of some advanced techniques such 
as hot wire anemometry and particle image velocimetry. As a result, detailed meas-
urements were made of the strength and core size of the interaction vortex and the 
trajectory of the vortex under the influence of the passing blade was recorded. Some 
phenomena associated with a strong close interaction, e.g. the deformation and the 
splitting of the vortex, as well as the vortex-induced boundary layer separation were 
clearly revealed with the aid of these techniques. A systematic parametric study 
has also been done to examine the effects of the initial vortex position and strength, 
and the pitching angle of the blade on the strength of the interaction. 
Recent interest in the use of a Vane Tip (Brocklehurst and Pike(1994) [10}, fig.lo6) 
to reduce the noise level of BVI by generating two weaker co-rotating vortices has 
initiated the study of the interaction between a blade and twin vortex system. Some 
5 
B. V. I. "PARALLEL" TEST 
Blade Section: • NACA - 0015 • 
Spanwiae 1'osition r/R ~ 0.865 
Vortex Separation, Yv/C - 0.200 
Zv/C - 0.000 
AVERAGED DATA 
Opper 
RUN REFERENCE NUMBER 1'8511 
Vortex Strength, r - 6.70 m2/a 
Tip Reynolds Number, Re - 600000 
Tip Mach NUlllber, Mt - 0 • 174 
T O.~ Xv/C O·_~s -0. -0.6 
O.O~'.. .\~c 
-0.0 ~ -, \ ~ 
Vortex Aerofoil 
¢ Y'i[~x~ o.o~ :'>y, fl.: 
r--c-i -0.0 
1'851~ 
Figure 1.5: Cp distribution and aerodynamic loads on the blade cross-section from 
BVI tests at Glasgow University[57} 
preliminary results have been reported by Copeland and Masson regarding the gen-
eration of a twin vortex system in wind tunnel tests[28] and measurement of the 
loads on the blade under the influence of twin vortices[74] respectively. Because of 
the complexity of the twin vortex system, further study is needed to clarify some 
details of the flow structure during the interaction. 
Instead of studying the interaction between a rotor blade with a tip vortex, 
some researchers have used different set-ups in an attempt to remove 3-D effects 
of the rotor blade during the interaction. In these studies, notably by Booth[8], 
Seath[99) and Straus[llO]' the two-dimensional transverse vortex generated by either 
an upstream oscillating rectangular wing or impulsively pitching wing interacted 
with a fixed downstream finite wing and the surface pressure distribution, and hence 
the integrated loads on the aerofoil, were obtained. 
Meanwhile, numerical studies, mainly based on unsteady panel methods and 
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Figure 1.6: Vortical flow (twin vortex system) associated with the vane tip configur-
ation of a helicopter blade. From Brocklehurst et al(1994) 
conformal mapping methods, have also contributed significantly to the understand-
ing of the BVI event. In the early studies, a point vortex was used to represent 
the interaction vortex, and its influence on the aerodynamic forces on the aerofoil 
was given. In (83], a point vortex is convected past an aerofoil at a fixed half-chord 
separation distance, while in [22], the same problem was examined by allowing the 
vortex to move freely in response to the induced flow field around a Joukowski aero-
foil. More recently, the distributed vortex model, in which the finite core of the 
vortex was discretised into multiple vortex elements or blobs, was employed by Lee 
and Smith[63](fig.1.7) and Mook and Dong[77]. In these studies, the aerofoil sur-
face was represented by either source panels or vorticity panels and the vorticity 
shed from the trailing edge of the aerofoil was also represented by vortex particles. 
The strength or the shedding rate of the trailing edge vorticity was determined by 
the unsteady Kutta condition and the conservation of vorticity in the entire flow 
field. The Rankine vortex model, in which a constant distribution of the vorticity 
is assumed within the core of the vortex, was used and significant deformation and 
splitting of the vortex were predicted in a close interaction. The effects of core size 
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of the vortex on the strength of interaction and severity of vortex deformation were 
also examined in [63J. However, these methods, derived from the theory of potential 
flow, have been restricted by shedding vorticity from the trailing edge only, thereby 
precluding possible flow separation from the surface of the body, either induced by 
the interaction vortex or resulting from the flow at a high angle of incidence. Also, 
in these studies, only the normal force distributions during the BVI were given and 
no comparison was made between the numerical simulation and experimental tests. 
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Figure 1.7: Deformation and splitting of the vortex during the head-on interaction 
predicted by a panel method. From Lee and Smith(1991) 
Among others, the grid-based methods have also been used to study the BVI 
problem. In [41], the incompressible Navier-Stokes equations were solved using the 
finite difference method for the 2-D BVI problem, but the Reynolds number for the 
calculation was less than 200 due to the limitation of the method. Later, to re-
duce the excessive numerical diffusion of the interaction vortex, a high-order space 
discretization scheme was applied for the convection term in the thin-layer N-S 
equations[91]. In [50], a 2-D full potential model was used to model parallel BVI 
in the transonic flow regime. However, as stated in a recent review of helicopter 
aerodynamics by Conlinsk[27]' grid-based methods currently still suffer from diffi-
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culties in capturing and subsquently tracking compact vorticity regions, such as the 
interaction vortex, unless more complicated and time-consuming high order space 
discretizaion schemes and self-adaptive grid generation systems are used. Hsu and 
Wu [45][46] also studied the effect of flow turbulence on the blade-vortex interaction 
by using a turbulent boundary layer solver. The results for both laminar and tur-
bulent flows suggested that flow turbulence has little effect on the transient normal 
force development due to the fact that the process of the interaction happens in a 
very short period of time. 
Figure 1.8: Flow visualization of the complex flow field during the normal BVI in 
the strong vortex regime. From Krishnamoorthy and Marshall(1998) 
As to the 3-D normal blade vortex interaction, due to the complexity of the flow 
problem and a lack of competent computational tools, so far only a very limited 
number of experimental and numerical studies have been carried out. An experi-
mental study of the normal BVI was reported by Johnston and Sullivan(1992)[49] 
in which the trailing vortex from a propeller was cut by a blade traversed from 
downstream. The vortex deformation due to cutting by the blade was visualized 
by smoke, and the unsteady pressure distribution on the blade surface was meas-
ured. Another experimental study of normal BVI was performed by Weigand[118] in 
9 
which the response of a vortex ring to a cut normal to the core axis by a thin plate 
was investigated. The PIV technique was used to measure the axial flow within 
the vortex core and secondary vortices were found due to vortex-induced boundary 
layer separation. In some cases, the secondary vortices interact with the nearby ring 
vortex, which leads to the breakup of the ring and formation of three individual 
vortex rings. A more recent experimental study of normal BVI in the strong vortex 
regime[60](fig.1.8) clearly shows the complex flow field of the interaction between 
the induced second vortex loops and the primary vortex. 
15 
10 . 
JL 
(fo 
·5 
·10 
·15 
Wo 
II 
·15 ·10 -5 
X 
(fo 
10 15 
Figure 1.9: Splitting of the vortex filament during a normal BVI predicted by a 
vortex filament method. From Marshall and Yalamanchill(1994) 
In [71], a vortex filament interacting with a rectangular wing of NACA 0016 aero-
foil section was simulated numerically by using the long-wave vortex filament model, 
in which the cutting process of the filament by the blade was not modelled due to 
the limitation of the method. Instead, the vortex cutting occurs instantaneously 
during the calculation. It was found that if the thickness of the blade is sufficiently 
small compared to the core radius of the filament, the vortex does not bend signific-
antly before splitting into two parts. On the other hand, if the body is sufficiently 
thick relative to the vortex core radius, severe bending of the vortex occurs during 
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the encounter. To account for the distributed vorticity of the vortex during the 
interaction, Marshall and Grant [72] recently simulated the interaction between a 
vortex ring and a finite wing by using a Lagrangian vorticity-based method. The 
vortex ring was represented by several thousands of vortex particles and the surface 
of the wing was represented by vorticity panels. The suction force induced by the 
approaching vortex ring was predicted for the time period represented by the leading 
edge having penetrated into the majority of the core. In this study, inviscid flow is 
assumed and no surface vorticity was allowed to be drawn into the flow. 
While the above work is mainly concerned with the fluid dynamic aspects of 
blade vortex interaction, some researchers are more interested in the aero acoustic 
aspects of the problem. Lyrintzis[70] provided a good discussion of two acoustic 
approaches related to BYI. In these approaches, it is necessary to know the surface 
pressure distribution and the flow field around the blade before an acoustic analysis 
can be conducted. 
1.3 Discrete vortex methods 
Over the last few decades, with the advent of computer systems and the steady 
improvement in their performance(speed, memory size of the CPU, software etc), 
computational fluid dynamics(CFD) has emerged and rapidly developed as a new 
tool for the analysis of many fundamental and practical fluid dynamics problems. 
A straightforward way to solve the governing equations, namely the Navier-Stokes 
equations, of the fluid flow is by using the Euler description, in which the truncated 
domain of the entire flow region is overlaid by a grid system and the governing partial 
differential equations are discretized into a system of algebraic equations in terms 
of the unknown variables at the grid nodes. These equations then can be solved 
numerically on a computer by employing relevant boundary conditions, which leads 
to the prevalent grid-based methods such as finite difference, finite element, finite 
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volume and spectral methods. On the other hand, the Lagrangian description of the 
fluid flow is much less used due to the fact that the deformable fluid elements are 
hard to track in the primitive form of the governing equation and the number of the 
fluid elements required to represent the entire disturbed flow region is prohibitive. 
One exception is the discrete vortex method for incompressible fluid flows. In this 
method, the continuous vorticity field, which is contained within a compact region of 
the entire fluid flow, is discretized into a collection of vortex elements(vortex points, 
vortex blobs and vortex sheet for 2-D flow; vortex filament, vortex balls, vortex tiles 
and vortex sticks etc for 3-D flow). These vortex elements interact with each other 
in compliance with the Biot-Savart Law and are tracked in the Lagrangian manner, 
i.e. each vortex element or particle moves with the local velocity and at the same 
time, the vorticity (circulation) associated with each element changes due to the 
stretching(for 3-D) and diffusion of the vorticity field. As an alternative numerical 
technique for simulating unsteady incompressible viscous flow, the discrete vortex 
method offers the following advantages over grid-based methods and methods in 
primitive variable form: 
1. the use of the vorticity as the dependent variable removes the pressure from 
the governing equations, i.e. it is eliminated as a dependent variable. Thus, 
for two-dimensional flow the Navier-Stokes equations are replaced by a set 
of just two partial differential equations, in place of the three for the velocity 
components and pressure. Furthermore, for a certain kind of vortex dominated 
flow, as will be shown in the present study, it is easier to analyze the results 
by using vorticity dynamics. 
2. there is low numerical diffusion compared with the discretization of the con-
vection term in the grid-based method, so it is more suitable for simulating 
high Reynolds number flows. 
12 
3. the method is self-adaptive in the sense that the vortex particles are con-
centrated only in the limited region with non-zero vorticity where significant 
velocity gradients evolve. 
4. the boundary condition at infinity is exactly satisfied in contrast with the grid-
based methods in which the boundary conditions are only given approximately 
on the boundary of the truncated computational region. 
5. it is a grid-free method, so it is particularly attractive for simulating unsteady 
flow problems and flow with a complex boundary configuration. 
Early applications of the discrete vortex method to aerofoils were limited to in-
viscid flow and 2-D problems, for example the unsteady surface vorticity method, 
where the vorticity sheds from the trailing edge only or from separation points which 
are either known a priori or determined by other means[115][116]. In his pioneer-
ing work, Chorin(1973)[20] proposed a random walk scheme to simulate viscous 
diffusion in a study of boundary layer flow problems. In this scheme, the vortex 
sheets and vortex blobs, which were used to represent the vorticity near the surface 
and in the wake respectively, move with the local velocity and then are displaced 
stochastically using the Gaussian probability distribution. The method was later 
applied to the flows around impulsively-started stationary and rotating circular cyl-
inders (Cheer(1983)[16], Kida et al(1992) [53]). In this method, because the vorticity 
is shed from the entire surface of the body, flow separation can be simulated as a 
natural process of the vorticity convection and diffusion. Kim and Flynn(1995)[54] 
also used this strategy to simulate the flow around two cylinders in tandem with 
various gaps. The qualitative flow patterns, such as the velocity vector distribution, 
compared well with the experimental results. Other applications of the discrete 
vortex method concerned the flow around pitching aerofoils under the condition of 
dynamic stall which involved the moving body problem and massive flow separation. 
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Spalart(19S2,19SS)[10S] made the first attempt to study this complex unsteady sep-
arated flow using the vortex blobs to represent the entire surface vorticity of the 
aerofoil. In this scheme new vortices are created at every time step to satisfy the 
no-penetration boundary condition and the surface pressure distribution is calcu-
lated from the vorticity creation rate at the surface. A variant of this approach 
was developed by Lin and Vezza[69] at Glasgow University, in which a control zone 
was set up around the aerofoil surface and the vorticity in each panel was further 
broken down into multiple vortex particles. As a result, smoother surface pressure 
distributions were obtained and the premature stall phenomenon was avoided. More 
recently, the code has also been generalized and tested for bluff body problems by 
Taylor[112]. A similar result for the flow around a pitching aerofoil was also given 
by Shih et al[106], in which the no-penetration boundary condition was maintained 
by using mirror vortices. 
One disadvantage of the discrete vortex method is the computational cost in eval-
uating the velocity of vortices via the Biot-Savart law. In this process, each vortex is 
influenced by all the others(N-body problem), therefore the operation count for this 
procedure is proportional to the square of the total number of vortices. If the number 
of the vortices is very large, the calculation time is usually prohibitive for most avail-
able computer systems. To reduce this computational cost, Christiansen(1973)[23] 
used a grid-based finite difference method to solve the Poisson equation for the 
streamfunction, while vortex particles were still tracked in the Lagrangian man-
ner. This approach is referred to as the vortex-in-cell method and has been widely 
used for simulating the flow around the impulsively started circular cylinder for 
a wide range of Reynolds number(Smith and Stanby[107J, C.C. Chang[15J). The 
key disadvantage of this scheme is that it makes the grid-free method once again 
grid dependent. During the last decade, the fast summation algorithm, based on 
the expansion of the kernel function in the Biot- Savart formula, has emerged as a 
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tool to speed up the calculation for N-body problems, including the discrete vortex 
method. Several methods have been proposed, including the hierarchical code of 
Appel[2J, Barnes and Hut[4J, the algorithm based on the multipole expansion of the 
potential kernel by Greengard and Rokhlin[38] , as well as the Laurent series ap-
proximation of the singular Biot-Savart formula[32J. More recently, C. Draghicescu 
and M. Draghicescu[33J developed a more general approach, in which high accuracy 
is achieved by using high-order Taylor series for both singular and smooth kernels 
and can be applied directly to the kernel in the Biot-Savart formula in terms of the 
vortex blobs. All the methods mentioned above employ a hierarchical structure(N-
body tree codes) to group the vortices spatially and then approximate the effects 
induced by relatively distant groups. Thus the particle-particle interaction problem 
is converted to the particle-box or box-box interaction problems, with the number of 
direct interactions drastically reduced. Generally, these methods have a complexity 
of O(N) or O(NlogN) rather than O(N2 ), where N is the total number of vor-
tices. These methods have been tested by many researchers for 2-D discrete vortex 
methods and applied to solve practical flow problems.[39] [85]. 
Much of the recent development in discrete vortex methods focuses upon finding 
more accurate schemes for simulating viscous diffusion. Instead of the random walk 
method which has the shortcomings of slow convergence rate and introducing noise 
into the calculation, several deterministic methods have been developed for the 
vortex methods. In [80] and [25] the concept of diffusive velocity has been introduced 
by defining an equivalent convection velocity for the diffusion process based on the 
2-D scalar vorticity transport equation. The application of the method to the flow 
around a circular cylinder and aerofoil [25] shows that smoother results can be 
obtained as long as the vortex particles strictly overlap. Another deterministic 
method called the particle strength exchange(PSE) scheme[59][120] is also suitable 
for vortex methods, in which the circulations associated with the vortex particles 
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irregularly distributed in the flow domain are redistributed either by the use of an 
integral representation for the Laplacian operator or a more complicated formula 
which is given in [100]. 
Although, to some extent, the discrete vortex method is successful in 2-D ap-
plications, the extension of the method to 3-D flow problems is still at a very early 
stage of development. There are several reasons which are responsible for this situ-
ation. Firstly, in 3-D, vorticity is no longer a scalar; both the vorticity and vector 
potential(the counterpart of the streamfunction in 2-D) are three-component vec-
tors. So, compared to the 3-D Navier-Stokes equations in the primitive variable 
form, the vorticity-vector potential form of the Navier-Stokes equation no longer 
reduces the number of the partial differential equations. Secondly, the use of vortex 
particles to represent the vorticity field does not guarantee the solenoidality of the 
vorticity. The effect of this non-physical representation of vorticity on the numer-
ical solution is still uncertain. On the other hand, the filament representation of the 
vorticity field which automatically satisfies the divergence-free condition also suffers 
from some limitations. For instance, due to the strong stretching of the flow, regular 
smoothing or remeshing of the filament representation is needed, and it is not easy 
to use filaments to represent the surface vorticity and its subsequent shedding into 
the wake due to the convection and diffusion of the vorticity field. Finally, the com-
putational cost for a 3-D calculation is far higher than its 2-D counterpart, because 
generally, a much larger number of vortices is required for an accurate simulation of 
the vortical flow. 
So far, applications of the 3-D vortex method are mostly restricted to unbounded 
flow problems such as wake flow and the interaction between vortex rings. Com-
prehensive reviews of the 3-D vortex method were given in [66] and [120] for the 
filament method and vortex particle method respectively, in which the advantages 
and disadvantages of each method were discussed in detail. In [120], some new devel-
16 
Vorloill!lomootJ 
~: __ ,",,_q cY 
--====-:--------------------------------. 
_ .. 111es 
Sid<> View of a Wall Section 
lloundmy Elcmcol Vo""x Til, 
- - ~ - - - ~ - ~ -.; .. ~ .. 
. v. . 
L-. 
Top View of a Wall Se<:lion 
Figure 1.10: Boundary elements and vortex tiles used on surface in 3-D discrete 
vortex method. From Gharakhani(1997) 
opments of the 3-D vortex particle method were also reported; a transpose scheme 
was put forward for the stretching term which has better properties in terms of the 
conservation of the total vorticity and the linear moment of vorticity of the flow, a 
new scheme was devised for the relaxation of the divergence-free condition of the 
vorticity field, and the interaction and fusion of two vortex rings was calculated 
in the study to show the ability of the vortex particle method with the inclusion 
of viscous diffusion by using the PSE scheme. During the course of the present 
study, several attempts to model the flow around a 3-D body such as a sphere and 
a cube have also emerged[35][37], in which the surface vorticity has been modelled 
by vortex tiles which are transformed to vortex points as they move away from the 
surface, see fig.1.1D. In these calculations, only the qualitative results for starting 
flow have been given, which highlights the remaining problems in producing accur-
ate long time calculations. At this stage it can be claimed that the most difficult 
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aspect in the 3-D vortex method, i.e. the representation and discretisation of the 
surface vorticity and its further shedding into the wake without destroying either 
the divergence-free condition of the vorticity field or the boundary conditions at the 
surface of body, remains unresolved. 
As to the application of the fast summation algorithm in 3-D flow problems, a 
systematic study on the multipole expansion method was carried out by Pringle[85], 
in which the vortex ring with a finite core radius was used to examine the perform-
ance of the algorithm, and the parallelization of the code was also discussed and 
implemented. 
At this stage, the problems with the discrete vortex methods can now be out-
lined as follows. Firstly, after some period of evolution of the vortices, the particle 
distribution may become uneven, thus destroying the overlapping condition which 
necessitates a remeshing process[59j. In addition, a large number of vortices are 
needed to capture the fine flow structure near the surface of the body. Secondly, 
it is not straightforward to include viscous effects, including turbulence, in the cal-
culation, although some developments have been made recently[lOOj. Lastly, it is 
not clear how best to extend the method to 3-D flow problems due to the fact, 
among others, that the vortex particle representation in 3-D is not divergence free. 
These problems or difficulties in the discrete vortex method have prompted the de-
velopment of a new vorticity-based method in the present study. The main points 
of the method are that, firstly, by solving the vorticity transport equation using 
the finite volume method and calculating velocity using a modified Biot-Savart law, 
only the flow region with non-zero vorticity needs to be solved. Secondly, during 
the calculation, mass and vorticity conservation can be guaranteed by using this 
approach together with the method of implementing the surface boundary condi-
tions. Thirdly, high accuracy in capturing fine vortex structures can be achieved by 
accommodating either structured or unstructured meshes. Finally, the extension of 
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the method to 3-D problems is straightforward. 
1.4 The scope of the present study 
The present work mainly consists of four parts. In the first part, the 2-D par-
allel blade-vortex interaction problem is systematically studied by using a two-
dimensional discrete vortex code, which was originally developed within the De-
partment for simulating dynamic stall of a pitching aerofoil[69]. In this method, 
the entire vorticity region including the oncoming vortex is represented by a finite 
number of vortex blobs(particles with finite core radius) which are tracked through 
the flow according to the local velocity calculated from the Biot-Savart law. The 
effect of viscous diffusion is modelled by the random walk method. The surface of 
the aerofoil is represented by the panel method and at each time step, to satisfy the 
relevant boundary conditions, new vortices are introduced along the surface which 
are, in part or in whole, allowed to enter the wake from the entire surface depend-
ing on the convection and diffusion of the local flow. This feature of the method 
therefore makes it possible to simulate flow separation without the need for either 
a Kutta condition to calculate the vorticity shedding rate at the trailing edge and 
at separation points, or empirical methods to determine the separation points. 
To adapt the code to the present study, routines have been written for the dis-
cretization of the interaction vortex using the Scully vortex model and to incorporate 
other necessary changes for the inclusion of the oncoming vortex or vortices. To re-
duce the total number of vortex particles in the flow field, a different, usually larger, 
core radius is used when discretising the interaction vortex than that employed for 
the vortices shed from the aerofoil surface. A new scheme has been implemented to 
calculate the velocity of nascent vortices to avoid the possible oscillation of its nor-
mal component. To speed up the calculation, a fast adaptive summation algorithm 
[32] [113] based on the Laurent series of the singular kernel function in the Biot-
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Savart formula has been integrated into the code, which enables a large number of 
particles to be used in the calculation. 
A systematic study of BVI has been carried out by using the modified discrete 
vortex code. The dominant mechanisms of a blade interacting with a single vortex 
are clearly revealed through the illustration of the unsteady surface pressure distri-
bution and the loads, as well as the trajectory of the interaction vortex. The effects 
of some parameters, such as the initial vertical position and the core size of the vor-
tex, as well as the pitching angle of the aerofoil, on the strength of the interaction 
are examined. Some phenomena associated with a close strong interaction, such 
as the deformation and splitting of the interaction vortex, and the vortex-induced 
boundary layer separation, are predicted and illustrated, and wherever possible, the 
results are compared with either other numerical results or experimental results from 
the wind tunnel BVI tests at Glasgow University. Some ambiguities in the previous 
study concerning the vortex convection velocity during the interaction are clarified 
by analysing the mutual interaction of the oncoming vortex and the induced surface 
vorticity. 
The results for the interaction between a twin vortex system and a blade are also 
presented. Due to the fact that two vortices separated by some distance in space 
is an unstable system in which a slow rotation around their common center occurs 
strong deformation and even amalgamation of the twin vortex may happen before 
they encounter the aerofoil, depending on the initial relative position. Hence, the 
effects of the initial condition of the twin vortex on the BVI event are examined. 
In the second part of the present work, preliminary studies of the interaction 
between a vortex ring and both a finite wing of NACA 0016 aerofoil section and 
a sphere are conducted by using a 3-D vortex particle method. The vortex ring is 
represented by a large number of vortex particles and the body surface is discretised 
into more than one thousand source panels. To better represent the body surface 
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and calculate more accurately the velocity of vortex particles near the surface, each 
panel is further divided into multiple subpanels with local curvatures instead of 
the planar panels. The forces exerted on the body are calculated from a vorticity-
based global method and the results are compared with a similar calculation using 
a slightly different discrete vortex approach. 
Some efforts have also been made in constructing a general 3-D vortex particle 
code to model complex 3-D flow problems. As a first step, in this study, a fast 
summation algorithm based on the domain decomposition and Taylor expansion of 
the kernel function in the 3-D Biot-Savart law is implemented. The advantages 
of this approach are that the expansion can be directly conducted on the velocity 
expression and it is also much simpler than the multipole expansion method in 
mathematical formulation. Some details on the algorithm are discussed, including 
the derivation of the recurrence relations of the coefficients in the Taylor series and 
the domain decomposition method. The performance of the algorithm, e.g. the 
breakeven point, the speed-up ratio and the accuracy of the method, is tested by 
calculating the viscous interaction of two vortex rings. Finally some problems in 
developing a 3-D vortex code are discussed and analysed. 
In the final part of the study, a novel vorticity-based method has also been de-
veloped for unsteady aerodynamic problems. In this method, the vorticity transport 
equation in conservative form is solved by the cell-centred finite volume method, 
while the velocities needed at the centre of each control volume are calculated by 
using a modified Biot-Savart formula in conjunction with an adaptive fast summa-
tion algorithm. The method employed to implement the boundary conditions and 
to calculate the vorticity creation at the body surface ensures both the mass and 
vorticity are conserved during the calculation. This, along with the inherent conser-
vative property of the finite volume method, guarantees the conservation of vorticity 
in the entire flow. A detailed description of the numerical implementation of the 
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method, including the fast summation algorithm and implementation of the bound-
ary conditions are presented. By calculating the unsteady flow around a circular 
cylinder at various Reynolds numbers, the accuracy and efficiency of the method are 
demonstrated. Further development of the method, particularly in the application 
of the method to the vortex-body interaction problems, will also be discussed. 
1.5 Layout of the thesis 
In chapter 2, the theoretical background of both the 2-D and 3-D discrete vortex 
methods is reviewed, starting with the governing equations for incompressible flow in 
both the primitive variable form and in the velocity-vorticity form, and the boundary 
conditions that are needed for solving the governing equations. The generalised Biot-
Savart Law, which is the basis of the discrete vortex method, is then introduced by 
using the Green's theorem. The conservation law ofthe vorticity field as well as the 
basic procedure for constructing the vorticity-based methods are also discussed in 
this chapter. 
In chapter 3, the numerical implementation of the vortex method is presented in 
the context of the blade-vortex interaction problem, which includes the methods for 
discretizing the oncoming vortex, aerofoil and wing surfaces, and the evolution of 
the discrete vortex system using the Biot-Savart law. The effects of some parameters 
such as the core size of the vortices and the overlapping condition of the vortices 
are also examined. Then some details on the implementation of both 2-D and 3-D 
fast algorithms are given, along with some new developments of the discrete vortex 
method in the present study. 
The results for 2-D blade vortex(single and twin) interaction and the 3-D vortex 
ring body(wing) interaction are demonstrated and discussed in chapter 4. In chapter 
5, some details on implementation and performance of a fast summation algorithm 
for 3-D vortex particle methods are discussed. 
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In chapter 6, a detailed description of the new vorticity-based method will be 
given, including its implementation and numerical tests. This is followed by conclu-
sions from the study and suggestions for further development of the vorticity-based 
method, with possible applications in vortex-body interaction problems presented 
in chapter 7. 
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Chapter 2 
Theoretical Background of Vortex 
Methods 
2.1 Governing equations and boundary conditions 
The 3-D incompressible unsteady viscous flow can be described by the following 
vector form of the N avier-Stokes equations which are derived from the conservation 
laws of mass and momentum respectively: 
Continuity equation: 
\7·u=O (2.1) 
Momentum equation: 
ou \7p 2 
-+(u·\7)u=--+v\7 u ot p (2.2) 
where u = [u, v, wJT is the velocity vector, p the pressure, p the density of the fluid 
which is a constant for incompressible flow, and v the kinematic viscosity. After 
using the vector identity 
1 
u x (\7 x u) = 2(u . u) - (u . \7)u (2.3) 
equation (2.2) can be written as 
au p 1 2 
- - U x (\7 x u) = -\7( - + -u' u) + v\7 u at p 2 (2.4) 
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By taking the curl of both sides of equation (2.4), the transport equation for 
vorticity, defined by w = V x u, can be obtained as 
dw 
dt = w . Vu + vV2w (2.5) 
in which use has been made of the identity 
V x (u x w) = W· Vu - U· Vw + u(V· w) - w(V" u) (2.6) 
and the auxiliary relations V . u = 0 and V' . w = O. Thus, the governing equations 
(2.1) and (2.2) have been transformed into their equivalent form represented by the 
vorticity transport equation, the definition of vorticity and the continuity equation. 
Because the velocity field is divergence-free, another vector W, called the vector 
potential, can be introduced with the definition: 
u=V'XW (2.7) 
Inserting this equation into the definition of the vorticity and assuming that the 
vector potential itself is divergence-free, i.e. V· W = 0, a Poisson equation for W 
with w as the source term is obtained as 
V'2W = -w (2.8) 
Now, by using equations (2.5) and (2.8), the governing equations for incompress-
ible flow have been represented in the vorticity(w)-vector potential(w) form. 
For the problem of flow around a closed body, the boundary conditions needed 
for solving the governing equations consist of two parts, both of which are given in 
terms of velocity. One is the so called far field condition in which the free-stream 
condition is applied at infinity: 
u = U oo (2.9) 
25 
The other is the condition on the body surface where the no-slip and no-penetration 
conditions are used: 
U = Ub(Xs , t) (2.10) 
where Ub(X s , t) represents the velocity at body surface. For a solid body translating 
with velocity Ubt(t) and rotating around a fixed point 0 with angular velocity D(t), 
the surface velocity at point X s , Ub(Xs , t), is given by 
Ub(Xs , t) = Ubt(t) + D(t) x (xs - xo) (2.11) 
For unsteady flow problems, the initial conditions are also required to start the 
calculation. This is achieved by either assuming that the flow starts impulsively 
from rest or prescribing the velocity or vorticity distribution in the flow field. 
If the flow is two dimensional, where U = (u, v, Of and ~~ = ~~ = 0, the 
governing equations have a simpler form. Firstly, the vorticity w only has one non-
zero component, w = (O,O,wf; secondly, the vector potential \II can be replaced by 
a scalar streamfunction 7/J with the definition u = - ~~, v = ?Ji. Accordingly, the 
transport equation for the non-zero component of vorticity is 
dw _ v\J2w 
dt (2.12) 
and the continuity equation in the form of the Poisson equation for the streamfunc-
tion 7/J is reduced to 
\J27/J = -w (2.13) 
By examining equations (2.5) and (2.8) and comparing them with equation (2.12) 
and (2.13), several points can be made. Firstly, by introducing the concept of 
vorticity into the flow description, the pressure term is eliminated from the governing 
equations of the fluid flow. Secondly, for 3-D flow problems, development of the 
vorticity field is not only affected by the viscous diffusion, but also by the velocity 
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gradients of the flow field, i.e. the term Vu. It is well known that this term 
can be decomposed into two parts: Vu = D + S, where the symmetric tensor 
D = V'u~V'uT is called the deformation tensor and S = V'u-~V'uT is a skew-symmetric 
tensor corresponding to the rigid body rotation of the fluid. Thus, w . Vu = w . 
D + w .S. However, it is easy to check that w .S = ~w x w = 0, so w .Vu = 
w . D, which means that only the deformation(stretching and tilting) term of the 
velocity gradients contributes to the change of the vorticity vector(magnitude and 
orientation). Furthermore, from the last equation, it is readily shown that W· VU = 
w . VT u, where VT u is the tranpose of Vu. This fact is the basis of the transpose 
scheme which will be used in the 3-D vortex particle method. Finally, in 2-D flows, 
because the stretching term no longer exists, the vorticity is only affected by viscous 
diffusion. 
Another important fact about the vorticity field is that, by definition, the vor-
ticity field is divergence-free, i.e. V· w 0, which implies that the vorticity is 
conserved. In fact, it can be shown that for a general incompressible flow around 
a rotating body, the total vorticity in both the fluid region and the solid body is a 
constant at any instant of time: 
! w~+!w~=~ o ~ (2.14) 
or 
- wdx = ° d! dt vf+vb (2.15) 
where vf and vb represent the fluid region and the solid body region respectively, 
and w = 2n(t) in the region of solid body. The constant Wo represents the initial 
total vorticity in the fluid region from sources other than the body surface. The law 
of vorticity conservation sometimes is useful in construction of numerical algorithms. 
For inviscid flow, the conservation of vorticity sometimes can also be expressed 
in a more specific way, such as by Kelvin's circulation theorem and Helmholtz's 
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theorem. As an important special case, for 2-D inviscid flow, the vorticity is simply 
carried along, unchanging, with the fluid particles. 
2.2 Generalised Biot-Savart law 
For unbounded flow in an otherwise motionless fluid, the Poisson equation for the 
vector potential W can be solved by means of the Green's function approach. In 
3-D, the Green's function which satisfies the equation V2G = -c5(x - x',) with c5 
the Dirac delta function, is 
So, we have 
1 
G(x, x') = A.1r Ix _ x, 
w(x) = 1 G(x, X')W(X') dv(x') 
where the volume integral is taken over the entire vortical region. 
(2.16) 
(2.17) 
Thus, the velocity, which is the curl of the vector potential, can be calculated 
from the following formula: 
1 I, w 1 I, w(x') X (x - x') 
u(x) = V x W = -4 V x I I dv(x') = - 3 dv(x') (2.18) 
1r v x - x, 41r v Ix - xii 
Suppose that we have a vortex line C in space with circulation f and we assume 
that the vorticity is concentrated on C only, i.e. the flow is potential outside the 
filament C, then the velocity induced by the vortex filament is 
1 j' S (x' - x) I 
u(x) = 41r C 1_1--1 __ \I~ X fds(x) (2.19) 
where ds is the line element on C. This formula has the same form as the Biot-Savart 
law which is used in magnetostatics for calculating the induced magnetic field from 
the electric current. By analogy, equation 2.18 is also called the Biot-Savart formula 
for distributed vorticity in the context of fluid dynamics. 
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For 2-D flow, the Green function for the Laplace operator V2 is 
G(x, x') = ~ln( I 1 ,J 
21f x - X 
(2.20) 
and accordingly, the streamfunction and the velocity induced by the vorticity dis-
tribution w can be expressed as 
1j;(x) = ~ J w(x')ln(lx - x'l) ds(x') 27f 
u 
1 
-k x V1j;(x) 
27f 
1 j' x-x' 
-k x I I!')W(X') ds(x') 21f x - X . 
(2.21) 
(2.22) 
(2.23) 
For the flow around a body or bodies, however, the boundary conditions also 
make contributions to the velocity calculation. With the aid of Green's theorem for 
vectors, the contribution from the freestream, movement of the body surface and 
the vorticity in the flow field to the velocity at point x in the fluid region is[123J 
u(x) = U oo + 1 fw(x') x V x/G(X, x') dv(x') 
- r {(n x u(x')) x V x/G(X, x') + (n ' u(x'))V x/G(X, x')} ds(x') (2.24) 
Jbs 
where the surface integral is taken over the body surface. This formula is usually 
called the generalized Biot-Savart law or Poincare formula in some references. By 
noticing that V x/G(X, x') = -V xG(x, x'), the above equation can also be written 
as 
u(x) = U oo + V x x 1 fw(x')G(x, x') dv(x') 
+Vxx r (nxu)G(x,x')ds(x')- Vx l(n,u)G(x,x')ds(x') (2.25) 
Jbs bs 
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which indicates that the vector potential cannot be expressed explicitly from the 
vorticity in the flow region and the boundary conditions at the body surface for a 
general flow problem due to the presence of the scalar gradient term. 
It is easy to show by using vector identities that, for a closed rigid body, the 
surface integral in the above formula can be transformed into the volume integral 
over the region inside the solid body, i.e. 
- r {(n x u(x')) x V XIG(X, x') + (n· U(X'))VXIG(X, x')} ds(x') ibs 
= 1 w(x') x V xIG(X, x') dv(x') 
vb 
(2.26) 
where w(x') = 2n(t). A proof of this is given in Appendix B. Thus, equation (2.24) 
can be represented by the volume integral only 
u(x) = U oo + 1 w(x') x V XIG(X, x') dv(x') 
v/+vb 
(2.27) 
which means that the velocity at any point in the fluid region can be calculated 
explicitly from the vorticity field in both regions, namely fluid and rotating solid 
body. Because the rotation velocity in a solid body n(t), is independent of the 
spatial variables, it can be taken to the outside of the integral, which then becomes 
much simpler for some applications. However, equation (2.24) is still useful for some 
special cases in which the movement of the boundary is caused by deformation of 
the body. From equation (2.27), it also can be shown that the boundary condition 
at infinity is exactly satisfied because the volume integral has no contribution to the 
velocity field at a point far away from the body surface. 
For two dimensional flow, similar results can be obtained for the streamfunction 
and the velocity. In fact, a unified expression for the velocity in both 2-D and 3-D 
flow has been given by equations (2.24) and (2.27), in which G is the 2-D and 3-D 
Green function respectively. 
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2.3 Construction of vorticity-based method 
It is well known that for incompressible viscous flow, the vorticity can only be 
generated at the surface of the body due to the no-slip boundary condition. The 
vorticity in the interior of the fluid domain, which in turn determines the velocity 
field through the Biot-Savart law, is the consequence of diffusion and convection of 
the boundary vorticity. 
By using equations (2.5) and (2.27), which represent the kinematic and kinetic 
aspects of the entire flow problem respectively, vorticity-based methods, including 
the discrete vortex method, can be constructed. The kinematic step determines the 
velocity field induced by the vorticity distribution and relevant boundary conditions, 
while the kinetic step redistributes the vorticity within the flow domain by vorticity 
convection and diffusion. In the real world, these two steps should happen simu-
taneously, however, in the numerical procedure, it is reasonable to assume that the 
following three steps are needed to advance the solution to a new time level: 
1. vorticity generation and its subsequent discretization into vortices near the 
body surface by using equation (2.27) and implementing the relevant boundary 
conditions. This process usually leads to a system of linear algebraic equations 
with the surface vorticity values as the unknowns. 
2. calculation of the velocity and its derivatives with respect to the space variables 
using the Biot-Savart Law. 
3. the transport of vortex elements according to the local velocity of the flow and 
the stretching and diffusion of the vorticity field in the flow domain. 
After step (3), the boundary conditions at the body surface are usually violated, 
and we need to return to the first step to determine the boundary vorticity for the 
next time step by imposing the boundary conditions. 
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These ideas, which are based on the vorticity dynamics and the Biot-Savart 
law, have been extensively used by some researchers for simulating 2-D unsteady 
incompressible flows by coupling a finite difference method to solve the vorticity 
transport equation[122]. 
In the context of the vorticity representation of fluid flow, it has been shown that 
either the no-penetration condition or the no-slip condition can uniquely determine 
the velocity field in the entire flow domain. So, for the purpose of calculating the 
surface vorticity distribution, either condition can be implemented, which will be 
discussed further in the next chapter. 
From the above discussion, it is clear that the generalized Biot-Savart formula 
plays a key role in constructing vortex methods. It is needed not only for calcu-
lating the velocity in the flow field, but also for determining the surface vorticity 
distribution by satisfying boundary conditions. The latter process can be considered 
an inverse problem in the sense that the boundary vorticity is calculated from the 
interior part of the vorticity field which contradicts the usual procedure in which the 
flow variables in the interior of the fluid domain are determined from the boundary 
variables. 
In the next chapter, a detailed discussion will be given on how to implement 
these ideas into a computational tool, i.e. the discrete vortex method, by using a 
large number of vortex particles to represent the continuous vorticity field. 
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Chapter 3 
Implementation of the Discrete 
Vortex Method 
3.1 Two dimensional case 
3.1.1 Discretization and evolution of vorticity field 
Traditionally, in the studies of potential flow with embedded viscous region, surface 
vorticity panels and point vortices have been employed to represent the vorticity 
distribution in the thin layers of fluid surrounding a body and in the wake respect-
ively. One example of such an approximation is the study of the wake flow of a 
bluff body, in which the vorticity in the wake is represented by two rows of point 
vortices (von Karman vortex street). 
More generally, in point-vortex methods, the vorticity in a fluid is assumed to 
be concentrated in Nv vortices, located at Xj, j 1,2, ... Nv, with circulations rj 
and nominally, the vorticity field can then be represented by the sum of the point 
vortices: 
Nv 
w(x) = L r j 6(x - Xj) (3.1) 
j=l 
where b is the 2-D Dirac function. 
Inserting equation 3.1 into equations 2.21 and 2.23, one obtains the streamfunc-
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tion and the velocity distribution induced by the point vortices: 
1 N v 
?jJ(x) = --"'r·in Ix - x·1 21r 6 J J 
j=l 
1 Nv 
u(x) = -k x "'r. x - Xj 21r 6 J I ~ j=l x-xjl 
(3.2) 
(3.3) 
For inviscid flow, the evolution of the vortex system can be described by the 
conservation of vorticity and the movements of vortex particles with local velocities: 
cirj = 0 
dt 
dXj = u(Xj, t) 
dt 
(3.4) 
(3.5) 
However, the vorticity field represented by equation 3.1 is singular in the sense 
that the self-induced velocity of a point vortex is infinite. So in the actual calculation 
of the velocity for a vortex located at Xj, the self-induced contribution should be 
omitted from the sum. The other drawback of the point vortex model is that the 
vorticity field is neither smooth nor continuous, which is a bad approximation of the 
real vorticity distribution. 
So, in the non-singular version of discrete vortex methods, the continuous vor-
ticity field is approximated by a set of overlapping vortex blobs (particles with a 
finite core radius (j): 
Nv 
w(x) = 2: rj O(T (x - Xj) (3.6) 
j=l 
where r j is the strength (circulation) of the vortex particle located at Xj and the 
smooth core function O(T(x - Xj) is usually radially symmetric, i.e. d(T(X - Xj) = 
;2 f (IX-;j I) and 21r fooo r f (r) cir = 1. Mathematically, it has been shown that vortex 
blob methods converge to the smooth Euler solutions as long as vortices are over-
lapped, i.e. the core radius (j of a vortex should be the order of or greater than the 
distance between neighbouring vortices. 
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In accordance with the vorticity distribution represented by equation 3.6, the 
velocity at any point x in the flow field, particularly at the center of each particle 
Xj, can be calculated using the Biot-Savart law, which gives 
u(X) = ~k x t rj x - Xj F( Ix - xjl) 
27f . Ix - x·12 (J J=l J 
(3.7) 
where F is defined by F(r) = 27f f; r' f(r') dr'. Correspondingly, streamfunction 1jJ 
is 
1jJ(X) = - 2~ t rjF( Ix - Xjl) 
j=l (J 
(3.8) 
- - fr F(r') 
with F defined by F = Jo r' dr'. 
A number of choices are available in selecting the core function, such as the 
Gaussian and Rankine models. The former can be expressed as 
1 r2 
- 20'2 f(r) = 27f(J2 e 
and the induced velocity distribution by the vortex is 
( ) r r2 U r = -(1 - e-2;2) 
27fr 
The Rankine vortex model is described by 
f(r) = { n52 if r :s; (J if r > (J 
and correspondingly, the velocity distribution is 
{ 
L~ if r < (J 27l: 2 -
u( r) = L if r > (J 
2nr 
However, in the present study, a simple vortex core, which is usually referred to as 
the Scully model with 
f ( r) = .!. (J2 
7f 
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and 
r r 
u(r) = 21f (T2 + r2 
has been implemented. In figure 3.1, various vortex models and induced velocity 
distributions are plotted for comparison. 
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Figure 3.1: Vorticity and velocity distributions for various 2-D core functions 
More specifically, for Scully vortex model, equations 3.7 and 3.8 can be given by 
1 N v X - Xj _. 
u(x) = -k x 2.: rj (Ix _ X j l2 + (T 21f j==.l (3.9) 
1 Nv 
'¢(x) = - 41f 2.: rjln(lx - Xjl2 + (T2) 
j=l 
(3.10) 
36 
At each time step, by convecting each vortex with the local velocity using the 
Euler first order or the Adams-Bashforth second order scheme and applying the 
random walk method [20] to mimic the effects of viscous diffusion, the new position 
of the vortex at Xj after time interval ~t is given by 
Xj(t + ~t) ~ Xj(t) + u(Xj, t)~t + T}j (3.11) 
or 
3 1 Xj(t + ~t) ~ Xj(t) + ~t[ -u(Xj, t) - -u(Xj, t - ~t)l + T}j 2 2 (3.12) 
where f/j are a pair of independent random variables with zero mean and variance 
2v~t. Equation 3.4 is unchanged, i.e. circulation is conserved. 
Figure 3.2: Discretisation of the core of the interaction vortex using vortex particles: 
r - r 1+12n2 
c - I 6n 
For the problem of blade vortex interaction, the entire vorticity in the flow field 
comes from two sources; the interaction vortex which is released into the flow from 
upstream of the aerofoil and the aerofoil surface where the new vorticity is created 
at each time step. Figure 3.2 shows how the initial vorticity field of the interaction 
vortex is discretised into a number of discrete vortex particles by overlaying the 
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vortex with a system of patches of equal area A = 1fTf. Each vortex particle is 
placed at the centroid rc of the patch and has strength r = w(rc) . A. The core 
radius of the discrete vortices ensures overlapping cores, i.e. (J Irz ~ 1. 
Time=4.4, cr=O.00135, Nc::15 
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Figure 3.3: Core overlapping condition on accuracy of solution for a vortex with 
Rankine core 
By using the above method to represent a circular vortex, a test calculation is 
carried out to examine the overlapping condition on the accuracy of the solution, 
in which time evolution of the vortex of radius Rv = 0.1 with a constant vorticity 
distribution within the core(Rankine core) is modelled. The time step used for the 
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calculation is 0.01 and 440 time steps have been advanced. The results at t = 4.4 are 
presented in figure 3.3 for two different core radii of vortex blobs respectively: one 
satisfies the overlapping condition(o-jrl = 1) and the other does not(rJ/rl = 0.42). 
By comparing the two pictures, it is clearly shown that the overlapping condition is 
essential to maintain the smoothness of the vorticity field and the structure of the 
vortex. 
3.1.2 Representation of body surface and implementation 
of boundary conditions 
In the context of vorticity dynamics and discrete vortex methods, the surface of a 
body is one of the sources of vorticity generation and hence the vorticity or vortices 
in the flow field. The mechanisms for vorticity generation are very complex for a 
general fluid flow. However, for incompressible flow, which is the case in the present 
study, the vorticity generation at the body surface is due to the combined action of 
fluid viscosity and pressure gradient along the surface. Because the vorticity in the 
wake is a consequence of convection and diffusion of surface vorticity, it is crucial for 
the discrete vortex method to model the surface vorticity properly and accurately, 
which includes vorticity distribution along the surface and the vorticity generation 
rate at the surface. 
As far as the surface vorticity is concerned, the contour of the aerofoil is divided 
into a number of panels - the polygonal representation of a closed curve and a 
thin strip near the body surface, which is also divided into the same number of 
trapezoids (control volume) as that of the panels, is set up to represent the vorticity 
near the surface as illustrated in figure 3.4. The density of the circulation ,( s) = 
J; w(s, n) dn, which includes both the newly generated vorticity during the current 
time step and the residual vorticity from the previous timestep, is assumed to vary 
linearly along the surface coordinate s within each control volume. The vorticity 
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in each panel is also approximated by evenly positioned and overlapping vortex 
particles and the strength of each vortex particle is determined by the ry value at the 
node points (interfaces of the control zone). For example, if the vorticity in panel j 
is further broken down into Ns vortex particles, then the strength of the particle i, 
i = 1,2, ... Ns, is 
~s 1 1 
fi = Ns {ryj-l(Ns - i +:2) + "(j(i -:2)} (3.13) 
The "( values of the node points can be solved at each time step by satisfying the 
boundary conditions at the body surface. In the context of discrete vortex meth-
ods, it has been shown that the no-slip and no-penetration condition are equivalent, 
i.e. either condition is sufficient to determine the velocity field. n'aditionally, one 
control point is chosen for each panel to implement either no-slip or no-penetration 
condition. The disadvantage of this approach is that, because the boundary condi-
tion is satisfied only at a limited number of points, there is a risk of having fluid 
"leak" through the boundary and hence violating the law of conservation of mass. 
So, in the present study, the no-penetration condition is implemented in the zero 
mass flux form. For a stationary body, this scheme can be expressed as 
~'ljJj = 'IjJ(Xj+1) - 'IjJ(Xj) = 0 (3.14) 
for the panel with nodes Xj+l and Xj, where ~'ljJj is a joint contribution from the 
free stream, the vortices from the control zone and in the wake. For example, the 
contribution from the free stream U oo is 
~'ljJj = (uoo • nj)~sj 
and the contribution from a vortex blob r i located at Xi is 
~'ljJj = r i IXj - xil 2 + (J2 
41f IXj+l - xil 2 + (J2 
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(3.15) 
(3.16) 
By enforcing this equation for each panel, a linear algebraic system, which is to be 
solved at each time step, is set up with I values at the node points as unknowns. 
However, for N panels, it is easy to check that if equation 3.14 is enforced in N - 1 
panels, then this equation is also satisfied automatically in the remaining panel; in 
other words, only N - 1 equations are independent by implementing equation 3.14. 
A further equation is needed to make the solution unique. Fortunately, this can be 
achieved by using the vorticity conservation law. For the present method, we have 
I)rW)i + I)rnh = rv (3.17) 
k 
where r wand r n are the circulations of each vortex particle in the wake and within 
the control zone (nascent vortices) respectively, and r v is the total vorticity of the 
initial interaction vortex. 
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Figure 3.4: Illustration of surface panels and vortex particle generation using the 
linear distributed density of circulation in the control zone 
Like the vortices in the wake, the vortices in the control zone are also convected 
and diffused at each time step. Depending on their new positions (in or out of the 
outer border of the control zone), they are released into the wake or absorbed as 
residual vorticity. Equally, if the center of a particle from the wake enters the control 
zone, it will be absorbed. 
Although the velocity of the vortices in the control zone can also be calculated 
using equation 3.9, this approach leads to an oscillating velocity distribution due 
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to the fact that the boundary condition implemented cannot guarantee cancellation 
of the normal velocity at every point along the surface. The resulting transport 
of the vortex particles can lead to an unrealistic shedding of surface vorticity into 
the wake. Because the control zone is very thin, it is appropriate to assume the 
boundary-layer approximation there, namely w = -au/an, thus ,(s) = -u(s)n::=:lT' 
Hence the vorticity weighted average velocity across the control zone, which is also 
used for the tangential velocity of the nascent vortices, is given by 
() J:uwdn U(S)n::::5 ,(S) U S av [5 d 2 - -2-
Jo w n 
(3.18) 
which is independent of the specific profile of w (y). For a stationary body, using 
the continuity equation in each control volume, the normal velocity of the nascent 
vortices located at 6/2 above the panel with nodes j and j + 1 is 
(Vn)j ('j - 'j+1) 6" 
!:J..s 4: (3.19) 
This is consistent with the , distribution within the control zone and the exact 
boundary condition at the body surface, hence there is no oscillation within each 
panel. 
3.1.3 Calculation of the surface pressure 
Of particular interest in the study is an examination of the effect of the interaction 
vortex on the aerodynamic performance of the aerofoil, which requires the calcula-
tion of the surface pressure distribution. This, in turn, can be integrated into the 
aerodynamic coefficents such as Cn,Ct and Cml. 4 
For the body-oriented local orthogonal coordinate system (s, n), the tangential 
momentum equation can be written at the surface of a stationary body: 
1 ap p as = - vs . ('V x w) (3.20) 
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which can be reduced to 
lap 
pas 
ow 
-lJ-
an (3.21) 
The term on the right-hand side of the equation represents the rate of vorticity 
creation per unit length at the body surface[108]. 
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Figure 3.5: Calculation of newly created circulation from the body surface for each 
surface control volume 
Considering a control volume with node points j and j + 1 shown in figure 
3.5, the circulation at time t - ~t is assumed to be "/' ~Sj. After convection and 
diffusion through the interfaces (not including the new vorticity generated at the 
body surface) during a time interval ~t, which is represented by the symbols --t 
and +-t respectively, the residual circulation will be "/" ~Sj. If the circulation of 
nascent vortices in the control volume at time t is calculated as ,,/~Sj, then the 
newly created circulation from the body surface during the time interval ~t should 
be ,,/~Sj - "/" ~Sj. Thus for this panel we have 
Pj - PHI 
~Sj 
"/ - "/" 
~t (3.22) 
Once the pressure value at a reference point is known, the entire pressure distribution 
along the body surface can be easily calculated by integrating equation 3.22 
The aerodynamic force exerted on the aerofoil due to the surface pressure dis-
tribution is a summation of the forces exerted on each panel. By assuming a linear 
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j 
c 
Figure 3.6: Calculation of the contribution to the aerodynamic force and moment 
from each panel 
distribution of the surface pressure between nodes j and j + 1 of panel j, see figure 
3.6, the force acting on this panel is 
(Pj + PHi) l:lSjllj Fj = - 2 (3.23) 
and the moment about a reference point, say the quarter-chord point c~ of an 
aerofoil, can be calculated as 
mj = l llSj l:ls· - s s l:ls· - s s [Pj ~. + PHi ~)llj X (rj ~. + rj+l~) ds o ~ u~ ~ u~ 
l:ls· 
T[(Pj + O.5Pj+l)llj x rj + (O.5pj + PH1)llj x rj+lJ 
Thus, the force acting on the aerofoil is 
Np 
Fb = (Fb)xi + (Fb)yj = L Fj 
j=l 
and the moment about the reference point c~ is 
Np 
mel = melk = ~mj 
4 4  
j=l 
The aerodynamic coefficients Cn, Ct and Cml can now be defined as 
4 
(Fb)y 
Cn = 1/2pU!c 
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(3.24) 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(Fb)x 
Gt = 1/2pU~c 
met 
Gmt = 1/2pU~c2 
3.1.4 Controlling the total number of particles 
(3.29) 
(3.30) 
The computational cost of evaluating the velocity of the system of vortices using the 
Biot-Savart Law is proportional to the square of the number of vortices (O(N:)). 
Therefore when the total number of vortices in the flow becomes very large, the 
CPU time needed to carry out the computation will be prohibitive. Two measures 
are adopted in this study to limit the number of vortices in the wake. 
Firstly, a different, usually larger, core radius is used when discretising the in-
teraction vortex than that employed for the vortices shed from the aerofoil surface. 
To simulate high Reynolds number flow around the aerofoil, the control zone should 
be very thin, of order O(ke) for a laminar flow, to reflect the boundary layer near 
the body surface. Hence the core radius for the nascent vortices should also be of 
the order of the control zone height. If this core radius was to be used to discretise 
the interaction vortex with relatively large radius, then the number of the vortices 
would be excessively large. 
Secondly, an amalgamation scheme is used for vortices in the wake which are far 
from the surface. By using complex notation, the velocity at point Z induced by a 
vortex blob with circulation rp and located at point Zp can be calculated by a point 
vortex approximation, provided IZp-ZI » 1. 
(Jp 
'r 1 
'l P __ 
V*(Z) = 27f Z - Zp (3.31) 
where Z is the complex position x + iy and V* the complex conjugate velocity of 
v = u + iv. Suppose two vortices with locations Zj, Zk and strengths rj,rk are 
merged into a new vortex with strength r' and location Z', the difference between 
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the velocities at point Z induced by the new vortex and original two vortices is 
~V= f' f· J fk 
Z -Zk (3.32) Z-Zj 
in which some constant factors have been omitted. 
If we assume Z is far from both points Zj and Zk, and another point Zn is closer 
to Zj,Zk and Z' than Z, then equation 3.32 can be written as 
f' fj fk ~V = (z - Z )(1 _ ZI-Zn) n Z-Zn (Z - Zn)(1-1~::) (Z - Zn)(l -1~::) 
1 [f' fj Z 1 _ 21 - ---
Z ~ Z 
fk 
1- &-J 
Z 
Under the assumptions given above, we have IZ'/ZI < 1, IZj/ZI < 1 and IZk/ZI < 1, 
so we can perform the Laurent expansions for l-~I /2' 1 J /;; and 1 J /7 respectively. 
By keeping the first three terms of the series, ~ V can be approximated by 
- - - -2 -2 -2 ~V = f' - rj - r k _ r'z' - rj!j - rkZk _ r'z' - rj~j - rkZk + O(IZI3) 
Z p V 
(3.33) 
where IZI = max{l~ I, 111, I~I}. 
From the above equation, an obvious choice to remove the first two terms is to 
take 
r' = fj + r k (3.34) 
and 
Z' = (fjZj + fkZk)/r' (3.35) 
Thus, both the total vorticity and linear moment of vorticity are conserved. The 
last term in equation 3.33, however, cannot be removed which will be used as the 
merging criterion to ensure ~ V is below some tolerence. By inserting equations 3.34 
and 3.35 into 3.33 and taking the modulus, this term can be written as 
Irjfkl IZj - Zkl 2 
Ifj + rkl IZl3 
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(3.36) 
To ensure that the effect of merging on the induced velocity at the body surface is 
small, i.e. assuming that point Z is at the surface of the body, the following criterion 
is finally adopted: 
Ifjfkl IZj - Zkl 2 < E 
Ifj + fkl (Do + d1 )1.5(Do + d2)1.5 - (3.37) 
where d1 and d2 are distances from the two vortices to the closest wall respectively 
and Do is a safety factor. From this criterion for merging vortices, several points 
can be made. Firstly, it encourages merging of weak vortices with the same sign 
and discourages merging of vortices with nearly opposite circulations. Secondly, 
the vortices which are close to each other and far from the surface of the body 
are more likely to merge. However, because the merging process changes the local 
vorticity distribution, for instance the overlapping condition of the vortices is usually 
destroyed unless a bigger core radius is used after merging, it is not appropriate for 
applications where the local vorticity value is important. 
Another possible method to reduce the computational cost of the vortex method 
without changing the local vorticity field is to employ a fast summation algorithm, 
which has operational count O(Nv) or O(NvlogNv) rather than O(N;)[38]. A fast 
algorithm based on the the domain decomposition and Laurent series has been 
incorporated into the code[113] and the detail of the method is given in Chapter 7. 
3.2 Three dimensional case 
3.2.1 Discretization and evolution of vorticity field 
In 3-D, there are two main approaches by which the continuous vorticity field can 
be discretized into a finite number of smaller vortex elements. One is the so-called 
filament method(Leonard, 1985) in which the non-zero vorticity region is replaced 
by vortex lines(tubes) and these lines are treated as entities, i.e. they move as 
material volumes. The basis of this approach is the Helmholtz and Kelvin theory 
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which states that for inviscid flows, vortex lines move as material lines and the 
circulation of each vortex line(tube) is conserved. This method has been widely 
used in modelling potential steady and unsteady aerodynamic flow problems, as 
well as the unbounded vortex system such as vortex ring(s)(Leonard, 1985). The 
other is the vortex particle method which is the extended form of the 2-D singular 
or smoothed vortex point(blobs) method. As in the 2-D discrete vortex method, 
the entire vorticity field is represented by a large number of vortex particles with 
or without finite cores. The advantage of this approach lies in its flexibility and 
versatility in terms of simulating more general flow problems and inclusion of viscous 
effects. So this method has been adopted in the present study. 
Corresponding to the 2-D point-vortex model, in 3-D, the vorticity field can be 
represented by singular vortex particles as 
Nv 
w(x, t) = LWp(t)volpb(x - xp(t)) (3.38) 
p=l 
Nv 
L O:p(t)b(x - xp(t)) (3.39) 
p=l 
where b(x) is the 3-D Dirac function and O:p(t) = wp(t)volp is the strength of the 
particle p which is associated with the vorticity wp(t) and volume volp. Inserting 
this equation into the Biot-Savart formula and by neglecting the contributions from 
the free stream and the boundary condition for the time being, one can obtain 
Nv 
u(x, t) = L K(x - xp(t)) x O:p(t) (3.40) 
p=l 
where K(x) = - 47flx13 is the Biot-Savart kernel or singular kernel and the velocity 
at the position of particle q is calculated by 
Nv 
u(Xq, t) = L K(x - xp(t)) x O:p(t) (3.41 ) 
p=l,p'f';q 
As in the 2-D case, the singularity of the point vortex model can be removed by 
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using smoothed or regularized vortex particles: 
Nv 
WtT(X, t) = L ap(t)~tT(x - xp(t)) (3.42) 
p=l 
where the regularisation function ~tT is radially symmetric with a core radius (J, i.e. 
~tT(x) = ;3 (( 1;1) with 41f Jooo ((p)p2 dp = 1. Accordingly, the velocity at any point x 
in the flow field is: 
Nv 
u(x, t) = L KtT(x - xp(t)) x ap(t) (3.43) 
p=l 
and the kernel now has the form: KtT(x) = q(lxl /(J)K(x) and q(lxl /(J) = J: ((t)t2 dt. 
A number of choices are available, for example the 3-D Gaussian distribution, in 
selecting the regularization functions. In the present study, the so-called high order 
algebraic smoothing function which was put forward by Winkelmans and Leonard 
[120] has been adopted: 
15 1 ((p) = 81f . - (3.44) 
The stretching term, which is introduced by the gradient of the velocity field and 
is unique for 3-D flow problems can be calculated explicitly from the derivatives of 
the velocity given in equation 3.43. Thus, for invisid flows, the evolution equations 
for the system of vortex particles can be described by the following ODEs: 
dXp(t) = UtT(Xp(t) , t) (3.45) 
dap(t) = [ap(t) . V]UtT(xp(t), t) (3.46) 
According to the analysis in Chapter 2, the equation 3.46, which is referred to 
as the classical scheme, can also be written in the following forms: 
dap(t) = [ap(t) . VTlutT(xp(t), t) (3.47) 
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dapt(t) = (ap(t) . ( v ~ V T )U(T(Xp(t), t) (3.48) 
which are called the transpose scheme and the mixed scheme respectively. 
The three equations given above for calculating the stretching term are equivalent 
provided the vorticity field is divergence-free. However, as shown in [120], the vorti-
city field represented by equation 3.39 or 3.42 is not diverence-free, i.e.V ·w(x, t) =1= O. 
The effect of this unphysical representation of the vorticity field on its subsequent 
development and hence the solution of entire flow problem is no doubt a drawback 
of the 3-D vortex particle method and some methods have been proposed to main-
tain the divergence-free condition of the vorticity field. For example, by considering 
the curl of the velocity field represented by equation 3.43, a procedure can be im-
plemented as follows: if and when w(x, t) becomes a poor representation of the 
divergence-free field w(x, t), assign new particle strength a;ew(t) by imposing that 
w(x(t), t) = w(x(t), t), which leads to a solution of the system of linear equations 
for a;ew(t) for all particles p: 
Nv 2:: a;ew(t)((xp(t) - Xq(t)) = V x U(T(xp(t), t) (3.49) 
q==l 
If the divergence-free condition of the vorticity field cannot be guaranteed, how-
ever, according to the analysis by Winkelmans et al[120], only the transpose scheme 
leads to the exact conservation of the total vorticity and a weak solution of equation 
3.47, which is, therefore, used exclusively for the present computation. 
The effects of viscous diffusion can be considered by the use of an integral rep-
resentation for the Laplacian opertator V 2w. A detailed discussion on the method 
was given in [120} and essentially, the viscous diffusion is modelled by exchanging 
vorticity between vortex particles, which gives 
2 Nv 
V 2w ~ ~ 2:)volpaq(t) - volqap(t))'r/(T(xp(t) - Xq(t)) 
(J" 
(3.50) 
q=l 
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where 'TJo·(x) = 7](lxl 1(J)/(J3 and 7](p) = -~ ~((p). 
By using the high order algebraic smoothing function ( equation 3.44) and includ-
ing the viscous diffusion term, the final expressions for the evolution of a set of 
vortex particles p = 1, 2, .. . Nv are 
d 
dt ap 
~Xp = _~ ~ (Ixp - Xql2 + 2.5(J2) 
dt 47f 6 (Ix _ x 12 + '1\1,/'1 (xp - Xq) x aq q=l p q (J 
~ t[(lxp - Xql2 + 2.5(J2) 
47f q=l (Ixp _ Xql2 + (J2)5/2 ap x aq 
+ 3 (Ixp - Xql2 + 3.5(J2) 
(Ixp _ Xql2 + (J2)7/2 (ap . ((xp - Xq) x ap))(xp - Xq) 
4 
+ 1051/ (J (Ixp - Xql2 + (J2)9/2 (volpaq - volqap)J 
(3.51) 
From the viewpoint of physics, viscous diffusion in a fluid results from the random 
interaction of molecules and the non-uniformity of the fluid motion. The molecular 
interactions extend a small distance depending on the Reynolds number of the flow, 
so the amount of viscous diffusion at a point is determined only by the fluid in the 
neighbourhood of that point. In the present vortex particle method, it can be shown 
from equation 3.52 that for any point xP, only the nearby particles make significant 
contributions to its viscous term because the function (J4 I (Ixp - Xq 12 + (J2) 9/2 decays 
very fast(by the order of II Ix19) as the distance Ixp - Xql increases. So when the 
viscous term at a point xP is calculated the summation is only applied to those 
particles q which satify Ixp - Xql :::; 5(J. Thus, some reductions in the computaional 
cost can be achieved. 
As in the 2-D case, the equations 3.51 and 3.52 for moving the vortex particles 
and updating the vorticity field respectively, can be advanced in time by the first 
order Euler or the second order Adams-Bashforth scheme. 
In figure 3.7, an example is given in using the vortex particle method to calculate 
the interaction and fusion of two vortex rings. Each vortex ring of Gaussian cross 
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Figure 3.7: Results for the interaction and fusion of two vortex rings using the 3-D 
vortex particle method 
52 
I-:!j 
,...-
~ 
(1) 
w 
en ~ 
w 0 
0 
~ 
c-t-
,...-g 
(1) 
0.. 


':rj 
...... 
ao. 
>= t-; 
(tl 
CN 
Ql ~ 
CJ:> Q 
0 
t=t-
~. 
(tl 
0... 
section is represented by a number of vortex particles. To discretise the core of 
the vortex ring, a mesh system is constructed using N¢ cross sections of a torus 
separated by an angle tl¢ = 21f / N¢ and Ns cells within each cross section, see figure 
3.2. The elements within each cross section of the ring are arranged on nc radial 
locations and each cell has an equal area 1fT? The center of each vortex element is 
located at its centroid Xi and the initial strength vector of the vortex element is set 
equal to W(Xi, D)dvi, where dVi is the volume of each vortex element. Nine snapshots 
have been given which show that at first the two vortex rings approach each other 
and then fuse into another bigger ring with an irregular shape. 
3.2.2 Discretization of 3-D body surface - source panel method 
The source panel method has been used to represent the body(wing) surface and to 
implement relevant boundary conditions. The entire surface of the body is divided 
into a number of quadrilateral panels as shown in figure 3.8. For the sake of simpli-
city, planar panels were used in most applications. In this case, the features of each 
panel, such as the normal unit vector, geometrical centre and the area etc. can be 
determined by the coordinates of its four node points XI,X2,X3,X4' For example, the 
unit normal vector n of the panel is 
(X4 - X2) X (X3 - Xl) 
n = -;-;-----;----:------;--;-
I(X4 - X2) X (X3 - xdl 
and the geometrical center Xc of the panel is 
Xl + X2 + X3 + X4 
Xc = 4 
(3.52) 
(3.53) 
The velocity at point p induced by a point source of strength (J located at point 
q IS 
X - Xq (J P 3 
lls(Xp) = 41f Ixp - xql (3.54) 
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Figure 3.8: Illustration of a planar surface panel for 3-D calculation 
For cases in which the source is distributed on a given surface Sf such as a surface 
panel, the induced velocity can be integrated as 
1 1 O-(Xq)(Xp - Xq) ds 
Us(Xp) = 47f XqES' Ixp _ Xql3 (3.55) 
provided that xp is not on the surface Sf. When point xp is located on the surface 
Sf, the above integral is not defined. Fortunately, this problem can be solved by 
evaluating a singular Fredholm equation of the second kind, which gives[42]: 
Us xp = n(xp)-- - + lim _ 0- Xq xp - Xq) d ( ) 0- ( xp ) 1 j' ( ) ( 2 €--+o 47f lOS 
xqES',Xq3Be xp - xql 
(3.56) 
where B€ is a small area surrounding the point p with radius E and n(xp) is the 
outward normal vector of the surface at xp-
For panel methods, by using equations 3.55 and 3.56, the induced velocity by all 
the panels can be calculated as 
1 Np 
us(xp) = _ '" r o-(xq)(xp - Xq) 
47f L....J Is I 3 ds i=l Si Xp - Xql (3.57) 
for point xp which is not on the surface of the panels, and 
1 1 Np 
us(xp) = 2o-(xp)nj + 47f . L 1 O-(Xq)(Xp - :q) ds ~=l,i:f-j Si Ixp - Xq I (3.58) 
for point xp which is on the surface of the jth panel, where nj denotes the outward 
normal vector on the .7th panel and Np is the total number of panels. If we assume 
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that the strength of the source distribution within each panel is constant, then 
the integral in equations 3.57 and 3.58 can be evaluated analytically for a planar 
panel. However, in the present study, to better represent the surface of a finite body, 
particularly in the region with rapid change of configuration such as the leading edge 
area of a finite wing, each panel is further divided into multiple subpanels with local 
curvatures instead of the planar panels. The contribution of the source distribution 
within a panel is then obtained from its subpanels which are considered point sources. 
Furthermore, a panel is also considered a point source when calculating the velocity 
at a point which is far from the center of the panel. 
When a non-zero vorticity region exists in the flow field, which is the case for 
the present study, the contribution of the surface source distribution to the vorticity 
stretching term is 
1 Np (w(Xp) . Vp)us(xp) = _ L r [ w(xp) _ 3(xp - Xq)[(xp - Xq) . w(xp))) ( ) d 
47f. } S. Ix _ X 13 I 15 (J Xq S 
t=l ' p q Xp - Xq 
(3.59) 
For unsteady flows, at each time-step, the source strength of each panel can be 
calculated by ensuring the normal velocity at a control point of the panel to be zero, 
which results in linear algebraic equations with (Ji as unknowns: 
Np Nv L Aki(Ji + U . Uk + [L Bkj . (};j 1 . Uk = 0 (3.60) 
i=l j=l 
where k = 1 -+ Np and the coefficients Aki represent the contribution of the ith 
panel to the normal velocity at the control point of the kth panel and the second 
and third terms on the left-hand side are the contributions from the free-stream and 
the vorticity field outside the body surface respectively. 
The matrix of the influence coefficients reflects the interaction between panels, 
therefore it is not time-dependent for solid bodies as long as there are no relative 
motions among them. So the matrix only needs to be inverted once during the 
calculation. The Gauss elimination method is used for this purpose, which is efficient 
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and accurate for a number of unknowns less than 2000. The time dependent part of 
the problem, namely the evolution of the vorticity field, should be modified at each 
time-step. 
Due to the difficulties in the 3-D vortex particle method in terms of modelling 
the vorticity shedding from the body surface, in the present study, no vortices are 
allowed to shed from the surface. Futhermore, because of the configuration of both 
vortex ring and body, the flow is symmetric about the central plane of the body, 
so no vorticity will shed from the trailing edge either. Otherwise a proper form of 
Kutta condition should be applied to determine the shedding rate of vorticity at the 
trailing edge. 
3.2.3 Calculation of aerodynamic forces 
As to the calculation of the unsteady forces exerted on a body, generally, two meth-
ods can be used. In the first method, the forces are integrated from the calculated 
surface pressure distribution as discussed for the 2-D vortex method. A 3-D version 
of this method was given in reference[72], which is rather complicated due to the fact 
that if the flow is no longer irrotational, then the unsteady Bernoulli equation will 
not be a viable choice. The second method, referred to here as the global method, is 
based on Newton's second law and the vorticity distribution in the wake. Consider a 
body moving with speed Ub (t) in an otherwise stationary fluid, the net force exerted 
on the body from surrounding fluid(of unit density) may be expressed as 
F b = - - u dx = - - I di  
dt fluid dt 
(3.61) 
where the integral I is the total momentum of the fluid, which can be calculated 
from the vorticity distribution in the flow[121J. For two-dimensional problems, 
1= r x x wds = a 
ifluid 
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(3.62) 
and for three-dimensional problem, 
1=- x x wds =-1/ a 
2 fluid 2 
where a is defined as the linear moment of vorticity. So, we have 
for two dimensional flows and 
for three dimensional flows. 
da 
Fb = - dt 
1 
Fb = --da/dt 
2 
(3.63) 
(3.64) 
(3.65) 
In the context of the discrete vortex particle method, it is convenient to evaluate 
a at each time step by the following equation, which approximates the integral in 
equation 3.63, using quadrature methods: 
N" 
a=LxiXai 
i=l 
(3.66) 
where Xi and ai are the location and the strength of vortex particle i respectively 
and Nv is the total number of the vortex particles in the flow field. 
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Chapter 4 
Results and Discussion for 
Vortex-Body Interaction 
4.1 Parallel Blade-Vortex Interaction: Single Vor-
tex 
To show the feasibility and accuracy of the method, a number of BVI test cases have 
been calculated and the results are compared with other numerical and experimental 
results. The dominant mechanisms during a BVI event are also analysed using 
the illustration of the unsteady surface pressure distribution and the trajectory of 
the interaction vortex. For all the cases discussed herein, the interaction vortex is 
introduced five chord lengths upstream of the leading edge and 160 surface panels 
are used to represent the contour of the aerofoil. 
4.1.1 Rankine vortex model: comparison with the panel 
method 
Three typical cases are calculated for the interaction between a NACA 0012 aerofoil 
and a vortex modelled by the Rankine core in which the constant distribution of 
vorticity is assumed. The strength r v and the core radius Rv of the clockwise 
vortex are 0.2 and 0.1 respectively. The only difference among these cases is the 
initial vertical position Yv of the vortex: for the first two cases, the interaction 
vortex is positioned either slightly below the aerofoil(Yv/c = -0.26) or above the 
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aerofoi1(Yv/c = 0.26), while for the third test case, the vortex approaches the aerofoil 
along the chordline(Yv/c = 0 or head-on case). In the calculation, the vortex is 
represented by 961 vortex particles with (lv = 0.0032. 
Figures 4.1 and 4.2 show the development of the unsteady pressure distribution 
along the lower surface and the upper surface of the aerofoil respectively for all the 
cases, which indicates two distinct effects of the interaction vortex on the surface 
pressure distribution. Firstly, as the vortex approaches the leading edge of the 
aerofoil, its clockwise circulation induces a downwash on the flow around the aerofoil, 
particularly near the leading edge, which decreases the incidence of the local flow. 
As a result, a leading edge suction peak develops on the lower surface, reaching 
a maximum just before the vortex passes the leading edge. Then, the effective 
incidence begins to reduce in magnitude and subsequently change sign, resulting in 
a rapid collapse and reversal of the peak leading edge surface pressure. On the upper 
surface of the aerofoil, however, an opposite trend is exhibited in the leading edge 
surface pressure development. Meanwhile, the magnitude of the suction peak and its 
location are also affected by vortex induced changes in the local speed of the leading 
edge flow as sketched in figure 4.3 Secondly, as the vortex convects downstream 
along the surface of the aerofoil, it either accelerates or decelerates the flow close to 
the surface. As a result, on the lower surface of the aerofoil, a low pressure ridge is 
clearly visible for cases of Yv/c = -0.26 and Yv/c = 0; on the upper surface, a high 
pressure ridge can be identified for the cases of Yv/ c = -0.26 and Yv/ c = O. 
All the surface pressure distributions shown above are integrated from the pres-
sure coefficient at a reference point calculated by the method developed in the 
present study. If the pressure coefficient at the stagnation point is still assumed 
to be 1.0 as the vortex approaches the leading edge, then another pressure ridge will 
appear as shown in figure 4.4 for the head-on case. 
Figure 4.5 illustrates the integrated forces and quarter chord moment on the 
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0012 aerofoil for three initial vertical positions of the interaction vortex 
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Figure 4.5: Evolution of the aerodynamic coefficients during BVI for three initial 
vertical positions of the interaction vortex and comparison with the panel method[63) 
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aerofoil during the interaction. The development and collapse of the Cn and Ct as 
well as the first peak in Cml can be explained by the effective incidence induced 
4 
by the vortex, while the second and opposite peak in Cml is due to the extended 
4 
moment arm as the low pressure wave travels along the aerofoil surface. The results 
also demonstrate the effect of the vortex height Yv / c on the strength of the interac-
tion: the closer the vortex is to the aerofoil, the stronger are its effects on the aerofoil 
forces and moment. In figure 4.5, normal force coefficients from the unsteady panel 
method[63J for the two cases are also given, indicating good agreement between the 
two methods. 
Figure 4.6 and 4.7 give five snapshots of the trajectory of the vortex during the 
interaction for the first two cases. By comparing these pictures, it can be seen that 
for the case of Yv = 0.26 the vortex travels above the aerofoil at a speed slightly 
lower than that for the case of Yv = -0.26. This can be explained by the mutual 
interaction between the passing vortex and the induced surface vorticity. A simple 
model problem for a two-dimensional vortex with clockwise rotation convected in a 
uniform flow above a wall is sketched in figure 4.8. To satisfy the no-penetration 
condition at the wall, a mirror vortex is placed beneath the wall with the opposite 
rotation, thus qualitatively, the vortex will convect at a reduced speed. If the rota-
tion of the original vortex is anticlockwise, then it will travel above the wall with 
an increased velocity. This fact is also attributed to the lag in the second peak of 
the Cml for Yv = 0.26 case. Another phenomenon associated with the close inter-
4 
action, particularly for the head-on case, is the vortex striking the leading edge of 
the aerofoil and subsequently deforming and splitting into two fragments, see figure 
4.9. Again, the two separate parts of the vortex convect along the upper and lower 
surfaces with different velocities due to the reason discussed above[31 J. Moreover, 
due to the strong interaction between the oncoming vortex and the surface vorti-
city, a small local separation is predicted on the aft part of both surfaces where the 
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adverse pressure gradient dominates. This phenomenon could not be predicted in 
the panel method, in which the vorticity is shed from the trailing edge only, and is 
probably responsible for the small discrepancy in en between the two methods as 
the vortex travels off the aerofoil. 
4.1.2 Scully vortex model: Comparison with experimental 
data 
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Figure 4.10: The set-up of BYl wind tunnel test at Glasgow University 
The set up of the Glasgow BYl experiment [43][44][74] is sketched in figure 4.10. 
The interaction vortex is generated by two adjoining wings of NACA 0015 aerofoil 
section set at equal but opposite incidence, with the magnitude of the incidence con-
trolling the vortex strength. The circumferential velocity distribution in the isolated 
interaction vortex is measured using both hot wire and PlY techniques, which gives 
an average value of the vortex strength r v = 5.8m2/s and core radius Rv = 25mm. 
These data are then used as the input parameters for the present simulation by 
employing the Scully vortex model. Although the flow around the rotating rotor is 
generally three-dimensional, it could be considered approximately two-dimensional 
as the rotor blade at zero angle of attack approaches and passes through the inter-
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action region near the center line of the wind tunnel. In the following discussion, 
the data collected from the blade at r I R = 0.785 are used for the comparison. The 
pressure and the integrated aerodynamic forces and moment are non dimensional-
ised using the tip velocity of the rotor which gives a nominal Reynolds number of 
600,000. In these calculations, the entire interaction vortex is discretized into 7569 
vortex particles with a core radius O"v = 0.0060. 
Figure 4.11 illustrates the results for three typical BVI cases with different in-
teraction heights, from which it can be seen that Cn and Ct agree well with the 
experiments, whereas there are some discrepancies in the Cml data for all cases 
4 
as the vortex passes the aft part of the aerofoil surface. Due to the fact that the 
present prediction gives results consistent with the mechanisms discussed in the 
previous section, the difference in Cml may be due to the relatively small number 
4 
of pressure transducers (only twenty-six for this case) used for measuring the pres-
sure distribution around the aerofoil, while the Cml value itself is very small and 
4 
is therefore sensitive to the resolution of the pressure measuring points. Another 
possibility is the physical restrictions in placing the transducers at the trailing edge 
of the blade [74}. Nevertheless, further study is needed to clarify this aspect. 
In figure 4.12, two snapshots of the vortex passage for the head-on case are 
given, which also show that the interaction vortex is deformed and split into two 
parts which convect along the upper and lower surface at different speeds. On the 
aft part of the aerofoil surface, the vortex induced local flow separation is clearly 
visible, which is consistent with the PIV results[44} for the same case. 
Figure 4.13 gives the upper surface pressure distribution for the Yule = 0.1 case, 
which compares well with the experimental result given in [74]. The leading edge 
pressure suction peak and low pressure convection ridge are also well predicted. 
To examine the effect of initial vertical position of the vortex on the strength 
of interaction, a number of calculations have been carried out for different values 
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for Yu/c = 0.0 
of Yvlc. The strength of interaction is measured by ~Cn which is the absolute 
difference between the maximum and minimun Cn values. The results are illustrated 
in figure 4.14, from which it is shown that for the flow with zero angle of incidence, 
the strongest interaction happens in the head-on BVI case. As the absolute value of 
Yule increases, the value of ~Cn at first decreases quickly, then at a reduced rate. It 
is also found that the ~Cn curve is not symmetric about the origin point Yvle = 0, 
particularly when the value of IYuI el is greater than 0.2, which may be explained 
by the vortex induced asymmetric effect on the flow velocity near the leading edge 
as shown in figure 4.3. The results from the BVI test have also been plotted in 
figure 4.14, in which the maximum ~Cn, which is slightly bigger than the present 
prediction, occurs at the Yule = 0.1 test setting. This difference is mainly due to 
the fact that in the results of the BVI tests, a further dip in Cn occurs as the vortex 
travels off the trailing edge of the aerofoil, see figure 4.11, which is not predicted in 
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Figure 4.13: Upper surface pressure distribution during BVI for Yvle = 0.1 
the numerical results. 
In figure 4.14, the f:j,Cn vs Yule for cases with non-zero incidence are also illus-
trated. While a small successive increase in the maximum f:j,Cn can be found for 
a = 6° and 12° cases, a noticeable shift in its location is predicted, which conflicts 
with the experimental results shown in the same figure. One problem associated 
with the BVI wind tunnel test is that, due to vortex meander during the test, it 
is difficult to determine the exact value of Yvl e and hence the location of the max-
imum f:j,Cn- This is particularly the case for a close interaction[74]' which could be 
responsible for the difference between the numerical results and the experiments. 
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4.2 Parallel Blade-Vortex Interaction: Twin Vor-
tices 
In this section, some results for a twin vortex system interacting with a NACA 0015 
aerofoil set at zero angle of incidence are presented. 
Two vortices with finite core radii and same direction of rotation are shown to 
interact with each other in a complicated way. Depending on the initial separation 
distance and the strength and core radius of the vortex, they may rotate around 
each other as do two point vortices, or merge into a single vortex[23}. Between these 
two situations, a critical distance exists, at which the vortices alternately approach 
each other and draw apart; in this process, they exchange vorticity. For the cases in 
which two vortices are close enough to each other, a substantial deformation of the 
vorticity field will normally occur during the evolution of the twin vortex system. 
Therefore, unlike a single vortex BVI event, a twin vortex system interacting with an 
76 
aerofoil will very much depend on the initial location of the vortices. In the present 
study, this can be described by the position of the center of the twin vortex system 
(xc, Yc), the separation distance between vortices Sz and the angle e between the line 
through the centres of the two vortices and the horizontal, as shown in figure 4.15. 
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Figure 4.15: Definition sketch of initial position of the twin vortex system 
To resemble the twin BVI tests carried out at Glasgow University, the unsteady 
development of a twin vortex system with anticlockwise rotation of vorticity and 
separation distance of a chord length are studied. The strength r of each vortex 
is 2.9m2 / s, half that of the single vortex used in the previous section and the core 
radius Rv is 20mm , which is smaller than the single vortex. Like the single vortex, 
the twin vortices are also modelled by the Scully vortex model and each vortex is 
represented by 5041 vortex particles. Figure 4.16 gives 6 snapshots of the trajectory 
of the vortex particles, which shows that under the given conditions, the two vortices 
rotate about the center of the system at a very low frequency: the half period is 
about 24-25 in nondimensional time. The center of the system is initially placed at 
the point (-4.5,0), thus as the first vortex reachs the leading edge of the aerofoil, 
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the system will have rotated anticlockwise about 30°. 
To examine the effect of the initial position of the twin vortices, namely the 
value of e, on the strength and characteristics of the interaction, six cases with e = 
0°, 30°, 60°, 90°, 120°, 150°, have been calculated. Figure 4.17 gives the aerodynamic 
forces during the interaction for all the cases, from which two extreme cases can 
be identified. In the first case, which is represented by e = 30°, two peaks in Cn 
and Ct are predicted, which correspond to the arrival of the tandem vortices at the 
leading edge of the aerofoil at a time interval of nearly 1.0. Figure 4.19 gives several 
snapshots of the vortex trajectory for this particular case, which clearly shows that 
the two vortices reach the leading edge nearly along the chord line and then each 
splits into two segments. The absolute value of the first peak in the aerodynamic 
force is far greater than the second one due to the combined contribution from both 
vortices as the first vortex reaches the leading edge area while, as the second vortex 
reaches the leading edge of the aerofoil, it is already under the negative influence 
of the first vortex. Consistent with the head-on single vortex BVI, this case, in 
terms of ~Cn' also corresponds to the strongest interaction. In the second typical 
twin vortex BVI case, illustrated here by e = 90°, 120°,150° cases, only one peak 
in Cn and Ct history is present, a situation quite similar to the single vortex BVI. 
By examining the trajectory of the vortices for e = 120° case, see figure 4.20, it is 
revealed that two vortices arrive at the leading edge of the aero foil nearly at the 
same time: one is above the aerofoil, the other is below the aerofoil. So there is no 
time lag effect of the vortices as presented in the first case. The effects of the initial 
position of the vortices are also reflected in the quarter chord moments Cml, which 
4 
are presented in figure 4.18 . 
Figure 4.21 illustrates the upper and lower surface pressure data for the e = 30° 
case. The passage of the two vortices is clearly visible from the twin suction peaks 
and subsequent vortex convection ridges. The relative magnitudes of the convection 
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ridge implies that the first vortex passes closer to the upper surface of the aerofoil, 
which is evidenced in figure 4.19. For the purpose of comparison, a similar Cp result 
from the BVI test is shown in figure 4.22. A good agreement has been achieved, 
in terms of the values of the suction peaks and the convection ridges, between 
the numerical result and the test. While in the numerical simulation, the vortex 
separation remains approximately constant during the interaction, the BVI test 
gives a slightly increased distance between the vortices which was thought to be due 
to the influence of the rotor on the twin vortex system[28J. 
In figure 4.23, the surface Cp distribution for the () = 1200 case is shown. The 
passage of both vortices is also visible from the upper surface low pressure ridge 
and low surface high pressure valley. Because the vortices travel above the upper 
surface and below the lower surface simultaneously, only one pressure suction peak 
is present in this case. 
In figure 4.17, the Cn data corresponding to the pressure distribution in figure 
4.22 from the BVI test are also plotted, which compares well in trend with the 
() = 300 case. Because of the unsteady development of the twin vortex system and 
the strong interference of the rotor blade on the surrounding flow field, in the twin 
BVI wind tunnel tests it is extremely difficult to determine the twin vortex locations 
during the interaction and remove the 3-D effect of the rotor blade. Therefore some 
differences in Cn, in both magnitude and the location of peak values, between the 
simulation and the BVI tests are not unexpected. Indeed, each run of the twin 
BVI test gives a different Cn result [74J and the differences caused by the effects 
mentioned above are further evidenced by comparing the twin BVI test with the 
results for single BVI: the maximum value of Cn obtained in twin BVI test is nearly 
the same as the single vortex BVI. However, in the present numerical simulation, 
substantial reductions in both the maximum Cn value and flCn value are predicted 
for most twin BVI cases compared with the corresponding single BVI cases. 
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4.3 Normal vortex-ring body interaction 
4.3.1 Validation of the numerical method 
To validate the 3-D vortex particle method discussed in the previous chapter, several 
test calculations have been carried out. 
In the first test, the self-induced velocity or the propagation velocity of a series of 
thin vortex rings is calculated to examine the accuracy of the velocity computation 
from a given vorticity field. The strength or the circulation r of the ring is set equal 
to unity and the ratio RI(J varies from 2 to 10. The vortex ring is discretised into 
N elements along its axis and the number of elements is chosen to yield a given 
value of overlap ratio. Under the assumption that both (J and (J I R are small, the 
propagation velocity for vortex rings with a Gaussian cross-section can be calculated 
by the following analytical formula(Saffman, 1970[94]): 
(JU = ~[ln(8R) _ 0.558] 
r 47r (J (4.1) 
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Figure 4.23: Surface pressure distribution during a twin BVI event: () = 1200 
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which will be used for comparison with the numerical result. The results from both 
vortex method and the analytical solution are plotted in figure 4.24 for an overlap 
of 3, which shows good agreement. The effect of the overlap ratio of vortex particles 
on the velocity calculation is given in figure 4.25 for a vortex ring with R/ (J = 5, 
which demonstrates that a certain degree of overlapping is essential for an accurate 
calculation. 
The velocity at the center of the vortex ring is also calculated for f = 1 and 
R = 1, which gives a value of 0.497, very close to the analytical result of 0.5. 
In the second test case, the problem of induced force on a sphere due to a vortex 
ring was studied, as shown in figure 4.26. The radius of the sphere and the vortex 
ring are 0.5 and 1.0 respectively. The ring vortex is represented by 100 vortex 
particles with a core radius (J = 0.1 and the sphere surface is simulated using 1200 
source panels. In this calculation, the flow is assumed invisid and the pressure at the 
surface is calculated by using the Bernoulli equation under the assumption that the 
sphere is stationary. This problem can also be solved analytically using Helmholtz's 
solution for flow induced by a vortex ring together with Butler's sphere theorem[ll]. 
In figure 4.27, both the numerical and analytical solutions are given for the drag 
coefficient CD = drag /2f27fa2, which shows that both the velocity calculation and 
the body surface discretization algorithms used in the present study are reliable. 
4.3.2 Inviscid normal vortex-body interactions 
In this section, some preliminary results are presented for normal vortex ring-body 
interaction problems. In the first case, a circular vortex ring interacting with a blade 
of NACA 0016 cross-section is studied. As shown in figure 4.29, the vortex ring of 
ring radius R = 0.5 is represented by 6272 vortex particles, which are distributed 
within the ring in a torus formed of 49 circular curves with 128 vortex particles along 
each curve. A constant vorticity distribution is assumed within the cross-section of 
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Figure 4.27: Comparison of vortex induced force on body for the vortex ring-sphere 
interaction problem between present study and Butler's sphere theorem[lO] 
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for the normal vortex ring-blade vortex interaction problem 
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the ring vortex and the raduis ofthe cross section is 0.1. Throughout the calculation, 
the core radius of vortex particles is 0.035. The surface of the blade is discretised into 
1250 panels and each panel is further divided into 6 x 6 subpanels. The center of the 
vortex ring is initially located at a distance of Xv = -0.75 upstream of the blade 
leading edge. Since the ring also moves in the y-direction due to its self-induced 
velocity, an initial spanwise offset of the ring is introduced such that the vortex will 
collide with the blade close to the blade center(y = 0). The time step employed for 
advancing the solution is 0.005. Four cases have been calculated for values of the 
vortex circulation r of 0.2, 0.5, 0.75, 1.0. In figure 4.30, six snapshots of sideview 
of the vortex passage during the interaction are shown for the case of r = 1.0. As 
the vortex approaches the leading edge of the blade, because of the interference of 
the blade, part of the vortex ring which is close to the blade begins to deform and 
compress. Then, as the leading edge of the blade penetrates into the vortex core, the 
vortex ring splits into two parts and a substantial compression of the nearby vorticity 
field is clearly visible from the density of the vortex particles. After this stage, 
however, the solution begins to diverge and the calculation is terminated. There are 
several reasons which may be attributed to this situation. Firstly, the penetration 
of the blade into the vortex core and the subsequent splitting of the vortex ring are 
viscous processes, in which vorticity interchange between the boundary layer and the 
vortex ring occurs. In fact, according to the invisid theory, a vortex line will only be 
stretched under the influence of a body and will never be cut by a blade. However, in 
the present study, neither the viscous effect nor the boundary layer around the wing 
surface is properly modelled due to the difficulties in existing standard 3-D vortex 
particle methods. Secondly, the overlapping condition of vortex particles is hard to 
maintain in the calculation due to the deformation and the splitting of the vortex 
ring during a close interaction, which manifests a need to add new particles during 
the calculation once the distances between neighbouring vortex particles become 
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large enough. Figure 4.28 gives the predicted suction forces on the blade due to 
the approaching vortex ring for all the cases, which compares well with the results 
from the rapid deformation theory and the vorticity collocation method(72]. The 
coefficients of the suction force shown in this picture are nondimensionalized by the 
square of the strength of the vortex ring, so it can be concluded that before the 
vortex ring touches the leading edge of the blade, the suction force is proportional 
to square of the strength of the vortex ring and is also in compliance with the RDT 
theory. 
In the second case, the problem of vortex ring-sphere interaction is simulated. 
In this calculation, both the radii of the vortex ring and the sphere are 1.0 and 
the Gaussian distribution of the vorticity is assumed within the cross-section of the 
vortex ring with a radius of 0.1. The vortex ring is modelled by 3272 vortex particles 
of core radius of 0.064 and the sphere is represented by 861 surface panels. The 
nondimensional time step used for calculation is 0.01. Figure 4.33 illustrates several 
snapshots of the filament representation of the vortex ring during the interaction. 
The difference between the vortex ring-sphere interaction and the previous case 
is that in the present case, the vortex ring is never cut by the sphere, instead the 
vortex ring is firstly flattened as it approaches the leading edge of the sphere, then it 
wraps around the forward part of the sphere. This result is consistent with previous 
theoretical and experimental results conducted by Marshall et al[71}, in which it was 
found that as the vortex interacts with a thick body, the vortex filaments will not be 
cut through by the body. Shown in figure 4.31 and 4.32 are integrated suction force 
and side force exerted on the sphere during the normal vortex-body interaction. 
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Chapter 5 
Fast summation algorithm 
5.1 Basic idea 
The basic idea behind fast algorithms based on the N-body tree codes is as follows. 
Suppose that we need to compute the sums 
n 
S(Xi) = L Wjf(Xi, Xj), i = 1, ... , n, 
j=l,#i 
(5.1) 
where Xi are n given points in a domain lR C Rd, d = 1,2,3, f : Rd X Rd -t R is a 
given function, and Wj E R are some coefficients. Usually f(x, y) is either singular 
or very large at x = Y and decaying fast from this point. The computational domain 
lR is covered by a hierarchy of meshes of height H. On each mesh cell 7 such that 
x :3 7, f(x, y) is approximated by a weighted sum of functions ¢k,r(Y), achieving a 
"separation" of variables: 
-\(x,r) 
f(x, y) c:::: L Fk,r(X)¢k,r(Y) , Y E 7. (5.2) 
k=O 
Several choices are available for this purpose, for example, in the multipole ex-
pansion method, Legendre polynomials are used for a singular kernel in the form of 
f (x, y) = Ix~YI' This method has been very successful in two dimensional problems 
including the discrete vortex method and has been thoroughly tested and paral-
lelized. One restriction of the approach, however, is that it can only be used for 
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the singular kernel and in 3-D, it is complicated in terms of mathematical formula-
tion. Another more general choice to separate the variables is employing a Taylor 
expansion around the centre y of T as used in [33]: 
>'(X,T) 
f(x, y) ~ 2: Fk,T(X)(Y - YT)k, yET. (5.3) 
k=O 
One of the advantages of using Taylor expansion is that it can be used not only 
for singular kernels but also for a general kernel such as the smoothed kernel for 
calculating both potential and velocity in the context of vortex particle methods. 
The accuracy of this approximation can be estimated based on convergence of the 
series and the terms used in the expansion. 
The above separation of variables is used as follows: for each Xi partition ?R into a 
collection <S(Xi) of mesh cells(at different levels in the hierarchy) and write equation 
5.1 as 
S(Xi) = 2: 2: Wjf(Xi, Xj) 
TE>S(Xi) XjET 
The second sum is approximated by 
>'(X,T) 
L Wjf(Xi, Xj) ~ L Wj L Fk,T(Xi)cPk,T(Xj) 
XjET XjET k=O 
>'(X,T) 
L Fk,T(Xi) L WjC/)k,T(Xj) 
k=O XjET 
>'(X,T) 
L Fk,T(Xi)Ck,T 
k=O 
(5.4) 
for some functions Fk,T and coefficients Ck,T which do not depend on Xi. The re-
duction in the complexity for the evaluation of sums (equation 5.1) for i = 1, .,. n is 
achieved by precomputing Ck,T for all k and all possible cells T and thus the point-
point(pairwise) interaction problem has been transformed into point-group of points 
interaction problem. Detailed discussions on the complexity of fast algorithms based 
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on the complete treecode were provided in [38][32][33J and generally, these kind of 
algorithms have a computational cost proportional to O(NlogN) or O(N) rather 
than O(N2 ). 
A 2-D example of the fast algorithm based on Taylor expansion was given in 
[33}. This chapter is mainly concerned with 3-D cases, in which the method has 
been extended to approximate the velocity calculation in the 3-D vortex particle 
method. 
As shown before, the smooth kernel for evaluating velocity field U(T(x, t) by using 
the high order smoothing function ( equation 3.44) has the form 
K(T(x, y) = Ix - Yl2 + 2.50"2 
11 __ __ I<J, _<J\r;/<J(x-y) (5.5) 
The purpose ofintroducing the core size 0" is to avoid the infinite self-induced velocity 
in the singular kernel. As the value of Klx - yl becomes large, the smooth kernel 
will be equivalent to the singular kernel 
x-y 
(x,y) = IX _ y'- (5.6) 
Furthermore, as will be shown later, only the effect of vortices separated relatively 
large distances will be approximated by the fast (indirect) method, where the singular 
kernel is eligible, whereas the effect of the vortex points in the neighbourhood of a 
point is summarised using the direct method(smooth kernel). Therefore, to avoid 
the unnecessary complexity of mathematical formulation without losing generality 
of the method, only the singular kernel is considered in the following fast summation 
algorithm. 
5.2 Taylor expansion 
Fix point x and T E 8'(x), the kernel(equation 34), yET will be approximated by 
its Taylor polynomial of degree A - 1. The 3-D Taylor expansion of degree A - 1 of 
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f(x, y) = 1:-=-~3 with respect to y about YT is 
where 
f(x,y) = PA-1(X'Y,YT) + RA-1(X'Y,YT) 
PA-1(X'Y,YT) = L ~!D~f(x'Y)Y==YT(Y-YT)k 
Ik19-1 
L ak(x, YT )(y - YT)k 
Ik19-1 
(5.7) 
(5.8) 
(5.9) 
and k = (kl' k2, k3), Ikl kl + k2 + k3,k! kl!k2!k3!, D; 81kl I 8y~18y~2 8y~3, 
yk = y~ly~2y~3. 
The coefficients ak(x,YT) = trD~f(x'Y)Y==YTcan be calculated using the recur-
rence given in Appendix A, which is crucial for an efficient implementation of 
the algorithm. From the recurrence, it can be shown that the remainder IR.>.-ll 
has the order O( 1~-=-~~r3) and the relative error IRA-1II f(x - YT) has the order 
O(I~=~=I~), or O((1DA), where the p is the radius of box r with the definition 
p( r) = sup{ Iy - Y T I : Y E r} and d the distance from point x to the centre Y T 
of the box. Thus, if d ~ M p, (~DA -t 0 as ). -t 00, where M is a given constant 
larger than one. So for a given small number E, we can choose). to be the smallest 
positive integer such that the relative error IRA-1II f(x - YT) tv E. 
Let kA,T(X,y) = PA-1(X'Y,YT), then the calculation of the velocity ua(x,t) at 
point x(time t will be fixed and omitted) can be divided into the following two parts: 
ii(x) = L iiT(x) + ii'(x) (5.10) 
TE'S(x) 
where 8'(x) is a set consisting of hierarchical boxes which are eligible for the indirect 
summation(far field) and will be defined later and the second term represents the 
effects from those boxes which are either too close to the point x(near field) or 
contain too few particles. 
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The expression for i/7(X) is given by 
iF (x) - 4~ L KA,T(X, Yj)(x - Yj) x Cij 
and 
YjET 
1 
- 41f L [(X2 - Yj2)Uj3 - (X3 - Yj3)Uj2, 
YjET 
(X3 - Yj3)Ujl - (Xl - Yjl)Uj3, 
(Xl - Yjl)uj2 - (X2 - Yj2)Ujl] L ak(x, YT )(Yj - y~) 
Ik19-1 
- :1f L ak(X, YT)[(X2A~ - B~ - X3C: + D~), 
Ikl~A-l 
(x3E~ - F; - xlA~ + G~), (X1C~ - H~ - x2E~ + I:)). 
A~ L Uj3(Yj - YT)k,B~ = LYj2Uj3(Yj - YT)k, 
YjET YjET 
C: L Uj2(Yj - YT)k,D~ = LYj3Uj2(Yj - YT)k, 
YjET YjET 
E~ L Ujl(Yj - YT)k,F; = LYj3Ujl(Yj - YT)k, 
YjET YjET 
G~ LYjlUj3(Yj - YT)k, H: = LYjlUj2(Yj - YT)k, 
YjET YjET 
I: LYj2Cijl(Yj - YT)k. 
YjET 
The sums in above equations are evaluated for all boxes T and indices k before 
the velocity calculation is performed and in parallel with the vortex sorting and grid 
generation process which will be described in the next section. These results are 
stored as they are needed for velocity calculation. 
In 3-D applications, because of the existence of the stretching term in the vorti-
city transport equation, the derivative of the velocity is also required. This can be 
obtained from the derivative of the right-hand term in the equation for calculating 
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ii'T(x). For example 
oiF(x) 
OXl 
_~ " {oak(x,y'T)[( Ak _ Bk _ Ck Dk) 41f L...J oX X2 'T 'T X3 'T + 'T' 
JkJ9-1 1 
(X3E: - F: - xIA~ + G~), (X1C: - H: - X2E: + I:)] 
+ ak(x'Y'T)[O,-A~,C:]} 
where the calculation of aakL,k2 ,k3 , i = 1,2,3 can be simplified by virtue of the sym-
metry of the function f(x, y) = Jx~YJ3' i.e. f(x, y) = f(y, x) and ~:! = -~, which 
yields, for example: 
oakl,k2,k3 = -(kl + 1)akl+l,k2,k3 
OXl 
5.3 Mesh structure and sorting of vortices 
(5.11) 
One of the key issues in using the fast algorithm effectively is that the vortices must 
be spatially grouped together. One way in doing this is to employ a hierarchical 
grid system based on the complete binary tree code as shown in figure 5.1 for a 2-D 
problem. For 3-D, another direction should be added in figure 5.1. The root of the 
tree is the smallest box that encloses all vortex particles in the flow field. Then 
each node of the tree is divided into two equal sub-boxes by cutting the longest side 
of the box. This process continues until the top of the tree has been reached ( the 
height of the tree is given either a priori or calculated by some other means). The 
relationship between the parent and children nodes can be easily constructed by 
using the following numbering system: 
parent(i) = integer(i/2) (5.12) 
and 
child(i) = 2i + k, k = 1,2. (5.13) 
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level 0 level 1 
level 2 level 3 
level 0 
level 1 
level 2 
level 3 
7 8 9 10 11 12 13 14 
Figure 5.1: Illustration of a complete three-level binary tree in the context of vortex 
sorting 
This tree code is very effective for uniform distribution of vortex particles, but 
it is not recommended for a highly non-uniform distribution, which is usually the 
case for most applications, where many of the boxes may be empty or only contain a 
small number of vortices. An alternative is to employ an adaptive grid system based 
on the incomplete treecode, in which a decision is made during the grid generation 
process whether a box should be further divided, based on the number of vortex 
particles it contains. The structure of this tree code is illustrated in figure 5.2: the 
boxes with no vortex or only a small number of vortices have been excluded from 
the tree. Now, the numbering system for the boxes has a more complex form, as 
shown in figure 5.2: the box numbering remains continuous and increases during 
the division process; once a box is divided into two sub-boxes, the total number of 
the boxes will be increased by two. In such a numbering system, the number of a 
box is always bigger than that of its parent box and boxes at the same level as its 
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parent box. The order of the two children boxes is determined by the coordinates 
of their centers, the larger the coordinate in the direction of the longest side of their 
parent box, the bigger the number of the box. A pointer is also needed for each box 
to record the numbers of its parent box and its children boxes respectively. The two 
children boxes of a box are distinguished by the first child box(left leaf) and the 
second child box( right leaf). 
level 0 level. 1 
-
1-
l.evel 2 level. 4 
leve:l 0 
level. 1. 
level 2 
level 3 
level. 4 
13 14 
Figure 5.2: Illustration of an incomplete four-level binary tree in the context of 
vortex sorting 
The sorting process, in which the vortices are allocated to each box is accom-
plished at the same time as the grids are generated. To reduce the memory require-
ment for sorting vortices, the vortices are reordered so as to group the vortices in 
each of the two sub-boxes together. Thus, the vortices in a box can be identified by 
the first and last vortex within the box in the entire vortex list which records the 
locations and strengths of all the vortices in the flow field. 
The logic chart based on the adaptive grid generation and vortex sorting is shown 
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in figure 5.3 . The process starts with the first box which covers the entire collection 
of vortices and continues until the last box in the tree is encounterd. 
sufficient 
Yes 
,-___ --,.(' last box ? 
l..e. I = NB Yes 
Figure 5.3: Logic flow chart for adaptive grid generation and vortex sorting 
5.4 Velocity calculations 
Once the sorting and grid generation process, which includes calculation of the sums 
for each box(preprocessing) is accomplished, the calculation of the velocity at a point 
x in the flow field can be simply achieved in a single pass over all boxes but in a 
different order in which they were generated. For a specific point, only part of the 
boxes in the entire tree will be used for its velocity calculation. The procedure is 
outlined in figure 5.4, which starts from the first box which contains all particles in 
the flow domain. Only the boxes with enough vortex particles will be considered 
for indirect summation. The minimum number of particles in a box for indirect 
summation, which is an indicator of when the indirect summation starts becoming 
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Y"s 
Box is "mpty!>~~-------------------------, 
No 
No 
No 
Left box? 
No 
>--<Mark (I) =01 
Y"s 
Figure 5.4: Logic flow chart for calculating velocity using the fast summation al-
gorithm 
faster than the direct summation due to the overheads introduced in calculating the 
coefficients of Taylor series and the preprocessing for each box, can be determined 
and optimized by numerical experiments. The other criterion to determine whether 
a box will be used for fast summation is the relative distance between the point 
and the centre of the box d/ p as required by the convergence of the Taylor series 
and accuracy of the approximation. If d/ p ~ M, then the box will be used for fast 
summation , otherwise, the first child of the box will be checked. In the following 
calculation, M = 2 is adopted, which ensures the convergence rate of the Taylor 
series is proportional to (VH1. In figure 5.4, the value of the array mark(I) is used 
to change the route for checking if a box is eligible for indirect summation, which is 
initially set to be zero for all the boxes. When the two children of box i have been 
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checked, the value of mark(I) becomes unity. The process of velocity calculation 
also starts from the first box which covers all the particles in the flow domain and 
continues until the mark(I) values for all parent boxes of a right box are units. 
5.5 Performance of the algorithm 
5.5.1 Accuracy of the algorithm 
To verify that the program is running correctly and to test the accuracy of the 
fast summation algorithm, the self-induced velocity at the centre of a vortex ring of 
Gaussian distribution of vorticity within the cross section has been calculated using 
the fast algorithm. The vortex ring is represented by vortex particles. To discretise 
the core of the vortex ring, a mesh system is constructed using N¢ cross sections 
of torus separated by an angle 6..¢ = 27f / N¢ and Ns cells within each cross section, 
see figure 3.2. The elements within each cross section of the ring are arranged on 
nc radial locations and each cell has an equal area 7fr? The center of each vortex 
element is located at its centroid Xi and the initial strength vector of the vortex 
element is set equal to W(Xi' O)dVi' where dVi is the volume of each vortex element. 
The results for a number of A values have been given in table 5.1, which shows 
that by increasing the A value, the results from the fast algorithm approach gradually 
the 'exact value' calculated from the direct summation method. 
In figure 5.5 and 5.6, the results from a long time( 400 timesteps) calculation 
of the interaction of two vortex rings are presented for direct summation and fast 
algorithm(A = 7) respectively. The nearly identical results show that for most 
applications, high accuracy can be achieved using the fast summation without em-
ploying too many terms in the Taylor series. 
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A Uc CPU (seconds) 
1 -0.4881384 0.92 
2 -0.4971417 2.68 
3 -0.4978105 5.25 
4 -0.4979530 9.05 
5 -0.4979540 15.70 I 
I 
6 -0.4979719 25.17 I I 
7 -0.4979776 38.74 
8 -0.4979798 60.15 
9 -0.4979801 83.02 
10 -0.4979804 115.48 
'exact' -0.4979874 0.54 
Table 5.1: Convergence study of the fast algorithm in terms of the order of Taylor 
expansion A 
A 1 2 3 4 5 6 7 8 9 10 
CPU (seconds) 158. 163. 171. 177. 196. 213. 241. 270. 318. 382. 
_._ .. _ .. _ .. -
Table 5.2: Effect of A value on timing of the fast algorithm 
5.5.2 Timing of the fast algorithm 
In this section, the timing of the fast algorithm is examined by calculating the inter-
action of two vortex rings as described in the previous section. In these calculations, 
the timing results for only one time step are used for comparison. Firstly, in table 
5.2, the effect of A value on the used CPU time are given, from which it can be seen 
that as the value of A increases, a substantial rise in the CPU time occurs due to 
the rapid increase in the terms used in Taylor expansion. A strategy based on this 
fact can be used during the early stage of code development and test to reduce time 
consumption: i.e. using lower order of Taylor expansion(small A). However, as a 
compromise between the accuracy and efficiency, in the following calculations, the 
value of A is set at 7. 
The criterion for box subdivision, i.e. the number of vortices in a box, which 
eventually determines the total number of boxes in the incomplete tree code, also 
has some effects on the timing result. The optimum value for the case tested is 
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Figure 5.5: Vortex particle distribution at T = 4.0 from the direct summation 
method for the two vortex ring interaction problem 
around 350-500 depending on the total number of vortices. 
In figure 5.7, the timing results vs number of particles are shown for both direct 
summation and fast algorithm, which gives a breal<:even point around 5000-6000. As 
the number of vortex particles is increased to about 62720, the speed-up ratio for 
the fast summation method is around 5. 
5.5.3 High resolution calculation of twin vortex ring inter-
action 
In this section, the interaction and fusion of two vortex rings has been studied by 
using a large number of vortex particles. This problem is of both fundamental and 
numerical interest in the field of fluid dynamics. The two vortex rings are represented 
by 13,222 vortex particles(81 x 81 x 2), and the initial conditions of the vortex rings 
are the same as those given in [120J. Figure 5.8 gives 8 snapshots of the interaction 
and fusion process of the twin vortex ring, which show that better results have been 
obtained by using higher resolution of vortex particles in terms of the reconnection 
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Figure 5.6: Vortex particle distribution at T = 4.0 from the fast summation method 
for the two vortex ring interaction problem 
of the vortex rings. 
5.6 Conclusions 
A 3-D version of the fast summation algorithm based on the general Taylor expan-
sions has been developed for the vortex particle method. High efficiency of the code 
is achieved by employing the incomplete tree-code for vortex sorting and velocity 
calculations. The adaptivity of the code reduces memory requirement, which is 
essential for the method to be applied to a large number of vortex particles. 
The performance of the fast summation is tested by calculating the interaction 
of two vortex rings. The results show hat the present method provides a simpler 
alternative to the fast multipole method and has the potential to be applied to 
practical flow problems. 
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summation method for the two vortex ring interaction problem 
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Figure 5.8: Results for the interaction and fusion of two vortex rings using the fast 
summation algorithm 
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Chapter 6 
Implementation of the New 
Hybrid Vorticity-based Method 
6.1 Basic idea of the method 
The main purpose of developing the new vorticity-based method is to overcome some 
difficulties in the discrete vortex method as outlined in Chapter 1. The basic idea of 
the method, including governing equations and solution procedure, is the same as the 
discrete vortex method except that in the new method, a grid system is reintroduced 
and the vorticity transport equation is solved by using the cell-centred finite volume 
method. In the present study, the formulation and results are presented for 2-D 
cases only. 
6.2 Solution of vorticity transport equation 
The solution of the vorticity transport equation using the cell-centred finite volume 
method is straightforward. For each control volume Dc, see figure (6.1), the vorticity 
transport equation can be written in the integral form: 
: r w dD + 1 uw . n ds = lJ 1 \7 w . n ds 
t inc s s (6.1) 
where n is the unit normal vector of the control volume surface s. 
By using the second-order Adams-Bashforth scheme, equation (6.1) can be ad-
vanced in time to obtain the new values of vorticity for cell (i,j) as shown in figure 
116 
11 -n 
s 
Figure 6.1: Definition sketch of a control volume in the hybrid vortex method 
(6.2): 
(wV)i,r = (wV)i,j + ~[3Hi,j(tn,wn, un) - Hi,j(tn_i,Wn-\ un-i)) (6.2) 
where V is the area of cell (i,j) and Hi,j = - fs(uw-v'Vw)·nds. For quadrilateral 
cell (i,j), H is a summation ofthe convective and viscous fluxes through its four sides, 
i.e. Hi,j = (Hi,j)e + (Hi,j)s + (Hi,j)w + (Hi,j)n. 
(i, j+l) 
• 
n 
w • e (i, j) 
S 
• (i,j-l) 
Figure 6.2: Illustration for a control volume and its four neighbouring cells in the 
context of calculating convective and viscous fluxes 
By assuming a linear distribution of flow variables between two neighbouring 
cells, the gradients of the flow variables across the boundary of the two cells can be 
easily calculated. For example, for the east side of cell (i,j), we have 
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(
't"7 ) _ WHl,j - Wi,j. + WHl,j - Wi,j • 
vW e - 1 j 
Xi+l,j - Xi,j YHl,j - Yi,j 
(
't"7 ) _ UHl,j - Ui,j • + UHl,j - Ui,j • 
vU e - 1 j 
Xi+l,j - Xi,j YHl,j - Yi,j 
(VV)e = Vi+l,j - Vi,j i + VHl,j - Vi,j j 
Xi+l,j - Xi,j YHl,j - Yi,j 
(6.3) 
(6.4) 
(6.5) 
The values of flow variables at the middle point of side e can then be interpolated 
from the values at the cell centre: 
U e = Ui,j + Vu . re (6.6) 
We = wi,j + Vw . re (6.7) 
where r e is the vector from the cell centre to the middle point of the side e. Thus, 
the flux across the east side of the cell can be calculated: 
(Hi,j) = [(-uw + vVw)· nJele (6.8) 
and similar results can be obtained for the remaining sides of the control volume. 
Since the vorticity transport equation, which redistributes the vorticity within 
the fluid domain, is solved in the conservative form by using the finite volume 
approach, no vorticity will be generated in this process by numerical errors and the 
only concern of vorticity conservation will lie entirely on the process of vorticity 
generation at the solid boundaries, which will be discussed later. 
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6.3 Velocity calculation 
Once the vorticity distribution in the flow is known, the velocities needed at the 
centers of the control volumes with non-zero vorticity and some neighbouring control 
volumes with zero vorticity can be calculated by using the Biot-Savart law described 
in Chapter 2. By assuming the vorticity has a uniform distribution within each 
control volume, which is consistent with the cell-centred finite volume approach, the 
velocity at a point Xj, in particular at the centre of each control volume, is given by 
1 Nv 1 ( ) ( Wi t k x X· - X' U . (X· t) = - "'" J) dn· + 
J J' 21f L..J 1.- '12 t U oo i=l f!i X J X 
(6.9) 
where Nv is the total number of the control volumes on which the integral is per-
formed. 
~ 
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Figure 6.3: Velocity contribution from each control volume using the modified Biot-
Savart law 
For each control volume ni , by virtue of the following vector identities, V x 
(fG) = IV x G + VI x G and JJV x Gdn = - JG x nds, the integral in 
equation (6.9) can be transformed into the circuit integral around the cell, see figure 
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(6.3), 
r wi(t)k x (Xj - x') dD.. 
ini IXj - x/12 ~ 
- r wi(t)k x V'ln IXj - xii dD.i in; L. Vi X (wi(t)k In IXj - xii) dD.i 
, 
- r wi(t)k x nln IXj - xii ds iSi 
4 
-w,(t) £; I. 1. In Ix; - x'i dl. 
-Wi (t)Si 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
where lk is the unit direction vector of the cell segment lk and quadrilateral cells have 
been assumed. To evaluate the integral, either an analytic expression or numerical 
approximation can be used and for the neighbouring cells, the integral needs to be 
calculated only once for their common segment. 
It is easy to check that in calculating the velocity at a point(cell centre), the 
influence of all the cells with non-zero vorticity must be taken into account. This 
involves a calculation of O(N;) interactions for Nv control volumes with non-zero 
vorticity, which can lead to a large computational cost. 
Fortunately, during the last decade, several fast summation algorithms have been 
developed originally for the discrete vortex method. In this study, the adaptive fast 
algorithm proposed by Van Dommelen et al[32] has been modified for calculating the 
velocity field. The basic idea in the method is that when the velocity at the centre, 
Xi say, of a control volume D.i of area Ani is calculated, the influence of vorticity 
from the entire flow domain can be divided into the near field, on which the direct 
summation using equation (6.15) will be performed, and far field, in which a point 
vortex with strength r i = wiAni located at Xi is used temporarily to represent the 
entire vorticity in the control volume D.i and the indirect fast summation method 
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~ 
can be applied: 
U(Xi) = u'(xi)lnearfield + UT(Xi) I far field (6.16) 
in which we have 
-1 ND 4 r 
u'(xi)lnearfield = 2 z=Wj(t) z=lk iI, In IXj - xii dlk 
7f j=l k=l lk 
(6.17) 
and 
1 NF Xi - Xj 
T()I --"'r·kx I u Xi far field - 27f L..t) Xi _ Xj 
j=l 
(6.18) 
where ND and NF are the total number of control volumes which are eligible for 
direct summation and indirect(fast) summation respectively. 
By using the complex notation, equation (6.18) can be expressed as 
1 NF 1 
UT(Zi) - iVT(Zi) = -. z= 
27fz. L..It L..I) )=1 
(6.19) 
where Z is the complex position of x and uT and vT are the two components of fiT. 
f---- I--
r-FF 
f---- I--
Figure 6.4: Square adaptive zonal decomposition in the context of fast summation 
algorithm for velocity calculations 
The only criterion for calculating the near field or far field effects can be de-
termined by the following process. To implement the fast summation algorithm 
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efficiently, a square adaptive zonal decomposition is employed. The whole flow do-
main containing non-zero vorticity is initially contained in a single square zone. This 
is then divided into four sub-zones. Each zone is then further subdivided into four 
new zones, provided that there is a minimum number of particles in the zone, thus 
creating a hierarchical structure of zones as shown in figure (6.4). For each zone, the 
parent zone, and any children(sub-zones) of the zone are recorded, along with which 
particles are stored in that zone. By using the complex notation, the centres of the 
control volume i and the zone can be represented by Zi and Zc respectively. Then 
the contribution of the zone to the velocity at point Zi can be calculated from a 
series expansion using the following formula, provided the distance between Zi and 
Zc is greater than some factor times the radius A of the zone so that the Laurent 
series will converge: 
Nt (};k 
UT(Zi) - ivT(Zi) = L 21fi(Zi - Zc-
k=l 
(6.20) 
where (};k = ~fp fj(Zj - Zc)k-l and Np is the total number of vortex particles 
contained in the zone. Once the influence of a zone is calculated, the children of this 
zone are then ignored, as all the particles in the zone have been taken into account. 
If the centre of a control volume is too close to Zc for the series to converge, then 
the zone's children are considered in the same way. This process continues until the 
series expansion can be used, or the smallest zone is reached, and if the series will 
still not converge, the velocity contribution is calculated from direct summation. 
The hierarchical structure in the algorithm means that the largest possible zone is 
used at all times. 
6.4 Implementation of boundary conditions 
For convenience of description, in the following sections the cells immediately ad-
j acent to the body surface will be referred to as boundary cells and the remaining 
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cells are called non-boundary cells. At each time-step t, after solving the vorticity 
transport equation, the new vorticity values at time t + I:lt in the non-boundary 
cells are known. For the boundary cells, however, the new vorticity values depend 
not only on the neighbouring cells through convection and diffusion, but also on the 
new vorticity(flux) created at the body surface during the time-step I:lt. The rate 
of the vorticity creation per unit length at the body surface can be represented by 
-1/ g~, see figure (6.6). Considering a boundary control volume with node points j 
and j + 1 shown in figure (6.5), the vorticity at time t - I:lt is assumed to be w'. 
After convection and diffusion through the interfaces (not including the new vorti-
city generated at the body surface) during a time intervall:lt, which is represented 
by the symbols --+ and +--+ respectively, the residual vorticity will be w". If the 
new vorticity in the control volume at time t is calculated as w, then the vorticity 
flux per unit length through the body surface is 
aw (w - w")Ani 
- 1/- = -'-------''-----'-
an' I:ltl:ls' 
(6.21) 
where Ani is the area of control volume 0i. 
The new vorticity values for each boundary control volume, and hence the surface 
vorticity flux entering each boundary control volume, can then be determined by 
implementing the velocity boundary conditions. This leads to a set of linear algebraic 
equations which must be solved at each time step to obtain the vorticty in the 
boundary cells. 
Theoretically, for the formulation based on the vorticity and velocity descrip-
tion of the flow, the no-penetration and no-slip condition are equivalent in determ-
ining the boundary vorticity flux, that is either condition can be used but not 
both[123][67]. More specifically, if the no-slip condition is used, the no-penetration 
condition will be automatically satisfied, and vice versa. In such a way, the entire 
boundary condition can be satisfied without overspecifying the problem. In the ac-
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Figure 6.5: Illustration for surface vorticity flux calculation 
tual calculation, the contour of the body is divided into a number of panels, each of 
which also constitutes a segment (face ) ofthe boundary cells. If the no-slip condition 
is implemented, then, for each panel, a control point must be chosen on which the 
tangential velocity induced by all the cells is zero. Usually, the midpoint or quarter 
point of the panel is used. However, although it can be proven that implementation 
of the no-slip boundary condition leads to conservation of vorticity in the flow field, 
it is impossible, by the numerical approach, to enforce the zero tangential velocity 
condition at all points along the panel, which, it has been found, can lead to large 
errors for long time calculation, as vorticity conservation can not be guaranteed. 
One alternative approach to satisfying the boundary conditions is by using the no-
penetration condition, which can, of course, be implemented at only one point for 
each panel. The best way, however, is to ensure the mass flux through each panel is 
zero by using 'ljJj = 'ljJj+l or Jp, u . n'ds' = 0, if the body is stationary, for panel Pj 
J 
with node points j and j + 1 . More specifically, for each panel Pj , j = 1, 2, ... , Np , 
the mass flux Fj due to the velocity field in the flow region consists of three parts, 
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that is 
Fj = 1 u·;" ds' = FjF + FjB + Fjw (6.22) 
Pj 
which represents respectively the contribution from the free stream, vorticity in the 
boundary cells and vorticity in the remaining cells. The flux from the free stream 
FjF can be calculated as 
FjF = l Uoo • iJ dsj 
while the flux from the vorticity in the boundary cells is 
Np 
FjB = LWi(t) l(Si . iJ) dsj 
i=l J 
(6.23) 
(6.24) 
where vorticity value Wi(t), i = 1, 2 ... Np are unknowns to be solved at each time step 
and meaning of the vector Si can be found in equation (6.15). The flux from the 
remaining cells with non-zero vorticity is 
N
w 1 Fjw = L Wi(t) . (Si . iJ) dsj 
i=l J 
(6.25) 
where Nw is the total number of those cells. Note that, in equation (6.24), the 
vorticity in each boundary cells includes the newly created vorticty from the body 
surface during the time step from t - llt to t and the relationship between this 
vorticity and the vorticity flux from the body surface is given by equation (6.21). 
On the other hand, it can be shown that if the no-penetration boundary con-
dition is implemented for Np - 1 panels, then this condition will be automatically 
satisfied for the remaining panel. In other words, for Np panels, only Np - 1 equa-
tions are independent and another equation is needed to make the solution unique. 
Fortunately, the requirement of vorticity conservation, or more specifically, the in-
tegral of the vorticity flux at the body surface being zero for a stationary body, can 
be used as the supplemental equation: 
Np 1 a L -v ~ dsj = 0 
j=l j an 
(6.26) 
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The advantage of this approach is that both the conservation of mass and vorti-
city in the entire flow can be guaranteed during the calculation. 
6.5 Calculation of surface pressure and body forces 
For viscous flow, the forces exerted on the body come from two sources: surface 
pressure distribution and surface friction. For the body-oriented local orthogonal 
coordinate system (s', n'), the tangential momentum equation can be written at the 
surface of a stationary body as 
which can be reduced to 
~ ap = -vs' . (\7 x wk) 
pas' 
lap ow 
--=-v-
pas' an' 
(6.27) 
(6.28) 
The term on the right-hand side of the equation is the rate of vorticity creation per 
unit length at the solid surface and is known for each panel after implementing the 
boundary conditions. So for each panel at the surface, the pressure gradient can be 
calculated as 
Pj - pj-l ow 
ptls'. = -v an' 
J 
(6.29) 
Once the pressure value at a reference point is assumed, the entire pressure distribu-
tion along the body surface can be easily calculated by integrating equation (6.29) 
and the body forces exerted by the surrounding fluid can then be integrated from 
the surface pressure distribution and the tangential friction force. 
For the particular case of flow around a circular cylinder, the drag and lift can 
be obtained from 
i ow L = R (j.J,R~ - f.1,W) cos B dB bs un (6.30) 
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D = R 1 (fJR ~W, - J.LW) sin () d() hs un (6.31) 
and the non-dimensional drag and lift coefficients of the body are then given by 
and 
GD = D 
p~oo 
GL = L 
p~oo 
where R is the radius of the circular cylinder. 
6.6 Results and Discussion 
(6.32) 
(6.33) 
To show the accuracy and efficiency of the proposed method, a number of calcu-
lations have been carried out for the flow around an impulsively started circular 
cylinder. This flow problem has been extensively used as a prototype of unsteady 
separated flows and a number of numerical and experimental results are available 
for validating new numerical methods. In figure (6.6), the definition sketch of the 
flow is given and in figure (6.7), the simple polar coordinate system used for the 
calculation is shown, in which the grid is uniformly distributed in the () direction 
and is stretched exponentially in the r direction. Since the grids(cells) are needed 
only for the non-zero vorticity region, a small portion of the entire grids are used in 
the actual calculation. In the following discussions, both early stage development of 
the flow at various Reynolds numbers(Re = 2UooR/v) and long time evolution ofthe 
wake(Karman vortex street) for Re = 1000 are presented, and where possible, com-
parions are made with other numerical and experimental results, particularly with 
the results of a high resolution simulation using the discrete vortex methods[59][100). 
In [100], their results have been compared with a number of theoretical, numerical 
and experimental results, which provide a useful and reliable data base for validating 
the present method. 
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Figure 6.6: Definition sketch of the flow past a circular cylinder 
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Figure 6.7: Coordinate system and the grids for the flow past a circular cylinder 
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6.6.1 Fast algorithm vs direct summation 
To examine the performance( timing, accuracy etc.) of the fast summation algorithm, 
calculations using both the direct summation and fast algorithm are performed for a 
Reynolds number of 1000. The grid points used are 160 x 80 and the size of the first 
grid cell in the normal direction to the surface is ~Yi = 0.02. The time-step adopted 
for the calculation is ~t = 0.01 and 600 timesteps have been advanced. By the last 
time-step(T = 6), the number of active cells, i.e. the cells with a vorticity value not 
less than a specified value E = 10-6, is about 5600 and the CPU time used for the 
direct calculation is nearly six times that of the fast algorithm. The number of terms 
used for calculating the Laurent series expansion is Nt = 12. In figure (6.8), the drag 
coefficients from both calculations are given and no noticeable discrepancy occurs, 
which indicates the high accuracy of the fast algorithm. The vorticity contours 
at T = 5 and T = 6 from the fast algorithm are also compared in figure (6.9) 
with its counterpart from the direct summation and, again, the two results are 
nearly identical. During the calculation, no attempt has been made regarding the 
optimisation of the fast algorithm and in the future, this will be investigated to gain 
the maximum benefit in this regard. In the following discussion, all the results are 
obtained by using the fast summation algorithm for calculating the velocity field. 
6.6.2 (jrid effects 
In order to evaluate the influence of the grid density on the solution, two cases have 
been calculated for different grid sizes at Re = 1000. For the coarser grid, we have 
grid nodes I x J = 160 x 80 and ~e = 27f /160, ~Yl = 0.02; and when the grid nodes 
increase to 320 x 160, the size of the grids has been halved in both directions. In 
figure (6.10), the drag coefficients calculated from the different grids are compared. 
The very small discrepancy indicates the grid systems are fine enough to capture 
all the flow structures for the Reynolds number considered. In figure (6.11), the 
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Figure 6.8: Accuracy of the fast algorithm: Drag coefficient 
T = 5.0, direct summation T = 6.0, direct summation 
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Figure 6.9: Accuracy of the fast algorithm: Vorticity contours 
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streamline patterns at T = 5 are also shown for the two cases, from which it can 
be seen that, although a slight difference in the size of the secondary vortex is 
noticeable, the global structures of the flow are the same. 
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Figure 6.10: Effect of grid density on the drag coefficient 
6.6.3 Comparison with other results 
In this section, a number of comparisons are made between the present results 
and other numerical and experimental results for two different Reynolds numbers: 
Re=550,1000,3000 and 9500, which represents the typical cases in terms of validation 
of numerical codes[59]. 
Re = 550 
In this test case, 160 x 80 total grid points have been used with a minimum grid 
size in the normal direction to the surface .6.Yl = 0.02 and the time step .6.t = 0.01. 
In Fig.(6.12), the drag coefficient Cd for T < 5.0 is plotted and compared with the 
result from Shankar[100]' which shows a very good agreement. In Fig. (6.13), the 
radial velocity distributions along the rear centre line of the circular cylinder are 
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Figure 6.11: Effect of grid density on the streamlines 
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also compared with the result from Shankar for T = 1.0,2.0,3.0,4.0 and 5.0, and 
again excellent agreement has been achieved. 
Re = 1000 
"0 
o 
1.5 
0.5'L--__ ~ ____ ~~ ____ L_ ____ ~ ____ _L ____ ~ ______ L_ ____ ~ ____ _L ____ _J 
o 0.5 1.5 2 2.5 
Time 
3 3.5 4.5 5 
Figure 6.12: Comparison of drag coefficients, Re = 550 
For this case, 160 x 80 grid points have been used and the time step to advance 
the solution is tJ..t = 0.01. In figure (6.14), the history of vorticity development 
for the impulsively started flow are illustrated by the equi-vorticity contours, which 
shows that, after the sudden start of the flow, the primary vortex is formed at the 
rear of the cylinder and then, after time reaches T = 2, a secondary vortex begins 
to form and grow in the middle of the main vortex. The corresponding streamline 
pattern for T = 5 is given in figure (6.11), which clearly shows the secondary vortex 
is interacting with the primary vortex forming the so-called a phenomenon. The 
vorticity distribution at the surface for several instants of time are given in figure 
(6.15). Generally, the present results are in good agreement with those from the 
computations of Koumoutsakos & Leonard using a high resolution discrete vortex 
method[59]. 
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Figure 6.13: Radial velocity distribution along the rear centre line of the circular 
cylinder, Re = 550 
Figure (6.16) compares the drag coefficient evolution from the present study 
with other numerical results. From this figure, it can be seen that the present result 
agrees particularly well with the result from reference [59], although at least an order 
of magnitude more vortex elements were reportedly used for their simulation. 
Re = 3000 
As discussed by Koumoutsakos and Leonard[59]' at this Reynolds number, a series of 
new separation phenomena appear, which poses a challenge for numerical methods 
to capture all the flow structures. For the results presented, 240 x 150 grid points 
have been used with a minimum grid size in the normal direction to the surface 
~Yi = 0.01 and the time step ~t = 0.005. Figure (6.17) and figure (6.18) show 
the vorticity distribution at the body surface and the equi-vorticity contours for 
T = 1.0,2.0,3.0,4.0,5.0, and 6.0, respectively. The interplay bewteen the main 
vorticity and the secondary vorticity during the flow evolution has been explained 
in [59] and is reflected in the development of the drag coefficient. For this particular 
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Figure 6.14: Vorticity contours: Re = 1000 
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Figure 6.15: Surface vorticity distribution: Re 1000 
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case, a drag plateau appears between T = 2.2 and T = 3.0. From Fig.(6.19), it can 
been seen that this phenomena has been captured by the present method and the 
results compare very well with those presented by Koumoutsakos and Leonard[59] 
and Shankar[100]. For the present study, by the end ofthe calculation(T = 6.0), the 
number of active cells is around 13,000, while for the same time T, 300,000 vortex 
elements have been used in their study. The result from Cheng[18] et al. by using a 
hybrid vortex method is also presented in figure (6.19) which, due to the relatively 
low resolution and the additional numerical diffusion, does not exhibit capture of 
the drag plateau. 
In figure (6.19), the Cd result from a higher grid resolution( 320 x 300) with 
b.Yi = 0.005 is also presented, which shows that better agreement with the result 
from Shankar has been achieved by refining the grids. 
In figure (6.20), the streamlines for time T = 5.0 are presented, which compare 
well with the experimental flow visualisation of Bouard and Coutanceau[9]. 
In figure (6.21), the radial velocity distributions along the rear centre line of the 
circular cylinder are compared with the result from Shankar for T = 1.0,2.0,3.0,4.0 
and 5.0, and again excellent agreement has been achieved. 
Re = 9500 
This case is the highest Re for which simulations are performed in the present study 
and is by far the most interesting and challenging one[59]. For the results presented, 
640 x 280 grid points have been used with a minimum grid size in the normal direction 
to the surface b.Y1 = 0.005 and the time step b.t = 0.002. Figure(6.22) and figure 
(6.23) show the vorticity distribution at the body surface and the equi-vorticity 
contours for T = 1.0,2.0, and 3.0, respectively. In figure (6.24), the Cd values are 
compared with those presented by Shankar[100] and Kruse and Fischer[61]' which 
show a very good agreement among the results from different methods. For the 
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Figure 6.17: Vorticity contours: Re = 3000 
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Figure 6.20: Streamlines for Re = 3000 at T = 5.0; A: Calculated, B: Experiments[9] 
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Figure 6.21: Radial velocity distribution along the rear centre line of the circular 
cylinder, Re = 3000 
present study, by the end of the calculation(T = 3.0), the number of active cells is 
around 33,000, while for the same time T, 350,000 vortex elements have been used 
in the study by Koumoutsakos[59}, 2044 x 254 grid points was used by Anderson 
and Reid[l]. In the Kruse and Fischer's work, a spectral elements method has been 
used to solve the Navier-Stokes equations in terms of velocity and pressure. The 
computational grids consists of 6112 spectral element and there are 10 nodes along 
each dimension in every element. Although a similar number of vortex elements were 
employed in the Shankar's work in which, by the end of time T = 3.0, 60,000 vortices 
are required, a far more expensive procedure was adopted therein for calculating the 
viscous diffusion. 
In figure (6.25), the radial velocity distributions along the rear centre line of 
the circular cylinder are also compared with the result from Shankar for T = 
0.5,1.0,1.5,2.0,2.5,3.0. 
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Figure 6.22: Surface vorticity distribution: Re = 9500 
6.6.4 Long time calculation: Re == 1000 
In this section, the long time evolution of the flow around an impulsively started 
cylinder at Re = 1000 is presented. The grid points used for the simulation is 
NI x N J = 160 x 220 with ~Yl = 0.02 and the time step is ~t = 0.01. Figure(6.26) 
gives two snapshots of the flow in terms of vorticity contours, which shows vortices 
alternately shedding from the rear part of the cylinder. In figure (6.27), the corres-
ponding streamlines for T = 168 are also given. The evolution of the drag and lift 
coefficients is presented in figure (6.28). In the present study, no artificial perturb-
ation was applied to the flow to initiate the alternate vortex shedding; instead, it is 
triggered solely by the numerical errors(truncation and roundoff errors) during the 
calculation. After a long time evolution, say T > 100, the vortex shedding process 
finally settles down, forming the regular vortex pattern in the wake. From figure 
(6.28), it can be calculated that the average Cd value after T > 120 is about 1.52 
and the Strouhal number St is about 0.24. Both results are in good agreement with 
other numerical results from 2-D simulations, as shown in table (6.1), where the 
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experimental result from Roshko et al[93) is also presented. 
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Figure 6.26: Vorticity contours for Re = 1000: long time calculation 
6.7 Conclusions 
A new method based on the vorticity formulation has been developed for unsteady 
incompressible viscous flow problems. By solving the vorticity transport equation 
using the finite volume method and calculating velocity using a modified Biot-Savart 
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Behr et al Blackburn et al Cheng et al Mittal et al Roshko Present 
Cd 1.53 1.51 1.23 1.53 1.20 1.52 
St 0.241 0.206 0.245 0.21 0.240 
Table 6.1: Drag coefficient and Strouhal number for the flow around a circular 
cylinder at Re = 1000 
law, only the flow field region with non-zero vorticity needs to be solved. High ef-
ficiency has been achieved by employing an adaptive fast summation algorithm for 
the velocity calculations. During the calculation, mass and vorticity conservation 
can be guaranteed by using this approach together with the method of implement-
ing the surface boundary conditions. The accuracy and efficiency of the method 
have been demonstrated by studying both the early stage development and long 
term evolution of the flow around an impulsively started circular cylinder at vari-
ous Re number regime and by comparing present results with other numerical and 
experimental results. Particularly, for high Re number simulations, highly accur-
ate solution has been obtained without using excessive large number of grid points 
which are needed by most other methods. 
The method can be combined with the discrete vortex method in a domain 
decomposition approach and can also be extended to 3-D flow problems. 
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Chapter 7 
Conclusions and Future study 
7.1 2-D parallel BVI 
A two-dimensional discrete vortex method has been used for simulating both a single 
and twin vortex system interacting with a NACA 0015 aerofoil. The main features 
of the method can be summarised as follows: 
1. In the method, both the vorticity fields from the interaction vortex and the 
aerofoil surface are initially represented by a finite number of overlapping vor-
tex blobs which are tracked through the flow region according to the local 
velocity calculated from the Biot-Savart law. This process introduces no nu-
merical diffusion as opposed to the grid-based methods, which is essential to 
simulate high Reynolds number flow. 
2. To satisfy the boundary condition at the body surface and maintain the con-
servation of vorticity, new vortices are introduced along the surface, which are, 
in part or in whole, allowed to enter the wake from the entire surface accord-
ing to the local convection and diffusion of vorticity. Thus, there is no need 
for either a Kutta condition to determine vorticity shedding rate or empirical 
methods to calculate flow separation points and by using this approach, it is 
also made possible to capture vortex-induced separation due to vortex release 
from surface. 
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3. High efficiency of the code has been achieved by merging vortices far from 
the body surface and using a different, usually larger, core radius to discretise 
the interaction vortex ( vortices), as well as incorporating a fast summation 
algorithm for calculating the velocity of vortices. 
4. A new method has also been proposed for calculating the velocity of the nas-
cent vortices to avoid oscillations in the normal component. 
By using the method, firstly, a single vortex interacting with an aero foil at zero 
angle of attack was studied. The dominant mechanisms during a BVI event, namely 
the effective angle of attack induced by the approaching vortex and the local effect 
due to passage of the vortex close by or around the surface, have been analysed using 
the the unsteady Cp distribution together with images of the passing interaction 
vortex. For relatively strong BVI, such as the head-on interaction case, vortex 
induced local flow separation, a phenomenon which has not been well documented 
in most BVI studies, has also been predicted in the present study. Some phenomena 
associated with the convection speed of the interaction vortex or separate parts of 
the vortex have been explained by the mutual interaction of the passing vortex and 
its induced surface vorticity. Secondly, the effects of some parameters, such as the 
vortex height and the incidence of the aerofoil on the strength of the interaction 
were examined. It was found that, although for an oncoming vortex the strongest 
interaction always occurs in the head-on cases, the induced effects of the vortex is 
not symmetric about the chord line of the aerofoil due to the nature of the vortex-
induced velocity field. It was also revealed that for the cases studied the incidence 
of the aerofoil(below 12°) has little effect on the strength of the interaction. Finally, 
a twin vortex system interacting with an aerofoil has also been studied. Due to 
the rotation of the twin vortex system, a number of test cases have been calculated 
to examine the effect of the initial position of the twin vortices on the strength 
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and characteristics of the interaction, which reveals that both the surface pressure 
distribution and the resultant aerodynamic forces vary significantly with the exact 
position of the twin vortices. 
Extensive comparisons have been made with other numerical results and the res-
ults from the Glasgow University BVI wind-tunnel test. Generally, good agreement 
has been achieved and the possible reasons for discrepances in some cases have also 
been discussed. 
7.2 Normal blade-vortex interaction 
A three-dimensional discrete vortex model has been set up for studying normal 
vortex-body interaction. The surface of the body(blade) is represented by a number 
of source panels and the interaction vortex (vortex ring) is discretised into several 
thousand vortex particles. The strengths of the source panels are adjusted at every 
timestep to satisfy the no-penetration boundary condition and the vortex particles 
are allowed to move freely in the flow field with the local velocity. The strengths 
of the vortex particles are also adjusted according to the stretching of the vorticity 
field. Two examples have been given of a vortex ring interacting with a finite wing 
and a sphere. In both cases, as the vortex ring approaches the leading edge of the 
body, substantial deformation of the vortex ring was predicted. In the former case, 
the vortex ring is eventually cut by the blade and the compression of the vorticity 
field on either side of the blade was clearly visible, while in the second case, the 
vortex was not cut by the sphere and instead it elongated and wrapped around the 
leading edge of the sphere due to the relative thickness of the body. Quantitatively, 
the suction force induced by the approaching vortex has also been predicted by using 
a global vorticity-based method. 
Due to the limitations in the available 3-D vortex particle methods, i.e. the dif-
ficulties in representing the surface vorticity and its subsequent shedding from the 
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surface as well as in maintaining the overlapping condition of the vortex particles, 
which is essential for an accurate 3-D simulation, the calculation inevitably ter-
minated at some time after the vortex cut through the blade or became very thin 
around the sphere. To simulate the entire penetration process of the vortex, it is 
the auther's belief that in the future study, better results could be obtained by 
introducing a body-fitted grid system around the body surface, particular in the 
region of interaction. When the vortex particles come into these grids ( cells) their 
vorticity will be interpolated to the centroid of each grid ( cell) and then the centred 
finite volume method could be used to solve the vorticity transport equation. In 
this approach, unlike the vortex-in-cell method, the velocity of the flow field and the 
surface vorticity will still be calculated from the Biot-Savart law to keep some ad-
vantages of the vortex particle method while the fast summation method developed 
in the present study could be used to reduce the computational cost. In such a way, 
it is possible to have a detailed examination of vortex-boundary layer interaction, 
which is a challenge in both numerical and physical aspects of the 3-D vortex-body 
interaction problem. 
7.3 Fast summation algorithm 
A 3-D version of the fast summation algorithm based on the general Taylor expan-
sions has been developed for the vortex particle method. High efficiency of the code 
is achieved by employing the incomplete tree-code for vortex sorting and velocity 
calculations. The adaptivity of the code reduces memory requirement, which is 
essential for the method to be applied to a large number of vortex particles. 
The main features of the method are that, firstly, it can be directly applied 
to the kernel for calculating the velocity; so only first derivatives are needed to 
calculate the stretching term, while in the multipole expansion method, both the 
first and second derivatives are needed to calculate the velocity and the stretching 
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term respectively. Secondly, it is simpler than the multipole expansion method in 
terms of mathematical formulation. 
The details of the formulation and implementation of the algorithm have been 
discussed and the performance of the fast summation is tested by calculating the 
interaction of two vortex rings. The results show that the present method provides a 
simpler alternative to the fast multipole method and has the potential to be applied 
to practical flow problems. 
7.4 The new hybrid vorticity-based method 
A novel hybrid vorticity-based method, which combines some favourable features 
in the discrete vortex method and the finite volume methods has been developed 
in the study. In this method, the vorticity transport equation is solved by the 
cell-centred finite volume method and the velocities needed at the centre of each 
control volume are calculated by a modified Biot-Savart formula in conjunction 
with a fast summation algorithm. The vorticity and mass conservation in the flow 
are guaranteed during the calculation by virtue of the finite volume approach and 
the method of implementing the boundary conditions at the body surface. As an 
example, both the early stage development and long term evolution of the flow 
around an impulsively started circular cylinder are computed using the method and 
good agreement has been achieved between present results and other numerical and 
experimental results. 
Although only the 2-D version of the method is presented in the present study, 
it is relatively straightforward to extend the method to 3-D problems. 
7.5 Concluding remarks 
This study has shown that the vortex methods are useful tools to analyse both 
2-D and 3-D vortex-body interaction problems which are of particular interest to 
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the helicopter industry and other relevant industrial sectors. The future work will 
include a detailed study of both 2-D and 3-D vortex boundary layer (laminar and 
turbulent) interaction and this can be achieved by combining the discrete vortex 
method and the new hybrid vorticity-based method. More specifically, the new 
hybrid vorticity-based method can be used in the viscous region near the body 
surface and the vortex particle method can be applied to the outer region of the 
essentially inviscid flow. The coupling of the two methods has been made possible 
and easy due to the fact that same technique(via Biot-Savart law) has been used in 
both the methods to calculate the velocity field. In such a way, the advantage of 
discrete vortex method in capturing global characteristics of the vortical flow and 
the advantage of the grid-based method in describing the detailed flow structures 
can be fully explored. 
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Appendix A 
Recurrence relations for 
ak(x, YT) = ~!D~f(x, Y)Y=YT 
The coefficients ak(X, Yr) = l:rD~f(x, Yr )Y=YT can be calculated from the following 
recurence relations: 
ao,o,o 
akl,k2,k3 
akl,k2,k3 
akl,k2,k3 
f(x, Yr) 
2 2kl + 1 
9 [ 1_ (Xl - Yrl)akl-l,k2,k3 + 2(X2 - Yr2)akl,k2-1,k3 
kl + 1 
+ 2(X3 - Yr3)akl,k2,k3- 1 - kl akl-2,k2,k3 
akl,k2-1,k3 - akl,k2,k3-2], for kl =1= 0 
2 2k2 + 1 
- 9 [2(Xl - Yrl)akl-l,k2,k3 + 1_ (X2 - Yr2)akl,k2-1,k3 
+ 2(X3 - Yr3)akl,k2,k3-1 - akl-2,k2,k3 
k2 + 1 
k2 akl,k2-2,k3 - akl,k2,k3- 1], for k2 =1= 0 
g2[2(Xl - Yrl)akl-l,k2,k3 + 2(X2 - Yr2)akl,k2- 1,k3 
2k3 + 1 
+ k3 (X3 - Yr3)akl,k2,k3- 1 - akl-2,k2,k3 
k3 + 1 
akl,k2-2,k3 - 1_ akl,k2,k3-2), for k3 =1= 0 
where g2 = ( )2+( 1 )2+( )2; and ai J' k = 0, if i < 0, or j < 0, or k < O. 
Xl-YTl X2-YT2 X3-YT3 ' , 
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Appendix B 
Proof of equation 2.26 
Now, we can prove equation 2.26 by using following identities and integral theorems: 
(1) \1 . (fG) = G . VI + IV . G 
(2) \1 x (fG) = IV x G + VI x G 
(3) \1 x (G x H) = (H· V)G - (G· V)H + G(V . H) - H(V . G) 
(4) \1(G· H) = G x (V x H) + H x (V x G) + (G· V)H + (H· \1)G 
(5) \1 xVI = 0 
(6) V . (\1 x G) = 0 
(7) J(\1. G)dv = JG· nds 
(8) J(\1 x G) dv = J n x G ds 
(9) \1x · (Vx-( 1 I)) = 0, for x =1= x' T x,x 
(10) \1x-( 1 I) = -VX/-( 1 I)' where r = ..jX2 + y2 + Z2 T x,x T x,x 
For a solid body translating with velocity Ubt(t) and rotating around a fixed 
point 0 with angular velocity O(t), the velocity Ub(x', t) at any point x' inside the 
body can be expressed as 
Ub(x', t) = Ubt(t) + O(t) x (x' - xo) (B.1) 
and we have 
w(x') = VXI x Ub(x', t) = 20(t) (B.2) 
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and 
\/XI . Ub(X', t) = 0 (B.3) 
Because 
/, w(x') x \/ XIG(X, x') dv(x') 
vb 
- -/, W(X') x \/ xG(X, x') dv(x') 
vb 
_ -\/XX1 (W I\dv(x') 
vb r X,X 
" 1 \/XI xUb(x')d (') 
- -vxx VX 
vb r(x, x') 
1 Ub(X') (') /, 1 (') (') - - \/ x x \/ x' x ( ') dv x + \/ x x \/ x' ( ') x U b X dv X vb r x, x vb r x, x 
_ -\/x x r n X( Ub~)') ds(x') +! (Ub(X') . \/X)(\/XI ( 1 ,J dv(x') 
Jbs r X,X vb r X,X 
- -1 \/x ( 1 ') x (n X Ub(x')) ds(x') + /, (Ub(X') . \/X)(\/XI ( 1 1\) dv(x') 
bs r x, x vb r x, x 
- -1 (n x Ub(x')) x \/XI ( 1 ') ds(x') +1 (Ub(x')· \/X)(\/XI ( 1 ,\)dv(x') 
bs r x, x vb r x, x 
(B.4) 
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and 
o I, \1 x' . U b(X/)\1 x' ( 1 ,\ dv(x/) 
~ r x,x 
-\1xl (1 ,\(\1x ,·Ub(X/))dv(X/) 
vb r x, x 
- \1 Xl \1 x' . ( ~b(XI,~) dv(x/) + \1 xl Ub(x/) . \1 x' ( 1 ,\ dv(x/) 
vb r x, x vb r x, x 
1 Ub(X/) . n (') I, (') 1 ( I) - -\1 x (') ds x + \1 x Ub X . \1 x' ( 1\ dv X bs r x, x vb r x, x 
1 (Ub(x/)'n)\1x' (1 ') dS(X/) +1 (Ub(X/)·\1x)(\1x' (1 ,\)dV(X/) bs r x, x vb r x, x 
So 
\1x I, Ub(X/) . \1x' ( 1 ') dv(x/) = -1 (Ub(x/) . n)\1x 1 ( 1 1\ dS(X/) (B.5) 
vb r x, x bs r x, x 
Inserting equation (B.4) in (B.5), one can obtain 
-1 {(n x U(X/)) x \1X1G(x, x') + (n· U(X/))\1x IG(x, x')} dS(X/) 
bs 
= I, w(x/) X \1 XIG(X, x') dv(x/) 
vb 
(B.6) 
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