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Abstract
This paper is the second one of two serial articles, whose goal is to prove convergence
of HX Preconditioner (proposed by Hiptmair and Xu [18]) for Maxwell’s equations with
jump coefficients. In this paper, based on the auxiliary results developed in the first
paper [19], we establish a new regular Helmholtz decomposition for edge finite element
functions in three dimensions, which is nearly stable with respect to a weight function.
By using this Helmholtz decomposition, we give an analysis of the convergence of the
HX preconditioner for the case with strongly discontinuous coefficients. We show that
the HX preconditioner possesses fast convergence, which not only is nearly optimal with
respect to the finite element mesh size but also is independent of the jumps in the
coefficients across the interface between two neighboring subdomains.
Key Words. Maxwell’s equations, discontinuous coefficients, Nedelec elements, regular
Helmholtz decomposition, HX preconditioner, convergence
AMS(MOS) subject classification. 65N30, 65N55
Contents
1 Introduction 2
2 Subdomains, finite element spaces 3
2.1 Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Domain decomposition based on the distribution of coefficients . . . . . . . . 3
2.3 Edge and nodal element spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4 Finite element subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3 Weighted regular Helmholtz decompositions and the HX preconditioner
with jump coefficients 5
3.1 Motives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Weighted regular Helmholtz decomposition under generalized quasi-monotonicity
assumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2.1 Generalized quasi-monotonicity assumption . . . . . . . . . . . . . . . 6
3.2.2 The main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 Weighted regular Helmholtz decomposition for the general case . . . . . . . . 9
3.3.1 Strange vertices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3.2 The main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3.3 Further investigation on this theorem . . . . . . . . . . . . . . . . . . 11
3.4 Analysis of the HX preconditioner with jump coefficients . . . . . . . . . . . . 13
3.4.1 The HX preconditioner . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4.2 Convergence of the HX preconditioner for the case with jump coefficients 14
1This author was supported by the Natural Science Foundation of China G11571352.
(hqy@lsec.cc.ac.cn).
1
ar
X
iv
:1
70
8.
05
85
3v
2 
 [m
ath
.N
A]
  1
3 A
ug
 20
18
4 Analysis for the case satisfying generalized quasi-monotonicity assump-
tion 15
4.1 A decomposition for edge element functions . . . . . . . . . . . . . . . . . . . 16
4.2 Stability of the decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5 Analysis for the general case 23
1 Introduction
Consider the following Maxwell’s equations ([4, 8, 26, 31, 34]):
curl(α curl u) + βu = f in Ω,
u× n = 0 on Ω, (1.1)
where Ω is a simply-connected bounded domain in R3 with boundary ∂Ω, occupied often by
nonhomogeneous medium; f is a vector field in (L2(Ω))3. The coefficients α(x) and β(x) are
two positive functions, which may have jumps across the interface between two neighboring
different media in Ω. The problem (1.1) arises in different applications, for instance, in the
eddy current model in computational electromagnetics [4].
The Nedelec edge finite element method (see [28]) is a popular discretization method
of the equations (1.1), and the resulting algebraic system is in general needed to be solved
by some preconditioned iterative method. As pointed out in [12], the construction of an
efficient preconditioner for the resulting system is much more difficult than that for the
standard elliptic equations of the second order. There are some works to construct such
efficient preconditioners in literature, see, for example, [2] [12] [16] [18] [20] [21] [22] [29] [32]
[33]. In particular, the HX preconditioner proposed in [18] is very popular. The action of
the HX preconditioner is implemented by solving four Laplace subproblems, so the existing
codes for Laplace equations can be easily used to solve (1.1). It is well known that the
(orthogonal or regular) Helmholtz decomposition with stable estimates (see [14] [11]) plays
an essential role in the convergence analysis of the kinds of preconditioners. For example, the
HX preconditioner has been shown, by using the classic regular Helmholtz decomposition, to
possess the optimal convergence for the case with constant coefficients. Although numerical
results indicate that this preconditioner is still stable for some examples with large jump
coefficients [24], it seems a theoretical open problem whether the results in [18] still hold for
the case that the coefficients α and β have large jumps (refer to Subsection 7.3 of [18]). This
topic was discussed in [36] for the case with two subdomains (i.e., the interface problems).
The main difficulty is that the estimates in the classic Helmholtz decomposition are stable
only with respect to the standard norms, which do not involve the coefficients α and β.
The first important attempt for Helmholtz decomposition in nonhomogeneous medium
was made in [20], where a weighted discrete (orthogonal) Helmholtz decomposition, which
is almost stable with respect to the weight function β, was constructed and studied. More-
over, in that paper the desired convergence result of the preconditioner proposed in [22]
was proved by using this weighted Helmholtz decomposition. Unfortunately, the weighted
discrete Helmholtz decomposition constructed in [20] cannot be applied to analyze the HX
preconditioner for the case with large jump coefficients.
This paper is the second one of two serial articles. In the current paper, based on
the auxiliary results derived in the first paper [19] and absorbing some ideas presented in
[20], we build new discrete regular Helmholtz type decompositions, which are nearly stable
with respect to the mesh size h and are uniformly stable with respect to the weight norms
2
involving the coefficients α and β, even if the coefficients α and β have large jumps across
two neighboring media. We would like to emphasize two key differences between the results
obtained in the paper and [20]: (1) both the jumps of the coefficients α and β are handled
in this paper; (2) the results obtained in this paper covers all the cases of the distribution of
the coefficient α, but some assumptions on the distribution of the coefficient β was imposed
in [20]. In order to get the desired results, we introduce two new concepts generalized quasi-
monotonicity assumption and strange vertex. By using the proposed regular Helmholtz
decompositions, we show that the PCG method with the HX preconditioner for solving
the considered Maxwell system has a nearly optimal convergence rate, which grows only as
the logarithm of the dimension of the underlying Nedelec finite element space, and more
importantly, is independent of the jumps of the coefficients α and β across the interface
between two neighboring subdomains.
The outline of the paper is as follows. In Section 2, we describe domain decomposition
based on the distribution of coefficients, and define some edge finite element subspaces.
In section 3, we describe two new regular Helmholtz decompositions and analyze the HX
preconditioner for the case with strongly discontinuous coefficients by using the new regular
Helmholtz decompositions. A new regular Helmholtz decomposition for a particular case is
constructed and analyzed in Section 4. The new regular Helmholtz decomposition for the
general case is constructed and analyzed in Section 5.
2 Subdomains, finite element spaces
This section shall introduce subdomain decompositions and some fundamental finite element
spaces.
2.1 Sobolev spaces
For an open and connected bounded domain O in R3, let H10 (O) be the standard Sobolev
space. Define the curl-spaces as follows
H(curl;O) = {v ∈ L2(O)3; curl v ∈ L2(O)3}
and
H0(curl;O) = {v ∈ H(curl;O); v × n = 0 on ∂O}.
2.2 Domain decomposition based on the distribution of coefficients
The main goal of this paper is to present regular Helmholtz decompositions based on a
decomposition of the global domain Ω into a set of non-overlapping subdomains so that the
Helmholtz decomposition is nearly stable with respect to a discontinuous weight function
related to the subdomains. For this purpose, we first decompose the entire domain Ω into
subdomains based on the discontinuity of the weight function defined by the coefficients
α(x) and β(x) of (1.1) in applications.
Associated with the coefficients α(x) and β(x) in (1.1), we assume that the entire domain
Ω can be decomposed into N0 open polyhedral subdomains Ω1,Ω2, · · · ,ΩN0 such that Ω¯ =
∪N0k=1Ω¯k and the variations of the coefficients α(x) and β(x) are not large in each subdomain
Ωk. Without loss of generality, we assume that, for k = 1, 2, . . . , N0,
α(x) = αr and β(x) = βr, ∀x ∈ Ωk, (2.1)
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where each αk or βk is a positive constant. Such a decomposition is possible in many
applications when Ω is formed by multiple media. Notice that a subdomain Ωk may be
a non-convex polyhedron, which is a union of several convex polyhedra. In this sense our
assumption is not restrictive and does cover many practical cases.
Remark 2.1 The subdomains {Ωk}N0k=1 are of different nature from those in the context
of the standard domain decomposition methods: {Ωk}N0k=1 is decomposed based only on the
distribution of the jumps of the coefficient α(x) and β(x) (so N0 is a fixed integer, and the
size of each Ωk is O(1)).
2.3 Edge and nodal element spaces
Next, we further divide each Ωk into smaller tetrahedral elements of size h so that all the
elements on Ω constitute a quasi-uniform triangulation Th of the domain Ω. Let Eh and Nh
denote the set of edges and nodes of Th respectively. Then the Nedelec edge element space,
of the lowest order, is a subspace of piecewise linear polynomials defined on Th:
Vh(Ω) =
{
v ∈ H0(curl; Ω); v|K ∈ R(K), ∀K ∈ Th
}
,
where R(K) is a subset of all linear polynomials on the element K of the form:
R(K) =
{
a + b× x; a,b ∈ R3, x ∈ K
}
.
It is known that for any v ∈ Vh(Ω), its tangential components are continuous on all
edges of each element in the triangulation Th, and v is uniquely determined by its moments
on all edges e of Th:
Mh(v) =
{
λe(v) =
∫
e
v · teds; e ∈ Eh
}
where te denotes the unit vector on edge e, and this notation will be used to denote any
edge or union of edges, either from an element K ∈ Th or from a subdomain. For a vector-
valued function v with appropriate smoothness, we introduce its edge element “projection”
rhv such that rhv ∈ Vh(G), and rhv and v have the same moments as in Mh(v). Such
an operator rh can be chosen as the standard edge element interpolation operator on some
subdomains Ωr or the edge element projector R
1
D introduced in [17] on the other subdomains
Ωr. The edge element “projection” operator rh will be used only in the construction (not the
analysis) of a stable Helmholtz decomposition for any function vh ∈ Vh(Ω). For convenience,
we can always choose rh as the projector R
1
D.
As we will see, the edge element analysis also involves frequently the nodal element
space. For this purpose we introduce Zh(Ω) to be the standard continuous piecewise linear
finite element space associated with the triangulation Th.
2.4 Finite element subspaces
For the subsequent analysis, we need the subspaces of the global edge element space Vh(Ω)
restricted on a subdomain of Ω.
Let G be any of the subdomains Ω1, · · ·, ΩN0 of Ω. We will often use f, e and v to
denote a general face, edge and vertex of G respectively, but use e to denote a general edge
in Eh. Associated with G, we write the natural restriction of Vh(Ω) and Zh(Ω) on G by
Vh(G) and Zh(G), respectively. Define
Vh(∂G) = {(v × n)|∂G; v ∈ Vh(G)},
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Z0h(G) = {q ∈ Zh(G); q = 0 on ∂G}
and
V 0h (G) = {v ∈ Vh(G); v × n = 0 on ∂G}.
3 Weighted regular Helmholtz decompositions and the HX
preconditioner with jump coefficients
In this section, we describe new regular Helmholtz decompositions, which are stable uni-
formly with the weight functions.
3.1 Motives
As is well known, the (orthogonal or regular) Helmholtz decomposition plays an essential
role in the convergence analysis of the multigrid and non-overlapping domain decomposition
methods for solving the Maxwell system (1.1) by edge element methods; see, e.g., [2] [16]
[18] [21] [22] [29] [30] [32] [33]. Any vector valued function v ∈ H0(curl; Ω) admits a regular
Helmholtz decomposition of the form (see, for example, [11] and [29])
v = ∇p+ w (3.1)
for some p ∈ H0(Ω) and w ∈ (H0(Ω))3, and have the following stability estimates
‖p‖1,Ω ≤ C‖v‖curl ,Ω , ‖w‖1,Ω ≤ C‖curl v‖0,Ω . (3.2)
In order to effectively deal with the case with jump coefficients in (1.1), one hopes the sta-
bility estimates (3.2) to be still held with the weighted norms defined by the weight function
α (or β). Unfortunately, it is unclear how the coefficient C appearing in the two stability
estimates depends on the jumps of the coefficients α and β across the interface between two
neighboring subdomains. For this reason, although there are many preconditioners available
in the literature for the Maxwell system (1.1), with optimal or nearly optimal convergence
in terms of the mesh size, it is still unclear how the convergence depend on the jumps of
the coefficients α(x) and β(x) in (1.1). For example, the well known HX preconditioner
proposed in [18] has been shown to possess the optimal convergence for the case with con-
stant coefficients, but it seems a theoretical open problem whether the result still hold for
the case with large jump coefficients (refer to Subsection 7.3 of [18]). The key tool used in
[18] is a discrete regular Helmholtz decomposition derived by (3.1) and (3.2).
The aim of this work is to fill in this gap by constructing new discrete regular Helmholtz-
type decompositions, that are stable uniformly with respect to the jumps of the weight
coefficients α(x) and β(x). The new regular Helmholtz decompositions can be used to
analyze convergence of various preconditioners for Maxwell’s equations with large jumps
in coefficients. For an application, we will show in Section 3.4 with the help of such a
Helmholtz decomposition that the HX preconditioner constructed in [18] converges not only
nearly optimally in terms of the finite element mesh size, but also independently of the
jumps in the coefficients α(x) and β(x) in (1.1).
The stability estimates derived in the rest of this paper are based on some weighted
norms. For H(curl) functions, we define
‖v‖L2α(Ω) = (
N0∑
r=1
αr‖v‖20,Ωr)
1
2 , v ∈ H(curl; Ω)
5
and
‖v‖H∗(curl ,Ω) = (
N0∑
r=1
αr‖curl v‖20,Ωr + βr‖v‖20,Ωr)
1
2 , v ∈ H(curl; Ω).
For H1 functions, we define
‖p‖H1β(Ω) = (
N0∑
r=1
βr‖∇p‖20,Ωr + βr‖p‖20,Ωr)
1
2 , p ∈ H1(Ω)
and
‖v‖H1∗(Ω) = (
N0∑
r=1
(αr|v|21,Ωr + βr‖v‖20,Ωr))
1
2 , v ∈ (H1(Ω))3.
From now on, we shall frequently use the notations <∼ and =∼ . For any two non-negative
quantities x and y, x <∼ y means that x ≤ Cy for some constant C independent of mesh
size h, subdomain size d and the possible large jumps of some related coefficient functions
across the interface between any two subdomains. x =∼ y means x <∼ y and y <∼ x.
3.2 Weighted regular Helmholtz decomposition under generalized quasi-
monotonicity assumption
If there is no internal cross-point in the domain decomposition, a weighted regular Helmholtz
decomposition with better results can be built easily (here we omit the details). However,
if there are internal cross-points, the problem becomes complicated. The difficulties not
only come from internal cross-points but also come from different relations of two jump
coefficients α and β. In the analysis of multilevel preconditioner for the case with internal
cross-point, the quasi-monotonicity assumption on jump coefficients was usually made in the
existing literature for elliptic equations (see, for example, [13] and [27]). In this subsection,
we try to extend the concept of quasi-monotonicity assumption and investigate weighted
regular Helmholtz decomposition under a weaker assumption than the quasi-monotonicity
assumption.
3.2.1 Generalized quasi-monotonicity assumption
We first recall the definition of quasi-monotonicity assumption (see Defintion 4.1 and
Defintion 4.6 in [27]).
In the following, we always use v to denote a vertex of one polyhedron obtained from
the domain decomposition, namely, v is a vertex of some polyhedron Ωr. Let N (Ω) (resp.
N (∂Ω)) denote the set of vertices v in Ω (resp. on ∂Ω). For a vertex v, let Ξv denote the
union of all polyhedra Ωr that contain v as one of their vertices. Denote by Ω
∗
v a polyhedron
from Ξv such that the maximum maxx∈Ξv α(x) achieves on Ω
∗
v.
Definition 3.1. For a vertex v, the distribution of the coefficients {αk} corresponding to
all the polyhedra Ωk ⊂ Ξv is called quasi-monotone with respect to the vertex v if the
following conditions are fulfilled: For each Ωr ⊂ Ξv there exists a Lipschitz domain Ξ˜v,r
containing only polyhedra from Ξv, such that
• if v ∈ N (Ω) then Ωr ∪ Ω∗v ⊆ Ξ˜v,r and αr ≤ αr′ for any Ωr′ ⊆ Ξ˜v,r;
• if v ∈ N (∂Ω) then Ωr ⊆ Ξ˜v,r, meas(∂Ξ˜v,r ∩ ∂Ω) > 0 (namely, ∂Ξ˜v,r ∩ ∂Ω is just a
face of some polyhedron Ωk) and αr ≤ αr′ for any Ωr′ ⊆ Ξ˜v,r.
The distribution of the coefficients α1, α2, · · · , αN0 is quasi-monotone with respect to
vertices generated by the domain decomposition, if the above conditions hold for every
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vertices v. Similarly, we can define the quasi-monotonicity of the coefficients α1, α2, · · · , αN0
with respect to edges e generated by the domain decomposition.
Notice that a union of two neighboring polyhedra whose intersection is just a vertex or
an edge is non-Lipschitz, Definition 3.1 is equivalent to that, for each Ωr ⊂ Ξv (Ωr 6= Ω∗v),
there exists another Ωr′ ⊂ Ξv such that αr′ ≥ αr and Ω¯r ∩ Ω¯r′ is a face of Ωr. Moreover, if
the distribution of the coefficients is quasi-monotone with respect to the vertex v, then the
set (Ξ˜v,r\Ωr) ∩ Ω¯r is a face of Ωr for each Ωr ⊂ Ξv (Ωr 6= Ω∗v).
We say that the distribution of the coefficients α1, α2, · · · , αN0 satisfies quasi-monotonicity
assumption if it is quasi-monotone with respect to both vertices and edges generated by the
domain decomposition.
For a subdomain Ωk (1 ≤ k ≤ N0), let Γk be a union of the (closed) intersection sets of
Ω¯k with ∂Ω or Ω¯l (l = 1, · · · , N0) that satisfy αl ≥ αk. Namely,
Γk =
⋃
αl≥αk
(Ω¯k ∩ Ω¯l)
⋃
(∂Ωk ∩ ∂Ω).
The subset Γk possesses the following property, which reveals the essence of the quasi-
monotonicity assumption
Proposition 3.1. Under the quasi-monotonicity assumption, the set Γr is just a union of
some faces of Ωr.
Proof. Let the quasi-monotonicity assumption be satisfied. If Γr contains an isolated vertex
v, then there is a polyhedron Ωr′ with αr′ ≥ αr such that v = Ω¯r ∩ Ω¯r′ , and all the
polyhedrons Ωj having a common face or a common edge with Ωr possesses the property
αj ≤ αr (otherwise, Ω¯r ∩ Ω¯j ⊂ Γr and so v ∈ Ω¯r ∩ Ω¯j is not an isolated vertex). This
means that the domain Ξ˜v,r satisfying the conditions in Definition 3.1 does not exist, so
the vertex v does not satisfy the quasi-monotonicity assumption. Thus Γr does not contain
an isolated vertex. In a similar way, we can explain that the set Γr does not contain an
isolated edge. ]
In the rest of this section, we build weighted regular Helmholtz decomposition under
weaker assumption than the quasi-monotonicity assumption. We say that the distribution
of the coefficients α1, α2, · · · , αN0 satisfies generalized quasi-monotonicity assumption if, for
each subdomain Ωr, the set Γr is a union of some faces and edges of Ωr.
3.2.2 The main result
The stable Helmholtz decomposition involves an assumption on the coefficients α and β.
Assumption 3.1. There is a constant C such that, for any two neighboring subdomains
Ωi and Ωj , we have
βi ≤ Cβj when αi ≤ αj . (3.3)
For a subdomain Ωk, the coefficients αk and βk have three possible relations: βk ≤ Cαk
with a positive number C (which is written as βk <∼ αk); αk ≤ Cβk with a positive number
C (which is written as αk <∼ βk); c0αk ≤ βk ≤ C0αk with positive numbers c0 and C0 (which
is written as βk =∼ αk). As we will see, for different situations, we need to use different
stability estimates in the regular Helmheltz decompositions developed in [19]. For example,
for the first case, we have to use a stability of vector-valued H1 function with respect to the
curl semi-norm (a complete norm controlled stability of vector-valued H1 function is not
practical for this case). Because of this, we need to introduce another assumption.
For a polyhedron Ωk, let Γk be the set defined in Subsection 3.2.1.
Assumption 3.2. If βk <∼ αk, the set Γk is a connected union of some faces and edges of
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Ωk; when αk <∼ βk, the set Γk is a (may be non-connected) union of some faces of Ωk; when
βk =∼ αk, the set Γk is a (may be non-connected) union of some faces and edges of Ωk.
This assumption implies that every set Γk is a union of some faces and edges of Ωk, i.e.,
the generalized quasi-monotonicity assumption is satisfied. It is known that, when βk <∼ αk,
i.e., the high-order term in the first equation of (1.1) is dominated, the discrete system is
more ill-conditioning. Assumption 3.2 means that, for this bad situation, an additional
condition that Γk is connected is needed; when αk <∼ βk, i.e., the zero-order term in (1.1) is
dominated, the quasi-monotonicity assumption is enough.
As in [19], a connected union Γˆ of some faces is called connected “Lipschitz” union of
some faces if there is no isolated vertex in Γˆ (more detailed explanations was given before
Example 3.1 in [19]). A union Γ of some faces is called union of connected “Lipschitz”
unions of faces if Γ is a (may be non-connected) union of Γˆ1, · · · , ΓˆJ , with Γˆj being connected
“Lipschitz” union of some faces (j = 1, · · · , J).
Define a positive number ρ(h) as follows: ρ(h) = 1 if, for k = 1, · · · , N0, the set Γk is a
union of connected “Lipschitz” unions of some faces of Ωk, otherwise, ρ(h) = log(1/h).
For the case considered in this subsection, we have the following result
Theorem 3.1 Let Assumption 3.1 and Assumption 3.2 be satisfied. Then any function
vh ∈ Vh(Ω) admits a decomposition of the form
vh = ∇ph + rhwh + Rh (3.4)
for some ph ∈ Zh(Ω) and wh ∈ (Zh(Ω))3 and Rh ∈ Vh(Ω). Moreover, ph, wh and Rh have
the estimates
‖ph‖H1β(Ω) ≤ Cρ
m0(h)‖vh‖H∗(curl, Ω), (3.5)
‖wh‖H1∗(Ω) ≤ Cρm0(h)‖vh‖H∗(curl, Ω) (3.6)
and
h−1‖Rh‖L2α(Ω) ≤ Cρm0(h)‖vh‖H∗(curl, Ω), (3.7)
where the constants m0 (≥ 2) and C are independent of h and the jumps of the coefficients
α and β. In particular, if the set Γk is a union of connected “Lipschitz” unions of some
faces of Ωk for each subdomain Ωk, the Helmholtz decomposition is uniformly stable (with a
stability constant independent of h).
We consider the example tested in the paper [24] to illustrate the assumptions in this
theorem.
Let Ω = [0, 1]3 be the unit cube, and be divided into two polyhedrons D1 and D2 (see
Figure 1). There are two choices of the coefficients: (a) α ≡ 1 on Ω, β = 1 on D1 and
β = 10k (with k = −8, · · · , 8) on D2; (b) β ≡ 1 on Ω, α = 1 on D1 and α = 10k (with
k = −8, · · · , 8) on D2. A uniform triangulation is used on Ω.
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Figure 1: The unit cube split into two symmetrical regions (left: D1; right: D2)
For this example, regarding Dk as Ωk, the set Γk is a connected union of faces for k = 1, 2.
Thus Assumption 3.2 is satisfied. For Case (a), we have α1 = α2 and β1 = α2 < β2 when
k = 1, · · · , 8; we have α2 = α1 and β2 < β1 = α1 when k = −8, · · · , 0, so Assumption
3.1 is met. For Case (b), when k = −8, · · · , 0 we have α2 ≤ α1 and β2 = α1 = β1; when
k = 1, · · · , 8 we have α1 < α2 and β1 = α2 = β2, so Assumption 3.1 is also satisfied.
Then, for this example, Theorem 3.1 holds and the resulting decomposition is uniformly
stable (with a stability constant independent of h).
3.3 Weighted regular Helmholtz decomposition for the general case
In this subsection, we consider the general case that the generalized quasi-monotonicity
assumption is not satisfied, namely, for some polyhedron Ωk, the set Γk contains one isolated
vertex. A natural idea is to transform the general case into the case discussed in the previous
subsection. For this purpose, we need to carefully investigate such isolated vertices.
3.3.1 Strange vertices
For convenience, we give another concept. For a vertex v ∈ N (Ω) ∪ N (∂Ω), let =v denote
the set of all polyhedra Ωr that contain v as one of their vertices.
Definition 3.2. A vertex v is called a strange vertex with respect to distribution of the
coefficients α1, α2, · · · , αN0 if there is some polyhedron Ωr ∈ =v such that one of the follow-
ing two conditions is satisfied: (i) if v ∈ N (Ω), for any other polyhedron Ωr′ that belongs
to =v and corresponds to larger coefficient than Ωr (i.e., αr′ ≥ αr), the intersection of Ω¯r
with Ω¯r′ is just the vertex v, i.e., Ω¯r ∩ Ω¯r′ = v; (ii) if v ∈ N (∂Ω), the intersection of Ω¯r
with ∂Ω is just the vertex v, and the local maximum maxx∈Ξv α(x) achieves on Ω¯r.
By the above definition, a vertex v is a strange vertex if and only if v is an isolated vertex
of some Γr. The following results give relations between quasi-monotonicity assumption and
strange vertex.
Proposition 3.2. The distribution of the coefficients α1, α2, · · · , αN0 is quasi-monotone
with respect to all the vertices implies that there is no strange vertex in N (Ω) ∪ N (∂Ω).
But, the inverse conclusion is not valid.
Proof. If the distribution of the coefficients is quasi-monotone with respect to a vertex v,
then the set Ξ˜v,r in Definition 3.1 must be a Lipschitz polyhedron (may be non-convex).
This condition implies that the set (Ξ˜v,r\Ωr) ∩ Ω¯r is just a face of Ωr (otherwise, Ξ˜v,r is a
non-Lipschitz domain), so the vertex v is not a strange point (notice that αr′ ≥ αr for any
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Ωr′ ⊂ Ξ˜v,r\Ωr). But, the vertex v is not a strange vertex means that the set (Ξ˜v,r\Ωr)∩ Ω¯r
is a face or an edge of Ωr, from which we can not infer quasi-monotonicity of the coefficients
with respect to the vertex v. ]
Remark 3.1 For a strange vertex v, the set =v can be decomposed into a union of two
disjoint sets =∗v and =cv that are defined as follows: for any polyhedron Ωr ∈ =∗v there are
at least one polyhedron Ωr′ ∈ =v such that αr′ ≥ αr and the intersection of Ωr and Ωr′ is
a face or an edge containing v; for a polyhedron Ωr ∈ =cv, each polyhedron Ωr′ belonging
to =v and satisfying αr′ ≥ αr has the property Ω¯r ∩ Ω¯r′ = v, in particular, for any two
polyhedrons Ωr, Ωl ∈ =cv, we have Ω¯r ∩ Ω¯l = v.
It is easy to see that both =∗v and =cv are not the empty set: =cv at least contains
the polyhedron Ωr mentioned in Definition 3.2 and the polyhedron achieving the locally
maximal coefficient; =cv is a real set of =v (otherwise, v is not a strange vertex).
The following result can be seen from the definitions of =∗v and =cv.
Proposition 3.3. Let v be a strange vertex, and Ωr ∈ =cv. Then, for each polyhedron Ωl
that belongs to =v and has a common face or a common edge with Ωr, we have Ωl ∈ =∗v
and αl < αr.
Roughly speaking, the set =cv contains the polyhedra corresponding to larger coefficients
in {αr : Ωr ∈ =v}, but the set =∗v contains the polyhedra corresponding to smaller
coefficients in {αr : Ωr ∈ =v}.
As we will see, the introduction of strange vertices can help us to analyze convergence
of the HX preconditioner for more complicated situations.
3.3.2 The main result
In this part we describe a Helmholtz decomposition for the case with strange vertices.
Let Vs denote the set of all the strange vertices generated by the domain decomposition
and the distribution of the coefficients. For v ∈ Vs, we use nv to denote the number of the
subdomains contained in =cv. Let V ins (resp. V∂s ) denote the set of the strange vertices in Ω
(resp. on ∂Ω). Define
ns =
∑
v∈Vins
(nv − 1) +
∑
v∈V∂s
nv.
For convenience, the number ns is called multiplicity of strange vertices, which reflects
the number of strange vertices and the distribution of the coefficients on the polyhedron
subdomains containing a strange vertex as one of their vertices.
For ns functionals {Fl}nsl=1, each of which corresponds to a strange vertex, we define
V ∗h (Ω) = {vh ∈ Vh(Ω) : Flvh = 0 for l = 1, · · · , ns}.
Of course, when there is no strange vertex, we have V ∗h (Ω) = Vh(Ω). It is clear that
dim(V ∗h (Ω)) = dim(Vh(Ω)) − ns, so the number ns is the codimension of the space V ∗h (Ω).
The exact definitions of the functionals {Fl}nsl=1 will be given in Section 5.
Define =cs = ∪v∈Vs=cv and = = {Ωk}N0k=1\=cs. We need to introduce a similar set with Γk
defined in Subsection 3.2.1. For a polyhedron Ωk ∈ =cs, define Γ∗k = (Ωk ∩∂Ω)\V∂s . Since an
isolated vertex in Ωk ∩ ∂Ω must be one strange vertex in V∂s , the set Γ∗k either is an empty
set or is a union of some faces and edges of Ωk.
As we will see, we have to use different ways to handle the polyhedra containing strange
vertices with different features, so we introduce more sets of polyhedra.
• Vas : one vertex v ∈ Vas means that v is a strange vertex and, for any polyhedron
Ωr ∈ =cv and each polyhedron Ωl ∈ =, the relation αr ≥ αl always holds if Ωr intersects Ωl;
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• =cs,1: one polyhedron Ωr ∈ =cs,1 means that all the strange vertices on Ωr belong to
Vas .
Define =cs,a as follows: one polyhedron Ωk ∈ =cs,a if and only if Ωk ∈ =cs,1 and there exists
a connected union Γ of some faces of Ωk (Γ 6= ∂Ωk) such that ∂Γ contains all the strange
vertices on Ωk and the set Γ
∗
k∪Γ is connected, where the set Γ will be used for the definition
of some functional Fl. Moreover, we set =cs,b = =cs\=cs,a.
For many polyhedra Ωk (for example, a hexahedron), there exists a set Γ described
above such that ∂Γ contains all the vertices of Ωk. For such polyhedra Ωk, the condition
that Γ∗k ∪ Γ is connected is automatically satisfied for any Γ∗k, so we have =cs,a = =cs,1.
Assumption 3.3. The coefficient functions α(x) and β(x) satisfy
βr <∼ αr, ∀Ωr ∈ =cs,a; αr <∼ βr <∼ αr, ∀Ωr ∈ =cs,b. (3.8)
This assumption can be viewed as a variant of Assumption 3.2.
Let ρ(h) be defined as in Subsection 3.2.2, but for all the subdomains in =. The following
theorem presents a general result of weighted regular Helmholtz decomposition.
Theorem 3.2 Let Assumption 3.1, Assumption 3.2 and Assumption 3.3 be satisfied
for all Ωk, for each Ωk ∈ = and for each Ωk ∈ =cs, respectively. Then there are functionals
{Fl}nsl=1 such that any function vh ∈ V ∗h (Ω) admits a decomposition of the form
vh = ∇ph + rhwh + Rh (3.9)
for some ph ∈ Zh(Ω) and wh ∈ (Zh(Ω))3 and Rh ∈ Vh(Ω). Moreover, we have the estimates
‖β 12∇ph‖0,Ω ≤ C log2(1/h)ρm0(h)‖vh‖H∗(curl, Ω), (3.10)
‖wh‖H1∗(Ω) ≤ C log2(1/h)ρm0(h)‖vh‖H∗(curl, Ω) (3.11)
and
h−1‖Rh‖L2α(Ω) ≤ C log2(1/h)ρm0(h)‖vh‖H∗(curl, Ω), (3.12)
where the constants m0 and C are independent of h and the jumps of the coefficients α
and β. When there is no strange vertex, the results are valid for any vh ∈ Vh(Ω) and the
logarithmic factor in the estimates can be dropped.
As we will see, when we apply the above theorem to the analysis of the HX precon-
ditioner, we are interested only in the codimension ns of the space V
∗
h (Ω), instead of the
space V ∗h (Ω) itself (i.e., the choice of the functionals {Fl}nsl=1). In many applications, one
may encounter only several different media involved in the entire physical domain, so ns is
a small positive integer independent of h and the jumps of the coefficients α and β.
3.3.3 Further investigation on this theorem
To understand Theorem 3.1 more deeply, we give a well known example on the so called
“checkerboard” domain.
Let Ω = [0, 1]3, and let Ω be decomposed into a union of four polyhedra {Ωk}4k=1, where
Ω1 = [0,
1
2 ]
3, Ω2 = [
1
2 , 1]
3, Ω3 ⊂ [0, 1]2 × [0, 12 ] and Ω4 ⊂ [0, 1]2 × [12 , 1] (Ω3 and Ω3 have the
same size). Let ε  1 be a very small positive number, and define α(x) = 1 and β(x) = η
on Ω1 ∪Ω2 with η ∈ [ε, 1], and α(x) = β(x) = ε on Ω3 ∪Ω4. For this example, there is only
one strange vertex v at the center of Ω and =cv contains two cubes Ω1 and Ω2, which implies
that ns = 1. The domain Ω = [0, 1]
3 in the example is called “checkerboard” domain. It is
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easy to see that the coefficients in this example satisfy Assumption 3.1, Assumption 3.2
and Assumption 3.3 (=cs,b = ∅). Then Theorem 3.2 holds for this example, with ρ(h) = 1.
Proposition 3.2. Let η = ε in the above example. Then the space V ∗h (Ω) in Theorem 3.2
cannot be replaced by Vh(Ω) itself.
Proof. It is clear that v is the common vertex of the two polyhedra Ω1 and Ω2 (see Figure
2).
Figure 2: A “checkerboard” domain Ω: the shaded domain denotes G = Ω1 ∪ Ω2
For i = 1, 2, let φh,i ∈ Zh(Ωi) be a nodal finite element function satisfying φh,i = 0 on ∂Ωi∩
∂Ω. Define vh as follows: vh = ∇φh,i on Ω¯i (i = 1, 2); λe(vh) = 0 for any edge e in Ω3 ∪Ω4;
vh has continuous tangential components on every fine edge on (∂Ω3 ∪ ∂Ω4)∩ (∂Ω1 ∪ ∂Ω2).
It is easy to see that vh ∈ Vh(Ω) even if φh,1 6= φh,2 at v (an edge finite element function
may be discontinuous at a node), but vh does not vanish on Ω3 ∪Ω4 since vh has non-zero
degrees of freedom on (∂Ω3 ∪ ∂Ω4) ∩ (∂Ω1 ∪ ∂Ω2). In the following we explain that the
function vh must belong to a subspace V
∗
h (Ω) with some constrain if this function admits a
Helmholtz decomposition satisfying all the requirements in Theorem 3.2.
We assume that vh admits such a Helmholtz decomposition. For convenience, set G =
Ω1 ∪Ω2. By the definition of vh, we have curl vh = 0 on G. Then the estimates (3.11) and
(3.12) imply that
|wh|1,G ≤ ‖wh‖H1∗(Ω) ≤ C log(1/h)ρm(h)ε
1
2 (‖vh‖0,G + ‖vh‖H∗(curl,Ω3∪Ω4))
and
h−1‖Rh‖0,G ≤ h−1‖Rh‖L2α(Ω) ≤ C log(1/h)ρ(h)ε
1
2 (‖vh‖0,G + ‖vh‖H∗(curl,Ω3∪Ω4)).
For a fixed h, let ε → 0+ in the above two inequalities, then we get wh = Rh = 0 on G
since wh vanishes on ∂Ω ∩ ∂G. Thus, by the Helmholtz decomposition, we have vh = ∇ph
on G with ph ∈ Zh(Ω).
For i = 1, 2, set ph,i = ph|Ωi and let fi ⊂ ∂Ωi be a face containing v as one of its vertex.
For this example, we have fi ∩ ∂Ω 6= ∅, so we can choose a vertex vi on ∂fi ∩ ∂Ω such that
ph,i vanishes at vi. We consider the arc-length integrals of vh · t∂fi on ∂fi. To this end, we
assume that the arc-length coordinate of the point vi is just 0 and we use tv to denote the
arc-length coordinate of the center vertex v. By the condition vh = ∇ph on Ωi, we get∫ tv
0
vh · t∂fids =
∫ tv
0
∇ph,i · t∂fids = ph,i(tv) (i = 1, 2).
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Since ph ∈ Zh(Ω), we have ph,1(tv) = ph,2(tv). Thus∫ tv
0
vh · t∂f1ds =
∫ tv
0
vh · t∂f2ds.
Namely, the function vh must satisfy the constraint Fvh = 0 with
Fvh =
∫ tv
0
vh · t∂f1ds−
∫ tv
0
vh · t∂f2ds.
Then this proposition is proved. ]
The above discussions tell us that, for the case with strange vertices, some constraint is
necessary for a function vh to admit a stable Helmholtz decomposition.
3.4 Analysis of the HX preconditioner with jump coefficients
In this subsection we shall apply the discrete weighted Helmholtz decompositions described
in Theorem 3.1-Theorem 3.2 to analyze the convergence of the HX preconditioner for the
case with jump coefficients.
3.4.1 The HX preconditioner
In this part, we recall the HX preconditioner proposed in [18] for solving the discrete system
of (1.1).
The discrete variational problem of (1.1) is: to find uh ∈ Vh(Ω) such that
(αcurl uh, curl vh) + (βuh,vh) = (f ,vh), ∀vh ∈ Vh(Ω). (3.13)
As usual, we can rewrite it in the operator form
Ahuh = fh, (3.14)
with Ah : Vh(Ω)→ Vh(Ω) being defined by
(Ahuh,vh) = (αcurl uh, curl vh) + (βuh,vh), uh,vh ∈ Vh(Ω).
Let 4h : (Zh(Ω))3 → (Zh(Ω))3 be the discrete elliptic operator defined by
(4hv,w) = (α∇v,∇w) + (βv,w), v,w ∈ (Zh(Ω))3,
and let Mh: ∇(Zh(Ω))→ ∇(Zh(Ω)) be the restriction of Ah on the space ∇(Zh(Ω)), whose
action can be implemented by solving Laplace equation. Besides, let Jh : Vh(Ω) → Vh(Ω)
denote the Jacobi smoother of Ah. Then the HX preconditioner Bh of Ah can be defined
by
Bh = J
−1
h + rˆh4−1h rˆ∗h + Th M−1h T∗h,
where rˆh : (Zh(Ω))
3 → Vh(Ω) is the restriction of the interpolation operator rh on (Zh(Ω))3,
and T∗h : Vh(Ω)→ ∇(Zh(Ω)) is the L2 projector.
When the coefficients α and β have no large jump across the interface between two
neighboring subdomains, we have (see [18])
cond(BhAh) <∼ C.
But, it is unclear how the constant C depends on the jumps of the coefficients α and β for
the case with large jumps of the coefficients.
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3.4.2 Convergence of the HX preconditioner for the case with jump coefficients
In this subsection we give a new convergence result of the preconditioner Bh for the case
with large jumps of the coefficients α and β by using Theorem 3.1-Theorem 3.2.
Let ns and V
∗
h (Ω) be defined in Subsubsection 3.3.2. We use λns+1(B
−1
h Ah) to denote
the minimal eigenvalue of the restriction of B−1h Ah on the subspace V
∗
h (Ω), and define
κns+1(B
−1
h Ah) as the reduced condition number (see [35]) of B
−1
h Ah associated with the
subspace V ∗h (Ω). Namely,
κns+1(B
−1
h Ah) =
λmax(B
−1
h Ah)
λns+1(B
−1
h Ah)
.
From the framework introduced in [35], we know that the convergence rate of the PCG
method with the preconditioner Bh for solving the system (3.14) is determined by the
reduced condition number κns+1(B
−1
h Ah) (the iteration counts to achieve a given accuracy
of the approximation weakly depends on the values of the codimension ns). If there is no
strange vertex (this condition is weaker than the quasi-monotonicity assumption), we have
ns = 0 and V
∗
h (Ω) = Vh(Ω), and so κns+1(B
−1
h Ah) is just the standard condition number
cond(B−1h Ah). In this part, we are devoted to the estimate of κns+1(B
−1
h Ah). Let ρ(h),
which equals 1 or log(1/h), be defined in Subsection 3.2.2.
Theorem 3.3 Let Assumption 3.1, Assumption 3.2 and Assumption 3.3 be satisfied.
Then there are a positive number C and a positive integer m0, which are independent of
h and the jumps of the coefficients α and β, and only depend on the distribution of the
discontinuity of the coefficient functions α(x) and β(x), such that
κns+1(B
−1
h Ah) ≤ C log2(1/h)ρm0(h). (3.15)
When there is no strange vertex, we have
cond(B−1h Ah) ≤ Cρm0(h). (3.16)
In particular, if the set Γk is a union of connected “Lipschitz” unions of some faces of Ωk
for each subdomain Ωk, we have
cond(B−1h Ah) ≤ C. (3.17)
Proof. We need only to prove the estimate (3.15), and we can prove another two results
in the same manner (but using Theorem 3.1). For any vh ∈ V ∗h (Ω), let wh ∈ (Zh(Ω))3,
ph ∈ Zh(Ω) and Rh ∈ Vh(Ω) be defined by the decomposition in Theorem 3.2
vh = rhwh +∇ph + Rh. (3.18)
By the auxiliary space technique for the construction of preconditioner (refer to [18]), we
need only to verify
(JRh,Rh) + (4hwh,wh) + (Mh (∇ph),∇ph) ≤ C log2(1/h)ρm0(h)(Ahvh,vh). (3.19)
It follows by (3.11) that
(4hwh,wh) = ‖wh‖2H1∗(Ω) <∼ log
2(1/h)ρm0(h)‖vh‖2H∗(curl; Ω)
= log2(1/h)ρm0(h)(Ahvh,vh). (3.20)
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From (3.10), we have
(Mh (∇ph),∇ph) <∼ ‖β
1
2∇ph‖20,Ω <∼ log2(1/h)ρm0(h)(‖α
1
2 curl vh‖20,Ω + ‖β
1
2vh‖20,Ω)
= log2(1/h)ρm0(h)(Ahvh,vh). (3.21)
Finally, we get by (3.12)
(Jv˜h, v˜h) <∼ h−2‖α
1
2 v˜h‖20,Ω <∼ log2(1/h)ρm0(h)‖α
1
2 curl vh‖20,Ω
≤ log2(1/h)ρm0(h)(Ahvh,vh). (3.22)
Then (3.19) is a direct consequence of (3.20)-(3.22). ]
Remark 3.2 Notice that the codimension ns is a small positive constant in applications. By
Theorem 3.3 and the framework introduced in [35], the PCG method with the preconditioner
Bh for solving the system (3.14) possesses fast convergence, which not only is nearly optimal
with respect to the mesh size h but also is independent of the jumps in the coefficients α and
β across the interface between two neighboring subdomains.
The remaining part of this work is devoted to the proof of Theorem 3.1-Theorem 3.2.
4 Analysis for the case satisfying generalized quasi-monotonicity
assumption
In this section, we are devoted to the proof of Theorem 3.1.
From now on, when we say two subdomains Ωr and Ωr′ do not intersect if Ω¯r ∩ Ω¯r′ = ∅;
otherwise we say the two subdomains intersect each other. For a polyhedron G in {Ωk}, we
use ΞG to denote the union of all the polyhedra that belong to {Ωk} and intersect with G.
The following result will be used repeatedly.
Lemma 4.1 Let G be a polyhedron in {Ωk}, and Γ be a union of some faces and edges of G.
Then there exists an extension Eh mapping Zh(G) into Zh(Ω) such that, for any function
φh ∈ Zh(G) vanishing on Γ, the function Ehφh satisfy the conditions: (1) Ehφh = φh on G¯;
(2) supp Ehφh ⊂ ΞG; (3) when G′ ⊂ ΞG and G¯′ ∩ G¯ ⊂ Γ, we have Ehφh = 0 on G′; (4) the
following stability estimates hold
‖Ehφh‖1,Ω <∼ log(1/h)‖φh‖1,G and ‖Ehφh‖0,Ω <∼ ‖φh‖0,G. (4.1)
In particular, if Γ does not contain any edge, the factor log(1/h) in the above inequality can
be removed.
Proof. When Γ is a union of only some faces of G, the results can be proved as in the proof
of Lemma 4.5 in [23].
For the case that Γ contains edges, we define the extension in the same manner as w˜h,1
in the proof of Theorem 3.1 in [19]. Assume that G has nf faces, which are denoted by
f1, · · · , fnf . Set f∂ = ∪nfj=1∂fj . For each fj , let ϑfj be the finite element function defined
in [7] and [34]. This function satisfies ϑfj (x) = 1 for each node x ∈ f¯j\∂fj , ϑfj (x) = 0 for
x ∈ ∂G\fj and 0 ≤ ϑfj ≤ 1 on G. Let pih denote the standard interpolation operator into
Zh(G), and define φ
fj
h = pih(ϑfjφh) (j = 1, · · · , nf ).
When fj ⊂ Γ, we define the extension φ˜fjh of φ
fj
h as the natural zero extension since
φ
fj
h = 0 on Γ. We need only to consider the faces fj * Γ. Let Gj ⊂ ΞG be the polyhedron
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having the common face fj with G. As in Lemma 4.5 of [23], we can show there exists an
extension φ˜
fj
h of φ
fj
h such that φ˜
fj
h ∈ Zh(Ω); φ˜
fj
h = φ
fj
h on G¯; φ˜
fj
h vanishes on Ω\(G∪fj∪Gj);
φ˜
fj
h is stable with both H
1 norm and L2 norm. Define
Ehφh = φ
∂
h +
nf∑
j=1
φ˜
fj
h ,
where φ∂h ∈ Zh(Ω) denotes the zero extension of the restriction of φh on f∂ . Then the
extension Ehφh meet all the requirements in this lemma. ]
In the rest of this paper, for a nodal finite element function φh we always use φ˜h to
denote its extension defined by Lemma 4.1. For convenience, such an extension is simply
called a stable extension.
4.1 A decomposition for edge element functions
In this subsection, we build a suitable Helmholtz decomposition for functions vh ∈ Vh(Ω).
The basic ideas, which come from [20], can be described roughly as follows. We first divide
all the subdomains {Ωr} into groups according to the values of the coefficients {αr}, such
that any two subdomains in each group do not intersect each other, and the subdomains
in a former group correspond larger values of {αr} than the subdomains in a later group.
Then we in turn construct the desired decomposition from a former group to a later group.
As in [20], we decompose {Ωr}N0r=1 into a union of non-empty subsets Σ1, · · ·, Σm satis-
fying the following conditions: (1) any two polyhedra in a same subset Σl do not intersect
each other; (2) for any two polyhedra Ωrl and Ωrj belonging respectively to two different
subsets Σl and Σj with l < j, we have αrl ≥ αrj if Ωrl and Ωrj intersect each other.
Without loss of generality, we assume that
Σl = {Ωnl−1+1, Ωnl−1+2, · · · ,Ωnl}
with n0 = 0 and nl > nl−1 (l = 1, · · · ,m). It is clear that Σl contains (nl−nl−1) polyhedra.
In the analysis below, we will consider four cases simultaneously:
Case (i): βk <∼ αk and Γk is connected union of faces of Ωk;
Case (ii): βk <∼ αk and Γk is connected union of faces and edges of Ωk;
Case (iii): αk <∼ βk and Γk is a union (but may be non-connected) of some faces of Ωk;
Case (iv): αk =∼ βk and Γk is a union (but may be non-connected) of some faces and
edges of Ωk.
For Case (i)-(ii), Case (iii) and Case (iv), we will respectively use the first particular
conclusion, the second particular conclusion and the general conclusion of Theorem 4.1 in
[19] to build a regular Helmholtz decomposition on Ωk.
For convenience, we define the positive number ρk(h) as follows: ρk(h) = 1 when Γk is
an empty set or is a union of connected “Lipschitz” unions of some faces of Ωk , otherwise,
ρk(h) = log(1/h) (if Γk contains an isolated edge or contains “non-Lipschitz” union of faces).
Moreover, for vh ∈ Vh(Ω) we define two general “norms” ‖vh‖∗,Ωk and ‖vh‖#,Ωk as follows:
‖vh‖∗,Ωk = ‖curl vh‖0,Ωk for Cases (i)-(ii), or ‖vh‖∗,Ωk = ‖vh‖curl,Ωk for Cases (iii)-(iv);
‖vh‖#,Ωk = ‖vh‖0,Ωk for Case (iii), or ‖vh‖#,Ωk = ‖vh‖curl,Ωk for the other cases.
We are now ready to construct a desired decomposition for any vh in Vh(Ω), and do so
by three steps.
Step 1: Decompose vh on all the polyhedra in Σ1.
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We shall write vh,r = vh|Ωr . For Ωr ∈ Σ1 (i.e., 1 ≤ r ≤ n1), it is clear that Γr = ∂Ωr∩∂Ω.
By Theorem 4.1 of [19], we can decompose vh,r as follows:
vh,r = ∇ph,r + rhwh,r + Rh,r , (4.2)
where ph,r ∈ Zh(Ωr), wh,r ∈ (Zh(Ωr))3 and Rh,r ∈ Vh(Ωr), and they vanish on Γr. Moreover,
we have
‖wh,r‖1,Ωr + h−1‖Rh,r‖0,Ωr <∼ ‖vh,r‖∗,Ωr (4.3)
and
‖wh,r‖0,Ωr + ‖ph,r‖1,Ωr <∼ ‖vh,r‖#,Ωr . (4.4)
Let p˜h,r ∈ Zh(Ω) and w˜h,r ∈ (Zh(Ω))3 be the stable extensions of ph,r and wh,r, respec-
tively. Moreover, let R˜h,r ∈ Vh(Ω) denote the natural zero extensions of Rh,r. Then we
define
v˜h,r = ∇p˜h,r + rhw˜h,r + R˜h,r for all r such that Ωr ∈ Σ1. (4.5)
Step 2: Decompose vh on all the polyhedra in Σ2.
Consider a subdomain Ωr from Σ2. For ease of notation, we introduce the index set
Λ1r = { i ; 1 ≤ i ≤ n1 such that ∂Ωi ∩ ∂Ωr 6= ∅}, Ωr ⊂ Σl (l ≥ 2).
Define
v∗h,r = vh,r −
∑
i∈Λ1r
v˜h,i on Ωr. (4.6)
It is easy to see that λe(v
∗
h,r) = 0 for e ⊂ Γr. Then, by Theorem 4.1 in [19] according to
different cases, there exist p∗h,r ∈ Zh(Ωr), w∗h,r ∈ (Zh(Ωr))3 and R∗h,r ∈ Vh(Ωr) having zero
degrees of freedom on Γr such that
v∗h,r = ∇p∗h,r + rhw∗h,r + R∗h,r on Ωr . (4.7)
Moreover, we have
‖w∗h,r‖1,Ωr + h−1‖R∗h,r‖0,Ωr <∼ ρr(h)‖v∗h,r‖∗,Ωr (4.8)
and
‖w∗h,r‖0,Ωr + ‖p∗h,r‖1,Ωr <∼ ρr(h)‖v∗h,r‖#,Ωr . (4.9)
Now we can define the decomposition of vh on Ωr ∈ Σ2 as
vh,r = ∇(p∗h,r +
∑
i∈Λ1r
p˜h,i) + rh(w
∗
h,r +
∑
i∈Λ1r
w˜h,i) + R
∗
h,r +
∑
i∈Λ1r
R˜h,i . (4.10)
Let p˜∗h,r ∈ Zh(Ω) and w˜∗h,r ∈ (Zh(Ω))3 denote stable extensions of p∗h,r and w∗h,r, respec-
tively. Besides, let R˜∗h,r ∈ Vh(Ω) denote the standard extension of R∗h,r by zero onto Ω.
Since p∗h,r, w
∗
h,r and R
∗
h,r have zero degrees of freedom on Γr, by Lemma 4.1 the extensions
p˜∗h,r, w˜
∗
h,r and R˜
∗
h,r vanish on every Ωl ∈ Σ1. Then we set
v˜∗h,r = ∇p˜∗h,r + rhw˜∗h,r + R˜∗h,r for all r such that Ωr ∈ Σ2. (4.11)
Step 3: Obtain the final desired decomposition of vh.
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We now consider the index l ≥ 3, and assume that the decompositions of vh on all
polyhedra belonging to Σ1 Σ2, · · · ,Σl−1 are done as in Steps 1 and 2. Next, we will build
up a decomposition of vh in all subdomains Ωr ∈ Σl.
As in Step 2, we introduce another index set:
Λl−1r = { i ; n1 + 1 ≤ i ≤ nl−1 such that ∂Ωi ∩ ∂Ωr 6= ∅}, Ωr ⊂ Σl (l ≥ 3).
Define
v∗h,r = vh,r −
∑
i∈Λ1r
v˜h,i −
∑
i∈Λl−1r
v˜∗h,i on Ωr. (4.12)
By the definitions of v˜h,i and v˜
∗
h,i, we know λe(v
∗
h,r) = 0 for all e ⊂ Γr. So by Theorem 4.1
in [19], one can find p∗h,r ∈ Zh(Ωr), w∗h,r ∈ (Zh(Ωr))3 and R∗h,r ∈ Vh(Ωr) such that
v∗h,r = ∇p∗h,r + rhw∗h,r + R∗h,r on Ωr , (4.13)
and they have zero degrees of freedom on Γr. Moreover, we have
‖w∗h,r‖1,Ωr + h−1‖R∗h,r‖0,Ωr <∼ ρr(h)‖v∗h,r‖∗,Ωr (4.14)
and
‖w∗h,r‖0,Ωr + ‖p∗h,r‖1,Ωr <∼ ρr(h)‖v∗h,r‖#,Ωr . (4.15)
Using (4.12) and (4.13), we have the following decomposition for vh on each Ωr ∈ Σl :
vh,r = ∇(p∗h,r +
∑
i∈Λ1r
p˜h,i +
∑
i∈Λl−1r
p˜∗h,i) + w
∗
h,r +
∑
i∈Λ1r
w˜h,i +
∑
i∈Λl−1r
w˜∗h,i
+ R∗h,r +
∑
i∈Λ1r
R˜h,i +
∑
i∈Λl−1r
R˜∗h,i on Ωr. (4.16)
As it was done in Steps 1 and 2, we can extend p∗h,r, w
∗
h,r and R
∗
h,r onto the entire
domain Ω to get p˜∗h,r, w˜
∗
h,r and R˜
∗
h,r. Then, by Lemma 4.1, the extensions p˜
∗
h,r, w˜
∗
h,r and
R˜∗h,r vanish on every Ωi ∈ Σj for 1 ≤ j ≤ l − 1. Then we define
v˜∗h,r = ∇p˜∗h,r + rhw˜∗h,r + R˜∗h,r for all r such that Ωr ∈ Σl. (4.17)
It is clear that λe(v˜
∗
h,r) = 0 for all e ∈ Γr.
Continuing with the above procedure for all l’s till l = m, we will have built up a
decomposition of vh over all the subdomains Ω1, Ω2, . . ., ΩN0 such that
vh =
n1∑
r=1
v˜h,r +
nm∑
r=n1+1
v˜∗h,r = ∇ph + rhwh + Rh (4.18)
where ph ∈ Zh(Ω), wh ∈ (Zh(Ω))3 and Rh ∈ Vh(Ω) are given by
ph =
n1∑
r=1
p˜h,r +
nm∑
r=n1+1
p˜∗h,r, wh =
n1∑
r=1
w˜h,r +
nm∑
r=n1+1
w˜∗h,r (4.19)
and
Rh =
n1∑
r=1
R˜h,r +
nm∑
r=n1+1
R˜∗h,r. (4.20)
Remark 4.1 We would like to emphasize that, for each Ωr ∈ Σl (2 ≤ l ≤ m), the extensions
p˜∗h,r, w˜
∗
h,r and R˜
∗
h,r vanish on every Ωi ∈ Σj for 1 ≤ j ≤ l− 1, otherwise, the decomposition
(4.18) does not valid yet. This is why we require that p∗h,r, w
∗
h,r and R
∗
h,r vanish on Γr,
which was guaranteed by Theorem 4.1 in [19]. This is the reason that we had to build
various Helmholtz decompositions in [19].
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4.2 Stability of the decomposition
In this subsection, we are devoted to the proof of the stability estimates in Theorem 3.1
based on the Helmholtz decomposition defined in the previous subsection.
Definition 4.1 For a subdomain Ωr, another subdomain Ωr′ is called a “parent” of Ωr if
Ω¯r′ ∩ Ω¯r 6= ∅ and αr′ ≥ αr.
Definition 4.2 A parent of subdomain Ωr is called a level-1 ancestor of Ωr, and a parent
of a level-1 ancestor of Ωr is called a level-2 ancestor of Ωr. In general, a parent of a level-j
ancestor of Ωr is called a level-(j + 1) ancestor of Ωr.
For a polyhedron Ωr ∈ Σl (l ≥ 2), let Λ(j)r (a) denote the set of all level-j ancestors of Ωr
Notice that Λ
(j)
r (a) may be an empty set for some j. For such Ωr, we use Lr(a) to denote
the number of all the non-empty sets Λ
(j)
r (a). Without loss of generality, we assume that
the sets Λ
(j)
r (a) are non-empty for j = 1, · · · , Lr(a).
The following results can be obtained directly by the definitions of ‖vh,r‖2∗,Ωr and
‖vh,r‖2#,Ωr .
Proposition 4.1. Let Ωr ⊂ Ω and vh ∈ Vh(Ωr). For Cases (i)-(iv), we always have
αr‖vh‖2∗,Ωr <∼ αr‖curl vh‖20,Ωr + βr‖vh‖20,Ωr (4.21)
and
βr‖vh‖2#,Ωr <∼ αr‖curl vh‖20,Ωr + βr‖vh‖20,Ωr . (4.22)
]
Let ρr(h) be define in Subsection 4.1, and set ρ(h) = max1≤r≤N0 ρr(h). For a subdomain
Ωr, define a norm as
‖v‖H∗(curl,Ωr) = (αr‖curl v‖20,Ωr + βr‖v‖20,Ωr)
1
2 , v ∈ H(curl; Ωr).
The following auxiliary result can be viewed as an extension of Lemma 6.1 in [20].
Lemma 4.2 For a subdomain Ωr from Σl (l ≥ 2), let v∗h,r be defined as in Steps 2 and 3
for the construction of the decomposition of any vh ∈ Vh(Ω) in Subsection ??. Then v∗h,r
admits the following estimates
α
1
2
r ‖v∗h,r‖∗,Ωr <∼ ‖vh‖H∗(curl,Ωr) +
Lr(a)∑
j=1
ρ2j(h)
∑
i∈Λ(j)r (a)
‖vh‖H∗(curl,Ωi) (4.23)
and
β
1
2
r ‖v∗h,r‖#,Ωr <∼ ‖vh‖H∗(curl,Ωr) +
Lr(a)∑
j=1
ρ2j(h)
∑
i∈Λ(j)r (a)
‖vh‖H∗(curl,Ωi). (4.24)
In particular, if all the sets Γr are connected, the norm H
∗(curl, ·) in (4.23) can be replaced
by the corresponding curl semi-norm.
Proof. The proof contains some different details from that of Lemma 6.1 in [20]. We prove
by induction, and start with the case of l = 2. It follows from (4.6) and (4.5) that
‖curl v∗h,r‖0,Ωr <∼ ‖curl vh,r‖0,Ωr +
∑
i∈Λ1r
(‖curl (rhw˜h,i)‖0,Ωr + ‖curl R˜h,i‖0,Ωr). (4.25)
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By Proposition 3.1 in [19] and Lemma 4.1, we deduce that
‖curl(rhw˜h,i)‖0,Ωr = ‖curlw˜h,i‖0,Ωr <∼ ρi(h)‖wh,i‖1,Ωi .
Moreover, by the inverse estimate and the definition of R˜h,i, we have
‖curl R˜h,i‖0,Ωr <∼ h−1‖Rh,i‖0,Ωi .
Substituting the above two inequalities into (4.25) and using (4.3), yields
‖curl v∗h,r‖0,Ωr <∼ ‖curl vh‖0,Ωr +
∑
i∈Λ1r
ρi(h)‖vh‖∗,Ωi
<∼ ‖curl vh‖0,Ωr + ρ(h)
∑
i∈Λ(1)r (a)
‖vh‖∗,Ωi .
Furthermore, by the relation αr <∼ αi for i ∈ Λ
(1)
r and the inequality (4.21) we obtain
α
1
2
r ‖curl v∗h,r‖0,Ωr <∼ α
1
2
r ‖curl vh‖0,Ωr + ρ(h)
∑
i∈Λ(1)r (a)
‖vh‖H∗(curl,Ωi). (4.26)
Similarly, by using (4.4) and (4.22), and noticing the assumption (3.3), we can show that
β
1
2
r ‖v∗h,r‖0,Ωr <∼ β
1
2
r ‖vh‖0,Ωr + ρ(h)
∑
i∈Λ(1)r (a)
‖vh‖H∗(curl,Ωi).
Combining the above inequality with (4.26), we know that (4.23) and (4.24) are valid for
all the subdomains Ωr in Σ2.
Now, assume that (4.23) is true for all subdomains Ωr ∈ Σl with l ≤ n. Then we need
to verify (4.23) for all subdomains Ωr ∈ Σn+1. It follows from (4.12) that
‖curl v∗h,r‖0,Ωr <∼ ‖curl vh,r‖0,Ωr +
∑
i∈Λ1r
‖curl v˜h,i‖0,Ωr +
∑
i∈Λnr
‖curl v˜∗h,i‖0,Ωr . (4.27)
Similarly as (4.26) was derived, one can check that (by (4.11), Lemma 4.1 and (4.8))
‖curl v˜h,i‖0,Ωr <∼ ρi(h)(‖wh,i‖1,Ωi + h−1‖Rh,i‖0,Ωi) <∼ ρ2i (h)‖vh,i‖∗,Ωi (i ∈ Λ1r),
‖curl v˜∗h,i‖0,Ωr <∼ ρi(h)(‖w∗h,i‖1,Ωi + h−1‖R∗h,i‖0,Ωi) <∼ ρ2i (h)‖v∗h,i‖∗,Ωi (i ∈ Λnr ).
Combining these estimates with (4.27) gives
α
1
2
r ‖curl v∗h,r‖0,Ωr <∼ α
1
2
r ‖curl vh,r‖0,Ωr + ρ2(h)
∑
i∈Λ1r
α
1
2
i ‖vh,i‖∗,Ωi
+ ρ2(h)
∑
i∈Λnr
α
1
2
i ‖v∗h,i‖∗,Ωi . (4.28)
Here we have used the fact that αr <∼ αi for i ∈ Λ1r ∪ Λnr . Noting that for i ∈ Λnr , we have
Ωi ∈ Σl for some l ≤ n. Thus by the inductive assumption,
∑
i∈Λnr
α
1
2
i ‖v∗h,i‖∗,Ωi <∼
∑
i∈Λnr
‖vh‖H∗(curl,Ωi) +
∑
i∈Λnr
Li(a)∑
j=1
ρ2j(h)
∑
k∈Λ(j)i (a)
‖vh‖H∗(curl,Ωk). (4.29)
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But for all subdomains Ωr ∈ Σn+1 and i ∈ Λnr , we know Li(a) ≤ Lr(a) and Λ(j)i (a) = ∅ for
j > Li(a) by definition, so we have the relation
∑
i∈Λnr
Li(a)∑
j=1
∑
k∈Λ(j)i (a)
=
Lr(a)∑
j=1
∑
i∈Λnr
∑
k∈Λ(j)i (a)
=
Lr(a)∑
j=1
∑
k∈Λ(j+1)r (a)
. (4.30)
Combining this with the fact that Λ
(j+1)
r (a) = ∅ for j ≥ Lr(a), we get
∑
i∈Λnr
Li(a)∑
j=1
∑
k∈Λ(j)i (a)
=
Lr(a)−1∑
j=1
∑
k∈Λ(j+1)r (a)
.
From this identity and (4.29) it follows that
∑
i∈Λnr
α
1
2
i ‖v∗h,i‖∗,Ωi <∼
∑
i∈Λnr
‖vh‖H∗(curl,Ωi) +
Lr(a)∑
j=2
ρ2j(h)
∑
k∈Λ(j)r (a)
‖vh‖H∗(curl,Ωk). (4.31)
Substituting this into (4.28), and using (4.21) and the identity∑
i∈Λ1r
+
∑
i∈Λnr
=
∑
i∈Λ(1)r (a)
for Ωr ∈ Σn+1,
we can immediately derive that
α
1
2
r ‖curl v∗h,r‖0,Ωr <∼ α
1
2
r ‖curl vh‖0,Ωr +
Lr(a)∑
j=1
ρ2j(h)
∑
k∈Λ(j)r (a)
‖vh‖H∗(curl,Ωk). (4.32)
Similarly, by using (4.9) and (4.22), and noticing the assumption (3.3), we can show that
β
1
2
r ‖v∗h,r‖0,Ωr <∼ β
1
2
r ‖vh‖0,Ωr +
Lr(a)∑
j=1
ρ2j(h)
∑
k∈Λ(j)r (a)
‖vh‖H∗(curl,Ωk).
Combining the above inequality with (4.32), we prove (4.23) and (4.24) for all subdomains
Ωr ∈ Σn+1, thus we complete the proof of the estimates by the mathematical induction.
The final conclusion can be seen directly from the above proof (refer to the proof of
Lemma 6.1 in [20]). ]
Proof of Theorem 3.1. We are now ready to show Theorem 3.1. We start with the
estimate of ‖wh‖2H1α(Ωr) for each subdomain Ωr in Σ1, i.e., 1 ≤ r ≤ n1. For such case, we
have wh|Ωr = wh,r with wh,r being defined by (4.2) (notice that any two of the subdomains
Ω1, · · · ,Ωn1 do not intersect). Then, it follows by (4.3) and Proposition 4.1 that
‖wh‖2H1α(Ωr) <∼ αr‖vh,r‖
2
∗,Ωr <∼ αr‖curl vh‖20,Ωr + βr‖vh‖20,Ωr . (4.33)
Next, we consider all the subdomains Ωr in Σ2. From the construction in Step 2, we
have
wh|Ωr = w˜∗h,r + (
∑
i∈Λ1r
w˜h,i)|Ωr .
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It follows by the triangle inequality that
‖wh‖1,Ωr <∼ ‖w˜∗h,r‖1,Ωr +
∑
i∈Λ1r
‖w˜h,i‖1,Ωr . (4.34)
Since w˜∗h,r = w
∗
h,r on Ωr, by (4.8) we get
‖w˜∗h,r‖1,Ωr <∼ ρr(h)‖v∗h,r‖∗,Ωr .
Plugging this inequality and (4.3) (noting the stability of the extension) in (4.34), leads to
‖wh‖1,Ωr <∼ ρr(h)‖v∗h,r‖∗,Ωr +
∑
i∈Λ1r
‖vh,r‖∗,Ωi . (4.35)
Then by inserting the coefficient α and using (4.23) for l = 2, we readily have for all
subdomains Ωr ∈ Σ2 that
α
1
2
r ‖wh‖1,Ωr <∼ ρr(h)α
1
2
r ‖v∗h,r‖∗,Ωr +
∑
i∈Λ1r
α
1
2
r ‖vh,i‖∗,Ωi
<∼ ρ(h)‖vh‖H∗(curl,Ωr) + ρ3(h)
∑
i∈Λ1r
‖vh‖H∗(curl,Ωi). (4.36)
Here we have used the fact that αr ≤ αi for i ∈ Λ1r , which comes from the definitions of Σ1
and Σ2.
Finally we consider all the subdomains Ωr from the general class Σl with l ≥ 3. By the
definition of wh (see (4.19)), we have for wh in Ωr
wh = w
∗
h,r +
∑
i∈Λ1r
w˜h,i +
∑
i∈Λl−1r
w˜∗h,i. (4.37)
Then
‖wh‖1,Ωr <∼ ‖w∗h,r‖1,Ωr +
∑
i∈Λ1r
‖w˜h,i‖1,Ωr +
∑
i∈Λl−1r
‖w˜∗h,i‖1,Ωr . (4.38)
By Lemma 4.1, we have
‖w˜h,i‖1,Ωr <∼ ρi(h)‖wh,i‖1,Ωi (i ∈ Λ1r)
and
‖w˜∗h,i‖1,Ωr <∼ ρi(h)‖w∗h,i‖1,Ωi (i ∈ Λl−1r ).
This, together with (4.3) and (4.8), leads to
‖w˜h,i‖1,Ωr <∼ ρi(h)‖vh‖∗,Ωi (i ∈ Λ1r)
and
‖w˜∗h,i‖1,Ωr <∼ ρ2i (h)‖v∗h,i‖∗,Ωi (i ∈ Λl−1r ).
Substituting (4.14) and the above two inequalities into (4.38), yields
‖wh‖1,Ωr <∼ ρr(h)‖v∗h,r‖∗,Ωr +
∑
i∈Λ1r
ρi(h)‖vh‖∗,Ωi +
∑
i∈Λl−1r
ρ2i (h)‖v∗h,i‖∗,Ωi . (4.39)
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Inserting the coefficient αr in the above inequality, and using (4.23) and the relation αr ≤ αi
(for i ∈ Λ(j)r (a)) gives
α
1
2
r ‖wh‖1,Ωr <∼ ρr(h)‖vh‖H∗(curl,Ωr) + ρr(h)
Lr(a)∑
j=1
ρ2j(h)
∑
i∈Λ(j)r (a)
‖vh‖H∗(curl,Ωi).
It is clear that the set Λ
(j)
r (a) contains only a few indices i and Lr(a) is a finite number.
Summing up the above estimate with the ones in (4.33) and (4.36), we obtain
N0∑
r=1
αr‖wh‖21,Ωr <∼
N0∑
r=1
(ρ2r(h)‖vh‖2H∗(curl,Ωr))
+
N0∑
r=n1+1
ρr(h)
Lr(a)∑
j=1
ρ4j(h)
∑
i∈Λ(j)r (a)
‖vh‖2H∗(curl,Ωi)
<∼ ρ2m(h)
N0∑
r=1
‖vh‖2H∗(curl,Ωr), (4.40)
where m = max
1≤r≤N0
(2Lr(a) + 1). It follows by (4.40) that
(
N0∑
r=1
αr‖wh‖21,Ωr)
1
2 <∼ ρm(h)‖vh‖H∗(curl,Ω).
In an analogous way, but using (4.24) and Assumption 3.1, we can verify
‖β 12wh‖0,Ω, ‖ph‖H1β(Ω) <∼ ρ
m(h)‖vh‖H∗(curl,Ω).
The term ‖Rh‖2L2α(Ωr) can be estimated more easily. This completes the proof of Theorem 3.1.
]
5 Analysis for the general case
In this section, we give an exact definition of the space V ∗h (Ω) described in Subsection 3.3.2
and present a proof of Theorem 3.2.
For a strange vertex v, let =∗v and =cv be the two sets defined in Remark 3.1. Let
=cs and = be defined in Subsection 3.3.2, i.e., =cs = ∪v∈Vs=cv and = = {Ωk}N0k=1\=cs. For
convenience, define =∗s = ∪v∈Vs=∗v. When there is no strange vertex, we have =cs = ∅. In
general there are some non-strange vertices in N (Ω)∪N (∂Ω), i.e., =∗s is a real subset of =.
For a polyhedron Ωr, let Γr ⊂ ∂Ωr be the set defined before Proposition 3.1. This set
has the following property
Proposition 5.1. For each Ωr ∈ =, the set Γr does not contain any isolated vertex, i.e., Γr
is a union of faces and edges only.
Proof. Let Ωr ∈ =∗s and v be an isolated vertex in Γr. By the definition of Γr, there is a
polyhedron Ωl satisfying αl ≥ αr such that Ω¯r ∩ Ω¯l = v. On the other hand, since Ωr ∈ =∗v,
by the definition of =∗v there exists another polyhedron Ωl′ satisfying αl′ ≥ αr such that the
intersection Ω¯r ∩ Ω¯l′ contains the vertex v, but it is a face or an edge of Ωr. This means
that v is not an isolated vertex, which belongs to the common face or common edge of Ωr
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and Ωl′ . When Ωr ∈ {Ωk}N0k=1\(=cs∪=∗s), the conclusion can be proved in a similar way since
each vertex of Ωr is not a strange vertex. ]
If there is no strange vertex, then we have =cv = ∅ and so = = {Ωk}N0k=1, which means that
Proposition 5.1 holds for all polyhedra Ωr. Then the desired Helmholtz decomposition can
be directly obtained by Proposition 5.1 and Theorem 3.1. This inspires us to construct
regular Helmholtz decompositions on the polyhedra belonging to =cs and = separately.
For simplicity of exposition, we assume that the set =cs has the property: for each
Ωr ∈ =cs, the relation αr ≥ αl holds for every subdomain Ωl that belongs to = and intersects
Ωr (this assumption is satisfied for the example given in Subsection 3.3.3). Under the
assumption, we can first construct a regular Helmholtz decomposition on all the polyhedra
in =cs and then do this on the polyhedra in =. In the following we give detailed proof only
for this case, which covers the main ideas. Later we will explain some changes of proof for
the general case without such assumption.
We use the same notations as in Subsubsection 3.3.2. Without loss of generality, we
assume that nv = 2 for any v ∈ V ins and nv = 1 for any v ∈ V∂s . Then ns just equals
the number of all the strange vertices (1 ≤ ns ≤ N0 − 1). For more general case, we
need to slightly change definitions of the functionals {Fl} (refer to Theorem 5.4 in [19]).
Furthermore, we assume that
V ins = {v1, · · · ,vns−1} and V∂s = {vns}.
For convenience, we write all the polyhedrons in =cs as Ω1, · · · ,Ωns and assume that Ωi
and Ωi+1 are two neighboring polyhedra with Ω¯i ∩ Ω¯i+1 = vi (i = 1, · · · , ns − 1) and
Ω¯ns ∩ ∂Ω = vns , but Ω¯i ∩ Ω¯j = ∅ if |j − i| ≥ 2. Let Ds be the union of all the polyhedra in
=cs, i.e., Ds = ∪nsi=1Ω¯i, then Ds ⊂ Ω is a non-Lipchitz domain.
In the rest of this section, we first define constraints as in the proof of Theorem 5.3 and
Lemma 5.2 in [19], and then present a proof of Theorem 3.2 by Theorem 4.1 in [19] and
Theorem 3.1 in Subsection 3.2.
For Ω1, we choose a face f1 satisfying v1 ∈ ∂f1 ⊂ ∂Ω1 and define functions C∂f1 and
φ∂f1 as
C∂f1 =
1
l1
∫ li
0
(vh · t∂f1)(s) ds, φ∂f1(t) =
∫ t
0
(vh · t∂f1 − C∂f1)(s)ds+ c1 , ∀ t ∈ [0, l1] ,
where l1 is the length of ∂f1 and t = 0 (and t = l1) corresponds the vertex v1. The constant
c1 is chosen such that γe1(φ∂f1) = 0, where e1 ⊂ ∂f1 is an edge. When ∂f1 ∩ ∂Ω is an edge
of Ω1, we choose e1 ⊂ ∂f1 ∩ ∂Ω.
But, for each Ωi with i = 2, · · · , ns, in general we need to choose two faces f(i−1)i and
f
(i)
i satisfying vl ∈ ∂f(l)i ⊂ ∂Ωi (l = i− 1, i) except that vi−1 and vi just are two vertices of
a same face of Ωi, where we need to replace f
(i−1)
i and f
(i)
i by this face.
Let =cs,a and =cs,b be defined as in Subsection 3.3.2. When Ωi ∈ =cs,a, we can require
that f
(i−1)
i and f
(i)
i constitute a connected union of two faces that have a common edge;
otherwise, for Ωi ∈ =cs,b, f(i−1)i and f(i)i may be not connected.
For Ωi ∈ =cs,b, we define functions C∂f(l)i and φ∂f(l)i (l = i− 1, i) by
C
∂f(l)i
=
1
l1
∫ l(l)i
0
(vh·t∂f(l)i )(s) ds, φ∂f(l)i (t) =
∫ t
0
(vh·t∂f(l)i −C∂f(l)i )(s)ds+c
(l)
i , ∀ t ∈ [0, l(l)i ] ,
where l
(l)
i is the length of ∂f
(l)
i and t = 0 (and t = l
(l)
i ) corresponds the vertex vl (l = i−1, i).
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The constant c
(l)
i is chosen such that γe(l)i
(φ
∂f(l)i
) = 0 with e
(l)
i ⊂ ∂f(l)i being an edge. When
∂f
(l)
i ∩ ∂Ω is an edge of Ωi, we choose e(l)i ⊂ ∂f(l)i ∩ ∂Ω (l = i− 1, i).
For Ωi ∈ =cs,a, we set Γi = f(i−1)i ∪ f(i)i (which is connected) and define C∂Γi and φ∂Γi on
Γi in a similar manner. For unified expression, we formally write
φ
∂f(i−1)i
= φ
∂f(i)i
= φ∂Γi and C∂f(i−1)i
= C
∂f(i)i
= C∂Γi , Ωi ∈ =cs,1.
As in the proof of Lemma 5.2 in [19], we define extension functions C˜v1 and φ˜v1 of
C∂f1 and φ∂f1 (regarding Ω1 and v1 as G and v in that lemma). Similarly, we define the
extensions φ˜
(i)
vl and C˜
(i)
vl of φ∂f(l)i
and C
∂f(l)i
(l = i − 1, i), respectively. Here the values of
these extensions vanish on Ω¯i ∩ ∂Ω and at all the nodes in Ωi except on ∂f(l)i , and we have
C˜
(i)
vl = 0 at vl (l = i− 1, i).
Now we define the functional as follows
F1vh = φ˜(2)v1(v1)− φ˜v1(v1), Fivh = φ˜
(i+1)
vi (vi)− φ˜
(i)
vi(vi) (i = 2, · · · , ns − 1)
and Fnsvh = φ˜(ns)vns (vns). With these functionals, we define the space
V ∗h (Ω) = {vh ∈ Vh(Ω) : Flvh = 0 for l = 1, · · · , ns}.
As pointed out in Subsection 3.3.2, the key ingredient is the codimension ns of the space
V ∗h (Ω) instead of the space itself. In fact, there may be different choices of the functionals
{Fi} in the definition of this space.
Proof of Theorem 3.2. The proof is divided into three steps.
Step 1. Define a decomposition of vh ∈ V ∗h (Ω) on the non-Lipchitz domain Ds.
Define
vˆ
(1)
h = vh|Ω1 − (∇φ˜v1 + rhC˜v1) on Ω1 (5.1)
and
vˆ
(i)
h = vh|Ωi − (∇φ˜(i)vi−1 + rhC˜
(i)
vi−1)− (∇φ˜
(i)
vi + rhC˜
(i)
vi ) on Ωi (i = 2, · · · , ns). (5.2)
Then we have λe(vˆ
(1)
h ) = 0 for any e ⊂ ∂f1 ∪ (Ω¯1 ∩ ∂Ω) by the definitions of φ˜v1 and C˜v1 .
Similarly, we have λe(vˆ
(i)
h ) = 0 for any e ⊂ ∂f(l)i ∪ (Ω¯i ∩ ∂Ω) (Ωi ∈ =cs,b; l = i − 1, i) or
e ⊂ ∂Γi ∪ (Ω¯i ∩ ∂Ω) (Ωi ∈ =cs,a). Thus we can use Theorem 4.1 in [19] for vˆ(i)h to build a
decomposition of vh|Ωi as
vˆ
(i)
h = ∇p(i)h + rhw(i)h + R(i)h on Ωi (i = 1, 2, · · · , ns), (5.3)
where the finite element functions p
(i)
h , w
(i)
h and R
(i)
h have zero degrees of freedom on ∂f1 ∪
(Ω¯1 ∩ ∂Ω) (for i = 1) or on ∂f(l)i ∪ (Ω¯i ∩ ∂Ω) (Ωi ∈ =cs,b; l = i − 1, i) or on ∂Γi ∪ (Ω¯i ∩ ∂Ω)
(Ωi ∈ =cs,a). Define a function psh as follows
psh = p
(1)
h + φ˜v1 on Ω1; p
s
h = p
(i)
h + φ˜
(i)
vi−1 + φ˜
(i)
vi on Ωi (i = 2, · · · , ns).
Similarly, we can define two functions wsh and R
s
h. Then we have p
s
h|Ωi ∈ Zh(Ωi), wsh|Ωi ∈
(Zh(Ωi))
3 and Rsh|Ωi ∈ Vh(Ωi) for i = 1, 2, · · · , ns. Moreover, the function wsh vanishes at
all the vertices {vi} by its definition, and the function psh vanishes at vns and is continuous
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at the vertices v1, · · · ,vns−1 by the assumption vh ∈ V ∗h (Ω). Combining (5.1)-(5.3), we get
a decomposition
vh = ∇psh + rhwsh + Rsh on Ds. (5.4)
Moreover, the following estimates hold by the proof of Lemma 5.1 and Lemma 5.2 in [19]
‖psh‖1,Ωi <∼ log(1/h)‖vh‖curl,Ωi (5.5)
and
‖wsh‖1,Ωi + h−1‖Rsh‖0,Ωi <∼ log(1/h)‖curl vh‖0,Ωi (5.6)
for Ωi ∈ =cs,a since Γi ∪ (Ω¯i ∩ ∂Ω) is a connected set. However, if Ωi ∈ =cs,b, the curl
semi-norm on the right side of (5.6) should be replaced by the complete curl norm. Here
the complete norm ‖psh‖1,Ωi is bounded with a logarithmic factor thanks the assumption
vh ∈ V ∗h (Ω).
Step 2. Build a decomposition of vh ∈ V ∗h (Ω) on the global domain Ω.
For a polyhedron G ∈ =, we define an extension w˜sh|G as follows: w˜sh = wsh on Ds =
∪nsi=1Ω¯i; w˜sh vanishes at all the nodes on ∂G\∪nsi=1 Ω¯i; w˜sh is discrete harmonic in G. It is clear
that, when G ∩ (∪nsi=1Ω¯i) = ∅, we have w˜sh = 0 on G. Similarly, we can define an extension
p˜sh of p
s
h. Let R˜
s
h be the natural zero extension of R
s
h. Then p˜
s
h ∈ Zh(Ω), w˜sh ∈ (Zh(Ω))3
and R˜sh ∈ Vh(Ω). Notice that the extensions p˜sh and w˜sh cannot be defined by Lemma 4.1
since Ds is a non-Lipschitz domain. Set
v∗h = vh − (∇p˜sh + rhw˜sh + R˜sh) on Ω. (5.7)
Then v∗h vanishes on Ds. As in Section 4, we can build a decomposition of v
∗
h on Ω\Ds by
Proposition 5.1 and Theorem 3.1
v∗h = ∇p∗h + rhw∗h + R∗h on Ω\Ds, (5.8)
where p∗h, w
∗
h and R
∗
h have zero degrees of freedom on G¯∩Ds for each G ∈ =. Then we can
naturally define their zero extension functions p˜∗h, w˜
∗
h and R˜
∗
h and have a decomposition by
(5.8)
v∗h = ∇p˜∗h + rhw˜∗h + R˜∗h on Ω. (5.9)
Moreover, the following estimates hold
‖p˜∗h‖H1β(Ω) <∼ ρ
m(h)‖v∗h‖H∗(curl,Ω) (5.10)
and
‖w˜∗h‖H1∗(Ω) + h−1‖R˜∗h‖L2α(Ω) <∼ ρm(h)‖v∗h‖H∗(curl,Ω). (5.11)
Here the exponent m is in general smaller than the exponent m0 in Theorem 3.1 since the
number of subdomains Ωk ⊂ Ω\Ds is smaller than N0. Combining (5.7) with (5.9), we
obtain the final decomposition
vh = ∇(p˜sh + p˜∗h) + rh(w˜sh + w˜∗h) + (R˜sh + R˜∗h) = ∇ph + rhwh + Rh on Ω (5.12)
with ph ∈ Zh(Ω), wh ∈ (Zh(Ω))3 and Rh ∈ Vh(Ω).
Step 3. Verify the weighted stability of the regular Helmholtz decomposition.
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Let G be a polyhedron in =. By the stability of the discrete harmonic extensions, the
“face” lemma and “edge” lemma, we can deduce that
‖p˜sh‖1,G <∼ log(1/h)
∑
Ω¯i∩G¯ 6=∅
‖psh‖1,Ωi
and
‖w˜sh‖1,G <∼ log(1/h)
∑
Ω¯i∩G¯ 6=∅
‖wsh‖1,Ωi .
Let αG and βG denote the restrictions of the coefficients on the polyhedron G. Then, by
the above two inequalities, together with (5.5)-(5.6), we get
β
1
2
G‖p˜sh‖1,G <∼ log(1/h)
∑
Ω¯i∩G¯ 6=∅
β
1
2
i ‖psh‖1,Ωi <∼ log2(1/h)
∑
Ω¯i∩G¯ 6=∅
β
1
2
i ‖vh‖curl,Ωi
<∼ log2(1/h)
∑
Ω¯i∩G¯ 6=∅
‖vh‖H∗(curl,Ωi) (5.13)
and
‖α
1
2
G∇w˜sh‖0,G + ‖β
1
2
Gw˜
s
h‖0,G <∼ log(1/h)
∑
Ω¯i∩G¯ 6=∅
α
1
2
i ‖wsh‖1,Ωi
<∼ log2(1/h)
∑
Ω¯i∩G¯6=∅
‖vh‖H∗(curl,Ωi). (5.14)
Here we have used the assumptions αG ≤ αi (which was explained after Proposition 5.1),
βG <∼ βi (see Assumption 3.1), and βi <∼ αi for Ωi ∈ =cs,1 or αi <∼ βi <∼ αi for Ωi ∈ =cs,2
(see Assumption 3.3). Similarly, we have
h−1‖α
1
2
GR˜
s
h‖0,G <∼ h−1 log(1/h)
∑
Ω¯i∩G¯6=∅
‖α
1
2
i R
s
h‖0,Ωi <∼ log2(1/h)
∑
Ω¯i∩G¯ 6=∅
‖vh‖H∗(curl,Ωi).
(5.15)
Combining (5.7) with (5.13)-(5.15), yields
‖v∗h‖H∗(curl, Ω) <∼ ‖vh‖H∗(curl, Ω) + ‖∇p˜sh + rhw˜sh + R˜sh‖H∗(curl, Ω)
<∼ log2(1/h)‖vh‖H∗(curl, Ω).
Substituting this into (5.10)-(5.11) and using the estimates (5.5)-(5.6), we can obtain the
estimates
‖ph‖H1β(Ω) <∼ log
2(1/h)ρm(h)‖vh‖H∗(curl, Ω) (5.16)
and
‖wh‖H1∗(Ω) <∼ log2(1/h)ρm(h)‖vh‖H∗(curl, Ω). (5.17)
This implies that Theorem 3.2 is valid. If there is no strange vertex, we have V ∗h (Ω) = Vh(Ω)
and Ds = ∅. Then, for this case, Step 1 in the above proof is unnecessary and the above
logarithmic factor is dropped. ]
Remark 5.1 In the proof of Theorem 3.2, we have to specially handle the strange vertices
by the ideas in Theorem 5.3 of [19], i.e., globally build a Helmholtz decomposition on the
union of all the subdomains in =v for each v ∈ Vs, otherwise, we do not know how to define
a suitable constraint for the strange vertex v.
27
Now we present ideas to prove Theorem 3.2 for the general case. For this purpose, we
need to decompose the set Vs of strange vertices into a union of two disjoint subsets, which
possess different features.
Let Vas and =cs,1 be the sets defined in Subsection 3.3.2. We introduce another two sets
related to these sets.
• Vbs : one vertex v ∈ Vbs if and only if v is a strange vertex and there exist two polyhedra
Ωr ∈ =cv and Ωl ∈ = such that Ωr intersects Ωl and αr < αl;
• =cs,2: one polyhedron Ωr ∈ =cs,2 if and only if there at least exists one vertex v of Ωr
such that v ∈ Vbs .
It is clear that Vs = Vas ∪ Vbs and =cv = =cs,1 ∪=cs,2. The previous proof in this section is
practical only for the case of =cs,2 = ∅. When =cs,2 6= ∅, we cannot globally build Helmholtz
decomposition on the polyhedra in =cs,2 yet since =cs,2 contains some polyhedron that si-
multaneously has smaller coefficient than one polyhedron in = (by the definition) and has
larger coefficient than another polyhedron in = (by Proposition 3.3). Because of this, we
need to make suitable preprocessing to the polyhedra in =cs,2.
For any two polyhedra in =cs, either they do not intersect or their intersection just is a
strange vertex. Then v ∈ Vbs means that v is the common vertex of several polyhedra in
=cs,2. For v ∈ Vbs , let Ωv1 , Ωv2 , · · · ,Ωvnv be all the polyhedra that belong to =
c
s,2 and have v
as their common vertex. For each polyhedron Ωvi with v ∈ Vbs , we cut its angle containing v
as in Example 3.2 in [19]. Let Gvi denote the cut domain (like Dr in that example). Define
Gv = ∪nvi=1Gvi . Then Gv is a non-Lipschitz domain like the one considered in Theorem 5.4
of [19]. Since each Gvi is a Lipschitz polyhedron with a Lipschitz constant independent of
h, we can build a regular Helmholtz decomposition on Gv for the functions vh satisfying
nv − 1 constraints as in Theorem 5.4 of [19] (refer to the proof of Lemma 4.5 in [19]).
For Ωk ∈ =cs,2, let Vs,k denote the set of strange vertices on Ωk and belonging to Vbs . For
Ωk ∈ =cs,2 and v ∈ Vs,k, we regard Ωk as the above Ωvik and use Gvik denote the Lipschitz
polyhedron defined above. Define Ω∂k = Ωk\(∪v∈Vs,kGvik). Notice that there may be some
polyhedron Ωk that belongs to =cs,2 but contains strange vertices in Vas . Let Λcs denote the
set of the indices k corresponding to such polyhedra, i.e.,
Λcs = {k : Ωk ∈ =cs,2, Ωk contains vertices in Vas }.
For k ∈ Λcs, the subdomain Ω∂k has one common strange vertex with some polyhedron in =cs,1.
Moreover, each strange vertex in Vas is the common strange vertex of several subdomains in
=cs,1 or {Ω∂k : k ∈ Λcs}. Define
Ds,1 = (
⋃
Ωr∈=cs,1
Ωr)
⋃
(
⋃
k∈Λcs
Ω∂k), Ω
∂ = (
⋃
Ωk∈=cs,2
Ω∂k)\(
⋃
k∈Λcs
Ω∂k) and Gs =
⋃
v∈Vbs
Gv.
For convenience, set D∂ =
⋃
Ωl∈=Ωl. By the above definitions, the domains Ω
∂ and Gs have
properties:
(i) the union set Ω∂ is non-connected, and every connected subdomain Ω∂k has no strange
vertex yet (the original angles containing strange vertices have been cut), so we can merge
Ω∂ into D∂ ;
(ii) we have D¯s,1 ∩ Ω¯∂ = ∅, so we need not to reduce any subdomain from Ds,1 after
merging Ω∂ into D∂ ;
(iii) since only Ωvi and the polyhedra in =∗v intersect Gvi (Gvi ⊂ Ωvi ), the coefficient on
subdomain Gv is not less than that on all the subdomains intersecting Gv by Proposition
3.3.
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(iv) the following decomposition holds
Ω = Gs ∪Ds,1 ∪ (D∂ ∪ Ω∂).
According to these properties, we can construct the desired Helmholtz decomposition in
the following order:
• Independently build Helmholtz decompositions for all subdomains in {Gv} (v ∈ Vbs)
by Theorem 5.4 in [19], and extend the resulting functions onto Ω.
• Build a Helmholtz decomposition for the residual function on Ds,1 as in the previous
Step 1, and extend the resulting functions onto Ω.
• Build a Helmholtz decomposition for the residual function on D∂ ∪ Ω∂ by Theorem
3.1, and extend the resulting functions onto Ω.
• Get the desired Helmholtz decomposition by collecting all the functions defined above
as in Step 2 in the previous proof of Theorem 3.2.
In the derivation of the stability estimates, we need to use Assumption 3.3 (refer to
the previous proof). For the set =cs,b appeared in Assumption 3.3, we have =cs,2 ⊂ =cs,b.
We would like to explain why we need to assume αk <∼ βk <∼ αk for Ωk ∈ =cs,2. The
assumption βk <∼ αk is needed to derive stability of the functions defined in the first step
by Theorem 5.4 in [19]; since the residual function from the first step vanishes on the set
Γ∂k =
⋃
v∈Vs,k(Ω¯
∂
k ∩ G¯vik), which is non-connected, the assumption αk <∼ βk is also needed to
build stability of the functions defined in the third step by Theorem 4.1 in [19].
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