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The simulation of quantum transport in a realistic, many–particle system is a nontrivial problem
with no quantitatively satisfactory solution. While real–time propagation has the potential to
overcome the shortcomings of conventional transport methods, this approach is prone to finite size
effects that are associated with modeling an open system on a closed spatial domain. Using a master
equation framework, we exploit an equivalence between the superoperators coupling an open system
to external particle reservoirs and non–Hermitian terms defined at the periphery of a quantum
device. By taking the mean-field limit, the equation of motion for the single–particle reduced density
matrix becomes equivalent to real–time time–dependent density functional theory in the presence of
imaginary source and sink potentials. This method may be used to converge nonequilibrium steady
states for a many–body quantum system using a previously reported constraint algorithm.
I. INTRODUCTION
While coarse–grained models are sufficient to
describe the transport characteristics of many
mesoscale and nanoscale systems, explicit electronic
structure calculations are required to model realis-
tic, sub–nanometer quantum devices. The most ef-
fective theoretical framework utilizes density func-
tional theory (DFT) [1, 2] in conjunction with the
nonequilibrium Green’s function (NEGF) formalism
to determine the conductances and currents through
these constrictions [3–6]. Unfortunately, these meth-
ods are only qualitative, predicting currents that di-
verge from experiment by several orders of magni-
tude. This discrepancy arises from the neglect of
dynamic correlation effects within DFT as well as
the inability of the DFT+NEGF method to describe
charge reorganization during transport [7–9].
An alternative approach, explicitly treating the
electronic configuration of the system at every point
in time, is to propagate the electronic wavefunc-
tions using real–time time–dependent DFT (RT–
TDDFT) or Ehrenfest dynamics [10, 11]. While ad-
equately capturing dynamic phenomena, these cal-
culations are performed within a closed simulation
system. As such, the method is prone to unphysi-
cal particle accumulation at, or reflection from, the
hard system boundaries [12, 13]. These complica-
tions have limited the use of RT–TDDFT to ex-
tremely short simulation times and thus to a limited
number of materials.
An emerging approach for the simulation of open
∗ chenhanning@gwu.edu
quantum devices involves the use of imaginary, non–
Hermitian potentials defined near the boundaries of
a closed system [14–16]. The full Hamiltonian is
then of the form Hˆ ′ = Hˆ + VˆB, where Hˆ is the
simulation Hamiltonian and VˆB = f(x) ± iΓ(x) is
a boundary term. In this case both f(x) and Γ(x)
are real functions that determine the spatial behav-
ior of VˆB, with the provision that Γ(x) ≥ 0 at all
points. An arbitrary state ψ(x, t) will evolve under
the influence of Hˆ so that ψ(x, t′) = Uˆ(t′, t)ψ(x, t) =
exp[−iHˆ(t′ − t)]ψ(x, t), assuming that the system
is translationally invariant in time (using natural
atomic units ~ = me = e = 1). Since the time evolu-
tion operator Uˆ(t′, t) is unitary, the norm of the state
||ψ(x, t′)||2 = ||ψ(x, t)||2 = ∫ ψ∗(x, t)ψ(x, t) dV re-
mains constant, reflecting conservation of the prob-
ability density ρ(x, t) = ψ∗(x, t)ψ(x, t).
In contrast, the non–Hermitian boundary term
violates unitarity since ρ(x, t′) = exp[±2Γ(x)(t′ −
t)]ρ(x, t), leading to either an increase or a decrease
in the norm of ψ(x, t) depending on the sign of
±Γ(x). In this manner, a potential with a positive
imaginary component at all points may be treated as
a ‘source’ term for incoming particle density, while
a potential with a negative imaginary term acts as
a ‘sink’ that emulates the loss of particles from the
system. This leads to a continuity equation
∂
∂t
∫
V
ρ(x, t) dV +
∫
V
∇ ·~j(x, t) dV
= 2
∫
V
Im[VˆB(x)]ρ(x, t) dV, (1)
where V is the volume on which Im[VˆB(x)] 6= 0 and
~j(x, t) = Im[ψ∗(x, t)∇ψ(x, t)] is the probability cur-
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rent density. The first term is associated with a
growth in, or reduction of, the number of particles
contained within V, while the second term reflects
the change in particle number within the volume
V due to a flux through the boundary ∂V. The
remaining term is dictated by the non–Hermitian
behavior of VˆB(x). It should be noted that this
method only rescales the magnitude of a state vec-
tor ψ(x, t) 7→ αψ(x, t) for some α ∈ R+. As a conse-
quence, it cannot alter the Fock space occupancy of a
theory (except by incidentally setting the magnitude
of some ψ(x, t) to zero during numerical evaluation).
This can, however, lead to additional unphysical be-
havior in a fermionic system if α > 1, and hence
care must be taken to ensure that 0 < α ≤ 1 in any
algorithmic method [17].
This approach is highly efficacious when treating
the loss of particles from a system, with applica-
tions ranging from simulations of wavepacket scat-
tering and resonance states to transport and nuclear
tunneling [13, 16, 18–22]. As a consequence, the
properties of sink potentials have been exhaustively
optimized to maximize particle absorption and min-
imize spurious reflections [14–16, 23–31]. In fact,
this method has recently been conjoined with RT–
TDDFT to afford simulations of electronic trans-
port with no constraints other than those inherent
to DFT [13]. Unfortunately, the persistent removal
of particles through the absorbing boundary will ul-
timately retard time–dependent transport, leading
to an attenuation of current characteristics due to
the progressive ionization of the system. Further-
more, attempts to balance particle loss with a com-
pensatory source potential generally fail or require
elaborate algorithmic constructions [32] and manual
tuning.
In an effort to circumvent this limitation, the au-
thors recently introduced a numerical protocol to
converge the nonequilibrium steady–states (NESS)
of open quantum systems through the use of these
imaginary boundary potentials [17, 33]. When con-
joined with an electronic structure method [1, 2],
this technique affords a promising framework for the
simulation of transport in technologically relevant
materials at quantitative accuracy. This construc-
tion is nonetheless heuristic and its is not rigorously
defined within the context of the many–body prob-
lem. To provide this justification, it is demonstrated
herein that our algorithm is associated with the
mean–field limit of a general electronic Hamiltonian.
Using a designated series of approximations, this
limit may be taken to coincide with RT–TDDFT as
well as higher–order treatments of correlation based
on the DFT + U method [34, 35].
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FIG. 1. (a) Continuum model of a quantum device mod-
eled as a Hermitian component VH situated between
imaginary source and si k potentials in the incoming
V+ and outgoing V− leads. The Hermitian domain con-
tains a scattering center VS responsible for the device
characteristics. (b) Discrete model of the same system
comprising a finite set of lattice sites.
Our approach is as follows. We will review a
framework for an arbitrary ope field theory with
two–body interactions and demonstrate its associa-
tion with a suitable Lindblad–like master equation.
We will then analyze the evolution of the reduced
two–particle density matrix in the context of a dis-
crete, lattice–based model that encapsulates several
electronic structure methods. From here, we will
demonstrate that the mean–field limit correspond-
ing to RT–TDDFT is accommodated through our
existing simulation protocol for open systems, pro-
vided that the non–Hermitian gain and loss terms
are balanced [33]. While higher–order solutions of
our master equation may be obtained using a varia-
tional approach [36], we are content with the mean
field case due to its correspondence with widely used
simulation methods. Finally, we perform a series
of RT–TDDFT tests to demonstrate the numerical
performance and stability of our method for a toy
multiparticle system.
II. CONTINUUM FIELD THEORY FOR
TRANSPORT
To establish a formal correspondence between an
open system described using quantum master equa-
tions and a description in terms of complex bound-
ary potentials, it is useful to consider a generic the-
ory of interacting fermions. This model reflects the
‘bulk’ of a quantum device, with electronic transport
occurring through the exchange of particles with in-
finite ‘leads’ (reservoirs) at situated at the device
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boundaries (Fig. 1a). In a real space picture, the
essential physics is encapsulated in a Hamiltonian
H ′ = H + VB , with VB a non–Hermitian boundary
potential term and H defined so that
H =
∫
B
dxψ†(x)h0(x)ψ(x)+
1
2
∫
B
dx dx′ ψ†(x)ψ†(x′)U(x, x′)ψ(x′)ψ(x). (2)
Here h0(x) = −∇2/2 is a ‘kinetic’ operator and
U(x, x′) is a two–body potential. By convention, the
fermionic field operators ψ†(x), ψ(x) satisfy canoni-
cal anticommutation relations {ψ(x), ψ(x′)} = 0 and
{ψ(x), ψ†(x′)} = δ(x − x′) where δ(x − x′) is the
Dirac delta function. Following this construction,
the domain B is a compact submanifold B ⊂ R3 on
which ψ(x) and ψ†(x) are supported. Furthermore,
there exists a Hermitian subdomain VH ⊂ B corre-
sponding to the interior of the device, on which VB
vanishes.
The device terminals are modeled by using imagi-
nary source iV+ and sink iV− potentials, defined on
nonintersecting domains V± ⊂ B that are situated
at the incoming and outgoing boundaries. This cor-
responds to a two–terminal system, however, the ar-
guments herein may be expanded to arbitrary num-
ber of contacts without modification. Under these
provisions, the boundary potentials assume a simple
representation in terms of the fermionic fields
iV± = ±i
∫
B
dxψ†(x)Γ±(x)ψ(x), (3)
where Γ±(x) is the potential strength. From this
construction, it follows that VB = i(V+ + V−), com-
pleting the model. Assuming that Γ±(x) ≥ 0, the
positive sign corresponds to a particle source, and
the negative sign to a particle sink. Within a certain
limit, this theory admits an identical description in
terms of Lindbladian dynamics [37, 38].
The Lindblad formalism [39–41] describes the evo-
lution of an open quantum system, with density ma-
trix ρˆ, through a Markovian master equation
i
d
dt
ρˆ = [Hˆ, ρˆ] + L(ρˆ), (4)
where the action of the Lindbladian superoperator
L is defined as
L(ρˆ) = i
∑
jk
γjk(Aˆ
†
jAˆkρˆ+ ρˆAˆ
†
jAˆk − 2Aˆj ρˆAˆ†k). (5)
In this case Aˆ, Aˆ† are termed Lindblad opera-
tors and are required to constitute a Krauss map∑
jk γjkAˆjρAˆ
†
k −→ ρ′ that preserves the trace and
positivity of the density operator, while the coeffi-
cients γjk constitute a positive–semidefinite matrix
[41]. Note that in the absence of the L(ρˆ) term, Eq.
(4) is simply the Liouville–von Neumann equation.
To maintain consistency between the master equa-
tion and non–Hermitian descriptions, the imaginary
terms contained within VB must be mapped to an
equivalent set of Lindblad operators. This connec-
tion is straightforward after noting that the isolated
boundary term V− is associated with a Liouville–von
Neumann equation
i
d
dt
ρˆ = Hˆ ′ρˆ− ρˆ(Hˆ ′)†
= [Hˆ, ρˆ] + i(Vˆ−ρˆ+ ρˆVˆ−).
(6)
This has a natural correspondence with Eq. (5) pro-
vided the Lindblad operators satisfy
V− =
∫
B
dx Aˆ†(x)Aˆ(x), (7)
with the added convenience of being a diagonal rep-
resentation. To solidify this correspondence, it is
also necessary to require that the term −2AˆnρˆAˆ†n
maps an N–particle system to an (N − 1)–particle
system and that the adjoint term −2Aˆ†nρˆAˆn maps
an N–particle system to an (N + 1)–particle system
[37, 38]. These latter contributions are only relevant
when the particle number of a given state changes by
a full unit; that is, when a state is initially created
or ultimately annihilated.
The simplest construction satisfying this require-
ment is of the form Aˆ(x) =
√
Γ(x)ψ(x), leading to
a pair of Lindbladians
L−(ρ) = −i
∫
B
dx {Γ−(x)ψ†(x)ψ(x), ρ(x)}
+ 2i
∫
B
dxΓ−(x)ψ(x)ρ(x)ψ†(x) (8)
L+(ρ) = i
∫
B
dx {Γ+(x)ψ(x)ψ†(x), ρ(x)}
− 2i
∫
B
dxΓ+(x)ψ†(x)ρ(x)ψ(x) (9)
and an expanded master equation
3
i
dρ
dt
= [H, ρ] + L−(ρ) + L+(ρ). (10)
This is just the conventional Lindblad representation
for the coupling of an open system to a pair of par-
ticle reservoirs. As such, the use of complex source
and sink potentials may be taken as equivalent to
Lindbladian dynamics if the norm changes by less
than a full unit for a given fermionic state, afford-
ing a formal justification for the use of this method
to emulate open quantum systems [37, 38]. These
restrictions are conveniently satisfied by nonequilib-
rium steady–states.
In subsequent developments, the imaginary poten-
tials will be defined as piecewise functions
iΓ±(x) =
{
iΓ±0 x ∈ V±,
0 otherwise
(11)
where Γ±0 ∈ R is a constant. In this case, the po-
tential term (Eq. (3)) assumes a particularly simple
form
iV± = ±(iΓ±0 )
∫
V±
dxψ†(x)ψ(x) (12)
and thus is only a function of the total density con-
tained within the volume V±. This fact is of sub-
stantial algorithmic importance [33].
III. DISCRETE REPRESENTATION AND
MODEL HAMILTONAINS
The continuum field theory developed above cap-
tures the essential physics associated with an open
transport problem, however, a discrete represen-
tation must be assumed for practical calculations.
To this end, consider a one–dimensional N–particle
system discretized on a lattice of spacing ∆x =
xj+1 − xj with a total of nmax sites (Fig. 1b). A
convenient many–body Hamiltonian is of the form
Hˆ = −
∑
〈jk〉,σ
(ηjk cˆ
†
jσ cˆkσ + η
∗
kj cˆ
†
kσ cˆjσ) +
1
2
∑
〈jk〉
σ,σ′
cˆ†jσ cˆ
†
kσ′ Ujk cˆkσ′ cˆjσ +
∑
j,σ
µj cˆ
†
jσ cˆjσ, (13)
where the two–body potential Ujk = U(xj − xk) is
defined as a translationally invariant function, the
hopping terms ηjk corresponding to the intersite
coupling amplitudes, and σ is a spin index. The dis-
crete creation and annihilation operators now sat-
isfy the anticommutation relations {cˆjσ, cˆkσ′} = 0
and {cˆjσ, cˆ†kσ′} = δjkδσσ′ where δjk is the Kronecker
delta function. These approximations are represen-
tative of most transport problems, and many two–
and three–dimensional systems become effectively
one–dimensional when transport occurs along a sin-
gle axis of propagation.
The model in Eq (13) is quite general. If the inter-
site hopping in the first term is restricted to nearest–
neighbor pairs 〈j, k〉 then this contribution is iden-
tical to the tight–binding model. Furthermore, if
the two–body interaction is subsequently restricted
to an on–site potential Ujk = Uj (1− δσσ′) δjk asso-
ciated with spin–state occupancy, then the Hamil-
tonian Hˆ is that of the Hubbard model. The re-
maining term is associated with an on–site chemi-
cal potential µj that may either generate a current
or control the filling factor of the Hubbard Hamil-
tonian [42, 43]. When applied to simple systems,
including the noninteracting tight–binding model,
the Lindblad framework has been shown to capture
the physics of a dissipative nanoscale constriction
or junction [37, 44–46] in a manner comparable to
the Landauer formalism [47–51]. Furthermore, this
particular approach has proven efficacious for mod-
eling mean–field transport behavior in a double–well
Bose–Einstein condensate coupled to external reser-
voirs, as derived from a Bose–Hubbard Hamiltonian
[52–56]
A few abbreviations and approximations are nec-
essary to simplify discussion. Specifically, it is con-
venient to assume an identical coupling η = ηj,j+1 =
η∗j+1,j for left–moving and right–moving particle ex-
change between lattice sites. Furthermore, to incor-
porate an externally applied electric field of magni-
tude E it is convent to set µj = jE∆x, where ∆x
is the lattice spacing in the direction of the field.
This affords the gradient required to generate a par-
ticle current. When Ujk = 0, this particular model
has been demonstrated to describe transport in open
nanoscale wires under the influence of both weak and
strong dissipation [46, 57, 58]. Finally, for pedagog-
ical transparency, spin degrees of freedom will be
ignored.
To characterize transport within the mean–field
limit, it is necessary to monitor the time–evolution
of the reduced one–particle density matrix ρ˜
(1)
jk (t) =
〈cˆ†j cˆk〉 = Tr(cˆ†j cˆkρˆ(t)), where the trace is taken over
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all eigenstates of the Hamiltonian. This approach
has been rigorously explored for both open Bose–
Hubbard dimers and chains [54, 56] and knowledge
of this quantity is sufficient to calculate the currents
within a nanoscale system [59, 60]. As a first step,
introduce the discrete superoperators
L−(ρˆ) = −i
∑
j
{Γ−(xj)cˆ†j cˆj , ρˆ}+2i
∑
j
Γ−(xj)(cˆj ρˆcˆ
†
j),
(14)
L+(ρˆ) = i
∑
j
{Γ+(xj)cˆj cˆ†j , ρˆ}−2i
∑
j
Γ+(xj)(cˆ
†
j ρˆcˆj),
(15)
with the provision that Γ±(xj) = Γ±0 for xj ∈ V±
and Γ±(xj) = 0 otherwise. The master equation
(10) uniquely determines an equation of motion for
ρ˜
(1)
jk (t) as
i
∂
∂t
ρ˜
(1)
jk (t) =iTr(cˆ
†
j cˆk
˙ˆρ(t))
=Tr
(
cˆ†j cˆk[Hˆ, ρˆ] + cˆ
†
j cˆk(L−(ρˆ) + L+(ρˆ))
)
=Tr
(
[cˆ†j cˆk, Hˆ]ρˆ
)
+
Tr
(
cˆ†j cˆk(L−(ρˆ) + L+(ρˆ))
)
,
(16)
where the cyclic permutativity of the trace has been
exploited to rearrange the commutator. Using the
model Hamiltonian (13), it is possible to expand this
explicitly
i
∂
∂t
ρ˜
(1)
jk (t) = η
(
ρ˜
(1)
j+1,k + ρ˜
(1)
j−1,k − ρ˜(1)j,k+1−
ρ˜
(1)
j,k−1
)
− (µj − µk)
2
ρ˜
(1)
jk
+ i(Γ+j + Γ
+
k )ρ˜
(1)
jk (t)
− i(Γ−j + Γ−k )ρ˜(1)jk (t) +K[ρˆ(t)],
(17)
so that the term K¯[ρˆ(t)] is defined as
K[ρˆ(t)] = 1
2
Tr
cˆ†j cˆk
∑
〈mn〉
cˆ†mcˆ
†
n Umn cˆncˆm
 ρˆ
−
1
2
Tr
∑
〈mn〉
cˆ†mcˆ
†
n Umn cˆncˆm
 cˆ†j cˆkρˆ
 , (18)
and describes the many–particle interactions inher-
ent to the system. This term is not tractable with-
out the use of further approximations, as the equa-
tion of motion for each constituent density matrix
contains a density matrix of higher order, form-
ing the infinite Bogoliubov–Born–Green–Kirkwood–
Yvon (BBGKY) hierarchy [61].
To mimic the construction of DFT, it is neces-
sary to introduce an effective potential K[ρˆ(t)] 7→
K¯[ρ˜(t)](ρ˜(1)jk (t) − ρ˜(1)kj (t)) using the Hartree approx-
imation. In doing so, the interaction potential of
a many–body system is mapped onto a mean–field
theory of non–interacting particles. Unfortunately,
a potential constructed in this manner is not guar-
anteed to satisfy the semigroup property required by
the Lindblad theorem due to its explicit time depen-
dence. Despite this shortcoming, an identical mas-
ter equation may be derived under the conditions at
hand [62]. Since the time dependence of the poten-
tial is carried only by ρ(t), a given single–particle
potential is in a one–to–one correspondence with
the density if the functional form of the superop-
erators L±(ρ) and electron–electron interaction are
fixed. This set of conditions is inherent to our con-
struction, and affords a framework that parallels the
construction of RT–TDDFT.
The final approximation is to introduce a mean–
field ansatz [54] for a single particle state ρ˜
(1)
jk =
ψ∗jψk where ψj , ψk ∈ C are complex amplitudes.
This affords an evolution equation for ψk given by
i
d
dt
ψk = −η(ψk+1 + ψk−1) + K¯(t)ψk
+
µk
2
ψk + i(Γ
+
k − Γ−k )ψk, (19)
which is just the Schro¨dinger equation for a single
particle with wavefunction ψk, moving in the ef-
fective potential K¯(t), and accompanied by bound-
ary sources and sinks. This equation of motion
is identical to that of RT–TDDFT, implying that
RT–TDDFT calculations can simulate the non–
equilibrium steady–states of open quantum sys-
tems if they are augmented with appropriate non–
Hermitian boundary terms.
To make practical use of this result, define an ef-
fective Hamiltonian Hˆeff(t) = −η ∂2x + K¯(t) + µk2 for
the first three terms on the right–hand side of Eq.
(19). It is assumed that this time–dependent Hamil-
tonian is piecewise constant Hˆeff(t) ≈ Hˆeff over some
small interval δt = (t′ − t), as in most RT–TDDFT
simulations. The evolution equation then has a for-
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mal solution in terms of Hˆeff so that
ψk(t
′) = exp[−iHˆeff(t′ − t)]
exp[(Γ+k − Γ−k )(t′ − t)]ψk(t), (20)
where the second exponential factor is associated
with the non–unitary modulation of ψk(t) dur-
ing temporal propagation. Considering only the
non–unitary part, the density evolves as ρk(t
′) =
ψ∗k(t
′)ψk(t′) = exp[2(Γ+k −Γ−k )(t′−t)]ρk(t) and hence
the occupancy of each site is defined by the balance
between Γ+k and Γ
−
k . The norm is then given by
∂
∂t′
N (t′) = ∂
∂t′
nmax∑
k=1
ρk(t
′)
=
∂
∂t′
nmax∑
k=1
exp[2(Γ+k − Γ−k )(t′ − t)]ρk(t)
= 2
n+∑
k=1
Γ+k exp[2Γ
+
k (t
′ − t)]ρk(t)
− 2
nmax∑
k=n−
Γ−k exp[−2Γ−k (t′ − t)]ρk(t),
(21)
where n+ and n− denote the terminal and initial
points of the source and sink domains and nmax is
the number of lattice points (Fig. 1b). If Γ+k = Γ
−
k =
Γ0 is a fixed constant on each site, this expression
simplifies considerably
∂
∂t′
N (t′) = 2Γ0
 n+∑
k=1
ρk(t
′)−
nmax∑
k=n−
ρk(t
′)
 , (22)
identical to the continuum limit [33]. Under these
conditions, the evolution of ρ(t) is contingent on
the net density contained within the source and
sink regions. If we introduce a constraint so that
these sums are matched at every timestep, then
∂t′N (t′) = 0 and the particle number in the system
is constant.
This construction is identical to a method pre-
viously reported by the authors, in which imag-
inary boundary conditions are employed to con-
verge nonequilibrium steady–states for single par-
ticle transport in an open quantum system [33].
The extension reported above demonstrates that
this method extrapolates to the mean–field, many–
particle case, provided that the physics is appro-
priately described using a DFT potential K¯(t) =
K¯[ρ(t)]. Furthermore, in the context of an RT–
TDDFT calculation, a constraint protocol must
be used to individually balance the density within
source and sink regions for each constituent state
ψα at every timestep of propagation. That is, the
boundary conditions must be applied independently
to each particle propagating between source and sink
domains.
IV. NUMERICAL METHODS
To demonstrate the efficacy of our constraint–
based transport framework, RT–TDDFT calcula-
tions were performed using a two–particle system
in which Hartree and exchange contributions are in-
cluded in the effective potential. A bias was applied
across the system by fixing inhomogeneous bound-
ary conditions for the Poisson solver, and a static
potential barrier was introduced to act as a scat-
tering center. While numerical parameters for these
simulations are outlined in this section, the algorith-
mic implementation is documented in the appendix
to maintain brevity. The choice of parameters is in-
tended to rapidly demonstrate the capabilities of our
method, however, an adaptation to more physically
realistic conditions is straightforward.
Simulations were performed on a one–dimensional
domain, consisting of the interval [0.0 a0, 8.0 a0],
with hard–wall boundary conditions applied at the
limits of the system. Here a0 denotes the Bohr
radius. Imaginary source iV+ = iΓ
+
0 and sink
iV− = −iΓ−0 potentials were defined on V+ =
(0.0 a0, 0.05 a0] and V− = [7.9 a0, 8.0 a0), with po-
tential strengths of identical magnitude in either re-
gion Γ+0 = Γ
−
0 = 3.5 × 104 Ha (0.68 MeV) that
differ only by sign. A rectangular scattering barrier
of magnitude V0 = 1.0 × 105 Ha (2.76 MeV) was
situated on VS = [a, b] = [3.9 a0, 4.1 a0] and an en-
ergetic mismatch of 2.0 Ha (54.4 eV) was applied
to the electrostatic potential across the simulation.
Real–time propagation was performed using a spa-
tial discretization of ∆x = 1×10−3 a0 and a timestep
of ∆t = 5 × 10−8 a.u. = 1.0 × 10−28 s alongside a
Runge–Kutta algorithm to integrate the equations
of motion.
The initial wavefunctions were chosen to be time–
independent scattering states for the rectangular
barrier
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ψα(x, t = 0) =

eiq0x +Be−iq0x x ≤ a
Ceiq
′
0x +De−iq
′
0x a ≤ x ≤ b
Feiq0x x ≥ b,
(23)
where the initial wavevector q0 = 1000 a
−1
0 is as-
sociated with an energy E = q20/2 and where the
wavevector in the scattering region VS is q′0 =√
2(E − V0). The density in the source region V+
was constrained every NR = 250 timesteps by set-
ting the wavefunction in V+ to ψ(x, tk)|x∈V+ =
[N−(tk−1)+NR(tk−1)]1/2ψG(x, 0), where ψG(x, 0) =
(`+)
−1/2eiq0x is a seed wavefunction and `+ is the
width of the generating region. Here N−(tk−1) is
an estimator for the total density absorbed in V−
at the previous timestep and NR(tk−1) is an es-
timator for the total density reflected back into
V+. This situation simplifies considerably for the
one–dimensional, two–terminal case (Fig. 1(a)), in
which N−(tk−1) +NR(tk−1) = 1−NH(tk−1), where
NH(tk−1) is the total density contained in the Her-
mitian region VH = B \ (V+ ∪ V−) situated between
the source and sink. Note that this estimator is
a first–order approach, and more inventive schemes
are likely to lend improved convergence and greater
numerical stability.
Once the simulation has converged to a nonequi-
librium steady state, charge accumulation or de-
pletion will not occur at any point within the de-
vice. Assuming a time–independent bias, this im-
plies that the probability density fluxes observed be-
fore (J<) and after (J>) the scattering center will
become equal. Consequently, the ratio J>/J< will
approach unity, affording an effective metric for con-
vergence. These fluxes were accordingly measured
within volumes located before ([3.45 a0, 3.60 a0]) and
after ([4.40 a0, 4.55 a0]) the scattering barrier.
The density constraint algorithm was applied for
a total of 1.75×105 timesteps (2.1×10−19 s) during
benchmark simulations, after which the constraint
was released and strength of the source potential
set to zero. The sink potential was left active to
remove density from the system. Under these condi-
tions, the two–particle simulations exhibit excellent
norm conservation and stable nonequilibrium steady
states, with the norm remaining within 99.9% of its
target value (Fig. 2) throughout the calculation.
The current distribution is also highly stable, fluctu-
ating by no more than 0.001% between 3.6×10−20 s
and 8.2× 10−20 s, and by no more than 0.008% be-
tween 1.5×10−19 s and 1.9×10−19 s. These intervals
are long enough for a unit of density moving at the
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FIG. 2. Convergence of transport properties for two–
particle scattering from a rectangular barrier, including
the total norm (red, dashed line) and flux ratio J>/J<
(green, solid line).
group velocity vg to traverse half of the simulation,
and thus exceed the relative timescale required for
an accurate determination of currents in a transport
calculation.
The spikes and dips observed in J>/J< are an ar-
tifact of the initial simulation conditions. The early
fluctuations (between 7.3× 10−21 s and 2.5× 10−20
s) are associated with multiple reflections from the
rectangular barrier that were not accommodated
when choosing the starting wavefunction. The sec-
ond cluster (between 9.1×10−20 s and 1.4×10−19 s)
arises from a distortion near the source and sink re-
gions that occurs early in the simulation. This mod-
ulation is a direct consequence the differing ampli-
tudes of left– and right–moving plane wave compo-
nents. This same issue manifests again at 2.0×10−19
s, and repeats in a periodic yet damped manner if
the simulation timescale is extended. The use of
a higher–order constraint / estimator algorithm for
the generating region, as well as a more suitable
choice of initial wavefunction, should remedy these
issues in a realistic calculation.
Finally, the trapping of density in bound states
was assessed by observing the norm of the system
at 5.0 × 105 timesteps (6.0 × 10−19 s), with source
potential and constraint algorithm having been dis-
abled at 1.75 × 105 timesteps (2.1 × 10−19 s). In
contrast to the single–particle case, less than 0.5%
of the probability density was retained within the
system. In prior calculations this accumulation was
nontrivial and was associated with the scattering of
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spectral components to low wavevector modes [33].
It is expected that this quantity will be even smaller
when a greater number of particles are present.
V. CONCLUSIONS
The derivation presented herein affords a formal
justification for the use of imaginary source and
sink potentials when emulating open systems dur-
ing real–time, many–body simulations. If the ap-
propriate approximations are made, this framework
may be applied to RT–TDDFT calculations, where
nonequilibrium steady–states are readily converged
by balancing particle loss and gain. While an algo-
rithmic approach to achieve this balance was previ-
ously reported for a single–particle system [33], nu-
merical experiments demonstrate that this method
may be immediately generalized to the multiparticle
case without modification. Interestingly, the con-
tributions from Hartree and exchange correlation
effects act to stabilize propagation, expediting the
convergence of steady–state currents and enhanc-
ing conservation of particle number. Further im-
provements are expected when increasing the num-
ber of particles and for simulations performed using
higher–dimensional systems.
There is an important correspondence between
this method and other techniques that have been de-
vised to model current carrying devices. If the den-
sity constraint is implemented by copying a mirror
image of the wavefunction from the sink region V−
to the source domain V+, the topology of the system
is changed from a closed subinterval V ⊂ R to that
of the one–sphere S1. The external electrical bias
is then mapped to an effective external gauge field
A(t), similar to previously reported algorithmic con-
structions [63, 64]. In these methods, the electronic
wavefunction was periodically multiplied by a phase
factor exp[−iA(t)x] to restore the field configuration
to its initial state. This process is mimicked in our
constraint protocol by fixing the phase of the seed
density within the generating region to a designated
value at each update [33].
A second complication arises from the lack of dis-
sipation due to electron–phonon scattering in our
framework. An electronic excitation will, on aver-
age, only propagate as far as a material’s mean free
path `p before it is scattered. While this scale is
sufficiently long at low temperatures, the associated
distance at room temperature is short enough that
the scattering time ts = `p/vg may be comparable to
the simulation timescale, as defined in terms of the
mean group velocity vg for a given state. If no scat-
tering is present, the simulated currents may exceed
those possible in a realistic device. To resolve this,
an auxiliary phonon field may be introduced through
the addition of new superoperators to the master
equation (Eq. 4), thereby introducing the compen-
satory dissipation needed for a physically accurate
simulation. This approach is well–documented, and
has been previously implemented in a manner com-
patible with our construction [62, 64]. Interestingly,
solutions to a time–dependent KS master equation
only require a nonzero yet arbitrary dissipation pa-
rameter to converge a given nonequilibrium steady–
state solution, and hence the precise determination
of this coupling strength is not expected to compli-
cate further investigations [62].
A final consideration must be made when ap-
plying Lindblad–like master equations to a Kohn–
Sham mean–field scheme. While an analogue of the
Runge–Gross theorem establishes the uniqueness of
the density for a given single–body potential, the
rate at which the system approaches a given NESS
may not be identical to that of the true physical sys-
tem [62]. Since the mean–field potential assumes the
form
K[ρ(x, t)] =
∫
dx′
ρ(x′, t)
|x− x′| + xc[ρ(x, t)] (24)
in the continuum limit, any needed corrections may
be absorbed into the exchange correlation functional
xc[ρ(x, t)]. It has been argued that the typical forms
of correlation employed in TDDFT, such as the adi-
abatic local density approximation, are likely to suf-
fice for most practical purposes. This is particu-
larly true for dissipative effects at weak coupling [62].
Whether this consideration applies to genertic par-
ticle sources and sinks remains to be seen.
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VII. APPENDIX: RT–TDDFT ALGORITHM
During an RT-TDDFT calculation, the time-
dependent wavefunction ψα of the α-th single par-
ticle state is obtained by directly propagating solu-
tions to the Schro¨dinger equation (with ~ = me =
e = 1) forward in time
i
∂ψα(x, t)
∂t
=
(
−∇
2
2
+ Vˆeff
)
ψα(x, t) (25)
where x ∈ (xL, xR) is the domain of the simu-
lation and Vˆeff = Vˆeff
(
x, t, ρ(x, t)
)
is an effective
single-particle, mean-field potential with ρ(x, t) =∑N
α=1 ρα(x, t) being the total density. The poten-
tial may be succinctly expanded,
Vˆeff
(
x, t, ρ(x, t)
)
=
∫
dx′
ρ(x′, t)
|x− x′| + xc[ρ(x, t)]
+ Vext(x) + VIm(x) (26)
so that the first term corresponds to the Hartree con-
tribution VH(x, t), the second term xc[ρ(x, t)] is the
exchange correlation, Vext(x) is the static potential
energy landscape, and VIm(x) contains imaginary
source and sink potentials at the simulation bound-
aries. The Hartree term is evaluated by solving the
Poisson equation ∇2VH(x, t) = −4piρ(x, t) at each
time step, and an applied electrostatic bias is intro-
duced by applying inhomogeneous boundary condi-
tion to the Poisson solver. In our rudimentary case,
the exchange correlation energy may be approxi-
mated as xc[ρ(x, t)] = vx[ρ(x, t)] + vc[ρ(x, t)] where
vx[ρ(x, t)] = 1(1/pi)[3pi
2ρ(x, t)]1/3 is the Hartree-
Fock exchange energy at the Fermi level of a free
electron gas. The effects of correlation vc[ρ(x, t)] = 0
are neglected for simplicity [1, 2].
While the wavefunctions at t and t + ∆t are for-
mally related by the propagator ψα(x, t + ∆t) =
exp(−iHˆ∆t)ψα(x, t), a practical implementation re-
quires a numerically efficient scheme to facilitate this
evolution. To do so, we define a discrete grid with
grid points (xj , tn) where
x0 = xL, xj = xL + jh (j = 1, 2, · · · ,M),
(27)
xM+1 = xR, tn = nk. (28)
Here h = ∆x = (xR − xL)/(M + 1) is the uni-
form mesh spacing on x and k = ∆t is the time
step. Let Ψnα,j ≈ ψα(xj , tn) represent the numerical
approximation at grid point (xj , tn), and introduce
V nj = Vˆeff
(
xj , tn, ρ(xj , tn)
)
for notational abbrevi-
ation. Furthermore, let Ψnα,V
n be the numerical
approximations at n-th time step
Ψnα = (Ψ
n
α,1,Ψ
n
α,2, · · · ,Ψnα,M )T , (29)
Vn = (V n1 , V
n
2 , · · · , V nM )T . (30)
Now we first apply the method of line discretiza-
tion to the Schro¨dinger equation; namely, we first
discretize in space alone, which gives a large sys-
tem of ODEs with each component of the system
corresponding to the solution at some spatial grid
point as a function of time. The system of ODEs
can then be solved using numerical techniques such
as the Runge–Kutta method [65].
For the numerical results herein, we discretize the
Schro¨dinger equation in space at each grid point xi
using a standard centered finite difference scheme:
iΨ′α,j(t) = −s
(
Ψα,j−1(t)− 2Ψα,j(t) + Ψα,j+1(t)
)
+ Vj(t)Ψα,j(t) for j = 1, 2, · · · ,M, (31)
where the prime represents differentiation with re-
spect to time and s = 1/(2h2). An explicit fourth–
order Runge–Kutta method is adopted to integrate
the above system of ODEs and ensure numerical sta-
bility over a broad range of simulation parameters.
The propagation term Fα for the Schro¨dinger equa-
tion in the presence of an imaginary potential [17]
Fα(Ψ
n
α,V
n) = [Fα,1, Fα,2, · · ·Fα,M ]T : RM → RM
(32)
reads componentwise as
Fα,j(Ψ
n
α,V
n) = Re[Fα,j ] + Im[Fα,j ] (33)
for j = 1, 2, · · · ,M with
Re[Fα,j(Ψ
n
α,V
n)] =
− s
(
Im(Ψnα,j+1)− 2Im(Ψnα,j) + Im(Ψnα,j−1)
)
+ Re(V nj )Im(Ψ
n
α,j) + Im(V
n
j )Re(Ψ
n
α,j),
(34)
Im[Fα,j(Ψ
n
α,V
n)] =
s
(
Re(Ψnα,j+1)− 2Re(Ψnα,j) + Re(Ψnα,j−1)
)
+ Im(V nj )Im(Ψ
n
α,j)− Re(V nj )Re(Ψnα,j).
(35)
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A staging procedure is introduced so that the wave-
function increment is evaluated at tn, tn+1/2, tn+1.
This is encapsulated through a series of functions
K1α = Fα(Ψ
n
α,V
n), (36)
K2α = Fα(Ψ
n
α + (k/2)K
1
α,V
n), (37)
K3α = Fα(Ψ
n
α + (k/2)K
2
α,V
n), (38)
K4α = Fα(Ψ
n
α + kK
3
α,V
n), (39)
Kα =
1
6
(K1α + 2K
2
α + 2K
3
α + K
4
α), (40)
so that the propagated wavefunction at time tn is
given by
Ψn+1α = Ψ
n
α + kKα. (41)
Throughout this integration procedure, hard–wall
zero Neumann boundary conditions are enforced by
setting
Ψnα,0 = Ψ
n
α,1, Ψ
n
α,M = Ψ
n
α,M+1, (42)
for each wavefunction at each time step tn of the
algorithm. Note that all quantities comprising the
Runge–Kutta integrator (36-40) are functions of the
same effective potential V nj = Vˆeff
(
xj , tn, ρ(xj , tn)
)
,
as this mean–field quantity is recalculated only after
propagating Ψnα at time step tn of the simulation.
Furthermore, the Hartree potential is determined to
high accuracy as a direct Poisson solver is utilized
for the simplistic one–dimensional system simulated
herein.
The wave propagator can be improved by us-
ing spectral differentiation in space, accurate expo-
nential time integrators and efficient discrete FFT–
based algorithms, which will be tested in future work
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