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Abstrakt
Práce se zabývá vytvořením genetického algoritmu pro návrh struktury a učení neurono-
vých sítí. Fitness funkce zahrnuje i počet skrytých neuronů a tím získáváme nejoptimálnější
možné struktury. Představí se vlastní verze operátorů, které řídí celý proces evoluce. Vý-
sledkem práce je knihovna pro evoluční návrh neuronových sítí a kromě ní bylo vytvořeno
i grafické rozhraní pro nastavování parametrů a zobrazování výsledků. V experimentální
části je návrh porovnán s jinými systémy a algoritmy. Na závěr jsou zhodnoceny výsledky
a naznačen postup pro následující vývoj systému.
Abstract
The work deals with the development of the genetic algorithm, which designs the structure
and learning of the neural networks. The fitness function also includes the number of hidden
neurons, and thus we obtain the most optimal structure, which is reachable. The own
versions of the operators are presented, which manage the entire process of evolution. The
result of the work is a library for evolutionary design of neural networks. Moreover, graphical
interface for setting parameters and displaying the results was created. In the experimental
part the design is compared with other systems and algorithms. Finally, results are reviewed
and the process for the following development of the system is outlined.
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Kapitola 1
Úvod
Umelé neurónové siete sú stále viac skúmanou oblasťou a jednou z jej etáp je návrh čo
najoptimálnejšej topológie. V posledných rokoch je snaha o zautomatizovanie tejto akcie
a stále sa vyvíjajú nové metódy, ktoré to umožňujú a evolučné návrhy sú jednými z nich.
Táto práca sa zaoberá novým návrhom genetického algoritmu, v ktorom sa tvoria a tré-
nujú neurónové siete. Hlavným prínosom a výsledkom práce je vytvorenie obecného systému
a rozhrania pre riešenie viacerých vedeckých problémov, či už klasifikačných, regresných
alebo rôznych iných problémov.
V prvej kapitole práca predstaví ideológie genetických algoritmov. V čom spočíva ich
využívanie a na čo je potrebné pri návrhu genetických algoritmov myslieť. Ďalej sa práca
zaoberá ohodnotením jednotlivcov v populácii, aby sa zistilo, ktorí majú najväčšiu šancu
na postup do nasledujúcej generácie. Rozoberú sa klasické operátory, ktoré sa používajú
pri vzniku nových generácii. Nadväzujúcou časťou je zakódovanie chromozómu a výhody
jednotlivých kódovaní. Na záver tejto kapitoly bude opísaná stručná kostra algoritmu.
Druhá kapitola predstaví históriu a postupný vývoj myšlienky neurónových sietí v infor-
matike. Bude opísaná štruktúra neurónu a jeho funkcia v neurónovej siete. Na to nadviaže
podkapitola o topológii siete, ktorá sa skladá z viacerých neurónov. Učenie siete, ktoré
je problémom tejto práce, bude opísané v nasledujúcej časti aj spoločne s dnes využíva-
ným algoritmom backpropagation a problémom zvaným preučenie. Na záver kapitoly bude
rozobraný rozklad množiny dát.
Práca sa v nasledujúcej tretej kapitole zaoberá rôznymi návrhmi neurónových sietí po-
mocou evolučných algoritmov, ich porovnaním a výsledkami. Najskôr sa opisujú rôzne tech-
niky kódovania, ich vývoj a výhody i nevýhody. Vytvorenie štruktúry neurónovej siete a jej
trénovanie bude predmetom nasledujúceho opisu. Tieto dve techniky sú najhlavnejšími
časťami skúmané touto prácou.
Štvrtá kapitola opíše vlastný evolučný návrh neurónových sietí. Na začiatku sa vyberie
programovací jazyk, ktorým je C++ a popíšu sa dôvody pre tento výber. Nasleduje opis
vstupu systému a použité kódovanie, ktoré sa snaží využiť výhodu objektového programova-
nia. Hodnotiaca funkcia a oprava siete, ktorá ma za úlohu odstrániť prepojenia do zadných
vrstiev budú predmetom nasledujúcich podkapitol. Jednou z hlavných častí algoritmu je
jeho počiatočná inicializácia, ktorá bude takisto popísaná. Genetické operátory, s ktorými
sa bude experimentovať a ich použitie v tejto práci, sú spomenuté v neskoršej podkapi-
tole. Ďalším opísaným problémom, ktorým sa zaoberá množstvo výskumníkov a ich práce,
je nastavenie parametrov ako napríklad pre veľkosť populácie a pravdepodobnosť použitia
operátorov. Na záver tejto kapitoly sa uvedie, čo bude výstupom systému.
Po kapitole popisujúcej návrh nasleduje kapitola venujúca sa implementácii. Tá sa delí
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do dvoch častí. V prvej z týchto častí, v knižnici, je opísaná každá trieda potrebná pre
systém, spoločne s jej funkciou. Takisto sú spomenuté všetky rozdiely oproti návrhu. V gra-
fickom užívateľskom rozhraní, druhej časti implementácie, sú taktiež opísané všetky triedy
zastrešujúce túto časť a zároveň sa opisuje prostredie pre možnosti nastavovania systému
užívateľom a tak ovplyvňovanie celej evolúcie.
Na naimplementovanom systéme boli následne vykonané experimenty. Celkovo boli vy-
brané tri rôzne problémy: XOR, mníchové problémy a naklonenosť váhy. Na prvom z nich
sa ukázal vplyv parametrov na výsledok evolúcie. Mníchové problémy slúžia na porovna-
nie učiacich algoritmov a tak sme aj náš vyvinutý systém týmito problémami ohodnotili
a umiestnili do tabuliek. Tretí problém poukazuje možné praktické využitie systému.
V záverečnej kapitole je opísaný nasledujúci vývoj aplikácie spoločne s ďalšími experi-
mentami. Na to sa nadviaže opisom obmedzení systému a naznačia sa možnosti zníženia
systémového času pri hľadaní riešenia. Nakoniec sa uzavrie celá práca s výhľadom na nasle-
dujúci vývoj.
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Kapitola 2
Genetické algoritmy
Evolučné algoritmy sú kolekciou metodológii inšpirované princípmi biologickej evolúcie [6].
Idea genetického algoritmu, ako učiaceho algoritmu, bola poprvýkrát predstavená v 70.
rokoch 20. storočia Johnom Hollandom v práci [9]. Spočiatku bol predstavený ako algorit-
mus schopný adaptívne reagovať na meniace sa prostredie. Avšak hneď na to sa ukázalo, že
je vhodný pre úlohy hľadujúce globálne minimum/maximum. V tomto čase boli tieto úlohy,
buď neriešiteľné alebo ich riešenie bolo príliš náročné. John Koza, zakladateľ genetického
programovania, vo svojej práci [13] definoval genetický algoritmus ako vysoko paralelný
matematický algoritmus, ktorý transformuje populáciu individuálnych matematických ob-
jektov do novej populácie za použitia operátorov.
Populácia sa skladá z chromozómov, ktoré predstavujú rôzne riešenia problému.
Genetické algoritmy vyžadujú päť hlavných etáp, na ktoré sa musí myslieť, pri ich
návrhu:
• zakódovanie jednotlivých riešení do chromozómu
• hodnotiaca funkcia, ktorá vráti ohodnotenie pre každý chromozóm populácie
• inicializácia populácie
• operátory
• nastavenie parametrov pre algoritmy, operátory, . . .
Výhodou genetických algoritmov je ich využiteľnosť na širokej škále problémov. Nevýho-
dou je obrovské množstvo parametrov, mnoho definícii operátorov a široký výber reprezen-
tácie dát. V praxi sa preto najčastejšie stretávame pri týchto nevýhodách práve s metódou
pokus — omyl [15].
Vývoj populácie je popísaný v neskoršej podkapitole, ktorá sa zaoberá práve operátormi
na tvorenie nových generácii.
Pre väčší záujem o genetické algoritmy, ich obmedzenia, výhody a čomu by mal užívateľ
venovať najväčšiu pozornosť, je čitateľ odkazovaný na [10].
2.1 Ohodnotenie chromozómu
Jedným z najväčších problémov genetických algoritmov je vhodné zvolenie fitness funkcie,
ktorá určuje ohodnotenie jednotlivých chromozómov. Pre trénovanie neurónových sietí je
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jedným z kandidátov fitness funkcie práve chyba učenia neurónových sietí. Podľa [4] sa vyu-
žíva i integrál chyby počas všetkých epoch. Typicky je táto chyba počítaná ako aritmetický
priemer kvadratických odchýlok medzi aktuálnym a očakávaným výstupom [6]:
E =
∑Np
p=1
∑No
j=1(ypj − opj)2
NoNp
, (2.1)
kde ypj je aktuálny výstup, opj je očakávaný výstup, No je počet prvkov vo výstupnom
vektore a Np je počet vzorov.
2.2 Operátory
Základnými operátormi sú selekcia (výber jedincov), rekombinácia (pohlavné rozmnožo-
vanie niekoľkých jedincov pre vytvorenie nového potomstva) a mutácia (náhodná zmena
niektorej zložky jedinca).
Okrem hlavných operátorov vzniká obrovské množstvo iných operátorov alebo vznikajú
obmeny práve týchto hlavných operátorov. Vývoj nových operátorov je silno podmienený
riešenou úlohou, ktorej sa tieto operátory prispôsobujú. Práca [19] sa zaoberá vznikom
a porovnaním niekoľkých operátorov práve pri probléme trénovania dopredných neuróno-
vých sietí genetickými algoritmami.
2.2.1 Selekcia
Výber rodiča môže byť čisto náhodný, ale aby sa dodržala Darwinova teória o prežívaní
najschopnejších, tak sa využíva napríklad ruletový výber. Princíp ruletového výberu spočíva
v tom, že každý jedinec obsadí takú časť z rulety, akú vráti hodnotiaca funkcia, obrázok
2.1 a).
Vyskytuje sa však i prípad, keď jednotlivec obsadí časť rulety podľa jeho poradia v po-
pulácii. V tomto prípade nie je výrazný rozdiel medzi jednotlivcami ako je aj vidieť na
obrázku 2.1 b).
V oboch prípadoch to znamená, že schopnejší jedinci, obsadia väčšiu časť, aby mali
väčšiu šancu postúpiť do ďalšej populácie, resp. zúčastniť sa rekombinácie. Avšak istú prav-
depodobnosť výberu majú i slabší jedinci, čo napomáha neuviaznuť algoritmu v lokálnom
minime.
Iným algoritmom selekcie je turnaj medzi jednotlivcami. Jeho princíp spočíva v ná-
hodnom výbere niekoľkých jednotlivcov a potom najlepší z nich bude vybraný do ďalšieho
procesu. Výber je opäť ako v predchádzajúcom prípade podmienený silou jednotlivcov.
2.2.2 Rekombinácia
Klasické použitie operátora rekombinácie spočíva vo vybraní dvoch rodičov pomocou ope-
rátora selekcie, zvolenie jedného bodu kríženia a výmena informácií medzi týmito rodičmi
na vytvorenie dvoch potomkov. Tento proces ilustruje obrázok 2.2. Niekedy sa využíva
i viacero bodov kríženia. Potom vytvorenie potomkov spočíva v tom, že každý potomok
dostane striedavo inú časť z rodičov.
2.2.3 Mutácia
Mutácia síce nie je často viditeľnou v prírode, no tento operátor sa ukazuje ako veľmi účinný
a pomáha najmä vyviaznuť algoritmu z lokálneho minima a navyše podľa niektorých prác
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Obrázek 2.1: zoradenie jedincov: a) podľa fitness funkcie b) podľa poradia
0 1 1 0 1 0 1 0 1 1
1 0 1 1 0 1 1 0 0 1
0 1 1 0 1 1 1 0 0 1 1 0 1 1 0 0 1 0 1 1
bod kríženia = 5
1. rodič
2. rodič
1. potomok 2. potomok
Obrázek 2.2: rekombinácia potomkov.
[5] je tento operátor považovaný za silnejší ako operátor rekombinácie. Toto tvrdenie sa
však týka len niektorých prípadov.
Funkcia operátora je vykreslená na obrázku 2.3, keď na náhodne zvolenom mieste sa
zinvertuje hodnota bitu.
Okrem binárnej mutácie sa môžeme stretnúť s mutáciou na úrovni reálnych čísel. V tomto
prípade sa vygeneruje úplne nová hodnota alebo sa k aktuálnej hodnote pripočíta náhodná
hodnota, napríklad nasledovne podľa [6]:
x′ = x+N(0, σ), (2.2)
kde σ predstavuje odchýlku mutácie a N(0, σ) je Gaussovo (normálne) rozloženie so stredom
v nule.
2.2.4 Elitismus
Tento operátor nepatrí medzi základné operátory a niektoré implementácie ho ani ne-
používajú. Jeho využitie spočíva v tom, že môže počas vývoja populácie nastať strata
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Obrázek 2.3: mutácia chromozómu.
chromozómu s najlepšou hodnotou fitness. Tento operátor zaistí, že sa niekoľko najlepších
chromozómov z aktuálnej generácie skopíruje do nasledujúcej. Podľa [20] elitismus výrazne
zvyšuje účinnosť genetického algoritmu, no môže však tiež viesť k uviaznutiu v lokálnom
minime.
2.3 Kódovanie
Okrem výberu operátorov, je tu ďalší problém, a to zakódovanie riešenia do chromozómu.
Rôzne práce odporúčajú/používajú rôzne metódy. Odráža sa to hlavne na zvolenom prí-
klade. Tabuľka 2.1 obsahuje všetky tri nižšie popísané kódovania.
2.3.1 Reálne hodnoty
Značnou výhodou použitia reálnych čísel je, že tu neexistuje nutnosť prevádzania čísel
medzi inými kódovaniami a aj operátory pracujú len s reálnymi číslami. Operátor mutácie
pre toto kódovanie bol popísaný v 2.2.3. Rekombinácia by mohla prebiehať napr. váženým
priemerom týchto hodnôt, kde váhou by bolo umiestnenie siete v populácii.
2.3.2 Binárne kódovanie
Klasické binárne kódovanie ako popisuje [6] je priamočiarou cestou pre kódovanie reálnych
čísel v genetických algoritmoch. Práca ďalej spomína, že binárna reprezentácia predstavuje
reťazec hodnôt b ∈ {0, 1}t. Reťazec je dekódovaný na reálnu hodnotu v ∈ [vmin, vmax] ⊂ <
pomocou
v = (vmax − vmin)
∑l−1
i=0 bi2
i
2l
+ vmin, (2.3)
kde l je dĺžka reťazca.
2.3.3 Grayovo kódovanie
Klasické kódovanie má jednu veľkú nevýhodu a to, že malá zmena v chromozóme, môže
značne ovplyvniť vývoj celej generácie. Napríklad číslo 10002 (810) a 00002 (010) sa líšia len
v jednom bite, ale v desiatkovej sústave jé táto vzdialenosť vzhľadom k veľkosti chromozómu
enormná. A naopak čísla 10002 (810) a 01112 (710) sú v desiatkovej sústave vzdialené len
o jedno číslo ale v binárnej reprezentácii sa tieto čísla odlišujú o všetky 4 bity. Z toho
vyplýva, že ak sa náhodou riešenie blíži k optimálnemu riešeniu, môže ho jedna zmena bitu
od tohoto riešenia strhnúť na úplne iný smer. Alebo takisto môže nastať situácia, že pre
dosiahnutie optimálneho riešenia by sa museli zinvertovať všetky bity.
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Práve kvôli týmto problémom sa používa Grayovo kódovanie. Toto kódovanie zabezpečí,
že susedné čísla v desiatkovej sústave sa budú líšiť len v jednom bite v sústave binárnej.
Transformácia do Grayovho kódovania ako to popisuje napr. [14]:
α˜1 = α1 (2.4)
α˜2 = α1 ⊗ α2 (2.5)
α˜3 = α2 ⊗ α3 (2.6)
... =
...
α˜k = αk−1 ⊗ αk (2.7)
Inverzná transformácia:
α1 = α˜1 (2.8)
α2 = α˜1 ⊗ α˜2 = α1 ⊗ α˜2 (2.9)
α3 = α˜1 ⊗ α˜2 ⊗ α˜3 = α2 ⊗ α˜3 (2.10)
... =
...
αk = α˜1 ⊗ α˜2 ⊗ · · · ⊗ α˜k = αk−1 ⊗ α˜k (2.11)
celočíselná hodnota binárne kódovanie α Grayovo kódovanie α˜
0 000 000
1 001 001
2 010 011
3 011 010
4 100 110
5 101 111
6 110 101
7 111 100
Tabulka 2.1: rôzne druhy kódovania v genetických algoritmoch
2.4 Kostra algoritmu
Zjednodušená kostra algoritmu je uvedená v tabuľke 2.2.
Na začiatku sa náhodne vytvorí prvotná generácia populácie. Tvorenie nových generácií
pokračuje pokiaľ nebol dosiahnutý stanovený počet generácií. Niekedy sa ako zastavovacie
kritérium využíva tolerancia najlepšieho jedinca voči optimálnej hodnote. Avšak toto kri-
térium nemusí byť vhodné už len z dôvodu, že táto tolerancia nemusí byť vždy dosiahnutá.
V praxi sa ukázalo vhodné využívať obe kritéria spoločne [2].
Z populácie sa pomocou napr. ruletového výberu vyberú dvaja rodičia. Ak náhodné
číslo spadlo do intervalu pravdepodobnosti použitia operátora rekombinácie, tak sa rodičia
zúčastnia rekombinácie na vznik nových potomkov. Ak v aktuálnej generácií nenastáva
rekombinácia, noví potomci vzniknú skopírovaním informácií z vybratých rodičov.
Na niektorých jedincoch a potomkoch sa aplikuje operátor mutácie, ak vygenerované
náhodné číslo je menšie alebo rovné pravdepodobnosti použitia tohoto operátora. Po apli-
kovaní mutácie sa zmutovaní jedinci ohodnotenia pomocou fitness funkcie.
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population.init();
while(generation <= MAX GENERATION) {
parents = population.select();
if(rand() <= Prec) {
offsprings = parents.recombination();
}
else {
offsprings = parents;
}
if(rand() <= Pmut) {
offsprings.mutation();
population.mutation();
population.fitness();
}
offsprings.fitness();
population.newGeneration(offsprings);
}
Tabulka 2.2: kostra genetického algoritmu
Nasleduje ohodnotenie potomkov a na to sa vytvorí nová generácia s tým, že sa do
populácie vložia novovzniknutí potomkovia a odstránia sa najslabší jedinci. Niekedy sa
i pri výbere jedincov, ktorí sa odstránia z populácie, využíva inverzný ruletový výber. To
znamená, že väčšiu časť rulety bude v tomto prípade zaberať najslabší jedinec a najmenšiu
časť naopak najsilnejší jedinec, aby sa zachovala väčšia pravdepodobnosť pre vyhodenie
slabších jedincov z generácie.
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Kapitola 3
Neurónové siete
Teória neurónových sietí vychádza z neurofyziologických poznatkov, pri čom sa snaží vy-
svetliť správanie sa na princípe spracovania informácií v nervových bunkách [15].
Prvý model neurónovej siete bol formulovaný W. McCullochom a W. Pittsom. Tento
model bol vybavený digitálnymi neurónmi, avšak nemal žiadnu schopnosť učenia sa [24].
Sieť bola tvorená logickými prvkami typu AND, OR a NOT. V neskoršej práci D. Hebba
[8] bolo navrhnuté, aby účinnosti medzi neurónmi v mozgu sa permanentne menili, podľa
toho ako sa jedinec adaptuje a učí novým veciam a to podľa nasledovného pravidla doslovne
prevzatého z [15]: Keď má axón bunky A exicitačný účinok na bunku B, a opakovane alebo
stále sa zúčastňuje na jej aktivácii, v jednej alebo v oboch bunkách prebehne nejaký rastový
proces alebo metabolická zmena, takže účinnosť bunky A ako jednej z buniek, ktoré aktivujú
B, vzrastie. Toto pravidlo naznačuje vývin bunkových zoskupení.
V roku 1958 F. Rosenblatt dokázal, že McCullochove-Pitsove siete sa dajú natrénovať
tak, aby boli schopné rozpoznávať a klasifikovať objekty [15]. Tak vznikol názov perceptróny,
ktorých hlavnou myšlienkou bolo modifikovanie prahu neurónov, ak bola ich odpoveď ne-
správna. Keď mal byť neurón aktívny a nebol, zväčšil sa prah a naopak, ak mala byť na
výstupe neurónu 0 a nebola, prahy sa zmenšili. Ak bola odpoveď správna, prahy sa nemenili.
O 11 rokov neskôr vyšla kniha [17] od M. L. Minskyho a S. Paperta, kde poukázali na
to, že perceptróny dokážu riešiť len lineárne separovateľné problémy. Tento nedostatok
bol poukázaný na klasickom probléme logickej funkcie XOR. Táto práca mala za následok
presvedčenie, že vývin neurónových sietí by sa mal vyberať iným smerom, no takmer na
dve desaťročia boli umelé neurónové siete takmer úplne zabudnuté.
Návrat k ich riešeniu nastáva po vyriešení predloženého problému v roku 1986, keď
bolo zavedené pravidlo spätného šírenia chyby (angl. backpropagation) pre viacvrstvové
perceptróny D. E. Rumelhartom, G. E. Hintonom a R. J. Williamsom v práci [22]. Neuróny
už nie sú definované ako jednoduché logické prepínače, ale ako spojité funkcie.
3.1 Neurón
Hlavnou funkciu neurónu (nervovej bunky), základného prvku neurónovej siete, v mozgu je
riadiť organizmus. Jeho vyobrazenie je na obrázku 3.1. Dendrity prijímajú vstupné infor-
mácie, axón naopak vedie informácie do ďalších neurónov.
Spojenie medzi neurónmi sa nazýva synapsa. Podľa toho, ktoré časti neurónov sú po-
prepájané, rozlišujeme axo-dendritické, axo-somatické a axo-axonálne prepojenia.
Myšlienka umelého neurónu 3.2 je taká, že všetky vstupné signály sa sčítajú (bázová
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bunková membrána
cytoplazma
axón
dendrity
telo bunky (soma)
jadro bunky
Obrázek 3.1: stavba neurónu prevzatá z [1].
funkcia) a pomocou vnútornej aktivačnej funkcie sa vypočíta aktivita neurónu:
yj = ξ
(
k∑
i=0
wijxi
)
, (3.1)
kde ξ je aktivačná funkcia, k je počet vstupných signálov (prepojení vedúcich do neurónu),
wij sú váhy prepojení, xi sú vstupné signály a yj je výstupný signál vedúci na prepojenia
do ďalších neurónov alebo sa jedná o výstup neurónovej siete.
Najčastejšou aktivačnou funkciou je funkcia sigmoidálna:
y =
1
1 + e−βx
, (3.2)
kde β je sklon funkcie.
Inou používanou aktivačnou funkciou je skoková (prahová):
y =
{
0 pre u < θ
1 pre u ≥ θ, (3.3)
kde u je výstup bázovej funkcie 3.1 a θ je prah neurónu.
Ďalšími aktivačnýmí funkciami môžu byť po častiach lineárna, čiastočne lineárna čia-
stočne spojitá, hyperbolický tangens, Gaussova,. . .
Umelý neurón ako samostatná jednotka neplní žiadnu významnú funkciu, avšak po
prepojení viacerých neurónov, kde vzniká umelá neurónová sieť, sme schopní riešiť rôzne
technické problémy ako napríklad rozpoznávanie a klasifikáciu objektov.
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Obrázek 3.2: umelý neurón
3.2 Topológia siete
Táto práca sa zaoberá len viacvrstvovými doprednými sieťami, preto bude ďalej popísaná
len topológia práve tohoto typu. Ako už napovedá názov, medzi neurónmi neexistujú žiadne
spätné prepojenia.
Sieť sa skladá z minimálne dvoch vrstiev a to z vrstvy vstupnej a výstupnej. Okrem
týchto dvoch môže sieť obsahovať ľubovolný počet skrytých vrstiev. Príkladom môže byť
sieť z obrázku 3.3.
výstupná vrstva
2. skrytá vrstva
1. skrytá vrstva
vstupná vrstva
Obrázek 3.3: topológia viacvrstvovej doprednej neurónovej siete s dvoma skrytými vrstvami
Matematický zápis topológie neurónovej siete je prebraný z [20]. Topológiu neurónovej
siete môžeme zapísať ako usporiadanú dvojicu (V, E), kde I je množina vstupných neurónov,
H množina skrytých neurónov, O množina výstupných neurónov, V je množina všetkých
neurónov a E ⊂ V × V je množinou synapsí v neurónovej siete. Platí:
V = I ∪ H ∪O (3.4)
E ⊂ {I ∪ H} × {H ∪O} (3.5)
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Pre orientovaný acyklický graf (V, E) existuje očíslovanie vrcholov ϕ : V 7→ N0 tak, že
platí:
(∀u, v ∈ V)((u, v) ∈ E ⇒ ϕ(u) < ϕ(v)) (3.6)
Dôsledkom vety 3.6 je tvrdenie, že pre ľubovolnú doprednú sieť topológie (V, E) existuje
očíslovanie ϕ : V 7→ |V| ⊂ N0 tak, že platí:
1. (∀i, j ∈ (V ))(i ≤ j ⇒ (i, j) 6∈ E) z čoho vyplýva, že hrany neurónov môžu viesť len
z neurónov s nižším číslom k neurónom s vyšším číslom
2. (∀i ∈ I)(∀j ∈ H∪O)(i < j) z čoho vyplýva, že vstupné neuróny majú nižšie čísla ako
ostatné neuróny siete
3. (∀o ∈ O)(∀j ∈ I ∪H)(j < o), z čoho vyplýva, že výstupné neuróny majú vyššie čísla
ako ostatné neuróny siete
3.2.1 Vytvorenie topológie
Keďže topológia býva navrhovaná užívateľom, nemusí byť vždy najoptimálnejšia. Teoreticky
plnepoprepájaná sieť s dvoma skrytými vrstvami môže predstavovať rôzne zobrazenie, ktoré
môže byť reprezentované hociktorou inou topológiou [7]. Avšak rozdiel môže byť v tom, že
trénovanie takejto topológie môže byť v praxi horšie ako trénovanie neurónovej siete s inou
topológiou.
Aby sa predišlo tomuto problému, vytvárajú sa metódy pre automatickú tvorbu a opti-
malizáciu štruktúry siete a medzi ne patria konštruktívne a deštruktívne metódy. Konštruk-
tívna metóda sa zakladá na vytváraní siete od samotného začiatku. Postupne sa pridávajú
neuróny a prepojenia a po každej pridanej jednotke sa neurónová sieť nanovo trénuje.
Deštruktívna metóda funguje naopak a to spôsobom, že na začiatku sa vytvorí veľká
sieť s mnohými neurónmi a prepojeniami a postupne sa jednotlivé časti odoberajú.
Ďalšou metódou môže byť práve metóda skúmaná touto prácou a to evolučný návrh,
ktorý pridáva a uberá jednotlivé prepojenia/neuróny počas celého vývoja populácie a tak
sa snaží nájsť optimálnu topológiu pre zvolený problém.
Počet neurónov je taktiež dôležitou otázkou, keďže nízky počet môže spôsobiť podučenie
resp. vysoký počet spôsobí preučenie 3.3.2. Kniha [7] doporučuje 3 rôzne pravidlá ako určiť
počet neurónov v sieti:
• veľkosť sa nachádza medzi počtom vstupných a výstupných neurónov
• veľkosť sa bude rovnať 23 počtu vstupných neurónov plus počet výstupných neurónov
• veľkosť by mala byt menšia ako dvojnásobok počtu neurónov vo vstupnej vrstve
3.3 Učenie neurónovej siete
Pre učenie neurónových sietí boli vyvinuté viaceré metódy. Učenie sa delí na učenie s uči-
teľom a učenie bez učiteľa.
Učenie s učiteľom spočíva v tom, že algoritmus prijme s množinou vstupov i množinu
korešpondujúcich výstupov (trénovacia a testovacia množina), podľa ktorých sa upravujú
váhy. K týmto metódam patrí i jeden z najznámejších algoritmov, backpropagation, ktorý
bude popísaný nižšie.
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K najznámejším metódam učenia bez učiteľa patrí k-means clustering (zhlukovanie do
k zhlukov), avšak práca sa týmito metódami nijak ďalej nezaoberá.
Základnou funkciou trénovacieho algoritmu je minimalizovanie chyby učenia a typickou
funkciou je 2.1.
3.3.1 Backpropagation
Backpropagation je dnes jedným z najpoužívanejších algoritmov v učení neurónových sie-
tí. I napriek tomu, že rýchlo spadá do lokálneho minima a konvergencia k optimálnemu
riešeniu je veľmi pomalá, dokáže poskytnúť výsledky blízke optimálnemu riešeniu a medzi
užívateľmi sa stal tento algoritmus veľmi obľúbeným. Algoritmus backpropagation funguje
následujúcim spôsobom [11]:
1. Inicializácia váh na náhodné malé hodnoty.
2. Náhodné zvolenie vstupu xµ.
3. Šírenie signálu sieťou dopredu.
4. Vypočítanie δLi vo výstupnej vrstve (oi = y
L
i ):
δLi = g
′(hLi )[δ
u
i − yLi ],
kde hLi reprezentuje vstup neurónovej siete do i-teho neurónu v l-tej vrstve a g
′ je
derivácia aktivačnej funkcie g.
5. Vypočítanie δli pre predchádzajúce vrstvy šírením chyby dozadu:
δli = g
′(hli)
∑
j w
i+1
ij δ
l+1
i ,
pre l = (L− 1), · · · , 1..
6. Aktualizácia váh:
∆wlij = ηδ
l
iy
l−1
i .
7. Skok na 2 a pokračovanie pre nasledujúci vstup, dokedy chyba vo výstupnej vrstve
neklesne pod zvolený prah alebo nebol dosiahnutý maximálny počet iterácii.
Okrem klasického algoritmu boli vyvinuté i ďalšie obmeny ako momentová metóda quic-
kpropagation, recurrent backpropagation pre rekurentné siete a pod.
3.3.2 Preučenie
Preučenie (angl. overfitting) znamená, že neurónová sieť sa naučila dokonale priradiť z tré-
ningovej množiny vstupným dátam dáta výstupné. Avšak schopnosť generalizácie na ostat-
ných (testovacích) dátach sa stráca [18]. Tomuto problému sa dá vyhnúť pomocou predčas-
ného zastavovacieho kritéria, ktoré zastaví učenie, ak začne preučenie neurónovej siete.
Zastavovacie kritérium sa dosiahne rozdelením trénovacích dát na dve množiny: tréno-
vaciu a validačnú množinu. Trénovacia množina slúži na trénovanie neurónovej siete a po
určitých intervaloch je sieť vyhodnotená pomocou validačnej množiny. Keď začne valida-
čná chyba značne stúpať, učenie sa preruší. Stav váh je po každej validácii obnovený. Na
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konci je vrátený stav siete, kde bola validačná chyba najmenšia. V práci [21] je doporučené
nasledujúce kritérium:
GL(t) = 100
(
Eva(t)
Eopt(t)
− 1
)
, (3.7)
kde GL značí stratu generalizácie (angl. generalization loss), Eva(t) je validačná chyba
počas trénovacej epochy t a Eopt(t) = mint′<t(Eva(t′)) je najmenšia validačná chyba za
všetky epochy. Trénovanie je zastavené keď GL(t) > α, kde α je definovaná pri inicializácii
algoritmu.
3.4 Rozklad množiny dát
Jedným z hlavných problémov býva rozklad množiny dát do trénovacej a testovacej množiny.
Nevhodný rozklad do týchto množiny môže mať za následok slabú generalizačnú schopnosť
neurónovej siete. V [15] je tento rozklad popísaný nasledovne:
Na začiatku sa predpokladá vhodná klastrovacia metóda pre potrebné účely. Táto me-
tóda rozloží množinu A na disjunktné podmnožiny (klastre), ktoré obsahujú
”
podobné“
objekty z hľadiska metriky použitej v klastrovacej funkcii.
A = C1 ∪ C2 ∪ · · · ∪ Cp, (3.8)
kde i-ty klaster Ci obsahuje ni objektov z A:
Ci =
{
o
(i)
1 , o
(i)
2 , · · · o(i)ni
}
⊂ A, (3.9)
pričom sa predpokladá, že objekt o(i)1 ∈ Ci je ten objekt z i-teho klastra Ci, ktorý leží
najbližšie k jeho centru. Tento objekt v nasledujúcich úvahách bude slúžiť ako reprezentant
objektov z klastra Ci. Potom tréningová a testovacia množina sú určené objektmi
Atrain =
{
o
(1)
1 , o
(2)
1 , · · · o(p)1
}
(3.10)
Atest =
(
C1 −
{
o(1)1
})
∪
(
C2 −
{
o(2)1
})
∪ · · · ∪
(
Cp −
{
o(p)1
})
(3.11)
To znamená, že tréningová množina je zložená zo všetkých reprezentantov klastrov
a testovacia množina obsahuje zostávajúce objekty. Počet objektov v tréningovej množine
je totožný s počtom klastrov.
Z predošlého popisu vyplýva, že vybraný objekt do tréningovej množiny by mal čo naj-
lepšie reprezentovať podmnožinu ostatných objektov, ktorí sa zaradia do testovacej množiny.
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Kapitola 4
Evolučné návrhy neurónových sietí
V súčasnosti je vyvinuté veľké množstvo evolučných algoritmov na vytvorenie topológie
a trénovanie neurónových sietí. Niektoré z týchto metód spájajú klasické učenie neurónových
sietí s genetickými algoritmami ako napr. v [12], iné vytvárajú prepojenia medzi neurónmi
i adaptáciu váh len pomocou genetických algoritmov. Z toho jedny algoritmy vytvárajú
topológiu a učia neurónovú sieť naraz, čím šetria čas na vytvorenie ako napr. v [5], iné
naopak najskôr vytvoria topológiu siete a až potom prichádza na rad učenie a adaptácia
váh.
V tejto kapitole budú popísané známe a používané metódy evolučného návrhu neuró-
nových sietí, ich výsledky, pozitíva a obmedzenia. Vlastný návrh použitý v tejto práci je
popísaný v nasledujúcej kapitole.
V ďalšom texte budú použité výrazy, ktoré si je v tomto momente vhodné definovať.
• genotyp - vektor kódujúci riešený problém 4.1 b)
• fenotyp - výsledok transformácie dekódovania genotypu, 4.1 c)
4.1 Kódovanie
Hlavnou myšlienkou pri tvorbe topológie neurónovej siete evolučným návrhom je zvolenie
kódovania (genotypu), s ktorým sa bude pri evolúcii pracovať.
4.1.1 Priame kódovanie
V priamom kódovaní sú všetky informácie o štruktúre neurónovej siete uložené priamo v bi-
nárnom reťazci (chromozóme), čo predstavuje genotyp. V [16] vytvorili genotyp pomocou
spojenia riadkov matice, predstavujúcu štruktúru siete. Aktívny bit znamenal, že medzi
neurónmi, reprezentované riadkom resp. stĺpcom existuje prepojenie. Neaktívny bit naopak
znamenal, že medzi danými neurónmi nie je žiadne prepojenie. Toto kódovanie je zobrazené
na 4.1.
V [12] H. Kitano poukázal na nedostatky priameho kódovania a vytvoril vlastný mecha-
nizmus na vytvorenie genotypu pomocou L-gramatiky, s názvom grafová generácia systému.
Práca hlavne poukázala na slabú škálovateľnosť priameho kódovania, čo znamená, že veľkosť
genotypu sa zväčšuje exponenciálne po pridaní neurónu do topológie.
17
   0 1 2 3 4
0 0 0 1 1 0
1 0 0 1 1 0
2 0 0 0 0 1
3 0 0 0 0 1
4 0 0 0 0 0 0 1
2 3
4
0011000110000010000100000
a) b) c)
Obrázek 4.1: priame zakódovanie neurónovej siete: a) matica (riadky predstavujú zdrojové
neuróny, stĺpce cieľové neuróny) b) chromozóm (genotyp) c) výsledná sieť (fenotyp)
4.1.2 Nepriame kódovanie
Od nepriameho kódovania sa očakáva lepšia škálovateľnosť. Nepriame metódy sú rozlišované
na základe kompresie a interpolácie, ktoré používajú a rozdiel medzi týmito prístupmi je
práve stupeň
”
nepriamosti“, ktorý používajú [3].
Grafová generácia systému, definovaná H. Kitanom [12], je založená na L-gramatike,
ktorá obsahuje produkčné pravidlá typu:
S →
[
A
C
B
D
]
(4.1)
Gramatika je rozdelená na dve časti: premenná časť (genotyp) je tá časť, na ktorej
sú vykonávané operácie genetického algoritmu, konštantná časť obsahuje všetky pravidlá,
ktoré korešpondujú všetkým maticiam jednotiek a núl. Pre väčší záujem je čitateľ odkázaný
na už spomínanú literatúru [12].
V inej práci [23] bola navrhnutá nepriama metóda, v ktorej má neurónová sieť najviac
dve skryté vrstvy a prepojenia sú obmedzené len na susedné vrstvy.
4.2 Vytvorenie štruktúry neurónovej siete
Počiatočné úvahy o vytvorení neurónovej siete mali ohraničený počet neurónov a gene-
tické algoritmy boli potom použité na určenie, ktorá kombinácia váh a skrytých neurónov
sa ukazuje ako najlepšia v rámci obmedzených architektúr [25]. Takto priamo zakódované
architektúry boli najčastejšie trénované klasickým algoritmom, backpropagation. Tento spô-
sob má značnú nevýhodu v tom, že sa algoritmus backpropagation musí spustiť pri každom
vyhodnocovaní, čo značne zvyšuje výpočtový čas.
V začiatkoch 90. rokov sa začal presadzovať nový trend, pri ktorom sa architektúra
vytvárala spoločne s adaptáciou váh. Iná práca [13] začlenila genetické programovanie pre
spoločné vytvorenie architektúry aj trénovanie, čo ukázala na programovacom jazyku LISP.
Gramatika založená na popise grafom bola takisto ďalšou možnosťou pre vytváranie topo-
lógie neurónovej siete. Tento spôsob bol popísaný v 4.1.2.
Pre viac podrobnejší popis týchto metód je čitateľ odkázaný na [6, 25] alebo na kon-
krétnu prácu zapodievajúcou sa danou metódou.
18
4.3 Trénovanie neurónovej siete
Trénovanie neurónových sietí pomocou genetických algoritmov bolo vynájdené J. Hollandom
v práci [9].
Podľa [25] je použitie adaptácie váh neurónových sietí pomocou genetických algoritmov
brzdené dvomi faktormi. Prvým faktorom je, že pre trénovanie dopredných sietí boli vytvo-
rené gradientné metódy, ktoré sú vysokoefektívnymi pre učenie s učiteľom, kde sú dostupné
vstupno-výstupné tréningové príklady.
Druhým faktorom je, že môžu existovať aplikácie, pre ktoré nie sú vhodné genetické
algoritmy, ktoré sa silno spoliehajú na operátor rekombinácie. Niektorí výskumníci preto
vypúšťajú rekombináciu, zatiaľčo iní využívajú malú populáciu s vysokou pravdepodob-
nosťou použitia operátora mutácie.
Tento problém sa nazýva permutovaná vnútorná reprezentácia, čo znamená, že dve
úspešne natrénované neurónové siete môžu mať rovnaké funkcie a takisto rovnakú vnútornú
reprezentáciu, ale rozloženie týchto reprezentácii môže byť úplne odlišné. A tak je tento
problém označovaný ako fenomén kódovania rôznych štruktúr, ktoré majú presne rovnaké
funkcie.
V práci [5] je tento problém vyriešený pridaním koeficientu špecifická spojová vzdialenosť
ku každému spoju medzi neurónmi, kde každé pridanie alebo odobranie spoju je ovplyv-
nené jeho dĺžkou. V uvedenej práci systém úspešne predchádza nastolenému problému, keď
preferuje topológie s najkratším súčtom dĺžok všetkých spojov.
Ďalší dôležitý mechanizmus v predošlej práci bol nazvaný znižovanie váhového prenosu.
Tento mechanizmus zaručuje, že potomok nezíska od rodičov len prepojenia, ale takisto časť
z hodnoty váhy tohoto prepojenia. Vďaka tomuto učenie potomka nezačína na náhodných
hodnotách, čo šetrí výpočtový čas a takisto sa znižuje možnosť uviaznutia v lokálnom
minime.
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Kapitola 5
Vytvorenie vlastného návrhu
V tejto kapitole budú zúročené poznatky z predchádzajúcich kapitol o genetických algorit-
moch, neurónových sieťach a evolučnom návrhu neurónových sietí. Vlastný návrh sa pokúsi
vniesť k nastolenému problému nové úvahy a vylepšenia, ktoré by pomohli znížiť počet po-
trebných trénovacích epoch a takisto zlepšiť hľadanie optimálnejších štruktúr neurónových
sietí než sú štruktúry nájdené už známymi metódami.
V ďalšom texte sa práca okrem iného zameria na päť hlavných etáp, ktoré boli spomenuté
v 2.
5.1 Programovací jazyk
Ako programovací jazyk bol zvolený jazyk C++, už len vďaka jeho rýchlosti výpočtu oproti
ostatným objektovo orientovaným jazykom, čo v danom probléme bude jednou z rozhodu-
júcich otázok. Vďaka samotnej objektovej orientácii, môže byť každá jednotka/časť systému
reprezentovaná vlastnou triedou, ktorá bude zastrešovať ako jej vlastnosti, tak aj operácie.
5.2 Vstup systému
Na vytvorenie neurónovej siete pomocou genetického algoritmu bude potrebné systému
predložiť vstupy a s nimi korešpondujúce výstupy. To sa dosiahne načítaním textového
súboru, v ktorom každý riadok bude predstavovať dva vektory. Prvý obsahujúci vstupy
a druhý výstupy. Tieto vektory budú oddelené tabulátorom. Medzi jednotlivými položkami
vo vektoroch sa budú nachádzať medzery.
Súbor bude obsahovať tri množiny: trénovaciu na adaptovanie prahov neurónov a váh
prepojení, validačnú na zastavenie algoritmu pri preučovaní a testovaciu na otestovanie vý-
slednej neurónovej siete. Pred konkrétnou množinou sa musí nachádzať príslušný komentár,
o ktorú množinu ide. Pre trénovaciu, validačnú a testovaciu postupne: #TRAIN, #VALIDATE,
#TEST.
5.3 Kódovanie
Prvou otázkou je zakódovanie prahov neurónov a váh prepojení. Pre tieto hodnoty sa pou-
žijú reálne hodnoty. Grayovo kódovanie by nebolo najvhodnejšie, keďže kódovanie reálnych
čísel sa líši od celých čísel a aj tu by malá zmena mohla predstavovať obrovskú zmenu, čo
sa vzdialenia od aktuálneho riešenia týka.
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Druhou a veľmi dôležitou otázkou pri evolučnom návrhu neurónových sietí je zakódova-
nie riešenia do chromozómu. Ten bude reprezentovaný objektom, ktorý bude predstavovať
neurónovú sieť zobrazenú na obrázku 5.1. Vstupné neuróny nebudú využívať žiadnu aktiva-
čnú funkciu, ich výstupom budú skopírované vstupné hodnoty. Skryté a výstupné neuróny
vypočítajú výstup pomocou zvolenej aktivačnej funkcie.
Trieda reprezentujúca vrstvu sa v tomto návrhu nevyskytuje, aby sa nekládla požiadavka
na vytváranie nových vrstiev alebo zanikanie existujúcich. Tie sa budú explicitne tvoriť
pomocou spojov medzi neurónmi.
Network
connections
Neuron
threshold
weight
Neuron
weight
InputNeuron
Neuron Neuron Neuron NeuronNeuron
InputNeuron InputNeuron
input
hidden
Neuron
weight
Neuron
weight
Neuron Neuron Neuron NeuronNeuron
output
Obrázek 5.1: návrh chromozómu. Network, InputNeuron a Neuron predstavujú triedy. Vek-
tory input, hidden a output budú typu vector. Threshold a weight predstavujú čísla typu
double. Connections bude typu map, kde kľúčom je odkaz na neurón, ktorý je s daným
neurónom spojený a hodnotou je váha prepojenia.
5.4 Hodnotiaca funkcia
Ohodnotenie jednotlivcov zabezpečí aritmetický priemer kvadratických odchýlok medzi ak-
tuálnym a očakávaným výstupom ako popisuje rovnica 2.1, avšak k výsledku sa ešte pri-
počíta určitá chyba vzhľadom k počtu skrytých neurónov. To zabezpečí, aby siete mali čo
najoptimálnejšiu štruktúru.
5.5 Oprava siete
Ak sa pri vývine populácii, resp. aplikovania operátorov stane, že niektorý potomok ob-
sahuje aj iné prepojenia ako dopredné, odstránia sa. To sa zabezpečí tak, že z každého
výstupného a skrytého neurónu sa vyšle signál na ozvenu neurónom do zadných vrstiev. Ak
prídu do neurónu ozveny zo zadných vrstiev, sú prepojenia v poriadku. Avšak ak má neurón
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poslať požiadavku neurónu, ktorý ju už dostal, táto žiadosť sa neodošle a miesto toho sa
odstráni daný spoj. Neurón sa ozve neurónom v predných vrstvách, až keď sa jemu samot-
nému ozvali všetky neuróny z nižších vrstiev. Vstupné neuróny rovno posielajú ozvenu do
neurónov, ktoré im poslali signál.
Vymazanie neurónov produkujúcich skreslenie, tj. ich výstup nezávisí na vstupných
hodnotách, sa zaistí tak, že výstupné neuróny posielajú do zadných vrstiev signál. Ak sa
späť nedostane odozva od niektorého vstupného neurónu, znamená to, že celá cesta vedúca
k výstupnému neurónu sa vymaže vrátane všetkých neurónov a spojení.
Odstraňujú aj nevyužité neuróny, tj. neuróny, ktorých výstup sa nedostane do výstup-
ných neurónov. V tomto prípade sa odosiela žiadosť do zadných vrstiev o zaslanie všetkých
svojich prepojení. Nakoniec sa neuróny, ktoré neboli v žiadnych spojeniach, odstránia, pre-
tože sú nevyužité.
5.6 Inicializácia
Ako bolo spomenuté v 3.2.1, že teoreticky plnepoprepájaná sieť s dvoma skrytými vrstvami
môže predstavovať rôzne zobrazenie, tak sa genetický algoritmus inicializuje populáciou,
kde každý jedinec bude obsahovať dve skryté vrstvy.
Celkový počet neurónov v oboch skrytých vrstvách sa inšpiruje pravidlami popísanými
v 3.2.1. Najskôr sa určí ako 23 počtu vstupných neurónov plus počet neurónov vo výstupnej
vrstve. Ak bude tento počet dvakrát väčší ako počet neurónov vo vstupnej vrstve, tak sa
počet neurónov v oboch skrytých vrstvách bude rovnať práve počtu neurónov vo vstupnej
vrstve.
Všetky vrstvy sa navzájom poprepájajú, to znamená, že každý neurón sa spojí so všet-
kými neurónmi v zadných i predných vrstvách.
Váhy synapsí sa inicializujú na náhodné hodnoty z rozsahu <-1, 1> a prahy neurónov
na náhodné hodnoty z rozsahu <-5, 5>. Popri implementácii sa bude s oboma rozsahmi
experimentovať, aby sa zistili čo najoptimálnejšie rozsahy pre prahy i váhy.
5.7 Operátory
Systém bude obsahovať všetky tri základné operátory. Pre niektoré bude vytvorených via-
cero verzií s istými obmenami. Okrem týchto operátorov sa bude experimentovať aj s eli-
tismom.
Po vykonaní niektorých operátorov sa môže stať, že v sieti budú neuróny, ktoré produ-
kujú len skreslenie. Tieto neuróny sa odstránia.
5.7.1 Selekcia
Popri operátore selekcie sa bude experimentovať s ruletovým výberom, ktorého princíp je
popísaný v 2.2.1 a takisto sa vytvorí algoritmus pre vykonanie turnaja medzi jedincami
v populácii.
Zoradenie jednotlivcov bude mať taktiež dve rôzne implementácie a to zoradenie podľa
hodnoty fitness a podľa poradia jednotlivcov.
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5.7.2 Rekombinácia
Keďže jednotlivci v populácii môžu mať rôzne štruktúry, musí sa navrhnúť špeciálna verzia
tohoto operátora.
Rekombinácia bude môcť prebiehať s rôznym počtom rodičov, ale vždy vznikne len
jeden potomok. Pomocou selekčného operátora sa vyberie zadaný počet rodičov. Následne
sa z týchto rodičov vyberie jeden, podľa ktorého zdedí potomok počet skrytých neurónov.
Pre každý neurón sa zvolí jeden rodič a z neurónu, ktorý je na tom istom indexe, sa
zdedia všetky prepojenia smerujúce do tohoto neurónu. Spojenie, ktoré vedie z neurónu,
ktorý je na väčšom indexe ako je počet neurónov v danej vrstve v potomkovi, sa nededí.
Hodnota prahu sa zdedí nezmenená. Ak rodič nemá neurón na danom mieste, vyberie sa
iný rodič.
Pri dedení každého prepojenia sa zvolí ešte jeden rodič, môže aj ten istý, a hodnota
váhy prepojenia sa vypočíta ako aritmetický priemer týchto dvoch hodnôt. Takisto aj tu
platí, že ak rodič nemá na danom mieste neurón alebo toto prepojenie, zvolí sa iný rodič.
Príkladom navrhnutej rekombinácie môže byť obrázok 5.2.
Pri implementácii sa tento návrh sčasti upravil.
1. rodič 2. rodič potomok
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Obrázek 5.2: príklad rekombinácie medzi dvoma rodičmi. Modré neuróny a spoje sú zdedené
od 1. rodiča, žlté zas od 2. rodiča a zelené od oboch rodičov.
5.7.3 Mutácia
Pre systém bolo navrhnutých viacero verzií tohoto operátora:
• mutácia prahu neurónu
• mutácia váhy prepojenia
• mutácia siete:
– pridanie neurónu
– odobranie neurónu
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– pridanie prepojenia
– odobranie prepojenia
Mutácia prahov a váh
Pri mutácii prahov resp. váh sa zmení pre náhodne zvolený neurón resp. prepojenie jej
hodnota tak, že sa k aktuálnej hodnote pripočíta náhodne zvolená hodnota z Gaussovho
rozloženia pravdepodobnosti.
Pridanie neurónu
Pri pridaní sa náhodne vyberú dva neuróny, ktorých prepojenia nový neurón zdedí. Prah
sa nastaví na priemernú hodnotu z týchto neurónov. Váhy prepojení do i z neurónu budú
nastavené na hodnoty váženého priemeru ako to zobrazuje nasledujúca rovnica:
v =
∑N
i=0 xiwij∑N
i=0 xi
, (5.1)
kde N je počet prepojení z/do neurónu, xi je prah neurónu, wij je váha spojenia vychádza-
júca z resp. vchádzajúca do konkrétneho neurónu a j je index neurónu, do ktorého vchádza
resp. z ktorého vychádza spojenie. Ak dané prepojenie má len jeden z neurónov, bude mať
váha rovnakú hodnotu ako dedené prepojenie. Pridanie neurónu zobrazuje obrázok 5.3.
Popri experimentoch bol tento návrh upravený na verziu popísanú v implementácii,
keďže sa dosahovalo lepších výsledkov ako s pôvodne navrhnutou verziou.
4.2 3.35 2.5
5.03.2 3.872
Obrázek 5.3: pridanie neurónu do siete. Pridávaný neurón s patričným spojením je vyobra-
zený bodkočiarkovane.
Odobranie neurónu
Pri odoberaní neurónu sa náhodne vyberie neurón, ktorý sa odstráni spoločne so všetkými
prepojeniami.
24
Pridanie prepojenia
Do náhodného neurónu sa pridá prepojenie s iným náhodne vybraným neurónom. Váha sa
nastaví na náhodne zvolenú hodnotu.
Odobranie prepojenia
Z náhodného neurónu sa odstráni prepojenie.
5.7.4 Elitismus
Keďže niektoré práce označili, že tento operátor výrazne zlepšuje genetický algoritmus, bude
s ním experimentovať i táto práca. Jeho verzia bude v tejto práci naimplementovaná tak,
že pri vyberaní jedinca, ktorý sa odstráni, sa bude vyberať len napr. z polovice populácie,
kde budú horší jednotlivci.
V implementácii sa nakoniec tento návrh zmenil.
5.8 Nastavenie parametrov
Nastavenie parametrov je pri návrhu čisto teoretický a pri implementácii sa tieto čísla môžu
viac, či menej zmeniť.
Veľkosť populácie sa inšpiruje [19], kde sa použila veľkosť 50. V rovnakej práci bola
navrhnutá zmena pravdepodobností použitia operátorov za chodu, čo sčasti šetrilo čas pri
hľadaní vhodných hodnôt. Pravdepodobnosť použitia by sa zvyšovala, ak by sa po aplikovaní
operátora tvorili optimálnejší jedinci a naopak pri tvorení horších jedincov ako doposiaľ
získaných by sa pravdepodobnosť znížila.
Pravdepodobnosť použitia operátora rekombinácie bude nižšia ako bežne používaná
kvôli problémom popísaným v 4.3. Táto hodnota sa bude relatívne pohybovať v rozmedzí
30 %–40 %. Pravdepodobnosť použitia mutácii pre váhy a prahy bude v rozmedzí 70 %–80 %
a pre mutáciu siete 50 %–60 % vo všetkých prípadoch pridávania i odoberania neurónov
a spojov.
5.9 Výsledok systému
Výsledkom systému bude neurónová sieť s najlepším ohodnotením v populácii. Z tejto siete
sa odstránia nevyužité neuróny.
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Kapitola 6
Implementácia
Systém sa delí do dvoch hlavných častí. Prvá časť predstavuje knižnicu pre samotné gene-
tické vytváranie neurónových sietí.
Druhou časťou je grafické užívateľské rozhranie, kde užívateľ rôznymi parametrami
ovplyvňuje učenie neurónových sietí a hľadanie optimálneho riešenia.
6.1 Knižnica
Samotná knižnica sa delí na časť obsahujúcu každého jedinca, neurónovú sieť, skladajúcej
sa zo vstupných, skrytých a výstupných neurónov a na časť implementujúcu genetický
algoritmus, populáciu a operátory.
6.1.1 Neurón
Trieda Neuron je základnou častou neurónovej siete poskytujúcou metódy pre rôzne akti-
vačné funkcie, opravu spojení, pridanie a odobranie spojenia alebo zistenie, či daný neurón
neprodukuje skreslenie.
Systém poskytuje 6 aktivačných funkcií pre produkovanie výstupu neurónu:
• sigmoidálna
• prahová
• hyperbolický tangens
• po častiach lineárna
• čiastočne lineárna čiastočne spojitá
• Gaussova
Prah neurónu využíva iba prahová funkcia, ktorej výstupom je buď 0 alebo 1, podľa
toho či vstupná hodnota je väčšia alebo menšia ako prah.
Spojenia sú reprezentované STL kontainerom map. Odkaz na neurón, ktorý ukazuje na
daný neurón je použitý ako kľúč. Hodnota je reprezentovaná váhou spojenia.
Popri implementácii bola vyvinutá možnosť nastavenia rozdielnej aktivačnej funkcie pre
skryté a výstupné neuróny.
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Keďže sa v praxi stáva, že niektoré vstupné hodnoty chýbajú, či už nie sú známe alebo
dostupné, tak sú tieto hodnoty reprezentované hodnotou NaN (nie je číslo, angl. not a num-
ber. Táto hodnota sa po prijatí neurónom vynecháva a nijako sa s ňou vo výpočte nepočíta.
6.1.2 Neurónová sieť
Trieda Network predstavuje jedného jedinca v populácii. Poskytuje metódy pre trénovanie,
testovanie i ovalidovanie aktuálnej siete. Neurónovú sieť je možné uložiť do XML súboru.
Jej výstup je zase možné uložiť ako do HTML, tak aj do CSV súboru. Trieda má takisto
naimplementované metódy na zrušenie spätných prepojení, nevyužitých neurónov, či od-
stránenie neurónov produkujúcich skreslenie.
Chyba neurónovej siete sa počíta pomocou nasledovného vzorca:
E =
∑Np
p=1
∑No
j=1(ypj − opj)2
No ∗Np +Nh ∗ Eh, (6.1)
kde ypj je aktuálny výstup, opj je očakávaný výstup, No je počet prvkov vo výstupnom
vektore, Np je počet vzorov, Nh je počet neurónov v skrytej vrstve a Eh je pokuta udelená
za tento počet neurónov. Vo výstupe sa však chyba najlepšej siete uvádza bez pokuty.
6.1.3 Populácia
Trieda Population obsahuje celú populáciu neurónových sietí, s ktorou sa v genetickom
algoritme pracuje. Okrem metód pre pridanie a odobranie jedinca, obsahuje aj metódu pre
výmenu dvoch jedincov. Znamená to, že sa odstráni jedinec, ktorý bol vybraný na opustenie
populácie a pridá sa novovzniknutý jedinec, vytvorený buď rekombináciou alebo náhodným
vývinom.
6.1.4 Genetický algoritmus
Trieda Genetic okrem samotného genetického algoritmu obsahuje metódy pre zistenie hod-
noty generalizácie v percentách, času vykonávania algoritmu, počet volaní fitness funkcie
a získanie neurónovej siete, ktorá produkuje najnižšiu chybu na testovacej množine.
Naimplementovaný genetický algoritmus sa vykonáva dokedy nenastal maximálny počet
generácií alebo nebola dosiahnutá zastavovacia chyba. Na začiatku každej generácie sa
spustí validácia populácie, ak prebehol zadaný počet generácií. Keď klesla schopnosť gene-
ralizácie najlepšej siete pod stanovené minimum, algoritmus končí a najlepšou neurónovou
sieťou bude sieť, ktorá mala najlepšiu generalizačnú schopnosť počas celej evolúcie.
Následne sa pre každého jedinca vypočíta pravdepodobnosť pridania/odobrania neu-
rónu/spoja a mutácie váhy a prahu. Po týchto mutáciách nasleduje aplikácia operátora
ničenia skupín (popis viď nižšie).
Po zmutovaní každého jedinca sa pomocou elitismu prenesú najlepší jedinci počas mu-
tácie do populácie. Nakoniec sa vykoná rekombinácia medzi zvoleným počtom náhodne
vybraných jedincov. Pseudokód zobrazuje tabuľka 6.1.
6.1.5 Operátory
Operátory ovplyvňujú vývin jedincov v populácii a nájdenie optimálneho minima pre za-
daný problém. Trieda Operator predstavuje základnú triedu, z ktorej ostatné konkrétne
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population.init()
while(generation <= MAX GENERATIONS) {
if(validate && (generation % validate) == 0) {
if(generalization() < MIN GENERALIZATION) {
return;
}
}
foreach(individual in population.get()) {
operator.set(individual);
addNeuron();
removeNeuron();
addConnection();
removeCoonection();
mutateWeight();
mutateThreshold();
destroyGroups();
}
elitism();
recombination();
generation++;
}
Tabulka 6.1: pseudokód naimplementovaného genetického algoritmu
operátory dedia. Táto otcovská trieda implementuje metódu, ktorá s určitou pravdepo-
dobnosťou navráti výsledok operátora, ak zhoršil jedinca. V tomto prípade ide v podstate
o prvý operátor, taktiež známy ako backtracking. Trieda tiež mení pravdepodobnosť pou-
žitia operátora podľa jeho výsledku.
Všetky operátory, ktoré mutujú jediného jedinca, sú použité na náhodne vybranom
jedincovi.
Nasledujúce sekcie stručne popisujú implementáciu všetkých operátorov. Za názvom
sekcie nasleduje názov triedy predstavujúcu daný operátor.
Selekcia - Selection
V triede boli vytvorené dve verzie tohto operátora - ruletový výber a turnaj. Oba typy boli
popísané v 2.2.1.
Trieda obsahuje 4 metódy na zoradenie jedincov a to zoradenie podľa fitness funkcie
a zoradenie podľa poradia v populácie. Ďalšie dve verzie sú obdobné ako prvé dve s tým
rozdielom, že sa jedinci zoradia v inverznom poradí.
Pridanie neurónu - AddNeuron
V tejto verzii operátora sa prah nastaví na náhodnú hodnotu zo zvoleného intervalu v užíva-
teľskom prostredí. Prepojenia zo vstupných neurónov a do výstupných neurónov sa pridajú
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s 50 % pravdepodobnosťou. Váhy sa rovnako ako prahy inicializujú na náhodné hodnoty.
Spojenie s ostatnými skrytými neurónmi sa rozdeľuje na 3 prípady pre každý neurón zvlášť,
všetky s rovnakou 33,3 % pravdepodobnosťou. V prvom prípade sa pridá spojenie do no-
vého neurónu, v druhom prípade naopak vedie spoj z tohoto neurónu. Tretí prípad značí,
že medzi neurónmi sa nepridá spojenie.
Odobranie neurónu - RemoveNeuron
Najskôr sa odstránia všetky spojenia s náhodne vybraným neurónom a nakoniec sa odstráni
aj samotný neurón.
Pridanie prepojenia - AddConnection
Medzi dva náhodne vybrané neuróny sa pridá spojenie s náhodnou hodnotou váhy. Ak medzi
týmito neurónmi už existuje spojenie, hodnota váhy sa zmení tak, že sa spraví aritmetický
priemer novej a starej hodnoty.
Odobranie prepojenia - RemoveConnection
Po dvoch náhodne zvolených neurónov sa odstráni ich spojenie, ak existuje.
Rekombinácia - Recombination
Pomocou selekčného operátora sa najskôr vyberú rodičia, z ktorých sa vytvorí potomok.
Nový potomok zdedí počet skrytých neurónov podľa jedného rodiča. Následne pre každý
neurón sa vyberie jeden rodič, ktorého prah prepojenia neurón zdedí.
Oproti návrhu sa už nevyberá ďalší rodič aj pri dedení prepojenia. Obrázok 5.2 by sa
líšil v tom, že zelené spoje by sa nahradili farbou neurónu, do ktorého vstupujú a hodnota
váhy spoja by sa rovnala hodnote, akú mal príslušný rodič.
Elitismus - Elitism
Elitismus sa nepoužíva pri vyberaní jedinca, ktorý má opustiť populáciu ako bolo pôvodne
navrhované.
Jeho implementácia spočíva v tom, že po každom použití hociktorého operátora sa uloží
zadaný počet najlepších jedincov. Vždy sa skontroluje, či už nie sú uložení lepší jedinci,
ktorí budú naďalej pretrvávať v zozname najlepších jedincov počas jednej generácie. Po
aplikovaní samotného elitismu sa vymaže rovnaký počet jedincov ako obsahuje zoznam
najlepších a následne sa najlepší jedinci presunú do populácie.
Tento operátor zaisťuje, aby sa ukladala najlepšia verzia jedinca po aplikovaní hocikto-
rého operátora, pretože následne použitý operátor už môže ohodnotenie jedinca zhoršiť.
Odstránenie skupín - DestroyGroups
Tento operátor, pridaný počas implementácie, zabraňuje tomu, aby všetci jedinci spadali do
jedného spoločného minima, pretože ak populácia obsahuje skupiny jedincov s rovnakým
ohodnotením, vyberie sa jeden z každej skupiny a vymení s náhodne vytvoreným jedincom.
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Mutácia váhy prepojenia - MutateWeight
Náhodne vybranému neurónu a jeho spojeniu sa zmení hodnota váhy. K aktuálnej váhe sa
pripočíta alebo odpočíta hodnota z Gaussovského rozdelenia pravdepodobností.
Mutácia prahu neurónu - MutateThreshold
Náhodne vybranému neurónu sa zmení hodnota prah, keď sa k aktuálnej hodnote, po-
dobne ako v predchádzajúcom prípade, pripočíta alebo odpočíta hodnota z Gaussovského
rozdelenia pravdepodobností.
6.1.6 Pomocné triedy, funkcie a štruktúry
Systém okrem popísaných tried pracuje s triedami, ktoré zabezpečujú chybové stavy, načí-
tajú vstupný súbor do tried určených pre tieto hodnoty, generujú náhodné čísla a vykoná-
vajú štatistiky.
Trieda Error udržuje všetky chybové stavy a hlášky systému. Kedykoľvek sa užíva-
teľ pokúsi robiť nejakú nepovolenú operáciu alebo program zhavaroval, bude upozornený
pomocou tejto triedy.
Na načítanie vstupného súboru bola vytvorená trieda Input, ktorá spracuje celý súbor
a odpovedajúce množiny (trénovacia, validačná, testovacia) rozdelí do tried typu Values.
Táto trieda rozdeľuje hodnoty do vstupných a výstupných vektorov.
V štruktúre Parameters sú uložené všetky parametre ovplyvňujúce vývin populácie. Sú
tam napríklad uložené pravdepodobnosti použití operátorov, inicializačné intervaly pre váhy
spojení, či prahy neurónov a pod. Všetky tieto hodnoty sú popísané v nápovede programu.
Keďže mnohokrát potrebujeme náhodne hodnoty, či už na inicializáciu populácie alebo
na nejakú mutáciu, vznikla trieda Random, ktorá generuje ako desatinné, tak celé čísla
v zadanom intervale. V tomto prípade ide o návrhový vzor jedináčik1.
Pre zoradenie jedincov boli naimplementované tri pomocné funkcie: trainingCompare
zoradí jedincov podľa fitness hodnoty na trénovacej množine, trainingInvert takisto podľa
fitness hodnoty na trénovacej množine, ale v inverznom poradí, validateCompare zoraďuje
jedincov podľa fitness hodnoty na validačnej množine.
Posledná pomocná trieda v knižnici, Statistics, vytvára štatistiky viacerých behov
evolúcie. Sú naimplementované 3 rôzne typy štatistík. Prvý typ na konci zadaných behov
vypočíta priemerné hodnoty pre čas, počet generácií, počet trénovacích epoch, chybu a veľ-
kosť štruktúry (počet skrytých neurónov). Trénovacie epochy predstavujú počet trénovaní
všetkých jedincov počas celej evolúcie.
Druhý a tretí typ výpočtu štatistík sú podobné, keď sa zadaný počet krát spustí evolúcia,
ale v druhom type sa zvyšuje počet generácií a v treťom type zas počet jedincov v populácii.
Výstupom týchto štatistík by mal byť optimálny počet generácií, resp. jedincov.
6.1.7 Externé triedy
Jediná externá knižnica využívaná systémom je TinyXML2. Slúži na ukladanie a načítanie
XML súborov, do ktorých sa napríklad ukladajú neurónové siete.
1Pre viac informácií o návrhovom vzore Jedináčik je čitateľ odkázaný na napr.
http://www.dofactory.com/Patterns/PatternSingleton.aspx
2http://www.grinninglizard.com/tinyxmldocs/index.html
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6.2 Grafické užívateľské rozhranie
Hlavné okno grafického rozhrania predstavuje trieda MainWindow. Toto okno sa skladá
z menu a záložiek. Každá záložka dedí z abstraktnej triedy Tab. Obe tieto časti budú
popísané v nasledujúcich podkapitolách.
6.2.1 Menu
Menu sa delí do následujúcich častí:
• File - súbor
– New - vytvorenie nového evolučného behu po zadaní jeho názvu, ktorý sa objaví
v názve záložky
– Open Session - otvorenie uloženého sedenia, z ktorého sa načítajú všetky nasta-
vené parametre
– Open Network - načítanie neurónovej siete
– Save Session - uloženie sedenia
– Save Network - uloženie neurónovej siete
– Export Statistics - exportovanie výsledných štatistík do HTML alebo CSV sú-
boru
– Export Output - exportovanie výstupu neurónovej siete do HTML alebo CSV
súboru
– Exit - koniec programu
• View - zobraziť
– Panel - zobrazenie/skrytie ľavého panelu s nastaveniami pri evolúcii
• Run - spustiť
– Evaluate - spustenie evolúcie alebo výpočtu neurónovej siete
– Average - spustenie štatistík, ktorých výsledkom sú priemerné hodnoty evolúcie
– Number of generations - spustenie štatistík v zadanom intervale generácií
– Number of individuals - spustenie štatistík v zadanom intervale jedincov
• Help - pomoc
– Help - zobrazenie nápovedy
– About - o programe
6.2.2 Evolúcia
Evolúcia predstavuje záložku triedy Evolution. Po vytvorení tejto záložky sa na ľavej
strane objaví panel s hlavnými nastaveniami, inicializačnými hodnotami a nastavením prav-
depodobností použitia operátorov. Na pravej strane sa po skončení evolúcie objaví výstup
najlepšej neurónovej siete a jej vyobrazenie v XML formáte.
Ak sa počítajú niektoré štatistiky, tak na pravej strane okna sa vyobrazí tabuľka, kde sa
postupne pridávajú výsledky behov. Okno s hlavnými nastaveniami a výstupom zobrazuje
obrázok 6.1. Na obrázku 6.2 sú vyobrazené ostatné dve nastavenia (inicializačné hodnoty,
pravdepodobnosti).
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Obrázek 6.1: okno s nastaveniami a výsledkom behu
6.2.3 Načítanie neurónovej siete
V tomto prípade sa vytvorí záložka triedy Launch. Do tejto záložky sa vyobrazí neurónová
sieť v XML formáte. Užívateľ môže načítať vstupný súbor a nechať naučenú sieť vypočítať
výsledok spolu s chybou. Výstup sa vypíše do okna.
6.2.4 Pomocné triedy
Grafické užívateľské rozhranie takisto ako knižnica využíva nejaké pomocné triedy.
Trieda Help slúži na zobrazenie nápovedy k programu. Ukladanie a načítanie sedenia
zastrešuje trieda Session. Pre exportovanie štatistík z tabuľky do HTML, či CSV sú-
boru slúži trieda TableExporter. O vyobrazenie okna na otvorenie alebo uloženie súborov
sa stará trieda FileDialog. Trieda StatisticsDialog zobrazuje okno pre zadanie, buď
počtu evolúcii, intervalu generácií alebo intervalu jedincov, podľa vybraného typu štatistík.
Poslednou pomocnou triedou je About, ktorá zobrazuje informácie o programe.
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Obrázek 6.2: nastavenia (inicializačné hodnoty, pravdepodobnosti)
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Kapitola 7
Experimenty
Experimenty s vytvoreným systémom mali poukázať na jeho rôzne nastavenia, schopnosti
nájsť optimálne riešenie ale i obmedzenia.
Boli vybrané tri problémy, s ktorými následne prebehli experimenty. Prvé boli vyko-
nané na funkcii XOR. Hlavnou podstatou vybrania tohoto problému je, že ide o lineárne
neseparovateľný problém na rozdiel od iných logických funkcií ako napr. AND a OR.
Experimenty pokračovali na problémoch nazvaných mníchovými problémami (angl.
Monk’s problems1). Tieto problémy sa používajú na porovnanie učiacich algoritmov, preto
boli zvolené experimenty i na tejto sade, v ktorej sa nachádzajú celkom 3 problémy.
Posledný výber sa zakladal na vybraní problému z praxe. Vyberalo sa z problémov,
popísaných a takisto s dostupnými vstupnými i výstupnými hodnotami, na stránke UCI
Machine Learning Repositary. Nakoniec bol zvolený problému naklonenosti váhy, kde sys-
tém bude musieť podľa vstupných hodnôt rozhodnúť, či je váha naklonená naľavo, napravo
alebo či je vyrovnaná.
Všetky výsledné hodnoty v nastaveniach boli vybrané na základe kratších experimentov
s každým z týchto nastavení.
Štruktúra vo výsledných hodnotách značí priemerný počet skrytých neurónov, ktoré
obsahuje výsledná neurónová sieť.
7.1 XOR
V tomto experimente boli trénovacia a testovacia množina zhodnými, nakoľko obsahovali
všetky možné stavy tejto funkcie. Validačná množina nebola použitá.
x1 x2 y
0 0 0
0 1 1
1 0 1
1 1 0
Tabulka 7.1: funkcia XOR
1Dokumentácia s výsledkami na rôznych systémoch a algoritmoch je dostupná napr. na
http://archive.ics.uci.edu/ml/machine-learning-databases/monks-problems/thrun.comparison.ps.Z
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7.1.1 Pravdepodobnosť prepojenia neurónov pri inicializácii
Pravdepodobnosť pridania spoja medzi neurónmi pri vytváraní novej neurónovej siete je
jedným z faktorov ovplyvňujúcich rôznorodosť riešení. Preto bolo zisťované, ktorá zo štyroch
pravdepodobností (25 %, 50 %, 75 %, 100 %) vedie k najrýchlejšiemu nájdeniu optimálneho
riešenia.
Chyba menšia ako 0.25 značí, že sa neurónová sieť naučila priraďovať vstupným hodno-
tám hodnoty výstupné. Pri tomto experimente sa nebral zreteľ na nájdenie najoptimálnejšej
štruktúry. To by sa mohlo dosiahnuť zrušením zastavovacej chyby a sieť by sa po čase nau-
čila, ale nemusela by však vždy, riešiť funkciu XOR aj na menšej štruktúre.
Každá evolúcia s rôznou pravdepodobnosťou bola spustená 100krát a vo výsledkoch sú
použité priemerné hodnoty.
Nastavenia
Počet generácií 5000 Zmena pravdepodobnosti 0
Počet jedincov 50 Počet uchovávaných jedincov 1
Aktivačná skrytá funkcia prahová Počet jedincov v skupine 5
Aktivačná výstupná funkcia prahová Pridanie neurónu 80 %
Selekčný výber turnaj Odobranie neurónu 20 %
Zoradenie jedincov poradie Pridanie spoja 80 %
Inicializácia váh <-1, 1> Odobranie spoja 50 %
Inicializácia prahov <-5, 5> Mutácia váhy 60 %
Počet rodičov <2, 2> Mutácia prahu 50 %
Zastavovacia chyba 0.249999 Rekombinácia 40 %
Maximálna štruktúra - Návrat operátora 100 %
Validácia 0 Elitismus 75 %
Minimálna generalizácia 0 % Zničenie skupín 50 %
Tabulka 7.2: nastavenia pre funkciu XOR v experimente s pravdepodobnosťou prepojenia
neurónov
Výsledok
Pravdepodobnosť Generácie Trénovacie epochy Chyba Štruktúra
25 % 2749 257021 0.0875 0.75
50 % 1860 210209 0.0275 1.46
75 % 530 64665 0 1.85
100 % 211 26469 0 2.01
Tabulka 7.3: priemerné výsledky problému XOR pre pravdepodobnosť pridania spojení
Zhrnutie
Podľa výsledkov je vidieť, že pri použití väčšej pravdepodobnosti prepojenia neurónov sa
počet generácií pri funkcii XOR a tým pádom aj počet trénovacích epoch pre nájdenie
optimálneho riešenia znižuje.
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7.1.2 Závislosť na počte jedincov
Výsledkom experimentu sú dva grafy. Prvý zobrazuje závislosť počtu generácií na počte
jedincov a druhý zase závislosť počtu tréningových epoch na počte jedincov.
Nastavenia
Počet generácií 1000 Zmena pravdepodobnosti 0
Počet jedincov <1, 1000> Počet uchovávaných jedincov 1
Aktivačná skrytá funkcia prahová Počet jedincov v skupine 5
Aktivačná výstupná funkcia prahová Pridanie neurónu 80 %
Selekčný výber turnaj Odobranie neurónu 20 %
Zoradenie jedincov poradie Pridanie spoja 80 %
Inicializácia váh <-1, 1> Odobranie spoja 50 %
Inicializácia prahov <-5, 5> Mutácia váhy 60 %
Počet rodičov <2, 2> Mutácia prahu 50 %
Zastavovacia chyba 0.249999 Rekombinácia 40 %
Maximálna štruktúra - Návrat operátora 100 %
Validácia 0 Elitismus 75 %
Minimálna generalizácia 0 % Zničenie skupín 50 %
Prepojenie neurónov 100 %
Tabulka 7.4: nastavenia pre funkciu XOR v experimente o závislosti počtu generácií na
počte jedincov
Výsledok
Výsledky boli spriemernené 9 okolnými hodnotami v okolí každého 5 behu.
Závislosť počtu generácii na počte jedincov
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Obrázek 7.1: graf závislosti počtu generácií na počte jedincov
36
počet jedincov
po
če
t t
ré
ni
ng
o v
ýc
h 
ep
oc
h
0 100 200 300 400 500 600 700 800 900 1000
0
20000
40000
60000
80000
100000
120000
Závislosť počtu tréningových epoch na počte jedincov
Obrázek 7.2: graf závislosti počtu tréningových epoch na počte jedincov
Zhrnutie
Z prvého grafu závislosti je zrejmé, že s rastúcim počtom jedincov v riešení funkcie XOR,
je potrebný menší počet generácií k nájdeniu riešenia, pretože čím viacej jedincov je v po-
pulácii, tým pokrývajú väčší počet riešení.
V druhom grafe pozorujeme, že na tejto závislosti závisia ďalšie dva faktory. Prvý ho-
vorí, že čím menej generácií potrebujeme, tým aj počet tréningových epoch by mal klesať.
Podľa druhého faktoru naopak, čím viac jedincov potrebujeme, tým musíme vykonať aj viac
tréningových epoch, pretože v populácii je viacero jedincov, ktorých musíme natrénovať.
Z týchto faktorov vyplýva, že graf by v podstate nemal výrazne ani klesať ani stúpať avšak
do veľkosti 300 jedincov, keď pozorujeme zrejmý pokles generácií, môžeme pozorovať aj rast
tréningových epoch. Od tejto hodnoty, keď už nie je pokles generácií tak výrazný, nie je
výrazný ani rast tréningových epoch.
7.2 Mníchove problémy
Tieto problémy používa mnoho výskumníkov, ktorí hlavne testujú svoje vlastné učiace
algoritmy a tak porovnávajú ich schopnosť učenia s inými prácami.
Ide o tri rôzne problémy, ktorých princíp je nasledovný:
1. problém: a1 = a2 ∨ a5 = 1
2. problém: (ai = 1 ∧ aj = 1; i, j ∈<1, 6>, i 6= j) ∧ (∀k ∈<1, 6> −i, j : ak 6= 1)
3. problém: (a5 = 3 ∧ a4 = 1) ∨ (a5 6= 4 ∧ a2 6= 3)
Hodnoty a1, · · · , a6 predstavujú atribúty resp. vstupy do neurónovej siete. Výstupom
bude y ∈ {0, 1} podľa toho, či daný vstup zodpovedá triede problému (podmienke) alebo
nie.
Hodnoty atribútov: a1, a2, a4 ∈ {1, 2, 3}, a3, a6 ∈ {1, 2}, a5 ∈ {1, 2, 3, 4}.
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Trénovacie i testovacie dáta boli použité v nezmenenej forme z už spomínanej databázy
UCI Machine Learning Repositary. Validačná množina nebola použitá.
7.2.1 Porovnanie výsledkov s inými algoritmami
Tento experiment sa zameral na porovnanie priemerných výsledkov dosiahnutých vyvinu-
tým systémom s inými systémami a algoritmami, ktoré boli uvedené v dokumentácii k týmto
problémom.
Nastavenia
Pre všetky 3 problémy boli použité rovnaké nastavenia spustené 100krát a podľa priemer-
ného výsledku, vypočítaného zo štatistík, sa vytvorený systém umiestnil v tabuľke.
Počet generácií 700 Zmena pravdepodobnosti 0
Počet jedincov 50 Počet uchovávaných jedincov 2
Aktivačná skrytá funkcia prahová Počet jedincov v skupine 5
Aktivačná výstupná funkcia prahová Pridanie neurónu 80 %
Selekčný výber ruleta Odobranie neurónu 30 %
Zoradenie jedincov poradie Pridanie spoja 80 %
Inicializácia váh <-1, 1> Odobranie spoja 30 %
Inicializácia prahov <-5, 5> Mutácia váhy 60 %
Počet rodičov <2, 2> Mutácia prahu 50 %
Zastavovacia chyba - Rekombinácia 0 %
Maximálna štruktúra - Návrat operátora 25 %
Validácia 0 Elitismus 100 %
Minimálna generalizácia 0 % Zničenie skupín 100 %
Prepojenie neurónov 40 %
Tabulka 7.5: nastavenie pre všetky mníchove problémy
Výsledky
Keďže výsledky iných systémov sú uvádzané v schopnosti naučenia sa v percentách, previedli
sme si na túto hodnotu aj my výsledky nášho systému nasledujúcim vzorcom:
AP = 100− 100 ∗ E ∗No ∗Np
omax − omin , (7.1)
kde AP značí schopnosť učenia sa v percentách, E je získaná prevádzaná chyba, No pred-
stavuje počet výstupných hodnôt, Np predstavuje počet vstupných príkladov, omax a omin
značia maximálnu resp. minimálnu chybu, ktorú mohol náš systém na danom probléme
vyprodukovať.
Problém Trénovanie Chyba Štruktúra
1. problém 88831 77.50460 3.88
2. problém 89473 68.32640 3.88
3. problém 87800 91.96065 2.10
Tabulka 7.6: priemerné výsledky mníchových problémov
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Systémy sú umiestnené podľa priemernej hodnoty naučenia sa na všetkých mníchových
problémoch. Pre umiestnenie systémov na jednotlivých problémoch je čitateľ odkazovaný
na prílohu B. Tabuľka 7.7 zobrazuje len systémy, ktorých výsledky sú známe pre všetky tri
problémy.
P. Systém #1 [%] #2 [%] #3 [%] AVG [%]
1.
Backpropagation with weight decay 100 100 97.2
99.1
Cascade Correlation 100 100 97.2
2. AQ17-DCI 100 100 94.2 98.1
3.
AQ17-HCI 100 93.1 100
97.7
Backpropagation 100 100 93.1
4. AQ15-GA 100 86.8 100.0 95.6
5. Assistant Professional 100 81.3 100 93.8
6. mFOIL 100 69.2 100 89.7
7. AQR 95.9 79.7 87.0 87.5
8. ID3 98.6 67.9 94.4 87.0
9. CN2 100 69.0 89.1 86.0
10. PRISM 86.3 72.7 90.3 83.1
11. ID3, no windowing 83.2 69.1 95.6 82.6
12. ID5R (Kreuziger, Hamann, Wenzel) 79.7 69.2 95.2 81.4
13. Eva 77.5 68.3 92.0 79.3
14. ECOBWEB l.p. & information utility 82.7 71.3 68.0 74.0
15. CLASSWEB 0.10 71.8 64.8 80.8 72.5
16. CLASSWEB 0.15 65.7 61.6 85.4 70.9
17. ECOBWEB leaf prediction 71.8 67.4 68.2 69.1
18. CLASSWEB 0.20 63.0 57.2 75.2 65.1
Tabulka 7.7: celkové umiestnenie pre všetky mníchové problémy
Zhrnutie
Z vykonaného experimentu je zrejmé, akú má vyvinutý systém schopnosť učenia sa oproti
iným vytvoreným systémom a algoritmom. Opatrenia, ktoré by sa mohli vykonať pre zle-
pšenie učenia, budú zhrnuté v samotnom závere práce spoločne s obmedzeniami, ktoré
vyvinutý systém má.
7.3 Naklonenosť váhy
Ide o jeden z jednoduchších praktických problémov, keďže vybranie zložitejšieho problému
by presahovalo rozsah tejto práce. Dáta boli prevzané, ako v predchádzajúcom prípade,
z databázy UCI Machine Learning Repositary. Tie boli do trénovacej a testovacej množiny
rozdelené tak, že prvý a tretí riadok boli pridané do testovacej množiny a druhý do tréno-
vacej. Toto delenie pokračovalo na všetkých dátach.
Systém obdržal 4 vstupné hodnoty:
• 1. vstup: hmotnosť ľavej misky
• 2. vstup: vzdialenosť ľavej misky od stredu
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• 3. vstup: hmotnosť pravej misky
• 4. vstup: vzdialenosť pravej misky od stredu
Pričom každá vstupná hodnota nadobúda hodnotu z intervalu <1,5>.
Úlohou systému je rozhodnúť, na ktorú stranu sa váha nakloní, po prípade, či je váha
vyrovnaná.
7.3.1 Porovnanie aktivačných funkcií
Vhodné vybranie aktivačnej funkcie je jedným z problémov, od ktorého sa odráža i výber
samotnej reprezentácie dát. Keďže výstupom môžu byť tri hodnoty, experiment prebiehal
s tromi nasledujúcimi aktivačnými funkciami. V prípade sigmoidálnej funkcie boli výstupné
hodnoty reprezentované nasledovne:
• váha naklonená vľavo: 0
• vyrovnaná váha: 0.5
• váha naklonená vľavo: 1
Ostatné dve funkcie hyperbolický tangens a po častiach lineárna funkcia mali výstupné
hodnoty reprezentované rovnako z dôvodu rovnakých globálnych extrémov:
• váha naklonená vľavo: -1
• vyrovnaná váha: 0
• váha naklonená vľavo: 1
Pre každú funkciu bolo spustených 100 behov.
Nastavenia
Pre skryté i výstupné neuróny bola použitá rovnaká aktivačná funkcia.
Počet generácií 100 Zmena pravdepodobnosti 0
Počet jedincov 50 Počet uchovávaných jedincov 2
Selekčný výber turnaj Počet jedincov v skupine 5
Zoradenie jedincov fitness Pridanie neurónu 30 %
Inicializácia váh <-1, 1> Odobranie neurónu 10 %
Inicializácia prahov <-5, 5> Pridanie spoja 50 %
Počet rodičov <2, 2> Odobranie spoja 25 %
Zastavovacia chyba - Mutácia váhy 70 %
Maximálna štruktúra - Mutácia prahu 0 %
Validácia 0 Rekombinácia 0 %
Minimálna generalizácia 0 % Návrat operátora 50 %
Prepojenie neurónov 80 % Elitismus 100 %
Zničenie skupín 100 %
Tabulka 7.8: nastavenia pre porovnanie troch aktivačných funkcií
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Obrázek 7.3: porovnanie troch aktivačných funkcií
Zhrnutie
Z grafu sa dá vyčítať, že najlepšou funkciou pri riešení problému naklonenosti váhy, sa
ukazuje funkcia sigmoidálna. Okrem toho, že pri jej použití pozorujeme najmenšiu chybu,
zároveň jej výsledky nemajú tak široké rozpätie ako výsledky ďalších dvoch funkcií.
7.4 Uzavretie experimentov
Na zistenie schopnosti učenia sa boli vybrané 3 problémy: XOR, mníchove problémy a na-
klonenosť váhy. Na prvom probléme bolo ukázaný vplyv niektorých parametrov na nájdenie
optimálneho riešenia. Prvý experiment sa týkal pravdepodobnosti prepojenia neurónov pri
inicializácii a nasledujúci zas ukazoval závislosť generácií a tréningových epoch na počte
jedincov.
Druhý problém mal za úlohu porovnať novovytvorený systém s inými technikami a al-
goritmami, ktorých výsledky na daných problémoch sú známe.
Tretí problém poukazoval na schopnosť využitia systému aj na praktických problémoch
i napriek nie najpriaznivejšiemu umiestneniu v predchádzajúcom experimente.
Kvôli nasledujúcemu vývoju bolo vhodné systémom spustiť väčší počet a väčšiu škálu
problémov, aby bolo zrejmé, na ktorých systém produkuje najlepšie výsledky a naopak, na
ktorých problémoch by bolo vhodné ešte systém zlepšiť. S týmito problémami a ich experi-
mentami je aj zároveň zrejmé rôzne nastavovanie parametrov popri týchto experimentoch.
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Kapitola 8
Záver
V práci bola rozobraná história, vývoj, techniky, výhody i obmedzenia genetických algo-
ritmov, neurónových sietí i evolučných návrhov neurónových sietí. Následne bol navrhnutý
a naimplementovaný vlastný systém s grafickým rozhraním pre evolúciu neurónových sietí.
Vytvorený systém bol úspešne otestovaný na operačných systémoch Ubuntu 10.04 a Win-
dows XP/7.
8.1 Nasledujúci vývoj
Z dosiahnutých výsledkov najmä na mníchových problémoch je zrejmé, že by sa na vývoji
systému ešte dalo zapracovať a zlepšiť schopnosť učenia. Jedným posunom k lepším výsled-
kom by mohlo pomôcť pravidlo, kedy by najlepší jedinec dosiahol určitú zadanú chybu, tak
by sa znížili pravdepodobnosti pre pridávanie a odoberanie neurónov a spojov a naopak
by sa zvýšila pravdepodobnosť pre mutáciu váh a prahov a pravdepodobne aj rekombi-
nácie. Alebo po dosiahnutí tejto chyby by sa jednotlivci natrénovali pomocou algoritmu
backpropagation.
Samotný algoritmus backpropagation by mohol pomôcť znížiť chybu, keby bol využívaný
na natrénovanie neurónovej sieti po každom pridaní, či odobraní neurónu alebo spoja.
Mutácia váh a prahov by sa vynechala. V tomto prípade by sa však pravdepodobne zvýšil
čas hľadania optimálneho minima, kvôli častému volaniu tohoto algoritmu.
Takisto využitie validačnej množiny býva v niektorých prácach doporučené a využívané.
8.2 Obmedzenia
Jedným z obmedzení systému je, že všetky operácie sú čisto náhodné a nikdy nie je zaručený
úspech v nájdení optimálneho riešenia. Aplikácia operátora po zlepšení jedného jedinca
nemusí zaručene zlepšiť i jedinca iného, preto aj zmena pravdepodobnosti operátorov nebola
využívaná pri experimentoch, avšak jej využitie a zlepšenie hľadania riešenia sa nevylučuje.
Ako bolo naznačené v časti o genetických algoritmoch, jednou z nevýhod je veľké
množstvo parametrov, ktoré sa dajú nastaviť a ovplyvňujú celý proces.
8.3 Výpočtový čas
Zníženie potrebného času je otázkou tiež dôležitou a pri jej vyriešení sa môžeme zamyslieť
nad viacerými faktormi, ktoré by pomohli tento čas znížiť. Veľmi častou operáciou je oprava
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siete, či už odstraňovanie spätných prepojení alebo odstraňovanie neurónov produkujúcich
skreslenie a preto by v týchto prípadoch bolo vhodné zoptimalizovať aktuálny návrh alebo
pokúsiť sa vytvoriť efektívnejší návrh od začiatku.
Druhým faktorom ovplyvňujúcim čas je rozhodne kódovanie. Reprezentácia každého
jedinca objektom nie je najefektívnejšia a zmena tejto reprezentácie by mohla výrazne
znížiť výpočtový čas.
8.4 Zhrnutie
Záverom pripomínam, že genetické algoritmy sú stále skúmanou oblasťou aj čo sa týka ich
využitia na hľadanie optimálnych štruktúr a trénovanie neurónových sietí a stále je čo na
tomto vývoji zlepšovať a o to sa bude pokúšať aj nasledujúci vývoj tohoto vytvoreného
systému s naznačenými zmenami a vylepšeniami.
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Dodatek A
Obsah CD
Štruktúra CD vyzerá následovne:
• bin - preložené súbory
• doc - dokumentácia k programu vytvorená pomocou doxygenu
• forms - formuláre pre užívateľské rozhranie
• help - nápoveda programu
• inputs - vstupné súbory
• lib - externé knižnice
• networks - uložené neurónové siete
• outputs - výstupy neurónových sietí
• report - správa o práci
• resources - zdroje k programu
• sessions - uložené sedenia
• src - zdrojové kódy
• statistics - uložené štatistiky
• eva.pro - Qt projekt
• INSTALL.txt - informácie o inštalácii programu
• install-linux.sh - inštalácia pre Linux
• install-windows.bat - inštalácia pre Windows
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Dodatek B
Výsledky schopnosti učenia sa
systémov
P. Systém Schopnosť [%]
1.
AQ17-DCI
100
AQ17-HCI
AQ15-GA
Assistant Professional
mFOIL
CN2
Backpropagation
Backpropagation with weight decay
Cascade Correlation
2. ID3 98.6
3. IDL 97.2
4. AQR 95.9
5. ID5R-hat 90.3
6. PRISM 86.3
7. ID3, no windowing 83.2
8. ECOBWEB l.p. & information utility 82.7
9. ID5R (Van de Velde) 81.7
10. ID5R (Kreuziger, Hamann, Wenzel) 79.7
11. Eva 77.5
12. TDIDT 75.7
13.
CLASSWEB 0.10
71.8
ECOBWEB leaf prediction
14. CLASSWEB 0.15 65.7
15. CLASSWEB 0.20 63.0
Tabulka B.1: umiestnenie pre 1. mníchov problém
47
P. Systém Schopnosť [%]
1.
AQ17-DCI
100
Backpropagation
Backpropagation with weight decay
Cascade Correlation
2. AQ17-HCI 93.1
3. AQ17-FCLS 92.6
4. AQ15-GA 86.8
5. Assistant Professional 81.3
6. AQR 79.7
7. PRISM 72.7
8. ECOBWEB l.p. & information utility 71.3
9.
mFOIL
69.2
ID5R (Kreuziger, Hamann, Wenzel)
10. ID3, no windowing 69.1
11. CN2 69.0
12. Eva 68.3
13. ID3 67.9
14. ECOBWEB leaf prediction 67.4
15. TDIDT 66.7
16. IDL 66.2
17. ID5R-hat 65.7
18. CLASSWEB 0.10 64.8
19. ID5R (Van de Velde) 61.8
20. CLASSWEB 0.15 61.6
21. CLASSWEB 0.20 57.2
Tabulka B.2: umiestnenie pre 2. mníchov problém
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P. Systém Schopnosť [%]
1.
AQ17-HCI
100
AQ15-GA
Assistant Professional
mFOIL
AQ14-NT
2.
Backpropagation with weight decay
97.2Cascade Correlation
AQ17-FCLS
3. ID3, no windowing 95.6
4. ID5R (Kreuziger, Hamann, Wenzel) 95.2
5.
ID3
94.4
AQ17-DCI
6. Backpropagation 93.1
7. Eva 92.0
8. PRISM 90.3
9. CN2 89.1
10. AQR 87.0
11. CLASSWEB 0.15 85.4
12. CLASSWEB 0.10 80.8
13. CLASSWEB 0.20 75.2
14. ECOBWEB leaf prediction 68.2
15. ECOBWEB l.p. & information utility 68.0
Tabulka B.3: umiestnenie pre 3. mníchov problém
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