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PRINCIPAL BUNDLES WITH GROUPOID STRUCTURE: LOCAL VS.
GLOBAL THEORY AND NONABELIAN ˇCECH COHOMOLOGY
CARLO A. ROSSI
ABSTRACT. The aim of this paper is to review and discuss in detail local aspects of prin-
cipal bundles with groupoid structure. Many results, in particular from the second and
third section, are already known to some extents, but, due to the lack of a “unified” point of
view on the subject, I decided nonetheless to (re)define all the main concepts and write all
proofs; however, some results are reformulated in a more elegant way, using the division
map and the generalized conjugation of a Lie groupoid. In the same framework, I discuss
later generalized groupoids and Morita equivalences from a local point of view; in partic-
ular, I found a (so far as I know) new characterization of generalized morphisms coming
from nonabelian ˇCech cohomology, which allows one to view generalized morphisms as a
generalization of classical descent data. I found also a factorization formula for the division
map, which is the crucial point in the local formulation of Morita equivalences.
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1. INTRODUCTION
Principal bundles are one of the main objects of study in many areas of mathematics and
physics, e.g. differential geometry, algebraic topology, Topological Quantum Field Theo-
ries, gauge theory. In particular, the study of principal bundles encodes also the study of
many structures on them, like e.g. connections, basic differential forms, curvature of con-
nections, etc. In a previous paper [17], for the purpose of studying the properties of the
so-called generalized Wilson loop observable for BF -theories (roughly speaking, higher-
dimensional analoga of 3-dimensional Chern–Simons theory), which is a formal series of
differential forms on the space of loops on a manifold M which mimics the shape of the
path-ordered exponential giving an explicit representative of trace of the holonomy in some
representation of the structure group G of a bundle P over M , I pursued in detail the idea
of viewing holonomy w.r.t. a connection as a gauge transformation of some bundle over
the space of loops in M ; more generally, I introduced the concept of generalized gauge
transformations and interpreted the parallel transport w.r.t. a connection as a generalized
gauge transformation between two particular bundles one the space of curves in M . More-
over, the flatness of the connection w.r.t. which one considers parallel transport has some
consequences: namely, the parallel transport is a horizontal section w.r.t. a covariant deriv-
ative coming from pull-back of the previous connection. From a more geometrical point
of view, this is equivalent to the well-known fact that the holonomy map w.r.t. a flat con-
nection, restricted to loops with a fixed base point, factors to a map from the fundamental
group of M w.r.t. the chosen base point to G.
Later on, I took notice that generalized gauge transformations may be introduced also in
the more general framework of principal bundles with structure groupoid: roughly speak-
ing, they can be viewed as manifolds, projecting down to base spaces, acted on from the
right (or from the left) by a Lie groupoid, so that the action is free and transitive on each
fiber. This result is an easy consequence of the existence of a division map also for princi-
pal bundles with structure groupoid; I refer to [18] for more details on the subject.
At that point, I thought it would be interesting to pursue analoga of the interpretation of
parallel transport w.r.t. connections also for principal bundles with structure groupoid. Al-
though there is a huge amount of literature about principal bundles with structure groupoid,
the only explicit reference to connections on them I found in the forthcoming book of
Mœrdijk and Mrcˇun [15] and in [13], again by Mœrdijk and Mrcˇun; let me just point out
that they discuss connections w.r.t. a foliated structure of the base space of the bundles they
consider. They also discuss briefly the notion of flat connections w.r.t. a foliated structure.
This was one of my starting point towards an attempt to find a convenient notion of con-
nections and flatness of connections on principal bundles with structure groupoid.
On the other hand, I began also to pursue properties of principal bundles with groupoid
structure without any reference to other structures; this I just did for a better understanding
of the subject. In the mathematical literature, I found a huge amount of work on this field,
e.g. [3], [6] and [7], [8], [12] and [16], to cite the main ones. However, each one of the
cited authors had his personal point of view about the way of dealing with principal bun-
dles with groupoid structure; e.g. Connes [3], Hilsum and Skandalis [8] and Ha¨fliger [7]
prefer to think in local terms, introducing the analogon for groupoids of the nonabelian
ˇCech first cohomology group of a manifold M (the base of the bundle) with values in the
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structure groupoid G, generalizing ideas of Grothendieck, and viewing thus isomorphism
classes of principal bundles with structure groupoid as cohomology classes in this frame-
work. To be more precise, in [6], the author introduced nonabelian ˇCech cohomology (at
degree 1) of a topological space with values in sheaf of (topological) groupoids; the first
nonabelian ˇCech cohomology group of M with values in a sheaf of topological groupoids
canonically associated to a topological groupoid is in one-to-one correspondence with the
set of isomorphism classes of topological principal bundles with groupoid structure over
M . On the other hand, Mœrdijk [12], Mrcˇun [16] and Mœrdijk and Mrcˇun [15] prefer to
view principal bundles as global objects, pointing out to nonabelian cohomology theory
from a slightly different perspective, using the division map.
Principal bundles with groupoid structure are interesting mathematical objects by them-
selves, since they encode a differential-geometric analogon of the algebraic notion of bi-
modules between rings or algebras, namely generalized morphisms between Lie groupoids.
Generalized morphisms between two Lie groupoids G and H are bibundles, i.e. (roughly
speaking) principal bundles with structure groupoid H over the manifold of objects of G,
such that G acts from the left on the bundle in a compatible way. Generalized morphisms
play a central roˆle in many areas of modern research: a well-known fact (which I will re-
prove later) is that G-equivariant principal H-bundles over a manifold M , acted on from
the left by G, are in one-to-one correspondence with generalized morphisms from the ac-
tion groupoid G ⋉M to H , viewed as a trivial Lie groupoid. Connes [3] and Hilsum and
Skandalis [8] present a nonabelian ˇCech cohomological version of generalized morphisms.
Last, but not least, let me spend two words on the notion of Morita equivalences between
Lie groupoids: this notion mimics the notion of Morita equivalences in the category of
bimodules. In fact, a Morita equivalence between Lie groupoids is an isomorphism in
the category of generalized morphisms; Morita equivalences between Lie groupoids are
central objects of study in the theory of Lie groupoids.
Motivated by the results of [18], I tried to pursue a “universal” point of view. The key
tool, due to my previous work [17] in ordinary principal bundles, is the use of the mathe-
matical object that MacKenzie [11] calls “division map”: in [18] I analyzed carefully the
properties of the division map, and I will use it in this paper to pursue all local properties of
principal bundles with groupoid structure. The division map of MacKenzie, in the frame-
work of ordinary principal bundles, is, in the more general context of principal bundles
with structure groupoid, what Mœrdijk [12] calls a “cocycle over M with values in G” (or
also a division map); a cocycle with values in G depends on a surjective submersion from
the total space P to the base manifold M , and always comes in pair with a map from the
base manifold M to the manifold of objects of the structure groupoid G, which I call the
momentum of the principal bundle. The main feature of a cocycle over M with values in
G is that it contains all the informations one needs to characterize an action of G on P to
be free and transitive on each fiber of the surjective submersion. It is also what I use to
link the global point of view to the local one, hence drawing a bridge between the two
“cohomology” philosophies of [3], [6] and [7], [8] and[12], [16].
Let me now explain the structure of the paper. In Section 2, I review the definition
of principal bundles with groupoid structure in a “global” way, following closely [15]. I
also review the definition and the main properties of the division map, for whose detailed
exposition I refer to [14] and [18].
In Section 3, I review and discuss in detail so-called local trivializing data over a smooth
manifold with values in a Lie groupoid (see also [3] and [6]): I show that there is a one-
to-one correspondence between local trivializing data and principal bundles with groupoid
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structure, once open coverings of the base space are chosen. Afterwards, I construct exam-
ples of principal bundles with groupoid structure for some known groupoids, using local
trivializing data: among other things, I classify completely principal bundles with action
groupoids as structure groupoids. Moreover, I review the definition and the local char-
acterization of morphisms between principal bundles with structure groupoid (always by
choosing open coverings of the base space). To get rid of the choice of open coverings,
one tries to reformulate the theory of local trivializing data and local morphisms between
them in the framework of nonabelian ˇCech cohomology: this is what I do at the end in a
more elegant way than in the classical references, using the generalized conjugation of Lie
groupoids. The computations that I do in the framework of nonabelian ˇCech cohomology
are crucial for what comes in the next Section.
In Section 4, I first review the notion of generalized morphism, following closely [16]
and [15], using a “global” point of view, focusing in particular on the additional properties
the division map of generalized morphisms has to satisfy. Later on, I rewrite in local terms,
using the arguments of Section 3, the notion of generalized morphism, introducing the no-
tion of local generalized morphism, and I then show that local generalized morphisms and
generalized morphisms are in bijective correspondence. Using the notion of local gener-
alized morphism, I classify completely generalized morphisms between action groupoids.
A local construction of generalized morphisms was already pursued in [3] and [8], but the
local point of view that I take differs slightly from their, in the sense that I consider not only
what in [8] is called a “cocycle on a groupoid G with values in a groupoidH”, but with an
additional equation, which is related to nonabelian ˇCech cohomology in a (so far as I know)
new way. This additional equation is the key point in the characterization of generalized
morphisms that I adopted: to mention one fact, in the classical references, the components
of a local generalized morphism are labelled as cocycles. They are, more precisely, not co-
cycles, but coboundaries in nonabelian ˇCech cohomology between two cocycles obtained
by two distinct pull-back procedures. At a global level, this means that there is a morphism
between principal bundles, which satisfies also an additional “cocycle” condition similar
in spirit to the one appearing in classical Descent Theory. Classical Descent Theory, to be
precise, is proved to be a generalized morphism in this setting; therefore, the theory of gen-
eralized morphisms may be viewed as a generalization of classical Descent Theory. Using
this characterization of generalized morphisms, I came, by what I should call “Serendip-
ity”, to the result that I wanted initially to pursue in [17], namely a new characterization
of flat bundles, motivated by the fact that flat bundles give rise to horizontal gauge trans-
formations: in fact, isomorphism classes of flat G-bundles over M correspond uniquely
to equivalence classes of generalized morphisms from the fundamental groupoid of M to
G. This I will not pursue here in detail, deserving to it a forthcoming paper; in fact, the
announced result could be also generalized to principal bundles with structure groupoid,
giving a purely algebraic definition of flat connections, which generalizes the well-known
correspondence between flat bundles and conjugacy classes of of representations of the
fundamental group in the structure group of the bundles. Moreover, recently, a complete
analysis of connections on so-called principal G-bundles over the Lie groupoid Γ was pur-
sued in [10], using methods from the theory of simplicial manifolds. Since connections
on principal bundles with structure groupoid may be viewed as a generalized morphism
from the quasi-groupoid of curves in M to the structure group of the bundle, connections
on principal G-bundles over a Lie groupoid Γ, for a general Lie groupoid Γ, can be char-
acterized as two generalized morphisms from distinct (quasi) Lie groupoids with the same
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manifold of objects to the same groupoidG, which satisfy an additional compatibility con-
dition, which should be expected to correspond to the vertical differential in the ˇCech–De
Rham bicomplex used in [10], which measures the condition for a quasi-connection to be
a true connection. This I plan to pursue also somewhere later.
In Section 5, I first review the composition of generalized morphisms from a global
point of view, following again [16] and [15]; in particular, I focus on the computation of
the division map of the composition of two generalized morphisms. I then proceed by an-
alyzing the concept of composition of local generalized morphisms. This needs a “refine-
ment” trick, due to the (tautological!) local nature of local generalized morphisms; once
this point is clear, the composition of local generalized morphisms can be easily defined,
and moreover, it is shown that composition of local generalized morphisms is equivalent
to composition of generalized morphisms. Let me just notice that, by the arguments of
the final subsection of Section 4, the composition of generalized morphisms is expected to
correspond to an operation in nonabelian ˇCech cohomology; I do not intend to pursue this
topic here, however I plan to deserve to the abstract cohomological aspects of the theory
of generalized morphisms a forthcoming work.
In Section 6, I first review the concept of Morita equivalence, again using as main
references [16] and [15]: I review the concept of canonical division maps of a Morita
equivalence and the concept of the inverse P−1 of a Morita equivalence P , showing that
it is also a Morita equivalence and concentrating on the computation of its canonical di-
vision maps and their relationship with those of the Morita equivalence P . In particular,
using arguments of [18], I find a Factorization formula for the (at first sight complicated)
division map of the composition of a Morita equivalence P with its inverse P−1; this is
the starting point from which I derive a notion of local Morita equivalence, which I prove
to be completely equivalent to the “global” one. Also Morita equivalences, having local
counterparts, whose properties are strictly related to the composition of generalized mor-
phisms, are expected to receive an interpretation in nonabelian ˇCech cohomology, recalling
arguments from Section 5; as for the final topic of the preceding Section, I will treat this
topic also separately.
Acknowledgment. I thank A. S. Cattaneo and G. Felder for reading the manuscript carefully
and for many discussions; I also acknowledge the pleasant atmosphere at the Department
of Mathematics of the Technion, where this work was accomplished.
2. PRINCIPAL BUNDLES WITH GROUPOID STRUCTURE: THE DIVISION MAP
I devote the first section to a reminder of the definition of principal bundles with groupoid
structure borrowed from [15]; in particular, I going to recall the definition of the divi-
sion map for principal bundles. I borrow the name “division map” from MacKenzie [11];
Mœrdijk [12] calls the division map a cocycle with values in a groupoid G (although he
considers it jointly with a smooth map, which is for me the momentum), and he already
states some of its properties. In [18], I analyzed its properties carefully, in particular em-
phasizing its nature as a bundle map and its equivariance properties, which will prove to be
a basic ingredient of later computations. The division map plays a fundamental roˆle in the
local description of principal bundles, and its main properties build the groundstone lead-
ing the local description of principal bundles; this roˆle was already known to Mœrdijk [12].
Let me only skip the introductory part to the theory of Lie groupoids which will be used
throughout the paper, referring to [18] for the main conventions and notations.
I recall now the definition of principal bundles with groupoid structure.
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Definition 2.1. A principal bundle P with groupoid structure G over the manifold M is
a 4-tuple (P, π, ε,M), where i) P and M are smooth manifolds and ii) the pair (P, ε)
defines a structure of right G-space on P . (Notice that usually, the right G-action is simply
denoted as right multiplication; if otherwise a particular notation is needed, I will use the
notation Ψ or ΨP for the right-action map.)
Moreover, the following requirements must hold:
i) the map π is a surjective submersion from P to M ;
ii) the map π is G-invariant, i.e. the following diagram commutes
P ×ε G
Ψ
−−−−→ P
pr1
y ypi
P
pi
−−−−→ M
;
iii) the map (pr1,Ψ) defined via
(pr1,Ψ) : P ×ε G → P ×M P,
(p, g) 7→ (p, pg),
is a diffeomorphism; by P ×M P is meant
P ×M P : = {(p, q) ∈ P × P : π(p) = π(q)} .
The map ε is sometimes called the (right) momentum of the bundle P .
Let me notice that the first two requirements in Definition 2.1 are the same as for ordi-
nary principal bundles with structure group; the third one is most peculiar, but it may be
viewed as another way of saying that the groupoid G operates freely and transitively on
each fiber of P . Namely: assume first that the identity holds
pg = p, p ∈ P, g ∈ G such that tG(g) = ε(p).
It follows that the (a priori) distinct pairs (p, g) and (p, ιG(ε(p))), both in P ×ε G, are
mapped by the diffeomorphism (pr1,Ψ) to the same image, namely (p, p); hence,
g = ιG(ε(p)).
If, on the other hand, one takes any two points p and q of P , lying in the same fibre of π,
which means that
π(p) = π(q),
hence the pair (p, q) belongs to P ×M P , since (pr1,Ψ) is a diffeomorphism, one has
immediately that
q = pg, g ∈ G ε(q) = sG(g), ε(p) = tG(g),
whence also g ∈ Gε(q),ε(p).
2.1. First examples of principal bundles: unit bundle, pull-back bundle and trivial
bundle. In this subsection I define three particularly important principal bundles, which
will play also a fundamental roˆle in the local description of general principal bundles,
namely the unit bundle, which is the basic groundstone for the subsequent theory, the
natural notion of pull-back bundle of a principal bundle P , from which, using the unit
bundle, from which I can define the notion of trivial bundle. Notice that the notion of
trivial bundle is not uniquely determined as in the case of ordinary principal bundles, but,
in fact, there can be more than one trivial bundle over the same base space.
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Definition 2.2. The unit bundle of the Lie groupoidG consists of the 4-tuple (G, tG , sG , XG)
(thus, it is a bundle over the manifolds of points of G), and the right G-action on itself is
given by right multiplication; it is usually denoted by UG .
Let me briefly sketch the proof of the fact that UG , for any Lie groupoid G, is really a
principal bundle in the sense of Definition 2.1. That the projection π = tG is a surjective
surjection follows immediately from the definition of Lie groupoid; similarly, the axioms
of a Lie groupoid imply immediately that it is G-invariant in the above sense. I come now
to the last part of the proof: namely, let me consider the map (pr1,Ψ) on UG
UG ×sG G ∋ (g1, g2) 7→ (g1, g1g2) ∈ UG ×XG UG .
The inverse map thereof is simply given by
UG ×XG UG ∋ (g1, g2) 7→ (g1, g
−1
1 g2) ∈ UG ×sG G.
Notice that the previous map makes sense: in fact, if the pair (g1, g2) belongs to UG×XGUG ,
this means that
tG(g1) = sG(g
−1
1 ) = tG(g2) and sG(g1) = tG(g−11 ).
The axiom of a Lie groupoid imply that the above map is smooth, hence it is a diffeomor-
phism. The map introduced above can be really thought of as a division map; in fact, this
is the context where MacKenzie derived its name from.
I define now the pull-back bundle of a general principal bundle in the sense of Defini-
tion 2.1.
Definition 2.3. If the 4-tuple (P, π, ε,N) is a principal G-bundle over N and M f→ N is a
smooth map from the manifold M to the manifold N , the pull-back bundle f∗P of P w.r.t.
f is defined by the 4-tuple (f∗P, pr1, ε ◦ pr2,M), where the space f∗P is
f∗P : = {(m, p) ∈M × P : f(m) = π(p)} ,
and pri, i = 1, 2, denotes projection onto the i-th term of f∗P .
Lemma 2.4. The 4tuple (f∗P, pr1, ε ◦ pr2,M) is a principal bundle in the sense of Defi-
nition 2.1.
Proof. The bundle projection pr1 is clearly a surjective submersion. Since the right G
action, which is defined along the map
(m, p)
ε◦pr2→ ε(p),
takes the explicit form
f∗P ×ε◦pr2 G ∋ (m, p; g) 7→ (m, pg),
the bundle projection is also clearly G-invariant.
If two points (m1, p) and (m2, q) of f∗P belong to the same fibre, it follows
m1 = m2 ⇒ f(m1) = π(p) = f(m2) = π(q)⇔ q = pgp,q,
for some element gp,q ∈ G, since P is a principal bundle. Thus, the map
f∗P ×ε◦pr2 G ∋ (m, p; g)→ (m, p;m, pg)
is a diffeomorphism, where the smooth inverse is given explicitly by
f∗P ×M f
∗P ∋ (m, p;m, q)→ (m, p; gp,q) ,
and the claim follows. 
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Now, I give the definition of trivial bundles over a base manifold M .
Definition 2.5. Given a groupoid G and a smooth map α from a manifold M to the mani-
fold of objects XG of G, I consider the pull-back bundle α∗UG of the unit bundle of G.
By its very definition, the total space of this bundle has the form
α∗UG = {(m, g) ∈M × G : α(m) = tG(g)} .
The bundle α∗UG is called the trivial G-bundle over M w.r.t. α.
Lemma 2.4 implies that α∗UG is in fact a principal bundle.
Example 2.6. Recall that any Lie groupGmay be viewed more generally as a Lie groupoid,
where the manifold of objects is simply a point ∗, and target, source and identity map are
defined accordingly.
There is only one map α from a manifold M to the point ∗, mapping all M onto ∗.
Hence, “the” trivial bundle α∗UG takes the form:
α∗UG = {(m, g) ∈M ×G : α(m) = ∗ = tG(g)} =
=M ×G,
which coincides with the usual definition of trivial principal bundle over M .
Remark 2.7. Notice that, while there is only one trivial principalG-bundle over a manifold
M , with G a group, there can be in principle many distinct trivial G-bundles over the same
base.
Example 2.8. One can consider the manifold M to be a point ∗; then, the map α simply
sends the point ∗ to some x ∈ XG and this is clearly a smooth map. The associated trivial
bundle α∗UG is the subset of G of “arrows” arriving at x: namely, the base space can be
immediately identified with the point x and the total space is by definition
α∗UG = {(∗, g) ∈ {∗} × G : tG(g) = α(∗) = x} ∼=
∼= G•,x.
Hence, if consider e.g. the action groupoid G ⋉M , for a smooth manifold acted on from
the left by a Lie group G, then the trivial bundle over a point ∗, mapped to the point m in
M , is simply the G-orbit in M through the point m.
Remark 2.9. Observe that the “momentum map” ε, along which the right action of G on P
is defined, is a surjective submersion in the case of a trivial bundle, as it is the composition
of two surjective submersions.
I introduce now the following
Definition 2.10. Given two principal bundles (P, π, ε,M) and
(
P˜ , π˜, ε˜,M
)
over the same
base manifoldM and with the same structure groupoid G, a morphism of principal bundles
from P to P˜ is a smooth map τ from P to P˜ enjoying the two requirements:
i) τ is fibre-preserving, i.e. the following identity must hold:
π˜ ◦ τ = π.
ii) τ is G-equivariant, i.e.
ε˜ ◦ τ = ε, τ(pg) = τ(p)g, ∀(p, g) ∈ P ×ε G.
Remark 2.11. Notice that the first identity in ii) of Definition 2.10 implies that both terms
in the second identity are well-defined.
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In the terminology introduced in [18], a morphism between two principal bundlesP and
P˜ over the same base manifold and with the same structure groupoid is a fibre-preserving
twisted equivariant map between the G-spaces P and P˜ , when coupled with the identity
map of M .
I recall from [18] that any morphism of principal bundles over the same base and with
the same structure groupoid is invertible. Hence, two principal bundles P and P˜ over the
same base space and with the same structure groupoid, for which there exists a morphism
in the sense of Definition 2.10, are said to be isomorphic.
2.2. The division map: definition and memento of main properties. In this subsec-
tion I discuss the division map of a general principal bundle P ; for the name of the map,
canonically associated to P , I have followed the convention adopted by MacKenzie [11]
for ordinary principal bundles. First of all, I need a preliminary Lemma, whose proof may
be found in [18].
Lemma 2.12. The 4-tuple
(
P ⊙ P˜ , π, ε× ε˜,M
)
, where the manifold P ⊙ P˜ is defined by
P ⊙ P˜ : =
{
(p, p˜) ∈ P × P˜ : π(p) = π˜(p˜)
}
,
and the projection π is
π(p, p˜) = π(p) = π˜(p˜),
defines a principal G2bundle over M , which is called the fibred product bundle of P and
P˜ .
Remark 2.13. It is customary to denote the fibred product bundle of P and P˜ by P ×M P˜ ,
but I prefer to use the previous notation, which reminds somehow of the Whitney sum no-
tation, whose analogon in the framework of principal bundles is exactly the fibred product
operation.
I recall the definition of the generalized conjugation of a Lie groupoid G, referring
to [18] for a more detailed description.
The generalized conjugation of a Lie groupoid G consists of an action of the product
groupoid G2 of G with itself on G; as such (see again [15] or [18] for more details), it
consists of a 3-tuple
(
G2, Jc,Ψc
)
, with Jc the momentum of the action and Ψc the explicit
action map.
The momentum Jc of the generalized conjugation is simply
Jc(g) : = (tG(g), sG(g)) , ∀g ∈ G.
Thus, the manifold G2 ×Jc G, where the action makes sense, takes the form
G2 ×Jc G =
{
(g1, g2; g3) ∈ G
3 :
{
sG(g1) = tG(g3)
sG(g2) = sG(g3)
}
.
Define then the action map Ψc of the generalized conjugation from G2 ×Jc G to G as
(2.1) Ψc(g1, g2; g3) : = g1g3g−12 .
Proposition 2.14. The triple
(
G2, Jc,Ψc
)
defines a left G2-action on G, which I call the
generalized conjugation of G.
See [18] for the proof.
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Remark 2.15. Let me notice that there is a similar, still distinct, left G2-action on G; in fact,
one can consider the map momentum map Jc from G to XG ×XG given by
Jc(g) : = (sG(g), tG(g)) ,
whence
G2 ×Jc G =
{
(g1, g2; g3) ∈ G
3 :
{
sG(g1) = sG(g3)
sG(g2) = tG(g3)
}
,
and the action map Ψc from G2 ×Jc G to G via
Ψc(g1, g2; g3) : = g2g3g
−1
1 .
It is not difficult to verify that the triple
(
G, Jc,Ψc
)
defines also a left G2-action on G.
Remark 2.16. The maps Jc and Jc define also right G2-actions on G, the right generalized
conjugations: namely, on the set G ×Jc G2, resp. G ×Jc G2, define the map ΨRc , resp. Ψ
R
c ,
by the formula
(g3; g1, g2)
ΨRc7→ g−11 g3g2, resp.
(g3; g1, g2)
Ψ
R
c7→ g−12 g3g1.
Define now the division map of a general principal bundle P .
Definition 2.17. Given a principal bundle (P, π, ε,M) with structure groupoid G, the di-
vision map φP of P is defined by the requirement
(2.2) q = pφP (p, q), π(p) = π(q).
First of all, notice that the division map, because of Equation (2.2), is defined on the
fibred product bundle P ⊙ P , and that it is, in fact, the second component of the smooth
inverse of the canonical map (pr1,Ψ) from P ×ε G to P ⊙ P . Namely, the inverse of the
map (pr1,Ψ) can be factorized as follows
(pr1,Ψ)
−1
(p, q) = (ΦP,1(p, q),ΦP,2(p, q)) ,
where ΦP,1(p, q) belongs to P and ΦP,2(p, q) belongs to G, for any pair (p, q) in the fibred
product P ⊙ P . From the very definition of inverse map, it follows easily
(pr1,Ψ)(ΦP,1(p, q),ΦP,2(p, q)) = (ΦP,1(p, q),ΦP,1(p, q)ΦP,2(p, q)) =
= (p, q),
whence it follows that
ΦP,1 = pr1, ΦP,2 = φP .
Let me now list the main properties of the division map φP
Proposition 2.18. The map φP from P ⊙ P to G has the following properties:
i) for any point (p, q) of P ⊙ P , one has
φP (p, q) ∈ Gε(q),ε(p).
ii) On the diagonal submanifold of the total space of P ⊙ P , one has
φP (p, p) = ιG(ε(p)), ∀p ∈ P.
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iii) for any pair (p, q) ∈ P ⊙ P , the following equation holds
φP (p, q) = φP (q, p)
−1;
notice that the previous equation makes sense, since (p, q) ∈ P ⊙ P implies that
(q, p) ∈ P ⊙ P also.
iv) The triple
(
φP , idG2 , idX2
G
)
is an equivariant map from the right G2-space P ⊙P
to the right G2-space G endowed with the right generalized conjugation defined
by
(
JRc ,Ψ
R
c
)
.
See once again to [18] for the proof of Proposition 2.18
Example 2.19. Let me consider the unit bundle UG associated to a general Lie groupoid
G, see Definition 2.2. It is then easy to see that the division map φUG = φG of the unit
bundle, defined on the space of pairs (g1, g2) ending at the same point (which corresponds
clearly to the fibred product of the unit bundle with itself), is the “true” division map
(g1, g2) 7→ g
−1
1 g2, tG(g1) = tG(g2).
Example 2.20. Given a principal bundle P over a manifold N , and a smooth map f from
a manifold M to N , it is not difficult to prove that the division map φf∗P of the pull-back
bundle f∗P is simply
φf∗P ((m, p), (m, q)) = φP (p, q), f(m) = π(p) = π(q).
Hence, the division map of the trivial bundle α∗UG over M associated to the smooth map
α is simply
φα((m, g1), (m, g2)) = g
−1
1 g2, tG(g1) = tG(g2).
Remark 2.21. Given a principal bundle (P, π, ε,M) with structure groupoid G, the pair
(ε, φP ) is called by Mœrdijk [12] a “cocycle on M with values in G; in the next section, I
will explain in which sense this denomination has to be understood.
3. LOCAL DATA OF PRINCIPAL BUNDLES WITH GROUPOID STRUCTURE
In the previous section I introduced the main notion of principal bundle with groupoid
structure and I discussed the first examples of principal bundles, namely the unit bundle
and the trivial bundles associated to smooth maps; further, I introduced the division map
of a general principal bundle P and listed its main properties.
The main properties characterizing a principal bundle P are encoded in the G-invariant
surjective submersion π and the division map, whose existence makes the action of G on
P free and transitive on every fibre.
Now, I want to give a “constructive” definition of principal bundles, dealing with local
data, such as in the ordinary case; in other words, I trivialize locally a general principal
bundle, with the help of the submersivity of the projection π and the division map. Later, I
will generalize the notion of local trivializing data, and I will also prove that local trivial-
izing data provide an equivalent way of defining principal bundles. Finally, with the help
of local trivializing data, I will construct some examples of principal bundles for some
particular Lie groupoids.
3.1. Local sections of π and trivializations of P . Recall that the projection π of a prin-
cipal bundle P is a surjective submersion, i.e. the tangent map at any point of P is a sur-
jective linear map between the corresponding tangent space; hence, the Implicit Function
Theorem implies the following useful
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Lemma 3.1. Any principal G-bundle (P, π, ε,M) is locally isomorphic to a trivial bundle,
i.e. for any point m of M there is an open neighbourhoodU , such that the restriction of P
to U is isomorphic to a trivial bundle over U .
See also [15]. Consider a general point m of M and choose a local section σU of π (it
is possible by the Implicit Function Theorem, since π is a surjective submersion) over an
open neighbourhoodU = Um, and consider the (smooth) composite map
εU : = ε ◦ σU .
Consider the map
ε∗UUG ∋ (m, g)
ϕU
7→ σ(m)g ∈ P ;
by the very definition of the map εU and Definition 2.3, the map ϕU is well-defined and
smooth.
Since the restriction of P to U and ε∗UUG are both principal bundles over the same man-
ifold U and with the same structure groupoid, to prove that both bundles are isomorphic
via ϕU , it suffices to prove that ϕU is G-equivariant and fibrepreserving.
Let me prove first that it is fibre-preserving. Namely, for any pair (m, g) in ε∗UUG , one
get
(π ◦ ϕU )(m, g) = π(σU (m)g) =
= π(σU (m)) =
= m =
= pr1(m, g),
where I used the G-invariance of the projection π.
Now let me prove G-equivariance. First, one has to show that ϕU respects the momenta
of the actions of G:
(ε ◦ ϕU )(m, g) = ε(σU (m)g) =
= sG(g), ∀(m, g) ∈ ε
∗
UUG ,
by the very definition of the momentum for the action of G on the trivial bundle ε∗UUG , and
by the very properties of the momentum. Furthermore,
ϕU ((m, g1)g2) = ϕU (m, g1g2) =
= σU (m)g1g2 =
= (σU (m)g1)g2 =
= ϕU (m, g1)g2, ∀(m, g1) ∈ ε
∗
UP, sG(g1) = tG(g2).

The isomorphismϕU , associated to the local section σU overU , is usually called a local
trivialization of P . Notice that the trivialization depends only on a choice of a local section
of π, whereas the inverse of the trivialization depends additionally on the division map of
P . The question that arises naturally now is:
Given two trivializing open sets U , V , intersecting nontrivially, and correspond-
ing sections of π, σU and σV respectively, giving rise to trivializations ϕU , resp.
ϕV , is there an explicit relationship between the trivializations?
This is the question I want to answer in what follows, but, before entering into the
details, I have to fix some notations . Given a local section σU of π over some open subset
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U of M , denote by εU the composite map
εU : = ε ◦ σU ,
which is a smooth map from U to the manifold of objects XG of G, called the local mo-
mentum of P w.r.t. the open set U ; consequently, one can consider the trivial bundle ε∗UUG
associated to εU . Given a principal bundle P over M and some open subset U ⊂M , I will
use the following short-hand notation for the restriction of P to U :
PU : = π
−1(U).
I need first the following technical
Lemma 3.2. IfU , V are two open subsets ofM , intersecting nontrivially, over which there
are trivializations ϕU and ϕV , associated to sections σU and σV respectively, then
(ε∗UUG)U∩V ∼= (ε
∗
V UG)U∩V .
Proof. Given two trivializations ϕU and ϕV on the open sets U and V respectively, a
morphism from (ε∗UUG)U∩V to (ε∗V UG)U∩V can be simply defined via
ϕV U : = ϕ
−1
V ◦ ϕU ,
where, of course, I consider the restrictions of the respective trivializations, so that the
morphism is well-defined.
It remains to check that φV U is fibre-preserving and G-equivariant, which, on the other
hand, are both consequences of Lemma 3.1; hence, the claim follows. 
Now, I want to find an explicit expression for the isomorphism in Lemma 3.2. Recalling
that ϕU , resp. ϕV , is defined via a section σU of π over U , resp. σV over V , one finds by
a direct computation:
ϕV U (m, g) = ϕ
−1
V (σU (m)g) =
= (π(σU (m)g), φP (σV (π(σU (m)g)), σU (m)g)) =
= (m,φP (σV (m), σU (m))g) ;
in the previous computations, I made use of the G-invariance of the projection π, of the
fact that σU is a section of π and of the equivariance properties of the division map of
Proposition 2.18.
From now on, denote the map
U ∩ V ∋ m 7→ φP (σV (m), σU (m)) ∈ G
simply by ΦV U , for any two local sections σU , σV of π over U , V . I now want to anal-
yse in detail the properties of the map ΦV U , which is called the transition map from the
trivialization ϕU to the trivialization ϕV or shortly the trivialization from U to V .
Proposition 3.3. Given two open subsets U and V of M , intersecting nontrivially, and
associated sections σU and σV respectively, the map ΦV U enjoys the following properties:
i) the following identities hold:
tG ◦ ΦV U = εV , sG ◦ ΦV U = εU , ΦUU = ιG ◦ εU .
ii) The following identity holds:
Φ−1UV = ΦV U .
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iii) For any three open subsets U ,V and W of M , such that their triple intersection
U ∩ V ∩W is nontrivial, the following identity holds:
ΦWU (m) = ΦWV (m)ΦV U (m), ∀m ∈ U ∩ V ∩W.
Proof. The proof of the first two statements follows directly from the definition of the maps
εU and εV and from Proposition 2.18.
The third statement can be proved as follows: since ΦWU , ΦWV and ΦV U are all
defined via sections of π, it follows from Equation (2.2) that
ΦWU (m) = φP (σW (m), σU (m)) =
= φP (σV (m)φP (σV (m), σW (m)), σU (m)) =
= φP (σV (m), σW (m))
−1φP (σV (m), σU (m)) =
= φP (σW (m), σV (m))φP (σV (m), σU (m)) =
= ΦWV (m)ΦV U (m),
where I used also Proposition 2.18. Notice that Property i) implies that one can actually
multiply ΦWV (m) and ΦV U (m). 
3.2. Local trivializing data for principal bundles. Motivated by the results of the last
subsection, in particular Proposition 3.3 regarding the properties of the transitions maps
ΦV U , I want now to generalize the notion of transitions maps, and so I am led to the notion
of local trivializing data. Let me denote by U = {Uα}α an open cover of M ; borrowing
the notations from the algebro-geometric framework, I denote multiple intersections by
Uα1 ∩ · · · ∩ Uαp =: U1···p or Uα1 ∩ · · · ∩ Uαp =: Uα1···αp .
Definition 3.4. Given a smooth manifold M and a Lie groupoid G, local trivializing data
over M with values in G (or shortly, local trivializing data, when the manifold M and
the Lie groupoid G are clear from the context) consist of a 3-tuple (U, εα,Φαβ), where i)
U = {Uα}α is an open cover of M , ii) the εα’s are smooth maps from Uα to the manifold
of objects XG of the groupoid G, called the local momenta of the data, and iii), for any
two open sets Uα and Uβ of the cover U, intersecting nontrivially, smooth maps Φαβ from
Uα ∩ Uβ to G, called also transition maps or cocycle, enjoying the properties:
a) the following identities must hold:
tG ◦ Φαβ = εα, sG ◦ Φαβ = εβ, Φαα = ιG ◦ εα;
b) for any three open subsets Uα, Uβ and Uγ of the cover U, such that their triple in-
tersection Uαβγ is nontrivial, the following identity (nonabelian cocycle identity)
must hold
Φαγ(m) = Φαβ(m)Φβγ(m), ∀m ∈ Uαβγ .
Notice that property a) implies that the identity in b) is well-defined.
The condition on b) is called cocycle condition, because it is reminiscent of the ordinary
cocycle condition for Lie groups; later, I will discuss in detail the cohomology theory
behind it.
Remark 3.5. The notion of local trivializing data can be found already in [3] and [6],
although there is no explicit mentioning of the local momenta and the relationship between
the cocycle Φαβ and the local momenta; in fact, the local momenta, in the cohomological
framework, which I am also going to discuss in subsection 3.5, can be hidden as “unit
0-cochains associated to a 1-cocycle with values in a sheaf of groupoids”. I prefer to
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consider them explicitly, since I want to express the combination between 1-cocycles as
in [3] and [6], emphasizing the nonabelian ˇCech cohomological aspects, and the approach
of Mœrdijk [12], emphasizing the presence of a momentum.
Example 3.6. Given a principal bundle P over the manifold M with structure groupoid
G, Lemmata 3.1 and 3.2 provide an example of local trivializing data, namely, after having
chosen a countable open cover U = {Uα}α of M and associated local sections σα of π
over Uα, one has the local trivializing data
(U, εα : = ε ◦ σα,Φαβ : = φP (σα, σβ)) .
Lemma 3.2 is therefore the bridge to understand why Mœrdijk called the division map,
together with the momentum ε, a cocycle.
First of all, I need a technical
Lemma 3.7. Given local trivializing data (U, εα,Φαβ), and two open sets Uα and Uβ
with nontrivial intersection Uα ∩ Uβ , there is an isomorphism between the trivial bundles
(ε∗αUG)Uαβ and (ε∗βUG)Uαβ .
Proof. Consider the following map from (ε∗βUG)Uαβ to (ε∗αUG)Uαβ :
ε∗βUG ∋ (m, g)
ϕαβ
7→ (m,Φαβ(m)g).
One has to prove that i) ϕαβ is well-defined and that it maps really (ε∗βUG)Uαβ onto
(ε∗αUG)Uαβ , that ii) it is fibre-preserving and iii) that it is G-equivariant.
To prove i), recall that the pair (m, g) belongs to (ε∗βUG)Uαβ if and only if
tG(g) = εβ(m);
thus, by Property a) of Definition 3.4, the map φαβ is well-defined, and moreover
tG(Φαβ(m)g) = tG(Φαβ(m)) =
= εα(m),
whence it follows that ϕαβ maps (ε∗βUG)Uαβ onto (ε∗αUG)Uαβ .
The proof of ii) is trivial, hence it remains only to show the G-equivariance. Recalling
the definition of momentum map for trivial bundles, one gets
εε∗αUG (ϕαβ(m, g)) = εε∗αUG ((m,Φαβ(m)g)) =
= sG(Φαβ(m)g) =
= sG(g) =
= εε∗
β
UG (m, g).
Furthermore, recalling the definition of the right G-action on trivial bundles, G-equivariance
follows immediately.
Since fibre-preserving, G-equivariant morphism between principal bundles over the
same base space and with the same structure groupoid are invertible, the claim follows
immediately. 
Lemma 3.7 is the groundstone of the “constructive” definition of principal bundles,
which is the analogon of the local construction of ordinary principal bundles. In fact,
assume one is given local trivializing data (U, εα,Φαβ) over the manifold M with values
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in the Lie groupoid G in the sense of Definition 3.4; then consider the disjoint union of all
trivial bundles ε∗αUG
QU : =
∐
α
ε∗αUG ,
i.e. the set consisting of all 3-tuples of the form
(α,m, g) , α is an index for the open cover U, (m, g) ∈ ε∗αUG .
Introduce then the following equivalence relation on QU:
(3.1) (α,m1, g1) ∼ (β,m2, g2)⇔

Uαβ 6= ∅,
m1 = m2 ∈ Uαβ ,
g1 = Φαβ(m1)g2.
The equivalence relation makes sense in spite of Lemma 3.7: in fact, Relation (3.1) means
simply that, whenever one restricts the disjoint union QU to double intersections of open
sets of the cover U, one has an isomorphism between them. Moreover, that the relation
(3.1) is really an equivalence relation, it follows directly from Definition 3.4.
Consider now the quotient of QU by the equivalence relation (3.1), which I denote by
PU:
(3.2) PU : = QU/ ∼ .
(I use the index U so as to make clear the dependence on the chose cover of M .)
Define now two maps from PU to the manifold of objects XG of G and to M respec-
tively:
(3.3)
{
εU([α,mα, gα]) : = sG(gα),
πU([α,mα, gα]) : = mα,
where I used the notation [α,mα, gα] with square brackets for the equivalence class of the
3-tuple (α,mα, gα) in QU.
First of all, one has to show that both maps are well-defined. In fact, choosing some
other representative [β,mβ , gβ] for the class [α,mα, gα], then one would have obtained,
by the definition of the equivalence relation (3.1):
Uαβ 6= ∅, mα = mβ , gα = Φαβ(mβ)gβ ,
whence it follows immediately that π is well-defined. On the other hand, by its very
definition, εU satisfies
εU([β,mβ , gβ]) = sG(gβ) =
= sG(Φβα(mα)gα) =
= sG(gα) =
= εU([α,mα, gα]) .
Hence, both maps are well-defined. On the other hand, it is clear that πU is surjective:
since U is an open cover of M , for any point m in M one can choose an element α, such
that m ∈ Uα. Then, it is easy to verify that π maps the equivalence class
[α,m, ιG(εα(m))]
onto m.
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Theorem 3.8. Given local trivializing data (U, εα,Φαβ) over the manifold M with values
in the Lie groupoid G in the sense of Definition 3.4, the 4tuple
(PU, πU, εU,M) ,
where the set PU is defined by Equation (3.2) and the maps πU and εU are defined in
Equation (3.3), is a principal bundle over M with structure groupoid G in the sense of
Definition 2.1.
Proof. In order to show that the 4-tuple (PU, πU, εU,M) defines a principal bundle in the
sense of Definition 2.1, one has to show: i) that P is a smooth manifold, ii) that the
projection πU is a surjective, G-invariant submersion and iii) that G operates on PU freely
and transitively on each fibre.
Let me first show i). Since PU is obtained as a quotient of QU, notice first that QU is a
smooth manifold, as it is the disjoint union of smooth manifolds; moreover, the equivalence
relation (3.1), by which one takes the quotient of QU, is defined by means of smooth maps.
Notice also that the natural mapping QU → PU maps any trivial bundle ε∗αUG bijectively
to π−1
U
(Uα): in fact, one can identify both sets via
(3.4) ε∗αUG ∋ (mα, gα) 7→ [α,mα, gα] ∈ π−1U (Uα).
Introduce at this point a differentiable structure on PU by requiring a) the sets π−1U (Uα)
to be open submanifolds of PU and that the maps (3.4) are diffeomorphisms from the
respective trivial bundles ε∗αUG to π−1U (Uα). (Notice that any point p ∈ PU lies in some
set π−1
U
(Uα), since πU is surjective and U is an open cover of M .) Hence, PU receives a
smooth structure, which also makes the projection πU a smooth surjective submersion; in
fact, this last fact follows directly from the equivalence relation (3.1).
It remains only to show that G operates freely and transitively on each fibre via the
momentum εU. Define the right G-action ΨU on PU by
([α,mα, gα]; g)
ΨU7→ [α,mα, gαg], sG(gα) = tG(g).
The action of Gis well-defined, because
[α,mα, gα] = [β,mβ, gβ ]⇔

Uαβ 6= ∅,
mα = mβ,
gα = Φαβ(mα)gβ,
whence it follows
ΨU([β,mβ , gβ ]; g) = [β,mβ , gβg] =
= [α,mα,Φαβ(mα)(gβg)] =
= [α,mα, gαg] =
= ΨU([α,mα, gα], g) .
Now, I want to show that the action ΨU is free and transitive on every fibre. First,
assume that there is an element g of G, such that, for some element [α,mα, gα] of PU, the
identity holds
[α,mα, gα] = [α,mα, gαg]⇒ gα = gαg ⇒ g = ιG(sG(gα)) = ιG([εU([α,mα, gα])) ,
whence it follows that the action is free.
Assume now to have two points of PU, say [α,mα, gα] and [β, m˜β , g˜β], such that
πU([α,mα, gα]) = mα = m˜β = πU([β, m˜β , g˜β ]) .
18 C. A. ROSSI
Hence, Uαβ 6= ∅, and therefore
g˜β = Φβα(mα)g˜α,
for some g˜α such that the pair (mα, g˜α) belongs to ε∗αUG ; it follows
[β, m˜β , g˜β] = [α,mα, g˜α].
Therefore, the element g−1α g˜α (which is well-defined by the properties of both factors) has
the property of relating [α,mα, gα] and [β, m˜β , g˜β ] by right multiplication:
[α,mα, gα]g
−1
α g˜α = [α,mα, gαg
−1
α g˜α] =
= [α,mα, g˜α] =
= [α,mα,Φβα(mα)g˜αg˜α] =
= [β, m˜β , g˜β ].
Notice finally that, by the very definition of smooth structure on PU, it follows that the
momentum εU of the G-action on PU is a smooth map and the right-action map ΨU is also
smooth. 
Corollary 3.9. Given local trivializing data (U, εα,Φαβ) over the manifold M with val-
ues in the Lie groupoid G in the sense of Definition 3.4, the principal bundle PU, whose
existence is guaranteed by Theorem 3.8, has over the open cover U the functions Φαβ as
transition functions.
Proof. By the very definition of smooth structure on PU, the local trivialization ϕα over
the open set Uα takes the form
ε∗αUG ∋ (mα, gα)
ϕ−1α7→ [α,mα, gα] ∈ π
−1
U
(Uα).
Therefore, taking two open setsUα andUβ intersecting nontrivially, one gets, by Lemma 3.2,
the following isomorphism ϕαβ between the restrictions (ε∗αUG)Uαβ and
(
ε∗βUG
)
Uαβ
:
ϕαβ(m, g) =
(
ϕα ◦ ϕ
−1
β
)
(m, g) =
= ϕα([β,m, g]) =
= ϕα ([α,m,Φαβ(m)g]) =
= (m,Φαβ(m)g), (m, g) ∈ ε
∗
βUG .
Hence, the claim follows. 
I have therefore proved the following fact:
There is an equivalence between principal bundles with groupoid structure in
the sense of Definition 2.1, which can be trivialized over the open covering U, and
local trivializing data in the sense of Definition 3.4 w.r.t. open covering U.
3.3. Examples of principal bundles with groupoid structure. In this subsection I want
to discuss some examples of principal bundles with groupoid structure, for particular Lie
groupoids. Let me start with the easiest example of transitive Lie groupoid, namely the
product groupoid of a manifold X .
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3.3.1. Principal bundles with the product groupoid X × X of X as groupoid structure.
The product groupoid X ×X associated to a smooth manifold X is defined as follows:
i) The product manifold X ×X is the manifold of arrows of the product groupoid;
ii) the manifold X is the manifold of objects of the product groupoid;
iii) the source map, resp. the target map, is defined as projection pr1 onto the second
factor, resp. pr2 onto the first factor; the identity map is the diagonal map ∆X ;
iv) the product is simply defined as
(x, y)(y, z) : = (x, z).
It is easy to prove that X × X is a Lie groupoid. I want now to describe precisely local
trivializing data onM with values inX×X . Following Definition 3.4, one needs i) an open
coverU ofM , ii) smooth maps εα : Uα → X and iii) smooth mapsΦαβ : Uαβ → X×X ,
for any nonempty intersection of any two open sets in U, satisfying additional identities,
when composed with source and target map, and cocycle identities. The identities relating
the “cocycles” Φαβ to the maps εα imply that there is only one possible cocycle, for any
pair of open sets Uα and Uβ , intersecting nontrivially: namely, such a map Φαβ takes the
form
Φαβ(m) =
(
Φ1αβ(m),Φ
2
αβ(m)
)
;
recalling the definition of source and target map for the product groupoid, it follows im-
mediately:
Φ1αβ = pr1 ◦Φαβ = εα,
and similarly
Φ2αβ = εβ .
It follows immediately that the maps Φαβ = (εα, εβ) satisfy the cocycle condition.
The trivial bundle associated to εα takes the form
ε∗αUX×X = {(m, (x, y)) ∈ Uα ×X ×X : εα(m) = x}
∼=
∼= Uα ×X.
The isomorphismsϕαβ take the form, using the above natural isomorphism between ε∗αUX×X
and the product manifold Uα ×X , for any index α:
Uαβ ×X ∋ (m,x) 7→ (m, (εβ(m), x))
ϕαβ
7→
ϕαβ
7→ (m, (εα(m), x)) 7→
7→ (m,x),
hence, one identifies in an obvious way the trivial bundles restricted to the intersections.
Thus, the equivalence relation (3.1) is the trivial relation, induced by the identity; therefore,
the principal bundle PU equals the disjoint union QU, which turns out to be simply
QU =
∐
α
(Uα ×X) =M ×X,
since U is an open cover of M .
Thus, for any open covering U of M , there is only one principal bundle
over M with structure groupoid the product groupoid X × X , namely (M ×
X, pr1, pr2,M).
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3.3.2. Principal bundles with a Lie group G as structure groupoid. It is already known
that any Lie group G can be made to a Lie groupoid, by putting G itself as the manifold
of arrows and a point ∗ as the manifold of objects; the source map, the target map and the
identity map are defined respectively in a trivial way by putting
sG(g) = tG(g) = ∗, ∀g ∈ G; ιG(∗) = e,
whereas the product is the usual product in G.
I want now to describe explicitly local trivializing data overM with values in G, viewed
as a Lie groupoid. First of all, one needs, by Definition 3.4, an open cover U of M and
maps εα from Uα to the manifold of objects of G; since this is simply a point, then all
εα map the respective open set Uα onto the point ∗, and, as it was already remarked in
Example 2.8 in Subsection 2.1, the trivial bundles ε∗αUG take the form Uα × G, which is
the trivial bundle with structure group G over Uα. Consider now the cocycles Φαβ ; they
take their values in G, and satisfy additional identities relating them to the maps εα, which
are all equal, contracting the open sets to the point ∗. Therefore, the identities relating the
cocycles to the maps εα reduce simply to the equation
Φαα = e.
The cocycle condition becomes
Φαβ(m)Φβγ(m) = Φαγ(m) ∈ G, ∀m ∈ Uαβγ 6= ∅,
which is the ordinary cocycle condition for ˇCech cochains on M w.r.t. the open cover U
with values in G.
Therefore, the principal bundle over M with structure groupoid G associated to the
local trivializing data (U, εα,Φαβ) takes the form
PU =
∐
α
(Uα ×G)/ ∼,
where the equivalence relation ∼ is simply
Uαβ ×G ∋ (α,mα, gα) ∼ (β,mβ , gβ) ∈ Uαβ ×G⇔

Uαβ 6= ∅,
mα = mβ ,
gα = Φαβ(mα)gβ .
Hence, by the theory of ordinary principal bundles, it follows
Principal bundles over M with groupoid structure G, for G a Lie group, triv-
ialized over the open covering U, are ordinary principal bundles over M with
structure group G, trivialized over the same open covering.
3.3.3. Principal bundles with the action groupoid G ⋉ X as structure groupoid. Now
comes a more interesting example of Lie groupoid, namely the action groupoid associated
to a Lie group G and a manifold X , on which G acts from the left; let me recall briefly its
definition. The action groupoidG⋉X associated to G and X is completely defined by the
following requirements:
i) the product manifold G×X is the manifold of arrows;
ii) the manifold X is the manifold of objects;
iii) source map, target map and identity map are defined respectively via
sG⋉X(g, x) : = x, tG⋉X(g, x) : = gx, ιG⋉X(x) : = (e, x);
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iv) the product is defined via
(g1, g2x)(g2, x) : = (g1g2, x), x ∈ X, g1, g2 ∈ G.
Now consider local trivializing data (U, εα,Φαβ) over M with values in G ⋉ X . First
of all, there is a family of maps εα from the open set Uα of the cover U to X , and ˇCech
cochains Φαβ over nontrivial intersections Uαβ of any two open sets Uα and Uβ . Notice
first that every cochain Φαβ can be written as
Φαβ(m) = (Φ
G
αβ(m),Φ
X
αβ(m)),
where
ΦGαβ : Uαβ → G, Φ
X
αβ : Uαβ → X.
It follows from Condition a) of Definition 3.4 that
sG⋉X ◦ Φαβ = Φ
X
αβ = εβ, tG⋉X ◦ Φαβ = Φαβεβ = εα.
Hence, Condition a) of Definition 3.4 establishes a relationship between the maps εα and
the G-component of the cochains Φαβ :
(3.5) εα(m) = ΦGαβ(m)εβ(m), ∀m ∈ Uαβ 6= ∅.
Examine now the cocycle condition for the cochains Φαβ : take any three open subsets
Uα, Uβ and Uγ of the cover U, such that their triple intersection Uαβγ is nontrivial, then:
Φαγ(m) = Φαβ(m)Φβγ(m)⇐⇒
⇐⇒
(
ΦGαγ(m), εγ(m)
)
=
(
ΦGαβ(m),Φ
G
βγ(m)εγ(m)
) (
ΦGβγ(m), εγ(m)
)
, m ∈ Uαβγ ,
whence the cocycle condition for the G-valued cochains ΦGαβ :
(3.6) ΦGαγ(m) = ΦGαβ(m)ΦGβγ(m), ∀m ∈ Uαβγ .
Let me describe now the trivial bundle ε∗αUG⋉X : by definition, a pair
(m, (g, x)), m ∈ Uα, (g, x) ∈ G⋉M,
belongs to the trivial bundle ε∗αUG⋉X if and only if
εα(m) = gx⇒ x = g
−1εα(m).
Hence, the trivial bundle ε∗αUG⋉X can be diffeomorphically identified with the trivial G-
bundle Uα ×G via the map
ε∗αUG⋉X ∋ (m, (g, g
−1εα(m)))
θα7→ (m, g) ∈ Uα ×G,
with inverse given by
Uα ×G ∋ (m, g)
θ−1α7→ (m, (g, g−1εα(m))) ∈ ε
∗
αUG⋉X .
Furthermore, the isomorphisms ϕαβ , induced by the cocycles Φαβ , between the restric-
tions of the trivial bundles to the (nontrivial) intersections of the open sets they are defined
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over take the following form, when identifying the trivial bundles ε∗αUG⋉X with the trivial
G-bundles Uα ×G:
Uαβ ×G ∋ (m, g)
θ−1
β
7→ (m, (g, g−1εβ(m))) ∈
(
ε∗βUG⋉X
) ϕαβ
7→
7→
(
m,Φαβ(m)
(
(g, g−1εβ(m)
))
=
=
(
m,
(
ΦGαβ(m), εβ(m)
)(
(g, g−1εβ(m)
))
=
=
(
m,
(
ΦGαβ(m)g, g
−1Φβα(m)εα(m)
))
=
=
(
m,
(
ΦGαβ(m)g,
(
ΦGαβ(m)g
)−1
εα(m)
))
θα7→
7→
(
m,ΦGαβ(m)g
)
∈ Uαβ ×G;
notice that I made use of Equation (3.5).
Hence, the isomorphisms ϕαβ reduce to the isomorphisms between trivial G-
bundles induced by the G-valued cocycles ΦGαβ , and thus they give rise to a prin-
cipal G-bundle PG
U
over M .
Since the manifold X is acted on from the left by G, one can form the associated fibre-
bundle PG
U
×G X with typical fibre X , and Equation (3.5) implies that the functions εα
glue together to form a global section of PG
U
×G X . To prove this, recall the construction
of associated bundles: given a principal G-bundle P over M and a manifold X , acted on
from the left by G, one can form the quotient space of the product manifold P ×X by the
right G-action
((p, x), g) 7→ (pg, g−1x);
the projection πX is given by
πX([p, x]) : = π(p),
π being the projection of P onto M . Given trivializations ϕα over open subsets Uα, be-
longing to some open cover U of M , trivializations φXα of the associated bundle PGU ×GX
are then
π−1X (Uα) ∋ [p, x]
ϕXα7→ (π(p), (prG ◦ϕα) (p)x) ∈ Uα ×X,
where prG denotes the projection from Uα ×G onto G; it is not difficult to verify that the
map is well-defined and that it is invertible, with inverse explicitly given by
Uα ×X ∋ (m,x) 7→ [ϕ
−1
α (m, e), x] ∈ π
−1
X (Uα).
It is also easy to verify that the transition maps w.r.t. the above trivializations are simply
given by
Uαβ ×X ∋ (m,x)
ϕαβ
7→ (m,Φαβ(m)x) ∈ Uαβ ×X,
Φαβ being the transition functions of the bundle P associated to the trivializations ϕα.
Given now a section η of the associated bundle PG
U
×GX , since πX ◦η = idM , consider
the composite map
ηα : = ϕ
X
α ◦ η : Uα → π
−1
X (Uα)→ Uα ×X,
which takes the form
ηα(m) = (m, εα(m)),
for εα a smooth map from Uα to the fibre X . Now, since
ϕXα = ϕ
X
α ◦
(
ϕXβ
)−1
◦ ϕXβ
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on the intersection Uαβ , it follows
ηα = ϕ
X
α ◦ η =
=
(
ϕXα ◦
(
ϕXβ
)−1)
◦ ϕXβ ◦ η =
= ϕXαβ ◦ ηβ ,
and the last identity takes the form
εα(m) = Φαβ(m)εβ(m), ∀m ∈ Uαβ ,
which is exactly Equation (3.5).
On the other hand, given a principal G-bundle P with trivializations ϕα over an open
cover U, a family of functions εα associated to U, with a behaviour as in Equation (3.5),
gives rise to a global section η in the following way: any point m in M belongs to some
Uα, because U is an open cover of M , then
η(m) : =
[
ϕ−1α (m, e), εα(m)
]
∈ π−1X (Uα).
The section is well-defined, because, picking up another trivialization ϕβ and function εβ ,
then [
ϕ−1β (m, e), εβ(m)
]
=
[
ϕ−1α (m,Φαβ(m)), εβ(m)
]
=
=
[
ϕ−1α (m, e),Φαβ(m)εβ(m)
]
=
=
[
ϕ−1α (m, e), εα(m)
]
, ∀m ∈ Uαβ .
Thus, I have proved the following important fact:
A principal bundle P over a manifold M with structure groupoid the action
groupoid G ⋉X , for a Lie group G and a manifold X acted on from the left by
G, trivializable over the open covering U, is equivalent to a principal G-bundle P̂
over M , trivializable over the same covering, and a global section η of the associ-
ated bundle P̂ ×G X; such a bundle I will call an X-pointed principal G-bundle
over M .
Let me consider some particular examples. Consider an m-dimensional manifold M ,
and consider the obvious representation of G = GL(m), the general linear group of Rm,
on Rm; this induces in turn representations on the dual of Rm, on tensor powers of Rm
and/or its dual, on exterior powers of Rm and/or its dual, etc. . . Then, it is easy to verify
the following equivalences:
i) X = Rm; then, the choice of a global vector field on M corresponds to a prin-
cipal G ⋉X-bundle over M . So, in particular, paracompact manifolds admit al-
ways such bundles. Specifically, the principal GL(m)-bundle is the frame bundle
GL(M) of M and the associated bundle is TM , the tangent bundle of M .
ii) X = ∧m(Rm)∗; then, the choice of an orientation of M corresponds to a prin-
cipal G ⋉ X-bundle over M . This causes, by classical arguments, a reduction
of the structure group GL(m) to SL(m), and the principal bundle in question
corresponds to the bundle of oriented frames SL(M) over M , and the associated
bundle is the line bundle
∧m T∗M .
iii) X = Sym2>0(m), the space of positive-definite, symmetric bilinear forms on Rm;
then, the choice of a Riemannian structure onM corresponds to a principalG⋉X-
bundle over M . Again, paracompact bundles admit always such bundles. Again
by classical results, the principal bundle in question is a GL(m)-bundle, which
admits a reduction to the orthonormal group O(m); thus, the bundle is simply
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O(M), the bundle of orthonormal frames over M , and the associated bundle is a
subbundle of
⊗2T∗M .
From the previous examples, one sees that in fact principal bundles over action groupoids
encode many informations about the geometry of the base manifold.
3.3.4. Some explicit constructions of principal bundles with structure groupoid G(P ). Re-
call first the main features of the gauge groupoid G(P ) associated to an ordinary principal
G-bundle P pi→ X , for a smooth manifold X and for a Lie group G (notice that the defini-
tion of gauge groupoid makes also sense for a principal bundle with structure groupoid:
i) The manifold of arrows of G(P ) is set to be the quotient manifold of the product
P × P w.r.t. the diagonal action of G.
ii) The manifold of objects of G(P ) is set to be the base manifold X of the bundle P .
iii) The source map, resp. the target map, of G(P ) is set to be
sG(P )([p1, p2]) : = π(p2), resp. tG(P )([p1, p2]) : = π(p1),
where π denotes the projection of the bundle P . Notice that, by their very con-
struction, both maps are well-defined; moreover, since π is a surjective submer-
sion, both maps sG(P ) and tG(P ) are also surjective submersions.
For the construction of the unit map of G(P ), consider an open cover U of X ,
such that P is trivializable over any open set of U; thus, smooth sections σα of P
over any open set Uα can be constructed, and one can set
ιG(P )(x) : = [σα(x), σα(x)] , x ∈ Uα.
It is not difficult to verify that the unit map is well-defined, i.e. it does not depend
on the choice of the section.
iv) The product in G(P ) is constructed by means of the division map of P as follows:
consider two composable elements of G(P ), say [p1, p2] and [q1, q2], in the sense
that
sG(P )([p1, p2]) = π(p2) = π(q1) = tG(P )([q1, q2]) .
Hence, by the very definition of the division map, it follows:
p2 = q1φP (q1, p2), or q1 = p2φP (p2, q1).
Thus, it makes sense to set
[p1, p2] [q1, q2] : = [p1φP (p2, q1), q2] .
It is not difficult to verify that the 5-tuple
(
G(P ), X, sG(P ), tG(P ), ιG(P )
)
defines a Lie
groupoid, which is called the gauge groupoid of the principal bundle P .
Before going into the details of the construction of principal bundles with groupoid
structure G(P ), notice that the manifold of arrows of G(P ), endowed with the natural pro-
jection tG(P ) onto X , may be given another interpretation in terms of associated bundles.
In fact, observe first that the total space P of the (ordinary) principal G-bundle may be
viewed as a left G-space, where G acts smoothly; namely, set the left G-action to be
(g, p) 7→ ρLP (g)p : = pg
−1.
Hence, one can consider the product manifold P × P with the following right G-action:
((p1, p2), g) 7→
(
p1g, g
−1p2
)
= (p1g, p2g) .
Taking the quotient of P × P by the diagonal action of G and considering the map from
the quotient space to X given by
[p1, p2] 7→ π(p1)
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shows that the manifold of arrows of the gauge groupoid is the total space of the associated
bundle P ×GP , defined by consideringP as a leftG-space as pointed out above; the target
map is then simply the projection from the total space onto the base space X .
For later purposes, let me compute the transition functions of the associated bundle
P ×G P ; thus, consider an open trivializing cover U of P , with trivializations ϕPα and
associated transition functions ΦPαβ . In order to avoid cumbersome notations, denote the
transition maps of P ×G P associated to the transition maps ΦPαβ , resp. the trivializations
of P ×G P associated to the trivializations ϕPα , by Φ
G(P )
αβ , resp. by ϕ
G(P )
α ; it is well-known
that both transitions maps are related to each other by the formula
Φ
G(P )
αβ = ρ
L
P
(
ΦPαβ
)
,
whence it follows that the composite maps ϕG(P )α ◦
(
ϕ
G(P )
β
)−1
take the explicit form
Uαβ × P ∋ (x, p)
ϕG(P )α ◦
(
ϕ
G(P )
β
)
−1
7−→
(
x, ρLP
(
ΦPαβ
)
(p)
)
: =
(
x, pΦPβα(x)
)
.
Last, recall ([1] for details) that the set Γ(X,P ×G P ) of sections of the associated bundle
P ×G P is in one-to-one correspondence with the set C∞(P, P )G of G-equivariant maps
from P to P , where the G-equivariance has to be w.r.t. the right G-action of G on P and
the left action ρLP ; this is equivalent to the following requirement
∀τ ∈ C∞(P, P )G, ∀p ∈ P, ∀g ∈ G, τ(pg) = ρLP
(
g−1
)
τ(p) = τ(p)g.
Moreover, observe that the composite map π ◦ τ from P to X is G-invariant and is obvi-
ously smooth.
Translating this in the language of groupoids, the set Γ(X,P ×G P ) is in one-to-one
correspondence with the bisections of the gauge groupoid G(P ).
Two principal bundles over X .
I construct in the following two principal bundles overX with structure groupoidG(P ),
associated to a particular choice for the local momenta εα. Consider an open cover U of
X , in such a way that the G-bundle P is locally trivializable over any open set Uα in the
cover U. I borrow the notations for trivializations and transition maps of P w.r.t. open
cover U from above; notice that the (local) section of P canonically associated to ϕPα will
be denoted by σPα . Since I make an extensive use of the division map, it is better to write
the explicit relationship between the local sections σPα and transition maps ΦPαβ :
ΦPαβ(x) = φP
(
σPα (x), σ
P
β (x)
)
, x ∈ Uαβ .
A natural choice for the local momenta εα is simply:
εα : = ια : Uα →֒ X,
i.e. the natural inclusions of the open sets Uα into X .
Consider a general cocycle Φαβ with values in G(P ), associated to the local momenta
εα. First of all, any component of the cocycle is a smooth map from Uαβ ⊂ X to the total
space of the associated bundle P ×G P ; moreover, it has to satisfy
tG(P ) ◦ Φαβ = ια = id,
whence it follows that Φαβ represents a smooth section of P ×G P over Uαβ . By the
arguments at the beginning of this subsection, Φαβ is determined by a G-equivariant map
ταβ from P , restricted to Uαβ , to P . Moreover, since
sG(P ) ◦ Φαβ = id,
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it follows that ταβ preserves the fibres of P , hence it is a smooth G-equivariant map from
P restricted to Uαβ to itself, which is moreover known to be invertible.
Hence, a general cocycle Φαβ takes the form
Φαβ(x) =
[
σPα (x), τβα
(
σPα (x)
)]
,
where τβα lies in the gauge group of P restricted to Uαβ .
Now let me check the cocycle condition:
Φαβ(x)Φβγ(x) =
[
σPα (x), τβα
(
σPα (x)
)] [
σPβ (x), τγβ
(
σPβ (x)
)]
=
=
[
σPα (x)φP
(
τβα
(
σPα (x)
)
, σPβ (x)
)
, τγβ
(
σPβ (x)
)]
=
=
[
σPα (x), τγβ
(
σPβ (x)
)
φP
(
σPβ (x), τβα
(
σPα (x)
))]
=
=
[
σPα (x), τγβ
(
τβα
(
σPα (x)
))] !
=
!
=
[
σPα (x), τγα
(
σPα (x)
)]
.
Hence, it follows that the local gauge transformations ταβ satisfy the cocycle condition
τγβ ◦ τβα = τγα.
Since gauge transformations onP are in bijective correspondence with smoothG-equivariant
maps from P to G (G viewed as a G-space via conjugation), one has G-equivariant maps
Φταβ from P restricted to Uαβ to G, which satisfy the cocycle condition
Φταγ(p) = Φ
τ
βγ(p)Φ
τ
αβ(p), ∀p ∈ P |Uαβγ .
There are many possible candidates: consider e.g. the two following cocycles:
i)
(3.7) τβα(p) : =
((
ϕPβ
)−1
◦ ϕPα
)
(p), ∀p ∈ P |Uαβ ,
or
ii)
(3.8) ταβ(p) = τ(p), ∀α, β, ∀p ∈ P.
Notice that the second case corresponds to a global gauge transformation, i.e. aG-equivariant
morphism from the bundle P to itself. In general, observe that the trivial bundles ε∗αUG(P )
may be identified with the product manifolds Uα × P . Namely, by its very definition, a
general element of ε∗αUG(P ) takes the form
(x; [p1, p2]) , Uα ∋ x = π(p1),
whence
p1 = σα(x)φP (σα(x), p1)⇒ (x; [p1, p2]) = (x; [σα(x), p2φP (p1, σα(x))]) .
Therefore, it makes sense to define the (smooth) map from the trivial bundle ε∗αUG(P ) to
Uα × P :
(3.9) ε∗αUG(P ) ∋ (x; [p1, p2]) 7→ (x, p2φP (p1, σα(x))) ∈ Uα × P,
which is invertible, with (smooth) inverse given by
Uα × P ∋ (x, p) 7→ (x; [σα(x), p]) .
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Consider now any two open subsets Uα and Uβ with nontrivial intersection Uαβ; the dif-
feomorphism ϕαβ , induced by a general cocycle Φταβ , takes the following form on the
trivial G-bundle Uaβ × P :
Uαβ × P ∋ (x, p) 7→ (x, [σβ(x), p]) 7→
7→ (x,Φαβ(x)[σβ(x), p]) =
= (x, [σα(x), τβα(σα(x))] [σβ(x), p]) =
= (x,
[
σα(x), σα(x)Φ
τ
αβ(σα(x))
]
[σβ(x), p]) =
= (x,
[
σα(x)φP
(
σα(x)Φ
τ
αβ(σα(x)), σβ(x)
)
, p
]
) =
= (x,
[
σα(x), pφP
(
σβ(x), σα(x)Φ
τ
αβ(σα(x))
)]
) =
= (x,
[
σα(x), pΦ
P
βα(x)Φ
τ
αβ(σα(x))
]
) 7→
7→
(
x, pΦPβα(x)Φ
τ
αβ(σα(x))
)
∈ Uαβ × P,
It is not difficult to verify that the maps
Uαβ ∋ x 7→ Φ
P,τ
αβ (x) : =
(
ΦPβα(x)Φ
τ
αβ(σα(x))
)−1
∈ G
satisfy the cocycle identity, hence they define a smooth (ordinary) principal G-bundle over
X , which I denote by Pτ (so as to make explicit the dependence on P (through the tran-
sition maps ΦPαβ and the family of gauge transformations τβα), by the usual gluing pro-
cedure, and hence the total space of the principal G(P )-bundle may be identified with the
associated bundle Pτ ×G P ; the (right) momentum of the principal G(P )-bundle Pτ ×G P
is simply
[pτ , p] 7→ π(p) ∈ X,
and the right G(P )-action on Pτ ×G P takes the explicit form
Pτ ×G P ∋ [pτ , p], [p1, p2] ∈ G(P ), π(p) = π(p1) 7→ [pτ , p2φP (p1, p)] .
The preceding formula may be checked directly by twisting the action of G(P ) on the
trivial bundles ε∗αUG(P ) by the diffeomorphisms (3.9).
If one considers now e.g. the cocycle (3.7), one sees that any Φταβ ◦ σα equals ΦPαβ ,
hence the cocycle ΦP,ταβ reduces to the identity element e of G, independently from the
choice of indices α, β. The bundle Pτ is thus simply the trivial principalG-bundle X×G,
and accordingly the associated principal G(P )-bundle Pτ ×G P is given by the 4-tuple
(X × P, pr1, π ◦ pr2, X). Consider now the cocycle (3.8) for τ = idP , then it follows
easily
ΦP,ταβ = Φ
P
αβ ,
whence it follows that Pτ = P , and it is immediate to verify that the associated principal
G(P )-bundle is simply P ×G P , which, by previous arguments, equals the unit bundle
UG(P ) itself. For a general global gauge transformation τ (which obviously induces a
family of local gauge transformations obeying the cocycle condition), one gets a bundle
Pτ in the same isomorphism class of P , hence, the G(P )-principal bundle may be also
canonically identified with the unit bundle UG(P ).
Two principal bundles over P .
Consider the base manifold of the G(P )-bundle to be M = P , the total space of the
principal bundle defining the gauge groupoid G(P ). Consider an open cover U of X , the
base space of P , which is assumed for simplicity to be a trivializing cover; I borrow the
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notations for trivializations, transition maps and sections of P w.r.t. U from the preceding
paragraph. Then, take the open cover of P with elements given by
Vα : = π
−1(Uα) .
It makes thus sense to consider the local momenta εα
εα : Vα → X,
p 7→ π(p) ∈ Uα ∀α.
Therefore, with this choice of cover and local momenta, a cocycleΦαβ on P with values in
G(P ) is is represented by maps from any nontrivial intersection Vαβ (which is contained in
the restriction to Uαβ of P ) to the total space of the associated bundle P ×G P , satisfying
tG(P ) ◦ Φαβ = π, sG(P ) ◦ Φαβ = π.
Notice that any representative of a general cocycle Φαβ may be viewed as a local section
over Vαβ of the pull-back w.r.t. tG(P ) of the associated bundle P ×G P over X .
Therefore, a natural choice for a local section of t∗G(P )(P ×G P ) over Vαβ would be the
section induced by the cocycle represented by
(3.10) Vαβ ∋ p 7→ ΦXαβ(π(p)) ∈ P ×G P,
where ΦXαβ is a general cocycle for G(P ) over X . In the preceding paragraph, given a
trivialization of P over X , the general shape of such cocycles was computed:
ΦXαβ(x) =
[
σPα (x), τβα
(
σPα (x)
)]
,
for a family of local gauge transformations satisfying the cocycle relation
τβγ ◦ ταβ = ταγ .
As in the preceding paragraph, it is better to work with G-equivariant maps Φτβα with
values in G canonically associated to the gauge transformations ταβ ; as seen before, these
also satisfy some cocycle condition. Consider now e.g. the two cocycles (3.7) and (3.8) of
the preceding paragraph, the induced cocycles (3.10) take the respective shapes:
ΦXαβ(π(p)) = [σα(π(p)), σβ(π(p))] =
[
σα(π(p)), σα(π(p))Φ
P
αβ(π(p))
]
, p ∈ Vαβ ,
(3.11)
ΦXαβ(π(p)) = [σα(π(p)), σα(π(p))] = ιG(P )(π(p)), p ∈ Vαβ .
(3.12)
Keeping these results in mind, one finds the following expression for a possible cocycle on
P with values in G(P ):
Vαβ ∋ p 7→
[
σPα (π(p)), σ
P
α (π(p))Φ
τ
αβ(σ
P
α (π(p)))
]
.
Notice, additionally, that there are also diffeomorphisms between the trivial bundles ε∗αUG(P )
and Vα × P : namely, a general element of a trivial bundle takes the explicit form
ε∗αUG(P ) ∋ (p; [p1, p2]) , π(p) = π(p1)⇒ p1 = pφP (p, p1), whence
⇒ (p; [p, p2φP (p1, p)])
ξα
7→ (p, p2φP (p1, p)) ∈ Vα × P,
its inverse being simply
Vα × P ∋ (p, q)
ξ−1α7→ (p; [p, q]) ∈ ε∗αUG(P ).
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With this identification, let me compute the transition maps between the ordinary trivial
bundles Vαβ × P associated to the cocycle Φαβ as above:
Vαβ × P ∋ (p, q)
ξβ
7→ (p; [p, q]) ∈ ε∗βUG(P ) 7→
7→ (p; Φαβ(p) [p, q]) =
=
(
p;
[
σPα (π(p)), σ
P
α (π(p))Φ
τ
αβ(σα(π(p)))
]
[p, q]
)
=
=
(
p;
[
σα(π(p))φP
(
σPα (π(p))Φ
τ
αβ(σα(π(p))), p
)
, q
])
=
=
(
p;
[
σα(π(p)), qφP
(
p, σPα (π(p)))
)
Φταβ(σα(π(p)))
])
=
=
(
p;
[
p, qφP
(
p, σPα (π(p))
)
Φταβ(σα(π(p)))φP (σα(π(p)), p)
])
=
=
(
p;
[
p, qΦταβ(p)
]) ξ−1α7→
7→
(
p, qΦταβ(p)
)
=
=
(
p, ρLP
(
Φταβ(p)
−1
)
q
)
∈ Vαβ × P.
By the previous arguments, it follows easily that the maps
Vαβ ∋ p 7→ Φ
τ
αβ(p)
−1 ∈ G,
define a cocycle in G over P w.r.t. the open cover V.
Thus, by the usual gluing procedure, a smooth principal bundle Pτ over P arises, and
consequently the principal G(P )-bundle over P defined by the family of gauge transfor-
mations ταβ is simply the associated bundle Pτ ×G P , with momentum map given by
[pτ , p] 7→ π(p),
and right G(P )-action given by
Pτ ×G P ∋ [pτ , p], [p1, p2] ∈ G(P ), π(p) = π(p1)⇒
[pτ , p][p1, p2] : = [pτ , p2φP (p1, p)] ∈ Pτ ×G P.
In particular, consider the cocycle (3.11); then, the transition maps of the bundle Pτ are
simply the pull-backs of the transition maps of the bundle P , meaning that Pτ is in this
case the tautological bundle π∗P over P , and therefore the associated bundle Pτ ×G P is
simply the pull-back of P ×G P w.r.t. π and the principal G(P )-bundle is the pull-back of
the unit bundle w.r.t. the target map of G(P ) itself.
On the other hand, consider the cocycle (3.12); then one sees immediately that the
transition maps of the bundle Pτ equal the identity maps, therefore the principal G(P )-
bundle specified by is in this case is given by the 4-tuple (P × P, pr1, π ◦ pr2, P ), with
right G(P )-action given by
P × P ∋ (p1, p2), [p˜1, p˜2] ∈ G(P ), π(p2) = π(p˜1) 7→
7→ (p1, p2) [p˜1, p˜2] : = (p1, p˜2φP (p˜1, p2)) .
3.4. Morphisms of principal bundles. In this subsection I discuss morphisms of princi-
pal bundles over the same base manifold M and with the same structure groupoid from
a local point of view; in fact, the global point of view was already discussed extensively
in [18], constructing a generalization of gauge transformations. I borrow the main nota-
tions and definitions from [18]: so, given two principal bundles P and Q over M with
structure groupoid G, a morphism Σ between them is a (right) G-equivariant map, preserv-
ing projections and momenta.
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I consider an explicit morphism Σ from P to Q; in [18], it was shown that Σ is au-
tomatically invertible by a global argument, and I denote by KΣ the unique map from
P ⊙ Q to G, equivariant with respect to right G2-action on the fibred product P ⊙ Q and
the (right) generalized conjugation on G; see [18] for a complete description of such maps,
called generalized gauge transformations, and their relationship with (iso)morphisms be-
tween principal bundles over the same base space and with the same structure groupoid.
Consider an open covering U of M , such that there are sections σ1α, resp. σ2α, of P , resp.
Q, over Uα; as usual, denote by ε1α, resp. ε2α, the local momenta ε1 ◦ σ1α, resp. ε2 ◦ σ2α,
and by Φ1αβ , resp. Φ2αβ , the transition functions w.r.t. the trivializations of P w.r.t. the local
sections σ1α, resp. of Q w.r.t. the local sections σ2α. Define the following maps
Σα : Uα → G,
x 7→ KΣ
(
σ1α(x), σ
2
α(x)
)
,
where KΣ is the generalized gauge transformation associated to Σ.
Proposition 3.10. The local maps Σα enjoy the following properties:
i) (Compatibility with local momenta)
tG ◦Σα = ε
2
α, sG ◦ Σα = ε
1
α.
ii) (Coboundary relation)
Σβ(x) = Φ
2
βα(x)Σα(x)Φ
1
αβ(x), ∀x ∈ Uαβ ,
provided Uα and Uβ intersect nontrivially.
Proof. I refer to [18] for the properties of generalized gauge transformations. Then, the
compatibility with local momenta follows and the coboundary relation follow immediately
from the (global) compatibility of generalized gauge transformations with (global) mo-
menta and from the G2-equivariance of generalized gauge transformations, recalling that
σ1β(x) = σ
1
α(x)Φ
1
αβ(x), σ
2
β(x) = σ
2
α(x)Φ
2
αβ(x), ∀x ∈ Uαβ.

The very definition of Σα implies that
Σα = (ϕ
2
α)
−1 ◦ Σ ◦ ϕ1α,
where ϕ1α, resp. ϕ2α, is the trivialization of P w.r.t. the local section σ1α, resp. of Q w.r.t.
the local section σ2α.
More abstractly, it makes sense to introduce the following
Definition 3.11. Let
(
U, ε1α,Φ
1
αβ
)
, resp.
(
U, ε2α,Φ
2
αβ
)
be two local trivializing data over
M with values in the groupoid G, with the same open covering U.
A local morphism Σ from
(
U, ε1α,Φ
1
αβ
)
to
(
U, ε2α,Φ
2
αβ
)
is a family of maps Σα from
Uα to G, such that the following requirements hold:
a) Σα puts the local moments ε1α and ε2α in relationship as follows:
tG ◦Σα = ε
2
α, sG ◦ Σα = ε
1
α.
b) For any two nontrivially intersecting open sets Uα and Uβ , the nonabelian ˇCech
cocycles Φ1αβ and Φ2αβ are cohomologous w.r.t. Σ:
Σβ(x) = Φ
2
βα(x)Σα(x)Φ
1
αβ(x), ∀x ∈ Uαβ .
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By the previous computations, and since by Theorem 3.8 the local trivializing data(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
give rise to principal G-bundles P = PU and Q = QU
respectively, it is natural to argue that the the morphism Σ should give rise to a morphism
from P to Q, which I denote also by Σ, as follows by
Theorem 3.12. Given two local trivializing data over M with values in the groupoid G(
U, ε1α,Φ
1
αβ
)
, resp.
(
U, ε2α,Φ
2
αβ
)
, with the same open covering U, and a morphism Σ
between them in the sense of Definition 3.11, there is a morphism Σ from P to Q, the
principal G-bundles associated to
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
respectively.
Proof. Recall the construction of P , resp. Q, from the proof of Theorem 3.8:
P =
∐
α
ε1∗α UG/ ∼, Q =
∐
α
ε2∗α UG/ ∼,
where the equivalence relation is induced by Φ1αβ , resp. Φ2αβ . Given a family Σα, define
the morphism Σ by the following rule:
Σ([α, x, g]) : = [α, x,Σα(x)g] , x ∈ Uα, g ∈ G, ε
1
α(x) = tG(g),
where the right-hand side of the previous equation has to be understood in Q.
First of all, one has to check that Σ is well-defined, i.e. that it does not depend on
the choice of the representatives and that, for (α, x, g) in ε1∗α UG , the triple (α, x,Σα(x)g)
(which is well-defined since sG ◦ Σα = ε1α) belongs to ε2∗α UG . The second statement
follows immediately from the relation tG ◦ Σα = ε2α. As for the first statement, let
[α, x, g] = [β, y, g1];
then x = y in Uαβ and g1 = Φ1βα(x)g , whence it follows
[β, y,Σβ(y)g1] =
[
β, x,Σβ(x)Φ
1
βα(x)g
]
=
=
[
β, x,Φ2βα(x)Σα(x)g
]
=
= [α, x,Σα(x)g] .
That Σ preserves projections and momenta and is G-equivariant, it follows immediately by
the definition of the projections, momenta and right G-actions for P and Q. 
Therefore, the combined results of previous computations and Theorem 3.12 can be
resumed as follows:
There is an equivalence between morphisms of principal bundles over the same
base space M and with the same structure groupoid G in the sense of [15], [18],
trivializable over the same open covering U, and local morphisms between local
trivializing data over the same manifold M with values in the groupoid G in the
sense of Definition 3.11.
3.4.1. Examples of morphisms of principal bundles.
Principal bundles with a Lie group G as structure groupoid. Given a Lie group G,
viewed as a (trivial )Lie groupoid over a point {∗} and a manifold M , it was proved in
Subsubsection 3.3.2 that a principal bundle P with structure groupoid G over M is the
same as a principal bundle with structure group G over M . Now, let me consider local
trivializing data
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
overM with values in G; then, clearly all
local momenta ε1α and ε2α are trivial. Consider now a local morphismΣ from
(
U, ε1α,Φ
1
αβ
)
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to
(
U, ε2α,Φ
2
αβ
)
in the sense of Definition 3.11; the compatibility between the maps Σα
and the local momenta are hollow, since the local momenta and the target and source map
of G are trivial. It remains to check the significance of the nonabelian cohomological
condition, namely:
Σβ(x) = Φ
2
βα(x)Σα(x)Φ
2
αβ(x), ∀x ∈ Uαβ .
By classical arguments of the theory of usual principalG-bundles, it follows that Σ defines
a morphism between usual G-bundles, whence
Local morphisms Σ between local trivializing data over M with values in the Lie
groupG, viewed as a trivial Lie groupoid, correspond to (iso)morphisms between
usual principal G-bundles.
Principal bundles with the action groupoid G ⋉ X as structure groupoid. Consider
a Lie group G acting from the left on the manifold X , and the associated Lie groupoid
G ⋉ X , the action groupoid; consider furthermore a manifold M . From the results of
Subsubsection 3.3.3, one knows already that a principal bundle P over M with structure
groupoid G⋉X correspond to an X-pointed principal G-bundles P over M ; the X-point
of P is a global section of the associated bundle P ×GX . Given now two local trivializing
data
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
over M with values in the action groupoid G⋉X , I
consider a local morphism Σ between them. Decomposing the maps Φ1αβ , Φ2αβ and Σα as
Φiαβ(m) : =
(
ΦG,iαβ (m),Φ
X,i
αβ (m)
)
, Σα(m) =
(
ΣGα (m),Σ
X
α (m)
)
,
with maps
ΦG,iαβ : Uαβ → G, Φ
X,i
αβ : Uαβ → X,
ΣGα : Uα → G, Σ
X
α : Uα → X,
where, again by the computations done in Subsubsection 3.3.3, ΦX,iαβ = εiβ , then the com-
patibility condition with local momenta in Definition 3.11 implies immediately
(sG⋉X ◦ Σα) (m) = sG⋉X
(
ΣGα (m),Σ
X
α (m)
)
=
= ΣXα (m) =
= ε1α(m), ∀m ∈ Uα,
and
(tG⋉X ◦ Σα) (m) = tG⋉X
(
ΣGα (m),Σ
X
α (m)
)
=
= ΣGα (m)ε
1
α(m) =
= ε2α(m), ∀m ∈ Uα.
On the other hand, the nonabelian cohomology condition in Definition 3.11 can be rewrit-
ten as follows:
Σβ(m) =
(
ΣGβ (m), ε
1
β(m)
)
=
=
(
ΦG,2βα (m), ε
2
α(m)
) (
ΣGα (m), ε
1
α(m)
) (
ΦG,1αβ (m), ε
1
β(m)
)
=
=
(
ΦG,2βα (m)Σ
G
α (m)Φ
G,1
αβ (m), ε
1
α(m)
)
, ∀m ∈ Uαβ ,
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where I used ΣGα (m)ε1α(m) = ε2α(m). Hence, one gets the nonabelian cohomological
condition with values in the Lie group G:
ΣGβ (m) = Φ
G,2
βα (m)Σ
G
α (m)Φ
G,1
αβ (m),
which corresponds to an isomorphism Σ of principal G-bundles. On the other hand, the
identity
ΣGα (m)ε
1
α(m) = ε
2
α(m), ∀m ∈ Uαβ ,
has a significance: in fact, the local momenta εiα are the local realizations of global sections
ηi of the principal G-bundles Pi associated to the local trivializing data
(
U, εiα,Φ
i
αβ
)
, the
so-called X-points of Pi, and the previous identity states that the isomorphism Σ, which
induces also an isomorphism between the associated bundles Pi ×G X by the rule
[m,x]
Σ
7→
[
m,ΣGα (m)x
]
, x ∈ Uα,
(the isomorphism Σ is well-defined, because of the local construction of Pi ×G X and
of the cocycle condition), maps the global section η1 to η2; this is evident from the local
construction of the associated bundles.
Local morphisms Σ between local trivializing data over M with values in the ac-
tion groupoidG⋉X correspond to (iso)morphisms between X-pointed principal
G-bundles; since an X-point of such a bundle P corresponds to a global section
of the associated bundle P ×G X , (iso)morphisms of X-pointed bundles must
preserve X-points.
The last condition translates, for the examples considered at the end of Subsubsec-
tion 3.3.3, to the fact that the isomorphism of the tangent bundle, of the top exterior power
of the cotangent bundle and of (a subspace of) the symmetric, covariant power of degree
2 of the cotangent bundle of M preserve global vector fields, orientation forms and Rie-
mannian metrics respectively.
3.5. Cohomological interpretation of principal bundles with structure groupoid. In
this Subsection, I want to point out and discuss a cohomological interpretation of principal
bundles with structure groupoids. In fact, it is well-known that isomorphism classes of
principalG-bundles over a manifoldM , G being a Lie group, are in one-to-one correspon-
dence with the first nonabelian ˇCech cohomology group H1(M,G) of M with values in
G, developed and discussed first by Grothendieck; I refer to [4], [5] and [2] for a complete
discussion of the subject. Moreover, Ha¨fliger [6] introduced a natural generalization of
the first nonabelian ˇCech cohomology group for the case of a topological groupoid; to be
more precise, he discussed the first nonabelian ˇCech cohomology group H1(M,SG), for
S being a sheaf of topological groupoids. Since Lie groupoids have a smooth structure,
I will consider here a sheaf of groupoids S over a manifold M and will define a slightly
different notion of 1-cochains and 1-cocycles on it from the one of Ha¨fliger; in fact, the
two definitions are completely equivalent, although Ha¨fliger does not mention explicitly
the presence of local momenta, which, in my setting, makes definitions and computations
more elegant. In fact, for any open covering U of M and for a sheaf of Lie groupoids S
over M , 1-cochains over M with values in S are shown to receive a natural left action
of the groupoid of 0-cochains over M with values in S, which descends to an action on
1-cocycles: the latter permits to define in a very explicit way the notion of cohomologous
1-cocycles as orbits of a groupoid space, and, via refinement arguments, to define non-
abelian cohomology classes of degree 1 over M with values in the sheaf of Lie groupoids
S. Finally, a Lie groupoid G gives rise in a natural way to a sheaf SG of Lie groupoids over
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M , and local trivializing data in the sense of Definition 3.4 modulo local morphisms in
the sense of Definition 3.11 correspond uniquely to nonabelian ˇCech cohomology classes
in H1(M,SG), cancelling moreover the dependence on open coverings of M , proving that
the first nonabelian ˇCech cohomology group H1(M,SG) classifies isomorphism classes of
principal bundles over M with structure groupoid G.
Definition 3.13. Consider a smooth manifold M ; then, a sheaf S of Lie groupoids over M
is a collection of Lie groupoids S(U), for U any open subset of M , such that, whenever
there are U , V open subsets of M such that U ⊆ V , there is a morphism ρV,U of Lie
groupoids in the sense of Definition 4.1 from S(V ) to S(U). Moreover, the following
compatibility condition must hold: whenever U , V and W are three open subsets of M ,
such that U ⊆ V ⊆W , then the following identity must hold:
ρW,U = ρV,U ◦ ρW,V , ρU,U = idS(U) .
Additionally, the following gluing condition has to be satisfied: assumeU is an open subset
of M , and U is an open cover of U , and assume there are local sections sα ∈ S(Uα), such
that
ρUα,Uαβ (sα) = ρUβ ,Uαβ (sβ), Uαβ 6= ∅;
then, there is a unique section s in S(U), such that
sα = ρU,Uα(s).
Remark 3.14. It follows immediately from Definition 3.13 that a sheaf of Lie groupoids
can be viewed as a functor associating to any open subset U of M two smooth manifolds,
S(U) and XS(U), the manifold of arrows and of objects respectively, plus (relative) target,
source, unit and inversion maps. Moreover, the restriction maps ρU,V , for U ⊆ V open
subsets of M , consist of two maps, namely the restriction ρU,V on the manifolds of arrows
and the restriction rU,V on the manifolds of objects, both compatible via (relative) target,
source and unit maps. It follows easily that the assignments U → XG(U) and U → S(U)
define two distinct sheaves of smooth manifolds, with restriction maps ρU,V and rU,V
respectively, for U ⊆ V open subsets of M , called the (sheaf of arrows and of objects
respectively. In accordance to the usual terminology, I chose to denote a the manifold
of arrows of a Lie groupoid G by the same symbol, deserving a distinct notation for the
manifold of objects; hopefully, this will not cause confusion.
Remark 3.15. In [14], Mœrdijk gives a different notion of sheaf of Lie groupoids. Namely,
a sheaf of Lie groupoids S over M is a Lie groupoid S, with manifold of objects S0, such
that there are two ´Etale maps (i.e. local diffeomorphisms) p and p0 from S, resp. S0, to M ,
which are compatible with the structure of Lie groupoid of S. This notion of sheaf of Lie
groupoids is equivalent to the one I propose; still, for computational reasons, I will stick to
Definition 3.13.
Example 3.16. i) A sheaf of Lie groups is a sheaf of Lie groupoids, with trivial
sheaf of objects.
ii) Let M be a smooth manifold and G be a Lie groupoid and consider, for U an open
subset of M , the sets
C∞(U,XG) : = {f : U → XG : f smooth} ,
C∞(U,G) : = {F : U → G : F smooth}
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and consider the following maps
sU (F ) : = sG ◦ F,
tU (F ) : = tG ◦ F,
jU (F ) : = jG ◦ F, ∀F ∈ C
∞(U,G) ,
ιU (f) : = ιG ◦ f, ∀f ∈ C
∞(U,XG) ,
and restriction maps ρU,V and rU,V given simply by
ρU,V (F ) : = F |U , F ∈ C
∞(V,G) ,
rU,V (f) : = f |U , f ∈ C
∞(V,XG) .
It is easy to verify that the assignmentsU → C∞(U,G) andU → C∞(U,XG) de-
fine a sheaf of (infinite-dimensional) Lie groupoids overM associated to G, which
I denote by SG , and which I call the canonical sheaf of Lie groupoids associated
to G. Alternatively, the canonical sheaf of Lie groupoids associated to G may be
defined as the sheafification of the presheaf of germs of smooth maps from M to
G (this way of constructing the canonical sheaf associated to G makes it evident
the relationship to the Definition in [14]).
Consider now an open covering U of M and a sheaf S of Lie groupoids over M .
Definition 3.17. A 0-cochain Σ over M with values in S (w.r.t. the open covering U) is
given by a collection of sections Σα in the manifolds of arrows S(Uα). A 0-cochain Σ
over M with values in S is a 0-cocycle, if the following identities hold:
ρUα,Uαβ (Σα) = ρUβ ,Uαβ (Σβ), Uαβ 6= ∅.
It is clear that, since S is a sheaf, that a 0-cocycle Σ over M with values in S is the
same as a global section Σ of S, i.e. an element Σ of S(M).
Remark 3.18. To give a 0-cochain Σ over M with values in S is equivalent to giving a
0-cochain s over M with values in the sheaf of arrows, S, and two 0-cochains ε1 and ε2
over M with values in the sheaf of objects XS , such that the following condition holds:
sUα(Σα) = ε
1
α, tUα(Σα) = ε
2
α, ∀α.
On the other hand, a 0-cochain Σ over M with values in S gives rise to two 0-cochains
with values in the sheaf of objects, namely tUα(Σα) and sUα(Σα); these 0-cochains are
called the target, resp. source, 0-cochain of Σ, and are denoted by t(Σ), resp. s(Σ).
Definition 3.19. A 1-cochain (ε,Φ) over M with values in S (w.r.t. the open covering U)
is given by i) a 0-cochain ε with values in the sheaf XS of objects of S and ii) a 1-cochain
over M with values in the sheaf of arrows S, i.e. a collection of arrows Φαβ in S(Uαβ),
such that the following additional condition holds:
sUαβ (Φαβ) = rUβ ,Uαβ (εβ), tUαβ (Φαβ) = rUα,Uαβ (εα), Uαβ 6= ∅.
A 1-cochain (ε,Φ) over M with values in S is a 1-cocycle, if it obeys the following iden-
tities:
Φαα = ιUα(εα), ∀α;
ρUαβ ,Uαβγ (Φαβ)ρUβγ ,Uαβγ (Φβγ) = ρUαγ ,Uαβγ (Φαγ), Uαβ , Uβγ , Uαγ , Uαβγ 6= ∅.
Notice that the left-hand side of the previous identity makes sense, because restriction maps
are morphisms of Lie groupoids.
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Remark 3.20. For the sake of simplicity, from now on I will drop from all formulae the
restriction maps ρU,V and rU,V , if their presence is clear from the context. Thus, the
cocycle condition above will be written simply
ΦαβΦβγ = Φαγ ∈ S(Uαβγ).
Example 3.21. Given a smooth manifoldM , an open coveringU of M and a Lie groupoid
G, then a 1-cocycle (ε,Φ) over M with values in SG is equivalent to local trivializing data
over M with values in G: in fact, the local momenta εα are the components of the 0-
cochain over M with values in the sheaf of objects, and the transition functions Φαβ are
the components of the 1-cochain with values in the sheaf of arrows.
Remark 3.22. Let me point out now the difference between Definition 3.19 of 1-cochains
and 1-cocycles over M with values in a sheaf of groupoids S over M and the one given
by Ha¨fliger in [6]. What Ha¨fliger called a 1-cochain over M with values in S is simply a
1-cochain overM with values in the sheaf of arrows, which I denote by the same symbol as
the sheaf of groupoids itself; analogously, a 1-cocycle is a 1-cochain satisfying the cocycle
identities. What is apparently missing is any information about the 0-cochain with values
in the sheaf of objects of S; I wrote “apparently”, because the 0-cochain is hidden in the
“diagonal sections” Φαα over Uα. In Definition 3.19, I assumed Φαα to be a unit of the
groupoid S(Uα), i.e. to be the image w.r.t. ιUα of a section εα of XS(Uα), which can be
obviously thought as a component of a 0-cochain with values in the sheaf of objects of S,
the so-called unit 0-cochain associated to the 1-cochain Φ; this is the idea that Ha¨fliger
had in mind, although he did not mention it explicitly. Nonetheless, I preferred to change
the definition of Ha¨fliger by mentioning explicitly the so-called unit 0-cochain with values
in XG ; this has the advantage of simplifying the notion of cohomologous cocycles, by the
arguments that I will sketch in Remark 3.24.
Assume now a 1-cocycle (ε,Φ) and a 0-cochain Σ over M with values in S are given;
assume additionally that the source 0-cochain s(Σ) of Σ coincides with ε.
Lemma 3.23. The 1-cochain
(
t(Σ), c(Σ)Φ
)
over M with values in S is a 1-cocycle,
where
(c(Σ)Φ)αβ : = ΣαΦαβΣ
−1
β ∈ S(Uαβ).
Proof. First of all, one has
tUαβ
(
(c(Σ)Φ)αβ
)
= tUαβ
(
ΣαΦαβΣ
−1
β
)
=
= tUαβ (Σα) =
= rUα,Uαβ (tUα(Σα)),
where I used the fact that the restriction map is a morphism of Lie groupoids. Similarly,
one proves
sUαβ
(
(c(Σ)Φ)αβ
)
= rUβ ,Uαβ (tUβ (Σβ)).
Moreover, one gets
(c(Σ)Φ)αα = ΣαΦααΣ
−1
α =
= ΣαιUα(εα)Σ
−1
α =
= ιUα(tUα(Σα)),
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using the properties of the unit map and the fact that εα = sUα(Σα). Finally, the cocycle
relation follows from the above computation:
(c(Σ)Φ)αβ (c(Σ)Φ)βγ =ΣαΦαβΣ
−1
β ΣβΦβγΣ
−1
γ =
= ΣαΦαβΦβγΣ
−1
γ =
= ΣαΦαγΣ
−1
γ =
= (c(Σ)Φ)αγ .
In the previous computations, I used implicitly the fact that restriction maps are morphisms
of Lie groupoids, along with the properties of the unit map. 
Remark 3.24. Notice the particular notation I used for the 1-cocycle c(Σ)Φ: in fact, the 0-
cochain Σ acts on the 1-cocycleΦ via generalized conjugation c. On a more abstract level,
the set C0(U,S) of 0-cochains over M with values in the sheaf of groupoids S (w.r.t. an
open coveringU) form an abstract groupoid, with the set of 0-cochains over M with values
in the sheaf of objects of S (w.r.t. the open covering U) as set of objects, the source and
target map of this groupoid being
s(Σ): = s(Σ), t(Σ): = t(Σ),
with unit map
ι(ε) : = ι(ε), ι(ε)α : = ιUα(εα), ∀α,
and inversion map
j(Σ): = j(Σ), j(Σ)α : = jUα(Σα), ∀α.
Finally, the product of two composable 0-cochains Σ1 and Σ2 is defined via(
Σ1Σ2
)
α
: = Σ1αΣ
2
α, ∀α.
The set C1(U,S) of 1-cochains over M with values in S in the sense of Definition 3.19,
with momentum given by the projection onto C0(U, XS) is then a left C0(U,S)-space,
with action given by
(Σ, (ε,Φ)) 7→
(
t(Σ), c(Σ)Φ
)
,
where ε = s(Σ), and
(c(Σ)Φ)αβ : = Ψc(Σα,Σβ; Φαβ),
where I used the notations of Subsection 2.2 for the (left) generalized conjugation; notice
that generalized conjugation makes sense here, since (ε,Φ) is a 1-cocycle with values in
S. Notice also that I used an improper notation, hiding the restriction maps applied to the
components of Σ. Lemma 3.23 states that the previously described action of C0(U,S) on
C1(U,S) descends to an action on Z1(U,S) of 1-cocycles over M with values in S.
Definition 3.25. Two elements
(
ε1,Φ1
)
and
(
ε2,Φ2
)
of Z1(U,S) are said to be cohomol-
ogous, if there exists an element Σ of C0(U,S), such that(
ε2,Φ2
)
= Σ
(
ε1,Φ1
)
.
I will call the class of (ε,Φ) in Z1(U,S) by the previous equivalence relation the cohomol-
ogy class of (ε,Φ), and I will denote it by [ε,Φ]. The set of all cohomology classes (ε,Φ)
of elements of Z1(U,S) is called the first nonabelian ˇCech cohomology group of S w.r.t.
the open covering U, and is denoted by H1(U,S).
Remark 3.26. It is clear that the first nonabelian ˇCech cohomology group of S w.r.t. U is
the quotient space of Z1(U,S) w.r.t. the left action of C0(U,S) described in Remark 3.24.
38 C. A. ROSSI
Consider a smooth manifold M and a Lie groupoid G. As I have proved previously,
fixing an open covering U of M , elements of Z1(U,SG) are in one-to-one correspondence
with local trivializing data over M with values in G; it is also clear that a local morphism
Σ between two such local trivializing data in the sense of Definition 3.11 corresponds to
the fact that the corresponding elements of Z1(U,SG) are cohomologous w.r.t. Σ. Hence,
given an open covering U of M , one gets the following result:
The first nonabelian ˇCech cohomology group H1(U,SG) over M with values in
the canonical sheaf of groupoids associated to G is in one-to-one correspondence
to isomorphism classes of principal bundles with structure groupoidG, trivialized
w.r.t. the open covering U.
So far, I have discussed the first ˇCech nonabelian cohomology group overM with values
in a sheaf of Lie groupoids with a particular choice of an open covering U of M . But, as
one can see directly from the above correspondence between this cohomology group and
principal bundles with structure groupoid, there arises one problem, namely, one could
consider different open coverings of M , leading to different local trivializations of such
principal bundles, leading in turn to a priori different and unrelated first ˇCech nonabelian
cohomology groups, which are but related to the same objects. Solving this problem leads
to the definition of the first ˇCech nonabelian cohomology group H1(M,S), for a sheaf of
Lie groupoids S over M .
Definition 3.27. Given two open coverings U and V of M , V is said to be a refinement of
U, if, denoting by I , resp. J , the set of indices of U, resp. V, there is a function f from J
to I , such that
Vj ⊆ Uf(j), ∀j ∈ J.
Equivalently, one says that the open coveringV is finer than U, and this property is denoted
by U < V.
In order to avoid notational problems, let me switch momentarily from Greek indices for
open coverings to Latin indices; in particular, given an open covering U and a refinement
V thereof, the respective sets of indices will be denoted by I and J , respectively.
Now, assume we are given an element Σ of C0(U,S), for U an open covering of M ,
and a refinement V thereof, with associated function f . The function defines a map f∗ as
follows: given an element Σ of C0(V,S), its image w.r.t. f∗, denoted by f∗Σ, is defined
as
(f∗Σ)j : = ρUf(j) ,Vj (Σf(j)) ∈ S(Vj), ∀j ∈ J.
(The preceding operation of restriction makes sense, since Vj ⊆ Uf(j), and Σf(j) ∈
S(Uf(j)).) The map f defines in a similar way a map f∗ on C0(U, XS) by the rule
(f∗ε)j : = rUf(j) ,Vj (εf(j)) ∈ XS(Vj), ∀j ∈ J.
Recall by Remark 3.24 that, for any open covering U of M , C0(U,S) has the structure
of a groupoid over C0(U, XS). Since restriction maps are morphisms of Lie groupoids, it
follows easily that the source and target 0-cochains of Σ obey
f∗(s(Σ)) = s(f∗(Σ)), f∗(t(Σ)) = t(f∗(Σ));
moreover, given an element ε of C0(U, XS), it is easy to verify that
f∗(ι(ε)) = ι(f∗(ε)),
and f∗ commutes obviously with the inversion map. Finally, it is clear that
f∗
(
Σ1Σ2
)
= f∗(Σ1)f∗(Σ2),
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for any two composable 0-cochains Σ1 and Σ2 in C0(U,S). All these computations can
be summarized in the following
Lemma 3.28. Given an open covering U of M and a refinement V thereof with associated
function f , the map f∗ is a morphism of groupoids from C0(U,S) to C0(V,S).
The shape of this morphism depends explicitly on the choice of the map f ; still, one
could in principle consider the same refinement V of U, but a different map, say g : J → I ,
such that, for any j ∈ J , the inclusion holds
Vj ⊆ Ug(j).
Such a map g determines a morphism g∗ from C0(U,S) to C0(V,S), which is a priori
distinct from the one induced by f . Still, considering the 0-th nonabelian ˇCech cohomol-
ogy group H0(U,S) of 0-cocycles over M with values in S (w.r.t. the open covering M ),
it is easy to prove that it is also a groupoid over the set of objects Z0(U, XS), consisting
of all 0-cocycles over M with values in XS , because restriction maps are morphisms of
groupoids. A choice of a map f associated to U < V defines a morphism f∗ of groupoids
from H0(U,S) to H0(V,S).
Lemma 3.29. Given an open covering U of M and a refinement V thereof, and two maps
f, g : J → I , such that, for any j ∈ J , Vj ⊆ Uf(j) and Vj ⊆ Ug(j), then
f∗ = g∗ on H0(U,S).
Proof. Since, for any j ∈ J , Vj is contained in Uf(j) and Ug(j), it follows Vj ⊆ Uf(j)g(j).
Since any element Σ satisfies
ρUi0 ,Ui0i1 (Σi0) = ρUi1 ,Ui0i1 (Σi1), Ui0i1 6= ∅,
it follows, for any j ∈ J ,
ρUf(j),Uf(j)g(j) (Σf(j)) = ρUg(j) ,Uf(j)g(j) (Σg(j)),
whence the claim follows, by restricting further to Vj . 
Consider now an open coveringU of M and a refinement V thereof, with a map f : J →
I . Then, f determines a map f∗ from C1(U,S) to C1(V,S) as follows:
f∗(ε,Φ) : = (f∗(ε), f∗(Φ)) ,
where
(f∗Φ)j0j1 : = ρUf(j0)f(j1),Vj0j1
(
Φf(j0)f(j1)
)
, Vj0j1 6= ∅.
(The previous definition makes sense, since Vjk ⊆ Uf(jk), whence Vj0j1 ⊆ Uf(j0)f(j1).)
That f∗ is in fact a map from C1(U,S) to C1(V,S) follows again from the fact that
restriction maps are morphisms of Lie groupoids. By the very same reason, f∗ restricts
to a map from Z1(U,S) to Z1(V,S). I recall from Lemma 3.23 that Z1(U,S) is a left
C0(U,S)-space.
Lemma 3.30. For an open covering U of M and a refinement V thereof, with a map
f : J → I , f∗ defines a twisted equivariant map from the left C0(U,S)-space Z1(U,S) to
the left C0(V,S)-space Z1(V,S), w.r.t. the morphisms of groupoids f∗.
Proof. It suffices to prove, for any element Σ of C0(U,S) and (ε,Φ) of Z1(U,S), such
that s(Σ) = ε, that the following equality holds:
f∗(Σ (ε,Φ)) = f∗(Σ)f∗ (ε,Φ) .
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Writing down explicitly the left-hand side of the previous equation, one gets:
f∗(Σ (ε,Φ)) = f∗
(
t(Σ), c(Σ)Φ
)
=
=
(
f∗(t(Σ)), f∗
(
c(Σ)Φ
))
By the very definition of f∗ acting on Z1(U,S), and since f∗ is a morphism of groupoids,
it follows immediately
f∗(t(Σ)) = t(f∗(Σ)).
On the other hand,
f∗(c(Σ)Φ)j0j1 = (c(Σ)Φ)f(j0)f(j1) =
= Σf(j0)Φf(j0)f(j1)Σ
−1
f(j1)
=
= (f∗Σ)j0(f
∗Φ)j0j1 ((f
∗Σ)j1 )
−1
=
= (c(f∗Σ)f∗Φ)j0j1 .

Therefore, a refinementV of any open coveringU ofM , together with a map f : J → I ,
defines a map between first nonabelian ˇCech cohomology groups with values in S by
f∗([ε,Φ]) : = [f∗ (ε,Φ)] ,
for any cohomology class [ε,Φ] in H1(U,S).
Let me come now to the main point of the construction.
Lemma 3.31. Consider, for an open covering U of M and a refinement V thereof, two
maps f, g : J → I , such that Vj ⊆ Uf(j) and Vj ⊆ Ug(j) respectively, for any j ∈ J .
Then, the induced maps f∗ and g∗ on H1(U,S) coincide.
Proof. Let me consider an element (ε,Φ) of Z1(U,S). Then, I define the following ele-
ment in C0(V,S):
Σ(f, g)j : = ρUf(j)g(j) ,Vj
(
Φf(j)g(j)
)
, j ∈ J.
The definition of Σ(f, g) makes sense, since Vj is clearly contained in the intersection of
Uf(j) and Ug(j). I claim now that
f∗(ε,Φ) = Σ(f, g)(g∗(ε,Φ)) .
First of all, the right-hand side of the previous equation makes sense, because
sVj (Σ(f, g)j) = sVj
(
ρUf(j)g(j) ,Vj
(
Φf(j)g(j)
))
=
= rUf(j)g(j) ,Vj
(
sUf(j)g(j)
(
Φf(j)g(j)
))
=
= rUf(j)g(j) ,Vj
(
rUg(j) ,Uf(j)g(j) (εg(j))
)
=
= rUg(j) ,Vj (εg(j)).
Then, let me compute c(Σ(f, g))g∗Φ:
(c(Σ(f, g))g∗Φ) = Φf(j0)g(j0)Φg(j0)g(j1)Φg(j1)f(j1) =
= Φf(j0)g(j1)Φg(j1)f(j1) =
= Φf(j0)f(j1) =
= (f∗Φ)j0j1 .
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Again, I used implicitly that restriction maps are morphisms of Lie groupoids, and that Φ
is a 1-cocycle. Thus, the image w.r.t. f∗ of the 1-cocycle (ε,Φ) is cohomologous to its
image w.r.t. to g∗ in Z1(V,S), thus their cohomology classes coincide. 
Lemma 3.30 and 3.31 imply together that, given an open covering U of M , a refinement
V thereof, a map f : J → I , such that Vj ⊆ Uf(j), there is a map f∗ from H1(U,S) to
H1(V,S), which does not depend on the choice of f . Thus, the assignmentU→ H1(U,S),
for any open covering U of M , defines an inductive system over the partially ordered set
of all open coverings of M , where the partial order is given by the refinement relation in
Definition 3.27.
Definition 3.32. Given a smooth manifold M and a sheaf S of Lie groupoids over M , the
first nonabelian ˇCech cohomology group of M with values in S, denoted by H1(M,S), is
defined as the direct limit of the direct system U→ H1(U,S) over the partially ordered set
of all open coverings U of M :
H1(M,S) : = lim
→
U
H1(U,S) .
As a consequence, consider a Lie groupoid G; then, the first non abelian cohomology
group H1(M,SG) of M with values in SG parametrizes isomorphism classes of principal
bundles over M with structure groupoid G; it is customary to denote this cohomology
group simply by H1(M,G). E.g. if one considers a Lie group G acting from the left on a
manifold X , then
H1(M,G⋉X) ∼= H0(M,GX)
H1(M,G) ,
where by H0(M,GX)H
1(M,G) I have denoted the map associating to any cohomology class
in H1(M,G) the isomorphism class of a global section of the isomorphism class of a fiber
bundle with typical fiber X over M .
Given now a Lie groupoid G, a smooth manifold M and a principal bundle P over M
with structure groupoid G as in Definition 2.1, consider the division map φP of P . At this
point, it should be clear why Mœrdijk chose in [12] for φP the name cocycle of P with
values in G: its invariance w.r.t. the action of morphisms of principal G-bundles over M ,
proved e.g. in [18] makes the division map an invariant of the isomorphism class of P
with values in P ; moreover, composing it with the product of sections of P , gives the the
natural 1-cocycles over M with values in SG . Thus, the division map can be thought of
as a generator of the cohomology class of P in H1(M,SG), and, viceversa, a cohomology
class in H1(M,SG) gives rise to a unique division map; thus, division maps are a kind of
global cocycles with values in G.
4. HILSUM–SKANDALIS MORPHISMS AND A LOCAL VERSION OF GENERALIZED
GROUPOIDS
A central notion in the theory of Lie groupoids is that of generalized morphisms of Lie
groupoids or Hilsum–Skandalis morphisms; generalized morphisms, resp. Morita equiv-
alences between Lie groupoids, mimic in the framework of Lie groupoids what ordinary
generalized morphisms, resp. ordinary Morita equivalences, represent for algebra mod-
ules. The former were first introduced by Connes [3], [6] and were studied in great detail
by Mrcˇun. The main purpose here is to produce a different, “local” characterization of
generalized morphisms, resp. Morita equivalence, in terms of cocycles as in Definition 3.4
of Section 3.
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Before entering into the details, let me briefly recall the notion of morphism of Lie
groupoids.
Definition 4.1. A morphism between two Lie groupoids G and H is a pair (Φ, ϕ), con-
sisting of i) a map Φ between the respective manifold of arrows G and H and ii) a map
between the respective manifolds of objects XG and XH, such that the following condi-
tions are satisfied:
a) (Compatibility between the groupoid structures) the following three diagrams
must commute
(4.1)
G
Φ
−−−−→ H
sG
y ysH
XG
ϕ
−−−−→ XH
,
G
Φ
−−−−→ H
tG
y ytH
XH
ϕ
−−−−→ XH
and
XG
ϕ
−−−−→ XH
ιG
y yιH
G
Φ
−−−−→ H
.
b) (Homomorphism property) For any composable pair (g1, g2) of arrows, such
that
sG(g1) = tG(g2),
the identity must hold
(4.2) Φ(g1g2) = Φ(g1)Φ(g2).
In order to understand to significance of generalized morphisms, I need the following
Lemma 4.2. A morphism (Φ, ϕ) between the Lie groupoids G and H induces a principal
bundle (ϕ∗UH, pr1, sH ◦ pr2, XG), such that there is a left G-action on this bundle w.r.t.
the momentum pr1, which is compatible with the right H-action.
Proof. Consider the trivial bundle over the manifold of objects XG obtained by pulling
the unit bundle of H back w.r.t. the map ϕ; clearly, by previous arguments, the 4-tuple
(ϕ∗UH, pr1, sH ◦ pr2, XG) is a principal H-bundle over XG . Consider then the map pr1
from the trivial bundle to XG as a momentum for the following left action:
(4.3)
G ×pr1 ϕ
∗UG ∋ (g, (x, h)) , sG(g) = x, ϕ(x) = tH(h) 7→
7→ (tG(g),Φ(g)h) .
First of all, notice that the action is well-defined, i.e. Phi(g) and h as above are compos-
able, since
sH(Φ(g)) = ϕ(sG(g)) = ϕ(x) = tG(h),
and the result belongs to the trivial bundle ϕ∗UH, since
ϕ(tG(g)) = tH(Φ(g)) = tH(Φ(h)g) ,
by (4.1).
One has now to show that (4.3), together with the momentum pr1, defines a left G-action
on ϕ∗UH. First of all, it is clear from (4.3) that
pr1(g(x, h)) = tG(g), ∀(g, (x, h)) ∈ G ×pr1 ϕ
∗UG .
Second, (4.2) implies directly that
(g1g2)(x, h) = (g1 (g2(x, h))) , ∀(g2, (x, h)) ∈ G ×pr1 ϕ
∗UG , sG(g1) = tG(g2),
and finally, by (4.1) and (4.2), it follows immediately
ιG(x)(x, h) = (x, h), ∀(x, h) ∈ ϕ
∗UH.
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It remains to show that left G-action and the right H-action are compatible. This is equiv-
alent to showing i) that the momentum for the right H-action is G-invariant (it is already
known that the projection pr1 is H-invariant) and ii) that the following identity holds
(g(x, h1))h2 = g ((x, h1)h2) , ∀g ∈ G, x ∈ XG , h1, h2 ∈ H such that
sG(g) = x, ϕ(x) = tH(h1), sH(h1) = tH(h2).
(Notice the G-invariance of the momentum for the right H-action makes the preceding
expression well-defined.) So, let me show i):
(sH ◦ pr2)(g(x, h)) = (sH ◦ pr2)(tG(g),Φ(g)h) =
= sH(Φ(g)h) =
= sH(h) =
= (sH ◦ pr2)(x, h), ∀(g, (x, h)) ∈ G ×pr1 ϕ
∗UG .
To show ii), let me compute, by the associativity of the product structure in the groupoid
H,
(g(x, h1))h2 = (tG(g),Φ(g)h1)h2 =
= (tG(g), (Φ(g)h1)h2) =
= (tG(g),Φ(g) (h1h2)) =
= g(x, h1h2) =
= g ((x, h1)h2) , sG(g) = x, ϕ(x) = tG(g).
This proves the claim. 
Remark 4.3. Consider the following map, which we denote by σΦ
XG ∋ x
σΦ7→ (x, ιH(ϕ(x))) ∈ ϕ
∗UH.
The map is clearly well-defined, i.e. the image lies in fact in the trivial bundle ϕ∗UH; it
is also clearly a (global) section of the trivial bundle ϕ∗UH. Moreover, the composition
of the section σΦ with the momentum for the right H-action equals simply ϕ. A triv-
ial, but remarkable property of the global section σΦ may be derived from the following
computation:
gσΦ(sG(g)) = g (sG(g), ιH(ϕ(sG(g)))) =
= (tG(g),Φ(g)ιH(ϕ(sG(g)))) =
= (tG(g),Φ(g)ιH(sH(Φ(g)))) =
= (tG(g), ιH(tH(Φ(g)))Φ(g)) =
= (tG(g), ιH(ϕ(tG(g)))Φ(g)) =
= σΦ(tG(g))Φ(g), ∀g ∈ G,
in other words, the left G-action on ϕ∗UH is intertwined by the global section σΦ with the
right H-action via Φ:
(4.4) gσΦ(sG(g)) = σΦ(tG(g))Φ(g), ∀g ∈ G
A variation of Equation (4.4) will play a central roˆle later in the discussion of local versions
of Morita equivalences.
44 C. A. ROSSI
So, a morphism of two Lie groupoids G and H in the sense of Definition 4.1 defines
automatically a right principal H-bundle on the manifold of objects of G, endowed with a
left G-action, which is compatible with the principal bundle structure. This motivates the
following
Definition 4.4. [[16],[12]] Given two Lie groupoids G and H, a generalized morphism
from G to H or a Hilsum–Skandalis morphism from G to H is a right principal H-bundle
(P, π, ε,XG) over XG , such that the following conditions are satisfied:
i) the pair (P, π) defines a left G-action on P with momentum π;
ii) the momentum ε for the right H-action is G-invariant, and moreover both actions
are compatible in the sense that
(gp)h = g(ph), sG(p) = π(p), tH(h) = ε(p).
Notice that the G-invariance of the momentum ε makes both sides of the compatibility
condition between both actions well-defined.
Remark 4.5. By Lemma 4.2, it follows that every “ordinary” morphism between Lie
groupoids gives rise to a generalized morphism between them in the sense of Definition 4.4.
Definition 4.4 is an “intrinsic” definition of generalized morphisms: in fact, one does not
see immediately the “morphism” hidden behind it. However, in [9], the authors give at the
beginning of the paper an equivalent characterization in terms of local versions of “ordinary
morphisms”, in the sense of Definition 4.1. More precisely, the decompose a generalized
morphism from the Lie groupoid G to the Lie groupoid H into a Morita equivalence (see
later for the precise definition) and morphisms defined w.r.t. a chosen open cover of the
manifold of objectsXG of the groupoidG. This decomposition is a formal way of exposing
the definition of Hilsum–Skandalis morphisms proposed in [3], [8]; again via the division
map, I will soon come to this different, still equivalent, definition, although with some
slight modifications.
In the next subsection, I will give a slightly different equivalent characterization of
generalized morphism between Lie groupoids, based on the properties of local trivializing
data in the sense of Definition 3.4 of Subsection 3.2.
4.1. From generalized morphisms to local generalized morphisms. Consider a gener-
alized morphism (P, π, ε,XG) between the Lie groupoids G and H in the sense of Defi-
nition 4.4. Lemma 3.1 of Subsection 3.1 enables us to find an open cover U of the base
manifold XG of the generalized morphism and corresponding local sections σα of the pro-
jection π, such that the restriction of the total space P to any open set Uα of the cover U is
diffeomorphic to the trivial bundle ε∗αUH, where εα is the local momentum w.r.t. the open
set Uα, defined by
εα = ε ◦ σα.
As was proved before, the local trivializations ϕα, associated to the local sections σα, give
rise to the transition maps
Φαβ(x) = φP (σα(x), σβ(x)) , ∀x ∈ Uαβ .
Let me fix at this point some conventions: given two open setsUα andUβ ofXG , belonging
to the trivializing open cover U (not necessarily intersecting in a nontrivial way), define
GUα,Uβ : = {g ∈ G : sG(g) ∈ Uα, tG(g) ∈ Uβ} ;
I call Gα,β the local (α, β)-component of G.
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Remark 4.6. Given an open covering U of XG , the disjoint union of all local components
of G give rise to a groupoid, which is equivalent to G itself; this can be found in [8] and also
in [14], although in a bit different shape. Hilsum and Skandalis use the following notation
Gα,β = G
Uβ
Uα
, ∀α, β.
When the open cover is clear from the context, I will use the shorthand notation:
Gα,β : = GUα,Uβ , Gα : = GUα,Uα .
It is not difficult to prove the following
Lemma 4.7. The 5-tuple (Gα, Uα, sG , tG , ιG) is a Lie subgroupoid of G, for any choice of
the index α.
Proof. The topological spaces Gα and Uα are clearly smooth manifolds: in fact, Uα is an
open subset of the smooth manifold XG , and also Gα, since
Gα = s
−1
G (Uα) ∩ t
−1
G (Uα).
It is easy to verify that the restrictions of source and target map sG and tG to Gα are still
surjective submersions; moreover, the axioms for source, target and unit map of the Lie
groupoid G are clearly still valid for their respective restrictions on Gα and Uα.
It remains only to prove that there is a well-defined associative multiplication in Gα.
Consider two composable elements g1 and g2 in Gα; this means that
Uα ∋ sG(g1) = tG(g2) ∈ Uα.
Then, consider the usual multiplication in G as multiplication in Gα:
g1g2 ∈ G.
It is clear that g1g2 still belongs to Gα, since
sG(g1g2) = sG(g2) ∈ Uα, tG(g1g2) = tG(g1) ∈ Uα.
Associativity of the multiplication in Gα follows from the associativity of the multiplication
in G, and, along the same lines, also the other axioms for the multiplication. 
Consider now the following map, for any open set Uα:
(4.5)
Θα : Gα → H,
g 7→ φP (σα(tG(g)), gσα(sG(g))) ,
where σα is the local section of π on Uα. I denoted by
gσα(sG(g))
the left G-action of g on the element σα(sG(g)).
First, I need the following technical
Lemma 4.8. The map Θα is well-defined.
Proof. Let me check the following statements:
i) the elements σα(tG(g)) and σα(sG(g)) are well-defined.
ii) The left action of g on σα(sG(g)) is well-defined.
iii) The elements σα(tG(g)) and gσα(sG(g)) belong to the same fiber of π
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The proof of i) is trivial, since g ∈ Gα, whence it follows
sG(g) ∈ Uα, tG(g) ∈ Uα.
Part ii) follows from the fact that σα is a section of π, whence
π(σα(sG(g))) = sG(α),
and from the fact that the left G-action has momentum π.
Part iii) follows again because π is the momentum of the left G-action: in fact,
π(gσα(sG(g))) = tG(g) = π(σα(tG(g))) .

The map Θα is the explicit “local morphism” of [9], as it is shown in the following
Proposition 4.9 (Local morphism of Laurent-Gengoux, Tu and Xu). The pair (Θα, εα) is
a morphism from the Lie groupoid Gα to the Lie groupoid H.
Proof. I have to show i) the commutativity of the three diagrams (4.1) and the homomor-
phism property (4.2).
Let me begin by showing the commutativity of the first diagram in (4.1): this follows
from Point i) of Proposition 2.18, as the following computation shows
tH(Θα(g)) = tH(φP (σα(tG(g)), gσα(sG(g)))) =
= ε(σα(tG(g)) =
= εα(tG(g)) .
The commutativity of the second diagram follows again from Point i) of Proposition 2.18
and from the fact that the momentum ε for the right H-action is G-invariant, so
sH(Θα(g)) = sH(φP (σα(tG(g)), gσα(sG(g)))) =
= ε(gσα(sG(g)) =
= ε(σα(sG(g)) =
= εα(tG(g)) .
On the other hand, the commutativity of the third diagram follows from Point ii) of Propo-
sition 2.18 and from the axioms for a left G-action; namely,
Θα(ιG(x)) = φP (σα(tG(ιG(x))), ιG(x)σα(sG(ιG(x)))) =
= φP (σα(x), ιG(x)σα(x)) =
= φP (σα(x), σα(x)) =
= ιH(εα(x)) .
It remains to show the homomorphism property (4.2); for this purpose, consider a compos-
able pair (g1, g2) in Gα × Gα, i.e.
sG(g1) = tG(g2).
Then, one gets
Θα(g1g2) = φP (σα(tG(g1g2)), (g1g2)σα(sG(g1g2))) =
= φP (σα(tG(g1)), g1(g2σα(sG(g2)))) .
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I want to prove now that g2σα(sG(g2)) belongs to the same fiber w.r.t. pi as σα(sG(g1)):
in fact, a direct computation using the axioms of left G-action with momentum π gives
π(g2σα(sG(g2))) = tG(g2) =
= sG(g1) =
= π(σα(sG(g1))) ,
whence it follows
(4.6)
g2σα(sG(g2)) = σα(sG(g1))φP (σα(sG(g1)), g2σα(sG(g2))) =
= σα(sG(g1))Θα(g2).
Equation (4.6), which is the local analogon of Equation (4.4), implies now, together with
Point iv) of Proposition 2.18, that
Θα(g1g2) = φP (σα(tG(g1)), g1(g2σα(sG(g2)))) =
= φP (σα(tG(g1)), g1σα(sG(g1))Θα(g2)) =
= φP (σα(tG(g1)), g1σα(sG(g1))) Θα(g2) =
= Θα(g1)Θα(g2).
Hence, the claim follows. 
Let me point out the following transformation behaviour of the local morphisms Θα:
for this purpose, assume to have two nontrivially intersecting open sets of the cover U, say
Uα and Uβ , and denote by Θα and Θβ the respective local morphisms. It is immediate to
see that
Gα ∩ Gβ = Gαβ ,
which is, in virtue of Lemma 4.7, a groupoid over the intersection Uαβ .
Corollary 4.10. For any two open subsets Uα and Uβ , intersecting nontrivially, the cor-
responding local morphisms Θα and Θβ of Proposition 4.9 are related as follows:
(4.7) Θα(g) = Φαβ(tG(g))Θβ(g)Φβα(sG(g)), ∀g ∈ Gαβ ,
where Φαβ denotes the transition map of P associated to the local sections σα and σβ .
Proof. By Equation (4.5), the claim follows immediately, since
Φαβ(x) = φP (σα(x), σβ(x)) .
Moreover, the left G-action and the right H-action on P are compatible; the claim then
follows by the H×H-equivariance of the division map. 
All the preceding computations are present in a different shape in Proposition 2.3 of [9];
but, in fact, the local morphisms Θα, arising directly from the “bibundle” structure of P ,
are only one piece of a more general construction, which I am now going to illustrate.
Consider the local component Gα,β ; it is an open submanifold of G, since it can be
written in the following way:
Gα,β = s
−1
G (Uα) ∩ t
−1
G (Uβ).
Let me associate to the local component Gα,β the following map:
(4.8)
Θβα : Gα,β → H,
g 7→ φP (σβ(tG(g)), gσα(sG(g)) .
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Remark 4.11. The maps Θαβ were already introduced in [3] and [8] for the holonomy
groupoids G : = HV1,F1 and H : = HV2,F2 of two foliated manifolds (M1, V1) and
(M2, V2); the family of such maps was called by the authors a cocycle over G with values
in H. The properties stated in the next Lemma are a slight generalization of the properties
of the cocycle over G with values in H of [3] and [8], in the sense that I consider an
additional equation, which I will derive in the subsequent corollary (which follows along
the same lines of Corollary 4.10). Later, in a more implicit way, cocycles over G with
values in H were considered also by Mœrdijk in [14], although the author used a different
notation in a slightly different framework.
Remark 4.12. For later purposes, let me just point out another interpretation of the local
components Gα,β : the product set Uα×Uβ is open in XG×XG w.r.t. the product topology.
The family of all such open sets is obviously an open covering of XG ×XG ; then, Gα,β is
the preimage of Uα × Uβ w.r.t. the smooth map sG × tG from G to XG × XG . Since the
Uα × Uβ cover XG ×XG , it is clear that the Gα,β form an open covering of G.
The same arguments used to prove Lemma 4.8 lead to the following
Lemma 4.13. The map Θβα of Equation (4.8) is well-defined, for any choice of indices α,
β.
Then, one has the following
Theorem 4.14. The maps Θβα enjoy the following properties:
a) The following diagrams commute:
(4.9)
Gα,β
Θβα
−−−−→ H
sG
y ysH
Uα
εα−−−−→ XH
,
Gα,β
Θβα
−−−−→ H
tG
y ytH
Uβ
εβ
−−−−→ XH .
b) For any three indices α, β and γ, and g1 in Gβ,γ and g2 ∈ Gα,β , such that
sG(g1) = tG(g2),
the following identity holds (generalized homomorphism property):
(4.10) Θγα(g1g2) = Θγβ(g1)Θβα(g2).
Notice that both sides of Identity (4.10) are well-defined, since clearly, by the
axioms of a groupoid, g1g2 belongs to Gα,γ , and by the commutativity of the dia-
grams (4.9).
Proof. a) The commutativity of the diagrams (4.9) follows using the same arguments
displayed in the proof of Proposition 4.9 for showing the commutativity of the
diagrams (4.1).
b) First of all, since
sG(g1) = tG(g2), tG(g1g2) = tG(g1), sG(g1g2) = sG(g2),
one gets
π(g2σα(sG(g2))) = tG(g2) =
= π(σβ(tG(g2))) ,
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hence, one can write g2σα(sG(g2)) as follows
g2σα(sG(g2)) = σβ(tG(g2))φP (σβ(tG(g2), g2σα(sG(g2))) =
= σβ(tG(g2))Θβα(g2) =
= σβ(sG(g1))Θβα(g2).
Then, Identity (4.10) follows from the equivariance of the division map.

The following Corollary is an immediate consequence of Equation (4.8), recalling the
Definition of the transition maps of P , and of the compatibility of both left G- and right
H-action on P and of the H×H-equivariance of the division map:
Corollary 4.15. Consider four open subsets of XG , say Uα, Uβ , Uγ , Uδ, such that
Uαγ 6= ∅, Uβδ 6= ∅,
then the following Identity holds:
(4.11) Θβα(g) = Φβδ(tG(g))Θδγ(g)Φγα(sG(g)) .
Hence, the following fact has been proved:
Given a generalized morphism (P, π, ε,XG) from the groupoid G toH in the sense
of Definition 4.4, given local sections σα of π subordinate to a trivializing cover
U, there are local generalized morphisms Θβα from any local component Gα,β of
G to H, transforming according to Equation (4.11).
4.2. From local generalized morphisms to generalized morphisms. Assume to have
two Lie groupoids G and H, with respective manifolds of objects XG and XH. Assume
additionally to have a fixed open cover U of XG and corresponding local trivializing data
(U, εα,Φαβ) on XG with values in H, with local momenta εα : Uα → XH and cocycles
Φαβ .
Definition 4.16 ([3], [8]). A local generalized morphism from G to H subordinate to
the local trivializing data (U, εα,Φαβ) consists of smooth maps Θβα from any local
component Gα,β of G to H, such that the following conditions hold:
a) the following diagrams commute
(4.12)
Gα,β
Θβα
−−−−→ H
sG
y ysH
Uα
εα−−−−→ XH
,
Gα,β
Θβα
−−−−→ H
tG
y ytH
Uβ
εβ
−−−−→ XH
and
Uα
εα−−−−→ XH
ιG
y yιH
Gα
Θα−−−−→ H
,
where the notation was used
Θα : = Θαα, ∀α.
b) The following identity must hold, for any choice of indices α, β, γ:
(4.13) Θγα(g1g2) = Θγβ(g1)Θβα(g2), g1 ∈ Gβ,γ , g2 ∈ Gα,β , sG(g1) = tG(g2);
moreover, the local morphisms Θβα are related to each other by the following
equation:
(4.14) Θβα(g) = Φβδ(tG(g))Θδγ(g)Φγα(sG(g)) , ∀g ∈ Gα,β ∩ Gγ,δ,
for any four open subsets Uα, Uβ , Uγ and Uδ of XG , such that
Uαγ 6= ∅, Uβδ 6= ∅.
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Remark 4.17. I will discuss later a cohomological interpretation of Equation (4.14) along
the same patterns of Subsection 3.5: this suggests the interpretation of generalized mor-
phisms between Lie groupoids as generalizations of descent data. Moreover, it permits
to construct more interesting examples of generalized morphisms: e.g. one feature that I
will address in a subsequent paper is that generalized morphisms from the homotopy path
groupoid of a smooth manifold M to the trivial Lie groupoid associated to a Lie group
G corresponds to a flat principal G-bundle over M , and this also suggests another way of
constructing flat bundles with groupoid structure.
Given a local generalized morphism Θ from G to H, subordinate to local trivializing
data (U, εα,Φαβ) over XG with values in H, I want to prove that we can produce out of it
a generalized morphism from G to H in the sense of Definition 4.4. To do this, I first need
the following technical
Lemma 4.18. For any choice of indices α, β, there is an “action” of the local component
Gα,β of G from the trivial bundle ε∗αUH to the trivial bundle ε∗βUH, i.e. there is a smooth
map ΨLα,β with the following properties:
a) ΨLα,β is a map from
Gα,β ×pr1 ε
∗
αUH : = {(g; (x, h)) ∈ Gα,β × ε
∗
αUH : sG(g) = x}
to the trivial bundle ε∗βUH; usually, the “action map” will simply be denoted by
Gα,β ×pr1 ε
∗
αUH ∋ (g; (x, h))
ΨLα,β
7→ g(x, h) ∈ ε∗βUH.
Moreover, choosing β = α, the following equation holds:
ιG(x)(x, h) = (x, h), ∀(x, h) ∈ ε
∗
αUH.
b) For any choice of three indices α, β, γ, the actions ΨLα,β , ΨLβ,γ and ΨLα,γ are
compatible in the following way:
(g1g2)(x, h) = g1 (g2(x, h)) , ∀g1 ∈ Gβ,γ , g2 ∈ Gα,β , sG(g1) = tG(g2).
Proof. Define the action ΨLα,β as follows:
(4.15) Gα,β ×pr1 ε∗αUH ∋ (g, (x, h)) 7→ (tG(g),Θβα(g)h) .
Notice that the action is well-defined: in fact,
sH(Θβα(g)) = εα(sG(g)) = εα(x) = tH(h).
First thing, one has to show that the result belongs really to the trivial bundle ε∗βUH. For this
purpose, I use the commutativity of the second diagram in (4.12), and one sees immediately
that
tH(Θβα(g)h) = tH(Θβα(g)) =
= εβ(tG(g)) ,
whence the claim follows.
An easy computation shows:
pr1(g(x, h)) = pr1(tG(g),Θβα(g)h) = tG(g),
hence the relations between action and momentum is verified. Choosing β = α, the “iden-
tity axiom” for the action (4.15) is an easy consequence of the commutativity of the third
diagram in (4.12).
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It remains to verify the compatibility condition for any choice of indices α, β and γ;
this is but an easy consequence of Identity (4.13) and Equation (4.15), recalling that, if g1
is composable with g2, and g1 ∈ Gβ,γ and g2 ∈ Gα,β , then their product g1g2 lies in Gα,γ :
(g1g2)(x, h) = (tG(g1g2),Θγα(g1g2)h) =
= (tG(g1),Θγβ(g1)Θβα(g2)h) =
= g1(sG(g1),Θβα(g2)h) =
= g1(tG(g2),Θβα(g2)h) =
= g1(g2(x, h)) .

Theorem 3.8 of Section 3 states the equivalence between local trivializing data over a
manifold X with values in a groupoid G, in the sense of Definition 3.4, and principal bun-
dles over X with structure groupoid G in the sense of Definition 2.1 of Section 2. Hence,
given a local generalized morphism as in Definition 4.16, subordinate to local trivializing
data (U, εα,Φαβ) over XG with values in H, one gets automatically a right H-principal
bundle P over XG by the “gluing procedure”.
Here comes now into play Identity (4.14), relating explicitly the cocycle Φαβ to the
local generalized morphism Θ: the actions of the local components Gα,β from the trivial
bundles ε∗αUH to the trivial bundles ε∗βUH from Lemma 4.18 “glue” together to give a
well-definite left G-action on P along the projection π from P to XG , which is compatible
with the rightH-action.
Lemma 4.19. Let G and H two Lie groupoids, and Θ be a local generalized morphism
from G to H subordinate to the local trivializing data (U, εα,Φαβ) over XG with values
in H, and let (P, π, ε,XG) the right H-principal bundle over XG associated to the above
local trivializing data.
Then, Θ endows P with a left G-action with momentum π, which is compatible with the
right H-action.
Proof. Recall that the total space of P is defined as the quotient of the disjoint union∐
α
ε∗αUH
by the following equivalence relation:
(α, x1, h1) ∼ (β, x2, h2)⇔

Uαβ 6= ∅,
x1 = x2,
h1 = Φαβ(x1)h2.
The projection π, resp. the momentum for the rightH-action, is defined via
[α, x, h]
pi
7→ x, resp. [α, x, h] ε7→ sH(h).
Let me now define the left G-action simply by “quotienting” the left actions of the local
components Gα,β , i.e.
(4.16) (g, [α, x, h]) 7→ [β, tG(g),Θβα(g)h] ,
where
sG(g) = x, tG(g) ∈ Uβ,
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for some index β. One has to show first that the action defined in Equation (4.16) is well-
defined, i.e. it does not depend i) neither on the choice of the representative [α, x, h] nor
ii) on the choice of the index β, such that the target of g is in Uβ .
Let me first show independence of the choice of the representative. In fact, any other
representative would have the form
[α, x, h] = [γ, x,Φγα(x)h], Uγα 6= ∅.
Then,
(g, [γ, x,Φγα(x)h]) 7→ [β, tG(g),Θβγ(g)Φγα(x)h] =
= [β, tG(g),Θβγ(g)Φγα(sG(g))h] =
= [β, tG(g),Θβα(g)h] ,
using Equation (4.14) with β = δ. On the other, when the target of g belongs to the
intersection Uδβ of two open subsets in the cover U of XG , consider the action of g to be
(g, [α, x, h]) 7→ [δ, tG(g),Θδα(g)h] .
But then, again by Equation (4.14), one gets
[δ, tG(g),Θδα(g)h] = [β, tG(g),Φβδ(tG(g))Θδα(g)h] =
= [β, tG(g),Θβα(g)h] ,
by taking γ = α. Hence, the left G-action is well-defined.
One has to show that its momentum is π; this follows immediately by its very definition.
The fact that Equation (4.16) defines really an action is a consequence of Lemma 4.18.
Therefore, it remains to show that the left G-action is compatible with the right H-
action, i.e. one has to show that i) the momentum ε of the right H-action is G-invariant
and ii) both actions commute with each other.
To show i), notice simply that the momentum is defined via projection onto the second
factor of any pair (x, h) in a trivial bundle ε∗αUH with the source of H; since the source
map of H is invariant w.r.t. left multiplication in H, the claim follows.
To show ii), compute both actions:
(g [α, x, h1])h2 = [β, tG(g),Θβα(g)h1]h2 =
= [β, tG(g), (Θβα(g)h1)h2] =
= [β, tG(g),Θβα(g)(h1h2)] =
= g [α, x, h1h2] =
= g ([α, x, h1]h2) ,
where
sG(g) = x, tG(g) ∈ Uβ, sH(h1) = tH(h2).
Finally, notice that the left G-action is smooth; this follows from the fact that its local form
is smooth and by the usual definition of a smooth structure on P . 
Hence, Lemma 4.19, together with Theorem 4.14, implies the following fact:
There is a one-to-one correspondence between generalized morphisms in the
sense of Definition 4.4 and local generalized morphisms in the sense of Defini-
tion 4.16, provided one chooses an open covering of the manifold of objects of the
source groupoid
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Remark 4.20. Let me just notice that an equivalent statement was already present, for the
special case of monodromy groupoids of foliated manifolds, in [8] and in a more general
form e.g. in [14]: in fact, a generalized morphism from G to H is equivalent to a choice
of an open covering of XG and a strict morphism of groupoids from
∐
α,β Gα,β (which is
equivalent to G) to H.
4.3. Some examples of local generalized morphisms. In this subsection, I construct
some examples of local generalized morphisms in the sense of Definition 4.16, and to
relate them to the ordinary version of generalized morphisms, that of Definition 4.4.
4.3.1. Local generalized morphisms between action groupoids. Assume given two action
groupoids, say G⋉X and H ⋉ Y , where X and Y , resp. G and H , are smooth manifolds,
resp. Lie groups acting from the left on X and Y respectively; for the definition of action
groupoids, I refer to Subsubsection 3.3.3. Consider local trivializing data (U, εα,Φαβ)
over the manifold of objects of G⋉X , which is X , with values in H ⋉ Y ; as was proved
in Subsubsection 3.3.3, this is equivalent to a Y -pointed principalH-bundle overX , in the
language adopted in Subsubsection 3.3.3.
Consider now a local generalized morphism Θ subordinate to the aforementioned local
trivializing data. First of all, the local components (G⋉X)α,β take the form:
(G⋉X)α,β = {(g, x) ∈ G×X : x ∈ Uα, gx ∈ Uβ} .
Then, there are smooth maps Θβα from (G⋉X)α,β to H⋉Y , satisfying a certain number
of properties, listed in Definition 4.16. First of all, write
Θβα(g, x) : =
(
ΘHβα(g, x),Θ
Y
βα(g, x)
)
,
where
ΘHβα(g, x) ∈ H, Θ
Y
βα(g, x) ∈ Y.
Since (by the commutativity of the diagrams (4.12)) the following equations hold
tH ◦Θβα = εβ ◦ tG and sH ◦Θβα = εα ◦ sG ,
it follows immediately
ΘYβα(g, x) = εα(x), εβ(gx) = Θ
H
βα(g, x)εα(x).
Let me introduce the following notation
θβα(g, x) : = Θ
H
βα(g, x) ∈ H, (g, x) ∈ (G⋉X)α,β .
Moreover, by the commutativity of the third diagram of (4.12), one has
θα(e, x) = e, ∀x ∈ Uα.
Writing down explicitly Identity (4.13), one gets the following identity:
Θγα(g1g2, x)) = (θγα(g1g2, x), εα(x))
!
=
!
= Θγbη(g1, g2x)) Θβα(g2, x)) =
= (θγβ(g1, g2x), εβ(g2x)) (θβα(g2, x), εα(x)) =
= (θγβ(g1, g2x)θβα(g2, x), εα(x)) ,
whence it follows
θγα(g1g2, x) = θγβ(g1, g2x)θβα(g2, x), ∀x ∈ Uα, g2x ∈ Uβ , g1g2x ∈ Uγ .
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There is also Identity (4.14) to be considered, relating the local generalized morphisms to
transition maps of the bundle: namely, it takes the form
Θβα(g, x) = (θβα(g, x), εα(x))
!
=
!
= Φβδ(gx)Θδγ(g, x)Φγα(x) =
=
(
ΦHβδ(gx), εδ(gx)
)
(θδγ(g, x), εγ(x))
(
ΦHγα(x), εα(x)
)
=
=
(
ΦHβδ(gx)θδγ(g, x)Φ
H
γα(x), εα(x)
)
,
whence one easily deduces the following relation between the maps θβα and the transition
maps of principal H-bundle P :
θβα(g, x) = Φ
H
βδ(gx)θδγ(g, x)Φ
H
γα(x), x ∈ Uα ∩ Uγ , gx ∈ Uβ ∩ Uγ .
The right principal H-bundle P is given explicitly by
P =
∐
α
Uα ×H/ ∼,
where the equivalence relation ∼ was described explicitly in Subsubsection 3.3.3.
The maps θβα define a lift of the left action of G on X to P . In fact, define the left
action of G on P as follows:
(4.17) G× P ∋ (g, [α, x, h]) 7→ [β, gx, θβα(g, x)h] ∈ P, gx ∈ Uβ.
The left action (4.17) is well-defined, since, picking up other indices γ and δ, such that
x ∈ Uγ , gx ∈ Uδ,
so that
[α, x, h] = [γ, x,ΦHγα(x)h], [β, gx, θβα(g, x)h] =
[
δ, gx,ΦHδβ(gx)θβα(g, x)h
]
,
one gets, by the above version of (4.14),
G× P ∋
(
g, [γ, x,ΦHγα(x)h]
)
= (g, [α, x, h]) 7→
7→
[
δ, gx, θδγ(g, x)Φ
H
γα(x)h
]
=
=
[
δ, gx,Φδβ(gx)
Hθβα(g, x)h
]
=
= [β, gx, θβα(g, x)h].
Since θα(e, x) = e, it follows that
(e, [α, x, h]) 7→ [α, x, h],
and since θγα(g1g2, x) = θγβ(g1, g2x)θβα(g2, x), it follows
(g1g2)[α, x, h] = [γ, (g1g2)x, θγα(g1g2, x)h] =
= [γ, g1(g2x), θγβ(g1, g2x)θβα(g2, x)h] =
= g1 [β, g2x, θβα(g2, x)h] =
= g1 (g2[α, x, h]) , g1g2x ∈ Uγ , g2x ∈ Uβ, x ∈ Uα.
Finally, since the projection from P to X is simply
[α, x, h] 7→ x,
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it is clear that π is G-equivariant, and it is obvious that the left G-action is compatible
with the right H-action. Moreover, notice that the associated bundle P ×H Y may be
constructed via the gluing procedure:
P ×H Y =
∐
α
Uα × Y/ ∼,
where now the equivalence relation takes the form
[α, x1, y1] ∼ [β, x2, y2]⇔

Uαβ 6= ∅,
x1 = x2,
y2 = Φ
H
βα(x1)y1.
The left G-action on X may be then also lifted to the associated bundle P ×H Y via the
formula:
P ×H Y ∋ (g, [α, x, y]) 7→ [β, gx, θβα(g, x)y] ∈ P ×H Y.
Repeating almost verbatim the arguments and the computations used for showing that P
inherits a lift of the left G-action on X , one can show that the left G-action on P ×H Y is
well-defined and lifts exactly the left G-action on X .
Moreover, the global section η of P ×H Y is defined by the local momenta εα. The
section η is G-equivariant, i.e.
η(gx) = gη(x), ∀g ∈ G, x ∈ X.
Namely, the following identities are already known:
εβ(x) = Φ
H
βα(x)εα(x), ∀x ∈ Uαβ ; εβ(gx) = θβα(g, x)εα(x), x ∈ Uα, gx ∈ Uβ .
The first identity together with the identity relating the transition maps of P and the Now
we have:
η(gx) = [β, gx, εβ(gx)] =
= [β, gx, θβα(g, x)εα(x)] =
= g [α, x, εα(x)] =
= gη(x), x ∈ Uα, gx ∈ Uβ .
(The choice of the indices α and β is completely uninfluent, because of the above relation-
ship between the various local momenta and transition maps and between transition maps
and the maps θβα.)
Hence, the following equivalence has been established:
A local generalized morphism Θ from the action groupoid G ⋉ X to the action
groupoid H ⋉ Y , hence, a generalized morphism between G ⋉ X and H ⋉ Y ,
subordinate to local trivializing data over X with values in H ⋉ Y , is equivalent
to i) a right principal H-bundle P over X , ii) a smooth lift of the left G-action
on X to P and to P ×H Y and iii) a G-equivariant global section η of P ×H Y ;
Such a datum I will call a G-equivariant, Y -pointed principal H-bundle over X ,
provided one chooses an open covering of X .
Remark 4.21. Notice that in the special case Y is a point, on which H acts trivially (so,
the action groupoid reduces to the trivial groupoid H , with trivial source, target and unit
maps), there is no condition about Y -points, and one gets simply a G-equivariant principal
H-bundle over X , which is, in the language of [9], a particular example of a principal
H-bundle over the action groupoid G⋉X .
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4.3.2. A local generalized morphism from the product groupoid X × X to the gauge
groupoid G(P ), for a right principal G-bundle P over X . Consider an ordinary right
principal G-bundle over the manifold X , where G is a Lie group; to X is associated the
product groupoid X × X (I refer to Subsubsection 3.3.1 for more details), whereas to P
and X is associated the gauge groupoid G(P ) (I refer to Subsubsection 3.3.4 for more de-
tails). The aim now is to produce a local generalized morphism Θ from X ×X to G(P ),
subordinate to the local trivializing data over X with values in G(P ) associated to an open
cover U, local momenta given by the canonical inclusions of Uα into X and associated to
the P -values cocycle (3.7) of Subsubsection 3.3.4; such local trivializing data give rise to
the right G(P )-bundle (X × P, pr1, π ◦ pr2, X).
Recall the explicit form of the transition maps of the local trivializing data:
Φαβ(x) = [σα(x), σβ(x)] , x ∈ Uαβ ,
where σα denotes a local section of P over Uα
The maps
(4.18) Θβα(x1, x2) : = [σβ(x2), σα(x1)] , x1 ∈ Uα, x2 ∈ Uβ ,
define a local generalized morphism from X ×X to G(P ) subordinate to the above local
trivializing data; moreover, the associated generalized morphism from X ×X to G(P ) is
the bundle (X × P, pr1, π ◦ pr2, X), with left X ×X-action given by
(4.19) (x, y)(y, p) : = (x, p), x, y ∈ X, p ∈ P.
(It is immediate to verify that the above right G(P )-bundle, endowed with the left X ×X-
action of Equation (4.19), satisfies all the properties stated in Definition 4.4.)
By the very definition of source map and target map of X ×X and of G(P ), it follows
immediately that all diagrams in (4.12) commute. Identity (4.13)is an easy consequence of
the definition of the product in G(P ) and in Π(X), namely:
Θγα((x1, x2)(x2, x3)) = Θγα(x1, x3) =
= [σγ(x1), σα(x3)] =
= [σγ(x1), σβ(x2)] [σβ(x2), σα(x3)] =
= Θγβ(x1, x2)Θβα(x2, x3).
Moreover, Identity (4.14), relating transition maps of local trivializing data and local gen-
eralized morphisms, follows from the very same arguments. To see that in fact the gener-
alized morphismΘ as defined in Equation (4.18) corresponds to the generalized morphism
(X × P, pr1, π ◦ pr2, X), with left Π(X)-action as defined in Equation (4.19), recall the
construction of Subsection 4.1, where, given a generalized morphism P from G to H in
the sense of Definition 4.4, I constructed a local generalized morphism in the sense of Def-
inition 4.16. In this particular case, one has to compute the division map of the bundle
(X × P, pr1, π ◦ pr2, X). It is in fact simply given by
(4.20) φX×P ((x1, p1), (x1, p2)) : = [p1, p2].
The verification that Equation (4.20) is an in fact the division map of the above bundle is
immediate.
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Then, it is known that the corresponding local generalized morphism is given by Equa-
tion (4.8): let me compute explicitly the result
Θβα(x1, x2)
!
= φX×P
(
σβ(tΠ(X)(x1, x2)), (x1, x2)σα(sΠ(X)(x1, x2))
)
=
= φX×P (σβ(x1), (x1, x2)σα(x2)) =
= φX×P ((x1, σβ(x1)), (x1, x2)(x2, σα(x2))) =
= φX×P ((x1, σβ(x1)), (x1, σα(x2))) =
= [σβ(x1), σα(x2)] , x1 ∈ Uβ, x2 ∈ Uα.
Notice that I have adopted the same notation for local sections ofX×P w.r.t. pr1 and local
sections of P over Uα: in fact, a local section σα of P over Uα specifies a local section of
X × P over Uα in the following way:
σα : Uα → P ❀ σα : Uα → X × P, x 7→ (x, σα(x)).
4.3.3. A local generalized morphism from the action groupoidG⋉X to the gauge groupoid
G(P ) for a right principalH-bundle P over X . Consider in this subsubsection a manifold
X , acted on from the left by the Lie groupG, and a right principalH-bundle P overX , for
H a Lie group; consider furthermore the action groupoid G ⋉X and the gauge groupoid
G(P ) associated to P .
Given the local trivializing data consisting of an open trivializing cover U of X w.r.t.
P , the local momenta given by the inclusions Uα →֒ X and the cocycle over X with
values in G(P ) given by Equation (3.7), I construct a local generalized morphism from
G⋉X to G(P ) subordinate to the above local trivializing data, which, like in the previous
subsubsection, define the right G(P )-principal bundle (X × P, pr1, π ◦ pr2, X). The maps
(4.21) Θβα(g, x) : = [σβ(gx), σα(x)] , x ∈ Uα, gx ∈ Uβ,
and σα denotes a local section over Uα of the right principal H-bundle P .
First of all, the very definition of target map, source map and unit map of both groupoids
G⋉X and G(P ) show immediately that the three diagrams in (4.12) do indeed commute.
Identity (4.13) follow from the following computation, where I make use again of the
product laws in both G⋉X and G(P ):
Θγα((g1, g2x), (g2, x))
!
= Θγα(g1g2, x) =
= [σγ(g1g2x), σα(x)] =
= [σγ(g1g2x), σβ(g2x)] [σβ(g2x), σα(x)] =
= Θγβ(g1, g2x)Θβα(g2, x), x ∈ Uα, g2x ∈ Uβ , g1g2x ∈ Uγ .
Analogous computations, recalling the explicit shape of transition maps of the right G(P )-
bundle (X × P, pr1, π ◦ pr2, X) associated to the local sections σα of P , show that Iden-
tity (4.14) also hold.
Recalling the shape of the division map of the bundle (X × P, pr1, π ◦ pr2, X), let me
now prove that the local generalized morphism defined by Equation (4.21) corresponds to
the generalized morphism (X × P, pr1, π ◦ pr2, X), where the leftG⋉X-action is defined
via
(4.22) (g, x)(x, p) : = (gx, p), g ∈ G, x ∈ X, p ∈ P.
(It is immediate to verify that (X × P, pr1, π ◦ pr2, X), endowed with the left G ⋉ X-
action, satisfies all the requirements of Definition 4.4.) In fact, using the computations
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of Subsection 4.1, one gets the following expression for the local generalized morphism
associated to the above generalized morphism:
Θβα(g, x) = φX×P (σβ(tG⋉X(g, x)), (g, x)σα(tG⋉X(g, x))) =
= φX×P (σβ(gx), (g, x)σα(x)) =
= φX×P ((x, σβ(gx)), (g, x)(x, σα(x))) =
= φX×P ((x, σβ(gx)), (gx, σα(x))) =
= [σβ(gx), σα(x)] , x ∈ Uα, gx ∈ Uβ ,
which corresponds exactly to the local generalized morphism of Equation (4.21).
4.4. Equivalences between generalized morphisms. Finally, I want to discuss the local
aspects of equivalences between generalized morphisms from a groupoid G to another
groupoidH; by these, I mean morphisms of rightH-principal bundles in the sense specified
in [15], [18], which are additionally left G-equivariant. I discussed already global aspects
of such morphisms in [18]; in particular, since they are morphisms between H-principal
bundles, they are invertible (whence the choice of name “equivalence”) and there is a
one-to-one correspondence between these equivalences and G-invariant generalized gauge
transformations with values in H.
Let me now consider two groupoids G and H, two generalized morphisms G P→ H
and G P→ H; as usual, I denote by π1 and ε1, resp. π2 and ε2, the projection and the
momentum respectively of P , resp. Q. I consider additionally an equivalence Σ between
P and Q, in the sense specified above; by KΣ, like in Subsection 3.4, I denote the G-
invariant generalized gauge transformation associated uniquely to Σ. Assume that there
is an open covering U of XG , such that there are local sections σ1α of P , resp. σ2α of Q,
over any open set Uα; the corresponding local trivializations, transition maps and local
momenta are denoted as in Subsection 3.4. In analogy to Subsection 3.4, Define
Σα(x) : = KΣ
(
σ1α(x), σ
2
α(x)
)
, ∀x ∈ Uα.
Now, recall from Subsection 4.1 the formula for the local generalized morphisms ΘP and
ΘQ, associated respectively to P and Q:
ΘPβα(g) = φP
(
σ1β(tG(g)), gσ
1
α(sG(g))
)
, ΘQβα(g) = φQ
(
σ2β(tG(g)), gσ
2
α(sG(g))
)
,
for g belonging to the local component Gα,β , defined explicitly also in the same subsection.
Proposition 4.22. The local maps Σα enjoy the following properties:
i) (Compatibility with local momenta)
tH ◦Σα = ε
2
α, sH ◦ Σα = ε
1
α.
ii) (Coboundary relation I)
Σβ(x) = Φ
2
βα(x)Σα(x)Φ
1
αβ(x), x ∈ Uαβ ,
provided Uα and Uβ intersect nontrivially.
iii) (Coboundary relation II)
ΘPβα(g) = (Σβ(tG(g)))
−1
ΘQβα(g)Σα(sG(g)), ∀g ∈ Gα,β .
Proof. The proof of Proposition 3.10 of Subsection 3.4 implies immediately the compati-
bility with local momenta and coboundary relation I; it remains therefore to show cobound-
ary relation II.
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Using the explicit form of the local generalized morphisms ΘPβα and Θ
Q
βα, the relation
Σ(σ1α(x)) = σ
2
α(x)Σα(x), ∀α,
as well as Theorem 5.11 of [18], one gets:
ΘPβα(g) = φP
(
σ1β(tG(g)), gσ
1
α(sG(g))
)
=
= φQ
(
Σ(σ1β(tG(g))),Σ(gσ
1
α(sG(g)))
)
=
= φQ
(
Σ(σ1β(tG(g))), gΣ(σ
1
α(sG(g)))
)
=
= φQ
(
σ2β(tG(g))Σβ(tG(g)), gσ
2
α(sG(g))Σα(sG(g))
)
=
= (Σβ(tG(g)))
−1
φQ
(
σ2β(tG(g)), gσ
2
α(sG(g))
)
Σα(sG(g)) =
= (Σβ(tG(g)))
−1
ΘQβα(g)Σα(sG(g)), ∀g ∈ Gα,β .

The previous proposition motivates therefore the following
Definition 4.23. Let G and H two groupoids. Let
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
two
local trivializing data over XG with values in H, with the same open covering, and let Θ,
resp. H, a local generalized morphism in the sense of Definition 4.16 subordinate to the
local trivializing data
(
U, ε1α,Φ
1
αβ
)
, resp.
(
U, ε2α,Φ
2
αβ
)
.
A local equivalence Σ between Θ and H consists of a family of maps Σα from Uα to
H, such that the following requirements hold:
a) Σα puts the local momenta ε1α and ε2α in relationship as follows:
tH ◦ Σα = ε
2
α, sG ◦ Σα = ε
1
α.
b) For any two nontrivially intersecting open sets Uα and Uβ , the nonabelian ˇCech
cocycles Φ1αβ and Φ2αβ are cohomologous w.r.t. Σ:
Σβ(x) = Φ
2
βα(x)Σα(x)Φ
1
αβ(x), x ∈ Uαβ .
c) For any two open sets Uα and Uβ , consider the local component Gα,β ; then, the
local generalized morphisms Θβα and Hβα are “cohomologous” w.r.t. Σ as fol-
lows:
Θβα(g) = (Σβ(tG(g)))
−1
Hβα(g)Σα(sG(g)), ∀g ∈ Gα,β .
Remark 4.24. Notice that Condition b) makes Condition c) compatible with Equation
(4.14) in Definition 4.16: namely,
Θβα(g) = Φ
1
βδ(tG(g))Θδγ(g)Φ
1
γα(sG(g)) =
= Φ1βδ(tG(g)) (Σδ(tG(g)))
−1
Hδγ(g)Σγ(sG(g))Φ
1
γα(sG(g)) =
=
(
Σδ(tG(g))Φ
1
δβ(tG(g))
)−1
Hδγ(g)
(
Σγ(sG(g))Φ
1
γα(sG(g))
)
=
=
(
Φ2δβ(tG(g))Σβ(tG(g))
)−1
Hδγ(g)
(
Φ2γα(sG(g))Σα(sG(g))
)
=
= (Σβ(tG(g)))
−1Φ2βδ(tG(g))Hδγ(g)Φ
2
γα(sG(g))Σα(sG(g)) =
= (Σβ(tG(g)))
−1
Hβα(g)Σα(sG(g)),
for Uα and Uγ , resp. Uβ and Uδ , intersecting nontrivially, and g ∈ Gα,β ∩ Gγ,δ.
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It is already known that the generalized morphisms Θ and H, together with their respec-
tive local trivializing data, give rise, by Lemma 4.19, to generalized morphismsPΘ and PH
respectively between G andH; it is natural to figure out that a local equivalenceΣ between
Θ and H should give rise to an equivalence between the associated generalized morphisms
PΘ and PH. This is the content of the following
Theorem 4.25. Given two local trivializing data
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
over
XG with values in H, with the same open covering U, two local generalized morphisms Θ
and H subordinate to
(
U, ε1α,Φ
1
αβ
)
and
(
U, ε2α,Φ
2
αβ
)
respectively, a local equivalence Σ
between Θ and H in the sense of Definition 4.23, there is an equivalence Σ between the
generalized morphisms PΘ and PH.
Proof. By Theorem 3.12, it is already known that there is a morphism Σ from PΘ to PH
(i.e. a generalized gauge transformation on PΘ⊙PH with values inH); it remains therefore
to prove that it is G-equivariant. Recall the construction of PΘ andPH from Subsection 4.2:
PΘ =
∐
α
ε1∗α UH/ ∼, PH =
∐
α
ε2∗α UH/ ∼,
and the equivalence relations ∼ are in both cases induced by the cocycles Φ1αβ and Φ2αβ
respectively. The left G-action on PΘ and PH is defined respectively by
g[α, x, h] : = [β, tG(g),Θβα(g)h] , g[α, x, h] : = [β, tG(g),Hβα(g)h] ,
where sG(g) = x ∈ Uα and Uβ is chosen so, that tG(g) ∈ Uβ (so, g ∈ Gα,β); it was
already shown that the definition of left G-action is independent of any choices. Recall
also the definition of Σ:
Σ ([α, x, h]) = [α, x,Σα(x)h] , x ∈ Uα, tH(h) = ε
1
α(x).
Hence,
Σ(g[α, x, h]) = Σ([β, tG(g),Θβα(g)h]) =
= [β, tG(g),Σβ(tG(g))Θβα(g)h] =
= [β, tG(g),Hβα(g)Σα(sG(g))h] =
= g [α, x,Σα(x)h] =
= gΣ([α, x, h]) , sG(g) = x ∈ Uα,
which shows the G-equivariance of Σ. The compatibility between Condition c) in Defini-
tion 4.23 and Equation (4.14) in Definition 4.16 makes the above computation independent
of any choice. 
The results of Theorem 4.25 and the previous computations can be resumed as follows:
There is a one-to-one correspondence between equivalences of generalized mor-
phisms from a groupoid G to H in the sense of [15], [18], and local equivalences
between local generalized morphisms from G to H in the sense of Definition 4.23.
4.4.1. An example of equivalences between generalized morphisms: the case of action
groupoids. Consider two Lie groups G and H , and two manifolds X and Y , such that G
operates from the left on X and H from the left on Y . The results of Subsubsection 4.3.1
imply that any generalized morphism from the action groupoid G⋉X to H ⋉ Y is, in the
language introduced in the very same subsubsection, a G-equivariant, Y -pointed principal
