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Abstract. We propose an efficient approximation to the nonlinear phase diversity method for wave-
front reconstruction from intensity measurements. The new method, iterative linear phase diversity
(ILPD), assumes that the residual phase aberration is small and makes use of a first order Taylor expan-
sion of the point spread function (PSF) performed for an arbitrary (large) diversity in order to optimize
the phase retrieval. For static aberrations, ILPD makes use of two images collected at each iteration of
the algorithm. In each step, the residual phase aberrations are estimated by solving a linear least squares
problem, followed by the use of a deformable mirror to correct for the aberrations. A further contribution
of the paper is the extension of the static ILPD to the case of dynamic wavefront reconstruction for which
a computationally efficient H2 controller is presented.
1 Introduction
Phase diversity (PD) [1] estimates wavefront aberrations using nonlinear optimization tech-
niques from multiple images of the same unknown scene acquired simultaneously, which con-
tain additional user introduced aberrations (diversities). To be able to uniquely estimate wave-
front aberrations more than one image is needed [2]. Due to the high computational complexity
and possible convergence to local optima [2], nonlinear PD has a limited usage in real-time
correction algorithms [1] and different ideas have been presented to decrease its complexity
[3,4]. Recently, in [5], it was shown that using a second order expansion of the generalized
pupil function (GPF), wavefront retrieval algorithms give more accurate results than using the
Born approximation [3,6]. The common idea in decreasing the computational complexity is the
approximation of the PSF based on the assumption that the total aberration is small [5,3,7].
However, as has been shown in [8], the optimal diversity depends on the present aberration and
can generally not be considered small. In the present paper we overcome this shortcoming by
the use of an alternative approximation of the PSF. The linearization of the PSF is done around
the diversity for small values of the phase aberration. A similar approximation is used in [4] in
an iterative manner based on only one measurement - linearized focal-plane technique (LIFT).
At each iteration a new linearization of the PSF is done around the current phase estimate and
a new least squares (LS) problem is solved to obtain the estimate. Using only the PSF approxi-
mation around zero aberration, we present a novel method called iterative linear phase diversity
(ILPD), which consists in collecting two diversity images, solving a LS problem and correcting
for the wavefront aberrations by the LS estimate. As opposed to LIFT, we use the approxima-
tion around zero and collect two new images at each iteration. In this way we eliminate the sign
ambiguity in the recovered phase and also increase the speed of the algorithm due to the fact
that the linear coefficients of the PSF do not change from iteration to iteration.
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The paper is organized as follows. In Section 2 we introduce the optical system. In Section
3 we review linear and quadratic PSF approximations. In Sections 4 and 5 we present the ILPD
solution for static and time varying aberrations, respectively. In Section 6 we discuss results of
numerical simulations. We end with conclusions in Section 7.
The mathematical notations used are standard: •T , •∗, and ⋆ denote transposition, trans-
pose conjugation, and the convolution operator, respectively. ‖ • ‖ denotes the vector 2-norm,
O(‖ • ‖a) is the a-th order Lagrange residue, the infinity norm of a vector v is defined as
‖v‖∞ := max (|v1|, . . . , |vn|), and theH∞ norm of a rational transfer function M (z) is defined
as ‖M‖∞ := sup
ω
σ (M (jω)), where σ is the maximum singular value of the matrix M (jω).
2 The optical system
The incoherent image formation of a point source in the presence of phase aberrations φi(uj, vj) =
Z(uj, vj)
Tα and a phase diversity βi is given by [9]
yi,j = µih (sj, tj , α, βi) + ni(sj , tj), (1)
where yi,j denotes the j-th pixel of the i-th diversity image, µi is the number of photons, h
denotes the spatially invariant PSF expressed in the spatial coordinates (sj , tj), and ni(sj, tj) is
Gaussian white noise with standard deviation σi,j , which we assume to be equal for all pixels
by dropping the index j. The phase aberrations are approximated using a normalized Zernike
basis [10], where Z contains the n Zernike polynomials evaluated in the pupil plane coordinates
(uj, vj). The spatially invariant PSF of the i-th optical path in Eq. (1) can be written as
h (sj , tj, α, βi)=F (Π (u, v) exp (iφi (u, v))) (sj, tj)F (Π (u, v) exp (iφi (u, v)))
∗ (sj, tj) (2)
where F is the Fourier transform and Π is the pupil function. The quantity p (uj, vj , α, βi)=
Π (uj, vj) exp (iφi (uj, vj)) in Eq. (2) is the GPF. It is assumed that the measurements are
dominated by Gaussian read-out noise. The signal to noise (SNR) level is given by
SNR = 1/m2
∑m2
j=1
µihj(α, βi)
(
1/m2
∑m2
j=1
σ2i
)−1/2(
=
µi
m2σi
)
, (3)
where we have omitted the coordinates in brackets and added the pixel index j for hj .
3 Approximations of the PSF
The PSF in Eq. (2) is computationally expensive to evaluate and needs to be approximated. The
generally used approach is the Born approximation, which is valid for small phase aberrations
(up to 0.5 rad rms). It has been shown in [8] that the lower bound on the variance of any unbiased
estimator of the wavefront aberration is much lower for large diversities. Therefore, it is of high
importance to investigate approximations of Eq. (2) that allow us to use large diversities.
We start with a first order approximation based on the Taylor expansion of the GPF. The Born
approximation assumes a small phase (small total phase approximation), φi = ZT (α+βi), such
that the GPF can be approximated using only a first order Taylor expansion around α+ βi = 0.
Substituting this first order approximation in Eq. (2) yields a quadratic PSF
hj(α, βi) = A0,j + A1,j(α + βi) + (α + βi)
TA2,j(α + βi) +O
(
‖α+ βi‖
2
)
, (4)
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where A0,j := hj(α, βi)|α+βi=0, A1,j :=
∂hj(α,βi)
∂(α+βi)
∣∣∣
α+βi=0
, A2,j := F
(
∂pj(α,βi)
∂(α+βi)
⋆
∂p∗
−j(α,βi)
∂(α+βi)T
+
∂pj(α,βi)
∂(α+βi)
⋆
∂p∗
−j(α,βi)
∂(α+βi)T
)
(sj, tj)
∣∣∣
α+βi=0
. The linear term of the approximated PSF in Eq. (4) is in-
variant in the even aberrations, which makes it impossible to neglect the quadratic term of the
PSF when the Born approximation is used to formulate a linear estimation problem.
Another first order model is obtained by directly approximating the PSF in Eq. (2) for small
aberrations and non-zero diversities (small aberration approximation)
hj(α, βi) = B0,j(βi) +B1,j(βi)α +O
(
‖α‖2
)
, (5)
where B0,j(βi) := hj(α, βi)|α=0, and B1,j(βi) :=
∂hj(α,βi)
∂α
∣∣∣
α=0
. The approximation in Eq. (5)
has the property that for φ 6= 0 the even modes do not cancel in this linear term.
It has been shown in [5] that using a second order Taylor expansion of the GPF in φi = 0 and
neglecting the 3rd and the 4th orders of the resulting PSF (small total phase approximation), a
more accurate model than Eq. (4) is obtained
hj (α, βi) = C0,j + C1,j(α + βi) + (α+ βi)
TC2,j(α+ βi) +O
(
‖α + βi‖
3
)
, (6)
where C0,j := A0,j , C1,j := A1,j and C2,j := ∂
2hj(α,βi)
∂(α+βi)∂(α+βi)T
∣∣∣
α+βi=0
.
4 ILPD for static aberrations
Here, we aim to obtain a linear relationship between the measured intensity and the unknown
aberration. A linear model has low computational complexity and gives rise to fast algorithms.
For the approximation in Eq. (5), we stack the measurements as follows[
Y T1 Y
T
2
]T
= bS + ASα +∆bS(α) + n, ∆bS(α) := O
(
‖α‖2
)
. (7)
where Yi:=
[
yi,1. . .yi,j . . .
]T
, bS :=
[
b˜S,1. . .b˜S,i. . .
]T
, b˜S,i:=
[
B0,i,1. . .B0,i,j . . .
]
,
AS :=
[
A˜TS,1. . .A˜
T
S,i. . .
]T
, A˜S,i :=
[
Bi,1(βi)
T . . .Bi,j(βi)
T . . .
]T
, and n=
[
nT1 n
T
2
]T
. Using Eq. (6),
a set of linear equations is obtained by subtracting 2 intensity measurements
Y1 − Y2 = bD + ADα+∆bD +∆n, ∆bD := O
(
‖α+ β1‖
3
)
−O
(
‖α + β2‖
3
)
, (8)
where bD :=
[
b˜D,1. . .b˜D,j . . .
]T
, b˜D,j :=C1,j(β1 − β2) + β
T
1 C2,jβ1 − β
T
2 C2,jβ2,
AD :=
[
A˜TD,1. . .A˜
T
D,j . . .
]T
, A˜D,j :=2(β1 − β2)
TC2,j , and ∆n=n1 − n2.
In static ILPD, the residual aberration is repeatedly estimated and corrected with a DM
using the residual aberration estimate. Denoting the residual aberration estimate at step k − 1
by αˆk−1, and the residual aberration at step k − 1 by αk−1, ILPD gives αk = αk−1 − αˆk−1. At
the k-th correction step, two images Y1,k, Y2,k are recorded for two different diversities β1 and
β2 assuming the wavefront aberration does not change. A new estimate of αk is obtained via the
solution of a LS problem based on Eqs. (8) and (7). The algorithm continues until the strength
of the aberration decreases under a certain threshold. Let Eqs. (7) and (8) be rewritten as
bS,k −∆bS (αk) = ASαk + nk, (9)
bD,k −∆bD (αk) = ADαk +∆nk, (10)
respectively, where bD,k := Y1,k−Y2,k− bD , bS,k :=
[
Y T1,k Y
T
2,k
]T
− bS , ∆nk = n1,k−n2,k, nk =[
nT1,k n
T
2,k
]T
, with ni,k the stacked measurement noise at time instant k and the i-th diversity
image. Then the two LS problems that we need to solve are
M1 : minαk‖bS,k −ASαk‖
2, M2 : minαk‖bD,k −ADαk‖
2. (11)
A convergence analysis can be made using the relative residue after each correction step rLS :=
‖αk+1‖/‖αk‖. The relative residue has to be smaller than 1 to ensure that the rms is reduced.
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5 Correction with dynamic aberrations
The statistical properties of atmospheric turbulence can be modeled by the Kolmogorov spec-
trum and we assume a static model for the DM correction. The linear dynamics of the Kol-
mogorov model combined with a linear perturbed measurement equation yield
αk+1 = Aturαk +Bactuk + wk,
bS,k = ASαk +∆bS(αk) + nk,
(12)
where nk has the covariance matrix N = σ2I . The system in Eq. (12) is in the standard state
space form for ∆bS(αk) ≡ 0. Since the output bS,k has the dimension equal to the number of
pixels, we reduce the computational complexity of the calculations using a QR decomposition
of AS =
[
Q1 Q2
] [
R1
0
]
(R1 upper triangular, and Q1, Q2 with orthogonal columns)
zk = R1αk +Q
T
1 (nk +∆bS(αk)), (13)
where zk := QT1 bS,k. Next, we use the Kalman filter theory [11] for the system in Eq. (12),
where the output is replaced by Eq. (13). The Kalman filter prediction and update equations are
αˆk|k−1 = Aturαˆk−1|k−1 +Bactuk, Pk|k−1 = AturPk−1|k−1A
T
tur +Qk,
Kk = Pk|k−1R
T
1
(
R1Pk|k−1R
T
1 +Q
T
1NQ1
)−1
,αˆk|k = αˆk|k−1 +Kk
(
zk −R1αˆk|k−1
)
,
Pk|k = (I −KkR1)Pk|k−1. (14)
It is assumed that the atmospheric disturbance model S (z) is in innovation form [11] with
respect to zk
αk+1 = Aturαk + Kkvk
zk = R1αk + vk
(15)
whereAtur−KkR1 andAtur are stable, and vk is a zero-mean white process with covarianceRv=
R1Pk|k−1R
T
1 +Q
T
1NQ1. The innovation process vk incorporates both the effect of atmospheric
turbulence and measurement noise. A schematic representation of the control problem in the so-
P (z)
∆bS
R
1/2
v S(z)
R1
H(z)
R
1/2
C(z)
z∆ w∆
v
zm −
z
r
u −
α
εαm
e
w¯
Fig. 1: Block diagram of the control system
∆bS
N
e w
z∆ w∆
Fig. 2: Uncertain closed-loop inter-
connection
called generalized plant framework is given in Fig. 1. The generalized plant P (z) (the shaded
block), makes a distinction between exogenous zero-mean white noise inputs w¯k and control
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inputs uk on one hand and the measurement outputs rk and performance outputs ek on the other
hand. The white noise vk does not have unit covariance, so we need to augment the atmospheric
disturbance model with a static matrix R1/2v multiplication to normalize the input covariance.
αm is the applied phase correction, εk = αk−αmk is the residual phase error, and the reduced
signal is rk=zk−zmk , where zk and zmk denote the contributions due to turbulence and the DM.
We consider the case when the DM dynamics consist of a pure delay, i.e., H (z) = z−1Bact.
In the following, we design an optimal controller that minimizes the cost function J =
E{εTk εk}+E{u
T
kRuk}, where R≥ 0 is a matrix which makes a trade off between the mean-
square residual phase error and the amount of control effort. This is equivalent to finding a
controller C(z) that minimizes the H2-norm of the closed loop transfer function S (P, C) =
P11+P12C (I−P22C)
−1P21, where the four blocks of the generalized plant P are given by

 ξk+1ek
rk

 =


0 0 0 I
0 Atur KkR
1/2
v 0
−I I 0 0
0 0 0 R1/2
−R1 R1 R
1/2
v 0



 ξkw¯k
uk

 . (16)
A simplified version of Corollary 1 in [12], adapted to our framework, gives an analytic formu-
lation of the optimal controller for the problem mentioned above.
Theorem 1 Let αk and zk be characterized by the stochastic process in Eq. (15) with Rv>0.
Assume that the DM can be modeled as a pure delay and that Bact or R has full column rank.
The optimal feedback C (z) that internally stabilizes P (z) has a state-space representation[
ξˆk+1
uk
]
=
[
A˜+KkR1F Kk
F
(
A˜ +KkR1F
)
FKk
] [
ξˆk
rk
]
, (17)
where A˜=Atur−KkR1, F=H†R, and H
†
R=(I+R)
−1
. The controller output is uk = H†Rαˆk+1|k.
The controller computed in Theorem 1 stabilizes the nominal generalized plant P (z), but
as seen from Eq. (12), P (z) is affected by an additive uncertainty ∆bS(αk). We further in-
vestigate under which conditions the controller in Eq. (17) also stabilizes the uncertain sys-
tem. For this, we look at the influence which the uncertainty can exert on the interconnection.
The transfer function seen by ∆bS is nothing but the transfer function w∆ → z∆, M (z) =
(I+C (z)R1H (z))
−1C (z). Schematically, the system including the uncertainty is given in
Fig. 2, where N=S (P, C)=
[
N11N12
N21N22
]
. The transfer matrix seen by ∆bS is N11=M . The set of
uncertainties is ∆:={∆bS ∈ Rm
2×1|∆bS ∈ ∆⋆}, where ∆⋆ is a value set of real matrices that
defines the structure and the size of the uncertainties. We now state two theorems [13] which
determine under which conditions the closed loop system remains stable for ∆bS 6= 0.
Theorem 2 If C stabilizesP , and if I−M∆bS has a proper and stable inverse for all∆bS ∈∆,
then C robustly stabilizes S(∆bS ,P) against ∆.
Theorem 3 (Small gain theorem) If any ∆b⋆S ∈∆⋆ satisfies ‖∆b⋆S‖∞ < r, and if ‖M‖∞ ≤ 1r ,
then I −M∆bS has a proper and stable inverse for all ∆bS ∈∆.
From Theorems 3 and 2, ‖M‖∞≤ 1r is a sufficient condition for C to robustly stabilizeS (∆bS,P).
6 Simulations
Static aberrations. We present numerical simulations for the aberration correction problem us-
ing M1, M2 in Eq. (11), and the method presented in [5] (M3). For M1, we take 2 images at
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defocus −2 and 2 rad and precompute the coefficients in Eq. (5). The coefficients in Eq. (6)
are independent of the chosen diversity and can also be precomputed. M3 assumes that the DM
itself introduces the phase diversity, namely the correction, that minimizes the wavefront error
and also minimizes the image acquiring effort. We consider a pupil of radius r = 32. The static
aberration (and the initial state in the dynamic case) consisting of n = 14 modes is generated
using the Kolmogorov model [10]. We show the convergence of the algorithms (6 correction
steps) for a wavefront rms of 1 rad and two noise realizations, with SNR ∞ and 10 dB in Figs.
3, and 4, respectively. Because M1 and M2 use 2 images per iteration and M3 uses only 1 image
starting with the second iteration, the images corresponding to the error in M3 are shown by
skipping one intermediate step. For M2, we choose a diversity that in simulation minimizes the
residual error. M1 has a robust performance using the chosen fixed diversity.
Fig. 3: Wavefront error: 1 rad rms, no noise
- M3 (top), M2 (middle), M1 (bottom)
Fig. 4: Wavefront error: 1 rad rms, 10 dB
SNR -M3 (top),M2 (middle),M1 (bottom)
Repeating the previous experiment 1024 times for random aberrations of 1 rad rms and no
noise, we plot in Fig. (5) the residual error in the aberration vector at each correction step ver-
sus the number of images. Plotted are the median, first and third quartile, and the minimal and
maximal values. M1 converges to ∼ 0 residual error. M2 and M3, as expected, converge to a
constant value not equal zero (∼ 0.2). In Fig. 6 we plot, for the same data, the relative residue.
The error bound depends on the model error for well conditioned matrices (the condition num-
bers of AS and AD are 4.18 and 12.70, respectively). M1 converges to zero residual error for
different realizations of ∆bS(αk). M2 converges to a residual error not equal to zero and de-
pends on the realizations of ∆bD(αk). M3 also converges to a residual error not equal to zero.
0 2 4 6 8 10 12
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0.2
0.4
0.6
0.8
1
1.2
# images
||
α
k
−
αˆ
k
||
SNR = Inf [dB], rms 1 [rad]
M 3
M 2
M 1
Fig. 5: Residual error
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Fig. 6: Relative residue
Next, we perform a Monte Carlo simulation for increasing SNR and rms in Figs. 7 and 8,
respectively. For each SNR, we repeat in Fig. 7 the experiment 1024 times. The initial aberration
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has 1 rad rms. For SNR between −5 and 10 dB, the relative residue corresponding to M2 and
M3 is sometimes larger then 1, which means that the rms value of the wavefront increases
after one iteration. For increasing SNR, all three methods have a relative residue smaller than 1,
although of different values from which the lowest can be observed for M1. Besides the fact that
M2 gives very different results with respect to the chosen diversity, the estimates also have a
larger variance than the other two methods and this is due to the decrease in SNR by subtracting
images. The same type of analysis is made in Fig. 8 for increasing rms and an SNR of 10 dB.
All three methods are based on either a small-phase or small-aberration assumption, so the bias
of the estimation increases with increasing rms. Overall, M1 has the smallest relative residue.
-5 -2 1 10 20
0
0.5
1
1.5
2
SNR
||
α
k
−
αˆ
k
||
||
α
k
||
Increasing SNR with rms = 1 [rad]
M 3
M 2
M 1
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Fig. 7: Relative residue vs SNR
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||αk ||
||
α
k
−
αˆ
k
||
||
α
k
||
Increasing rms with SNR = 10 [dB]
M 3
M 2
M 1
Fig. 8: Relative residue vs rms
Dynamic aberrations. We choose a turbulence model using telescope diameter D = 1[m],
outer scale L0 = 42[m], Fried parameter r0 = 0.4[m], wind velocity 10[m/s], sampling time
0.01[s] and we perform a Monte Carlo simulation over 128 turbulence realizations. The turbu-
lence model matrices in Eq. (12) are derived as in [14]. We investigate the performance of the
optimalH2 controller in Theorem 1 with R=I . In Fig. 9, the aberration is significantly reduced
to ∼ 1/7 from an initial state of ∼ 3/2 rad. In Fig. 10, we investigate the robust stability of the
system in Eq. (15) as a function of turbulence strength. For each value of r0, we run 128 simu-
lations and compute the maximum value of ‖∆bS‖∞ and of ‖M‖∞. If we choose r in Theorem
3 as max ‖∆bS‖∞ over a simulated time interval we ensure that ‖∆bS‖∞ ≤ r. In Fig. 10 we
plot max (‖∆bS‖∞)max (‖M‖∞) for increasing r0. Stability is ensured if the quantity plotted
in Fig. 10 is smaller than 1.
7 Conclusions
We have presented a method for wavefront estimation and correction. For a point-like object,
we have used a least squares approach for aberration estimation. The linearization of the PSF
used is valid for small phase aberrations and a general diversity, which is the typical situation in
a control loop. We have also adapted the algorithm to the dynamic turbulence model, and have
corrected for the aberration with an H2 optimal controller.
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Fig. 9: Residual error in closed loop
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Fig. 10: Robust stability analysis
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