Recently suggested method of measuring Renyi entropies of multiparticle systems produced in high-energy collisions is presented in the form of a "do-list", explaining explicitely how to peform the measurement and suggesting improvements in the treatment of the data. *
Introduction
A possibility to estimate the Renyi entropies [1] of the multiparticle systems created in high-energy collisions was suggested some time ago by two of us [2] . The method is based on observation of the event-by-event fluctuations or, more precisely, on measurement of coincidences between different events observed in collisions. Being classical in nature, the analysis of [2] could not, however, provide the absolute scale for entropy and thus the obtained numbers suffered from a serious uncertainty. Recently, we published several papers discussing a quantum approach to the same problem [3] - [5] . This allows to reduce the uncertainties of the classical treatment and to formulate the improvements of the method, leading to a more precise determination of Renyi entropies from data. Since the Renyi entropy gives the lower limit on the Shannon entropy [6] , such measurements may provide essential information 1 on the structure of the system produced in high-energy collisions [8] .
In the present paper we collect the results of [3] - [5] in the form of a "do list", i.e., of an explicit prescription how to perform the measurements and how to estimate the necessary corrections. We spell out explicitly the steps to be taken to implement effectively the results of [3] - [5] . The importance of the dependence of measurements on discretization of particle momenta and the role of (multi)particle correlations are emphasized. The paper may be considered as an extension of the previous publication with a similar title [9] , but it can be read independently.
2
Selection of the phase-space region.
As the first step in the process of measurement one has to select a phase-space region in which measurements are to be performed. This of course depends on the detector acceptance as well as on the physics one wants to investigate. The region cannot be too large because for large systems the method is difficult to apply (the requirements on statistics become too demanding). With a statistics of 10 6 events, the region containing (on the average) ≈ 100 or less particles should be possible to investigate. A reasonable procedure seems to be to start from a small region and then increase it until the errors become unacceptable. Comment: The proposed measurement is not restricted to systems with large number of particles. It can be applied to any multiparticle system, e.g., to e + e − annihilation, hadron-hadron collisions or peripheral nucleusnucleus collisions. It was tested for the PYTHIA MC code for pp collisions [10] and recently employed for data on hadron-hadron collisions by the NA22 collaboration [11] .
3
Discretization of the spectrum.
The selected region in momentum space 2 should now be divided into bins. The size of the bins depends on the rank l of the Renyi entropy:
where L 2 x , L 2 y , L 2 z are the mean square radii of the system in configuration space, e.g.
Here D(X, Y, Z) is the normalized distribution of positions of particle emission points in configuration space. Note that (1) restricts only the product ∆K x ∆K y ∆K z . Therefore one may trade the size of the bin in one direction against that in another direction. E.g. in the system with azimuthal symmetry, one may take large intervals in azimuthal angle and small intervals in K 2 ⊥ , provided the total size of the two-dimensional interval satisfies (1), i.e.
(
Formula (1), derived in [3] , represents an essential improvement, as compared to the original proposal [2] , where the size of the bin was not determined (and therefore the absolute value of Renyi entropy impossible to measure).
The number of bins cannot be too large if one wants to keep errors under control. It follows that condition (1) gives also a restriction on the size of the phase-space region which one may reasonably investigate for given statistics.
4
Description of an event.
Using this procedure, an event is characterized by the number of particles in each bin, i.e. by a set of integer numbers s ≡ m (i) j , where j = 1, ...J (J is the total number of bins) and the superscript (i) runs over all the kinds of particles present in the final state. These sets represent different states of the multiparticle system which were realized in the given experiment. The number of possible different sets is, generally, very large (for 5 bins and 100 indistinguishable particles one obtains ≈ 5 × 10 6 sets). This is, in fact, the main difficulty in the application of the method. It reflects the fact that the system we are dealing with has very many possible states.
Comment: It should be realized that, in practice, such a description is never complete, i.e., it never describes fully the event (even if the bin width is ignored). Most often some of the variables are summed over. This is the case, e.g., when one measures only charged particles. Then all the variables (i.e. multiplicities and momenta) related to neutral particles are summed over. It may be thus interesting to study reduced events, when even some of the measured variables (e.g. particle identity) are summed over (i.e. ignored).
Measurement of experimental coincidence
probabilities.
As explained in [2] , the measurement of experimental coincidence probabilities is the basis of the method and therefore the most important step in the whole procedure 3 . The measurement consists of the simple counting how many times (n s ) any given set s appears in the whole sample of events. Once the numbers n s are known for all sets, one forms the sums:
with l = 1, 2, 3, .... Each sum formally runs over all the sets s recorded in a given experiment, but nonvanishing contributions are given only by those which were recorded at least l times 4 . Thus N(l) is the total number of observed coincidences of l configurations and thus can be recognized as the factorial moments [14] of the distribution of n s (in particular,
where N is the total number of the events in the sample). The coincidence probability of l configurations is thus given by
Of course C exp (1) = 1. As explained in [2] , this ratio is equal 5 to the (l−1)-th moment of the probability distribution:
It is clear that two identical configurations must have the same total number of particles measured in the phase-space region considered, say M. It turns out that to obtain Renyi entropies, it is necessary to determine C exp (l) for each multiplicity separately. We shall denote these numbers by C exp M (l).
The error of C exp (l) is determined by the error of the numerator in (5). One finds approximately [∆N(l)] 2 ≈ l!N(l). 6 Renyi entropies
To obtain the Renyi entropies:
it is necessary to determine the true coincidence probabilities:
with ρ being the density matrix of the system. C(l) can be expressed in terms of the true coincidence probabilities C M (l) at fixed multiplicity:
where P (M) is the multiplicity distribution 6 .
The relation between C M (l) and the measured C exp M (l) was studied in [3]- [5] . It turns out that C M (l) is identical to C exp M (l) in the limit L x , L y , L z → ∞, i.e. in the limit of very large sizes of the system in configuration space. 5 The proof follows closely the argument of [14] . 6 We remind the reader that M is the number of particles taken into account in the mesurement. It need not be identical to the number of all particles measured in the part of momentum space considered in the analysis.
For finite systems it is necessary to apply corrections depending on the size of the system in configuration space and on the observed momentum distribution. One obtains [3] - [5] 
The correction factors Λ M and Ψ M depend on M (this is the reason why C exp M (l) must be determined for every multiplicity separately). They are discussed in the next two sections.
Estimate of Λ M (l)
Denoting the (3M dimensional) normalized momentum distribution by
the correction factor Λ M (l) is given by
where the summmation extends over all (3M-dimensional) bins and < ... > ω denotes the average over a bin of volume ω, e.g.,
We have also introduced the shorthand
One sees that Λ M (l) tends to unity if the size of the bins is small enough (i.e. when w(K) can be treated as a constant within one bin). As seen from (1) this condition is satisfied for large systems.
To estimate Λ M (l) we observe that summations in numerator and denominator of (11) can be expressed as integrals over the considered phase-space region. We thus have
One sees from this formula that Λ M (l) can be estimated using the MC code appropriate for the given process. For the numerator this is rather straightforward. For the denominator, it is necessary to construct first the "smeared" MC which ignores the difference between the momenta of the particles within each bin.
A simpler, but less precise, method is to ignore correlations between particles and write the distribution w(K) in form of the product
where f (K) is the single-particle momentum distribution.
In this case we obtain
with
and thus λ(l) can be fairly easily evaluated numerically or even analytically.
Estimate of Ψ M (l)
The second correcting factor Ψ M is given by the formula
where
and
T is the symmetric 3M × 3M matrix
Here m, n = 1, ..., M label the particles and α, β = x, y, z denote the space directions.
As seen from (20) the sum in (19) is finite, because all a s (l) vanish for s ≥ (l − 1)/2. In particular for l = 2 we obtain Θ 2 = 1 and thus also Ψ M (2) = 1. For the other two practically interesting cases (l = 3, 4), the sum reduces to just one term with
One also sees from (18) -(20) that Ψ M (l) tends to unity if L x , L y , L z are very large.
Again, a MC code seems to be the best method. Indeed, Eq. (18) can be rewritten as
where the probability distribution P l (K) is defined as
To construct Θ(K), however, an analytic formula for w(K) is necessary, as seen from (21) and (22). This may be a difficulty.
If correlations between particles are neglected, the matrix T mα,nβ is diagonal in (m, n) and the calculation of the determinant in (19) is greatly simplified. We write
and thus
We shall only consider l = 3 (Ψ M (2) = 1). We have
where D(K m ) is the determinant of the 3 × 3 matrix
Further simplifications are possible if the system is cylindrically symmetric, i.e., if u(K) = u(k ⊥ , k ). Then
and the correction is given by
9
Remarks on size of the region in momentum space
Consequences of boost-invariance
The main difficulty in the measurements is to find a sufficient number of coincidences (to keep the statistical error under control). Therefore it is necessary to limit the size of the region in momentum space where the measurement is performed. This reduces the number of particles and thus increases the probability of coincidence. Below we estimate the practical consequences of this requirement.
Consider first the longitudinal momentum. If the system is approximately boost-invariant, one expects an approximate linear relation between the the considered interval in longitudinal momentum (∆K z ) and the size of the corresponding region in the configuration space (L z ) (defined as the region from which the emitted particles end up in ∆K z ):
where proportionality coefficient h 2 can be approximated by
where m ⊥ is the transverse mass of the produced particle and τ 0 is its proper time at freeze-out. Introducing this into (1) we obtain
For pions with average transverse momentum of 300 MeV, and τ 0 = 5 fm, this corresponds to the rapidity interval ∆y ≈ 0.5, which may still contain thousands of particles. The main point is, however, that the interval cannot by made arbitrarily small.
Transverse space
For transverse directions the situation is more promising. Assuming azimuthal symmetry, we may take a small interval in azimuthal angle and thus reduce significantly the number of particles. We first note that
Using (1) we deduce
where k ⊥ is measured in GeV, and L ⊥ in fm. Taking ∆(k 2 ⊥ ) = .1 GeV 2 and L ⊥ = 5 fm one obtains ∆φ ≈ .06 = .015 (2π). Thus we obtain a reduction of number of particles to about 1.5%.
Uncorrelated distribution in azimuthal angle
Great improvement in the feasibility of measurement can be obtained if correlations between particles are weak and can be neglected. This is particularly effective if there are no correlations between various segments of the distribution in azimuthal angle. In this case the probability to observe a concidence in the full azimuthal angle (2π) equals square of the probability to observe a coincidence in half of the full angle (π). Therefore it is enough to observe the coincidences separately in two regions of size π where the coincidence probability is much larger. Consequently, the requiremets on the total number of events required to obtain a decent statistics of coincidences is greatly reduced. The effect can be made even stronger if independence is observed for smaller regions of azimuthal angle. The procedure requires, of course, a careful checking with the data.
Numerical estimates
To obtain an idea about the size of corrections Λ M (l) and Ψ M (l) we shall now explicitely evaluate them in a simplified model where particles are uncorrelated and the single particle momentum distribution is axially symmetric and boost-invariant. The transverse momentum distribution is taken in the Boltzmann form. Thus we have
where A is a normalization constant chosen such that w(k ⊥ , k z )d 2 k ⊥ dk z = 1.
(40) In Figure 1 the correction factor
is plotted as function of L ⊥ for L z = 1 fm and several values of T . The longitudinal momentum interval was fixed by -0.38 GeV ≤ k z ≤ 0.38 GeV. 
is plotted versus L ⊥ for the same parameteres as in Figure 1 .
One sees from these figures that the correction factors give practically negligible effect for L ⊥ ≥ 1 fm. One may conclude that the method is rather safe for heavy ion collisions. For smaller radii the corrections grow and thus it is necessary to estimate them more carefully.
Shannon entropy
The Shannon entropy S (i.e. the standard statistical entropy) is formally equal to the limit of H(l) as l → 1 and thus can only be obtained by extrapolation from a series of measured values: H(l) = H(2), H(3), .... to l = 1 7 . Of course such an extrapolation procedure is not unique and introduces a serious uncertainty [15] . The main point is, as usual, to choose the "best" extrapolation formula, i.e. the functional dependence of H(l) on l which will be used to reach the point l = 1 from the measured points l = 2, 3, .... This form can only be guessed on the basis of physics arguments (or prejudicies).
In [2] it was suggested to use
where the number of terms is determined by the number of measured Renyi entropies. This formula turned out to be very effective in reproducing the correct value of entropy for some typical distributions encountered in highenergy collisions. Another possibility is to use
suggested by the formula for the free gas of massless bosons 8 . 7 Obviously, one cannot just put l = 1 in the formula (6) for that purpose: since C(1) = 1, the R.H.S. of (6) for l = 1 represents the undefined symbol 0/0. 8 For the free gas of massless bosons the Renyi entropies are given by H(l) = (1 + 1/l + 1/l 2 + 1/l 3 )S/4 where S is the Shannon entropy [2] .
It will be interesting to compare the results from these two formulae. Comment: The measured values of the Renyi entropies give valuable information about the system and thus are of great interest, independently of the accuracy of the extrapolation [16] . Moreover, from the inequality [6] S ≥ H(l) ≥ H(l + 1),
valid for any l > 1, we deduce that a measurement of any Renyi entropy gives the exact lower bound for S. It is well known that this is important information about the quark-gluon plasma [8] .
12 Comparison of different regions: Additivity.
Measurements of the entropies H(l) and S, as described above, can be performed independently (and -in fact-simultaneously) in different momentum regions. The results should give information on the entropy density and its possible dependence on the region in momentum space (e.g., it seems likely that the results in the central rapidity region may be rather different from those in the projectile or target fragmentation region). Furthermore, it is important to verify to what extent the obtained entropies are additive, i.e., whether the entropies measured in a region R which is the sum of two regions R 1 and R 2 satisfy
Eq. (46) should be satisfied if there are no strong correlations between the particles belonging to the regions R 1 and R 2 . Thus, verification of (46) gives information about the correlations between different phase-space regions. Comment: It may be worth pointing out that the additivity (46) can be more precisely tested for Renyi entropies (H(l)) than for the Shannon entropy (S), where the extrapolation procedure (described in Section 6) always introduces an additional uncertainty. Since deviations from additivity signal correlations, this is an interesting problem in itself.
Conclusions
In conclusion, one sees that the measurement of Renyi entropies in limited regions of phase-space is feasible. Moreover, even the simplest tests of the general scaling and additivity rules can provide essential information on fluctuations and on correlations in the system. It should be emphasized that for these tests the Renyi entropies turn out to be more useful than the standard Shannon entropy.
14 Appendix: Various expamples of probability distributions 14 .
Distributions with exponential tail
Consider the distribution
where δr i is small compared to a, so that we can replace everywhere the summations by integrals. We also assume that δr i = const = δ. With this assumption the normalization factor U is given by
The distribution (47) covers a wide range of different distributions. E.g., , for (α = 0, β = 2) one obtains a Gaussian, for β = 1 (and arbitrary α), a Gamma distribution (including, as a special case the exponential distribution 
In particular, for a Gaussian we have 9 H G (l) = log a √ π δ + log l 2(l − 1)
. (51) 9 In this case we take −∞ ≤ r ≤ +∞. The general formulae (47)-(49) are valid for 0 ≤ r ≤ +∞. 
Sum of Gaussians
Consider a probability distribution which is a sum of two identical Gaussians separated by distance 2R. This can be written as P (r) = 1 a √ π λ − e −(r+R) 2 /a 2 + λ + e −(r−R) 2 /a 2 ,
where λ + + λ − = 1, and gives C(l) = δ l−1 [a √ π] l l j=0 l! j!(l − j)! λ j − λ l−j + dre −j(r+R) 2 /a 2 e −(l−j)(r−R) 2 /a 2 = = δ l−1 [a √ π] l−1 √ l l j=0 l! j!(l − j)! λ j − λ l−j + e −4R 2 j(l−j)/(la 2 ) . (57) One sees that in the limit of R/a very large, i.e. for well-separated Gaussians, only the terms with j = 0 and j = l contribute and we have
which simply adds a constant term to the entropy of a single Gaussian.
If λ − = λ + = 1/2, we have λ l − + λ l + = (1/2) l−1 and thus H(l) = H G (l) + log 2.
It is not difficult to see that for N well-separated Gaussians one obtains
If all Gaussians have equal weights l = 1/N, one obtains
This result is valid for any set of well-separated distributions.
