Abstract-A developing cognitive system will ideally acquire knowledge of its interaction in the world, and will be able to use that knowledge to construct a scaffolding for progressively structured levels of behavior. The current research implements and tests an autobiographical memory system by which a humanoid robot, the iCub, can accumulate its experience in interacting with humans, and extract regularities that characterize this experience. This knowledge is then used in order to form composite representations of common experiences. We first apply this to the development of knowledge of spatial locations, and relations between objects in space. We then demonstrate how this can be extended to temporal relations between events, including "before" and "after," which structure the occurrence of events in time. In the system, after extended sessions of interaction with a human, the resulting accumulated experience is processed in an offline manner, in a form of consolidation, during which common elements of different experiences are generalized in order to generate new meanings. These learned meanings then form the basis for simple behaviors that, when encoded in the autobiographical memory, can form the basis for memories of shared experiences with the human, and which can then be reused as a form of game playing or shared plan execution.
I. INTRODUCTION
O NE of the principal arguments for developmental robotics is that certain types of behavior are perhaps better learned (adapted, acquired, and developed) than preprogrammed [1] . This applies particularly to situations in which the robot is expected to acquire knowledge about the world and how to perform in the world via interacting with humans. In robotic systems based on human-inspired robot task learning [2] , significant attention has been allocated to the mechanisms that underlie the ability to acquire knowledge from and encode the individual's accumulated experience [3] , and to use this accumulated experience to adapt to novel situations [4] . In this context we consider research on autobiographical memory (ABM) and mechanisms by which ABM can be used to generate new knowledge [5] .
The objective of the current research is to demonstrate how an autobiographical memory system, coupled with mechanisms for detecting and extracting regularities, can be used to construct a progressive hierarchy of spatial, and temporal relations that provide the basis for learning and executing shared plans. A shared plan is a structured sequence of actions each of which is allocated to one of the multiple partners who are using this shared plan to achieve a shared goal. Our interest in shared plans is motivated by extensive developmental studies which indicate that such shared plans are at the heart of the human ability to cooperate [6] , [7] .
In order to most clearly describe the system and its operation, the rest of the paper is structured as follows: Section II describes the architecture. Section III describes the learning methods for extracting knowledge about space, time, actions and shared plans, and explains how this semantic knowledge is consolidated from experience encoded in the episodic memory. Section IV describes detailed demonstration examples with the data in the episodic and semantic memory. At the end of section IV we provide links to several video demonstrations. The paper concludes with the discussion in Section V.
II. SYSTEM ARCHITECTURE Here we present the architecture for a system that implements an autobiographical memory (ABM) and processes that operate on the contents of that memory in order to extract and render useful its inherent structure. The system is designed to allow face-to-face physical interaction between the iCub and the human, using the instrumented ReacTable for joint object manipulation. These interactions form the source for the contents of the ABM. The view of objects on the ReacTable, and the iCub, as seen from the perspective of the human user is illustrated in Fig. 1 . An overview of the interaction between component elements of the system is provided in Fig. 2 . Connectivity between the different functional modules is implemented in an interprocess communication protocol, YARP [8] .
A. Physical Robot Platform
The current work was performed on the iCubLyon01 at the INSERM Robot Cognition Laboratory in Lyon, France. The iCub is a 53 DOF humanoid platform developed within the EU consortium RobotCub. The iCub [9] is an open-source robotic platform with morphology approximating that of a 31/2 year-old child (about 104 cm tall), with 53 degrees of freedom distributed on the head, arms, hands and legs. The head has 6 degrees of freedom (roll, pan and tilt in the neck, tilt and independent pan in the eyes). Three degrees of freedom are allocated to the waist, and 6 to each leg (three, one, and two, respectively, for the hip, knee,and ankle). The arms have 7 degrees of freedom, three in the shoulder, one in the elbow and three in the wrist. The iCub has been specifically designed to study manipulation, for this reason the number of degrees of freedom of the hands has been maximized with respect to the constraint of the small size. The hands of the iCub have five fingers and 19 joints. Motor control is provided by a dynamic force field controller (DForC) [10] which performs inverse kinematics and spatially oriented actions including point-to, put, grasp, and release.
B. Perceptual, Motor, and Interaction Capabilities 1) ReacTable:
In the current research we extend the perceptual capabilities of the iCub with the ReacTable. The ReacTable has a translucid surface, with an infrared (IR) illumination beneath the table, and an IR camera that perceives tagged objects on the table surface with an accuracy of mm. Thus, tagged objects can be placed on the table, and their location accurately captured by the IR camera.
Interaction with the external world requires that the robot is capable of identifying its spatial reference frame with the objects that it interacts with. In the human being, aspects of this functionality is carried out by the dorsal stream, involving areas in the posterior parietal cortex which subserve complex aspects of spatial perception [11] . In our system, the 2-D surface of the table is calibrated into the joint space of the iCub by a linear transformation calculated based on a sampling of four calibration points on the table surface that are pointed to by the iCub. Thus, four points are physically identified in the Cartesian space of the iCub, and on the surface of the ReacTable, thus providing the basis for calculation of a transformation matrix which allows Fig. 2 . System architecture overview. Human and iCub interact face-to-face across the ReacTable, which communicates object locations via ReactVision to the object property collector (OPC). The Supervisor coordinates spoken language and physical interaction with the iCub via spoken language technology in the Audio interface. The autobiographical memory system encodes world states and their transitions due to human and robot action as encoded in the OPC.
the projection of object coordinates in the space of the table into the Cartesian space of the iCub. These coordinates can then be used as spatial arguments to the DForC action system of the iCub, which provides basic physical actions including point-to (x, y, z), put (source X, Y, Z; target x, y, z), grasp (x, y, z), and release (x, y, z).
2) Supervisor: The Supervisor provides the general management function for the human-robot interaction, via a state-based dialog management system. This allows the user to enter different interaction states related to teaching spatial, temporal primitives and shared plans. The Supervisor is implemented with the CSLU rapid application development (RAD) Toolkit [12] , a state-based dialog system which combines state-of-the-art speech synthesis (Festival) and recognition (Sphinx-II) in a GUI programming environment. RAD allows scripting in the TCL language and permits easy and direct binding to the YARP domain, so that all access from the Supervisor with other modules in the architecture is via YARP.
The Supervisor is state based, such that by specific responses and commands from the user, the system can enter states for teaching new spatial and temporal primitives, specifying the shared plan, and finally, executing the shared plan during the cooperative task execution.
In the mixed-initiative interaction, the Supervisor asks the human what they will do together. This leads to the possible entry into different dialog states. Each state contains a grammar that allows the human to pronounce new sentences that have not previously been used (e.g., "I put the eraser on the left" during spatial interaction, "Before I put the toy north I put the trumpet west" during interaction related to temporal processing). The grammars process well-formed English sentences, and extract the appropriate arguments. Importantly, these grammars allow the human teacher the ability to specify completely new and unanticipated (by the programmer) definitions for locations, actions, temporal relations, and then use all these to specify unanticipated (by the programmer) shared plans built from these novel learned components. Fig. 3 . Overview of the memory functioning including the ABM SQL Database, the Supervisor, the Reasoning module, and the OPC. This provides a partial zoom in on Fig. 2. 1 
3) Object Properties Collector (OPC):
The OPC is a realtime repository for all state information related to objects in the environment. Object position data from the ReacTable is formatted and stored in the OPC in a name referenced manner. The motor control level allows processing of commands like "put guitar left" by querying the OPC to determine the location of the guitar in iCub coordinates in order to perform the grasp action using DForC.
Likewise, spatial location names like "left" are stored as entities in the OPC with their coordinates generated and stored in the OPC based on statistical learning (described below).
C. Autobiographical Memory (ABM) and Reasoning
The organization of the ABM within the system is illustrated in Fig. 3 . The purpose of the ABM is to encode the robot's experience, including input from the human, actions performed by the human, actions performed by the robot itself, and the state of the world before and after such actions [13] . Reasoning mechanisms can then operate on this content, in order to extract regularities such as spatial location names, action plans etc. Functionally, the ABM [14] is composed of two memory subsystems as described by Tulving [15] , an episodic-like memory, and a semantic memory. In terms of implementation the ABM content storage is managed by a PostgreSQL data base manager, and access requests are handled by the Autobiographical Memory module.
1) Episodic-Like Memory (ELM):
When the Human performs an action, a message is sent to the ABM which saves the current state of the world for the robot (the current OPC) in the episodic memory in SQL. In the context of the interactions with the human the robot is informed at the beginning and at the end of each action. With the state of the OPC before and after an action, the robot can extractthe preconditions and effects for that action [16] . The SQL structure of the ABM is illustrated in Fig. 4 .
2) Semantic Memory(SM) and Reasoning: The SQL structure of the SM is illustrated in Fig. 5 . The semantic memory is built from the contents of the ELM that have been processed by ABM Reasoning. ABMReasoning is coded in , and its role is to retrieve the information stored in the ELM and to generalize over this information, in order to extract the pertinent information of each action. The ABMReasoning Module thus constructs a Semantic Memory with the pertinent information related to context/spatial/temporal information, but also, related to the different shared plans known by the robot.
3) Consolidation of Semantic Memory:
The robot will thus store individual memory elements in his episodic memory. However, each time the cognitive system is initialized, it must recompute over the entire episodic memory to build the semantic memory, as outlined above. To avoid this reprocessing, we build and save the semantic memory in a manner similar to the way that the human does, based on consolidation. At the shutdown of the system, the robot will enter in a form of "dream" mode which is in reality a function of consolidation of his knowledge [17] , [18] . During this mode, the robot will go through all his actions performed in the current session, and will generalize over this data, and consolidate the resulting semantic knowledge in the database. At the initialization of the system, the ABM Reasoning module will load the semantic knowledge that has been previously stored in the autobiographical memory through consolidation. Consolidation employs the learning capabilities described in section III.
III. LEARNING CAPABILITIES
In order to adapt to novel situations a system must have memory of its experience, but this is not sufficient. The system must be able to extract regularities from specific cases, that can then be applied to the general case. The ELM thus provides a record of experience, and ABM Reasoning operates on the contents of the ELM to structure this information and create the SM. The ABMReasoning module extracts spatial and temporal structure, and preconditions and effects of the actions that have been performed by the human and the robot. To do so actions are discriminated according to their "type." We have thus:
1-action: a simple action involving one object, one agent and one argument (i.e.: "iCub put the toy north"). These actions will refer to spatial knowledge, and to contextual knowledge; 2-complex: a complex will be the addition of 2 actions with a temporal argument. (i.e.: before "action A," "action B"), the temporal argument will be extracted and the robot will build his temporal knowledge; 3-shared Plan: a sequence of several actions or complex, with arguments including: agents and objects.
A. Learning Spatial Actions and Location Meanings
The understanding of spatial knowledge is based on spatial coordinate information coming from the ReacTable and stored in the OPC. With the ReacTable, the robot can have access to the exact position of an object before and after an action. We can thus extract final position and the relative move (i.e., the difference between the final position and the initial position).
1) Learning: A spatially oriented action will be determined with parameters including a name (i.e.: "put" or "push") and a spatial argument (i.e.: "north" "east" "near"…). For each named action, ABM Reasoning will create a spatial knowledge entry (see Fig. 5 ). Each spatial knowledge entry will include the set of coordinates of the manipulated object before and after the action. From at least 3 occurrences of an action, the robot will calculate the distribution ellipse for the final location, and the relative movement. The robot will next compare the dispersion of each ellipse and will determine the property of interest (i.e., . Absolute spatial knowledge of the robot, after learning North, West, South, East, and Center in the context of the action "put." The robot is centered in (0, 0) and looking to the south. We can see that the axes are not totally perpendicular, due to a bias in the orientation of the robot and the inherent coordinate axis of the table.
the property with minimal dispersion or variability) for the action. This dispersion score is given by the determinant of the covariance matrix of the scatter. For example in the case of a "put", the important property that is discovered by this analysis is the final position of the object while in the case of a "push" the important property is the relative movement. Thus, the system automatically can determine whether a spatial property is an absolute final location, or a relative displacement vector. This distinction is illustrated in Figs. 6, 7, and 8. . Relative spatial knowledge of the robot after learning North, West, South, East, and Near, in the context of the action "push." The vectors displayed are the relative movement needed to perform the corresponding action. In the case of the "put near," the vector is null because the relative placement of the two objects has to be null.
Pseudo-code for Learning Spatial Actions and Locations extract_spatial_regularities(ELM, SM){
for each spatial action in the ELM { extract (x,y) coords of object before and after each case of this action calculate relative displacement of the object update absolute and relative coords in SM calculate the dispersion of the absolute final position and relative displacements if dispersion final position then {action is absolute update location definition in OPC } elseif dispersion displacement then action is relative update action definition in SM } ABM Reasoning will iterate through all its spatial Knowledge as indicated in the pseudocode above. For actions in which the property of interest which is the final state, the system will learn the corresponding absolute location. The ABM Reasoning will then insert this location in the OPC. The ellipse of the property of interest will become the "mental representation" of the robot for that location. This is illustrated in Fig. 6 .
In the case where there is more than one spatial argument, especially when the second spatial argument is another object (for example: "put the toy near the cross") the ABM Reasoning will take the distance between the 2 objects before and after the action. We can thus extract relative locations such as: "near""above""under."
This method thus allows the system to learn spatial actions with final position or relative movements. Once such an action is learned, the robot can execute the action: either with the final location of the object in case of an absolute move, or with the vector shift in the case of a relative action.
Once the ABM Reasoning has determined if the pertinent property of a move is its final absolute position or its relative movement, it can use this information to extract locations and actions.
2) Action Discrimination: Once the ABM Reasoning has built the spatial knowledge in the SM from the data stored in the ELM, the system can use this knowledge to discriminate new actions performed by the Human. For example, did the human make an action directed towards a fixed location, or was it a relative movement? To determine this, for each move that the robot has to discriminate, the ABM Reasoning extracts the position of the object of focus before and after the action. The ABM Reasoning then for each candidate spatial-knowledge calculates the Mahalanobis distance to the scatter of interest. The Mahalanobis distance permits one to check the distance of a point to an ellipse according to the dispersion of the ellipse. The Mahalanobis distance (D) is given by the following formula: (1) where is the position of the point (either the final state, or the relative movement) of the move which we want to discriminate.
is the covariance matrix of the scatter of the spatial knowledge we want to compare to, and is its mean.
ABM Reasoning thus obtains different Mahalanobis distances, where is the number of spatialKnowledge elements that the robot knows, as indicated in the pseudocode above. ABM Reasoning ranks all the possible actions according to their Mahalanobis distance, and finally calculates a score of confidence given by the ratio of the two smaller distances. If this score is low (close to 1), this means that the robot cannot discriminate with precision between at least 2 different actions. If the score is high (superior to a confidence threshold i.e.: 5), the robot can discriminate with confidence the move it just observed.
Simplified Pseudo-code for Spatial Action Discrimination Discriminate_action(focus_object){ for each spatialKnowledge in SM { Calc Mahalanobis distance (MD) between the focus object (final or shift) and spatialKnowledge (final or shift) if MD minMD { confidence minMD minMD recognized_spatial_action = spatialKnowledge } } return(recognized_spatial_action, confidence) } Based on learned spatial knowledge, the robot can now discriminate between spatially oriented actions such as push and put. In action recognition mode, the human will indicate the object of focus, e.g., "Watch the circle" and will then perform the move. As described, the system will iterate through the different spatial actions to determine that which has the lowest Mahalanobis with the target action, and return that as the recognized action.
B. Learning Temporal Relation Meanings
The learning of temporal knowledge is similar to the learning of spatial knowledge, with one important distinction. We implemented an a-priori consideration related to the distinction between space and time. If the human produces a description that refers to a single event, then we assume that the domain of interest is space. If multiple events are concerned then we assume that the domain of interest is the temporal relation between those events. This is intuitive, as a single action cannot have an effect of time, but only on the context and the spatial position of the objects. The Human will announce the complex action he wants to teach in the following form:
(Temporal Argument, Action A, Action B) For example: "Before I put the circle to the left, I push the cross to the north". The human will then perform the two actions in the correct order he wants to teach. The robot will first discriminate the two actions it observes (as just described), and then compare the difference of time of execution which corresponds to the time of the execution of the Action B minus the time of the execution of the Action A. For the case of a temporal relation such as "after," the ABM Reasoning will have , and in the case of "before", the ABM Reasoning will have . The ABM Reasoning calculates for each temporal argument encountered the mean . Generally the sign is enough, but the robot can determine if there was a pause between the 2 actions. In this manner the system can acquire knowledge of temporal terms including "before" and "after".
This processing is summarized in the pseudo-code below. Once several examples of the same form (e.g., "Before I put the toy north, I put the trumpet West") the system will encode that the second action in the statement actually occurs first in time, that is, the is negative. This knowledge can then be used in execution, and in recognition.
C. Learning Shared Plans
As stated above, a shared plan is a plan that includes actions that will be performed by the robot and the human as part of a structured cooperative activity [19] , [20] . To teach a shared plan "swap," the human initially specifies "You and I will swap the ball and the toy." This specifies the name of the plan, swap, and the arguments (which are recognized as known objects and agents.) The human will enumerate the corresponding actions: "I put the ball center. You put the toy left. I put the ball right." The system automatically matches the arguments of the initial specification with the arguments of the component actions. This way, the system can generalize over these arguments. Thus, the shared plan "swap" for 2 objects can be generalized at several levels. A generalization can be made at the level of the agents (any agent can be involved in a swap), and the objects (swapping an eraser and a box, in the same way as for a ball and a toy).
1) Learning: During the learning, the Human will first explain the plan and the arguments used for the plan (agents, objects, arguments), then he will according to the plan ask the robot to perform an action, or perform it himself, until the end of the plan. Then the Human will announce the end of the shared plan. The iCub will then generalize each action according to the role of each argument, and store in the ABM the list of actions to perform with which argument. For example the plan "swap-ball -toy-iCub -Human" will be saved by name as:
Toy, Agent , Agent Human PUT (Agent2, Object1, Center) PUT (Agent1, Object2, Left) PUT (Agent2, Object1, Right) } 2) Execution and Generalization: When the Human asks the robot to execute a shared plan, he can give the robot specific arguments or not. In the case where the Human gives arguments to the iCub in the command to execute a shared plan, the robot will execute the actions of the shared plan, mapping the arguments onto the parameters of the plan. In the case where the Human doesn't provide arguments, the iCub will use by default the arguments used the first time it learned the shared plan.
If the human now says "You andMaximeswap the eraser and the guitar," the speech recognition in the Supervisor will extract the following mappings: share swap, Agent robot, Agent Maxime, Object eraser, Object guitar. It will then invoke the Swap plan with these arguments.
The shared plan is thus a function with multiple arguments, constructed of multiple actions that take different combinations of these arguments. Because of this function based definition, the shared plan can be used to execute behaviors beyond those that were previously learned, by applying the function with new arguments.
D. Contextual Knowledge
Contextual knowledge refers to the context or state of the world before, and after an action has taken place (e.g.: "The toy is present", "The ball is on the west"). The same kind of training examples that are used for learning spatial concepts are also used here, but instead of storing the position, the iCub will store the contextual information: e.g., "Is the object present before?" (pre-condition) "Is the object present after?" (effect).
The system will extract properties of each action. For the action "put," the object has to be present before the action, and will be present after the action. For the action "remove" the object has to be present initially, and will not be present after the action. For the action "add" the object has to initially not be present, and will then be present after the action. This information can be used in goal based reasoning, and in allowing the system to determine if a requested action can be performed.
E. Knowledge Consolidation Function (KCF)
In consolidation, the robot will iterate through the new contents of its episodic memory and update the semantic memory in the autobiographical memory using the learning capabilities described above that generate spatial, temporal, and conceptual knowledge. The robot will replay all of the episodic memory in its internal representation. In order to allow generalization, the KCF will systematically replace the objects of focus by neutral objects. For example for the learning of the spatial primitives, the object of focus will always be a neutral object. The KCF can then extract the regular properties for named spatial and temporal primitives using the methods described in the pseudo-code above. The robot will also build and display during this time the learned locations (e.g., East, West, etc. as illustrated in Fig. 6 .) and we can see the evolution of these locations (size, confidence, orientation) during the chronological restitution of the memories. During the KCF the robot will also consolidate knowledge that can't be displayed, including temporal knowledge, contextual knowledge, and shared plans.
The interest of this consolidation function is to extract regularities from specific examples in the ABM so that they are available for generalization to new examples, thus taking the form of a semantic memory [17] , and to do this in a way that saves this information for future use. For example, for the spatial-knowledge, the robot will directly have the coordinates of all the points of the ellipses needed for each learned spatial location. When we start the system, the iCub will have access to all the semantic knowledge previously consolidated from its experience. If during the current session the robot acquires new knowledge, it will be able to use this knowledge, but only while the system is running. In order to retain this knowledge for the future, the acquired knowledge must be consolidated and saved to the semantic memory.
The system functions in real-time. The only process that has any noticeable delay is the consolidation, which is performed incrementally, at the end of each interaction session. The construction of the semantic memory is thus a cumulative and iterative process that lasts between 1 and 2 second per action (or roughly 5 minutes for a ELM of 300 interactions), depending of the capabilities of the computer.
IV. DEMONSTRATION EXAMPLES
Here we provide details on the functioning of the different algorithms with specific examples. These examples are taken from interactions that have occurred over the lifespan of the robot encoded in the ABM system. The first entry in the ELM was November 13, 2012. At the time of submission, the ELM contained 470 main entries; with 235 interactions, and over 15 000 entries in the SQL contentOPC table. The SM contained A. Spatial Knowledge: "put north" and "push east" 1) Learning: We will now observe how the system will learn two separate actions: "put north" and "push east". The Human announces the action that he will demonstrate to the robot, e.g., "I put the cross to the north" or "I push the circle to the east." The ABM Reasoning first extracts the position of the object of focus before and after the demonstrated action. The data contained in the ELM SQL tables for a "put_north" are illustrated in Table I .
ABM Reasoning then computes the changes between before and after the move, yielding the coordinates of the final state and the shift in position:
• final position (x,y):-0.383123, 0.110094; • shift (x,y): 0.554375, -0.103076. ABM Reasoning then inserts this data into the shift and final state vectors in the spatial knowledge table of the SM for put_north. For these two example cases, we respectively performed 8 "put north" and 8 "push east" actions. The contents of the SM representation for the 8 repetitions of "put north" is represented in Table III . A demonstration of spatial learning is provided in a video in section IV.E.
2) Action Discrimination: With the 8 values of each move, the ABM Reasoning is now able to calculate the covariance of each set of data. Based on the determinant of each matrix, the ABM Reasoning can determine the dispersion of each ellipse. We can see in Fig. 9 that the dispersion of the relative move in the case of a "put_ north" is bigger than the dispersion of the final state. The important property of a "put_north" is thus the final state, and not the relative move. In the case of the "push_east", the opposite effect is observed in Fig. 10 . Now, we want the robot to determine the type of two unknown actions. We thus present a "put_north" and a "push_east" and test whether the system can make the correct discrimination.
The 9 . Distribution of the relative and absolute characterization of a set of "put_north" actions. In blue is the final position in the referential of the iCub of the object in the case of a "put north". The red dots correspond to the displacement of the object in the case of a "put_north". Fig. 10 . Distribution of the relative and absolute move of a "push_east". In blue is the final position in the referential of the iCub of the object in the case of a "push east". The red dots correspond to the displacement of the object in the case of a "push east".
The ABM Reasoning will now calculate the Mahalanobis distance of each new move to the respective clusters. To recognize "put_north" the ABM Reasoning will calculate the Mahalanobis distance from the End position of the movement (X,Y) to the ellipse of the Final states (X,Y), while for "push_east the ABM Reasoning will calculate the Mahalanobis distance from the Relative Shift of the movement ( and ). We obtain the following Mahalanobis distances: • Move1 to "put_north": 1.084648; • Move1 to "push_east": 9.296242; • Move2 to "put_north": 94.61302; • Move2 to "push_east": 4.196914.
According to these results, and looking for the interpretations with minimal Mahalanobis distances, we can clearly determine that Move1 is a "put_north" and Move2 is a "push_east." This demonstrates how movements can be identified based on the spatial characteristics of their displacement and final position.
B. Temporal Knowledge: "before" 1) Learning:
Here we demonstrate how we can teach the robot the notion of "before". In order to do this, we first explain to the robot the two actions that the Human will perform, using the term to be learned "before". In our case: "Before I put the circle to the north, I push the cross to the east". Then for each action the Human will announce the object of focus, and then perform the action. For this example will we obtain: "Watch the cross"-Human pushes the cross east-"Watch the circle"-Human puts the circle north. The ABM Reasoning will discriminate the two actions and retrieve the absolute time of each action. The time stamps are the following:
• "Action1: put-circle-north: 15:48:50";
• "Action2: push-cross-east: 15:48:32." After subtraction of the two timers, the ABM Reasoning can determine that the difference of timer value of Action2-Action1 is negative. This is the important property of the temporal "before".
2) Execution: Once the robot has learned the concept of "before" or "after." we can ask it to execute a complex action using these terms. We will ask the robot the following sentence: "Before you push the cross to the south, I put the circle to the west". The ABM Reasoning will extract the 2 actions with the corresponding arguments and the temporal argument:
• Action1: "iCub-push-cross-south"; • Action2: "Human-put-circle-west";
• Temporal: before. Once the ABM Reasoning has obtained this information it can return the answer which will be the list of action to execute in the proper order:
• human put circle west: absolute (-0.77072; 0.393074); • iCub push cross south: relative (-0.21070; -0.034001). This information can now be used by DForC to perform the action. The robot will wait for the human to perform the put action. When this is detected, the robot will then perform its push action.
C. Shared Plan: "swap" 1) Learning:
We now want the robot to learn a shared plan and to generalize it. To illustrate, we will teach the plan "swap". The concept is the following: there are two objects in opposite location on the table (west and east) and we want to swap them. The Human announces the full shared plan: "You and I swap the cross and the circle". Then, the human has two choices:
• explain the full plan;
• explain action by action. In the first case, the Human will announce: "I put the cross center, then you put the circle west, then I push the cross east". In the second case the human will simply announce the object of focus and execute an action, or ask only one action to the robot, and repeat this until the plan has been specified. In this second case, the human has to specify the end of the shared plan, as a teacher would do for a student. The ABM Reasoning will extract the role of each argument (for example: Human Agent ; iCub Agent ; cross object ; circle object …) and build a shared plan according to these roles:
1. Agent1-put-Object1-center; 2. Agent2-put-Object2-west; 3. Agent1-push-Object1-east.
2) Execution and generalization:
Consider that now we want to execute a swap, but with the iCub acting first, and with two other objects: "toy" and "drum", and also we want to change the agents. We will announce the following plan: "Peter and you swap the toy and the crocodile". The iCub will extract the role of each argument and build the following plan:
1. iCub-put-toy-center; 2. Peter-put-crocodile-west; 3. iCub-push-toy-east. The iCub will then build the corresponding actions with the coordinates of the moves for DForC and the acting module.
D. Shared Plan: "Cooperative musical plan"
It is important to note that the shared plan learning capability allows for the learning of an arbitrary number and variety of shared plans.
1) Learning:
In this example we will focus on a more complex and cooperative goal. We said earlier that the ReacTable is a tool developed initially for musical entertainment. Each object corresponds to a different sound or auditory function, and a particular configuration of objects on the table will correspond to a particular music form. In this example we create an interactive plan with the iCub passing the objects to the Human, one after the other, to the north of the table, where the Human can reach them. The Human will then place them at the appropriate locations on the ReacTable in order to generate the desired musical configuration.
The plan is taught by the human announcing the sequence of actions to the robot. As described above, the system generates a shared plan in the same way as for the shared plan "swap". The resulting shared plan is presented below. A demonstration of learning such a plan is provided in the video in section IV.E.2.
Human, Agent iCub put (Agent1, Object1, North) put (Agent2, Object1, South) put (Agent1, Object2, North) put (Agent2, Object2, West) put (Agent1, Object3, North) put (Agent2, Object1, East) } 2) Execution and Generalization: Fig. 9 illustrates successive steps in the execution of this shared plan, after the human announces "you and I play music game." As stated, the robot can generalize this shared plan in two distinct ways: First, the agents can be changed-the plan could be executed with any pair of known agents. Second, the objects that are used in the shared plan can be changed, so the human could say "You and I play music with the keyboard, the eraser and the triangle". The system will map keyboard, eraser and triangle onto Object1, Object2 and Object3 arguments in the shared plan definition. Demonstration of the execution of such a shared plan is provided in the video in Section IV-E.3.
E. Video Demonstrations
In order to illustrate the functioning of the system, we include here links to demonstrations of: 1) learning a spatial location; 2) learning a shared plan; and 3) executing the shared plan.
1) Learning Spatial Location "south-west".:
In this demonstration, we observe the human interacting with the robot, and we see the contents of the OPC in real-time on the GUI. As the human demonstrates actions directed to this location, we see the formation of the representation of this location, based on the learning mechanisms described in Section III-A.
http://youtu.be/AYjciXmlAxY 2) Learning a Shared Plan with Two Agents and Two Objects: In this demonstration, we observe the human demonstrating a new shared plan to the robot, based on the learning mechanisms described in Section III-C.
http://youtu.be/GhlKHPZZn30
3) Executing a Shared Plan with Two Agents and Two Objects:
In this demonstration, we observe the human requesting the robot to perform the new shared plan using different arguments than those used in teaching. This demonstrates the capability to generalize a shared plan to new objects.
http://youtu.be/eFeD-2S-V7M
V. DISCUSSION Robots that will interact with humans in novel environments must be prepared to adapt to new contexts. This will require the structured use of memory acquired over the lifespan [21] . In this research, we have demonstrated the construction of a system for the acquisition and synthesis of memory of experience, partially inspired by aspects of the architecture of human memory. The path of the storage of information follows that for human memory as described by Tulving [22] . First in an episodic-like memory described as a "autobiographical stream" by Battaglia et al. [23] , and then a semantic memory that is built or consolidated from the episodic-like memory.
Episodic memory is about specific events in time, whereas semantic memory includes the memory necessary for the use of language including the meaning of words [15] . Interestingly, in building a system that can make use of its memory, we have "rediscovered" or "reinvented" aspects of this distinction in human memory systems first proposed by Tulving. That is, the system must have a veridical record of its experience (the episodic memory) then a "digested" version of this information that has been refined and formatted so that it can be used for perception and action in new situations, and can be communicated about with language (the semantic memory).
The current research is novel for two reasons. First, it demonstrates how an autobiographical memory can be used to store specific perceptual episodes, and how these can be used in order to generate categorical representations of space, time and action. This is the first robotic implementation of a combined episodic and semantic memory system. This is significant because it allows robots to learn from their experience, and it also can help to provide insight into the processes necessary for infants to make the transition from perceptual to conceptual representations [24] , as we make the transition from episodic to semantic memory. The second significant contribution is that we then demonstrate how these learned action concepts can be further structured into more temporally extended interaction scenarios, in the form of shared plans. Together, this means that the system is entirely open ended-it allows the robot to learn new spatio-temporal primitives, and then allows it to structure these interaction primitives into cooperative plans, so that through this learning, the robot can acquire arbitrary new tasks (within its physical capabilities).
Indeed, it is impossible for the system to store every possible internal representation and to associate it with an action output. Therefore, the system must be capable of generalization. We have demonstrated this generalization at multiple levels. First, in terms of spatial locations, the system learns both absolute positions, as well as relative displacements. These spatial notions can generalize over all manipulable objects. The system can thus recognize a previously unseen object-location pair, and perform previously unlearned object location actions (e.g. "put the triangle north"). Likewise, the system can learn temporal relations between actions, and use this temporal relational knowledge to recognize these relations between actions, and also to perform new actions based on these temporal relations. This generalization capability extends up to the shared plans that are learned.
Once the human has taught the robot the "swap" plan, the robot can then apply this plan to objects that were not used in the teaching. Thus, via generalization, the system can accommodate an open set of possible states that had not been experienced in training.
In terms of performance evaluation, we have demonstrated that the system is capable of learning a diverse set of spatial locations, and relative displacements. In parallel, the system has learned that the action "put" is associated with absolute locations, whereas the action "push" is associated with relative displacement vectors. The system has also learned temporal relations including before and after. Once these spatio-temporal primitives have been acquired, the system is then able to combine them into novel cooperative action sequences including a swapping procedure, and a "music game". This evaluation allows us to confirm the open ended learning capabilities of the system, and its ability to transform the perceptual experience of the robot into exploitable knowledge. Future studies will evaluate the robustness of the system in more extended user studies.
One of the perceived limitations of the current work is the relatively reduced environment and the apparent simplicity of the concepts that are being learned. However, while the spatial relations that we examine (absolute positions and relative displacements) are fairly simple, they allow for increasing complexity in two distinct manners. From a developmental perspective, children learn spatial relations in a perceptually anchored manner, so that at 6-7 months, spatial relations are specific to the objects they are learned with. Later, by 9-10 months, children begin to generalize over objects [24] . In our system, the consolidation of experience from multiple examples allows the system to develop representations that generalize over objects. Thus, while these relations may be simple, they generalize, and they allow the system to develop a rich vocabulary of spatial knowledge. The second way in which these simple relations allow for increasing complexity, is that they provide the basis for representing actions that can be combined into more elaborate ways, by using learned temporal relations like before and after, and in shared action plans, which allow for the coordination of action between the human and the robot. Thus, the learned primitives may be relatively simple, but they can be used to build up rich and complex behavior.
One might argue that because our environment is relatively simple, the system may fail to scale to more complex environments. This raises general issues about learnability. In our system, as for the child, the role of the teacher in structuring information for the robot is crucial. Previous research has demonstrated how indeed, the way that actions are demonstrated to children tends to emphasize the initial and final states [25] . More generally, based on the organization of joint experience around the objects of shared interest, we argue that even in a richer environment, these mechanisms of joint attention will eliminate the construction of irrelevant associations [26] .
In the context of assessing our work in the framework of autonomous mental development (AMD), we can consider a set of possible gaps or challenges between this work and true AMD. Here we pose these challenges, and our position.
(a) Challenge: The protocols of interactions are handcrafted, e.g., consisting of speech-based instructions where the meanings of each sentence are known to the programmer. Response: No-the language interactions employ a grammar that allows the user to create new sentences that are not handcrafted. These new sentences cannot be known to the programmer of the system, and they contribute to the open flexibility of the system. The grammar is prespecified. We have developed methods for learning grammars in a usage-based manner [27] , [28] , and such systems should be integrated into an AMD approach. (b) Challenge: Each of the displacements is marked by speech instructions whose meanings are known to the programmer.
Response: No-none of the meanings of the spatial action terms are known to the programmer. It is the user who will determine the meaning of locations, displacements and actions. However, the instructions that allow the user to initiate and terminate the demonstration are built into the interaction grammar. Again, ideally even these would be learned from experience. (c) Challenge: Each task consists of a sequence of displacement segments.
Response: In the current "world" of interaction, the tasks are performed on the ReacTable, and involve the movement of objects by the human and the robot. We are currently extending this to include a more extended environment through the use of vision and 3D perception. (d) Challenge: The start and end of task sequence are marked by speech instructions whose meanings are known to the programmer. Response: Yes, as stated above, language is used to provide segmentation information to the system. Future work will incorporate more autonomous methods including temporal and spatial grouping [29] . (e) Challenge: It is assumed that there is no error in the recognition of all the speech commands. Otherwise, consolidation is mixed up. Response:No-therecanbeerrorsinthedemonstrations.The consolidationisbasedonastatisticalprocessinginwhichthe errorswillbedominatedbycorrectdemonstrations. (f) Challenge: The role of human and robot in each displacement of the plan sequence is specified by speech commands whose meanings are known to the programmer.
Response. No -The individual commands, like "put" or "push" that will make up the plan sequence must first be learned. They are known to the human teacher-who teaches them to the robot, but they are not known (they cannot be known) by the programmer. However, understanding of language related to the specification of who does what, using "I" and "you", is built-in by the programmer. Future work will address the robot learning of the perspectival use of "I" and "you" [30] . (g) Challenge: The training phase and the performance phase need to be switched by instructions to enter different program modes.
Response: Yes. Future research should address how training and performance become intermingled, as the robot gracefully determines when it has sufficient ability to make the transition to performance without specific instruction. We have made progress in this automatic learning in [31] (h) Challenge: The consolidation is offline in a separate operation phase.
Response: No-consolidation also occurs online, but for the consolidation results to be written permanently into the semantic memory requires the offline processing. (i) Challenge: The semantic memory corresponds to the classification of displacements and/or sequences where each class is specified by the human teacher.
Response: No -The semantic memory contains information about spatial locations and displacements, actions (including pre and postconditions), and temporal relation that are demonstrated by the human teacher. So what is specified by the teacher is the physical demonstration of the action, location etc., accompanied by a name for the demonstrated element. The semantic content of the demonstrated location, action, etc. is extracted by the system from the perceptual information. Interestingly, the use of word labels to invite the child to form new categories has been demonstrated in children [32] , [33] . We will further investigate this symbiosis between development of language and development of the conceptual system. (j) Challenge: The learned sensory input consists of a pair of 2-D coordinates plus a known object label, so the system does not do or learn object recognition in terms of type, shape, size, orientation, etc.
Response: Yes-in this research, the system does not learn about the physical properties of objects. This is a limitation of the use of the ReacTable where gain in spatial accuracy versus perceptual richness. Future research will employ a richer perceptual domain. Overall, the current research represents part of a series of developments that gradually steps towards true AMD. Several lines of research will take us in this direction. Importantly, we must address how language and the conceptual system codevelop, including how the structure of language can influence the structure of the conceptual system. A first step in this direction has been characterized by Waxman [32] , [33] , who sees that words are an invitation to the infant to form categories [related to points (a) and (f)]. This has recently been exploited in the context of AMD [34] . We must improve the richness of the perceptual system, including vision, so that the system has access to the rich structure in the surrounding world [see points (c) and (j)], and we must consider how the inherent structure of spatio-temporal action can be used for the segmentation of distinct actions (d).
When situating this work in the context of AMD, two distinctions must be made. The first concerns how humans -the programmer and the teacher -are involved in the system. The programmer has created an interaction infrastructure (coordinated by the Supervisor program), and an autobiographical memory system. The human teacher (who is referred to simply as the human) uses the interaction infrastructure to communicate new knowledge to the system. This results in the population of the episodic memory. The second distinction has to do with segmentation and consolidation. The segmentation of interactions is partially constrained by the interaction system, and so we can consider that it is not fully autonomous. This must be addressed, related to point (g). Where we have concentrated on autonomy is in the consolidation of knowledge to create the semantic memory, and the hierarchical use of knowledge at one level to be integrated at the next, which allows the system to acquire new meanings, new behaviors and new cooperative interactions with the human, none of which were known to the programmer.
