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ABSTRACT
In Supply Chain Management (SCM), it is important to have good purchasing strate-
gies to ensure optimal cost and quality of product. Supplier management is part of deci-
sion making (DM) in the purchasing process. Supplier management involves the evalua-
tion and selection of suppliers. An accurate evaluation of suppliers can reduce the costs
and improve the quality. Supplier management is complex due to multiple criteria, dy-
namic environment and uncertainty. Various studies have applied Multi Criteria Decision
Making (MCDM) models to solve supplier management problem. However, current sup-
plier management methods have limitations in specific situations. They do not consider
the environment changes that can affect the process of evaluation and ranking.
Various intelligent MCDM methods are analyzed to find suitable methods to ad-
dress supplier selection problems. The DM environment with four elements (Re-ranking,
homogeny, Inconsistency, population) is defined. A Fuzzy Dynamic Hybrid MCDM
(FDHM) method is proposed and developed for the evaluation, ranking and selection
of suppliers. The method employs Fuzzy Analytic Hierarchy Process (FAHP) for weight-
ing of criteria. A Fuzzy Inference System (FIS) is developed to determine the impact of
FAHP method and Fuzzy Technique Of Preferences Similarity to Ideal Solution (FTOP-
SIS). The method for evaluation of suppliers is based on impact factors.
Experiments for supplier management in Mobarakeh steel company are carried out
for different DM environments. FDHM method is evaluated by the satisfactorily and
efficiency factors. The ability of methods to produce a ranking in high correlation coeffi-
cient with experts’ judgment, implies that the experts are satisfied with the performance
of FDHM. In each experiment, the efficiency of FDHM with other fuzzy hybrid SES de-
cision making methods in terms of accuracy and complexity is compared. The accuracy
is the first priority to determine the efficiency of FDHM in supplier management. The
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complexity is calculated by the number of comparisons. In each experiment we calculate
the complexity of methods in same conditions. The result shows that FDHM satisfies the
expectation of the experts.
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ABSTRAKT
Strategi pembelian yang baik adalah satu perkara yang sangat penting di dalam penguru-
san rantaian bekalan, bagi menjamin kos dan kualiti hasilan adalah optimum. Pengurusan
pembekal adalah sebahagian dari membuat keputusan (DM) di dalam proses pembelian.
Ia melibatkan penilaian dan pemilihan pembekal. Penilaian pembekal yang tepat boleh
mengurangkan kos dan meningkatkan kualiti.
Pengurusan pembekal kompleks disebabkan oleh kriteria yang banyak, persekitaran
yang dinamik dan faktor ketakpastian. Berbagai kajian telah menggunakan model Pembu-
atan Keputusan Multi Kriteria (MCDM) untuk menyelesaikan masalah pengurusan pem-
bekal. Namun, model pengurusan pembekal ketika ini masih tidak mempertimbangkan
kekangan bagi kaedah itu di dalam keadaan tertentu. Mereka tidak mengambilkira ten-
tang keadaan persekitaran yang memberi kesan ke atas proses penilaian dan penarafan.
Berbagai kaedah pintar MCDM dianalisis bagi mencari kaedah yang sesuai untuk
menyelesaikan masalah pemilihan pembekal. Pesekitaran DM dengan empat elemen
(Penarafan semula, persamaan, ketakkonsistenan, populasi) ditarifkan. Model Fuzzy Dy-
namic Hybrid MCDM (FDHM) diutarakan dan dibangunkan untuk penilaian, penarafan
dan pemilihan pembekal. Model ini menggunakan Fuzzy Analytic Hierarchy Process
(FAHP) bagi pemberatan kriteria. Kaedah Fuzzy Inference System (FIS) dibangunkan
bagi menentukan impak kaeah FAHP dan Fuzzy Technique of Preferences Similarity to
Ideal Solution (FTOPSIS). Kaedah penilaian pembekal diasaskan pada faktor impak.
Eksperimen ke atas pengurusan pembekal di syarikat Mobarakeh Steel dibuat untuk
beberapa persekitaran DM yang berlainan. Model FDHM dinilai dengan faktor memuaskan
dan kecekapan.
Kebolehan model itu menghasilkan koefisien korelasi yang tinggi bagi penarafan
dengan apa yang diinginkan oleh pakar, menunjukkan bahawa pakar berpuashati den-
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gan pencapaian FDHM. Bagi setiap eksperimen, kecekapan FDHM dibandingkan dengan
dua model SES yang lain, dari segi ketepatannya dan kekompleksan. Ketepatan adalah
yang utama bagi menentukan kecekapan FDHM di dalam pengurusan pembekal. Kekom-
pleksan dihitung dari bilangan pembandingan. Bagi setiap eksperimen, kami menghi-
tung kekompleksan model bagi keadaan yang sama. Keputusan menunjukkan FDHM
memenuhi jakaan pakar.
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CHAPTER 1
INTRODUCTION
Today, companies concentrate on their entire supply chain to achieve effective business.
The Supply Chain Management (SCM) consists of a lot of factors and strategies. The
purchasing process is a key factor of SCM and, supplier management is an important
task in purchasing process. Supplier management is an important and complex issue in
industrial engineering to develop new products.
Supplier management is the process of evaluation and selection of suppliers (Kahra-
man, Cebeci, & Ulukan, 2003; Spekman, 1988). So, it is denoted as Supplier evaluation
and Selection (SES). Suppliers may prepare supplements, component parts,spare parts or
services which their quality and cost effects on the final product. Accordingly, an opti-
mized Supplier Evaluation and Selection (SES) directly reduces the costs and improves
the quality.
In this chapter, we give the schematic of research to make it clear and transparent.
1.1 Research Motivation
Using Decision Support Systems (DSS) for supplier management in companies has
a great influence to prevent the frauds, increase Profits and establish justice. However,
the managers do not trust to use DSS in sensitive cases. This is caused by their decision
methods weaknesses. Attracting the full confidence of managers to use DSSs in supplier
selection has motivated us to select supplier management as the focus of interest in this
study.
The secondary reasons for doing this research are:
i) To produce an accurate supplier evaluation: An intense competition in global mar-
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kets has encouraged companies to focus omit on their entire supply chain. Among
activities related to supply chain management, purchasing is more strategic because
the cost and quality of purchasing items have a direct and significant influence on
end products. Therefore, an accurate supplier management is a major contributor in
manufacturing high quality products at a low price.
ii) To extend the current research in Multi-criteria evaluation and selection: Current
methods for Multi-Criteria evaluation and selection do not consider environment
changes. These methods apply the same strategies for all requested evaluations.
Hence, It is important to propose a global Decision Making (DM) method to con-
sider different environments.
1.2 Problem Statement
Supplier selection is a crucial decision making process, since efficient SES has a
high influence on customer satisfaction. Multiple critical factors such as: price, quality,
on time delivery, technical ability and warranty should be considered in SES to produce
a comprehensive evaluation. Thus, SES is complicated by multiple criteria hence is con-
sidered as Multi Criteria Decision Making (MCDM).
Supplier selection is also complicated by the environment changes that may reduce
the accuracy of employed decision methods. Furthermore, the input information regard-
ing environment, importance of criteria and the ability of suppliers in each criteria is based
on experts’ opinions. The experts express their opinion as linguistic variables which are
uncertain.
Fuzzy AHP and TOPSIS methods have very strong relation with applying in sup-
plier managements. However, these methods do not consider to the environment changes.
Fuzzy AHP has limitations in situations with high probability of re-ranking, inconsis-
tency and high population. Fuzzy TOPSIS has limitations in situations with specialist
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alternatives.Therefore, we consider supplier selection as an uncertain dynamic MCDM
problem.
1.3 Aim and Objectives
The study aim to find a method to evaluate and select suppliers with high efficiency.
We intend to achieve the following research objectives:
• To identify the decision making methods applicable to supplier evaluation and se-
lection;
• To analyze the performance of identified methods;
• To develop a new decision making method to overcome the limitations of identified
methods;
• To evaluate the performance of the method.
1.4 Research Questions
The study attempts to answer the following questions corresponding to the objec-
tives identified in the above section.
Objective 1: To identify the decision making methods applicable to supplier evalua-
tion and selection.
• What are the supplier evaluation and selection methods?
• What are the AI and MCDM methods that are applicable to SES?
• Which one is the best technique for SES?
• How can this technique be applied to SES?
Objective 2: To investigate the performance of identified methods.
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• What is the decision environment?
• How is the performance of identified MCDM methods in different decision making
situations?
Objective 3: To develop a new evaluation method.
• What are the necessary criteria to overcome the limitations.
• What are the methods that fit these requirements?
Objective 4: To evaluate the performance of the method.
• How can the performance of the proposed method can be evaluated?
1.5 Research Process
The Process of this research has five steps based on our research objectives and
questions (Fig. 1.1).
Figure 1.1: Research process
• Step 1: Determination of candidate techniques
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We review the supplier management literature to find the applicable AI and MCDM
methods for SES. The related articles are collected from Web of Science data base.
The statistical analysis on applied techniques and operations in related articles is
conducted. The results of analysis determine the best AI and MCDM methods for
SES.
Also,we Analyze the literature of applying AI techniques in MCDMs to find the
methods of applying different AI techniques in MCDMs. We classify the types of
applying each AI techniques in MCDMs. Our factors to determine the suitable way
of applying candidate methods are i) relation between method and operations and
ii) relation between operations and DM requirement. As a result, we determined
fuzzy based methods as the best suited method for the SES.
• step 2: Identification of SES environment
In this step we identify the changeable and dynamic situations of decision making
in supplier evaluation and selection. This situations are defined as SES environ-
ment. The dynamic situations are determined as: probability of re-ranking in SES,
Probability of inconsistency, population of criteria and alternatives and homogeny
of alternatives. In literature, we collect the existing analysis of fuzzy AHP and
fuzzy TOPSIS methods in few mentioned situations.
• Step 3: Investigation of strengths and weaknesses of candidate methods in
different situations
We analyze the performance of FAHP and FTOPSIS in different situations. in each
situation we use a sample experiment to analyze both methods. For example in
homogeny situation, the sample experiment involves three criteria with the same
weights and three specialist alternatives. In this experiment we see the limitation of
FTOPSIS in ranking specialist alternatives. For analyzing methods in population
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situation, an experiment is conducted to calculate the number of needed compar-
isons in FAHP and FTOPSIS methods.
• Step 4: Developing a novel Fuzzy Dynamic Hybrid MCDM method for SES .
The necessary criteria to overcome the limitations of current methods are investi-
gated. We develop the FDHM method based on three strategies: (i) dynamization,
(ii) methods integration and (iii) DM fuzzification. In dynamization, we develop a
Fuzzy Inference System (FIS) to evaluate the appropriateness of identified meth-
ods based on decision environment. The FIS determines the impact of identified
methods based on situation of alternatives, criteria and decision makers.
For the methods integration, we hybridize the identified methods to get benefit from
their strengths and to overcome their limitations in different situations of environ-
ment.
For fuzzification of decision making, we employ fuzzy set theory (Zadeh, 1965) to
handle vagueness and subjectivity of linguistic variables which are produced by de-
cision makers in assessing criteria, alternatives and decision making situations. On
the other hand, the FIS is developed based on fuzzy Membership function (MF)s
and fuzzy “if-then” rules. In FIS, for each situation the appropriate MF is consid-
ered based on the aspects involved in the considered situation.
• Step 5: Evaluation of FDHM method.
We carry out experiments for SES in a steel company as a case study. We examine
the method in various situations of SES. Then,we measure the performance of the
method in terms of accuracy and time complexity by comparing the method with
other methods.
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1.6 Research Scope
There are different perspectives for SES such as single/multiple criteria, single/multiple
products, objectivity/subjectivity, quantitative/qualitative criteria, human judge (special
consideration to decision makers’ judgments) and cost (special consideration to the costs).
The SES is considered as decision making with the continued environment and some-
times as decision makings with discrete environment. Looking at the SES from different
perspectives requires different methods since the same method can not be applicable for
different SES. The supplier management is an extended area with different considera-
tions. In this research we consider the popular SES which exists in industrial companies.
Table 1.1 shows the considerations of this research for supplier management.
Table 1.1: Considerations of research for SES
SES considerations Addressing in this research
multiple criteria
√
multiple products ×
subjectivity
√
human judge
√
cost ×
continuous environment ×
discrete environment
√
The industrial companies have different methodologies, facilities and abilities to
gather information about their suppliers. Often, they do not have much information about
suppliers or they do not trust them. In such a situation, the methods for the SES will dif-
fer to those with detailed and precise information regarding suppliers. In major industrial
companies such as steel companies, the information has a medium level of inconsistency
and we do not consider them as gray information. Therefore, in this study we do not look
at the gray theory which is suitable for high level of inconsistency.
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1.7 Significance of Study
Managers are constantly making decisions at different times. Often, these decisions
are subject to collateral issues and policies. Also, the fatigue and carelessness of managers
may lead to a wrong decision. This problem has led to the development of decision
methods.
Although, these methods have shown a great potential. However, according to the
vote of more than 100 managers from different companies in 2009, these methods have
not yet gained the full confidence of managers. The distrust and dissatisfaction of mangers
in using DSSs is caused by the low level of accuracy (Gudigantala, Song, & Jones, 2011).
The increase of this confidence is very precious to strengthen management. This research
attracts the full confidence of managers to use DSSs in supplier management by propos-
ing a DM method with high satisfaction degree of experts. The satisfaction degree of
proposed method is measured in chapter 5.
Proposing an accurate SES method directly reduces the costs and improves the qual-
ity of products. This is economically very beneficial for companies.
The MCDM methods have a wide range of applications in manufacturing, economy,
supplier management, industries, project/service management, environmental manage-
ment, human resource management, risk management, medical, military and etc. There-
fore, proposing an efficient DM method can effect on the process of decision making in
the above mentioned issues.
1.8 Thesis Layout
This thesis is a research work on supplier management and intelligent MCDM tech-
niques (AI based MCDM techniques), particularly on how we developed a MCDM method
for evaluation and ranking of suppliers. In this chapter we explain our reasons to conduct
this research, the problems of supplier selection, objectives of this research and relevant
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research questions. This is followed by a brief discussion on research methodology and
importance of an effective MCDM method for supplier selection.
The second chapter reviews the literature of supplier management. This chapter is
divided into two parts:
• In the first part (supplier management strategy), we review the place of SES in
SCM, SES components, SES process and methods.
• In the second part (supply management methods), we discuss the different per-
spectives on SES and their related applicable methods, in particular, MCDM and
Artificial Intelligence (AI) based methods. Therefore, we review and analyze the
methods of applying AI techniques in MCDMs as well as AHP and TOPSIS meth-
ods and their limitation in addressing uncertainty.
Chapter 3 divides to two parts:
• In the first part we analyze the methods, operations and applications of AI/MCDM
based papers to find the required operations for SES, determine the most suitable
AI and MCDM methods which can fulfill the SES requirements. We find the best
type of hybridization for the identified MCDM and AI methods. We determine the
Fuzzy AHP and TOPSIS methods as candidate methods for SES.
• In the second part, We then define the environment of decision making. Then we
analyze the manner of fuzzy AHP and TOPSIS method in changing the elements
of the environment. We find their strengths and limitations in these situations. The
problems of these methods for supplier management are expressed in this section.
The problems in SES are identified in chapter 2 and 3. A part of problem regarding
the uncertainty is explained in chapter 2 and another part which is related to changing
environment and limitations of methods is in chapter 3 (Fig. 1.2).
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Figure 1.2: Distribution of research problem in chapter 2 and 3
Chapter 4 describes the development of the proposed method. This method is de-
signed to overcome the problems of Analytic Hierarchy Process (AHP) and Technique
Of Preferences Similarity to Ideal Solution (TOPSIS) methods identified in chapter 2 and
3.
Chapter 5 is about the evaluation of the method. Finally we conclude our research
in chapter 6. In this chapter we describe the findings of our research and explain the
limitations of the work and provide suggestions for future work that can be carried for
this research.
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CHAPTER 2
SUPPLIER MANAGEMENT
2.1 Introduction
Supplier management, as a key factor in Supply Chain Management (SCM), greatly
influences the performance of companies (Carr & Smeltzer, 1999). Supplier manage-
ment requires the evaluation of suppliers and the selection of best suppliers. So, in this
work we use the term "Supplier Evaluation and Selection(SES)" to refer to supplier man-
agement. Managers of companies focus on SES as a success factor in their respective
business (Ellram & Carr, 1994). In a traditional SES, price forms the main competition
factor between the suppliers, which renders certain important qualities, such as quality of
product, level of trust, commitment, and expertise unobtainable (Spekman, 1988). The
ever increasing number of these factors propelled the MCDM methods to the forefront of
this field more than ever before. In this quest, multiple models and methods have been
proposed and applied for the evaluation and selection of suppliers.
This chapter is divided into two sections. The first section (supplier management
strategy) reviews the place of SES in SCM, SES components, SES process, and mod-
els, while the second section (supplier management methods) reviews and analyse sev-
eral methods including the MCDM methods and the combination of AI techniques and
MCDM methods.
2.2 Supplier management strategy
Supply Chain Management (SCM) is the active management of supply chain com-
ponents that maximizes customer satisfaction and realizes a sustainable competitive ad-
vantage. It represents a conscious effort by the supply chain firms to develop and run a
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supply chain in the most effective and efficient manner (Croxton, Garcia-Dastugue, Lam-
bert, & Rogers, 2001).
A basic SCM involves five components; planning, sources management, manufac-
turing, delivery management, and return management (Croxton et al., 2001) , all of which
respond to different duties in the context of managing a supply chain. Fig 2.1 shows the
general process and the main components of a supply chain management.
Figure 2.1: SCM Process and Components
Source management concerns the activities related to the suppliers who provide the
required goods and services to run a business. Supplier management is a key procure-
ment decision in source management. Suppliers have high influence in procuring prod-
ucts or services, either directly in their own business activities, or through other suppliers
along their respective supply chain. Therefore, selecting the right suppliers for a con-
tract is a critical juncture in the purchasing process of source management. Accordingly,
managers need to evaluate a range of suppliers to determine which has the highest like-
lihood of meeting their respective needs. These suppliers are then invited to bid for the
contract.(Croxton et al., 2001)
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2.2.1 SES Components
Supplier evaluation and selection is a decision-making process. In this process, the
decision makers evaluate and select the best supplier according to the directly or indirectly
determined criteria. This evaluation is very complex, especially when there are various
suppliers and criteria. In such cases, decision-makers are assisted by Decision Support
Systems (DSSs) when it comes to selection of suppliers (De Boer, Labro, & Morlacchi,
2001).
Decision-makers and DSS receive needed information from the suppliers. Decision
makers determine the criteria and send their judgement regarding the saliency of sup-
pliers in the criteria to the DSS (Rushton, Croucher, & Baker, 2014). The DSSs then
function based on decision-making methods and recommend the best suppliers to the
decision-makers (Fig 2.2). Therefore, the criteria involving decision, suppliers, and deci-
sion makers are imperative to decision-making. These components fluctuate as per differ-
ent decisions, so if a decision making model or DSS are dependent on these components,
then it will only be usable for a short period of time or application.
i) Criteria: The criteria are some critical factors that are considered decision-making,
which assists decision-makers in making choices. In previous models, managers
will only take into account certain criteria, such as the common price and delivery
methods (Ellram, 1990; Scott and Westbrook, 1991). However, their considerations
changes when trying to decide on a supplier, as criteria and factors fluctuate in accor-
dance to the competitive nature of the markets. This causes that the decision-makers
be more selective when evaluating suppliers, as factors such as low quality goods and
poor delivery system might result in a more costly product (Bevilacqua & Petroni,
2002). A new strategic approach to purchasing includes introducing new sets of
criteria for supplier selection. These criteria can either be well-defined and quanti-
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Figure 2.2: Interaction between SES components
tatively measurable, such as price, financial capability, and investment capacity, or
they can be qualitative and difficult to measure, such as flexibility in the production
line, expertise of experts, quality, maintenance, and high technology.
Each company may have different requirements depending on the industry and items
that are to be purchased. Therefore, the set of criteria for supplier selection constantly
fluctuates, and the proper set of criteria that differs is the SES.
ii) Suppliers: The purchasing division of industrial companies, such as steel companies,
procure multiple materials, services, and products. The type and number of suppliers
in this procurement differs based on type of purchased items.
For instance, the Mobarake Steel Company (MSC) has only one supplier for their
electricity, while it has multiple suppliers for office appliances. The suppliers of of-
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fice appliances are very similar to each other, with no defining characteristics among
themselves. Accordingly, any decision-making model or system should be able to
address the different types of suppliers in SES.
iii) Decision Makers: In SES, decision makers include managers, experts, and gener-
ally those who evaluate and select the suppliers. The number of decision makers
in decision-makings differs, they might be made up of a team, or work alone. When
there is a team of decision makers, then their opinions should be normalized and
averaged (Sanayei et al., 2010).
Supplier selection in industrial companies is a difficult and complicated decision-
making process. This prompts the decision makers to employ DSS for quick rec-
ommendations, which will allow them to streamline their choices. However, the
decision-makers still remain crucial to the decision making process, and remains ir-
replaceable by DSS or other decision models, and as a matter of fact, these models
(DM models) are mostly based on the opinions of decision makers.
There are two types of DSSs; static and dynamic. The classification is made based on
their respective behaviours. In static DSS, the embedded decision making methods
in DSS remained unchanged when multifarious decision cases into the system are
entered (Brans and Mareschal, 1994; Bui and Lee, 1999; Turban, 1990).
The current version of DSS is related to standard SES, and they do not take into
account the changing decision components in several SESs (De Boer, Labro, & Mor-
lacchi, 2001; Ho, Xu, and Dey, 2010). However, in a dynamic DSS, the decision
methods are influenced by environmental changes, and those being selected will be
moulded based on these respective changes. The accuracy of these systems is high,
since they make the optimum decision in accordance to multiple situations (Lai &
Li, 1999; Chang, Hong, and Lee, 2008; Katok, Lathrop, Tarantino, & Xu, 2001).
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2.2.2 SES Process
There are many companies that make various purchases from multiple suppliers.
Despite this generality and multiple facets, the process can be generalized into a few
distinct steps (Fig 2.3).
Figure 2.3: Interaction between SES components
Step 1: Identifying the need for SES. This step usually implies the identification of the
need for a special product or service. Different situations might change the need
for supplier selection. For example, the primary information regarding suppliers are
specific to every company and interaction, and can be obtained from the suppliers
themselves, or previous suppliers who are privy to this information(s).
Step 2: Determination of Criteria. SES is complicated due to the multiple criteria in-
volved in the decision-making process. Various studies have prepared a set of crite-
ria for SES (Dickson, 1966; Weber et al., 1991; Bharadwaj, 2004). Dickson (1966)
proposed the first list of criteria for SES and determined the importance of related
criteria (Fig. 2.4). However, these criteria are not applicable to all companies, or
for all materials and services supplied by suppliers. For example, cost is frequently
mentioned as an important criterion. However, when the service is similarly priced
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across all suppliers, for example the price of steel, then cost cannot be used as a
criterion.
Figure 2.4: The criteria of supplier selection and their importance (Dickson, 1966)
Swift (1995) has proposed a set of classified criteria. When the comparison of
criteria is used for calculation of their weights. This classification helps to experts
in immediate recognition of criteria and better comparison of criteria (Fig. 2.5).
Step 3: Limit Suppliers in Selection Pool. Companies need limited resources. Therefore,
a purchaser needs to pre-screen the potential suppliers before conducting a more
detailed analysis and evaluation. The supplier selection criteria determined in Step
2 plays a key role in this reduction process.
Companies have different policies in this step, such as limiting suppliers that satisfy
certain "entry qualifier" before proceeding to further analysis (Christopher & Peck,
2004). This step is applicable to SES, with a huge number of suppliers, as well as
a precise and important criterion, separate from the other criteria.
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Figure 2.5: The classified list of criteria for SES (Swift, 1995)
Step 4: Determination of Evaluating Model. There is a wide range of SES models, as
will be discussed in section 1.1.4. Despite the wide array of models, it cannot be
ascertain for sure which models are superior, as the classification depends on the
intended applications. In order to determine whether a model is suitable for our
purposes, it should be based on the results of the first and second steps (Bufardi,
Gheorghe, Kiritsis, & Xirouchakis, 2004; Dagdeviren, Yavuz, & Kilinc, 2009; Mer-
gias, Moustakas, Papadopoulos, & Loizidou, 2007).
Step 5: Select Suppliers and Reach Agreement. The final step of SES is to clearly select
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suppliers who meet the company’s sourcing strategy in a suitable manner. This de-
cision is often accompanied with the determination of the order quantity allocation
to selected suppliers.
2.2.3 SES Models
There are many different perspectives for SES, such as single/multiple criteria, sin-
gle/multiple products, objectivity/subjectivity, quantitative/qualitative criteria, human judge
(special consideration to decision makers’ judgments) and cost (special consideration to
the costs).
Moreover, SES is sometimes regarded as a decision-making process with the con-
tinued environment, and other times as a decision-making process with discrete environ-
ment. Looking at SES from different perspective might make it applicable for multi-
ple models. Generally, the researchers divide the SES models into five groups; Linear
Weighting Models (LWMs), Total Cost of Ownership (TCO), Statistical Models (SMs),
Mathematical Programming (MP) and Artificial Intelligence Based Models (AIBMs)
(Abraham, Jain, Thomas, & Han, 2007; Chai, Liu, & Ngai, 2013; de Boer, et al., 2001).
In this work, we extended this classification to six groups by adding "hybrid models" as
shown in Fig.2.6. In the following section, we explain the SES models being considered
in this work.
i) Linear Weighting Models (LWMs): These models calculate a numerical weight on each
selection criterion, and then determine a total score for each supplier by summing up
the supplier’s performance on the criteria multiplied by these weights. Although
these approaches are very simple, they heavily depend on human judgment and
proper scaling of criteria values. Some of the Multi Criteria Decision Making (MCDM)
methods such as Analytic Hierarchy Process (AHP), ANP (Analytic Network Pro-
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Figure 2.6: SES models
cess), and TOPSIS are classified as LWM. These models are more accurate than
other SES models in terms of multiple criteria evaluations (Abraham, et al., 2007).
ii) Total Cost of Ownership models (TCO): These models took into account all of the di-
rect and indirect costs in the supplier choice that arises during the item procurement
life cycle. The TCO determine the exact cost of a purchase from a supplier, and
includes all main costs related to a particular purchase. The important costs, which
should be involved in TCO, are the pre-transaction costs (from request to order place-
ment), transaction costs (from order placement to receipt), and post-transaction flows
(from receipt to access). Typically, the pre-transaction costs are related to investi-
gating and qualifying procurements, or adding new suppliers to the company’s IT
system. Transaction costs include price, shipping costs, and controls, among others,
while post-transaction costs include row precipitation, changes, price of returns, and
guarantees working (Ellram & Perrott Siferd, 1993). These models only take into
account the criterion of cost for the evaluation of suppliers.
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iii) Statistical models (SMs): These models usually address the uncertainty in demand
and stochastic lead times. Stochastic uncertainty exists in most types of purchasing
situations, such as being unaware of exactly how the internal orders should be de-
veloped for purchasing items or services. However, only few supplier choice models
really address this problem. The published statistical models can only handle the
uncertainty related to one criterion at a time (de Boer, et al., 2001).
iv) Mathematical Programming models (MP): These models allow decision makers to
account for the different restrictions in SES. These models can deal with situations
where each supplier has multiple products. Using MP models, decision makers for-
mulate the decision problem in terms of a mathematical objective function, due to the
fact that it needs maximization in certain parameters, such as profit, or minimization
in others, such as costs. For this purpose, they change the values of variables in the
objective function, such as the amount ordered by a specific supplier.
MP models can optimise results using either single objective models or multiple ob-
jective models. Single objective models, such as Linear Programming (LP), Non-
Linear Programming (NLP) and Mix Integer Programming (MIP) focus mainly on
minimising costs or maximising profits. Multi-objective models, such as the Goal
Programming and Multi-Objective Programming (MOP), deals with the problem
optimisation involving two or more inconsistent criteria. MP models force decision-
makers to precisely state the objective function. Therefore, they are completely ob-
jective programming, and they do not consider the subjectivity in the process of
decision-making.
These models are applied for MODM. Recently, researchers integrate these models
with other methods, such as fuzzy techniques in uncertain MODM (Amin, Razmi,
& Zhang, 2011; Buyukozkan & Cifci, 2011; Ghorbani, Mohammad Arabzad, &
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Shahin, 2013; Ozkir & Demirel, 2012; Ozkok & Tiryaki, 2011; Tajik, Azadnia,
Ma’aram, & Hassan, 2014; Wang & Li, 2011; Yilmaz & Dagdeviren, 2011).
v) Artificial-Intelligence Based Models (AIBMs): They apply the AI techniques to anal-
yse decisions (Appendix C). These models are applied in DMs based on the deci-
sion makers’ judgements. They are able to emulate human decision-making process.
These models can deal with the complexity and uncertainty involved in the SES pro-
cess very well. Example of these models are Fuzzy Techniques (FTs), Expert System
(ES), Artificial Neural Networks (ANNs), Evolutionary Algorithms (EAs) and Case
Base Reasoning (CBR). Section (2.7) discusses these methods in more detail.
vi) Hybrid Models (HM): HM is the integration of the aforementioned models. There are
various types of HM, such as the integration of AIBM with each other, integration
of LWM with each other, integration of AIBM and LWM, integration of AIBM with
TCO, and the integration of AIBM with MP. Between the multitude of methods,
Fuzzy Techniques (FTs) is the one that can be most integrated with the others.
Table (2.1) shows the relation between perspectives of SES and applied models to
solve this problem. Considering the type of integration in HMs, they are capable of
dealing with multiple perspectives.
Table 2.1: SES perspectives and models
perspectives/Models LWM TCO SM MP AIBM HM
Multiple criteria
√ × × √ √ D1
Multiple products × × × √ × D
Subjectivity × × √ × √ D
Human judge
√ × × √ √ D
Cost × √ × × × D
Continuous × × × √ √ D
Discrete
√ √ √ √ √
D
According to the scope of this research (section 1.6), HM of integration of LWM and
AIBM is the best option in addressing SES. The multiple criteria perspective highlights
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the MCDM methods among LWMs. Therefore, in the following sections, we review the
literature on both MCDM and AIBM.
2.3 Supplier management methods
We limit the domain of literature to find the candidate methods for supplier selection
in industrial companies. In previous section we discussed about the existing model and
their abilities to deal with different aspects of supplier selection (table 2.1). According the
attributes of existing model and the scope of research (section 1.6), The AIBM models and
methods are selected. In next chapter we limit the domain of research to fuzzy methods
and then Fuzzy AHP and TOPSIS. Figure 2.7 shows the limiting of research domain from
all SES methods and models to the candidate methods (FAHP, FTOPSIS).
Figure 2.7: Limiting the research domain
This limiting process in based on three criteria:
i) The abilities of models and methods to overcome the different aspects of SES,
ii) The aspects of SES in industrial companies (determined in section 1.6),
iii) The relation between number of employing methods and required SES operations.
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In this section, we review the supplier management methods, including MCDM
methods such as AHP and TOPSIS however the critical analyzing and problem identifi-
cation is explained in section 3.3. We also review the literature on the combination of AI
techniques and MCDM methods to address the considered decision-makings processes.
The Fuzzy MCDM (FMCDM) method is a strong candidate method for SES to deal
with the subjectivity and multiple criteria in these DMs. The citation analysis reported by
Web of Science (WoS) regarding FMCDM shows the growing use of these methods by
researchers around the globe (Fig 2.8).
Figure 2.8: Citation report of FMCDM, from WoS at 20 Jan 2014
2.3.1 Multi-Criteria Decision Making (MCDM)
Real world DMs becomes more and more difficult; judging by what is visible in
a one-dimensional way and using only a single criterion (Zelendy, 1982). Taking into
account only a criterion in the decision-making process is just a simplistic approach to
the nature of DM at hand. However, it might lead to unrealistic decisions.
A more appealing approach would be the simultaneous consideration of all pertinent
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factors related to DM, which we regarded as Multi-Criteria Decision Making (MCDM).
However, the use of this approach gives way to some rather interesting questions: how
can several and often inconsistent criteria be aggregated into a single evaluation model?
Is this evaluation model a unique and optimal one?
Researchers from different disciplines have tried to address the first question using
statistical approaches; Artificial Intelligence (AI) techniques and Operations Research
(OR) methodologies. The success and utility of these efforts should be studied with re-
spect to the second question. Obviously, a DM is not addressed in a similar manner by all
decision makers. Each decision-maker has their respective settings, expertise, and DM
policies. Thus, one expert’s judgment is expected to vary from another (Zopounidis &
Doumpos, 2013). This is a significant issue that should be taken into account during the
development of DM models. The MCDM is categorized according to the aspect of types
and methods.
2.3.1 (a) MCDM Types
Multi-criteria decision making is categorized into two types based on the environ-
ment and situation of decision making as MODM and MADM. They are both similar and
different in certain aspects. In general, MADM can be regarded as an alternative question,
and in order for us to answer this question, we need to evaluate alternatives and select the
best answer. On the other hand, MODM resembles an analysis question and in order to
answer it, a solution has to be found. The main purpose of MADM is to select the best
alternatives, but in MODM, it is to find the solution that fulfils the objectives. It will also
be pointed out in more detail later that MODM is made up of continuous variables, while
MADM is made up of discrete environment. In both MADM and MODM, criteria should
be determined prior to the decision making process.
i) Multi Objective Decision Makings (MODM): They are decision-making process in a
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continuous environment. In this type of decision making, situation of alternatives
is not determined prior to decision-making. Multi Objective Optimization (MOP)
is a type of MODM. Here, the decision making models provide the best situation
of decision factors to reach the maximum fulfilment of objectives. Energy man-
agement, concept selection, construction, and transportation are some examples of
MODM. (Amiri, Abtahi, & Khalili-Damghani, 2013; Bonilla-Petriciolet, Rangaiah,
& Segovia-Hernandez, 2011; Cortes, Saez, Milla, Nunez, & Riquelme, 2010; Deb et
al., 2012; Gamberini, Gebennini, Manzini, & Ziveri, 2010; Guo, Zhan, & Wu, 2012;
Khalili-Damghani, Abtahi, & Tavana, 2013; Savic & Stefanov, 2012; Sayyaadi &
Amlashi, 2010).
ii) Multi Attribute Decision Making (MADM): They are decision makings with discrete
environment. In this type of decision making, the managers or systems possess infor-
mation regarding alternatives, criteria, and the ability of alternatives in each criteria.
Moreover, there are determined alternatives in MADMs, and the decision makers
can just evaluate and rank the existing alternatives. Supplier selection, manufac-
turing, human resource management, environmental management, and risk manage-
ment are some examples of MADMs. (Amin, et al., 2011; G. Buyukozkan, 2012;
Donevska, Gorsevski, Jovanovski, & Pesevski, 2012; Ertugrul & Karakasoglu, 2009;
Fouladgar, Yazdani-Chamzini, & Zavadskas, 2012; Iranzadeh, Ramezani, Heravi, &
Norouzi, 2013; Xu, 2014; Zeydan, Colpan, & Cobanoglu, 2011).
2.3.1 (b) MCDM Methods
There are more than 30 recognized MCDM methods. However, the number of
MCDM methods are not determined, since any method such as mathematical and sta-
tistical methods that can address MCDM is regarded as an MCDM method (Belton and
Stewart, 2002). The MCDM methods are classified into two general groups based on
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their overall performance:
i) Outranking methods: Roy (1996) developed the outranking method with the presenta-
tion of the ELECTRE methods. The method allows one to conclude that alternative
"a" outranks another alternative "b", when there are enough arguments to confirm
that a is at least as good as b, and there is no essential reason to refuse this statement.
PROMOTEE is another famous method within this classification.
ii) Non-outranking methods: Other MCDM methods, with the exception of outranking
methods, are regarded as non-outranking methods. The most well-known non-outranking
methods in this category are AHP (Analytic Hierarchy Process), TOPSIS (Technique
for Order-ing Preferences Simulation to Ideal Solution), VIKOR, ANP, and DEMA-
TEL.
2.3.2 Artificial Intelligent and MCDMs
Computerizing a decision-making process is effective, provided that the results re-
semble human decision making, at higher speeds and accuracies. Since the job of AI
tools is to emulate human behaviors, they will be capable of improving the performance
of computers in order to arrive at better decisions.
AI techniques are widely applied in science to provide high accuracy and flexibil-
ity. AI techniques are mostly classified as to Fuzzy Techniques(FT), Evolutionary Algo-
rithms(EAs), Artificial Neural Networks (ANN), Case Base reasoning (CBR), and Expert
System (ES). (Elam & Konsynski, 1987; Mellit & Kalogirou, 2008; Mellit, Kalogirou,
Hontoria, & Shaari, 2009; Siddique, Yadava, & Singh, 2003).
In this section, we review the methods of applying AI techniques in MCDMs.
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2.3.2 (a) Evolutionary Algorithms and MCDMs
Evolutionary Algorithms (EAs) is a type of computer search technique based on bio-
logical evolution. The input of these EAs is the problem and solutions coded according to
a coding pattern named a "fitness function". This function evaluates candidate solutions,
and then some of the best solutions generate new solutions, which lead to evolving solu-
tions. Thus, the search space will evolve in the direction of the optimal solution (Ashlock,
Schonfeld, Ashlock, & Lee, 2014).This optimal solution can be equal to the best decision
recommended by a DSS.
Genetic Algorithm (GA) is the most popular type of EA (Holland, 1975), which uses
evolution genetics as a pattern to solve problems. In complex decision making process
such as MCDM, the EAs are able to consider all factors involved in the decision-making
simultaneously in a fitness function. Evolutionary Algorithms are the best optimizer, and
in multi-objective optimisation problems, they are widely being utilized (A. Abraham &
Jain, 2005; Deb & Kumar, 2007; Durillo, Nebro, & Alba, 2010; Ishibuchi, Tsukamoto, &
Nojima, 2008; Stewart, Janssen, & van Herwijnen, 2004).
We divide the methods of applying EA in MCDMs to three groups:
Group 1: The EA directly is applied to address MCDM. There are three techniques in
this group, which are:
– Multi-criterion quantum programming (J. Balicki, 2009; J. M. Balicki, et al.,
2010);
– Immune co-evolutionary algorithm (Ding, et al., 2011);
– Integrating evolutionary strategies with the co-evolutionary criteria evaluation
model (Y.-H. Chang and Wu, 2011).
Group 2: The MCDM methods apply to optimize the performance of EAs. In this group,
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the MCDM methods are integrated with EAs for the purpose of improvements in
several steps. There are three technological classifications in this group:
i) The MCDM methods are applied to calculate the fitness value or function
(Chan, Chung, and Wadhwa, 2004, 2005);
ii) The MCDM method is applied to compare and evaluate individuals of popula-
tion and alter multiple criteria into one fitness value (De Lit, Latinne, Rekiek,
& Delchambre, 2001);
iii) The MCDM method is applied to classify the chromosomes in the population
(Hu and Chen, 2011).
Group 3: The EA and MCDM method are applied in separate steps. There are two tech-
niques in this group:
i) i) The model uses MCDM methods prior to EA to select one objective from
multiple objectives. Therefore, the problem changes from multi-objective op-
timisation to single objective optimisation, and the GA solves the new single
objective optimisation problem (Deb, Pratap, Agarwal, & Meyarivan, 2002).
ii) ii) The model uses MCDM methods after EA to select the best solution among
the optimal solutions. These models normally used Prato-optimal (Aiello,
Enea, & Galante, 2006; Guo, et al., 2012; Nandi, Datta, & Deb, 2012) or Non-
dominated Sorting Genetic Algorithm (NSGA) (Malekmohammadi, Zahraie,
and Kerachian, 2011) to obtain optimal solutions, then uses MCDM methods,
such as ELECTRE to rank the solutions and selects the best. one.
The usual method of applying EAs in MCDM belongs to group 1, where The EA
directly is applied to address MCDM. Also, Prato-optimal and NSGA are usual
evolutionary techniques to solve MODM (Fig 2.9). The method of integrating
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ELECTREE and PROMOTEE with MCDM methods is applicable to solve MODM
(Appendix A).
Figure 2.9: combination of MCDM and EA
2.3.2 (b) Artificial Neural Networks and MCDMs
Artificial Neural Networks (ANNs) usually addressed as Neural Networks (NNs),
are mathematical or computational model inspired from biological neural networks. The
objective of a neural network is to transform inputs into meaningful outputs. ANNs, while
implemented on computers, are not programmed to perform specific tasks, instead, they
are trained with respect to data sets until they learn the respective patterns.
The ANNs are directly applicable for certain problems, such as prediction, pattern
classification, associative memories optimization, vector quantisation, and control appli-
cations (Kalogirou, 2001; Yegnanarayana, 2004). Accordingly, ANNs have been applied
successfully in various fields, such as engineering, medicine, economics, and decision-
making (Yegnanarayana, 2004).
ANN is a suitable technique for decision-making involving incomplete and uncertain
information(s). In this kind of DMs, NN has the ability to complete the data using predic-
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tions, and deal with uncertainty as well. There are four groups of combination involving
MCDM and ANNs:
Group 1: ANN is directly applied to solve MCDM problems. The ANN is applied in-
dividually to solve MCDMs. Here, using Feed-Forward Neural Network (FFNN)
and Multilayer Perceptron (MLP) methods for MCDMs exceeds Back-Propagation
Neural Network (BPNN) (Singh, Choudhury, Tiwari, & Shankar, 2007; Bolanca,
Cerjan-Stefanovic, Lusa, Ukic, & Rogosic, 2010; Stefanovic, Bolanca, Lusa, Ukic,
& Rogosic, 2012; J. Chen, Zhao, & Quan, 2008).
Group 2: ANN is applied to address the problems caused by gathering information from
experts in MCDMs. Much information is needed during the decision-making pro-
cess, with multiple criteria and alternatives that should be prepared based on the
experts’ opinion. Discussion with experts or decision-makers gather their opinion
results in three problems. The first problem is that many interviews and questions
from experts are required, which is very tedious, the second is the high probability
of error caused by fatigue on the part of the experts, and the third is incomplete
information on the part of the decision-maker.
In few methods, the ANN is used to address the aforementioned problems. ANN
captures and represents the decision maker’s preferences. The ANN gets an exam-
ple of the preferences, and then determines other preferences for decision-making
purposes.
In some methods, the FFNN approach is used to solve MADM problems. For this
purpose, the ANN is used to capture and represent the decision maker’s preferences,
and then selecst the most desirable alternative (Malakooti & Zhou, 1994).
The recent methods mix ANN and MCDM methods. They use BPNN to express the
preferences and knowledge of the decision makers, and then the MCDM methods
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to evaluate the alternatives (Jiang, Zhang, Yan, Zhou, & Li, 2012; Lakshmanpriya,
Sangeetha, & Lavanpriya, 2013).
Group 3: The output of the ANN technique is regarded as a criterion in the decision-
making problem, and MCDM methods are applied to evaluate the alternatives. In
this group, there are different integration of ANN and MCDM methods, such as
BPNN and TOPSIS (Araz, Eski, & Araz, 2006, 2008),and BPNN and PROMETEE
(Ni, Chen, & Kokot, 2002).
Group 4: The MCDM methods are used to evaluate and select of the best ANN technique
for special applications. There are various ANN techniques, and it is important that
a suitable one be selected to address a specific problem. In doing this, many criteria
are involved, so the MCDM methods can assist to evaluate and select the best ANN
(I. Ahmad, A. Abdullah, & A. Alghamdi, 2010; I. Ahmad, A. B. Abdullah, & A. S.
Alghamdi, 2010).
Fig 2.10 shows that method of applying NN in MCDM belonging to the third group
is most common, where the output of ANN technique is regarded as a criterion in the
decision-making problem, with the MCDM method being applied to solve the problem .
2.3.2 (c) Case Base Reasoning and MCDMs
Case Base Reasoning (CBR) is the process of solving new problems based on the
solutions of similar previous problems. CBR is regarded as a prominent type of analogy
making. The retrieve, reuse-revise, and retain procedures are known as the steps of the
CBR cycle. In retrieving past cases that are similar to the current one and in reusing-
revising, the past successful solutions are revised and reused. Then, the current solved
case can be retained and placed into the system knowledge base as a case base or a case
library (Aamodt & Plaza, 1994).
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Figure 2.10: combination of MCDM and ANN
The CBR is used in intelligent DSS to emulate the human reasoning, and make deci-
sions in similar decision-making situations (Watson and Marir, 1994). These techniques
are suitable for decision-makings in similar cases. Some studies use CBR method for
MCDMs. The recent studies, mostly integrate CBR method with the MCDM methods,
such as AHP (Feng, Wang, Xu, & He, 2013; Kim, 2013; C. W. Xu, Yao, & Li, 2013), ANP
(Wolfslehner & Vacik, 2011)and Simple Additive Weighting (SAW)(Abbasianjahromi &
Rajaie, 2013)to speed up the process of case-matching and increase accuracies.
2.3.2 (d) Expert System and MCDMs
Expert System (ES) was developed in the 1960s as an AI technology to simulate hu-
man knowledge. It is a computer program designed to model the problem solving ability
of human experts. ES greatly increased in popularity since their commercial introduction
in the 1980s. Today expert systems are used in business, science, engineering, manu-
facturing, medicine and many other fields, where a well-defined problem domain exists
(Ahmad, 2001) .
Expert systems are behind many decision-making processes in electronic manufac-
turing, banking, and energy planning. They are the examples of very successful appli-
33
cations of AI technology, especially for DSSs (Klein & Methlie, 1995). Related meth-
ods combine decision support technology and expert system technology to create a new
framework named knowledge-based decision support system, which includes MCDM
methods, such as AHP in their knowledge base to help support MCDMs (Beynon, Cosker,
& Marshall, 2001; Chakraborty & Dey, 2006)(Fig 2.11). They use the Expert system for
MCDM to obtain two important benefits from this AI technology; the first one is using a
ES knowledge base to keep the expert’s knowledge and related MCDM methods, rules,
and the second one is using the inference engine for rational decision making process,
such as human inferences.
Figure 2.11: Knowledge based decision support system for MCDM
There is a method which integrates MCDM methods, ES, and Geographic Informa-
tion System (GIS) to solve certain MCDM problems in a geographic area (J. He, et al.,
2007; Yang, Liu, & Wang, 2007). The integration of the ES and MCDM methods is
also applicable to solve psychological problems (Nunes, Pinheiro, Pequeno, and Dantas
Pinheiro, 2010, 2011).
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2.3.2 (e) Fuzzy Techniques and MCDMs
Fuzzy Techniques (FTs) are based on the fuzzy set theory (Zadeh, 1965), which
solves the problem of uncertainty and ambiguity for computer systems with linguistic
and vague variables. In intelligent DSSs, the aim is to simulate human thinking and
make decisions as a human would in difficult settings. The DSS should refer to the
expert’s knowledge for decision-making, which will allow the expert’s knowledge to be
transferred to a computer.
Uncertainty is one of the important factors in the simulation of human knowledge and
linguistics. Therefore, FTs are the most consonant AI tools with DSSs, and help import
uncertainty and logic variable integrated with human knowledge to DSSs. Moreover, in
the section (3.2), we prove that FT is the most proper AI technique to address supplier
management. FTs widely utilized in MCDM methods for optimization purposes.
The approach resulted this combination named FMCDM (Fuzzy Multi-Criteria De-
cision Making) which is a subset of IMCDM.
Since this study focuses on FMCDM, we will review the development of FMCDM
in terms of applications and applied fuzzy techniques. We use the Web of Science (WoS)
search engine to cover a time period of 32 years, commencing from June 1980 to June
2013, and zooming on the keywords such as "Fuzzy Multi-Criteria Decision Making". In
the first search, we found 718 documents. We limited the search results to articles pub-
lished in five higher publication journals as expert systems with applications, fuzzy sets,
and systems, such as the international journal of production research, European journal
of operational research, and information sciences.
Finally, we found 142 articles regarding FMCDM (Appendix B). Reviewing these
articles showed that differing FTs, such as alpha-cut, Intuitionistic fuzzy sets, Triangu-
lar Fuzzy Numbers (TFN), Trapezoidal Fuzzy Numbers (TPFN), and 2-type fuzzy sets
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have been applied in MCDMs. The defuzzification of linguistic variables for the input of
MCDM methods is an important issue in MCDM, and using fuzzy numbers such TFN
and TPFN is the mostly applied FTs in FMCDM (Fig 2.12).
Figure 2.12: Applying FTs in FMCDMs
TFN uses three numbers, while TPFN uses four numbers to fuzzify linguistic vari-
ables. Therefore, using TPFN in MCDM with criteria such as decision makers, and alter-
natives will inevitably result in huge amounts of computations. Accordingly, in MCDMs
involving levels of criteria, TFN is faster than TPFN (S.-M. Chen, 1996). Also, the Cor-
relation Coefficient (CC) test signifies the suitability of TFN for supplier management.
In the following section, we will explain the considered CC test and its corresponding
results.
Correlation Coefficient (CC) is a statistical tool for determining the type and degree
of relationship of a quantitative variable with another quantitative variable. CC is one of
the factors used in determining the correlation between two variables (Croxton & Cow-
den, 1939). We use the Statistical Package for the Social Sciences (SPSS) to determine
the CC between two variables.
The produced correlations table by SPSS displays the Pearson correlation coeffi-
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cients, significance values, and the number of cases with non-missing values (N). The
values of the correlation coefficient range from -1 to 1, and in the lack of relationship
between two variables, zero. The sign of the correlation coefficient indicates the direction
of the relationship (positive or negative).(Croxton & Cowden, 1939)
The absolute value of the correlation coefficient (r-value) indicates the strength, with
larger absolute values indicating stronger relationships. The correlation coefficients on
the main diagonal are always 1, because each variable has a perfect positive linear rela-
tionship with itself.(Croxton & Cowden, 1939)
The significance of each correlation coefficient is also displayed in the correlation
table. The significance level (or p-value) is the probability of obtaining results as extreme
as the one being observed. If the significance level is very small (less than 0.05), then the
correlation is significant, and the two variables are linearly related, while if the signifi-
cance level is relatively large (for example, 0.50), then the correlation is not significant,
and the two variables are not linearly related.(Croxton & Cowden, 1939)
In section (3.2), we will prove that the Evaluation, Ranking and Selection (ERS) is
required for supplier management. The correlation analysis of data (presented in appendix
B) indicates a direct and strong linear relation between TFN and ERS if the P-value was
below the magic .05, and the r-value was 0.981 (Table 2.2). Also, their correlation is
significant at the 0.01 level (2-tailed).
Table 2.2: Correlation Coefficient of TFN and ERS
ERS
TFN Pearson Correlation (r-value) 0.981
Sig. (2-tailed) (p-value) 0.003
N 12
We also obtaine the CC of other FTs and ERS. The results showed that the TFN has
the strongest relationship with ERS compared to other FTs (Fig 2.13).
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Figure 2.13: Correlation Coefficient of FTs and ERS
2.3.3 Basic definitions of fuzzy sets
Fuzzy set theory is an extension of classical set theory, which is used to defuzzify
and computerize linguistic variables (Zadeh, 1965). In a classical set, an element can only
have two possible states; member or non-member. However, in a fuzzy set, each element
has a degree of membership, which is represented by fuzzy numbers. Here, some basic
definitions of fuzzy sets based on TFN is provided (van Laarhoven & Pedrycz, 1983;
Buckley, 1985; zimmermann, 2001; Dagdeviren & Yueksel, 2008; Amin & Razmi, 2009;
Chang & Wang, 2009; Ertugrul & Karakasoglu, 2009; Oenuet et al., 2010).
Definition. 1: A fuzzy set A˜ in an universe of discourse X is characterized by a MF µA˜ (X)
that is associated with every element x in X a real number in the interval [0,1]. The
function value µA˜ (X) is termed the grade of membership of x in A˜.
Definition. 2: A TFN a˜ defines through a trio (l,m,u) as shown in Fig 2.14. The mem-
bership function µa˜ (X) is defined.
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Figure 2.14: Triangular fuzzy number a˜
µa˜ (X) =

x−1
m−1 1≤ x≤ m
u−x
u−m m≤ x≤ u
0 Otherwise
(2.1)
Let a˜1 and a˜2 be two TFNs defined through the trio (l1,m1,u1) and (l2,m2,u2)
respectively, then the related operating rules are as follows:
a˜1+ a˜2 = (l1,m1,u1)+(l2,m2,u2) = (l1+ l2,m1+m2,u1+u2) (2.2)
a˜1− a˜2 = (l1,m1,u1)− (l2,m2,u2) = (l1− l2,m1−m2,u1−u2) (2.3)
a˜1× a˜2 = (l1,m1,u1)× (l2,m2,u2) = (l1 · l2,m1 ·m2,u1 ·u2) (2.4)
a˜1/a˜2 = (l1,m1,u1)/(l2,m2,u2) = (l1/l2,m1/m2,u1/u2) (2.5)
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k · a˜ = (kl,km,ku) (2.6)
Definition. 3: Linguistic variables are variables with linguistic term values. The con-
cept of a linguistic variable is very useful in dealing with situations which are too
complex or too ill-defined to be reasonably described in conventional quantitative
expressions.
Definition. 4: Let a˜1 = (l1,m1,u1) and a˜2 = (l2,m2,u2) be two TFNs, then the vertex
method is defined to calculate the distance between them.
d (a˜1, a˜2) =
√
1
3
[
(l1− l2)2+(m1−m2)2
]
(2.7)
Definition. 5: Considering the various importance levels of criteria, the fuzzy weighted
normalized decision matrix is built as:
V =
[
v˜i j
]
n×J (2.8)
Where
– v˜i j = p˜i j ?wi,
– P matrix defined as P =
[
p˜i j
]
n×J , is corresponding matrix of alternative per-
forming of A =
[
A j
]
Jwith regard to criteria C = [Ci]n ,
– A set of importance weight of criteria W = [wi]n.
Since the importance value of criteria and alternatives are the fuzzy values, it is
necessary to solve a non-fuzzy value in calculations. The Median defuzzification method
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is a method to defuzzify the fuzzy values. This method is a quick defuzzification method,
and it is widely used in the relative literature (Klir & Yuan, 1995).
Let a˜ be a TFNs defined through the trio (l,m,u). Then the following formula is
used to deffuzzify the a˜ and convert it to a crisp number as a.
a =
l+2m+u
4
(2.9)
Where, u is the right-end value of the fuzzy number, m is the middle value of the
fuzzy number and l is the left-end value of the fuzzy number.
2.3.4 Fuzzy AHP method
The Analytic Hierarchy Method (AHP) is proposed by Saaty (1980). AHP method
is an MADM method based on additive weighting, where a number of criteria are repre-
sented by their relative importance. This method is suitable for evaluating, ranking, and
selecting complex DMs having multiple levels of criteria (Lin & Wu, 2008). AHP can be
employed for the evaluation of the criteria as well as its alternatives.
Generally, AHP entails three stages:
i) Composing hierarchy decision tree: The complex DMs can be decomposed into hier-
archical levels. A hierarchy has at least three levels: overall goal of the problem at
the top, multiple criteria that define the alternatives in the middle, and the decision
alternatives at the bottom.
ii) Constructing pairwise comparison matrices: The evaluation of criteria is based on pair-
wise comparison matrices. The importance of the criteria will be compared using
judgment’s opinions. Then, we obtain the relative importance of one criterion over
another criterion using pairwise comparisons. The obtained importance will be used
to construct a pairwise comparison matrix of criteria. Let C = [Ci]n i = 1,2, ...,n
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be the set of criteria. The result of the pairwise comparison is summarized in an
evaluation matrix as:
CW =

cw11 · · · cw1n
... . . .
...
cwn1 · · · cwnn
 (2.10)
Where CW =
[
cwi j
]
n×nand cwi j is the importance of the criterion Ci over criterionC j.
iii) Weighting and ranking: The following steps calculate the weights and draw out the
ranking from the pairwise comparison matrix:
Step 1: Squaring pairwise comparison matrix and construct S =
[
si j
]
n×n.
• Summarization row elements of matrixS and construct vector
−→
CS = [csi]nwhere:
csi =
n
∑
j=1
Si j (2.11)
Step 2: Normalization of vector
−→
CS to reach eigenvector
−→
CN = [cnk]n where:
cnk =
csk
∑ni=1 csi
(2.12)
Step 3: Iteration of steps 1-3 and comparing eigenvector in each iteration with pre-
vious one until differences between eigenvectors become very less. So the last
eigenvector is the priority vector.
Eigenvector solutions are the best approach to get a ranking of priorities from a
pairwise comparison matrix (Saaty, 1980). Therefore, the weighting of criteria will be
concluded from the eigenvector
−→
CN .
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In this method, pairwise comparison matrices are filled based on experts’ judgment,
which creates two problems in this method; inconsistency and subjectivity. The high
probability of the occurrence of inconsistency is when the judgments’ of experts are in-
consistent. Currently, the rates of inconsistency are calculated to determine reliability of
the answers (J. J. Wang & Yang, 2007). Therefore, the principal eigenvalue λmax is used
to calculate the ratio of inconsistency. This value is obtained from the summation of the
product between each element of the priority vector
−→
CN and the sum of columns of the
pairwise comparison matrix (Wang et al., 2009).
λmax =
n
∑
k=1
n
∑
i=1
cwikcnk (2.13)
The relation between CW entries determines the inconsistency index II as:
II =
λmax−n
n−1 (2.14)
When λmax = n , it means that the answers are completely consistent. Therefore, the ratio
of inconsistencyIR achieves by dividing inconsistency index II by random index RdI as:
IR =
II
RdI
(2.15)
The reliability of the results of AHP is strictly related to the ratio of inconsistency. If IR
is more than 0.1 then the results cannot be reliable.
The reliability of the results of AHP is strictly related to the ratio of inconsistency. If
IR is more than 0.1, then the results cannot be reliable. In the pairwise comparison step
of the AHP method, the experts express their opinions in terms of linguistic variables.
The linguistic variables are in turn associated with subjectivity. The AHP model does not
consider the subjectivity of human judgments, while this greatly influences the results of
43
AHP, making it inaccurate (Yang & Chen, 2004). Currently, there are some studies that
use the fuzzy extension of the AHP theory (Calabrese, Costa, & Menichini, 2013; Felix
T. S. Chan & Kumar, 2007; C. Kahraman, Cebeci, & Ruan, 2004; Cengiz Kahraman, et
al., 2003; Li, Wong, & Kwong, 2013; Tsaur, Chang, & Yen, 2002).
The fuzzification of AHP has different methods due to the fact that:
• Fuzzification of AHP in different phases, such as criteria weighting and alternative
evaluating.
• Different fuzzification, such as applying different fuzzy MFs or defining various
fuzzy linguistic variable scales.
2.3.5 Fuzzy TOPSIS method
The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method
was proposed by Hwang and Yoon (1981), and is one of the famous and usable MCDM
methods. The TOPSIS method uses the shortest distance from the positive ideal solution
(PIS) and the farthest distance from the negative ideal solution (NIS) to reach the best
alternative.
PIS involve maximum benefit criteria and minimum cost criteria, while NIS involves
exactly the opposite (Abo-Sinna and Amer, 2005).
The TOPSIS method performs well in solving some types of decision-making prob-
lems. The literature shows that TOPSIS is the best method to alter rankings when a
non-optimal alternative arrives, hence, in DM with a high probability of re-ranking, the
result of TOPSIS is regarded as being more reliable (Alavi & Alinejad Rokny, 2011). In
certain applications, the TOPSIS method is integrated with TOPSIS to increase the ac-
curacy of DM. The Fuzzy TOPSIS (FTOPSIS) method was initially proposed by Yong
(2006) in order to evaluate and select a plant location.
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The strategy of evaluation in FTOPSIS is similar to TOPSIS. However, in FTOPSIS,
the matrices are fuzzified, and the fuzzy definitions are used in calculations (Oenuet &
Soner, 2008; Dagdeviren et al., 2009). Generally, FTOPSIS entails the following steps:
Step 1: Construct matrix P, as defined above. The fuzzy linguistic performance rating
(p˜i j) keeps the capability of alternatives in form of difuzzified TFNs which are
normalized and belong to [0, 1]; Thus, the normalization is not necessary.
Step 2: Affect the weights on normalized fuzzy decision matrix. The weighted normal-
ized value v˜i j is calculated by v˜i j = p˜i j ?wi, as mentioned in definition. 5.
Step 3: Identify fuzzy positive-ideal (A∗) and fuzzy negative ideal (A−) solutions using
the following equations:
A∗ = [v˜∗i ]n =
[(
maxvi | i ∈ I ′
)
× (minvi | i ∈ I”)]
n
(2.16)
A− =
[
v˜−i
]
n =
[(
maxvi | i ∈ I”
)×(minvi | i ∈ I ′)]
n
(2.17)
Where I
′
is related to benefit criteria and I” is related to cost criteria.
Step 4: Measure the distance of each alternative from A∗ and A− using these equations:
D∗j =
J
∑
j=1
d
(
v˜i j, v˜∗i
)
i = 1,2, . . . ,n, j = 1,2, . . . ,J (2.18)
D−j =
J
∑
j=1
d
(
v˜i j, v˜−i
)
i = 1,2, . . . ,n, j = 1,2, . . . ,J (2.19)
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Step 5: Calculate the similarity to ideal solution.
CC−j =
D−j
D∗j +D
−
j
j = 1,2, . . . ,J (2.20)
Step 6: Rank alternatives, according to CC−j in descending order and select the alternative
with maximum CC−j .
2.4 Summary
In this chapter, we discovered that Hybrid Models (HMs), which are integrations of
Artificial Intelligence Based Models and Linear Weighting Models (LWMs), can address
the requirement of SES in this study. Therefore, we analyzed the methods of applying AI
tools for multi-criteria decisions, and found that:
• The usual method of applying EAs in MCDM belongs to group 1, where The EA
directly is applied to address MCDM. Also, Prato-optimal and NSGA are usual
evolutionary techniques to solve MODM. The method of integrating ELECTREE
and PROMOTEE with MCDM methods is applicable to solve MODM.
• • The most combinations of ANN and MCDM belong to group 3, where the out-
put of ANN technique is regarded as a criterion in decision-making problem, and
MCDM methods are applied to evaluate alternatives.
• • CBR technique is suitable for decision makings for previously established cases.
• • In the combination of ES and MCDM, ES knowledge base is used to keep the
expert’s knowledge, as well as the related MCDM methods’ rules, and the inference
engine for rational and making decision, such as human inferences.
• • Since the defuzzification of linguistic variables for the input of MCDM methods
is an important issue in MCDM, using fuzzy numbers such TFN and TPFN are
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the most applied FTs in FMCDM. TFN uses three numbers, while TPFN uses four
numbers for the purpose of fuzzifying linguistic variables. Therefore, using TPFN
in MCDM with various criteria, decision makers, and alternatives, results in huge
numbers of computations. TFN is faster than TPFN, as well, having a higher CC
than ERS.
MADM methods are a subset of LWMs. AHP and TOPSIS are two famous MADM
methods. AHP is a suitable MADM method for evaluation, ranking, and selection of
complex DMs, which might have multiple levels of criteria. In this method, pairwise
comparison matrices are completed based on experts’ judgment, which create two prob-
lems with this method; inconsistency and subjectivity.
TOPSIS is the best MADM method of ranking when a non-optimal alternative ar-
rives, hence in DM with high probability of re-ranking; the result of TOPSIS is regarded
as more reliable. FAHP and FTOPSIS have been proposed to deal with uncertainty in
conventional AHP and TOPSIS.
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CHAPTER 3
ANALYSIS OF AI BASED MCDM METHODS FOR SUPPLIER
MANAGEMENT
3.1 Introduction
The best methods for applications are the most suited methods for them. In previous
chapter we showed that among various applied methods and techniques for SES, the AI
and MCDM methods have the highest applicability and efficiency.
In this chapter, in first section we analysis the literature of applying AI techniques in
MCDMs i) to find the required operations for SES, ii) to determine the most suitable AI
and MCDM methods which can fulfill the SES requirements and iii) to find the best type
of hybridization for selected MCDM and AI methods. We identify the Fuzzy AHP and
TOPSIS method as candidate methods for SES.
In second section, We define the environment of decision making. Then we analysis
the manner of fuzzy AHP and TOPSIS method in changing the elements of environment.
We find their strengths and limitations in different situations. The problems of these
methods for supplier management are expressed in this section.
3.2 Supplier management needs and candidate methods
In this section we review the articles related to AIBM to identify suitable AI tech-
niques and MCDM methods for SES. The population of this review includes all ISI pa-
pers from 2002-2013, related to AI and MCDM topics through search in Web of Science
(WoS). We limit the search result with refine the documents to only English articles. Then
we reviewed the abstract of refined articles to remove unrelated articles. Finally, we re-
viewed 207 articles, which is involving: 88 articles in FTs, 75 articles in EAs, 24 articles
in ANNs, 11 articles in CBR and 9 articles in ES (Fig 3. 1).
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Figure 3.1: Flowchart of collecting related article
We reviewed the articles and investigated the following information in each article.
Then we organized the investigations along with citation of articles in a table which is
represented in appendix C. The considered information are:
• Type of MCDM; This is involving two options as Multi Objective Decision Making
(MODM) and Multi attribute Decision Making (MADM). When the environment
of decision making is discrete and situation of alternatives is determined before
decision making, then we consider it as MADM. However, if the environment is
continues and the situation of alternatives is not determined before decision making
then we consider it as MODM.
• Operation; Depending on decision making in articles, different operations are con-
ducting by AI and MCDM methods. We categorized the following operations from
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articles as: prediction, ranking, scheduling, selection, evaluation, optimization, as-
sessment, allocation, comparison, planning, designing, classification and modeling.
• Application; We also reviewed the articles to find their related applications. We
categorized all the applications of AI and MCDM methods which were involved
in articles as: concept selection, supplier selection, Manufacturing, industries, risk
management, economy, military, environmental, management, project/service man-
agement, information management, medical, location selection, human resource
management, transportation, energy management and construction.
• MCDM Methods; We categorized MCDM methods as: outranking methods and
non-outranking methods. Outranking methods involve PROMETHEE and ELEC-
TRE methods. Non-outranking methods involve AHP, TOPSIS, DEMATEL, VIKO
and ANP.
• Types of hybridization AI techniques and MCDM methods; In articles some-
times the methods are combined and sometimes they are integrated which it has
two different meaning. In this study, we used "hybridization" word as a general
word to represent both combination and integration of two methods.
According to the articles the type of hybridization AI and MCDM methods is cate-
gorized to four types as:
T1) AI technique is applied alone for multi-criteria decision-makings. In this type,
AI technique does not integrate or combine with any MCDM methods while it may
combines with other techniques.
T2) AI technique combines with MCDM methods in separate steps. In this type,
one technique uses the output of another technique for multi-criteria decision-
making.
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T3) AI technique is integrated with MCDM methods for multi-criteria decision
making. T4) MCDM methods apply to increase the efficiency of AI technique.
Statistical analyzing of above information guides us to find appropriate method for any
application such as SES. The process is explained in follow.
3.2.1 Methodology of finding candidate AI and MCDM method for supplier man-
agement
The candidate methods for supplier management address the supplier management
needs. Candidacy of a method is determined based on relation between supplier man-
agement needs and method’ ability. Supplier management needs involve the operations
which should be proceed for SES. A method which is able to conduct these operations
can be a candidate method for supplier management.
We investigate the relation between operations and methods by using the correlation
analysis in SPSS (Statistical Package for the Social Sciences). Correlations measure how
variables are related. We conduct the correlation analysis of data using Pearson’s Cor-
relation Coefficient (CC) (the normality of data is approved using Kolmogorov–Smirnov
test)(Appendix D). A bigger CC indicates a stronger relationship between variables. There-
fore, a method with biggest CC with supplier management requirements signifies as a
candidate method.
The data analysis involves the following steps:
• step 1: Obtaining the correlation coefficients of supplier management with MCDM
types and operations, to find the most related types and operations to supplier man-
agement. We hold out them as SES types and operations. These operations are the
required operations for supplier management.
• step 2: Obtaining the correlation coefficients of AI techniques with SES types and
operations, to find the candidate AI technique for supplier management.
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• step 3: Obtaining the correlation coefficients of MCDM methods with supplier
management, to find the candidate MCDM methods for supplier management.
• step 4: Obtaining the correlation coefficients of hybridization types of AI with
MCDM methods, to find the suitable way to hybridize candidate AI and MCDM
method.
In the following sections we represent the results of analyzing the above mentioned
articles.
3.2.2 Required operations for supplier management
Through the critical review, we found that the name of application such "supplier
selection" does not indicate to exact operations doing on application. Therefore, we rec-
ognized all MCDM operations of mentioned articles. Then, we obtained the Correlation
Coefficient (CC) of various MCDM operations and SES application (Table 3.1).
Table 3.1: CC of MCDM operations and supplier management
Operation Pearson CC (r-value) p-value N
Prediction 0.224 0.118 12
Ranking 0.804 0.000 12
Scheduling -0.128 0.376 12
Selection 0.917 0.000 12
Evaluation 0.850 0.000 12
Optimization 0.20 0.02 12
Assessment 0.070 0.210 12
Allocation 0.200 0.04 12
Comparison 0.596 0.034 12
Planning -0. 200 0.160 12
Designing 0.012 0.433 12
Classification 0.150 0.046 12
Modeling 0.301 0.034 12
Table 3.1 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between
MCDM operations and supplier management. The data is collected for 12 years (2002-
2013), so the value of N is 12.
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The result of correlation analysis in table 3.1 shows that the selection operation with
r− value = 0.917 has very strong and linear relation with supplier management. The
p-value for selection is less than 0.01, so the correlation is significant at the 0.01 level.
The evaluation operation with r− value = 0.850 has very strong and linear relation
with supplier management. The p-value for evaluation is less than 0.01, so the correlation
is significant at the 0.01 level.
Also, The ranking operation with r− value = 0.804 has very strong and linear re-
lation with supplier management. The p-value for evaluation is less than 0.01, so the
correlation is significant at the 0.01 level.
Accordingly, the "selection", "evaluation" and "ranking" operations, in order have
the strongest and linear relationship with supplier management. Therefore, the most re-
quired operations for supplier management are Ranking and Selection which we nomi-
nated as "ERS".
3.2.3 AI techniques and Supplier management operations
We tested the relation between AI techniques and supplier management operations
by calculating the CC of number of AI articles and number of conducting ERS in these ar-
ticles. In this case we show the process of obtaining CC in SPSS software. Fig. 3.2 shows
the entire data which are obtained from table of reviewing AI based methods (Appendix
C). Figures 3.3, 3.4, 3.5 and 3.6 shows the process of obtaining CC in SPSS.
The relation between an AI technique and supplier management operations signifies
the suitability of considered AI technique for supplier management.
Table 3.2 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between SES
operations and AI techniques. The data is collected for 12 years (2002-2013), so the value
of N is 12.
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Figure 3.2: Number of conducting Evaluation, Ranking or Selection operations (ERS)
Figure 3.3: Setting value of variables
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Figure 3.4: Correlations
The result of correlation analysis in table 3.2 shows that the FTs with r− value =
0.976 have very strong and linear relation with the supplier management operations (ERS).
The p-value for selection is less than 0.01, so the correlation is significant at the 0.01 level.
Therefore, the strongest candidate AI techniques for supplier management are FTs.
Table 3.2: CC of supplier management operations and AI techniques
AI technique Pearson CC (r-value) p-value N
FTs 0.976 0.000 12
EAs 0.678 0.015 12
ANNs 0.570 0.053 12
CBR 0.790 0.002 12
ES 0.922 0.000 12
Figure (3.7) is a scatterplot to show the correlate differences between AI techniques
and ERS. The X axis is the number of articles in different AI techniques and the Y axis
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Figure 3.5: Selection of variables for scatterplot
is the number of conducting ERS in considered articles. It indicates that the number of
conducting ERS in FTs’ articles has a strongest linear relation with the number of articles
in FTs.
Moreover, in chapter 2, we compared the applicability of FTs for supplier manage-
ment with other AI techniques. We proved that FTs is more preferable than other AI
techniques for supplier management. Therefore, we focused on area of FMCDM (Fuzzy
Multi-Criteria Decision Making).
3.2.4 MCDM methods and Supplier management operations
Since applying a MCDM method in SES papers has relation with the number of SES
papers, it can be considered as a candidate method for supplier management.
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Figure 3.6: A perspective of CC scatterplot
Table 3.3 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between
MCDM methods and supplier management. The data is collected for 12 years (2002-
2013), so the value of N is 12.
The result of correlation analysis in table 3.3 shows that the AHP method with
r− value = .925 has very strong and linear relation with supplier management. The
p-value for AHP is less than 0.01, so the correlation is significant at the 0.01 level. Also,
TOPSIS method with r− value = .819 has very strong and linear relation with supplier
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Figure 3.7: Scatterplot of correlation AI techniques and ERS operations
management. The p-value for TOPSIS is less than 0.01, so the correlation is significant
at the 0.01 level.
Table 3.3: CC of MCDM methods and supplier management
MCDM Method Pearson CC (r-value) p-value Number of cases
ELECTRE 0.062 0.848 12
PROMETHEE 0.311 0.325 12
ANP 0.062 0.848 12
AHP 0.925 0.000 12
VIKOR - - 12
DEMATEL - - 12
TOPSIS 0.819 0.001 0.68
The AHP and TOPSIS methods, in order have the strongest and linear relationship
with supplier management. Therefore, they are the strong candidate MCDM methods to
deal with supplier management.
Figure (3.8) illustrates the difference in correlation between various MCDM methods
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Figure 3.8: Scatterplot of correlation MCDM methods and supplier management
and supplier management. The X axis is the number of supplier management papers and
the Y axis is the number of applying MCDM methods in considered papers. The AHP
and TOPSIS methods have a big different with other MCDM methods to correlate with
supplier management.
3.2.5 Hybridization of candidate methods
The hybridization of methods is a strategy to overcome their limitations and increase
their abilities. As we discussed in section 2.2.3 the hybridization of AI techniques with
other methods increases the accuracy of methods. Also, in section 2.3.2 we conclude
that the hybridization of AI techniques with MCDM methods is applicable for supplier
management.
The suitable AI technique and MCDM methods to supplier management is deter-
mined in section 3.2 as FTs, AHP and TOPSIS methods. In this section we analyze the
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correlation between various hybridization types and candidate methods. Then we deter-
mine the proper hybridization of FTs and candidate MCDM methods.
The articles are reviewed and we investigated the type of hybridization AI techniques
and MCDM methods in each article (Appendix C). Through the critical review of papers
we investigate the four types of hybridization between AI techniques and MCDM meth-
ods, as:
• Type 1 (T1): AI technique is applied alone for multi-criteria decision-makings. In
this type, AI technique does not integrate or combine with any MCDM methods
while it may hybridized with other techniques.
• Type 2 (T2): AI technique hybridizes with MCDM methods in separate steps.
In this type, one technique uses the output of another technique for multi-criteria
decision-making.
• Type 3 (T3): AI technique is integrated with MCDM methods for multi-criteria
decision-making.
• Type 4 (T4): MCDM methods apply to increase the efficiency of AI technique.
Table 3.4 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between
Hybridization types and fuzzy AHP methods. The data is collected for 12 years (2002-
2013), so the value of N is 12.
Table 3.4: CC of Hybridization types and fuzzy AHP
Type of hybridization Pearson CC(r-value) P-value N
T1 0.084 0.125 12
T2 0.463 0.013 12
T3 0.966 0.000 12
T4 0.021 0.117 12
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The result of correlation analysis in table 3.4 shows that the T3 with r−value= .966
has very strong and linear relation with fuzzy AHP. The p-value for T3 is less than 0.01,
so the correlation is significant at the 0.01 level. Therefore, the T3 is determined as proper
hybridization of FT and AHP.
Table 3.5 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between
Hybridization types and fuzzy TOPSIS methods. The data is collected for 12 years (2002-
2013), so the value of N is 12.
Table 3.5: CC of Hybridization FTs and TOPSIS
Type of hybridization Pearson CC(r-value) P-value N
T1 0.170 0.081 12
T2 0.553 0.008 12
T3 0.840 0.000 12
T4 0.056 0.164 12
The result of correlation analysis in table 3.4 shows that the T3 with r−value= .840
has strong and linear relation with fuzzy AHP. The p-value for T3 is less than 0.01, so
the correlation is significant at the 0.01 level. Therefore, the T3 is determined as proper
hybridization of FT and TOPSIS.
3.3 Analysis and comparison of fuzzy AHP and fuzzy TOPSIS
After extensive reviews and analysis SES methods in previous sections we concluded
that Fuzzy AHP (FAHP) and Fuzzy TOPSIS (FTOPSIS) are candidate methods to apply
for supplier management. However, still managers are not satisfied with the performance
of these methods which is through their limitations and challenges in produce a high
accurate results. In this section, technically we analyze these methods to discover their
weaknesses and the way to improve them.
As we discussed in section 2.2.1, the decision methods are effected by environment
changes and for different cases the suited decision method should be employed. The
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accuracy of a decision making model is high since it works based on the situations.
Then we define the environment of DM involving dynamic situations of decision and
summarize the action of FAHP and FTOPSIS in this environment.
In sections 2.3.4 and 2.3.5 we explained the procedure of ranking by Fuzzy AHP and
Fuzzy TOPSIS. Fuzzy AHP and Fuzzy TOPSIS are frequently used by researchers for
ranking of alternatives (refer 2.3.4 and 2.3.5). However, they are not critically compared
to see their performance in different situation of SES. In this section, the comparison of
both methods is made based on the analysis of mathematical procedures considering the
structure of the problem depicted by the illustrative application case.
In this section, we analyze and compare the performance of FAHP and FTOPSIS
based on a set of required characteristics of the techniques so as to adequately deal with
the problem of SES. These factors are dynamic that are changeable in different DMs and
specially SESs.We considered them as situations of SES environment. The following
factors were considered as:
Ability to deal with specialist alternatives. This factor is called as homogeny situation,
Ability to deal with re-ranking,
Population of criteria and alternatives
Ability to deal with inconsistency
We determine that under which conditions use of FAHP method is preferred and
also, in what conditions using FTOPSIS is more effective.
Also FAHP and FTOPSIS are compared in static situations such inconsistency, de-
cision process, computational complexity and supporting group decision making.
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3.3.1 Ability to deal with specialist alternatives
In supplier evaluation and selection the type of suppliers are different in adequacy to
criteria. When each supplier is the most prefer in a criteria, then we call it as specialist
supplier. For instance a supplier proposes the cheapest price or a supplier has the best
deliver service. In following we show the performance of both methods to deal with the
specialist alternatives.
We assume a SES problem with three criteria as C1, C2, C3 with the same weight
and three alternatives as A1, A2, A3. We evaluate the alternatives using both methods. In
figure 3.9, Five TFNs are shown fuzzy membership function of rating alternatives.
Figure 3.9: Comparative fuzzy membership function of rating alternatives
The following linguistic scales (Fig 3.10) are defined to present the rate of alterna-
tives.
We use the same TFNs and linguistic variables for rating of alternatives in Fuzzy
AHP and Fuzzy TOPSIS.
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Figure 3.10: Linguistic scale for ratings of alternatives
3.3.1 (a) FAHP and specialist alternatives
The comparison matrices related to Fuzzy AHP are constructed as determined in
tables 3.6-3.11. Tables 3.6, 3.8, 3.10 represent the comparison of alternatives using lin-
guistic variables and tables 3.7, 3.9 and 3.11 show the corresponding triangular fuzzy
numbers of linguistic variable in aforementioned tables.
Table 3.6: The comparison of alternatives for C1with linguistic term
C1 A1 A2 A3
A1 EQ AP AP
A2 - EQ FP
A3 - - EQ
Table 3.7: The comparison of alternatives for C1 with TFNs
C1 A1 A2 A3
A1 (1,1,1) (9,9,9) (9,9,9)
A2 - (1,1,1) (3,5,7)
A3 - - (1,1,1)
Table 3.8: The comparison of alternatives for C2 with linguistic term
C1 A2 A1 A3
A2 EQ AP AP
A1 - EQ SP
A3 - - EQ
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Table 3.9: The comparison of alternatives for C2 with TFNs
C1 A2 A1 A3
A2 (1,1,1) (9,9,9) (9,9,9)
A1 - (1,1,1) (1,3,5)
A3 - - (1,1,1)
Table 3.10: The comparison of alternatives for C3 with linguistic term
C1 A3 A2 A1
A3 EQ AP AP
A2 - EQ ExP
A1 - - EQ
Table 3.11: The comparison of alternatives for C3 with TFNs
C1 A3 A2 A1
A3 (1,1,1) (9,9,9) (9,9,9)
A2 - (1,1,1) (5,7,9)
A1 - - (1,1,1)
The TFNs is defuzzified based on centroid method (refer section 2.). For example
the Defuzzified number of (5, 7, 9) in table 3.11 is calculated as below:
De f uzzi f iednumber =
5+7+9
3
= 7.00
Tables 3.12, 3.13, 3.14 involve the defuzzified numbers of corresponding pair com-
parison matrices.
Table 3.12: Defuzzified matrix of alternative rating comparison for criterion C3
C3 A3 A2 A1
A3 1.00 9.00 9.00
A2 - 1.00 7.00
A1 - - 1.00
In next step we apply classic AHP for weighting alternatives with respect to each
criterion. The “AHP Calculation software by CGI” is online calculation software for
AHP weights of criteria and alternatives. We set the values of defuzzified matrices as
input. The output of online calculation of AHP is the ranking of alternatives in each
criterion (Table 3.15).
In this case there are three alternatives, so we inter number 3 to the system as size of
pairwise comparison matrix (fig 3.11). There are three criteria as C1, C2 and C3, therefor
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Table 3.13: Inputs and outputs of online AHP Calculation software by CGI
Input Pairwise Comparison Matrix
Input Size of Pairwise Comparison Matrix
Outputs Weights (Maximum Eigen Vector)
Outputs C.I. (Consistency Index) and Eigen Value
Outputs Pairwise Comparison Matrix
Outputs Text file of above values ( To use other software such as spreadsheets)
we repeat the process of weighting alternatives, three times and each time we use the
defuzzified comparison data corresponding to criterion C1, C2 or C3.
Figure 3.11: Using the number of alternatives as input
Figures 3.12, 3.14 and 3.16 represent the defuzzified pairwise comparison matrices
which have been entered to the system for weighting calculation. Figures 3.13, 3.16 and
3.17 involve the weight of alternatives based on tables 3.12, 3.13 and 3.14. The C.I is
the rate of inconsistency (refer to section 2.5). In all calculation, this rate is less than
0.5 which shows the significance of results. In software, mistakenly has been written
“weghts” instead of “weights” .
Table 3.14: Defuzzified matrix of alternative rating comparison for criterion C2
C2 A2 A1 A3
A2 1.00 9.00 9.00
A1 - 1.00 3.00
A3 - - 1.00
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Figure 3.12: Input for weighting of alternatives with respect to C3
Figure 3.13: Weighting of alternatives with respect to C3
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Figure 3.14: Input for weighting of alternatives with respect to C2
Figure 3.15: Weighting of alternatives with respect to C2
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Table 3.15: Defuzzified matrix of alternative rating comparison for criterion C1
C1 A2 A1 A3
A2 1.00 9.00 9.00
A1 - 1.00 5.00
A3 - - 1.00
Figure 3.16: Input for weighting of alternatives with respect to C1
There are three criteria, so each alternative got three weights. Therefore, we need
to aggregate the weights related to each alternative and calculate the general weights for
alternatives. For aggregation of weights we calculate the average of weights correspond-
ing to each alternative. The result of aggregation is also determined in table 3.15. Also
the alternatives have been ranked based on the final weights which they have gotten. The
alternative with larger weight has rank 1 (table 3.15).
Table 3.16: The obtained weights, their aggregation and corresponding rank
C1 C2 C3 Final and aggregated weights Rank
A1 0.796828 0.129517 0.0457129 0.3240193 2
A2 0.151395 0.808218 0.167277 0.37563 1
A3 0.0517764 0.0622652 0.78701 0.30035053 3
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Figure 3.17: Weighting of alternatives with respect to C1
The result shows that, the A2 is the best alternative and A3 is the worst alternative.
So, when there is specialist alternative the fuzzy AHP method can deal with weighting of
alternatives. Let’s repeat the process of evaluation for the same case (specialist alterna-
tives), using fuzzy TOPSIS method to test its performance.
3.3.1 (b) FTOPSIS and specialist alternatives
In this section, first we repeat the experiment of special alternatives using FTOPSIS.
We fallow the process of ranking using FTOPSIS which is explained in section 2.3.5.
Table 3.16 shows the importance of alternatives in each criteria. The case is special
alternative, so each alternative is only strong in one criteria. For example, A1 is specialist
in C1, A2 is specialist in C2 and A3 is specialist in C3. In FTOPSIS, this table, in first
step, is filled with linguistic variables (Fig. 3.10).
Positive-ideal A∗ and negative ideal A− solutions is determined using equation (2.16,
2.17). In this case assumed that all the criteria are benefit criteria therefore from equation
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Table 3.17: Importance of alternatives in criteria
C1 C2 C3
A1 AP (9,9,9) EQ (1,1,1) EQ (1,1,1)
A2 EQ (1,1,1) AP (9,9,9) EQ (1,1,1)
A3 EQ (1,1,1) EQ (1,1,1) AP (9,9,9)
(2.16),
(
maxvi | i ∈ I ′
)
is applied to determine A∗, and from equation (2.17),
(
minvi | i ∈ I ′
)
is employed to reach A−. Table 3.17 shows the considered positive and negative ideal so-
lutions.
Table 3.18: PIS and NIS for evaluation of alternatives
C1 C2 C3
A∗ (9.00, 9.00, 9.00) (9.00, 9.00, 9.00) (9.00, 9.00, 9.00)
A− (1.00, 1.00, 1.00) (1.00, 1.00, 1.00) (1.00, 1.00, 1.00)
The distance of alternatives from the positive and negative ideal solutions is calcu-
lated. The distance of each alternative from A∗ and A− are calculated using equations
(2.18) and (2.19) respectively.
Calculation of the distance between A∗ and A1:
D∗1 =
√
1
3
[
(9.00−9.00)2+(9.00−9.00)2+(9.00−9.00)2
]
+
√
1
3
[
(9.00−1.00)2+(9.00−1.00)2+(9.00−1.00)2
]
+
√
1
3
[
(9.00−1.00)2+(9.00−1.00)2+(9.00−1.00)2
]
= 16.00
Also, we have the same distances between A∗ with A2 and A3.
Calculation of the distance between A− and A1:
D−1 =
√
1
3
[
(9.00−1.00)2+(9.00−1.00)2+(9.00−1.00)2
]
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+√
1
3
[
(1.00−1.00)2+(1.00−1.00)2+(1.00−1.00)2
]
+
√
1
3
[
(1.00−1.00)2+(1.00−1.00)2+(1.00−1.00)2
]
= 8.00
Also, we have the same distances between A− with A2 and A3.
The similarities to ideal solution or satisfaction degree using equation (2.20) is cal-
culated.
Calculation of CC−1 for A1:
CC−1 =
D−1
D∗1+D
−
1
= 0.33
Calculation of CC−2 for A2:
CC−2 =
D−2
D∗2+D
−
2
= 0.33
Calculation of CC−3 for A3:
CC−3 =
D−3
D∗3+D
−
3
= 0.33
Finally, Ranking suppliers according to their CC−j , in descending order (Table 3.18).
Table 3.19: Alternative ranking using FTOPSIS
Suppliers Satisfaction degree CC−j Ranking
A1 0.33 1
A2 0.33 1
A3 0.33 1
The result in table 3.18 shows that the FTOPSIS is not able to produce ranking for
specialist alternative and it produce the same rank for all alternatives.
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Accordingly, FTOPSIS method is not suitable for evaluation of specialist alterna-
tives. The homogeny of alternatives is the similarity of their aptitude. In some DMs,
the suppliers as our alternatives are homogeneous that means they have similar degree
in their specializations. In opposite, when the aptitude of alternatives related to one cri-
terion is much greater than other criteria then the alternatives consider as specialized or
non-homogeneous alternatives. This statement can be defined using the “if-then” rule as:
Definition.6: If Pk j  Pl j then alternatives are non-homogeneous; else alternatives are
homogeneous.
Where
• A set of alternative performing of A=
[
A j
]
J with regard to criteria C= [Ci]n defined
as P =
[
p˜i j
]
n×J .
• i = 1,2, ...,n, k ∈ i
• l = 1,2, ...,n, l 6= k.
In following, we discuss more about the weakness of FTOPSIS method for homogeneous/non-
homogeneous alternatives. In general, TOPSIS method composes a positive ideal solu-
tion which is ideal alternative/supplier, this alternative is collection of maximum ability
of alternatives in each criterion and there is a negative ideal solution as negative alter-
native/supplier which is collected of minimum ability of alternatives in each criterion.
Alternatives’ ranking is according the measurement of distance from positive ideal so-
lution and separation from negative ideal solution. In situations with non-homogeneous
alternatives, various methods such fuzzy vertex method, Minkowski Distance, Bray Cur-
tis Distance, Canberra Distance and Angular Separation to measure this distance produce
different rankings.
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In situations with non-homogeneous alternatives, high specialization of alternatives
in one criteria causes that they accumulate near maximum points of criteria, and they get
very similar distance from PIS and NIS (Fig. 3.18.a).
Therefor applying different methods for distances’ measurement lead to get vari-
ety alternative ranking where it is difficult and often impossible to select true ranking
among them. In opposite situation when decision making has homogeneous alternatives,
ideal solution is not far from alternatives and alternatives are distributed in space between
positive ideal solution and negative ideal solution (Fig. 3.18.b). In this case alternative
ranking by FTOPSIS is reliable.
TOPSIS method like other MCDM methods for solving some decision making prob-
lems has better performance. The literature shows that the TOPSIS is the best method in
changing ranking when a non optimal alternative arrive, hence in DM with high proba-
bility of re-ranking, result of TOPSIS is more reliable Fuzzy TOPSIS is not suitable for
some DM problems such complicated problems as well as DM problems with specialized
alternatives. The proposed method manages effective of TOPSIS on the final ranking
according its suitability for related problem.
3.3.2 Environment of decision making in SES
The environment of decision making has three main components including 1) sit-
uation of decision makers, 2) situation of criteria and 3) situation of alternatives (refer
2.2.1).
In first component, the situation of decision makers can be different in decision mak-
ings based on inconsistency. For instance, in some decisions the experts have many dif-
ferent ideas about a decision, so the inconsistency is high (refer 2.3.4).
In second component, the situation of criteria can be different indecision making
based on number of criteria and sub criteria (C-population) (refer 2.3.4).
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Figure 3.18: homogeneous alternatives are located in similar distances from PIS and NIS
and non-homogeneous alternatives are distributed between PIS and NIS
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In third component, the situation of alternatives can be different in decision makings
based on number of alternatives, frequent change of alternatives and specialization of
alternatives. In order we present them as A-population, Re-ranking and Homogeny of
alternatives (refer 2.3.5). Here, we list the elements of these situations which are not
static in different decision makings:
• Homogeny of alternatives,
• Re-ranking,
• Inconsistency,
• C-population,
• A-population.
Considering to the abilities and attributes of FAHP and FTOPSIS(section 2.3), the
efficiency of FAHP and FTOPSIS is different in situations. For example, when the re-
ranking is high then using FTOPSIS method is more efficient than FAHP.
We assign two variables to show the effectiveness ratio of FAHP and FTOPSIS in
different situations. We nominate these variables as "FAHP impact" and "FTOPSIS im-
pact". These variables may used to make decision about selecting the suitable method
(FAHP or FTOPSIS). In following sections we explain the situations and their relation
with FAHP impact and FTOPSIS impact.
3.3.2 (a) Homogeny of alternatives
As we discussed in section 2.2.1, when the alternatives are specialized, then the
ideal solution is very far from the alternatives and the alternatives have similar distance
from ideal solution. Therefore, we cannot get correct ranking according distance. When
the criteria are equiponderant, the problem is more. So in this condition using FAHP
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with high impact is preferred (table 3.19). On opposite condition when decision making
has homogeneous alternatives, the alternatives are distributed and in this case alternative
ranking by FTOPSIS is more reliable.
Table 3.20: Increasing/decreasing FAHP impact with the decision making conditions
AHP impact FTOPSIS impact Re-ranking Population Homogeny Inconsistency
↑ ↓ ↓ ↓ ↑ ↓
↓ ↑ ↑ ↑ ↓ ↑
3.3.2 (b) Re-ranking
Sometimes decision making does not have fixed alternatives and even after ranking
may need to enter new alternative and repeat evaluation and ranking of them. TOPSIS
is the best method addressing rank reversal issue that is the change in the ranking of the
alternatives when a new alternative is introduced (refer 2.3.5). Therefore, when the prob-
ability of re-ranking is high, FTOPSIS method has more reliable result and it is preferred.
In this situation FAHP impact should be decreased (Table 3.19). Probability of re-ranking
is determined based on experts’ opinions.
3.3.2 (c) Inconsistency
AHP method composes pairwise comparison matrices for all alternatives and crite-
ria. Normally, when we have qualitative criteria, the data of these matrices should be
collected through interviews and based on experts’ opinions. Sometime there are some
problems regarding interview with experts such as the experts do not interest to answer
questions carefully, or there are numerous experts as decision makers. In this conditions,
probability of inconsistency in the answers is high. In TOPSIS we do not have pairwise
comparison, therefore in such conditions using FTOPSIS method is preferred and FAHP
impact should be decreased (Table 3.19). Probability of inconsistency is also determined
based on the opinion of decision maker.
77
3.3.2 (d) Population
Population means number of alternative and criteria in decision making. Through
AHP, the decision maker is only asked to give judgments about either the relative impor-
tance of one criterion against another or its preference of one alternative on one criterion
against another.
However, when the number of alternatives and criteria grows, the pairwise compar-
ison process becomes cumbersome, and the risk of inconsistencies grows (Bottani and
Rizzi 2006).
This condition effects on probability of inconsistency. When the population is high
the probability of inconsistency also is high. Moreover, using AHP for problems with
many criteria and alternatives is not suitable (Bottani and Rizzi 2006). Therefore, if
population (number of alternative and criteria) is high then the effectiveness of FAHP
should be decreased (Table 3.19).
The population divided to separate condition as A-population and C-population. The
A-population indicates number of alternatives and C-population indicates number of cri-
teria.
We evaluate and aggregate the situations using FIS to determine FTPSIS and FAHP
impact. However, the input of FIS is based on expert team judgments. In the next section,
we describe the developed FIS.
3.4 Summary
We analyzed 207 papers involving AI and MCDM topic. The required operations
for SES are evaluation, ranking and selection (ERS). The most suitable AI and MCDM
methods which can fulfill the SES requirements are FTs, AHP and TOPSIS methods. The
best hybridization type of FTs with AHP and TOPSIS is integration of FTs with AHP and
TOPSIS. After extensive reviews and analysis in previous sections we concluded that
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Fuzzy AHP (FAHP) and Fuzzy TOPSIS (FTOPSIS) are candidate methods to apply for
supplier management. However, still managers are not satisfied with the performance of
these methods which is through their limitations and challenges in produce a high accurate
results. Therefore, technically we analyzed these methods to discover their weaknesses
and the way to improve them.
The decision methods are effected by environment changes and for different cases
the suited decision method should be employed. The accuracy of a decision making
model is high since it works based on the situations.
In a decision making with homogeneous alternatives, ideal solution is not far from
alternatives and alternatives are distributed in space between positive ideal solution and
negative ideal solution. In this case alternative ranking by FTOPSIS is reliable.
FAHP and FTOPSIS do not working well in all situations. Therefore, individually
using of FAHP and FTOPSIS reduces the accuracy. Integrating these methods caused to
switch between methods when in a specific situation one of them has limitation. This
technique may increase the accuracy of SES.
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CHAPTER 4
FUZZY DYNAMIC HYBRID MCDM (FDHM) METHOD
4.1 Introduction
The fuzzification, dynamization and hybridization operations overcome the limita-
tions of current methods (fig 4.1). We propose Fuzzy Dynamic Hybrid MCDM (FDHM)
method that involves these operations. Implementation of all these operation together in
proposed method makes increases the accuracy of supplier evaluation and selection.
Figure 4.1: Limitations addressing by FDHM
The methods are applied to fit the requirements of considered criteria (Fig 4.1). In
the dynamization, the DM environment is defined to study the manner of methods on that
(section 3.3.1). Based on this environment the proper method or methods are selected for
evaluation of alternatives. Based on environment the effectiveness of methods is different.
In some cases FAHP can produce high accurate results and in some cases FTOPSIS.
Hence, the dynamic method selects one of these methods or combination of both based
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on the DM situations. The limitation of FAHP and FTOPSIS in different environment
is addressed by the dynamically selection of one of candidate methods for alternative
evaluation. FIS is then used to evaluate the DM situations and determines the impact of
FAHP and FTOPSIS based on situation of alternatives, criteria and decision makers.
For the Hybridization, we integrate AHP and TOPSIS in order to maximise the ben-
efits from their respective strengths, and minimise their respective weaknesses. FAHP is
used to deal with criteria weighting, while FTOPSIS deals with alternative ranking, de-
pending on the situations. When the FIS determines the combination of methods as the
proper evaluation method then, the output of methods are combined based on their impact
factors.
In DM fuzzification, fuzzy set theory is employed to handle vagueness and subjec-
tivity of linguistic variables that are produced by decision makers in assessing criteria,
alternatives and DM situations. In chapter 2 we discussed about the limitations of classic
AHP and TOPSIS to overcome the uncertainty. Therefore we consider the fuzzification
criteria to overcome this limitation. The TFN is identified as the best type of MFs to
describe the linguistic variables for MADM. Also, FIS is developed based on fuzzy MFs
and fuzzy “if-then” rules to overcome the uncertainty in measuring the environment ele-
ments. In FIS, for each situation the appropriate MF is considered based on the aspects
involved in the considered situation.
4.2 FDHM Process
FDHM is an extended MCDM method for selection of the best alternative in MADMs.
Figure 4.2 shows the process of FDHM.
The starting point of this method is that a company needs to make decision and select
the best alternative for a purpose.
The team of decision makers in company is identified and has been asked to fill up the
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Figure 4.2: FDHM process
prepared questioner. The questioner is a set of questions related to (i)criteria/alternatives
and (ii) environment of DM. They have been asked to answer the questioner by linguistic
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variables. Therefore, the opinion of experts is received as fuzzy variables.
The data is fuzzified and difuzzified to use as input of methods. Some parts of the
data, which is related to criteria, are used by the FAHP method for weighting purposes,
while other parts of the data, which is related to the decision environment, is used by FIS
to determine the proper strategy to evaluate the alternatives.
The proposed fuzzy AHP method in this section constructs the fuzzy pairwise com-
parison matrices based on the opinions of a team of experts. Then, the data will be
aggregated and defuzzify the fuzzy values for use in AHP calculations. The output of this
method is the weighted criteria.
Based on the environment’ data the FIS determines the FAHP Impact (AHPI) and
FTOPSIS Impact (TOPSISI). In this step, the method chooses a suitable way for evalua-
tion of alternatives based on obtained method’ impacts. The determined method evaluates
and ranks the alternatives. Finally, the method select the high rank alternative as the best
alternative.
4.3 Data Collection
The decision makers’ opinions are the most needed data for FDHM. Often, the deci-
sion makers are managers and experts in their companies. We will, from now, proceed to
use these terms interchangeably.
The decisions in companies are very important and mostly they handled by a team
of decision makers. So, the data is supposed to be collected from a team and not only one
expert.
The FDHM needs the data from decision makers to handle four operations as:
i) Determination of criteria
ii) Determination of FAHPI and FTOPSISI
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iii) Comparison of criteria
iv) Comparison of alternatives
A questioner is prepared to collect the needed information for above operations (Ap-
pendix E). The FDHM is designed for all MADMs. Therefore, the questioner is different
in different MADMs and the list of criteria in part A of questioner is based on the consid-
ered MADM.
The FDHM is a dynamic method, therefor the questioner also is different based on
the environment of decision making. The first two parts of questioner (Parts A, B) are
related to collect the primary data. These data are collected to set as the input of FIS. The
secondary data involve the necessary data for evaluation of criteria and alternatives. The
last two parts of questioner (Parts C, D) are related to these data.
4.3.1 Primary Data
The primary data are collected to address the determination of criteria and the deter-
mination of FAHPI and FTOPSISI.
The part A is designed to collect the data for determination of criteria. The part B is
designed to fit the requirements of FIS for determination of methods’ impact.
Part A proposes a list of criteria (related to decision making) to decision makers,
such as experts and managers. The decision makers select the criteria that they are taking
into account for the DM. Even if a criterion is not a major one, the selection should still
be made by a decision maker. It should also be pointed out that the list of criteria in this
section differs from decision-makings.
It is necessary to consider all the determined criteria by the decision makers, which
prompts us to average their respective answers. For instance, although a criterion is se-
lected by only one decision maker and not by others, we still take this criterion into
account in the FDHM.
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The questions related to the environment of decision making (Refer to section 3.3)
are placed in Part B. The expert team are requested to fill questioners regarding evalu-
ation of pure fuzzy inputs as probability of inconsistency, Re-ranking and percentage of
alternatives homogeneous. The decision makers have been asked to determine a point in
rang of [0 100] or expressed their idea as linguistic variables. The expressed numbers of
these section directly enter to FIS, then the FIS generates the AHPI and TOPSISI. The
AHPI and TOPSISI determine the method of alternative evaluation.
4.3.2 Secondary data
The secondary data are collected to address the comparison of criteria and the com-
parison of alternatives.
Part C proposes a comparison table of criteria to decision makers. This table is based
on the criteria which is determined by decision makers in part A. The experts compare
the determined criteria with each other. We asked them to express their ideas through the
linguistic terms.
Therefore, we provide more flexibility for experts in answer the question as well as
accuracy in analyzing the data.
The collected data from this section uses for weighting of the criteria.
Part D involve questions related to comparison of alternatives. The collected data
from part B is used to determine the method of alternative evaluation. Therefore, ques-
tions in this part is depended to determined method. We have two type of questions is
form of tables as:
i) The pairwise comparison matrices for comparison of alternatives in each criterion is
proposed related to FAHP method.
ii) The preference table of alternatives in criteria related to FTOPSIS method.
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The questioner provided in appendix E is presenting the second type of questions.
The data collected from this part is used for considered evaluation method.
W assumed that the experts have the same weights, so we employed the method of
average value to aggregate the fuzzy judgment values of different experts regarding the
same evaluation of criteria, situation or alternatives.
4.4 Criteria management
The management of criteria includes determination an weighting of criteria. The
criteria of DMs plays an effective role in evaluation of the DM alternatives. The different
decisions have different criteria. The determination of criteria in DMs depend to many
conditions such as:
i) Policy of company,
ii) Policy of experts,
iii) Subject of DM,
iv) Importance of DM.
Often, the evaluation methods works based on the constant list of criteria in different
DMs, which is unsuitable as the DM criteria depends on similar aforementioned condi-
tions. The weighting of criteria is also depends to the experts’ judgment. The judgments
about the weighting of criteria is based on mentioned conditions.
4.4.1 Criteria determination
We prepared an initial list of criteria (table 4.1). This list is inspired by the list of
criteria proposed by Swift in section 2.2.1.
The decision makers select the important criteria from the initial list. The important
criteria are all the considered criteria in DM even with small consideration.
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Table 4.1: Initial list of criteria
Number Criteria
Product
1 Ease of operation
2 Impact on energy utilization
3 Ease of maintenance design
4 Amount of pre-purchase information
5 Contribution to productivity
6 Cost of service contract
Availability
7 Breadth of product line
8 Geographic proximity
9 Vendor’s image
10 Financial capacity
11 Quality Assurance
Dependability
12 On time delivery
13 Technical abilities
14 Reliability of product
15 Service response time
Experience
16 Preferences established by users
17 Prior experience with vendors
18 Reputation of suppliers
Price
19 Price/performance
20 Low price
21 Total cost of product
The determined criteria is aggregated to obtain the complete list of criteria. There-
fore, if a criterion is selected only by one decision maker and it is not considered by others
then also we consider it for DM.
When K is the number of decision makers that they participated in deta collection,
and the [exc]k is the set of criteria determined by decision maker k where k = 1,2, ...,K.
Then the following equation determines the final set of criteria [FC] as:
[FC] = [exc]1∩ [exc]2∩ ...∩ [exc]K (4.1)
4.4.2 Criteria weighting
The AHP method is employed for weighting of criteria due to following reasons:
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• The AHP method composes hierarchy tree for criteria and sub criteria. Therefore,
it is able to address complex DM even with multi level of sub criteria.
• The TOPSIS method does not use hierarchy process to analyze complex decision
making and for weighting does not distinguish between criteria and sub criteria.
Therefore, TOPSIS is not suitable for weighting of criteria.
The AHP is extended with fuzzy set theory to overcome the uncertainty. The classic
AHP method does not consider to the uncertainty and subjectivity of human judgments.
So,uncertainty has a great effect on AHP results.
The fuzzification of AHP method has not a constant formula. This fuzzification is
should be suited to decision analysis method(refer section 2. 3. 4). The AHP is fuzzified
in the stage of input data and comparison matrices.
The decision makers compare the determined criteria with each other. We asked
them to express their ideas through linguistic terms such: ‘‘Perfect,” ‘‘Absolute,” ‘‘Very
good,” ‘‘Fairly good,” ‘‘Good,” ‘‘Preferable,” ‘‘Not Bad,” ‘‘Weak advantage” and ‘‘Equal”
with respect to a fuzzy nine level scale.
The data that are expressed by linguistic variables includes ambiguous data(Refer to
section 2. 3). Therefore, we use fuzzy set theory to fuzzify the linguistic variables. The
data as triangular fuzzy numbers apply in ˜ECM pairwise comparison matrices.
The computational technique for fuzzification of linguistic terms is shown in table 4.
2.
Next, the answers of the experts’ team is aggregated by the following equation.
˜CWi j =
K
∑
k=1
˜ecmki j
K
(4.2)
Where
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Table 4.2: Membership function of linguistic scale
Fuzzy numbers Linguistic Scale of fuzzy number
9 Perfect (8, 9, 10)
8 Absolute (7, 8, 9)
7 Very good (6, 7, 8)
6 Fairly good (5, 6, 7)
5 Good (4, 5, 6)
4 Preferable (3, 4, 5)
3 Not bad (2, 3, 4)
2 Week advantage (1, 2, 3)
1 Equal (1, 1, 1)
• k = 1,2, ...,K, i = 1,2, ...,N and j = 1,2, ...,N; When K is the number of experts
and N is the number of criteria.
• ˜CW =
[
˜cwi j
]
n×n is the fuzzy pairwise comparison matrix and ˜cwi j is the importance
of the criterion Ci over criterionC j.
• ˜ECM =
[
˜ecmki j
]
K×N×N is the fuzzy Expert Comparison Matrix and ˜ecmki j is a TFN
which shows the importance of the criterion Ci over criterionC j Obtained from the
expert k.
The ˜CW is a pairwise comparison matrix involving the fuzzy values which can not be
involved in AHP computations. Therefore, the values of this matrix is defuzzified using
the Median method (Refer to 3.2.3) and convert it to a pairwise comparison matrix (CW )
with crisp values. The the following steps of AHP method are carried out to obtain the
weight of criteria (Refer to 3.2.4) .
4.5 Fuzzy Inference System (FIS)
The FAHP method is used for weighting of the criteria that cause to reduce the
complexity of DM. However, the continue of method for alternatives’ evaluation with
FAHP is not effected in all the time. Sometimes using FAHP for evaluation of alterna-
tives increases the executing time of DM. Also using FTOPSIS is not proper in some
conditions.(Refer section 3. 3. 2)
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The FDHM dynamically determines the suitable method for continuing of the deci-
sion making process to increase the accuracy and skip the complex computations.
The determination of alternative evaluation method is based on two factors:
i) Changes of decision making environment,
ii) The attributes of methods in these changes.
A Fuzzy Inference System (FIS) is designed and developed in "MATLAB R2011b"
to determine the Alternative Evaluation Method (AEM). The FIS fuzzifies and aggregates
the environment changes and generate FTPSISI and FAHPI. However, the result of FIS is
based on the judgments of expert team regarding environment.
4.5.1 Fuzzification of environment elements
The expert team are requested to fill questioners regarding evaluation of pure fuzzy
inputs as probability of inconsistency, Re-ranking and percentage of alternatives homoge-
neous. The experts have been asked to choose on of following way to answer questions:
• Determine a point in rang of [0 100] or expressed their idea as linguistic variables.
If the expert follows this way, the expressed numbers of these section directly enter
to FIS.
• Answer the question from adopted linguistic terms from table 4.2, including “very
high”, “high”, “Moderate”, “low” and “very low” to express their opinions. We
replaced these linguistic values with their corresponding TFNs based on table 4.3.
The obtained fuzzy values of environment’ elements are defuzzified using Median
diffuzification method (section 2.3.3). The experts have the same weights, so we employ
the method of average value to aggregate the answers of different experts regarding the
same evaluation of criteria, environment and alternatives. The obtained numbers related
to environment’ elements are employed as input for FIS.
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Table 4.3: Linguistic values for evaluation of inconsistency, re-ranking and homogeny
Linguistic variables Triangular fuzzy number
Very high (0,1,3)
High (1,3,5)
Medium (3,5,7)
Low (5,7,9)
Very low (7,9,10)
4.5.2 Input/output membership functions
The input/output of FIS is determined and the proper MFs with regard to type of
elements and linguistic variables are defined. Figure 4.3 shows the design of FIS. The
FIS involves five inputs and two outputs as:
Figure 4.3: FIS design
Input i) Re-ranking
ii) Inconsistency
iii) Homogeny
iv) A-population
v) C-population
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Output i) FAHPI
ii) FTOPSISI
The FIS has the following specifications:
• Type: Multiple Input Single Output (MISO),
• Inference method: Mamdani,
• Operators: standard (Zadeh’s method),
• Defuzzification method: Center Of Area (COA).
In FIS, numbers and intervals of membership functions in linguistic terms are defined
based on expert judgment. Figs. 4.4 and 4.5 illustrate the membership functions related
to input and output of FIS.
Figure 4.4: Input membership functions of FIS
The reasons to defined these MFs for inputs/outputs are as below:
• Inconsistency, homogenous and re-ranking are pure fuzzy inputs which are evalu-
ated completely based on experts’ opinion and through fuzzy variables. Therefore,
we select Gaussian membership functions to obtain accuracy in defuzziffication
values of these situations.
92
Figure 4.5: The output membership functions of FIS
Three simple Gaussian membership functions are defined for evaluation of incon-
sistency situation as:
– low [0.2123 0],
– moderate [0.2123 0.5],
– high [0.2123 1] (see Fig. 4.4. c),
Three Gaussian2 membership functions are defined for homogenous and re-ranking
as:
– low [0.1699 -0.05 0.1699 0.05],
– moderate [0.1699 0.45 0.1699 0.55],
– high [0.1699 0.95 0.1699 1.05] (see Fig. 4.4. a, b) .
• A-population and C-population are fuzzy inputs which are evaluated based on ex-
perts’ opinion and their numerical values. A-Population is number of alternative
and C-population is number criteria which experts’ opinions are used to define their
membership functions.
Three trapezoidal membership functions are defined for A-populationas situation
as:
– low [0 0 5 10],
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– moderate [5 10 15 20],
– high [15 20 Inf Inf] (see Fig. 4.4. d).
Three trapezoidal membership functions are defined for C-population as:
– low [0 0 4 6],
– moderate [4 6 8 10],
– high [8 10 Inf Inf] (see Fig. 4.4. e).
4.5.3 Fuzzy If-then rules
A set of rules are defined for FIS to inference the impacts numbers based on these
rules. The rules are designed according the attributes of methods in different conditions.
The DM environments’ elements are the facts in FIS which are changeable in different
DMs. However, the determined rules are constant for any environments and conditions.
Rules of the FIS are listed in table 4. 4. The components of the rules are based on
intervals of membership functions in Fig. 4.4 and 4.5. The “if” parts of the rules are
based on input membership functions shown in Fig. 4.4 and, the then-parts of rules are
according specifications of FAHP and FTOPSIS methods.
The population is a factor to determine inconsistency. Therefore if inconsistency is
high or if it is low then the population situation will not considered.
The outputs of FIS, in order are influenced by inconsistency, homogeny, Re-ranking,
A-population and C-population.
These rules determine the mechanism of environment’ effectiveness on methods’
impact. When the FIS receives the inputs, the inputs fill the "if" parts of rules and the
"then" parts be aggregated and defuzzified to obtain the final FAHPI and FTOPSISI. The
view some of these rules is shown in figure 4.6.
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Table 4.4: Set of FIS rules. L (low), M (moderate), H (high), VH (very high), VL (very
low), N (non)
Operators If and and and and then and
Number RR HO IC A-pop C-pop FAHP impact FTOPSIS impact Weight
1 M H H N N VL VH 1
2 M H L N N M H 1
3 M H M H H L VH 1
4 M L H N N VL H 1
5 M L L N N H L 1
6 M L M H L L M 1
7 M M H N N VL H 1
8 M M L N N H M 1
9 M M M H M L H 1
10 L H H N N VL V 1
11 L H L N N H M 1
12 L H M L H L H 1
13 L L H N N VL M 1
14 L L L N N VH VL 1
15 L L M L L H L 1
16 L M H N N VL H 1
17 L M L N N H L 1
18 L M M L M M H 1
19 H H H N N VL VH 1
20 H H L N N H H 1
21 H H M M H VL VH 1
22 H L H N N VL VH 1
23 H L L N N H VL 1
24 H L M M L M M 1
25 H M H N N VL VH 1
26 H M L N N H VL 1
27 H M M M M M H 1
Figure 4.7 shows the effectiveness of "Homogeny" and "Re-ranking" on FTOPSIS
imapact. Increasing homogeny and re-ranking in DM causes to increase the FTOPSIS
impact. This plot shows that the implementation of rules in FIS, is according to methods’
attributes.
Figure 4.8 shows the effectiveness of "Homogeny" and "Inconsistency" on FTOPSIS
imapact. Increasing homogeny and inconsistency in DM causes to increase the FTOPSIS
impact. This plot shows that the implementation of rules in FIS is according to methods’
attributes.
Figure 4.9 shows the effectiveness of "Inconsistency" and "Re-ranking" on FTOPSIS
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Figure 4.6: A part of designed rules
Figure 4.7: The surface view of rules for x inputs: Homogeny, y input: Reranking and Z
output: FTOPSOSI
imapact. Increasing re-ranking and inconsistency in DM causes to increase the FTOPSIS
impact. This plot shows that the implementation of rules in FIS is according to methods’
attributes.
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Figure 4.8: The surface view of rules for x inputs: Homogeny, y input: Inconsistency and
Z output: FTOPSOSI
Figure 4.9: The surface view of rules for x inputs: Inconsistency, y input: Reranking and
Z output: FTOPSOSI
Figure 4.10 shows the effectiveness of "Homogeny" and "Re-ranking" on FAHP ima-
pact. Decreasing homogeny and re-ranking in DM causes to decrease the FAHP impact.
This plot shows that the implementation of rules in FIS is according to methods’ at-
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Figure 4.10: The surface view of rules for x inputs: Homogeny, y input: Reranking and
Z output: FTOPSOSI
tributes.
Figure 4.11: The surface view of rules for x inputs: Homogeny, y input: Inconsistency
and Z output: FAHPI
Figure 4.11 shows the effectiveness of "Homogeny" and "Inconsistency" on FAHP
imapact. Decreasing homogeny and inconsistency in DM causes to decrease the FAHP
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impact. This plot shows that the implementation of rules in FIS is according to methods’
attributes.
Figure 4.12: The surface view of rules for x inputs: Inconsistency, y input: Reranking
and Z output: FAHP
Figure 4.12 shows the effectiveness of "Inconsistency" and "Re-ranking" on FAHP
imapact. Decreasing re-ranking and inconsistency in DM causes to decrease the FAHP
impact. This plot shows that the implementation of rules in FIS is according to methods’
attributes.
The FIS defuzzifies the FAHPI and FTOPSISI and generate their crisp numbers
which is usable in calculations. The crisp values of FAHPI and FTOPSISI are employed
for alternative evaluation and final ranking.
4.6 Alternative Ranking Method
The suitable method for alternative evaluating is determined based on FIS’ results.
After determination of FAHPI and TOPSISI, the proper evaluation method is determined
based on the following conditions:
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• If FAHP impact is very low or FTOPSIS impact is very high, then FTOPSIS method
should be selected for evaluation of alternative.
• If FAHP impact is very high and FTOPSIS is very low,then FAHP method should
be selected for evaluation of alternative.
• The remainder conditions are combination conditions.
According the designed fuzzy MFs, when the impact is less than 0.32, it belongs to
“very low” membership function and when the impact is greater than 0.68, it belongs to
“very high” membership function (Fig.4.4 a, b).
Under combination condition, the evaluation of alternatives is doing by both AHP
and TOPSIS methods. Accordingly, we get two separate set of alternatives’ weights.
Then we combine the obtained weights based on methods’ impacts. Therefore, the set of
final weights is built as:
F = [ f j]J j = 1,2, ...,J (4.3)
Where
• J is number of alternatives.
• F =
√
HI ?T I. The multiplication operator is a kind of "element-wise" operations
which multiply each entry in set HI with its corresponding entry in set TI.
• T I = TOPSISI ?T . Where TOPSISI is variable with respect to FTOPSIS impact
and T is set of alternative weighting obtained from FTOPSIS method as: T =
[
t j
]
J .
• HI = AHPI ?H. Where AHPI is variable with respect to FAHP impact and H is
set of alternative weighting obtained from FAHP method as: H = [h j]J .
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The last stage of DFHM method is the final ranking of alternatives which is based on
condition provided and correspond alternative weighting set (T , A orF).
The Median defuzzification method is employed to represent TFN with respect to
decision makers’ opinions as crisp values.
In FAHP method, the elements of pairwise comparison matrices assigne by TFN
instead of crisp value and the addition operation on TFN uses for weighting of criteria.
In FTOPSIS, the addition and multiplication operators on TFN use to calculate PIS
and NIS for ranking of suppliers. Vertex method employes to measure distance of each al-
ternative from the PIS and the NIS, which cause to solve problem of doubling weightings
on alternatives.
4.7 Summary
We proposed a Fuzzy dynamic Hybrid MCDM method (FDHM) for evaluation and
ranking of alternatives in multi-attribute decision makings specially supplier manage-
ment.
Three techniques are applied in this method to increase the efficiency of FDHM.
The aim of this method is generating a ranking which is closer than current methods to
experts’ opinion.
FDHM receives the experts’ ideas as input. The experts are effective decision makers
in company and their opinion directly receive as fuzzy values to avoid the mistake in
receiving their idea during data collection. The collected data includes ambiguous, non-
available, incomplete, in part ignorance data. Therefore, we use fuzzy set theory to deal
with them in decision analysis. The fuzzy set theory is employed in whole process of
method not only data collection. We use fuzzy for following operations:
• Fuzzification of collecting data from decision makers,
• Weighting of criteria,
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• Developing a Fuzzy Inference System (FIS),
• Evaluation and ranking of suppliers.
The determination and weighting of criteria is the first stage of method which carry
out by FAHP method. The second stage of FDHM is evaluation and ranking of alterna-
tives. The method for evaluation of alternatives is different in DMs. This is according
to the environment of DM. FAHP, FTOPSIS or combination of them may applied in this
stage.
FDHM is basically integration of FAHP and FTOPSIS. The integration of FAHP and
FTOPSIS is controlled by a Fuzzy Inference System (FIS). The FIS receives the situation
of DM and produce FAHP Impact (FAHPI) and FTOPSIS Impact(FTOPSISI). Then, the
proper type of integration will be conducted based on methods’impact.
The procedure of FDHM performs in an efficient way, so it can increase the flexi-
bility and accuracy of DM process. In next chapter we apply this method for Mobarakeh
Steel Company (MSC) to show ability and precision of the proposed method in different
DM situations.
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CHAPTER 5
EVALUATION OF FDHM
5.1 Introduction
A best decision making method is the most close to experts’ decision analysis (sec-
tion 2.3). Therefore, the satisfaction of experts from a decision making method is a guar-
anty for that. We evaluate FDHM method through satisfaction and efficiency factors.
For evaluation of "satisfaction" we test the method to investigate whether can fulfill the
satisfaction of experts or not?
For evaluation of "efficiency" we compare the efficiency of FDHM with other meth-
ods in terms of accuracy and time complexity. Figure 5. 1 shows the process of evaluating
FDHM method.
Figure 5.1: Evaluation process of FDHM
We apply the FDHM for supplier selection in Mobarakeh Steel Company (MSC)
to evaluate the satisfaction factor of FDHM method. We compare the produced ranking
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by FDHM (FDHM’ ranking) with the ranking resulted by experts’ judgment (experts’
ranking). The ability of method to handle the evaluation and to produce a ranking in high
correlation coefficient with experts’ ranking, imply the satisfaction of method to address
supplier management.
We evaluate the efficiency of FDHM through the comparison of FDHM and the best
static methods performance. The performance of each method is estimated in terms of
accuracy and time complexity. The efficiency is evaluated in various experiments.
For evaluation of accuracy, we rank the suppliers using methods. Also we ask experts
to rank the suppliers. Then we investigate that which method generate more near results
to experts’ judgment.
The Time Complexity (TC) of an DM method is expressed using big O notation,
which excludes coefficients and lower order terms. Time complexity on DM methods
is estimated by counting the number of comparison performed by the DM method. For
example, if the time required by a method on n number of criteria and m number of
alternatives is at most 5mn+n, the asymptotic time complexity is O(mn).
We start the evaluation of FDHM by ball-bring suppliers evaluation that is presented
in next section.
5.2 Supplier selection using FDHM
Supplier selection is an MCDM problem, which should defined in the form of sup-
pliers and criteria. For solving this problem, the set of suppliers be evaluated by related
criteria then according evaluation results, the best supplier is selected.
In this section, we evaluate and rank suppliers to select the best supplier for supple-
ment of ball-bearing in spare part supplement section of MSC using the proposed method.
Through the announcement of the company, eight suppliers declared their willing to sup-
ply ball-bearing. The suppliers are Kahroba (S1), Barghara (S2), Rahbaran Foolad (S3),
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Alitajhiz (S4), Veghar Kavir (S5), Tadavom Sanaye (S6), Tara (S7), Mattex (S8).
For evaluation of mentioned suppliers, we determine a set of criteria based on data
collection from the experts of Mobarake steel company (Appendix E). The criteria are
determined as:
• Technical Abilities (TA),
• Quality Assurance (QA),
• On time Delivery (OD),
• Financial Capacity (FC).
In following we decompose the problem into a hierarchy of criteria and suppliers
(Fig. 5.2). We construct all comparison matrices and prepare related questioners based
on this hierarchy tree (Appendix E).
Figure 5.2: decision hierarchy for supplier selection
The method employs FAHP for weighting of criteria. The FIS determines the impact
of FAHP method and FTOPSIS. The method for evaluation of suppliers is based on impact
factors.
5.2.1 Criteria Weighting
After the establishment of decision hierarchy tree, FAHP method is applied for
weighting of criteria. In this step, decision makers in MSC fill part C and D of ques-
tioners (Appendix E) by using the linguistic scale given in section 4.4. We aggregate and
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defuzzify the answers of questioners. Then, we placed in a pairwise comparison matrix
which is presented in Table 5.1.
Table 5.1: Fuzzy comparison matrix of criteria
Criteria TA QA OD FC
TA (1,1,1) (4,5,6) (1,2,3) (3,4,5)
QA (1/6,1/5,1/4) (1,1,1) (1/5,1/4,1/3) (1/3,1/2,1)
OD (1/3,1/2,1) (3,4,5) (1,1,1) (2,3,4)
FC (1/5,1/4,1/3) (1,2,3) (1/4,1/3,1/2) (1,1,1)
After defuzzification of pairwise comparison matrix elements, the equations (2.11),
(2.12) and (2.13) have been applied to obtain the results presented in Table 5.2.
Table 5.2: Ranking criteria resulting FAHP
Criteria Weight Rank
TA 0.493832 1
OD 0.304031 2
FC 0.120493 3
QA 0.0816435 4
The results shows that, respectively technical abilities, on time delivery, financial
capacity and quality assurance are important criteria for supplier selection.
The inconsistency ratio of the pairwise comparison matrix calculated using equations
(2.14) and (2.15) as IR = 0.0113089.
Therefore, the obtained weights are properly consistent and usable in the process of
selection.
5.2.2 Supplier evaluation method
The proper method for evaluation of suppliers is based on environment of DM. The
situation of environment’ element is reported by experts. We requested the experts’ team
to fill questioners regarding evaluation of pure fuzzy inputs as probability of inconsis-
tency, Re-ranking and rate of alternatives homogeneous. Also we asked them to report
the list of suppliers for A-population element.
The rate of environment’ elements resulted by aggregation of experts’ answers are:
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• Re-ranking: 0.213
• Homogeny: 0.865
• Inconsistency: 0.752
• C-population: 4
• A-population: 8
In this stage, FIS (i) fuzzifies crisp values according defined MFs, (ii) executes all
the rules with the determined input [0.213 0.865 0.752 4 8] and (iii) aggregates “then”
section of rules using the COA method (section 4.5) to achieve related output as:
• FAHPI: 0.244
• FTOPSISI: 0.814
Figure 5.3 shows the rules which get involved in calculation of impacts through the
considered input.
Figure 5.3: View of rules with related inputs
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The FAHPI is 0.244 that is considered as “very low” and FTOPSISI is 0.814 that
is considered as “very high” (refer section 4.5). The obtained conditions of FAHPI and
FTOPSISI is used for determination of proper method for supplier evaluation.
According FDHM when the FAHPI is very low and FTOPSISI is very high then
FTOPSIS is the best method for evaluation and ranking of suppliers.
5.2.3 Supplier Ranking and selection
According FIS’ output FAHP impact is very low and FTOPSIS impact is very high.
In this condition FTOPSIS is selected for evaluation and ranking of suppliers. Hence
through following steps we achieve rank of suppliers:
Step1: Fuzzy performance rating matrix is constructed and the aggregated experts’ judg-
ments is inserted to this matrix. Table 5.3 shows the elements of this matrix in terms
of linguistic variables.
Table 5.3: Linguistic performance rating matrix
TA OD FC QA
S1 good fairly good preferable absolute
S2 preferable good very good fairly good
S3 perfect week average fairly good equal
S4 equal very good good very good
S5 week average preferable week average good
S6 very good absolute preferable perfect
S7 preferable perfect absolute not bad
S8 not bad not bad perfect week average
Then the corresponding TFN which is obtained from Table 4.1, is used to convert
the experts’ opinion to fuzzy values(Table 5.4).
Step2: Weighted normalized fuzzy decision matrix is constructed using equation (2.8).
The elements of this matrix is presented in Table 5.5.
Step3: Positive-ideal A∗ and negative ideal A− solutions is determined using equation
(2.16, 2.17). In this case all the criteria are benefit criteria therefore from equa-
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Table 5.4: Fuzzy performance rating matrix
TA OD FC QA
S1 (4,5,6) (5,6,7) (3,4,5) (7,8,9)
S2 (3,4,5) (4,5,6) (6,7,8) (5,6,7)
S3 (8,9,10) (1,2,3) (5,6,7) (1,1,1)
S4 (1,1,1) (6,7,8) (4,5,6) (6,7,8)
S5 (1,2,3) (3,4,5) (1,2,3) (4,5,6)
S6 (6,7,8) (7,8,9) (3,4,5) (8,9,10)
S7 (3,4,5) (8,9,10) (7,8,9) (2,3,4)
S8 (2,3,4) (2,3,4) (8,9,10) (1,2,3)
Table 5.5: Weighted Fuzzy performance rating matrix
TA OD FC QA
S1 (2.00,2.50,3.00) (1.50,1.80,2.10) (0.36,0.48,0.60) (0.56,0.64,0.72)
S2 (1.50,2.00,2.50) (1.20,1.50,1.80) (0.72,0.84,0.96) (0.40,0.48,0.56)
S3 (4.00,4.50,5.00) (0.30,0.60,0.90) (0.60,0.72,0.84) (0.08,0.08,0.08)
S4 (0.50,0.50,0.50) (1.80,2.10,2.40) (0.48,0.60,0.72) (0.48,0.56,0.64)
S5 (0.50,1.00,1.50) (0.90,1.20,1.50) (0.12,0.24,0.36) (0.32,0.40,0.48)
S6 (3.00,3.50,4.00) (2.10,2.40,2.70) (0.36,0.48,0.60) (0.64,0.72,0.80)
S7 (1.50,2.00,2.50) (2.40,2.70,3.00) (0.84,0.96,1.08) (0.16,0.24,0.32)
S8 (1.00,1.50,2.00) (0.60,0.90,1.20) (0.96,1.08,1.20) (0.08,0.16,0.24)
tion (2.16),
(
maxvi | i ∈ I ′
)
is applied to determine A∗, and from equation (2.17),(
minvi | i ∈ I ′
)
is employed to reach A−. Table 5.6 shows the considered positive
and negative ideal solutions.
Table 5.6: PIS and NIS for evaluation of suppliers
TA OD FC QA
A∗ (4.00, 4.50, 5.00) (2.40, 2.70, 3.00) (0.96, 1.08, 1.20) (0.64, 0.72, 0.80)
A− (0.50, 0.50, 0.50) (0.30, 0.60, 0.90) (0.12, 0.24, 0.36) (0.08, 0.08, 0.08)
Step4: The distance of suppliers from the positive and negative ideal solutions is calcu-
lated. The distance of each supplier from A∗ and A− are calculated using equations
(2.18) and (2.19) respectively.
Calculation of the distance between A∗ and S1:
D∗1 =
√
1
3
[
(4.00−2.00)2+(4.50−2.50)2+(5.00−3.00)2
]
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+√
1
3
[
(2.40−1.50)2+(2.70−1.80)2+(3.00−2.10)2
]
+
√
1
3
[
(0.96−0.36)2+(1.08−0.48)2+(1.20−0.60)2
]
+
√
1
3
[
(0.64−0.56)2+(0.72−0.64)2+(0.80−0.72)2
]
= 3.58
Calculation of the distance between A− and S1:
D−1 =
√
1
3
[
(0.50−2.00)2+(0.50−2.50)2+(0.50−3.00)2
]
+
√
1
3
[
(0.30−1.50)2+(0.60−1.80)2+(0.90−2.10)2
]
+
√
1
3
[
(0.12−0.36)2+(0.24−0.48)2+(0.36−0.60)2
]
+
√
1
3
[
(0.08−0.56)2+(0.08−0.64)2+(0.08−0.72)2
]
= 4.33
Calculation of the distance between A∗ and S2:
D∗2 =
√
1
3
[
(4.00−1.50)2+(4.50−2.00)2+(5.00−2.50)2
]
+
√
1
3
[
(2.40−1.20)2+(2.70−1.50)2+(3.00−1.80)2
]
+
√
1
3
[
(0.96−0.72)2+(1.08−0.84)2+(1.20−0.96)2
]
+
√
1
3
[
(0.64−0.40)2+(0.72−0.48)2+(0.80−0.56)2
]
= 4.40
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Calculation of the distance between A− and S2:
D−2 =
√
1
3
[
(0.50−1.50)2+(0.50−2.00)2+(0.50−2.50)2
]
+
√
1
3
[
(0.30−1.20)2+(0.60−1.50)2+(0.90−1.80)2
]
+
√
1
3
[
(0.12−0.72)2+(0.24−0.84)2+(0.36−0.96)2
]
+
√
1
3
[
(0.08−0.40)2+(0.08−0.48)2+(0.08−0.56)2
]
= 3.455
Calculation of the distance between A∗ and S3:
D∗3 =
√
1
3
[
(4.00−4.00)2+(4.50−4.50)2+(5.00−5.00)2
]
+
√
1
3
[
(2.40−0.03)2+(2.70−0.60)2+(3.00−0.9)2
]
+
√
1
3
[
(0.96−0.60)2+(1.08−0.72)2+(1.20−0.84)2
]
+
√
1
3
[
(0.64−0.08)2+(0.72−0.08)2+(0.80−0.08)2
]
= 2.9403
Calculation of the distance between A− and S3:
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D−3 =
√
1
3
[
(0.50−4.00)2+(0.50−4.50)2+(0.50−5.00)2
]
+
√
1
3
[
(0.30−0.30)2+(0.60−0.60)2+(0.90−0.90)2
]
+
√
1
3
[
(0.12−0.60)2+(0.24−0.72)2+(0.36−0.84)2
]
+
√
1
3
[
(0.08−0.08)2+(0.08−0.08)2+(0.08−0.08)2
]
= 4.50
Calculation of the distance between A∗ and S4:
D∗4 =
√
1
3
[
(4.00−0.50)2+(4.50−0.50)2+(5.00−0.50)2
]
+
√
1
3
[
(2.40−1.80)2+(2.70−2.10)2+(3.00−2.40)2
]
+
√
1
3
[
(0.96−0.48)2+(1.08−0.60)2+(1.20−0.72)2
]
+
√
1
3
[
(0.64−0.48)2+(0.72−0.56)2+(0.80−0.64)2
]
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= 5.26
Calculation of the distance between A− and S4:
D−4 =
√
1
3
[
(0.50−0.50)2+(0.50−0.50)2+(0.50−0.50)2
]
+
√
1
3
[
(0.30−1.80)2+(0.60−2.10)2+(0.90−2.40)2
]
+
√
1
3
[
(0.12−0.48)2+(0.24−0.60)2+(0.36−0.72)2
]
+
√
1
3
[
(0.08−0.48)2+(0.08−0.56)2+(0.08−0.64)2
]
= 2.344
Calculation of the distance between A∗ and S5:
D∗5 =
√
1
3
[
(4.00−0.50)2+(1.00−4.50)2+(1.50−5.00)2
]
+
√
1
3
[
(0.90−2.40)2+(1.20−2.70)2+(1.50−3.00)2
]
+
√
1
3
[
(0.96−0.12)2+(1.08−0.24)2+(1.20−0.36)2
]
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+√
1
3
[
(0.64−0.32)2+(0.72−0.48)2+(0.80−0.48)2
]
= 6.13563
Calculation of the distance between A− and S5:
D−5 =
√
1
3
[
(0.50−0.50)2+(0.50−1.00)2+(0.50−1.50)2
]
+
√
1
3
[
(0.30−0.90)2+(0.60−1.20)2+(0.90−1.50)2
]
+
√
1
3
[
(0.12−0.12)2+(0.24−0.24)2+(0.36−0.36)2
]
+
√
1
3
[
(0.08−0.32)2+(0.08−0.40)2+(0.08−0.48)2
]
= 1.57158
Calculation of the distance between A∗ and S6:
D∗6 =
√
1
3
[
(4.00−3.00)2+(4.50−3.50)2+(5.00−4.00)2
]
+
√
1
3
[
(2.40−2.10)2+(2.70−2.40)2+(3.00−2.70)2
]
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+√
1
3
[
(0.96−0.36)2+(1.08−0.48)2+(1.20−0.60)2
]
+
√
1
3
[
(0.64−0.64)2+(0.72−0.72)2+(0.80−0.80)2
]
= 1.90
Calculation of the distance between A− and S6:
D−6 =
√
1
3
[
(0.50−3.00)2+(0.50−3.50)2+(0.50−4.00)2
]
+
√
1
3
[
(0.30−2.10)2+(0.60−2.40)2+(0.90−2.70)2
]
+
√
1
3
[
(0.12−0.36)2+(0.24−0.48)2+(0.36−0.60)2
]
+
√
1
3
[
(0.08−0.64)2+(0.08−0.72)2+(0.08−0.80)2
]
= 5.71
Calculation of the distance between A∗ and S7:
D∗7 =
√
1
3
[
(4.00−1.50)2+(4.50−2.00)2+(5.00−2.50)2
]
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+√
1
3
[
(2.40−2.40)2+(2.70−2.70)2+(3.00−3.00)2
]
+
√
1
3
[
(0.96−0.84)2+(1.08−0.96)2+(1.20−1.08)2
]
+
√
1
3
[
(0.64−0.16)2+(0.72−0.24)2+(0.80−0.32)2
]
= 3.10
Calculation of the distance between A− and S7:
D−7 =
√
1
3
[
(0.50−1.50)2+(0.50−2.00)2+(0.50−2.50)2
]
+
√
1
3
[
(0.30−2.40)2+(0.60−2.70)2+(0.90−3.00)2
]
+
√
1
3
[
(0.12−0.84)2+(0.24−0.96)2+(0.36−1.08)2
]
+
√
1
3
[
(0.08−0.16)2+(0.08−0.24)2+(0.08−0.32)2
]
= 4.54
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Calculation of the distance between A∗ and S8:
D∗8 =
√
1
3
[
(4.00−1.00)2+(4.50−1.50)2+(5.00−2.00)2
]
+
√
1
3
[
(2.40−0.60)2+(2.70−0.90)2+(3.00−1.20)2
]
+
√
1
3
[
(0.96−0.96)2+(1.08−1.08)2+(1.20−1.20)2
]
+
√
1
3
[
(0.64−0.08)2+(0.72−0.16)2+(0.80−0.24)2
]
= 5.36
Calculation of the distance between A− and S8:
D−8 =
√
1
3
[
(0.50−1.00)2+(0.50−1.50)2+(0.50−2.00)2
]
+
√
1
3
[
(0.30−0.60)2+(0.60−0.90)2+(0.90−1.20)2
]
+
√
1
3
[
(0.12−0.96)2+(0.24−1.08)2+(0.36−1.20)2
]
+
√
1
3
[
(0.08−0.08)2+(0.08−0.16)2+(0.08−0.24)2
]
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= 2.32
Step5: The similarities to ideal solution or satisfaction degree using equation (2.20) is
calculated.
Calculation of CC−1 for S1:
CC−1 =
D−1
D∗1+D
−
1
= 0.54740
Calculation of CC−2 for S2:
CC−2 =
D−2
D∗2+D
−
2
= 0.43984
Calculation of CC−3 for S3:
CC−3 =
D−3
D∗3+D
−
3
= 0.60483
Calculation of CC−4 for S4:
CC−4 =
D−4
D∗4+D
−
4
= 0.30789
Calculation of CC−5 for S5:
CC−5 =
D−5
D∗5+D
−
5
= 0.20389
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Calculation of CC−6 for S6:
CC−6 =
D−6
D∗6+D
−
6
= 0.75032
Calculation of CC−7 for S7:
CC−7 =
D−7
D∗7+D
−
7
= 0.5942
Calculation of CC−8 for S8:
CC−8 =
D−8
D∗8+D
−
8
= 0.3024
Step6: Finally, Ranking suppliers according to their CC−j , in descending order (Table
5.7).
Table 5.7: supplier ranking
Suppliers Satisfaction degree CC−j Ranking
Tadavom Sanaye (S6) 0.75032 1
Rahbaran Foolad (S3) 0.60483 2
Tara (S7) 0.59420 3
Kahroba (S1) 0.54740 4
Barghara (S2) 0.43984 5
Alitajhiz (S4) 0.30789 6
Mattex (S8) 0.30240 7
Veghar Kavir (S5) 0.20389 8
5.2.4 Satisfaction rate
The FDHM is applied in Mobarakeh Steel Company (MSC) for evaluation of ball-
bring suppliers with a specific environment. Also experts have been asked to evaluate
the same suppliers in the same DM environment. The rankings produced by FDHM and
experts is presented in table(5.8). The experts rank the suppliers through a group decision
making. Therefore, the produced ranking is aggregated of all experts’ judgments.
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Table 5.8: Rank of suppliers by experts team and supplier evaluation methods
Rank Experts’ ranking FDHM’ ranking
1 Tadavom Sanaye (S6) Tadavom Sanaye (S6)
2 Rahbaran Foolad (S3) Rahbaran Foolad (S3)
3 Tara (S7) Tara (S7)
4 Kahroba (S1) Kahroba (S1)
5 Barghara (S2) Barghara (S2)
6 Alitajhiz (S4) Alitajhiz (S4)
7 Mattex (S8) Veghar Kavir (S5)
8 Veghar Kavir (S5) Mattex (S8)
The FDHM’ ranking and experts’ ranking are presented as a data set in table 5.9, to
analysis their Pearson Correlation Coefficient (CC) using SPSS.
Table 5.9: Rankings’ data set
Rank Experts’ ranking FDHM’ ranking
1 6 6
2 3 3
3 7 7
4 1 1
5 2 2
6 4 4
7 8 5
8 5 8
We investigate the relation between FDHM’ ranking and experts’ ranking through
their correlation coefficient. The FDHM method’ ranking with r− value = 1.000 has
very strong linear relation with experts’ ranking. The p-value for FHM is less than 0.01,
so the correlation is significant at the 0.01 level (Table 5.10).
Table 5.10: CC of FDHM’ ranking with experts’ ranking
Pearson CC (r-value) p-value Number of suppliers
1.000 0.0E0 8
The results shows that the produced ranking resulted by FDHM is equal to expert’s
ranking. Figure (5.4) illustrates the high CC between FDHM’ rankings and experts’ rank-
ing. The X axis is the experts’ ranking and the Y axis is the FDHM’ ranking.
Also the satisfaction rate is calculated in experiment 1, 2 and 3. The results shows
that the produced ranking resulted by FDHM is closed to expert’s ranking (Fig. 5.5).
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Figure 5.4: Correlation of FDHM’ ranking and experts’ ranking
Figure 5.5: Correlation of FDHM’ ranking and experts’ ranking
The ability of method to handle the evaluation and to produce a ranking in high
correlation coefficient with experts’ ranking, imply the satisfaction of method to address
supplier management. In this case, FDHM has achieved complete satisfaction of experts.
5.3 Efficiency of FDHM
The efficiency of FDHM is evaluated by comparing its performance with the best
static methods in different experiments.
FDHM has three strategies for evaluation of suppliers. According FAHPI and FTOP-
SISI, one of these strategies is selected for supplier evaluation(figure 4.1). The various
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decision makings in MSC are surveyed based on their environment. We select three of
them as the experiments. The environments of selected DMs can provide the three con-
sidered strategies. The experiments are as follow:
• Experiment 1, is the evaluation of fasteners’ suppliers. The environment of this
DM caused to choose FTOPSIS method as supplier evaluation method.
• Experiment 2, is the evaluation of Welding Wire-Electrodes (WWE)’ suppliers.
The environment of this DM caused to choose FAHP method as supplier evaluation
method.
• Experiment 3, is the evaluation of chains’ suppliers. The environment of this DM
caused to combine FTOPSIS nad FAHP methods for supplier evaluation.
We carry out these experiments corresponding to these strategies. We evaluate the
efficiency of FDHM through these experiments.
In each experiment we compare FDHM with two other SES decision making meth-
ods in the same environment and conditions. These methods are the only possible meth-
ods composing from candidate methods.(Refer section 3.2). The methods are:
i) Fuzzy Hybrid Method (FHM): This method is the static hybridization of FAHP and
FTOPSIS. The FAHP is used for weighting of criteria. The FTOPSIS is applied to
evaluate the suppliers.
ii) Fully FAHP Method(FFAHP): FAHP methods is applied for weighting of criteria as
well as evaluation of alternatives. This method frequently is employed for supplier
managements.(Refer section 2.3.4)
We compare the performance of FDHM with FHM and FFAHP to evaluate the effi-
ciency of FDHM. The comparison is from the aspects of accuracy and time complexity.
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The accuracy is the first priority to determine the efficiency of FDHM in supplier man-
agement as the managers insist on accuracy more than time complexity.
For evaluation of accuracy, the comparisons of rankings are based on expert’ ranking.
In each experiment we rank the suppliers using FDHM, FFAHP and FHM methods. Also
we ask 20 experts to evaluate and rank the suppliers in a group decision making. Then
we investigate the relation between the produced rankings thorough Pearson’ Correlation
Coefficient(CC). The method which generate a rank with higher CC to experts’ ranking
is more accurate than other methods.(Appendix F involves the complete CC results)
Time complexity is achieved by counting the number of comparisons. We calculate
the time complexity of methods in supplier evaluation part of methods.
In each experiment we calculate the time complexity of methods in same conditions.
In first stage of methods (weighting criteria), they have same number of comparison due
to they used the same method for weighting criteria (FAHP). Therefore, we calculate the
number of comparisons for the second stage (alternative evaluation).
5.3.1 Expriment1: using FTOPSIS for suppliers ranking
In this experiment we choose fasteners’ suppliers evaluation. The environment of
this DM is presented as:
• Re-ranking: 0.800
• Homogeny: 0.700
• Inconsistency: 0.700
• C-population: 18
• A-population: 20
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The suitable method for alternative evaluating is determined based on FIS’ results.
The experiment 1 provides a set of input as [0.8 0.7 0.7 18 20] to prepare the conditions to
select FTOPSIS for supplier evaluation. According the considered input, the FIS generate
the output as:
• FAHPI: 0.255
• FTOPSISI: 0.766
Figure 5.6 shows the rules which get involved in calculation of impacts through enter
the considered input.
Figure 5.6: The rules’ view of FIS with input[0.8 0.7 0.7 18 20]
According the designed fuzzy MFs, when the impact is less than 0.32, it belongs to
“very low” membership function and when the impact is greater than 0.68, it belongs to
“very high” membership function (Refer section 4.5).
Therefore, the FTOPSIS as proper evaluation method is determined based on the
following condition:
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If FAHP impact is very low or FTOPSIS impact is very high, then FTOPSIS method
should be selected for evaluation of alternative.
The FDHM employs FTOPSIS in stage of suppliers evaluation and ranking. Also
the rankings are produced by FHM and FFAHP as well as experts’ team. The results of
ranking is presented in table 5.11.
Table 5.11: Experiment 1, suppliers’ ranking
Rank Experts’ ranking FHM’ ranking FFAHP’ ranking FDHM’ ranking
1 S1 S1 S7 S1
2 S20 S20 S5 S20
3 S7 S7 S1 S7
4 S5 S5 S20 S5
5 S18 S15 S6 S15
6 S15 S18 S18 S18
7 S6 S6 S15 S6
8 S16 S16 S16 S16
9 S59 S9 S11 S9
10 S10 S4 S10 S4
11 S11 S11 S9 S11
12 S13 S10 S13 S10
13 S4 S13 S4 S13
14 S14 S14 S12 S14
15 S3 S3 S3 S3
16 S2 S2 S2 S2
17 S12 S12 S14 S12
18 S17 S17 S19 S17
19 S19 S19 S8 S19
20 S8 S8 S17 S8
The Pearson correlation coefficients (r-value), significance values (p-value), and the
number of cases with non-missing values (N) of the method’ rankings and experts’ rank-
ing is calculated and presented in table 5.12. The data is collected for 20 suppliers, so the
value of N is 20.
The result of correlation analysis in table 5.13 shows that the ranking produced by
FDHM method with r− value = .892 has very strong and linear relation with experts’
ranking. The p−value for FDHM is less than 0.01, so the correlation is significant at the
0.01 level.
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The ranking produced by FHM method with r− value = .892 has very strong and
linear relation with experts’ ranking. The p− value for FHM is less than 0.01, so the
correlation is significant at the 0.01 level.
The p-value for FHM is greater than 0.05, so we are not confident about the relation
between FHM’ ranking and expert’ ranking.
Table 5.12: Experiment 1, CC of methods’ rankings with experts’ ranking
method Pearson CC (r-value) p-value Number of suppliers
FDHM 0.892 0.000 20
FHM 0.892 0.000 20
FFAHP 0.265 0.259 20
Figure (5.7) illustrates the difference in correlation between various methods’ rank-
ings and experts’ ranking. The X axis is the experts’ ranking and the Y axis is the meth-
ods’ ranking. The FDHM and FHM have the same fit line.
The CC imply the accuracy of methods. So, FDHM and FHM have the same accu-
racy as well as the highest accuracy which caused by using same method for evaluation
of suppliers.
The Time Complexity (TC) of methods is calculated based on the number of com-
parisons. In this experiment, the FHM and FDHM have the same process as FTOPSIS
is selected by FIS for evaluation of suppliers. Therefor, FHM and FDHM have the same
TC. They have one comparison matrix with m rows and n columns as n is the number of
criteria and m is the number of suppliers. So, when the TCx is the TC of x method then:
TCFDHM = TCFHM = TCFTOPSIS = O(m ·n)
FFAHP has n comparison matrices corresponding to the number of criteria. In each
matrix, the number of comparisons is m ·m, therefore:
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Figure 5.7: Correlation of FDHM, FFAHP and FHM with experts’ DM
Table 5.13: Experiment 1, comparison of methods in accuracy and complexity
Accuracy Complexity
FDHM FFAHP FHM FDHM FFAHP FHM
0.892 0.265 0.892 O(m ·n) O(m2 ·n) O(m ·n)
TCFFAHP = TCFAHP = O
(
m2 ·n)
The accuracy and TC of methods in this experiment are presented in table 5.13.
In this experiment FDHM and FHM had the same efficiency and more than FFAHP.
5.3.2 Expriment2: using FAHP for suppliers ranking
We select a decision making in MSC which leads to choose FAHP for evaluation
of suppliers. The decision making is related to evaluation of Welding Wire-Electrodes
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(WWE) suppliers. The environment of this DM is presented as:
• Re-ranking: 0.200
• Homogeny: 0.180
• Inconsistency: 0.170
• C-population: 7
• A-population: 20
The suitable method for alternative evaluating is determined based on FIS’ results.
THis experiment provides a set of input as [0.2 0.18 0.17 7 20] to prepare the conditions
to select FAHP for supplier evaluation. According the considered input, the FIS generate
the output as:
• FAHPI: 0.806
• FTOPSISI: 0.258
Figure 5.8 shows the rules which get involved in calculation of impacts through enter
the considered input.
According the designed fuzzy MFs, when the impact is less than 0.32, it belongs
to “very low” membership function and when the impact is greater than 0.68, it belongs
to “very high” membership function (Refer section 4.5). Therefore, the FAHP as proper
evaluation method is determined based on the following condition:
If FAHP impact is very high and FTOPSIS is very low,then FAHP method should be
selected for evaluation of alternative.
The FDHM employs FAHP in stage of suppliers evaluation and ranking. Also the
rankings are produced by FHM and FFAHP as well as experts’ team. The results of
ranking is presented in table 5.14.
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Figure 5.8: The rules’ view of FIS with input[0.2 0.18 0.17 7 20]
Table 5.14: Experiment 2, suppliers’ ranking
Rank Experts’ ranking FHM’ ranking FFAHP’ ranking FDHM’ ranking
1 S3 S4 S3 S3
2 S2 S14 S2 S2
3 S4 S3 S4 S4
4 S14 S2 S14 S14
5 S8 S12 S8 S8
6 S20 S17 S20 S20
7 S19 S19 S19 S19
8 S12 S8 S12 S12
9 S5 S1 S5 S5
10 S9 S20 S9 S9
11 S1 S7 S1 S1
12 S17 S5 S18 S18
13 S18 S18 S17 S17
14 S15 S15 S15 S15
15 S13 S6 S13 S13
16 S16 S16 S16 S16
17 S6 S9 S6 S6
18 S7 S10 S7 S7
19 S11 S11 S11 S11
20 S10 S13 S10 S10
The Pearson correlation coefficients (r-value), significance values (p-value), and the
number of cases with non-missing values (N) of the method’ rankings and experts’ rank-
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ing is calculated and presented in table 5.15. The data is collected for 20 suppliers, so the
value of N is 20.
The result of correlation analysis in table 5.13 shows that the ranking produced by
FDHM method with r− value = .998 has very strong and linear relation with experts’
ranking. The p−value for FDHM is less than 0.01, so the correlation is significant at the
0.01 level.
The ranking produced by FFAHP method with r− value = .998 has very strong and
linear relation with experts’ ranking. The p− value for FFAHP is less than 0.01, so the
correlation is significant at the 0.01 level.
The ranking produced by FHM method with r− value = .456 has a linear relation
with experts’ ranking. The p− value for FHM is less than 0.05, so the correlation is
significant at the 0.05 level.
Table 5.15: Experiment 2, CC of methods’ rankings with experts’ ranking
method Pearson CC (r-value) p-value Number of suppliers
FDHM 0.998 0.000 20
FHM 0.456 0.043 20
FFAHP 0.998 0.259 20
Figure (5.9) illustrates the difference in correlation between various methods’ rank-
ings and experts’ ranking. The X axis is the experts’ ranking and the Y axis is the meth-
ods’ ranking. The FDHM and FFAHP have the same fit line.
The CC imply the accuracy of methods. So, FDHM and FFAHP have the same ac-
curacy as well as the highest accuracy which caused by using same method for evaluation
of suppliers.
In this experiment, the FFAHP and FDHM have the same process as FAHP is se-
lected by FIS for evaluation of suppliers. Therefor, FFAHP and FDHM have the same
TC. They have n comparison matrices corresponding to the number of criteria. In each
matrix, the number of comparisons is m ·m . So, when the TCx is the TC of x method and
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Figure 5.9: Correlation of FDHM, FFAHP and FHM with experts’ DM
m is the number of suppliers and n is the number of criteria then:
TCFDHM = TCFFAHP = TCFAHP = O
(
m2 ·n)
FHM has one comparison matrix with m rows and n columns as n is the number of
criteria and m is the number of suppliers. so:
TCFHM = TCFTOPSIS = O(m ·n)
The accuracy and TC of methods in this experiment are presented in table 5.16.
In this experiment FDHM and FFAHP have same efficiency and more than FHM.
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Table 5.16: Experiment 1, comparison of methods in accuracy and complexity
Accuracy Complexity
FDHM FFAHP FHM FDHM FFAHP FHM
0.998 0.998 0.456 O
(
m2 ·n) O(m2 ·n) O(m ·n)
5.3.3 Expriment3: using the combination of FAHP and FTOPSIS for suppliers
ranking
We select a decision making in MSC which leads to choose combination of FAHP
and FTOPSIS for evaluation of suppliers. The decision making is related to evaluation of
chains’ suppliers. The environment of this DM is presented as:
• Re-ranking: 0.500
• Homogeny: 0.500
• Inconsistency: 0.500
• C-population: 5
• A-population: 10
The suitable method for alternative evaluating is determined based on FIS’ results.
This experiment provides a set of input as [0.5 0.5 0.5 5 10] to prepare the conditions
to determine the combination method for supplier evaluation. According the considered
input, the FIS generate the output as:
• FAHPI: 0.
• FTOPSISI: 0.
Figure 5.10 shows the rules which get involved in calculation of impacts through
enter the considered input.
According the designed fuzzy MFs, when the impact is less than 0.32, it belongs
to “very low” membership function and when the impact is greater than 0.68, it belongs
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Figure 5.10: The rules’ view of FIS with input[0.5 0.5 0.5 5 10]
to “very high” membership function (Refer section 4.5). Therefore, the combination of
FTOPSIS and FAHP as proper evaluation method is determined based on the following
condition:
• If FAHP impact is very low or FTOPSIS impact is very high, then FTOPSIS method
should be selected for evaluation of alternative.
• If FAHP impact is very high and FTOPSIS is very low,then FAHP method should
be selected for evaluation of alternative.
• The remainder conditions are combination conditions.
The FDHM employs the combination of FAHP and FTOPSIS in stage of suppliers
evaluation and ranking. Under combination condition, the evaluation of alternatives is
doing by both AHP and TOPSIS methods. Accordingly, we get two separate set of al-
ternatives’ weights. Then we combine the obtained weights based on methods’ impacts
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(section 4.6). Also the rankings are produced by FHM and FFAHP as well as experts’
team. The results of ranking is presented in table 5.17.
Table 5.17: Experiment 2, suppliers’ ranking
Rank Experts’ ranking FHM’ ranking FFAHP’ ranking FDHM’ ranking
1 S2 S7 S2 S2
2 S6 S2 S6 S6
3 S7 S6 S3 S7
4 S3 S1 S7 S3
5 S1 S3 S4 S4
6 S4 S4 S1 S1
7 S10 S10 S10 S10
8 S9 S5 S9 S9
9 S5 S9 S5 S5
10 S8 S8 S8 S8
Table 5.18 displays Pearson correlation coefficients (r-value), significance values (p-
value), and the number of cases with non-missing values (N) for correlation between
methods’ rankings and experts’ ranking. The data is collected for 10 suppliers, so the
value of N is 10.
The result of correlation analysis in table 5.3 shows that the ranking produced by
FDHM method with r− value = .891 has very strong and linear relation with experts’
ranking. The p-value for AHP is less than 0.01, so the correlation is significant at the 0.01
level.
For FHM p− value = 0.138, which is greater than 0.05. So, we are not confident
that there is a correlation between FHM method’ ranking and experts’ ranking.
The FFAHP method’ ranking with r− value = .697 has linear relation with experts’
ranking. The p-value for FHM is less than 0.05, so the correlation is significant at the
0.05 level.
Table 5.18: CC of methods’ rankings with experts’ ranking
method Pearson CC (r-value) p-value Number of cases
FDHM 0.891 0.001 10
FHM 0.503 0.138 10
FFAHP 0.697 0.025 10
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The results shows that the produced ranking resulted by FDHM is closer than other
methods’ rankings to expert’s ranking. Also, the FFAHP produced the second best rank-
ing.
Figure 5.11: Correlation of FDHM, FFAHP and FHM with experts’ DM
Figure (5.11) illustrates the difference in correlation between various methods’ rank-
ings and experts’ ranking. The X axis is the experts’ ranking and the Y axis is the meth-
ods’ ranking. The FDHM has the better results to correlate with expert’ ranking.
The CC imply the accuracy of methods. So, FDHM has the highest accuracy which
caused by using combination method.
In this experiment, FDHM is the combination of FAHP and FTOPSIS. These meth-
ods are not combined together in form of nested. Therefore, we do not use the multiply
operation to calculate the combination strategy’ TC. We use the summation operator to
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Table 5.19: Experiment 1, comparison of methods in accuracy and complexity
Accuracy Complexity
FDHM FFAHP FHM FDHM FFAHP FHM
0.891 0.697 0.503 O
(
m2 ·n) O(m2 ·n) O(m ·n)
aggregate the methods’ TCs. So, when the TCx is the TC of x method and m is the number
of suppliers and n is the number of criteria then:
TCFDHM = TCFAHP+TCFTOPSIS = O
(
m2 ·n)+O(m ·n) = O
= O
(
m2 ·n)+O(m ·n) = O
= O
(
m2 ·n)
The FFAHP has n comparison matrices corresponding to the number of criteria. In
each matrix, the number of comparisons is m ·m, so:
TCFFAHP = TCFAHP = O
(
m2 ·n)
FHM has one comparison matrix with m rows and n columns as n is the number of
criteria and m is the number of suppliers, so:
TCFHM = TCFTOPSIS = O(m ·n)
The accuracy and TC of methods in this experiment are presented in table 5.19.
In this experiment FDHM has the higher efficiency than both FHM and FFAHP.
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5.4 Summary
The various experiments for supplier management in Mobarakeh steel company is
carried out. The experiments are in different DM environments. In each experiment, the
rankings of method has compared with the rankings of current methods and statistical
method based on the experts’ opinion. The results are compared in terms of accuracy and
time complexity. The method is more accurate and less complex in two experiments and
it is more accurate and a bit more complex in one experiment. The overall performance
of methods are presented in table 5.20.
Table 5.20: Performance of methods in accuracy and time complexity
Efficiency Factor Accuracy Time complexity
method FDHM FFAHP FHM FDHM FFAHP FHM
Experiment 1 0.892 0.265 0.892 O(m ·n) O(m2 ·n) O(m ·n)
Experiment 2 0.998 0.998 0.456 O
(
m2 ·n) O(m2 ·n) O(m ·n)
Experiment 3 0.891 0.697 0.503 O
(
m2 ·n) O(m2 ·n) O(m ·n)
Average 0.927 0.653 0.617 O
(
3√m5 ·n3
)
O
(
m2 ·n) O(m ·n)
The results show that the accuracy of FDHM is more that other methods and the
overall TC of FDHM is less than FFAHP and more than FHM. The accuracy is the first
priority for mangers in using DSSs. Therefore, the FDHM is more efficient that other
methods to use for supplier selection.
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CHAPTER 6
CONCLUSION
6.1 Introduction
Supplier management is a DM problem in industrial management. It has a high
influence on the overall efficiency of supply chain management. In supplier management,
always more than one criterion should be considered and the situation of suppliers and
DM is determined before decision. Therefore, it is a Multi-Attribiute Decision Making
(MADM).
Decision makers who involve managers and experts insist on implementation of their
opinion in DM method. The DM methods need to get information from experts so, they
are dealing with uncertain information. The DMs are also complicated by the environ-
ment changes. Therefore, we considered three aspects to deal with DM about supplier
management as multiple criteria, uncertainty and environment changes. The current SES
methods do not address all these difficulties.
Most of MADMs have the same difficulties as supplier management. The designed
decision method for supplier management is applicable to them.
6.2 Summary of dissertation
Based on existing methods of supplier management and the scope of research, the
hybridization of AIBM and MCDM methods is determined as suitable methods to address
SES.
The 207 ISI-indexed articles related to AIBM are selected and reviewed to identify
suitable AI techniques and MCDM methods for SES. They involved 88 articles in FTs,
75 articles in EAs, 24 articles in ANNs, 11 articles in CBR and 9 articles in ES. The
138
articles are analyzed in terms of year, citation, journal, author, applied AI techniques,
how AI technique address MCDM, applied MCDM technique, hybridization type of AI
and MCDM methods, application and conducted operations .
Since this study focus on FMCDM, the development of FMCDM is studied. The
142 ISI-indexed articles related to FMCDM are selected and reviewed. The articles are
analyzed in terms of year, citation, journal, author, country ,applied fuzzy techniques,
applied MCDM technique, application and conducted operations.
The environment of DM is defined and its elements are determined. The performance
of candidate methods for supplier management (FAHP and FTOPSIS) are analyzed in
different environments.
A fuzzy dynamic hybrid decision making method for Multi-Attribute Decision Mak-
ings(MADMs) specially supplier management is proposed.
The FDHM is used for managers in MSC in form of a research project (Appendix
G). The various experiments for supplier management in Mobarakeh steel company is
carried out to evaluate the satisfaction rate and efficiency of method. The experiments are
in different DM environments. In each experiment, the rankings of method has compared
with the rankings of current static method based on the experts’ opinion. The results are
compared in terms of accuracy and time complexity.
6.3 Summary of conducting operations, techniques and methods
Generally we can list the conducting operations, techniques and methods of this
work as below:
1. Determination of the SES’ views and the methods which carry out SES in those
views.
2. Identification and classification the methods of applying AI techniques in MCDM.
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3. Identification of the types of hybridization AI techniques and MCDM methods.
4. Identification of operations required to address supplier management.
5. Identification of candidate AI technique which is more suitable than other AI tech-
nique to address supplier management.
6. Identification and classification of fuzzy techniques applying in FMCDM.
7. Identification of candidate MCDM methods which are more suitable than other
MCDM methods to address supplier management.
8. Identification of suitable hybridization type to hybrid the candidate methods for
dealing with supplier management.
9. Definition of DM environment and related elements.
10. Identification of limitations of candidate methods in different environments.
11. proposing a Fuzzy Dynamic Hybrid MCDM method (FDHM) for supplier manage-
ment.
12. Optimizing FDHM through implementing three strategies as dynamization based
on DM environment, hybridization and DM fuzzification.
13. Definition of a new scale to fuzzify the linguistic variables of managers in supplier
management.
14. Definition of fuzzy membership functions to diffuzzify the fuzzy values.
15. Design and Develop a Fuzzy Inference System (FIS) to determine the Alternative
Evaluation Method.
16. Definition of numbers and intervals of membership functions for environment ele-
ments and method impacts.
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17. Definition of a set of rules for FIS to inference the impacts numbers.
18. definition of a method for combination of FAHP and FTOPSIS rankings.
19. Determination of satisfaction rate in decision method.
20. Determination of accuracy in decision method.
21. Determination of time complexity in decision method.
22. Evaluation of FDHM .
6.4 Contributions
The main contributions of this work are:
1. Identify the candidate AI, MCDM and hybridization method to address supplier
management.
2. Define the decision making environment and related elements.
3. Develop a Fuzzy Dynamic Hybrid MCDM method (FDHM) for supplier manage-
ment.
4. Define a new scale to fuzzify the linguistic variables of managers in supplier man-
agement.
5. Design and Develop a Fuzzy Inference System (FIS) to determine the Alternative
Evaluation Method.
6. Define a standard evaluation method for evaluation of decision making methods.
6.5 Interpretations of Results and Insights
The results of research are distributed between all chapters. In this section we sum-
marize and interpret the results. We give our own insights regarding the obtained results.
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6.5.1 Candidate AI based methods for supplier management
According to the scope of this research the hybrid methods with integration of LWM
and AIBM are the best options to address SES. The multiple criteria view, highlights the
MCDM methods among LWMs. The uncertainly highlights the AIBM methods. So, The
methods of applying all AI techniques in MCDM are analyzed. The operations conduct-
ing by AI techniques in MCDM involve:
• Prediction
• Ranking
• Scheduling
• Selection
• Evaluation
• Optimization
• Assessment
• Allocation
• Comparison
• Planning
• Designing
• Classification
• Modeling
The suitability of a method is determined based on the matching the operations of
DM and method. It is found that the supplier management operations are Evaluation,
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Ranking and Selection (ERS). The proper technique is the determined based on the ad-
dressing these operations.
The methods of applying EA in MCDM are classified to three groups:
1. The EAs is employed to solve MCDM problems. Multi-criterion quantum pro-
gramming, Immune co-evolutionary algorithm are examples of these EAs.
2. The MCDM methods are applied to optimize EAs. In this group, the MCDM meth-
ods integrate with EAs to improve their performance in several steps. The MCDM
methods are used to i) calculate fitness value or fitness function, ii) compare and
evaluate individuals of population and change multiple criteria into one fitness value
and iii) classify the chromosomes in population.
3. The EA and MCDM method address the DM in separate steps, such as i) the method
uses MCDM methods before EA, to select one objective among multiple objectives.
Therefore, the problem changes from multi objective optimization to single objec-
tive optimization and the GA solves new single objective optimization problem. ii)
The method uses MCDM methods after EA, to select best solution among optimal
solutions. These methods normally used Prato-optimal method.
The most combinations of EAs and MCDM are belong to "group 1". Also, "Prato-
optimal" and "NSGA" are usual evolutionary techniques applying in MCDM. The ELEC-
TREE and PROMOTEE as MCDM methods have more potential to collaborate with EAs.
Often, the operations which is addresses by EA are optimization, planing, scheduling and
modeling. So, EA is not a proper technique for supplier management.
The ANNs are directly applicable for some problems like prediction, pattern classi-
fication, associative memories optimization, vector quantization and control applications.
The ANNs are suitable techniques for decision makings with incomplete and uncertain
143
information. In this kind of DMs, NN has ability to complete the data using prediction
and deal with uncertainty as well. There are four methods for applying ANNs in MCDMs:
1. Using ANN to solve MCDM problems. Here, the FFNN and MLP are more appli-
cable than BPNN.
2. Use ANN to prepare a complete data set. This method is suitable for the DM prob-
lems with incomplete information and high level of inconsistency. In this method
ANN is used to capture and represent decision maker’s preferences. The ANNs get
an example of preferences and then determine other preferences for decision mak-
ing. The extension of this method is integration of ANN with MCDM methods.
The ANN is used for representation of experts’ knowledge and MCDM methods
for evaluation of alternatives.
3. The Output of ANN technique considers as a criteria in decision making problem
and MCDM methods apply to evaluate alternatives. In this group there are different
integration of ANN and MCDM methods such as BPNN and TOPSIS.
4. Using MCDM techniques for evaluation and selection of the best ANN technique
for a special application.
The usual method of applying ANN in MCDM is belong to "group 3" where the out-
put of ANN technique considers as the criteria in decision making problem and MCDM
methods apply to solve problem.
In supplier management the information of suppliers are complete and we do not
need to represent experts’ opinion. Often, the decision making with operations of design-
ing, prediction, optimization and classification are carried out by ANN.
The CBR as an AI technique is suitable for decision makings with the similar de-
cision making cases. The extension of this method is integration of CBR with MCDM
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methods such AHP to speed in the process of case matching and increase the accuracy.
CBR technique is suitable for decision makings which they have similar decision cases.
I supplier management the DMs are totally different from each other. Therefore, CBR is
not a proper technique for supplier management.
Expert system is applied to use its knowledge base to keep expert’s knowledge and
MCDM rules. Also its inference engine is used for rational and making decision like
human inferences. expert system is proper for DMs with the static criteria and environ-
ment. Therefore, considering the environment change it is not applicable for supplier
management.
The supplier management operations are Evaluation, Ranking and Selection (ERS).
Based on the abilities of the AI techniques and SES requirements the FTs are the can-
didate AI techniques for supplier management. The correlate differences between AI
techniques and ERS shows that the conducting ERS in FTs’ articles has a strongest linear
relation with the number of articles in FTs. Also, uncertainty is One of the important
factors which is addressed by FTs.
The differing FTs such as alpha-cut, Intuitionistic fuzzy sets, TFN, TPFN and 2-type
fuzzy sets have been applied for MCDMs. Since defuzzification of linguistic variables
for input of MCDM methods is an important issue in MCDM. TFN uses three numbers
and TPFN uses four numbers to fuzzify linguistic variable. Therefor, using TPFN in
MCDM with various criteria, decision makers and alternatives causes to high range of
computations. TFN is faster than TPFN as well as it has higher CC with ERS.
We identify the Fuzzy AHP and TOPSIS method as candidate methods for SES. The
most suitable AI and MCDM methods which can fulfill the SES requirements are FTs,
AHP and TOPSIS methods. The best hybridization type of FTs with AHP and TOPSIS
is integration of FTs with AHP and TOPSIS.
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6.5.2 FIS rules and MFs
The performance of candidate decision methods are effected by the environment
changes. For different environments the suitable decision method is employed. The ac-
curacy of a decision making method is depended to work based on the DM situations.
FAHP and FTOPSIS do not working well in all situations. Therefore, individually
using of FAHP and FTOPSIS reduces the accuracy. Integrating these methods caused to
switch between methods when in a specific situation one of them has limitation.
The FIS is developed to determine the evaluation method. The situation of envi-
ronment is the input of the FIS. The environment situation is presented by five elements.
The different fuzzy MFs is defined to measure the different elements. The FAHPI and
FTOPSISI also are measured by fuzzy MFs. The reasons to defined the different MFs for
inputs/outputs are as below:
Inconsistency, homogenous and re-ranking are pure fuzzy inputs which are evalu-
ated completely based on experts’ opinion and through fuzzy variables. Therefore, we
select Gaussian membership functions to obtain accuracy in defuzziffication values of
these situations. A-population and C-population are fuzzy inputs which are evaluated
based on experts’ opinion and their numerical values. A-Population is number of alterna-
tive and C-population is number criteria which experts’ opinions are used to define their
membership functions. Therefore, three trapezoidal membership functions are defined
for A-populationas situation.
The FIS rules are designed according the attributes of methods in different condi-
tions. The DM environments’ elements are the facts in FIS which are changeable in
different DMs. However, the determined rules are constant for any environments and
conditions.
These rules determines the mechanism of environment’ effectiveness on methods’
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impact. When the FIS receives the inputs, the inputs fill the "if" parts of rules and the
"then" parts be aggregated and defuzzified to obtain the final FAHPI and FTOPSISI.
The performance of rules to generate output is presented thorough the surface view
of rules as:
• Increasing homogeny and re-ranking in DM causes to increase the FTOPSIS im-
pact.
• Increasing homogeny and inconsistency in DM causes to increase the FTOPSIS
impact.
• Increasing re-ranking and inconsistency in DM causes to increase the FTOPSIS
impact.
• Decreasing homogeny and re-ranking in DM causes to decrease the FAHP impact.
• Decreasing homogeny and inconsistency in DM causes to decrease the FAHP im-
pact.
• Decreasing re-ranking and inconsistency in DM causes to decrease the FAHP im-
pact.
The results confirmed the compliance of rules and attributes of methods. the FIS fulfills
the expectations about selection the proper method according the environment.
6.5.3 Evaluation results
We investigate the relation between FDHM’ ranking and experts’ ranking through
the calculation of their correlation coefficient. The reason to use experts for evaluation
is that the best decision making method is the closer one to experts’ decision analysis.
Therefore, the satisfaction of experts from a decision making method is a guaranty for
that.
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The FDHM method’ ranking has very strong linear relation with experts’ ranking.
The results showed that the produced ranking resulted by FDHM is equal to expert’s
ranking. The ability of method to handle the evaluation and to produce a ranking in high
correlation coefficient with experts’ ranking, implied the satisfactorily of method to ad-
dress supplier management. In this case, FDHM has achieved to the complete satisfaction
of experts.
In experiment 1, The FDHM and FHM have the same accuracy and TC. They have
the highest accuracy which caused by using same method for evaluation of suppliers. In
this experiment the FTOPSIS is selected by FIS for evaluation of suppliers. Therefor,
FHM and FDHM have the same efficiency and more than FFAHP.
In experiment 2, The FDHM and FFAHP have the same accuracy and TC which is
caused by the using the same method(FAHP) for evaluation of suppliers. Their accuracy
is much more than the FHM and their TC is higher than FHM. However, they are more
efficient than FHM since, the accuracy has a higher priority to evaluate effiency of a DM
method.
In experiment 3, The accuracy of FDHM is higher than FHM and FFAHP. The reason
to get this result is the combination of FAHP and FTOPSIS rankings with regard to their
impact factors. The TC of FDHM in this experiment is equal to FFAHP and it has the
higher TC in compare with FHM.
The method is more accurate and less complex in two experiments and it is more
accurate and a bit more complex in one experiment. In general, the TC of FHM is lower
than FDHM. However the accuracy of FDHM is higher than FHM. The TC of FFAHP is
higher than FDHM and its accuracy is lower than FDHM. Therefore, in terms of accuracy
the FDHM is the first method and in terms of TC, the FHM is the first method and FDHM
is the second method. Considering that the managers insist on accuracy of a DM more
than its TC. Therefore, the FDHM can meet their expectations.
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6.6 Limitation of work
This study overcomes the limitation of FAHP and FTOPSIS using switching between
methods. When in a situation FAHP is not able to produce answer then the method choose
FTOPSIS to continue the evaluation of suppliers. However, their problem in aforemen-
tioned cases still are remained. FAHP has limitation with large number of alternatives
and criteria. This method can not deal with adding alternative and criteria and re-ranking.
Also when the inconsistency is high and we reach to a high inconsistency ratio then the
FAHP completely is failed.
When the alternatives are specialist the FTOPSIS is not able to produce ranking. We
have proved this limitation using an experiment in chapter 3. Also when there are a few
number of alternatives and criteria, this method does not produced accurate result.
The aforementioned limitations of methods are discussed during chapter 3 and 5.
This study proposed a method just to escape this limitations. However, the future work
can solve these problems by other techniques.
We had limitation to evaluate method in a DM with a high number of criteria and
suppliers. Because the human had been asked to carry out the same job as FDHM. The
experts are not able to evaluate a large number of suppliers.
6.7 Recommendations for Future works
The future work would be involved the MODMs. The method has potential to extend
for all DMs. In this case, the environment of MODMs and the manner of various MODM
methods will be studied. The the environment’ elements can be extended. Accordingly,
the new rules with regard to the attributes of all MODM methods will be designed. This
can be performed by analyzing their limitations and applications in different situations of
environment.
Also, the future work can solve the limitations of FAHP and FTOPSIS methods may
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using mathematical or intelligence methods.
6.8 Conclusion remarks
The supplier management problem is an industrial management issue and has a high
influence on the overall efficiency of supply chain management. Various purchases have
to carried out in a company. This leads to a dynamic environment with different situations.
Therefore, an efficient evaluation method is necessary to improve supplier management.
We analyzed the intelligent MCDM methods. The results show that the integration
of AHP and TOPSIS under fuzzy environment is proper for supplier management.
We proposed a dynamic method to evaluate the suppliers, by developing a FIS to deal
with the dynamic changes of the decision environment. We fuzzyfied AHP and TOPSIS
methods to deal with the uncertain data and environment.
The proposed method has significantly increased the efficiency of the decision mak-
ing process. The FAHP method has a good performance for weighting of large or small
number of criteria. The FIS works as a controller to find a proper way to continue the
evaluation. When FIS selects the FTOPSIS method for supplier evaluation, TOPSIS does
not construct pairwise comparison matrices as performed in Fuzzy AHP that saves pro-
cessing time. When FTOPSIS is unable to create accurate results, FIS selects FAHP for
supplier evaluation that increase accuracy. Sometimes FIS recommends the combination
of FAHP and FTOPSIS results which does not minimize the time but maximizes the accu-
racy of evaluation. Additionally, it is shown that considering decision making situations
makes the evaluation and selection more effective.
The proposed method can also be used for other discrete DMs. The proposed FIS
can be developed for continuous DM problems. This can be performed by analyzing other
MCDM methods, their limitations and applications in a broader defined environment.
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Appendix D 
Correlations of methods, operations and applications in IMCDM 
a) Correlations of MCDM methods and SES operations
CORRELATIONS 
  /VARIABLES=ELECTRE PROMETHEE ANP AHP VIKOR DEMATEL TOPSIS SESpapers 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 01-FEB-2014 14:04:04 
Comments 
Input Active Dataset DataSet2 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working Data 
File 
12 
Missing Value Handling Definition of Missing User-defined missing values 
are treated as missing. 
Cases Used Statistics for each pair of 
variables are based on all the 
cases with valid data for that 
pair. 
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Syntax CORRELATIONS 
  /VARIABLES=ELECTRE 
PROMETHEE ANP AHP 
VIKOR DEMATEL TOPSIS 
SESpapers 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.05 
Elapsed Time 00:00:01.15 
 
 
[DataSet2]  
 
Correlations 
 ELECTRE PROMETHEE ANP AHP VIKOR 
ELECTRE Pearson 
Correlation 
1 -.091 -.091 .107 .a 
Sig. (2-tailed)  .779 .779 .742 . 
N 12 12 12 12 12 
PROMETHEE Pearson 
Correlation 
-.091 1 -.091 .426 .a 
Sig. (2-tailed) .779  .779 .167 . 
N 12 12 12 12 12 
ANP Pearson 
Correlation 
-.091 -.091 1 -.213 .a 
Sig. (2-tailed) .779 .779  .506 . 
201 
 
N 12 12 12 12 12 
AHP Pearson 
Correlation 
.107 .426 -.213 1 .a 
Sig. (2-tailed) .742 .167 .506  . 
N 12 12 12 12 12 
VIKOR Pearson 
Correlation 
.a .a .a .a .a 
Sig. (2-tailed) . . . .  
N 12 12 12 12 12 
DEMATEL Pearson 
Correlation 
.a .a .a .a .a 
Sig. (2-tailed) . . . . . 
N 12 12 12 12 12 
TOPSIS Pearson 
Correlation 
-.127 .380 -.127 .891** .a 
Sig. (2-tailed) .695 .223 .695 .000 . 
N 12 12 12 12 12 
SESpapers Pearson 
Correlation 
.062 .311 .062 .925** .a 
Sig. (2-tailed) .848 .325 .848 .000 . 
N 12 12 12 12 12 
 
Correlations 
 DEMATEL TOPSIS SESpapers 
ELECTRE Pearson Correlation .a -.127 .062 
Sig. (2-tailed) . .695 .848 
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N 12 12 12 
PROMETHEE Pearson Correlation .a .380 .311 
Sig. (2-tailed) . .223 .325 
N 12 12 12 
ANP considered Pearson Correlation .a -.127 .062 
Sig. (2-tailed) . .695 .848 
N 12 12 12 
AHP Pearson Correlation .a .891** .925** 
Sig. (2-tailed) . .000 .000 
N 12 12 12 
VIKOR Pearson Correlation .a .a .a 
Sig. (2-tailed) . . . 
N 12 12 12 
DEMATEL Pearson Correlation .a .a .a 
Sig. (2-tailed)  . . 
N 12 12 12 
TOPSIS Pearson Correlation .a 1 .819** 
Sig. (2-tailed) .  .001 
N 12 12 12 
SESpapers Pearson Correlation .a .819** 1 
Sig. (2-tailed) . .001  
N 12 12 12 
 
**. Correlation is significant at the 0.01 level (2-tailed). 
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GRAPH 
  /SCATTERPLOT(OVERLAY)=SESpapers SESpapers SESpapers SESpapers SESpapers 
SESpapers SESpapers WITH ELECTRE PROMETHEE ANP AHP VIKOR DEMATEL TOPSIS 
(PAIR) 
  /MISSING=LISTWISE. 
 
Graph 
Notes 
Output Created 01-FEB-2014 14:05:39 
Comments  
Input Active Dataset DataSet2 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working Data 
File 
12 
Syntax GRAPH 
  
/SCATTERPLOT(OVERLAY)=SESpap
ers SESpapers SESpapers SESpapers 
SESpapers SESpapers SESpapers 
WITH ELECTRE PROMETHEE ANP 
AHP VIKOR DEMATEL TOPSIS (PAIR) 
  /MISSING=LISTWISE. 
Resources Processor Time 00:00:00.41 
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Elapsed Time 00:00:03.25 
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 b) Correlations of Fuzzy techniques and SES operations 
 
CORRELATIONS 
  /VARIABLES=FT ERS.FT 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 24-JAN-2014 14:25:09 
Comments  
Input Active Dataset DataSet0 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working Data 
File 
12 
Missing Value Handling Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables are 
based on all the cases with valid data 
for that pair. 
Syntax CORRELATIONS 
  /VARIABLES=FT ERS.FT 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.02 
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Elapsed Time 00:00:00.06 
Correlations 
 FT ERS.FT 
FT Pearson Correlation 1 .976** 
Sig. (2-tailed)  .000 
N 12 12 
ERS.FT Pearson Correlation .976** 1 
Sig. (2-tailed) .000  
N 12 12 
 
**. Correlation is significant at the 0.01 level (2-tailed). 
 
GRAPH 
  /SCATTERPLOT(BIVAR)=ERS.FT WITH FT 
  /MISSING=LISTWISE. 
 
Graph 
Notes 
Output Created 24-JAN-2014 14:25:36 
Comments  
Input Active Dataset DataSet0 
Filter <none> 
Weight <none> 
Split File <none> 
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N of Rows in Working Data 
File 
12 
Syntax GRAPH 
  /SCATTERPLOT(BIVAR)=ERS.FT 
WITH FT 
  /MISSING=LISTWISE. 
Resources Processor Time 00:00:00.22 
Elapsed Time 00:00:00.36 
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c) Correlations of Expert systems and SES operations
CORRELATIONS 
  /VARIABLES=ES ERS.ES 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 27-JAN-2014 14:29:18 
Comments 
Input Data C:\Users\Adalleh\Desktop\scientom
etric\for statistic 
process\spss.ERS.sav 
Active Dataset DataSet1 
N of Rows in Working 
Data File 
12 
Missing Value 
Handling 
Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with 
valid data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=ES ERS.ES 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.03 
Elapsed Time 00:00:00.09 
Correlations 
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 ES 
ERS.E
S 
ES Pearson 
Correlation 
1 .922** 
Sig. (2-tailed)  .000 
N 12 12 
ERS.E
S 
Pearson 
Correlation 
.922** 1 
Sig. (2-tailed) .000  
N 12 12 
 
**. Correlation is significant at the 0.01 level (2-tailed). 
 
GRAPH 
  /SCATTERPLOT(BIVAR)=ES WITH ERS.ES 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 27-JAN-2014 14:29:48 
Comments  
Input Data C:\Users\Adalleh\Desktop\scientom
etric\for statistic 
process\spss.ERS.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
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Split File <none> 
N of Rows in Working 
Data File 
12 
Syntax GRAPH 
/SCATTERPLOT(BIVAR)=ES WITH 
ERS.ES 
/MISSING=LISTWISE. 
Resource
s 
Processor Time 00:00:00.22 
Elapsed Time 00:00:00.23 
 
 
 
 
 
211 
 
d) Correlations of Evolutionary Algorithm and SES operations 
CORRELATIONS 
  /VARIABLES=EA ERS.EA 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 24-JAN-2014 14:19:10 
Comments  
Input Active Dataset DataSet0 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
12 
Missing Value 
Handling 
Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with 
valid data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=EA ERS.EA 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.00 
Elapsed Time 00:00:00.01 
 
212 
 
Correlations 
 EA 
ERS.E
A 
EA Pearson 
Correlation 
1 .678* 
Sig. (2-tailed)  .015 
N 12 12 
ERS.
EA 
Pearson 
Correlation 
.678* 1 
Sig. (2-tailed) .015  
N 12 12 
 
*. Correlation is significant at the 0.05 level (2-tailed). 
 
GRAPH 
  /SCATTERPLOT(BIVAR)=ERS.EA WITH EA 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 24-JAN-2014 14:20:21 
Comments  
Input Active Dataset DataSet0 
Filter <none> 
Weight <none> 
Split File <none> 
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N of Rows in Working 
Data File 
12 
Syntax GRAPH 
/SCATTERPLOT(BIVAR)=ERS.EA 
WITH EA 
/MISSING=LISTWISE. 
Resource
s 
Processor Time 00:00:00.36 
Elapsed Time 00:00:08.36 
214 
e) Correlations of CBR and SES operations 
CORRELATIONS 
  /VARIABLES=CBR ERS.CBR 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 27-JAN-2014 14:32:21 
Comments  
Input Data C:\Users\Adalleh\Desktop\scientom
etric\for statistic 
process\spss.ERS.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
12 
Missing Value 
Handling 
Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with 
valid data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=CBR ERS.CBR 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.03 
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Elapsed Time 00:00:00.10 
Correlations 
CBR 
ERS.CB
R 
CBR Pearson 
Correlation 
1 .790** 
Sig. (2-tailed) .002 
N 12 12 
ERS.CB
R 
Pearson 
Correlation 
.790** 1 
Sig. (2-tailed) .002 
N 12 12 
**. Correlation is significant at the 0.01 level (2-tailed). 
GRAPH 
  /SCATTERPLOT(BIVAR)=CBR WITH ERS.CBR 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 27-JAN-2014 14:32:48 
Comments 
Input Data C:\Users\Adalleh\Desktop\scientomet
ric\for statistic process\spss.ERS.sav 
216 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
12 
Syntax GRAPH 
/SCATTERPLOT(BIVAR)=CBR WITH 
ERS.CBR 
/MISSING=LISTWISE. 
Resource
s 
Processor Time 00:00:00.22 
Elapsed Time 00:00:00.26 
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f) Correlations of ANN and SES operations
CORRELATIONS 
  /VARIABLES=ANN ERS.ANN 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 27-JAN-2014 14:24:25 
Comments 
Input Data C:\Users\Adalleh\Desktop\scientom
etric\for statistic 
process\spss.ERS.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
12 
Missing Value 
Handling 
Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with 
valid data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=ANN ERS.ANN 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
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Resources Processor Time 00:00:00.05 
Elapsed Time 00:00:00.48 
 
 
[DataSet1] C:\Users\Adalleh\Desktop\scientometric\for statistic 
process\spss.ERS.sav 
Correlations 
 ANN 
ERS.AN
N 
ANN Pearson 
Correlation 
1 .570 
Sig. (2-tailed)  .053 
N 12 12 
ERS.AN
N 
Pearson 
Correlation 
.570 1 
Sig. (2-tailed) .053  
N 12 12 
 
GRAPH 
  /SCATTERPLOT(BIVAR)=ANN WITH ERS.ANN 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 27-JAN-2014 14:25:43 
Comments  
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Input Data C:\Users\Adalleh\Desktop\scientometr
ic\for statistic process\spss.ERS.sav 
Active Dataset DataSet1 
N of Rows in Working Data 
File 
12 
Syntax GRAPH 
/SCATTERPLOT(BIVAR)=ANN WITH 
ERS.ANN 
/MISSING=LISTWISE. 
Resources Processor Time 00:00:00.87 
Elapsed Time 00:00:06.83 
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Appendix E   
Decision makers’ questionnaire 
This form is part of a thesis by Adeleh Asemi, Ph.D. student from the 
Department of Artificial Intelligence, Faculty of Computer Science and 
Information Technology, University of Malaya. The purpose of this 
questionnaire is to evaluate the suppliers of ball-bearing in Mobarake 
steel company. 
Your relevant experience and expertise is greatly valued and you are 
invited to participate in this survey. 
Your honesty and sincerity are highly required in attempting this 
questionnaire. Please give a response that you think is most appropriate 
to each question.  
Not. The questioner supposed to be completed in two sessions. In a first 
session, please complete the A and B part and in second session you will 
receive the C and D part.  
Questions about this study should be directed to Adeleh Asemi, 
Investigator, at: asemi@siswa.um.edu.my. Your contribution towards 
this survey is highly appreciated. 
Adeleh  Asemi 
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General Information 
1. Name of company:
2. Your position in company:
3. How your idea is important in this decision making:
a. Absolute [ ]      b. Very important [ ]       c. Important [ ]
d. Fairly important [ ]       e. Not important    [ ]
Part A, determination of criteria 
Note: Please look at the list of criteria provided in the bellow, then for 
each criterion, determine that whether you consider it for your decision 
or no? Even if the consideration is very low, please answer yes. 
Product 
C1 (Ease of operation1):  Yes    [        ]          No   [        ] 
C2 (Impact on energy utilization):   Yes    [        ]      No   [        ] 
C3 (Ease of maintenance design):    Yes    [        ]           No   [        ] 
C4 (Amount of pre-purchase information): Yes    [        ]       No   [        ] 
C5 (Contribution to productivity): Yes    [        ]   No      [        ] 
C6 (Cost of service contract): Yes    [        ]  No      [        ] 
Availability 
C7 (Breadth of product line): Yes    [        ]       No      [        ] 
C8 (Geographic proximity):  Yes    [        ]       No      [        ] 
C9 (Vendor's image):  Yes    [        ]       No      [        ] 
C10 (Financial capacity):  Yes    [        ]       No      [        ] 
C11 (Quality Assurance):  Yes    [        ]       No      [        ] 
1 Swift, C. O. (1995). Preferences for single sourcing and supplier selection criteria. Journal 
of Business Research, 32(2), 105-111. 
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Dependability 
C12 (On time delivery):   Yes    [        ]       No      [        ] 
C13 (Technical abilities):   Yes    [        ]       No      [        ] 
C14 (Reliability of product):  Yes    [        ]       No      [        ] 
C15 (Service response time):  Yes    [        ]       No      [        ] 
 
Experience 
C16 (Preferences established by users): Yes    [        ]       No      [        ] 
C17 (Prior experience with vendors): Yes    [        ]       No      [        ] 
C18 (Reputation of suppliers):  Yes    [        ]       No      [        ] 
 
Price 
C19 (Price/performance):   Yes    [        ]       No      [        ] 
C20 (Low price):    Yes    [        ]       No      [        ] 
C21 (Total cost of product):   Yes    [        ]       No      [        ] 
 
C22. Others                          [                                                           ] 
Part B, environment 
The following elements have defined for the environment of decision 
making: 
 
Re-ranking: The alternatives are not fixed and even after ranking may 
need to enter new alternative and repeat evaluation and ranking of 
them. 
 
Inconsistency: The opinion of decision makers is different or because of 
any reason they don’t fill the questioners properly. 
 
Homogeny: Each supplier is not good only in special criteria (The 
suppliers are not specialist).  
 
A-Population: The number of suppliers. 
 
Please determine the probability of each element by putting the cross 
mark “X” in the place that you prefer. Or, tick the box which you prefer.  
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Re-ranking: 
a. Very high [  ]      b. High []       c. Medium [  ]
d. Low [  ]       e. Very low [  ]
Inconsistency: 
a. Very high [  ]      b. High []       c. Medium [  ]
d. Low [  ]       e. Very low [  ]
Homogeny: 
a. Very high [  ]      b. High []       c. Medium [  ]
d. Low [  ]       e. Very low [  ]
A-Population  
How many suppliers are willing to supply ball-bring? Please list their 
names and codes. 
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 Part C, comparison of criteria  
Based on your idea and other experts’ opinion in the previous session, the 
following table is designed to compare the effective criteria for ball-
bearing supplier selection.   
Note: 
If criterion on the left is more important than the one on the right, put a 
cross mark “X” to one of the cells, based on the importance level (column) 
that you prefer. 
 
 
 
 
Criteria Perfec
t 
Absolut
e 
Ver
y 
goo
d 
Fairl
y 
good 
Goo
d 
Preferabl
e 
No
t 
ba
d 
Weak 
advantag
e 
Equa
l 
 
Criteria 
 
Financial 
capacity 
         Quality 
Assuranc
e 
Financial 
capacity 
         On time 
delivery 
Financial 
capacity 
         Technica
l abilities 
Quality 
Assuranc
e 
         On time 
delivery 
Quality 
Assuranc
e 
         Technica
l abilities 
On time 
delivery 
         Technica
l abilities 
 
 
 
Criteria Perfec
t 
Absolut
e 
Ver
y 
goo
d 
Fairl
y 
good 
Goo
d 
Preferabl
e 
No
t 
ba
d 
Weak 
advantag
e 
Equa
l 
 
Criteria 
 
Quality 
Assuranc
e 
         Financial 
capacity 
On time 
delivery 
         Financial 
capacity 
Technica
l abilities 
         Financial 
capacity 
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On time 
delivery 
Quality 
Assuranc
e 
Technica
l abilities 
Quality 
Assuranc
e 
Technica
l abilities 
On time 
delivery 
Part D, comparison of alternatives 
This part is related to comparison of suppliers in each criterion.  
Please use the corresponding number to show the ability degree of 
alternatives in each criterion.  
Perfect Absolute Very good 
Fairly 
good Good Preferable 
Not 
bad 
Weak 
advantage 
Weak 
(Equal) 
Correspond 
number 
1 2 3 4 5 6 7 8 9 
No. Name of Suppliers 
Financial 
capacity 
Quality 
Assurance 
On time 
delivery 
Technical 
abilities 
1 Kahroba 
2 Barghara 
3 Rahbaran Foolad 
4 Alitajhiz 
5 Veghar Kavir 
6 Tadavom Sanaye 
7 Tara 
8 Mattex 
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Appendix F 
Correlation of models’ results and experts’ judgment 
a) Experiment 1
CORRELATIONS 
  /VARIABLES=FDHM FHM FFAHP Experts 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Correlations 
Notes 
Output Created 22-FEB-2014 14:50:38 
Comments 
Input Data C:\Users\Adalleh\Desktop\FHM\fhm.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working Data 
File 
20 
Missing Value Handling Definition of Missing User-defined missing values are treated 
as missing. 
Cases Used Statistics for each pair of variables are 
based on all the cases with valid data for 
that pair. 
Syntax CORRELATIONS 
  /VARIABLES=FDHM FHM FFAHP 
Experts 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.00 
Elapsed Time 00:00:00.03 
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Correlations 
FDHM FHM FFAHP Experts 
FDHM Pearson Correlation 1 1.000** .224 .892** 
Sig. (2-tailed) .000 .342 .000 
N 20 20 20 20 
FHM Pearson Correlation 1.000** 1 .224 .892** 
Sig. (2-tailed) .000 .342 .000 
N 20 20 20 20 
FFAHP Pearson Correlation .224 .224 1 .265 
Sig. (2-tailed) .342 .342 .259 
N 20 20 20 20 
Experts Pearson Correlation .892** .892** .265 1 
Sig. (2-tailed) .000 .000 .259 
N 20 20 20 20 
**. Correlation is significant at the 0.01 level (2-tailed). 
GRAPH 
  /SCATTERPLOT(OVERLAY)=Experts Experts Experts WITH FDHM FHM FFAHP 
(PAIR) 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 22-FEB-2014 14:50:52 
Comments 
Input Data C:\Users\Adalleh\Desktop\FHM\fhm.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
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N of Rows in Working Data 
File 
20 
Syntax GRAPH 
/SCATTERPLOT(OVERLAY)=Experts 
Experts Experts WITH FDHM FHM 
FFAHP (PAIR) 
  /MISSING=LISTWISE. 
Resources Processor Time 00:00:00.22 
Elapsed Time 00:00:00.31 
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b) Experiment 2
CORRELATIONS 
  /VARIABLES=FDHM FHM FFAHP Experts 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Correlations 
Notes 
Output Created 22-FEB-2014 14:37:46 
Comments 
Input Data C:\Users\Adalleh\Desktop\FFAHP\ff
ahp.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
20 
Missing Value Handling Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with valid 
data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=FDHM FHM FFAHP 
Experts 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.11 
Elapsed Time 00:00:00.12 
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Correlations 
FDHM FHM FFAHP 
Expert
s 
FDH
M 
Pearson 
Correlation 
1 .436 1.000** .998** 
Sig. (2-tailed) .055 .000 .000 
N 20 20 20 20 
FHM Pearson 
Correlation 
.436 1 .436 .456* 
Sig. (2-tailed) .055 .055 .043 
N 20 20 20 20 
FFAH
P 
Pearson 
Correlation 
1.000** .436 1 .998** 
Sig. (2-tailed) .000 .055 .000 
N 20 20 20 20 
Exper
ts 
Pearson 
Correlation 
.998** .456* .998** 1 
Sig. (2-tailed) .000 .043 .000 
N 20 20 20 20 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
GRAPH 
  /SCATTERPLOT(OVERLAY)=Experts Experts Experts WITH FDHM FHM 
FFAHP (PAIR) 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 22-FEB-2014 14:38:52 
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Comments 
Input Data C:\Users\Adalleh\Desktop\FFAHP\ff
ahp.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
20 
Syntax GRAPH 
/SCATTERPLOT(OVERLAY)=Expe
rts Experts Experts WITH FDHM 
FHM FFAHP (PAIR) 
/MISSING=LISTWISE. 
Resource
s 
Processor Time 00:00:00.94 
Elapsed Time 00:00:01.31 
232 
c) Experiment 3
CORRELATIONS 
  /VARIABLES=FDHM FHM FFAHP Experts 
  /PRINT=TWOTAIL NOSIG 
  /MISSING=PAIRWISE. 
Notes 
Output Created 19-FEB-2014 11:57:26 
Comments 
Input Data C:\Users\Adalleh\Desktop\combinat
ion.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
N of Rows in Working 
Data File 
10 
Missing Value Handling Definition of Missing User-defined missing values are 
treated as missing. 
Cases Used Statistics for each pair of variables 
are based on all the cases with valid 
data for that pair. 
Syntax CORRELATIONS 
/VARIABLES=FDHM FHM FFAHP 
Experts 
/PRINT=TWOTAIL NOSIG 
/MISSING=PAIRWISE. 
Resources Processor Time 00:00:00.08 
Elapsed Time 00:00:00.08 
Correlations 
FDHM FHM FFAHP 
Expert
s 
FDH
M 
Pearson 
Correlation 
1 .467 .806** .891** 
233 
Sig. (2-tailed) .174 .005 .001 
N 10 10 10 10 
FHM Pearson 
Correlation 
.467 1 .224 .503 
Sig. (2-tailed) .174 .533 .138 
N 10 10 10 10 
FFAH
P 
Pearson 
Correlation 
.806** .224 1 .697* 
Sig. (2-tailed) .005 .533 .025 
N 10 10 10 10 
Exper
ts 
Pearson 
Correlation 
.891** .503 .697* 1 
Sig. (2-tailed) .001 .138 .025 
N 10 10 10 10 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
GRAPH 
  /SCATTERPLOT(OVERLAY)=Experts Experts Experts WITH FDHM FHM 
FFAHP (PAIR) 
  /MISSING=LISTWISE. 
Graph 
Notes 
Output Created 19-FEB-2014 11:57:58 
Comments 
Input Data C:\Users\Adalleh\Desktop\combinati
on.sav 
Active Dataset DataSet1 
Filter <none> 
Weight <none> 
Split File <none> 
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N of Rows in Working 
Data File 
10 
Syntax GRAPH 
/SCATTERPLOT(OVERLAY)=Expe
rts Experts Experts WITH FDHM 
FHM FFAHP (PAIR) 
/MISSING=LISTWISE. 
Resource
s 
Processor Time 00:00:00.23 
Elapsed Time 00:00:00.24 
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 900-960-RPSAQ  ﻛﺪ ﻓﺮم :
2 ﺷﻤﺎره ﺑﺎزﻧﮕﺮي :
  ﻋﻨﻮان ﻃﺮح ﭘﮋوھﺸﻲ :
ﭘ ﯿﺎده  ﺳﺎزی  ﯾﮏ ﺳﯿ ﺴﺘﻢ ھﻮ ﺷﻤﻨﺪ ﭘ ﺸﺘﯿﺒﺎن 
 ﻨﻨﺪﮔﺎنﮐﺗﺼﻤﯿﻢ ﺟﮭﺖ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ 
 ﻋﻨﻮان ﻃﺮح ﺑﮫ زﺑﺎن اﻧﮕﻠﯿﺴﻲ :
sreilppus fo noitceles ot metsys troppus noisiced tnegilletni nA
دﮐﺘﺮﻋﺎﺻﻤﯽ 
 
ﻣﺴﺌﻮل ﻃﺮح ﭘﮋوھﺸﻲ:. 
 ﭘﮋوھﺸﻲ : ﺗﺎرﯾﺦ ﺗﺼﻮﯾﺐ ﻃﺮح
ﺳﺎل 1 ﭘﮋوھﺸـﻲ  : ﻣﺪت  اﺟﺮاء ﻃﺮح
  اﻋﺘﺒﺎر ﻃﺮح :
 632
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
01از  732ﺻﻔﺤﮫ  
ﻋﻨﻮان طﺮح ﭘﮋوھﺸﻲ :  -1
 ﺳﯿﺴﺘﻢ ھﻮﺷﻤﻨﺪ ﭘﺸﺘﯿﺒﺎن ﺗﺼﻤﯿﻢ ﺟﮭﺖ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪﮔﺎنﭘﯿﺎده ﺳﺎزی ﯾﮏ 
          دﮐﺘﺮ ﻋﺎﺻﻔﮫ ﻋﺎﺻﻤﯽ  ﻣﺴﺌﻮل طﺮح ﭘﮋوھﺸﻲ :   -2
 ﻣﺪﯾﺮ ﮔﺮوه  و ﻋﻀﻮ ھﯿﺎت ﻋﻠﻤﯽ داﻧﺸﮕﺎه اﺻﻔﮭﺎنﺳﻤﺖ ﻣﺴﺌﻮل طﺮح ﭘﮋوھﺸﻲ :  
      داﻧﺸﮕﺎه اﺻﻔﮭﺎنﻣﺤﻞ ﻛﺎر ﻣﺴﺌﻮل طﺮح:     
 5212397ﺗﻠﻔﻦ:  –داﻧﺸﮕﺎه اﺻﻔﮭﺎن آدرس و ﺗﻠﻔﻦ :  
ﻧﺎم ھﻤﻜﺎران اﺻﻠﻲ ﻣﺴﺌﻮل ﭘﮋوھﺸﻲ ﺑﺎ ذﻛﺮ ﺳﻤﺖ و ﻣﺤﻞ ﻛﺎر :  -3
 ﻋﺎدﻟﮫ ﻋﺎﺻﻤﯽ داﻧﺸﺠﻮی دﮐﺘﺮای ھﻮش ﻣﺼﻨﻮﻋﯽ داﻧﺸﮕﺎه ﻣﺎﻻﯾﺎ 
 ﻣﺎﻻﯾﺎ ﻋﻠﯽ ﻋﻠﯽ ﺑﯿﮕﯽ داﻧﺸﺠﻮی دﮐﺘﺮا ی ﺗﺠﺎرت اﻟﮑﺘﺮوﻧﯿﮏ داﻧﺸﮕﺎه
 ﻣﮭﻨﺪس ﻧﺮم اﻓﺰار –ﻣﺤﻤﺪ ﺣﺴﯿﻦ ھﻮﺷﻨﮕﯽ 
 ﻣﺸﺎور طﺮح: آﻗﺎی ﻣﮭﻨﺪس رﺳﻮل ﻏﻔﺎری )رﯾﯿﺲ ﺑﺮﻧﺎﻣﮫ رﯾﺰی و ﮐﻨﺘﺮل ﺳﺎﺧﺖ ﻗﻄﻌﺎت ﯾﺪﮐﯽ ﺷﺮﮐﺖ ﻓﻮﻻد ﻣﺒﺎرﮐﮫ (
 طﺮﺣﮭﺎي دﯾﮕﺮ ﭘﮋوھﺶ در دﺳﺖ اﺟﺮاء ﻣﺴﺌﻮل طﺮح) ﺑﺎ ذﻛﺮ ﻋﻨﻮان ﺷﺮح ، ﻣﯿﺰان اﻋﺘﺒﺎر و ﺗﺎرﯾﺦ ﭘﺎﯾﺎن طﺮح (  -4
ﻣﯿﺰان اﻋﺘﺒﺎر ﭼﮭﺎر ﻣﯿﻠﯿﻮن و ﭘﺎﻧﺼﺪ ھﺰارﺗﻮﻣﺎن و ﺗﺎرﯾﺦ اﺗﻤﺎم ﭘﺎﯾﺎن   -ﻓﻮﻻد ﻣﺒﺎرﮐﮫﻣﺘﺨﺼﺼﺒﻦ ﺷﺮﮐﺖ ﺳﻮاد اطﻼﻋﺎﺗﯽ و ﺗﻮﺳﻌﮫ طﺮح ﭘﮋوھﺸﯽ ﺳﻨﺠﺶ 
 ﻣﯽ ﺑﺎﺷﺪ. 09ﺷﮭﺮﯾﻮر 
 ﻛﻠﻤﮫ ﻧﻮﺷﺘﮫ ﺷﻮد(  001ﺧﻼﺻﮫ طﺮح ﭘﮋوھﺸﻲ )ﺣﺪاﻛﺜﺮ در  -5
اﯾﻦ ﺳﯿﺴﺘﻢ  ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﺑﺮای ارزﯾﺎﺑﯽ و اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪه ھﺎ ﻣﯽ ﺑﺎﺷﺪ.ﯾﺎر ﺑﺮای ﮐﻤﮏ ﺑﮫ ﻣﺪﯾﺮ در  ﺗﺼﻤﯿﻢ ﯿﺎده ﺳﺎزی ﯾﮏ ﺳﯿﺴﺘﻢ ھﻮﺷﻤﻨﺪدر اﯾﻦ طﺮح ھﺪف ﭘ
 در واﻗﻊ داﻧﺶ ﻣﺪﯾﺮ  در زﻣﯿﻨﮫ ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﺷﺒﯿﮫ ﺳﺎزی ﻣﯽ ﮐﻨﺪ وﻣﺎﻧﻨﺪ ﯾﮏ ﻣﺘﺨﺼﺺ اﺳﺘﻨﺘﺎج ﻣﯽ ﮐﻨﺪ.
ﺎﺷﺪ. اﯾﻦ ﺳﯿﺴﺘﻢ ﺧﺒﺮه ﺷﺎﻣﻞ ﯾﮏ ﻣﯽ ﺑ (ﺗﺼﻤﯿﻢ ﮔﯿﺮی ھﺎی ﭼﻨﺪ ﺷﺎﺧﺼﮫ ﻓﺎزی )اﯾﻦ ﺳﯿﺴﺘﻢ ھﻮﺷﻤﻨﺪ ﺷﺎﻣﻞ ﯾﮏ ﺳﯿﺴﺘﻢ ﺧﺒﺮه ﻓﺎزی ﺑﮭﻤﺮاه ﺗﮑﻨﯿﮏ ھﺎی ﻣﺪﯾﺮﯾﺖ
ﺴﺘﺠﻮ ، ﭘﺎﯾﮕﺎه داﻧﺶ وﯾﮏ ﻣﻮﺗﻮر ﺟﺴﺘﺠﻮﺳﺖ اﮔﺮ ﯾﮏ ﺳﻮال از ﺳﯿﺴﺘﻢ ﺧﺒﺮه ﭘﺮﺳﯿﺪه ﺷﻮد ﺳﯿﺴﺘﻢ ﺗﻼش ﺧﻮاھﺪ ﮐﺮد ﺑﺎ اﺳﺘﻔﺎده از ﻣﻨﻄﻖ واﮐﺘﺸﺎﻓﮭﺎی ﻣﻮﺗﻮر ﺟ
رد ﺗﺼﻤﯿﻢ را ﺳﻮال ﻣﯽ ﮐﻨﺪ و ﺷﺮاﯾﻂ و اطﻼﻋﺎت ﻣﻮرد ﺟﻮاب را از ﭘﺎﯾﮕﺎه داﻧﺶ ﭘﯿﺪا ﮐﻨﺪ . ﺑﮫ ﻋﻨﻮان ﻣﺜﺎل ﺳﯿﺴﺘﻢ در ﺗﻌﺎﻣﻠﯽ ﮐﮫ ﺑﺎ ﻣﺪﯾﺮدارد از او ﻣﺴﺌﻠﮫ ﯾﺎ ﻣﻮ
داﻧﺶ ﻗﺮار داده ﺷﺪه  ﻧﯿﺎز دﯾﮕﺮ در ﻣﻮرد اﯾﻦ ﻣﺴﺌﻠﮫ را ﻧﯿﺰ ﺳﻮال ﻣﯽ ﮐﻨﺪ ، ﺳﭙﺲ ﺑﺎ در ﻧﻈﺮ ﮔﺮﻓﺘﻦ داده ھﺎی ورودی وﻧﯿﺰ ﺗﮑﻨﯿﮏ ھﺎ و ﻗﻮاﻧﯿﻨﯽ ﮐﮫ ﻗﺒﻼ در ﭘﺎﯾﮕﺎه
 از ﻣﻮﺗﻮر اﺳﺘﻨﺘﺎج  ﺑﮫ ﻋﻨﻮان ﺧﺮوﺟﯽ ﺑﺎز ﻣﯽ ﮔﺮداﻧﺪ.، در ﭘﺎﯾﮕﺎه داﻧﺶ ﺟﺴﺘﺠﻮ ﻣﯽ ﮐﻨﺪ و ﺗﺼﻤﯿﻢ دﻗﯿﻖ و درﺳﺖ را ﺑﺎ اﺳﺘﻔﺎده 
طﺮح ﭘﮋوھﺸﻲ در ﻛﺪاﻣﯿﻚ از زﻣﯿﻨﮫ ھﺎي زﯾﺮ ﻧﻘﺶ دارد ؟ )ﻓﻘﻂ ﺑﮫ ﺗﻮﺿﯿﺢ ﻣﮭﻤﺘﺮﯾﻦ ﻧﻘﺶ ﺑﭙﺮازﯾﺪ(  -6
 اﻓﺰاﯾﺶ ﻛﯿﻔﯿﺖ ﻣﺤﺼﻮﻻت  -1
ﻛﺎھﺶ ھﺰﯾﻨﮫ ھﺎي ﺗﻮﻟﯿﺪ و ﻧﮭﺎﯾﺘﺎ ﻛﺎھﺶ ﻗﯿﻤﺖ ﺗﻤﺎم ﺷﺪه  -2
 اﻓﺰاﯾﺶ راﻧﺪﻣﺎن ﺗﻮﻟﯿﺪ  -3
 اﻓﺰاﯾﺶ داﻧﺶ ﻓﻨﻲ و ارﺗﻘﺎء ﺗﻜﻨﻮﻟﻮژي -4
 ده وﺑﺎﻻ ﺑﺮدن ارزش اﻓﺰ -5
 و ﭘﺸﺘﯿﺒﺎﻧﻲ ﺗﻮﻟﯿﺪ ﺑﮭﯿﻨﮫ ﺳﺎزي ﺳﯿﺴﺘﻤﮭﺎي ﺗﻮﻟﯿﺪ  -6
 ﻗﻄﻊ واردات و ﻛﺎھﺶ واﺑﺴﺘﮕﻲ  -7
 ﻛﺎھﺶ ﺿﺎﯾﻌﺎت و اﺳﺘﻔﺎده ﻣﺠﺪد از آﻧﮭﺎ  -8
 ﻛﺎھﺶ ﻣﺼﺮف ﻣﻮاد و اﻧﺮژي -9
 اﻧﺴﺎﻧﯽ ﺷﺎﻏﻞ در ﺷﺮﮐﺖاﻓﺰاﯾﺶ ﮐﺎرآﯾﯽ ﻧﯿﺮوی  -01
 ﺟﻮاﺑﮕﻮﺋﻲ ﺑﮫ ﻧﯿﺎز ﺑﺎزار  -11
ﻣﻮﺟﻮد و ﭘﺸﺘﯿﺒﺎﻧﻲ ﺗﻮﻟﯿﺪ  اﺳﺘﻔﺎده ﺑﮭﺘﺮ از اﻣﻜﺎﻧﺎت ﺗﻮﻟﯿﺪي -21
 ﺟﺎﯾﮕﺰﯾﻨﻲ ﻣﻮاد اوﻟﯿﮫ ﻣﻨﺎﺳﺒﺘﺮ  -31
اﯾﺠﺎد ﺳﺮﻣﺎﯾﮫ ﮔﺬاري ھﺎي ﺑﻨﯿﺎدي و ﺿﺮوري در ﻛﺸﻮر  -41
 ﻛﺎھﺶ آﻟﻮدﮔﻲ ﻣﺤﯿﻂ زﯾﺴﺖ  -51
ﺗﻜﻤﯿﻞ و ﯾﺎ اﻧﺠﺎم ﭘﺮوژه ھﺎي ﺗﺤﻘﯿﻘﺎﺗﻲ دﯾﮕﺮ  -61
 اﻓﺰاﯾﺶ اﯾﻤﻨﻲ ﻛﺎر  -71
 ﮫ ھﺎي ﺗﻮﻟﯿﺪ ﻘﺗﻜﻤﯿﻞ ﺣﻠ -81
 آﯾﺎ در راﺑﻄﮫ ﺑﺎ طﺮح ﭘﮋوھﺸﻲ اراﺋﮫ ﺷﺪه ﻛﺎرھﺎﺋﻲ در اﯾﺮان و ﯾﺎ ﺧﺎرج از ﻛﺸﻮراﻧﺠﺎم ﮔﺮﻓﺘﮫ اﺳﺖ؟ ) ﺑﺎ ذﻛﺮ ﻣﺎﺧﺬ ( .  -7
ﺻﻨﻌﺘﯽ دارﯾﻢ ﮐﮫ در زﯾﺮ ﻧﻤﻮﻧﮫ ﺑﺮای اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪه در ﺷﺮﮐﺖ ھﺎ و ﺑﺨﺶ ھﺎی ﻣﺨﺘﻠﻒ  MDCMاﺳﺘﻔﺎده ﺗﮑﻨﯿﮏ  ازدر اﯾﺮان و ﺧﺎرج ﻧﻤﻮﻧﮫ ھﺎی زﯾﺎدی 
آورده ﺷﺪه ﺗﻔﺎوت اﺻﻠﯽ اﯾﻦ ﺳﯿﺴﺘﻢ ﺑﺎ ﺳﯿﺴﺘﻢ ھﺎی ﻣﻮﺟﻮد ھﻮﺷﻤﻨﺪ ﺑﻮدن آن اﺳﺖ ﮐﮫ  ﮐﮫ در ژورﻧﺎل ھﺎی ﻣﻌﺘﺒﺮ ﺟﮭﺎﻧﯽ ﺑﮫ ﭼﺎپ رﺳﯿﺪه اﺳﺖ آنﮐﺎرﺑﺮد ھﺎﯾﯽ از
 ﺸﻮدو ﺑﮫ ﺗﺼﻤﯿﻢ ﮔﯿﺮﯾﮭﺎی اﻧﺴﺎﻧﯽ ﻧﺰدﯾﮑﺘﺮ ﮔﺮدد.ﻣﯿﺑﮭﯿﻨﮫ  یﺑﺎﻋﺚ ﻣﯽ ﺷﻮد ﺗﺼﻤﯿﻢ ﮔﯿﺮی ھﺎ
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 46-841,)2(4;8891
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 6ﺪﺳﯽ ﺧﻮدرو ﺻﻨﺎﯾﻊ ﺷﻤﺎره آرش ﺷﺮﻓﯽ ﻣﺎﺳﻮﻟﮫ  . اﻧﺘﺨﺎب و ارزﯾﺎﺑﯽ ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪﮔﺎن ﺑﺎ اﺳﺘﻔﺎده از روش ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﭼﻨﺪ ﻣﻌﯿﺎره. ﻣﺎھﻨﺎﻣﮫ ﻣﮭﻨ
 .دوﻣﯿﻦ ﮐﻨﻔﺮاﻧﺲ ﻋﻠﻤﯽ ﻣﮭﻨﺪﺳﯽ ﺻﻨﺎﯾﻊMDCMﺣﺴﻦ ﺻﺮاف ﺟﻮﺷﻘﺎﻧﯽ . ﺑﺮرﺳﯽ و ﻣﻘﺎﯾﺴﮫ ﭘﮋوھﺶ ھﺎی داﻧﺸﺠﻮﯾﯽ در اﯾﺮان ﺑﺎ اﺳﺘﻔﺎده از 
  
 
 
 

    ﺖﻧوﺎﻌﻣ يژﻮﻟﻮﻨﻜﺗ 
       ﮫﻌﺳﻮﺗ و ﻖﯿﻘﺤﺗ 
 
   ﮫﺤﻔﺻ238  زا10    
 رد ﯽﻧاﺮﻤﻋ نارﺎﮑﻧﺎﻤﯿﭘ بﺎﺨﺘﻧا و ﯽﺑﺎﯾزرا ﺖﮭﺟ یﺮﯿﮔ ﻢﯿﻤﺼﺗ ﯽﻧﺎﺒﯿﺘﺸﭘ ﻦﯾﻮﻧ لﺪﻣ ﯽﺣاﺮط . ﺎﻓ ﻦﯿﮑﺸﻣ ﺪﯿﻌﺳ . ﮫﻟﺎﺣ ﻦﺴﺣ . ﯽﻣزر ﺮﻔﻌﺟ ﮫﯾﺮﺸﻧ . ﮫﺼﻗﺎﻨﻣ
 ﺪﻠﺟ ﯽﻨﻓ هﺪﮑﺸﻧاد41  هرﺎﻤﺷ7  ﮫﺤﻔﺻ زا897  ﺎﺗ909 
:رﻮﺸﮐ ﻞﺧاد ﮫﻨﯿﺸﯿﭘ 
) یﺪﻧرز ﻞﺿﺎﻓ و هداز ﯽﺤﻟﺎﺻ1386 يﺎھ هژوﺮﭘ يﺮﯾﺬﭘ نﺎﻜﻣا تﺎﻌﻟﺎﻄﻣ ياﺮﺑ يزﺎﻓ هرﺎﯿﻌﻣ ﺪﻨﭼ هﺮﺒﺧ يﺮﯿﮔ ﻢﯿﻤﺼﺗ لﺪﻣ "ناﻮﻨﻋ ﺖﺤﺗ دﻮﺧ هژوﺮﭘ رد (
ﻲﻤﻛ يﺎھﺮﺘﻣارﺎﭘ ﻢﺘﺴﯿﺳ ﻦﯾا رد . ﺪﻧا هدﻮﻤﻧ ﻦﯾوﺪﺗ ﻲﺗﺎﻘﯿﻘﺤﺗ يﺎھ هژوﺮﭘ يﺮﯾﺬﭙﻧﺎﻜﻣا تﺎﻌﻟﺎﻄﻣ ﺖﮭﺟ يزﺎﻓ يﺮﯿﮔ ﻢﯿﻤﺼﺗ هﺮﺒﺧ ﯽﻟﺪﻣ ، "ﯽﺗﺎﻘﯿﻘﺤﺗ ﯿﻛ و طﻮﺑﺮﻣ ﻲﻔ
 ( مود عﻮﻧ يزﺎﻓ هﺮﺒﺧ ﻢﺘﺴﯿﺳ ﺐﻟﺎﻗ رد و هﺪﺷ ﺖﻓﺎﯾرد ،ﮫﻌﻟﺎﻄﻣ ﺖﺤﺗ هژوﺮﭘ و ﺮﻣا يﺎھ هﺮﺒﺧ و نﺎﺳﺎﻨﺷرﺎﻛ زا ﻲﺠﻨﺴﻧﺎﻜﻣا تﺎﻌﻟﺎﻄﻣ ﮫﺑfuzzy type II و (
) يا هزﺎﺑ شزرا ﺎﺑ يزﺎﻓ يﺎھ ﮫﻋﻮﻤﺠﻣinterval valued fuzzy setsاﺮﺨﺘﺳا ﻲﻨﯿﻧاﻮﻗ نآ سﺎﺳاﺮﺑ و هﺪﺷ شزادﺮﭘ يزﺎﻓ يﺎھﺮﮕﻠﻤﻋ و ( دﻮﺷ ﻲﻣ ﻦﯾوﺪﺗ و ج
 ﺎﺗ مزﻻ دراﻮﻣ ﺮﯿﯿﻐﺗ موﺰﻟ و نآ ﻲﻠﻌﻓ يﺎھﺮﺘﻣارﺎﭘ صﻮﺼﺧ رد و هدروآ ﺖﺳﺪﺑ هژوﺮﭘ يﺎھﺮﺘﻣارﺎﭘ ﺮﯾدﺎﻘﻣ زا ار ﮫﻨﯿﮭﺑ ﺐﯿﻛﺮﺗ ﻦﯾﺮﺘﮭﺑ ناﻮﺘﺑ ﺎﺗ و ﺐﯾﻮﺼﺗ
. دﻮﺷ يﺮﯿﮔ ﻢﯿﻤﺼﺗ حﺮط ياﺮﺟا 
) ﺐﺴﻧ ﯽﻨﯿﺴﺣ ﻦﺴﺣ و رﻮﭘ یرﺪﯿﺣ ﻦﺴﺣ1384 یزﺎﻓ هﺮﺒﺧ ﻢﺘﺴﯿﺳ ﯽﺣاﺮط" ناﻮﻨﻋ ﺖﺤﺗ  ﯽﻤﺘﺴﯿﺳ  ( ﻦﯾا :ﮫﮐ ﺪﻧدﺮﮐ ﮫﺋارا "ﮏﯾﮋﺗاﺮﺘﺳا یﺰﯾر ﮫﻣﺎﻧﺮﺑ ﺖﮭﺟ
 تﻮﻗ طﺎﻘﻧ زا ﯽﺘﺴﯿﻟ ﮫﺋارا ﺮﺑ هوﻼﻋ ﺖﺳا ﮫﺘﺴﻧاﻮﺗ و هﺪﺷ ﮫﺘﻓﺮﮔ رﺎﮑﺑ ناﺮﯾا یﺰﮐﺮﻣ ﻦھآ ﮓﻨﺳ ﺖﮐﺮﺷ ﮏﯾﮋﺗاﺮﺘﺳا یﺰﯾر ﮫﻣﺎﻧﺮﺑ ﺪﻨﯾاﺮﻓ رد ﻢﺘﺴﯿﺳ و ﻒﻌﺿ و
ﺎﮑﺑ ﺎﺑ و هدﻮﻤﻧ ﺺﺨﺸﻣ ﯽﺟرﺎﺧ و ﯽﻠﺧاد ﻞﻣاﻮﻋ ﺮﻈﻧ زا ار نﺎﻣزﺎﺳ زﺎﯿﺘﻣا ،ﺪﯾﺪﮭﺗو ﺖﺻﺮﻓ نﺎﻣزﺎﺳ ﺖﮭﺟ ار ﺐﺳﺎﻨﻣ یﺎﮭﯾﮋﺗاﺮﺘﺳا ، یزﺎﻓ ﻖﻄﻨﻣ یﺮﯿﮔر
 .ﺪﯾﺎﻤﻧ دﺎﮭﻨﺸﯿﭘ 
) ﯽﮑﺧﺎﮐ رﻮﺸﻧاد ﺪﻤﺤﻣ ،ﯽﻣﺮﮭﺟ یﺎﯿﻧ قاﺮﺷا ﺪﯿﻤﺤﻟاﺪﺒﻋ1383 عﻮﻗو زا ﺲﭘ ناﺮﺤﺑ رد یداﺪﻣا یﺎﮭﻤﯿﺗ ﮏﯿﺘﺴﺠﻟ یزﺎﻓ هﺮﺒﺧ ﻢﺘﺴﯿﺳ " ناﻮﻨﻋ ﺖﺤﺗ ﯽﻤﺘﺴﯿﺳ (
ﺼﺗ ذﺎﺨﺗا ﮫﺑ ﮏﻤﮐ یاﺮﺑ یزﺎﻓ هﺮﺒﺧ ﻢﺘﺴﯿﺳ ﮏﯾ ﮫﮐ ﺪﻧدﺮﮐ ﯽﺣاﺮط "ﮫﻟﺰﻟز.ﺪﺷﺎﺒﯿﻣ یزﺎﺴﮐﺎﭘ و ﺖﯿﺒﺜﺗ ،داﺪﻣا یﺎﮭﻤﯿﺗ ﺺﯿﺼﺨﺗ رد ﺢﯿﺤﺻ تﺎﻤﯿﻤ 
رﻮﺸﮐزا جرﺎﺧ رد ﮫﻨﯿﺸﯿﭘ:  
Kuo, Chi, & Kao(2002) has worked a project on  “ A decision support system for selecting convenience store location 
through integration of fuzzy AHP and artificial neural network “ . This study aims to develop a decision support system 
for locating a new CVS. The proposed system consists of four components: (1) hierarchical structure development for 
fuzzy analytic hierarchy process (fuzzy AHP), (2) weights determination, (3) data collection, and (4) decision making. In 
the first component, the hierarchical structure of fuzzy AHP is formulated by reviewing the related references and 
interviewing the retailing experts. Then, a questionnaire survey is conducted to determine the weight of each factor in the 
second component, while the corresponding data are collected through some government publications and actual 
investigation. Finally, a feedforward neural network with error back-propagation (EBP) learning algorithm is applied to 
study the relationship between the factors and the store performance. The results show that proposed system is able to 
provide more accurate result than regression model in accuracy. Recent research has showed that the applications of 
ANN techniques in decision-making domain are very promising. A feedforward neural network using the golden section 
search method instead of the traditional steepest descent technique was presented for multiple criteria decision making. 
The ANN achieved good results in evaluating and ranking alternatives. In addition, the trainability and applicability of 
ANN techniques to addressing general multi-attribute utility methods problems were also confirmed. In order to evaluate 
the capability of ANN with error back-propagation learning algorithm in decision analysis, three types of multi-attribute 
functions: additive, quadratic and Chebyshev were implemented and got excellent solutions for the presented problems. 
One of the related approaches using fuzzy sets theory in location selection was proposed by Liang and Wang. In their 
study, the decision makers use linguistic terms to weigh location factors. Every linguistic term is represented by a 
triangular fuzzy set so that the fuzzy importance of every location factor can be derived by aggregating the weights from 
the decision makers. Then, multiplying the fuzzy weights with their respective fuzzy location data and summing them up 
yield a suitability fuzzy index for each candidate location. According to the suitability indices, the most preferred 
location can then be targeted. Darzentas(1990)  proposed another fuzzy model for facility location problem. His research 
was to locate a facility constrained by some identified points using fuzzy accessibility measures.  
8-  ( ... و ﻲﺘﻌﻨﺻ ﮫﻤﯿﻧ ﻲﺣاﺮط ، ﻲھﺎﮕﺸﯾﺎﻣزآ ،ﻲﺗﺎﻌﻟﺎﻄﻣ ﻞﺣاﺮﻣ ﻞﯿﺒﻗ زا) ﻲﺸھوﮋﭘ حﺮط ياﺮﺟا ﻒﻠﺘﺨﻣ ﻞﺣاﺮﻣ  
1( ﮫ�����ﻌﻟﺎﻄﻣ ﮏ�����ﯾ ﮫ�����ﮐ ﺖ����ﺳا زﺎ�����ﯿﻧ اﺪ�����ﺘﺑا حﺮ�����ط ﻦ�����ﯾا یاﺮ����ﺑ  ﯽ�����ﺳرﺮﺑ و  درﻮ�����ﻣ رد ﻊﻣﺎ�����ﺟ بﺎ�����ﺨﺘﻧا ﮫ�����ﻨﯿﻣز رد دﻮ�����ﺟﻮﻣ یﺮ�����ﯿﮔ ﻢﯿﻤ�����ﺼﺗ هﻮ����ﺤﻧ
.ﺪﺷﺎﺑ ﯽﻣ نﺎﮔﺪﻨﻨﮐ ﻦﯿﻣﺎﺗ 
 
2(  ﻒﯿط ﯽﯾﺎﺳﺎﻨﺷنﺎﮔﺪﻨﻨﮐ ﻦﯿﻣﺎﺗ   دﻻﻮﻓ  ﺖﮐﺮﺷ ﮫﮐرﺎﺒﻣ بﺎﺨﺘﻧا رد ﮫﮐ یﺪﯿﻠﮐ تﺎﮑﻧ ﯽﯾﺎﺳﺎﻨﺷ ونﺎﮔﺪﻨﻨﮐ ﻦﯿﻣﺎﺗ  ﺪﻨھﺪﯿﻣ راﺮﻗ  ﮫﺟﻮﺗ درﻮﻣ 
3(  ﮫﯿﮭﺗ و هﺪﻣآ ﻞﻤﻌﺑ یﺎﮭﯿﺳرﺮﺑ سﺎﺳا ﺮﺑ ﺖﮐﺮﺷ ﯽﺑﺎﯾرازﺎﺑ ﻞﯿﻠﺤﺗ و ﮫﯾﺰﺠﺗfact وrule  ﻢﺘﺴﯿﺳ یﺎھ 
4( زﺎﯿﻧ درﻮﻣ تﺎﺣﻼﺻا و ﺖﺴﺗ ﺖﮭﺟ ﯽﺑﺎﯾرازﺎﺑ ﻦﯿﺼﺼﺨﺘﻣ ﮫﺑ ﮫﺋاراو یزﺎﻓ هﺮﺒﺧ ﻢﺘﺴﯿﺳ ﯽﺣاﺮط 
5(  هﺮﺒﺧ ﻢﺘﺴﯿﺳ یزﺎﺳ هدﺎﯿﭘ 
6(  ﮫﻣﺎﻨﺸﺳﺮﭘ تﺎﻋﻼطا دورو هﺪﻨﻨﮐ ﻦﯿﻣﺎﺗ بﺎﺨﺘﻧا یزﺎﻓ ﻞﮑﺷ ﮫﺑ ﻢﺘﺴﯿﺳ ﮫﺑ 
7( ﻧ و ﺖﺴﺗ ﯽﺑﺎﯾرازﺎﺑ ﻦﯿﺼﺼﺨﺘﻣ ﺮﻈﻧ ﺖﺤﺗ ﻢﺘﺴﯿﺳ یراﺪﮭﮕ 
8( ﻢﺘﺴﯿﺳ حﻼﺻا و ﯽﺑﺎﯾﺎﻄﺧ 
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
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 ﭼﮫ واﺣﺪ ﯾﺎ واﺣﺪھﺎﺋﻲ ﻣﺴﺘﻘﯿﻤﺎ ًاز ﻧﺘﺎﯾﺞ ﺣﺎﺻﻞ از اﻧﺠﺎم طﺮح اﺳﺘﻔﺎده ﺧﻮاھﻨﺪ ﻧﻤﻮد ؟    -اﻟﻒ     
 اﯾﻦ طﺮح ﻣﯽ ﺗﻮاﻧﺪ ﺑﺮای ﮐﻠﯿﮫ واﺣﺪھﺎﯾﯽ ﮐﮫ ﻧﯿﺎز ﺑﮫ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪه دارﻧﺪ ﭘﯿﺎده ﺳﺎزی ﺷﻮد.
 ﻣﺴﺌﻠﮫ را ﺑﺎز ﻛﺮده و ﺗﻮﺿﯿﺢ ﻛﺎﻓﻲ اراﺋﮫ ﻧﻤﺎﺋﯿﺪ.  6ﺗﻮﺟﯿﮫ ﻓﻨﻲ :  ﺑﺎ ﺗﻮﺟﮫ ﺑﮫ ﻣﻮارد ﺑﻨﺪ   -ب    
 ﻛﺮد:  ﺑﻨﺪي زﯾﺮ دﺳﺘﮫ  ﺻﻮرت  ﺑﮫ  ﺗﻮان را ﻣﻲ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهﺳﯿﺴﺘﻢ ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﺑﺮ اﺳﺎس ﻣﻨﻄﻖ ﻓﺎزی در   ﻣﺰاﯾﺎي
ﺗﺮ  طﻮر ﺳﺎده  ﮔﯿﺮد و ﺑﮫ ﻗﺮار ﻣﻲ ﯿﻦ ﺑﺮای اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهدراﺧﺘﯿﺎر ﻣﺘﺨﺼﺼﻛﺎﻣﭙﯿﻮﺗﺮ   از طﺮﯾﻖ  ﺑﺴﯿﺎري   : ﺗﺠﺮﺑﯿﺎت دﺳﺘﺮﺳﻲ  اﻓﺰاﯾﺶ ﻗﺎﺑﻠﯿﺖ-1
 .  اﺳﺖ  ﺗﺠﺮﺑﯿﺎت  ،ﺗﻮﻟﯿﺪ اﻧﺒﻮه ﺧﺒﺮه  ﺳﯿﺴﺘﻢ  ﯾﻚ  ﮔﻔﺖ  ﺗﻮان ﻣﻲ
 ﻧﺘﯿﺠﮫ:
 اﻓﺰاﯾﺶ ﮐﺎرآﯾﯽ ﻧﯿﺮوی اﻧﺴﺎﻧﯽ ﺷﺎﻏﻞ در ﺷﺮﮐﺖ
 اﻓﺰاﯾﺶ داﻧﺶ ﻓﻨﯽ و ارﺗﻘﺎی ﺗﮑﻨﻮﻟﻮژی
 ﺑﮭﯿﻨﮫ ﺳﺎزی ﺳﯿﺴﺘﻤﮭﺎی ﺗﻮﻟﯿﺪ و ﭘﺸﺘﯿﺒﺎﻧﯽ ﺗﻮﻟﯿﺪ
  
ﯾﺎﺑﺪ. ھﻤﭽﻨﯿﻦ ﻧﯿﺎز ﺑﮫ ﺻﺮف ھﺰﯾﻨﮫ  ﻣﻲ ﻛﺎھﺶ طﻮرزﯾﺎدي ﺷﺮﮐﺖ ﻓﻮﻻد ﻣﺒﺎرﮐﮫ ﺑﮫ  ﺑﺮاي در زﻣﯿﻨﮫ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهﺗﺠﺮﺑﮫ ﻛﺴﺐ  :ھﺰﯾﻨﮫ ھﺰﯾﻨﮫ ﻛﺎھﺶ-2
 ﺟﮭﺖ ﺗﺮﺑﯿﺖ ﻧﯿﺮوی ﻣﺘﺨﺼﺺ و ﯾﺎ اﺳﺘﺨﺪام ﮐﺎھﺶ ﻣﯽ ﯾﺎﺑﺪ. 
 ﻧﺘﯿﺠﮫ:
 ﮐﺎھﺶ ﻣﺼﺮف ﻣﻮاد و اﻧﺮژی
 ﺗﻤﺎم ﺷﺪه ﮐﺎھﺶ ھﺰﯾﻨﮫ ھﺎی ﺗﻮﻟﯿﺪ و ﻧﮭﺎﯾﺘﺎ ﮐﺎھﺶ ﻗﯿﻤﺖ
 اﯾﺠﺎد ﺳﺮﻣﺎﯾﮫ ﮔﺬاری ﺑﻨﯿﺎدی و ﺿﺮوری در ﮐﺸﻮر
 
ﺧﻄﺮ: ﺑﺎ ﺗﻮﺟﮫ ﺑﮫ ﺳﺮﻣﺎﯾﮫ ﮔﺬاری ھﺎی ﻗﺎﺑﻞ ﺗﻮﺟﮭﯽ ﮐﮫ در ﺷﺮﮐﺘﮭﺎی ﺑﺰرگ ﺻﻮرت ﻣﯿﮕﯿﺮد، درﺻﻮرﺗﯽ ﮐﮫ ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﺻﺤﯿﺤﯽ   ﻛﺎھﺶ-3
ﻗﺎﺑﻞ ﺟﺒﺮان ﻣﯽ ﺷﻮد. ﻟﺬا ﺳﯿﺴﺘﻢ ﺧﺒﺮه ﺑﺼﻮرت ﭼﻨﺪ ﻣﻌﯿﺎره در ﺑﺎزارﯾﺎﺑﯽ اﺗﺨﺎذ ﻧﺸﻮد ﻣﻨﺠﺮ ﺑﮫ اﯾﺠﺎد ﺿﺮرھﺎی ﻗﺎﺑﻞ ﺗﻮﺟﮫ و در ﺑﺮﺧﯽ ﻣﻮاردﻏﯿﺮ 
 ﺗﻮاﻧﺪ در اﯾﻦ ﺟﮭﺖ ﻧﯿﺰ ﺑﻜﺎر رود.  ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﻣﻲ
 ﻧﺘﯿﺠﮫ:
 ﮐﺎھﺶ ﻣﯿﺰان ﺧﻄﺎ در ﺗﺼﻤﯿﻢ ﮔﯿﺮی و رﺳﺎﻧﺪن ﺧﻄﺎ ﺑﮫ ﺣﺪاﻗﻞ ﻧﺰدﯾﮏ ﺑﮫ ﺻﻔﺮ
 
 ﺎ ﻧﺎﭘﺬﯾﺮﻧﺪ. ﻣﯿﺮﻧﺪ و ﻓﻨ ھﺎ ﻧﻤﻲ ﻣﺎﻧﻨﺪاﻧﺴﺎن  و ﭘﺎﯾﺪار ھﺴﺘﻨﺪ. ﺑﻌﺒﺎرﺗﻲ  : ﺳﯿﺴﺘﻤﮭﺎی ﻓﺎزی در ﺗﺼﻤﯿﻢ ﮔﯿﺮی داﺋﻤﻲ ﺑﻮدن  داﺋﻤﻲ-4
 ﻧﺘﯿﺠﮫ:
 ﮐﺎھﺶ ھﺰﯾﻨﮫ ھﺎی ﻧﯿﺮوی اﻧﺴﺎﻧﯽ 
 ﺑﺎﻻ ﺑﺮدن ارزش اﻓﺰوده
 ﮐﺎھﺶ ھﺰﯾﻨﮫ ھﺎی ﺗﻮﻟﯿﺪ
ﺑﺎﺷﺪ ﮐﮫ در اﻣﺮ ﭘﯿﺸﺮﻓﺖ ﺷﺮﮐﺖ ھﻤﮕﺎم ﺑﺎ ﭘﯿﺸﺮﻓﺖ ﭼﮭﺎﻧﯽ   ﻓﺮد ﺧﺒﺮه  ﭼﻨﺪﯾﻦ  ھﺎي وآﮔﺎھﻲ  ﺗﺠﺮﺑﯿﺎت  ﺗﻮاﻧﺪ ﻣﺠﻤﻮع : اﯾﻦ ﺳﯿﺴﺘﻢ ﻣﻲ ﭼﻨﺪﮔﺎﻧﮫ  ﺗﺠﺮﺑﯿﺎت-5
 ﺣﺮﮐﺖ ﮐﻨﺪ. 
 ﻧﺘﯿﺠﮫ:
 ﻓﻨﯽ و ارﺗﻘﺎی ﺗﮑﻨﻮﻟﻮژیاﻓﺰاﯾﺶ داﻧﺶ 
 ﻗﻄﻊ واردات و ﮐﺎھﺶ واﺑﺴﺘﮕﯽ
 ﺟﻮاﺑﮕﻮﯾﯽ ﺑﮫ ﻧﯿﺎز ﺑﺎزار
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
01از  142ﺻﻔﺤﮫ  
 اﺳﺘﻔﺎده ﺑﮭﺘﺮ از اﻣﮑﺎﻧﺎت ﺗﻮﻟﯿﺪی و ﭘﺸﺘﯿﺒﺎﻧﯽ ﺗﻮﻟﯿﺪ
 اﻓﺰاﯾﺶ ﮐﺎرآﯾﯽ ﻧﯿﺮوی اﻧﺴﺎﻧﯽ ﺷﺎﻏﻞ در ﺷﺮﮐﺖ
ﻗﻊ ﺗﺤﺖ ﻓﺸﺎر ﻋﻮاﻣﻞ ﺧﺎرﺟﯽ ﻗﺮار ﻧﻤﯽ ﮔﯿﺮﻧﺪ در و ھﯿﭻ ﻣﻮﺷﻮﻧﺪ،  ﻧﻤﻲ و ﺑﺎزﻧﺸﺴﺘﮫ وﺑﯿﻤﺎر  ﺧﺴﺘﮫ  وﻗﺖ  ھﯿﭻ  ﺧﺒﺮه  ھﺎي : ﺳﯿﺴﺘﻢ اطﻤﯿﻨﺎن  ﻗﺎﺑﻠﯿﺖ  اﻓﺰاﯾﺶ-6
 . ﺻﻮرﺗﯽ ﮐﮫ اﻓﺮاد ﺧﺒﺮه ﺑﺎ ﭼﻨﯿﻦ ﻣﺸﮑﻼﺗﯽ ﻣﻮاﺟﮫ ھﺴﺘﻨﺪ
 ﻧﺘﯿﺠﮫ:
 ﺗﺜﺒﯿﺖ ﻣﺪﯾﺮﯾﺖ و ﺟﻠﻮﮔﯿﺮی از ﺑﯽ ﺛﺒﺎﺗﯽ
  . اﻣﺎ اﻓﺮاد ﺧﺒﺮهﻧﻤﺎﯾﺪ  را ﺗﺸﺮﯾﺢ  ﮔﯿﺮي ﻧﺘﯿﺠﮫ  ﺑﮫ  ﺷﺪه  ﻣﻨﺘﮭﻲ  اﺳﺘﺪﻻﻟﻲ ﺗﻮاﻧﺪ ﻣﺴﯿﺮ و ﻣﺮاﺣﻞ ﻣﻲ  ﺧﺒﺮه  ﺳﯿﺴﺘﻢ  (: ﯾﻚnoitanalpxE)  ﺗﺒﯿﯿﻦ  ﻗﺪرت-7
ﺷﻤﺎ را در   ، اطﻤﯿﻨﺎن ﻗﺎﺑﻠﯿﺖ  دھﻨﺪ. اﯾﻦ  اﻧﺠﺎم  ﮔﯿﺮي ﺗﺼﻤﯿﻢ  رادر زﻣﺎﻧﮭﺎي  ﻋﻤﻞ  ﺗﻮاﻧﻨﺪ اﯾﻦ ﻧﻤﻲ…( و  ﺗﻤﺎﯾﻞ  ، ﻋﺪم )ﺧﺴﺘﮕﻲ  ﻣﺨﺘﻠﻒ  ﺑﺪﻻﯾﻞ  اوﻗﺎت اﻏﻠﺐ
 دھﺪ.  ﻣﻲ  اﻓﺰاﯾﺶ  ﮔﯿﺮي ﺗﺼﻤﯿﻢ  ﺑﻮدن  ﻣﻮردﺻﺤﯿﺢ
 ﻧﺘﯿﺠﮫ:
 ﮐﺎھﺶ ھﺰﯾﻨﮫ
 ﺑﺎﻻﺑﺮدن ارزش اﻓﺰوده 
 ﻨﮫ ھﺎی ﺗﻮﻟﯿﺪ و ﻗﯿﻤﺖ ﺗﻤﺎم ﺷﺪهﮐﺎھﺶ ھﺰﯾ
 اﻓﺰاﯾﺶ ﮐﺎرآﯾﯽ ﻧﯿﺮوی اﻧﺴﺎﻧﯽ
 اﯾﺠﺎد ﺳﺮﻣﺎﯾﮫ ﮔﺬارﯾﮭﺎی ﺑﻨﯿﺎدی
 دھﻨﺪ. ﻣﻲ ﺟﻮاب وﻗﺖ ودراﺳﺮع ،ﺳﺮﯾﻊ ﺧﺒﺮه ھﺎي :ﺳﯿﺴﺘﻢ ﺳﺮﯾﻊ دھﻲ ﭘﺎﺳﺦ-8
  ﮔﯿﺮي ﺗﺼﻤﯿﻢ دﯾﮕﺮ، ﺻﺤﯿﺢ  ﻮاﻣﻞو ﯾﺎ ﻋ  ﺑﺨﺎطﺮ ﻓﺸﺎر روﺣﻲ  ﻓﺮد ﺧﺒﺮه  ﯾﻚ  اﺳﺖ  و ﻣﻮرد ﻧﯿﺎز،ﻣﻤﻜﻦ  اﺿﻄﺮاري  : در ﻣﻮاﻗﻊ ﺣﺎﻻت  در ھﻤﮫ  دھﻲ ﭘﺎﺳﺦ-9
 را ﻧﺪارد.   ﻣﻌﺎﯾﺐ  اﯾﻦ  ﺧﺒﺮه  ﺳﯿﺴﺘﻢ  ﻧﻜﻨﺪ وﻟﻲ
 (:9-8ﻧﺘﯿﺠﮫ) 
 ﺟﻠﺐ رﺿﺎﯾﺖ ﻣﺸﺘﺮی و ﺻﺮﻓﮫ ﺟﻮﯾﯽ در وﻗﺖ ﻣﺸﺘﺮی و ﻣﺪﯾﺮ
 ﮐﺎھﺶ ھﺰﯾﻨﮫ ھﺎی
 ﺟﻮاﺑﮕﻮﯾﯽ ﺑﮫ ﻧﯿﺎز ﺑﺎزار
 ﻗﺮار دھﺪ.   را در دﺳﺘﺮس  از ﺗﺠﺮﺑﯿﺎت  ﻛﻨﺪ واﻧﺒﻮھﻲ  ﻋﻤﻞ ﺗﺠﺮﺑﮫ  ﭘﺎﯾﮕﺎه  ﺗﻮاﻧﺪ ھﻤﺎﻧﻨﺪ ﯾﻚ ﻣﻲ  ﺧﺒﺮه  : ﺳﯿﺴﺘﻢ ﺗﺠﺮﺑﮫ  ﭘﺎﯾﮕﺎه-01
  ﺳﯿﺴﺘﻢ  را ﺑﮫ  ﻣﺜﺎﻟﮭﺎﯾﻲ  ﻛﮫ  ﺻﻮرت  ﻛﻨﺪ. ﺑﺪﯾﻦ  ( ﻋﻤﻞrotuT tnegilletnI) ﺧﻮدآﻣﻮز ھﻮش  ﺗﻮاﻧﺪ ھﻤﺎﻧﻨﺪ ﯾﻚ ﻣﻲ  ﺧﺒﺮه  ﻛﺎرﺑﺮ: ﺳﯿﺴﺘﻢ  آﻣﻮزش-11
 ﺧﻮاھﻨﺪ.  ﻣﻲ  را از آن  ﺳﯿﺴﺘﻢ  اﺳﺘﺪﻻل  دھﻨﺪ و روش ﻣﻲ ﺧﺒﺮه
اﻣﺮ   . اﯾﻦ اﺳﺖ  ﮔﻮﻧﺎﮔﻮن  ﺟﻐﺮاﻓﯿﺎﯾﻲ  ھﺎي ﻣﻜﺎن  ﺑﮫ  آن  اﻧﺘﻘﺎل  ،ﺳﮭﻮﻟﺖ ﺧﺒﺮه  ﺳﯿﺴﺘﻢ  ﻣﺰاﯾﺎي  از ﻣﮭﻤﺘﺮﯾﻦ  : ﯾﻜﻲ داﻧﺶ  اﻧﺘﻘﺎل  ﺳﮭﻮﻟﺖ-21
 . اﺳﺖ راﻧﺪارﻧﺪ،ﻣﮭﻢ ﻣﺘﺨﺼﺼﺎن  ﺧﺮﯾﺪ داﻧﺶ  اﺳﺘﻄﺎﻋﺖ  ﻛﮫ ھﺎﯾﻲﻛﺸﻮر ﺗﻮﺳﻌﮫ ﺑﺮاي
ﺗﻮﺟﯿﮫ اﻗﺘﺼﺎدي : ) اﺛﺮ اﻗﺘﺼﺎدي ﺣﺎﺻﻞ از اﺟﺮاي ﻧﺘﺎﯾﺞ طﺮح ﭼﮫ ﻣﯿﺰان اﺳﺖ ؟ (  -ج   
ﮔﺮو ﺳﺮﻋﺖ رﺷﺪ ﺗﺤﻮﻻت ﺻﻨﻌﺘﻲ ﻣﻲ ﺗﻮاﻧﺪ ﺳﺮﻧﻮﺷﺖ ﺑﺴﯿﺎري از طﺮح ھﺎي ﻣﮭﻢ ﺻﻨﻌﺘﻲ و ﺗﻮﻟﯿﺪي را ﺗﺤﺖ ﺗﺎﺛﯿﺮ ﻗﺮار دھﺪ. اﻗﺘﺼﺎدي ﺑﻮدن ھﺮ طﺮﺣﻲ در 
 اﺟﺮاي ﻣﻮﺛﺮ آن ﺑﺮ اﺳﺎس زﻣﺎن ﭘﯿﺶ ﺑﯿﻨﻲ ﺷﺪه و در واﻗﻊ ﺑﺮرﺳﻲ ھﺎي دﻗﯿﻖ ﺑﺎزار اﺳﺖ.
ﺗﻮﺟﮫ ﺑﮫ اﯾﻦ اﻣﺮ ﮐﮫ اﺳﺖ.   ﻣﺴﺎﻟﮫ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهﯾﻜﻲ از ﻣﺸﮑﻼت ﻋﻤﺪه اي ﻛﮫ ﻣﺪﯾﺮان واﺣﺪھﺎي ﺗﻮﻟﯿﺪي، از ﺟﻤﻠﮫ ﺻﻨﺎﯾﻊ ﺗﻮﻟﯿﺪی ﺑﺎ آن روﺑﺮو ھﺴﺘﻨﺪ 
ﻣﯿﺘﻮاﻧﺪ ﺳﺒﺐ ﻣﯿﻠﯿﺎردھﺎ ﺗﻮﻣﺎن ﺻﺮﻓﮫ ﺟﻮﯾﻲ در ھﺰﯾﻨﮫ ھﺎي ﭘﻨﮭﺎن ﮫ ھﺎ دارد ﻟﺬا اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪﮔﺎن ﻣﻨﺎﺳﺐ اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪه ﺗﺎﺛﯿﺮ ﺑﺴﺰاﯾﯽ در ھﺰﯾﻨ
 ﺷﺮﮐﺘﮭﺎي ﺑﺰرگ ﭼﻮن ﺷﺮﮐﺖ ﻓﻮﻻد ﻣﺒﺎرﮐﮫ ﺷﻮد.
. اﯾﻦ ﭘﯿﺪا ﻣﯽ ﮐﻨﻨﺪﻓﺮﺻﺖ ﺑﮭﺘﺮﯾﻦ ﻧﻮع ﺗﺼﻤﯿﻢ ﮔﯿﺮی  اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪه  در اﯾﻦ ﭘﺮوژه ﺑﺎ اﯾﺠﺎد ﯾﮏ ﺳﯿﺴﺘﻢ ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﭼﻨﺪ ﻣﻌﯿﺎره ﻓﺎزی، ﻣﺪﯾﺮان در اﻣﺮ 
و ﺑﺎ ھﺪف ﻛﺎھﺶ ﻣﯿﺰان ﺧﻄﺎ در ﺗﺼﻤﯿﻢ ﮔﯿﺮی، اﯾﺠﺎد ﺧﻮاھﺪ ﺷﺪ و ھﻤﭽﻨﯿﻦ اﻣﻜﺎن ارﺗﺒﺎط ﺑﺎ ﺳﯿﺴﺘﻤﮭﺎ و زﯾﺮﺳﯿﺴﺘﻢ  ﻣﺪﯾﺮانﺳﯿﺴﺘﻢ، ﺑﺎ ﺗﻤﺮﻛﺰ روي ﻧﯿﺎز/ﻧﻈﺮ 
ﮔﯿﺮی اﻧﻮاع ﺗﮑﻨﯿﮑﮭﺎي ﺑﮭﯿﻨﮫ ﺳﺎزي ﻓﺎزي ﻣﻲ ﺗﻮاﻧﺪ ﺑﺎ در ﻧﻈﺮ ﮔﺮﻓﺘﻦ ﻋﺪم را ﻓﺮاھﻢ ﺧﻮاھﺪ آورد. ﭘﺮوژه ﻓﻮق ﺑﺎ ﺑﮑﺎر اﻧﺘﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهھﺎي ﻣﺮﺗﺒﻂ ﺑﺎ ﺳﯿﺴﺘﻢ 
دھﺪ. ﺑﺪﯾﻦ  ﻗﻄﻌﯿﺖ ﻣﻮﺟﻮد  از ﯾﮏ ﺳﻮ و در ﻧﻈﺮ ﮔﺮﻓﺘﻦ اﻧﻮاع ﻣﺤﺪودﯾﺖ ھﺎي ﺣﺎﮐﻢ ﺑﺮ ﺳﯿﺴﺘﻢ از ﺳﻮي دﯾﮕﺮ، ﺟﻮاﺑﮭﺎي ﺑﮭﯿﻨﮫ را در اﺧﺘﯿﺎر ﺗﺼﻤﯿﻢ ﮔﯿﺮان ﻗﺮار
، ﻣﯿﺘﻮان ﺳﺒﺐ ﺻﺮﻓﮫ ﺟﻮﯾﻲ ھﻨﮕﻔﺘﯽ در ھﺰﯾﻨﮫ ھﺎي ﺷﺮﮐﺖ ﻓﻮﻻد ﻣﺒﺎرﮐﮫ ﺨﺎب ﺗﺎﻣﯿﻦ ﮐﻨﻨﺪهاﻧﺘﺗﺮﺗﯿﺐ ﺑﺎ ﺗﺼﻤﯿﻢ ﮔﯿﺮی ﺻﺤﯿﺢ و  ﮐﺎھﺶ ھﺰﯾﻨﮫ ھﺎي ﻣﺮﺗﺒﻂ ﺑﺎ 
 ﺷﺪ.
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
 
    01از  242ﺻﻔﺤﮫ   
 
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
01از  342ﺻﻔﺤﮫ  
 ﺗﻜﻨﻮﻟﻮژي ﻣﻌﺎوﻧﺖ    
 ﺗﺤﻘﯿﻖ و ﺗﻮﺳﻌﮫ       
01از  442ﺻﻔﺤﮫ  
