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Fluctuations in intracellular reactions (intrinsic noise) reduce the information transmitted from
an extracellular input to a cellular response. However, recent studies have demonstrated that the
decrease in the transmitted information with respect to extracellular input fluctuations (extrinsic
noise) is smaller when the intrinsic noise is larger. Therefore, it has been suggested that robustness
against extrinsic noise increases with the level of the intrinsic noise. We call this phenomenon
intrinsic noise-induced robustness (INIR). As previous studies on this phenomenon have focused
on complex biochemical reactions, the relation between INIR and the input–output of a system
is unclear. Moreover, the mechanism of INIR remains elusive. In this paper, we address these
questions by analyzing simple models. We first analyze a model in which the input–output relation
is linear. We show that the robustness against extrinsic noise increases with the intrinsic noise,
confirming the INIR phenomenon. Moreover, the robustness against the extrinsic noise is more
strongly dependent on the intrinsic noise when the variance of the intrinsic noise is larger than that
of the input distribution. Next, we analyze a threshold model in which the output depends on
whether the input exceeds the threshold. When the threshold is equal to the mean of the input,
INIR is realized, but when the threshold is much larger than the mean, the threshold model exhibits
stochastic resonance, and INIR is not always apparent. The robustness against extrinsic noise and
the transmitted information can be traded off against one another in the linear model and the
threshold model without stochastic resonance, whereas they can be simultaneously increased in the
threshold model with stochastic resonance.
I. INTRODUCTION
The transmission of cellular information plays an im-
portant role in various biological functions. In this pro-
cess, environmental information is encoded to extracel-
lular molecules, which generate a cellular response (Fig.
1(a)). However, in many cases, extracellular molecules
exhibit considerable fluctuations (extrinsic noise). For
example, in developmental processes, cells detect their
positional information through morphogen molecules.
However, the concentration of morphogen molecules fluc-
tuates because of the stochasticity of the diffusions [1].
Another example is chemotaxis, in which the reaction be-
tween extracellular molecules and receptors largely fluc-
tuates because of the stochasticity of the reaction [2, 3].
Regardless of such noisy conditions, cells often respond
to their environments robustly, and this response mech-
anism has attracted considerable attention [4–13].
Intracellular reactions also exhibit significant fluctua-
tions because of the stochasticity of the reactions [14–
17]. The fluctuations of intracellular reactions (intrinsic
noise) generally reduce the information transmitted from
the environment to the cellular response [18–21], and so
∗ m-fujii0123@hiroshima-u.ac.jp
intrinsic noise is thought to be disadvantageous for cel-
lular information transmission. However, are there no
advantageous effects of intrinsic noise?
Recent studies simulating biochemical reactions have
demonstrated that the transmitted information barely
decreases with respect to extrinsic noise when the in-
trinsic noise is large [22–24]. In other words, robustness
against the extrinsic noise increases with the level of the
intrinsic noise. It has therefore been suggested that ro-
bustness against extrinsic noise is one of the advanta-
geous characteristics of intrinsic noise [22–24]. In this
paper, we call this phenomenon intrinsic noise-induced
robustness (INIR).
Previous studies on this mechanism have focused on
specific biochemical reactions [22–24]; hence, their mod-
els were too complicated to clarify the relation between
INIR and the input–output of a system. Moreover, the
mechanism of INIR remains elusive. In this paper, we
address these issues by analyzing simple models.
This paper is organized as follows. In Sec. II, we an-
alyze a model in which the input–output relation is lin-
ear. This model is an extension of the Gaussian channel,
which is a standard model in information theory [25].
We show that the decrease in transmitted information
with respect to extrinsic noise is smaller when the in-
trinsic noise is larger. Therefore, even this simple model
reproduces the INIR phenomenon. Moreover, we demon-
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FIG. 1. Schematic diagram of cellular information transmis-
sion. (a) Environmental information is encoded to extracel-
lular molecules. Cells detect extracellular molecules and de-
termine proper responses via intracellular reactions. (b) The
environment and the cellular responses correspond to input
X and output Y , respectively. Furthermore, fluctuations of
extracellular molecules and intracellular reactions correspond
to extrinsic noise Zex and intrinsic noise Zin, respectively.
strate that the intrinsic noise dependency of the robust-
ness against the extrinsic noise becomes stronger when
the variance of the intrinsic noise is larger than that of
the input distribution.
In Sec. III, we analyze a threshold model in which
the output depends on whether the input exceeds the
threshold. When the threshold is equal to the mean of
the input, INIR is realized in the threshold model (Sec.
III A). In contrast, when the threshold is much larger
than the mean of the input, the threshold model exhibits
stochastic resonance (SR) (Sec. III B). Under the SR
phenomenon, noise acts to increase the level of trans-
mitted information [26], and it is experimentally verified
that SR appears in biological systems such as neurons
[27–38]. Interestingly, when the threshold model exhibits
SR, INIR is not always realized. However, the threshold
model with SR can increase both robustness against ex-
trinsic noise and the transmitted information simultane-
ously, which is impossible for the linear model and the
threshold model without SR. In other words, SR solves
the trade-off between robustness against extrinsic noise
and the transmitted information.
In Sec. IV, we explain why INIR is realized in the
linear model and in the threshold model without SR, but
is not always realized in the threshold model with SR.
In Sec. V, we discuss the biological significance of our
results and the relevance of other studies.
II. LINEAR MODEL
We consider a channel composed of the input X, ex-
trinsic noise Zex, intrinsic noise Zin, and output Y (Fig.
1). The input X corresponds to environmental infor-
mation detected by the cells, and the output Y cor-
responds to the cellular response against the environ-
ment. Furthermore, the extrinsic noise Zex corresponds
to the fluctuation of extracellular molecules, and the in-
trinsic noise Zin corresponds to the fluctuation of intra-
cellular reactions. For example, in developmental pro-
cesses, X corresponds to the concentration of morphogen
molecules, which encodes the positional information, and
Y corresponds to the concentration of gene expressions
[6, 7]. Zex corresponds to the fluctuation of morphogen
molecules because of the stochasticity of diffusions [1],
and Zin corresponds to the fluctuation of gene expres-
sions caused by the stochasticity of intracellular reactions
[6, 7, 18].
Here, the input X, extrinsic noise Zex, and intrinsic
noise Zin are assumed to obey Gaussian distributions
N(0, 1), N(0, σ2ex), and N(0, σ
2
in), respectively, where σ
2
ex
is the variance of the extrinsic noise, and σ2in is the vari-
ance of the intrinsic noise. Furthermore, the output Y is
given by the following:
Y = X + Zex + Zin (1)
This model is an extension of the Gaussian channel,
which is a standard model in information theory [25].
In this paper, we call this the “linear model.”
To quantify the information transmitted from the in-
put X to the output Y , we use the mutual information
between X and Y , I(X;Y ) [25]. Higher values of I(X;Y )
denote that a large amount of information is transmitted
from X to Y . When X and Y are continuous random
variables, I(X;Y ) is given by [25]:
I(X;Y ) =
∫
Y
∫
X
p(x, y) log2
p(x, y)
p(x)p(y)
dxdy (2)
where p(x, y) is the joint probability density function of
X and Y , and p(x) and p(y) are the marginal probability
density functions of X and Y , respectively. In the linear
model, I(X;Y ) can be derived analytically as [25]:
I(X;Y ) =
1
2
log2
(
1 +
1
σ2ex + σ
2
in
)
(3)
The mutual information I(X;Y ) decreases with the
intrinsic noise σ2in when σ
2
ex = 0 (Fig. 2(a)). However,
the decrease in I(X;Y ) with respect to extrinsic noise
σ2ex is reduced at higher levels of intrinsic noise σ
2
in (Fig.
2(b)). In other words, the degree of robustness against
extrinsic noise increases with the level of intrinsic noise.
Therefore, INIR is realized in the linear model.
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FIG. 2. Linear model. (a) Mutual information I(X;Y )
against intrinsic noise σ2in at σ
2
ex = 0. (b) Mutual information
I(X;Y ) against extrinsic noise σ2ex. The mutual information
I(X;Y ) is normalized at σ2ex = 0. (c) Definition of the ro-
bustness function δq(σ
2
in). (d) Intrinsic noise dependency of
the robustness function δq(σ
2
in). While δq(σ
2
in) ∝ σ2in when
σ2in > 1 (green), δq(σ
2
in) ∝ σ2qin when σ2in < 1 (blue).
To investigate the robustness against extrinsic noise in
more detail, we define the robustness function δq(σ
2
in) as
follows:
δq(σ
2
in) :=
{
σ∗2ex
∣∣∣∣I(X;Y )|σ2ex=σ∗2exI(X;Y )|σ2ex=0 = q, q ∈ (0, 1)
}
(4)
Therefore, the robustness function δq(σ
2
in) indicates
the extrinsic noise σ2ex when the normalized mutual in-
formation I(X;Y )/I(X;Y )|σ2ex=0 decreases to q for q ∈
(0, 1) (Fig. 2(c)). For example, when q = 0.5, δq(σ
2
in) in-
dicates the extrinsic noise σ2ex when the mutual informa-
tion I(X;Y ) has decreased by 50%; when q = 0.99, the
robustness function δq(σ
2
in) indicates the extrinsic noise
σ2ex when the mutual information I(X;Y ) has decreased
by 1%. Higher values of δq(σ
2
in) indicate higher robust-
ness against extrinsic noise σ2ex.
In the linear model, the robustness function δq(σ
2
in)
can be derived analytically as:
δq(σ
2
in) =
1(
1 + σ−2in
)q − 1 − σ2in (5)
(see Appendix A 1). The robustness function δq(σ
2
in) in-
creases with intrinsic noise σ2in for any q (Fig. 2(d)).
Therefore, INIR is clearly demonstrated.
Moreover, the intrinsic noise dependency of the robust-
ness function δq(σ
2
in) changes at σ
2
in = 1 (Fig. 2(d)).
The intrinsic noise dependency of the robustness func-
tion δq(σ
2
in) in σ
2
in  1 is stronger than that in σ2in  1.
Indeed, Eq. (5) can be approximated as follows:
δq(σ
2
in) ∝
{
σ2qin (σ
2
in  1)
σ2in (σ
2
in  1)
(6)
(see Appendix A 2). Considering q ∈ (0, 1), Eq. (6) indi-
cates that the intrinsic noise dependency of the robust-
ness function δq(σ
2
in) in σ
2
in  1 is stronger than that in
σ2in  1.
As the input X has variance 1, the intrinsic noise
dependency of the robustness function δq(σ
2
in) becomes
stronger when the intrinsic noise σ2in is much larger than
the variance of the input X. Therefore, the input distri-
bution plays an important role in INIR.
III. THRESHOLD MODEL
A. The case θ = 0
In Sec. II, we showed that the linear model realizes
INIR. Moreover, we revealed that INIR is stronger when
the intrinsic noise is much larger than the variance of the
input.
However, the input–output relation in cellular infor-
mation transmission is often nonlinear. In particular,
some form of threshold response is often observed [39–
41]. Therefore, in this subsection, we introduce a thresh-
old model and examine whether it reproduces the same
results as the linear model.
The input X, extrinsic noise Zex, and intrinsic noise
Zin are assumed to obey Gaussian distributions N(0, 1),
N(0, σ2ex), and N(0, σ
2
in), respectively, as for the linear
model. However, the output Y is given by:
Y =
{
1 (X + Zex + Zin ≥ θ)
0 (X + Zex + Zin < θ)
(7)
Therefore, the output Y is 1 when X + Zex + Zin is
greater than the threshold θ, whereas the output Y is 0
when X +Zex +Zin is less than θ. In this paper, we call
this the “threshold model.”
In the threshold model, the input X is a continuous
random variable, but the output Y is a discrete random
variable. Therefore, the mutual information I(X;Y ) in
the threshold model is given by [25]:
I(X;Y ) =
∑
Y
∫
X
p(x, y) log2
p(x, y)
p(x)p(y)
dx (8)
For simplicity, in this subsection, we discuss the case
of θ = 0 (Fig. 3(a)). As input X has a mean of 0, θ = 0
corresponds to the case where the mean of the input X
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FIG. 3. Threshold model (θ = 0). (a) When θ = 0, the
threshold θ is equal to the mean of the input X. (b)–(d)
Numerical solutions (dots) and approximate solutions (line).
(b) Mutual information I(X;Y ) against the intrinsic noise σ2in
when σ2ex = 0. (c) Mutual information I(X;Y ) against extrin-
sic noise σ2ex. The mutual information I(X;Y ) is normalized
at σ2ex = 0. (d) The intrinsic noise dependency of the robust-
ness function δq(σ
2
in). δq(σ
2
in) ∝ σ2in when σ2in > 2/(pi ln 2)
(green), δq(σ
2
in) ∝ σin when ((1 − q)2/(4q2))(2/(pi ln 2)) <
σ2in < 2/(pi ln 2) (yellow), and δq(σ
2
in) ∝ const when σ2in <
min{((1− q)2/(4q2))(2/(pi ln 2)), 2/(pi ln 2)} (blue).
is equal to the threshold θ. In Sec. III B, we will discuss
the case of θ 6= 0.
Unlike the linear model, the mutual information
I(X;Y ) in the threshold model (θ = 0) cannot be de-
rived analytically. However, it can be approximated as:
I(X;Y ) ≈ 1− 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1
(9)
(see Appendix B 1). This approximate solution matches
the numerical solution closely (Fig. 3(b), (c)).
The mutual information I(X;Y ) in the threshold
model (θ = 0) decreases with the intrinsic noise σ2in
at σ2ex = 0 (Fig. 3(b)). However, the decrease in mu-
tual information I(X;Y ) with respect to extrinsic noise
σ2ex occurs at a slower rate as the intrinsic noise σ
2
in in-
creases (Fig. 3(c)). In other words, robustness against
the extrinsic noise increases as the intrinsic noise becomes
higher. Therefore, INIR is also realized in the threshold
model (θ = 0).
To investigate the robustness against extrinsic noise in
more detail, we examine the robustness function δq(σ
2
in).
As explained in Sec. II, the robustness function δq(σ
2
in)
represents the extrinsic noise σ2ex when the normalized
mutual information I(X;Y )/I(X;Y )|σ2ex=0 decreases to
q for q ∈ (0, 1). Large values of δq(σ2in) indicate high
robustness against extrinsic noise.
The robustness function δq(σ
2
in) in the threshold model
(θ = 0) cannot be derived analytically because we do not
have an exact expression for I(X;Y ). However, δq(σ
2
in)
can be derived approximately using the approximate so-
lution of I(X;Y ) (Eq. (9)). Thus:
δq(σ
2
in) ≈
{1− qI0}2
{2− qI0} I0
2
(pi ln 2)
− σ2in (10)
where
I0 = 1− 1√
2
(pi ln 2)σ
−2
in + 1
(11)
(see Appendix C 1). The robustness function δq(σ
2
in) in-
creases with the intrinsic noise σ2in for any q (Fig. 3(d)).
Therefore, INIR is clearly demonstrated.
Moreover, the intrinsic noise dependency of the robust-
ness function δq(σ
2
in) changes at σ
2
in = 2/(pi ln 2) (Fig.
3(d)). The intrinsic noise dependency of the robustness
function δq(σ
2
in) in σ
2
in  2/(pi ln 2) is stronger than that
in σ2in  2/(pi ln 2). Furthermore, when σ2in or q is suf-
ficiently small, the robustness function δq(σ
2
in) does not
change with respect to the intrinsic noise σ2in. Indeed,
Eq. (10) can be approximated as follows:
δq(σ
2
in) ∝

σ2in
(
σ2in  2pi ln 2
)
σin
(
(1−q)2
4q2
2
pi ln 2  σ2in  2pi ln 2
)
const
(
σ2in  min
(
(1−q)2
4q2
2
pi ln 2 ,
2
pi ln 2
))
(12)
(see Appendix C 2). Therefore, Eq. (12) indicates that
the intrinsic noise dependency of the robustness func-
tion δq(σ
2
in) in σ
2
in  2/(pi ln 2) is stronger than that in
σ2in  2/(pi ln 2). As the variance of the input X is 1 and
2/(pi ln 2) is close to 1, when the intrinsic noise is much
larger than the variance of the input, the intrinsic noise
dependency of the robustness against the extrinsic noise
is particularly strong in the threshold model.
Furthermore, Eq. (12) suggests that the robustness
function δq(σ
2
in) does not change when σ
2
in  min{((1−
q)2/(4q2))(2/(pi ln 2)), 2/(pi ln 2)}. In particular, when
q ≤ 1/3, the region in which δq(σ2in) ∝ σin disappears,
and δq(σ
2
in) remains constant when σ
2
in  2/(pi ln 2).
B. The case θ 6= 0
In Sec. III A, we discussed the threshold model in the
case θ = 0. In this subsection, we consider the case θ 6= 0
(Fig. 4(a)). The mutual information I(X;Y ) is an even
function of θ. Therefore, we can consider the case θ ≥ 0
without loss of generality.
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FIG. 4. Threshold model (θ 6= 0). (a) When θ > 0, the threshold θ is larger than the mean of the input X. (b), (c) Mutual
information I(X;Y ) with respect to intrinsic noise σ2in when σ
2
ex = 0. (b) Numerical solutions. (c) Approximate solutions
(lines). Numerical solutions (dots). (d), (e) σ2in-dependency of the robustness function δq(σ
2
in). (f), (g) σ
2
in, θ-dependency of
∂δq/∂σ
2
in. (d)–(g) ∂I(X;Y )/∂σ
2
in > 0 (yellow), ∂I(X;Y )/∂σ
2
in < 0 and ∂
2I(X;Y )/(∂σ2in)
2 < 0 (green), ∂I(X;Y )/∂σ2in < 0
and ∂2I(X;Y )/(∂σ2in)
2 > 0 (blue).
The mutual information I(X;Y ) in the threshold
model cannot be derived analytically, but the following
approximate expression can be obtained:
I(X;Y ) ≈
1− 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1

× exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)

(13)
(see Appendix D 1). This approximate solution matches
the numerical solution well (Fig. 4(c)).
When θ = 0, that is, the threshold θ is equal to the
mean of the input X, the mutual information I(X;Y ) de-
creases monotonically with respect to the intrinsic noise
σ2in (Fig. 4(c)(red)). When θ is much larger than 0, that
is, the threshold θ is much larger than the mean of the
input X, the mutual information I(X;Y ) is maximized
with a moderate value of the intrinsic noise σ2in (Fig.
4(c)). This phenomenon is called “stochastic resonance”
(SR) [42, 43].
Why does SR appear in the threshold model for large
θ? This is the same as asking why the mutual infor-
mation I(X;Y ) is maximized with a moderate intrinsic
noise σ2in for large θ. This mechanism can be explained
as follows. When θ is large, that is, the threshold θ is
much larger than the mean of the input X, the input X
barely exceeds the threshold θ. Therefore, little of the
input information is transmitted to the output in the ab-
sence of intrinsic noise σ2in. However, when the intrinsic
noise σ2in is added to the input X, the width of the in-
put distribution increases, and the number of times the
input X exceeds the threshold θ increases. Therefore,
the transmitted input information increases. Nonethe-
less, when the intrinsic noise σ2in is too large, the input
information is hidden by the large noise, and in this case,
the transmitted input information decreases. Through
this mechanism, the mutual information I(X;Y ) can be
maximized with a moderate intrinsic noise σ2in at large
θ.
Stocks has already reported that SR appears in the
same threshold model [42, 43]. However, the condi-
tion under which SR appears has only been illustrated
through numerical calculations. We can derive the ap-
proximate condition under which SR appears: θ > 2 (see
Appendix D 2). As the length of X is scaled by its vari-
ance, SR appears when the threshold θ is more than twice
the variance of the input X, which is consistent with the
numerical results from a previous study [44].
To investigate the robustness of the threshold model
against extrinsic noise at θ > 0, we examine the robust-
ness function δq(σ
2
in) in the threshold model at θ = 1
(Fig. 4(d)) and at θ = 3 (Fig. 4(e)). As mentioned
in the previous sections, when the robustness function
δq(σ
2
in) is large, the robustness against extrinsic noise
σ2ex is high. When θ > 0, we cannot derive the robust-
ness function δq(σ
2
in) analytically. Therefore, we derive
δq(σ
2
in) numerically (Fig. 4(d), (e)).
When SR does not appear (θ = 1), the robustness
6function δq(σ
2
in) increases monotonically with the intrin-
sic noise σ2in for any q (Fig. 4(d)). However, when SR
appears (θ = 3), the robustness function δq(σ
2
in) does not
always increase with the intrinsic noise σ2in (Fig. 4(e)).
Therefore, INIR is not always realized in the presence of
SR.
We further examine the region where INIR is not re-
alized. Defining σ2in,max as the intrinsic noise σ
2
in that
maximizes the mutual information I(X;Y ), the robust-
ness function δq(σ
2
in) decreases with the intrinsic noise
when σ2in < σ
2
in,max (Fig. 4(e)(yellow)). In other words,
the robustness against extrinsic noise σ2ex decreases with
respect to the intrinsic noise σ2in when the mutual infor-
mation I(X;Y ) increases with respect to σ2in. This is
trivial, because the mutual information I(X;Y ) first in-
creases and then decreases with extrinsic noise σ2ex when
σ2in < σ
2
in,max. Therefore, when the intrinsic noise σ
2
in de-
creases in σ2in < σ
2
in,max, the range of the extrinsic noise
σ2ex for which the mutual information I(X;Y ) increases
will expand. Thus, the robustness against extrinsic noise
σ2ex increases as the intrinsic noise σ
2
in decreases when
σ2in < σ
2
in,max.
Interestingly, even when σ2in > σ
2
in,max, there is a
region where the robustness function δq(σ
2
in) decreases
with the intrinsic noise σ2in (Fig. 4(e)). In other words,
the robustness against the extrinsic noise σ2ex decreases
with respect to the intrinsic noise σ2in even when the
mutual information I(X;Y ) decreases with respect to
σ2in. Defining σ
2
in,c as the intrinsic noise σ
2
in at which
the mutual information I(X;Y ) changes from convex
upward to convex downward, the robustness function
δq(σ
2
in) decreases with respect to the intrinsic noise σ
2
in
when σ2in,max < σ
2
in < σ
2
in,c and q is close to 1 (Fig.
4(e)(green)). In other words, the robustness against the
extrinsic noise σ2ex decreases as the intrinsic noise σ
2
in in-
creases when the mutual information I(X;Y ) is decreas-
ing and convex upward with respect to σ2in.
We have approximately demonstrated that the robust-
ness function δq(σ
2
in) decreases with respect to the in-
trinsic noise σ2in when the mutual information I(X;Y ) is
decreasing and convex upward against the intrinsic noise
σ2in, and q is close to 1.
In the threshold model, the σ2in-dependency of I(X;Y )
is the same as the σ2ex-dependency of I(X;Y ), and
I(X;Y ) is decreasing against σ2in. Therefore,
∂I(X;Y )
∂σ2ex
=
∂I(X;Y )
∂σ2in
< 0 (14)
is satisfied. When ∂I(X;Y )/∂σ2ex < 0, the robustness
function δq(σ
2
in) becomes close to 0 as q → 1. Therefore,
when ∂I(X;Y )/∂σ2ex < 0 and q ∼ 1,
I(X;Y )|σ2ex=δq
= I(X;Y )|σ2ex=0 +
∂I(X;Y )
∂σ2ex
∣∣∣∣
σ2ex=0
δq +O
(
δ2q
)
(15)
is satisfied. Substituting Eq. (15) into Eq. (4), we obtain
δq(σ
2
in) = −
(1− q)
∂ ln I(X;Y )
∂σ2ex
∣∣∣
σ2ex=0
(16)
∂ ln I(X;Y )/∂σ2ex|σ2ex=0 corresponds to the slope of the
normalized mutual information I(X;Y )/I(X;Y )|σ2ex=0
against the extrinsic noise σ2ex at σ
2
ex = 0. When
∂ ln I(X;Y )/∂σ2ex|σ2ex=0 is large, the robustness function
δq(σ
2
in) at q ∼ 1 is also large.
Differentiating Eq. (16) with respect to the intrinsic
noise σ2in, we have
∂δq(σ
2
in)
∂σ2in
=
(1− q) ∂
∂σ2in
(
∂ ln I(X;Y )
∂σ2ex
∣∣∣
σ2ex=0
)
(
∂ ln I(X;Y )
∂σ2ex
∣∣∣
σ2ex=0
)2 (17)
In the threshold model, I(X;Y ) depends on the summa-
tion of σ2in and σ
2
ex. Therefore,
∂
∂σ2in
(
∂ ln I(X;Y )
∂σ2ex
∣∣∣∣
σ2ex=0
)
=
∂2 ln I(X;Y )
(∂σ2in)
2
∣∣∣∣∣
σ2ex=0
(18)
is satisfied. From Eqs. (17) and (18), and for q < 1,
sgn
(
∂δq(σ
2
in)
∂σ2in
)
= sgn
 ∂2 ln I(X;Y )
(∂σ2in)
2
∣∣∣∣∣
σ2ex=0
 (19)
is satisfied, where sgn(·) is the sign function.
Here, from simple calculations,
∂2I(X;Y )
(∂σ2in)
2 < 0⇒
∂2 ln I(X;Y )
(∂σ2in)
2 < 0 (20)
is satisfied. Therefore, from Eq. (19),
∂2I(X;Y )
(∂σ2in)
2 < 0⇒
∂δq(σ
2
in)
∂σ2in
< 0 (21)
is satisfied. Therefore, when I(X;Y ) is decreasing and
convex upward with respect to σ2in, the robustness func-
tion δq(σ
2
in) at q ∼ 1 decreases with σ2in. Moreover,
∂2 ln I(X;Y )
(∂σ2in)
2 > 0⇒
∂2I(X;Y )
(∂σ2in)
2 > 0 (22)
is satisfied. Therefore, from Eq. (19),
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FIG. 5. Threshold model. σ2in-dependencies of (a)
H(Y ) and (b) H(Y |X). ∂I(X;Y )/∂σ2in < 0 (solid line),
∂I(X;Y )/∂σ2in > 0 (dashed line).
∂δq(σ
2
in)
∂σ2in
> 0⇒ ∂
2I(X;Y )
(∂σ2in)
2 > 0 (23)
is also satisfied. Hence, when I(X;Y ) is decreasing
against σ2in, and δq(σ
2
in) at q ∼ 1 is increasing against
σ2in, I(X;Y ) is always convex downward with respect to
σ2in.
We now verify Eqs. (21) and (23) numerically (Fig.
4(f),(g)). When q is close to 1, Eqs. (21) and (23) are
satisfied (Fig. 4(f)). However, when q is far from 1, Eqs.
(21) and (23) are not satisfied (Fig. 4(g)). These results
are as expected.
Therefore, it has been shown that the robustness func-
tion δq(σ
2
in) at q ∼ 1 decreases with the intrinsic noise σ2in
when I(X;Y ) is decreasing and convex upward against
σ2in (Fig. 4(f)(green)). Thus, INIR is not always realized
in the threshold model with SR, even when I(X;Y ) is de-
creasing against σ2in. However, this is not necessarily bad,
and may indeed be an advantageous property. In the lin-
ear model and the threshold model without SR, reducing
the intrinsic noise σ2in increases the mutual information
I(X;Y ), but decreases the robustness function δq(σ
2
in).
Hence, there is a trade-off between the transmitted in-
formation and the robustness against extrinsic noise in
the linear model and the threshold model without SR.
In contrast, in the threshold model with SR, the mutual
information I(X;Y ) and the robustness function δq(σ
2
in)
at q ∼ 1 can be simultaneously increased by reducing the
intrinsic noise σ2in when I(X;Y ) is decreasing and convex
upward with respect to σ2in (Fig. 4(f)(green)). Therefore,
SR solves the trade-off problem between the transmitted
information and the robustness against extrinsic noise.
IV. MECHANISM
In Sec. III B, we showed that when ∂I(X;Y )/∂σ2in < 0
and q ∼ 1, the sign of ∂δq(σ2in)/∂σ2in strongly depends on
the sign of ∂2I(X;Y )/(∂σ2in)
2. The robustness against
extrinsic noise increases with respect to the intrinsic
noise when ∂2I(X;Y )/(∂σ2in)
2 > 0 (Fig. 4(f)(blue)),
whereas it decreases when ∂2I(X;Y )/(∂σ2in)
2 < 0 (Fig.
4(f)(green)). In this subsection, we explain the relation
between ∂δq(σ
2
in)/∂σ
2
in and ∂
2I(X;Y )/(∂σ2in)
2 more in-
tuitively by decomposing I(X;Y ).
The mutual information I(X;Y ) is decomposed as fol-
lows:
I(X;Y ) = H(Y )−H(Y |X) (24)
where H(Y ) is the entropy of Y and H(Y |X) is the en-
tropy of Y given by X, which is expressed as:
H(Y ) = −
∑
Y
p(y) log2 p(y) (25)
H(Y |X) = −
∫
X
p(x)
∑
Y
p(y|x) log2 p(y|x)dx (26)
where X is a continuous random variable and Y is a
discrete random variable.
In the threshold model, when ∂I(X;Y )/∂σ2in < 0,
both H(Y ) and H(Y |X) are increasing and convex up-
ward with respect to the intrinsic noise σ2in (Fig. 5(a),
(b)(solid line)), and thus satisfy
∂H(Y )
∂σ2in
≥ 0, ∂H(Y |X)
∂σ2in
≥ 0 (27)
∂2H(Y )
(∂σ2in)
2 ≤ 0,
∂2H(Y |X)
(∂σ2in)
2 ≤ 0 (28)
These inequalities are also satisfied for the extrinsic noise
σ2ex.
From Eq. (24), when ∂H(Y )/∂σ2in > ∂H(Y |X)/∂σ2in,
I(X;Y ) increases with σ2in. However, when
∂H(Y )/∂σ2in < ∂H(Y |X)/∂σ2in, I(X;Y ) decreases
with σ2in. Therefore, we can interpret ∂H(Y )/∂σ
2
in
as the beneficial effect of noise, acting to increase the
transmitted information, and ∂H(Y |X)/∂σ2in as the
harmful effect of noise, acting to decrease the transmit-
ted information. Moreover, from Eq. (28), both effects
of noise decrease as the intrinsic noise σ2in increases.
From Eqs. (24) and (28), when ∂2I(X;Y )/(∂σ2in)
2 > 0
(Fig. 4(f)(blue)), the following is satisfied:
∣∣∣∣∣∂2H(Y )(∂σ2in)2
∣∣∣∣∣ <
∣∣∣∣∣∂2H(Y |X)(∂σ2in)2
∣∣∣∣∣ (29)
Therefore, when ∂2I(X;Y )/(∂σ2in)
2 > 0 (Fig.
4(f)(blue)), the change in the harmful effect of noise
∂H(Y |X)/∂σ2in is greater than that in the beneficial ef-
fect of noise ∂H(Y )/∂σ2in. Thus, we focus on the change
in the harmful effect of noise ∂H(Y |X)/∂σ2in. As men-
tioned above, from Eq. (28), the harmful effect of noise
∂H(Y |X)/∂σ2in decreases as the intrinsic noise σ2in in-
creases. Therefore, when σ2in is larger, the decrease in
8transmitted information as a result of noise is smaller.
Thus, the robustness against extrinsic noise increases at
higher levels of intrinsic noise.
In contrast, when ∂2I(X;Y )/(∂σ2in)
2 < 0 (Fig.
4(f)(green)), the following is satisfied:∣∣∣∣∣∂2H(Y )(∂σ2in)2
∣∣∣∣∣ >
∣∣∣∣∣∂2H(Y |X)(∂σ2in)2
∣∣∣∣∣ (30)
Therefore, when ∂2I(X;Y )/(∂σ2in)
2 < 0 (Fig.
4(f)(green)), the change in the beneficial effect of noise
∂H(Y )/∂σ2in is greater than that in the harmful effect
of noise ∂H(Y |X)/∂σ2in. Thus, we focus on the change
in the beneficial effect of noise ∂H(Y )/∂σ2in. From Eq.
(28), the beneficial effect of noise ∂H(Y )/∂σ2in decreases
as the intrinsic noise σ2in increases. Therefore, when σ
2
in
is larger, the increase in transmitted information as a
result of noise is smaller. Thus, the robustness against
extrinsic noise decreases with the intrinsic noise.
V. DISCUSSION
In this paper, we first analyzed the robustness against
extrinsic noise in a linear model. We showed that the
robustness against extrinsic noise increases with intrin-
sic noise. A threshold model in which the threshold is
equal to the mean of the input was then analyzed, and
we showed that the robustness against extrinsic noise
again increases with the level of intrinsic noise. There-
fore, INIR is realized in these models. Moreover, we dis-
covered that the intrinsic noise dependency of the robust-
ness against extrinsic noise is stronger when the intrinsic
noise is larger than the variance of the input in these
models.
This raises the question of whether the intrinsic noise
is larger than the variance of the input in actual biologi-
cal systems. In other words, is the robustness against the
extrinsic noise strongly dependent on the intrinsic noise
in actual biological systems? To address this question,
we focus on the mutual information I(X;Y ) when the
intrinsic noise is larger than the variance of the input,
i.e., σ2in > 1 in the linear model or σ
2
in > 2/(pi ln 2) in
the threshold model. In these cases, I(X;Y ) < 0.5 and
I(X;Y ) < 1− 1/√2 ≈ 0.29 · · · are satisfied in the linear
model and in the threshold model, respectively. There-
fore, we can estimate whether the robustness against
the extrinsic noise is strongly dependent on the intrinsic
noise from whether the mutual information is less than
0.3 ∼ 0.5 bits. Note that the input and noise distri-
butions and input–output relations in actual biological
systems are not exactly the same as those in our models.
Therefore, this estimation is only approximate. With
reference to several experiments that measure the mu-
tual information between input molecules and cellular
responses such as gene expressions, the range of the mu-
tual information is 0.6 ∼ 1.2 bits [19–21, 45–50]. There-
fore, the robustness against the extrinsic noise may not
be strongly dependent on the intrinsic noise at the cel-
lular level. However, in computational studies analyzing
a dendritic spine, which is a small part of a neuron, the
range of the mutual information is 0.1 ∼ 0.3 bits [22–24].
Therefore, the robustness against the extrinsic noise may
be strongly dependent on the intrinsic noise in dendritic
spines.
We showed that larger levels of intrinsic noise produce
a higher degree of robustness against extrinsic noise in
both the linear and threshold model when the threshold
is equal to the mean of the input. However, larger values
of intrinsic noise are not necessarily advantageous. This
is because more intrinsic noise decreases the transmitted
information, regardless of extrinsic noise. Therefore, in
basic terms, cells may evolve to decrease the level of in-
trinsic noise as a means of increasing their transmitted
information. However, intrinsic noise is often a significant
component of biological systems [14–17, 22–24], and we
only argue that the robustness against extrinsic noise is
high in such cases.
We further showed that SR appears in the threshold
model when the threshold is much larger than the mean
of the input. In this model, there is a region where the
robustness against extrinsic noise decreases with the in-
trinsic noise, meaning that INIR is not always realized.
However, in the threshold model with SR, the robust-
ness against extrinsic noise and the transmitted infor-
mation can be simultaneously increased by reducing the
intrinsic noise. Therefore, SR solves the trade-off prob-
lem between the robustness against extrinsic noise and
the transmitted information.
In artificial experimental settings, SR has been ob-
served in various biological systems, especially neuronal
systems [27–38]. Douglass et al. were the first to re-
port the appearance of SR in biological systems, namely
a sensory neuron in a crayfish tail fan [27]. Following this
study, it has been reported that SR appears in the cer-
cal sensory neurons of crickets [28], hippocampal slices
of rats [30–32], electrical sensory organs of paddlefish
[29], human vision [33–35], and human audition [36–38].
Moreover, the threshold response is observed in many
biochemical reactions [39–41], which may indicate the ex-
istence of SR. These reactions not only detect weak sig-
nals by utilizing noise, but also ensure robustness against
additional noise.
However, in natural environments, the threshold sys-
tems may not exhibit SR. This is because the mutual
information is higher when the threshold is closer to
the mean of the input. Indeed, in developmental pro-
cesses, where the input–output relation between mor-
phogen molecules and gene expressions is the threshold
response, the number of cells with high gene expressions
is similar to that with low gene expressions [7, 18], which
indicates that the threshold is close to the mean of the in-
put. It has been reported that, even when the threshold
is close to the mean of the input, SR appears if there are
several threshold systems and the entire output is deter-
mined by the summation of individual outputs [42, 43].
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the input, SR does not appear in the information trans-
mission by a single cell, but does appear in the infor-
mation transmission by multiple cells [46]. For example,
tissues and organs composed of multiple cells respond to
the same input with multiple cells. Therefore, if individ-
ual cells exhibit a nonlinear response such as a threshold
response, SR appears regardless of the relation between
the input and the threshold. Indeed, several theoretical
studies suggest that if multiple neurons transmit infor-
mation, SR will even appear when the mean of the input
is equal to the threshold [51–54].
In this paper, we discussed SR in a static system, but
SR can also appear in dynamical systems [26]. Moreover,
the transmitted information is conventionally quantified
by the signal-to-noise ratio (SNR) in dynamical systems,
rather than by the mutual information [26]. However,
even if it was quantified by other measures, the trans-
mitted information and the robustness against the ex-
trinsic noise could be simultaneously increased when SR
appears, because there is always a region where the trans-
mitted information is decreasing and convex upward with
respect to the intrinsic noise. An example is given in Ap-
pendix E.
In this paper, we assumed that the intrinsic noise and
extrinsic noise obey Gaussian distributions. However,
other types of distribution are often observed in biolog-
ical systems [17, 55–57]. Moreover, we examined sys-
tems showing a linear response and a threshold response.
However, smooth nonlinear response systems are often
observed, as represented by Hill functions in biological
systems. To construct more a general theoretical frame-
work and uncover the characteristics of INIR, analyses of
these nonlinear systems should be considered.
Experimental verification of our theory is also neces-
sary. Several experiments have measured the mutual
information between extracellular molecules and cellu-
lar responses such as gene expressions [19–21, 45–50].
Furthermore, it is possible to generate extrinsic noise
by changing the concentration of extracellular molecules
from trial to trial. Therefore, we can measure the ex-
trinsic noise dependency of the mutual information, i.e.,
the robustness against the extrinsic noise. Recent exper-
imental studies have reported that the gene expression
noise level can be changed without changing the gene
expression mean by constructing synthetic gene circuits
[58]. This method enables the intrinsic noise to be modi-
fied without changing the input–output relation. There-
fore, we could measure the intrinsic noise dependency of
the robustness against extrinsic noise. These procedures
would allow us to experimentally verify whether the ro-
bustness against extrinsic noise increases with the intrin-
sic noise in a linear system, a threshold system without
SR, and a threshold system with SR.
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Appendix A: Robustness function δq(σ
2
in) in the
linear model
1. Derivation of Eq. (5)
From Eqs. (4) and (3),
1
2 log2
(
1 + 1
δq(σ2in)+σ
2
in
)
1
2 log2
(
1 + 1
σ2in
) = q (A1)
is obtained. From Eq. (A1), we have
δq(σ
2
in) =
1(
1 + σ−2in
)q − 1 − σ2in (A2)
which is the same as Eq. (5).
2. Derivation of Eq. (6)
When σ2in  1, Eq. (5) can be approximated as fol-
lows:
δq(σ
2
in) =
1(
1 + σ−2in
)q − 1 − σ2in
≈ 1
1 + qσ−2in − 1
− σ2in =
1− q
q
σ2in (A3)
When σ2in  1, Eq. (5) can be approximated as:
δq(σ
2
in) =
1(
1 + σ−2in
)q − 1 − σ2in
≈ 1
σ−2qin − 1
− σ2in (A4)
When σ2qin  1,
δq(σ
2
in) ≈ σ2qin − σ2in (A5)
When σ2qin  σ2in,
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δq(σ
2
in) ≈ σ2qin (A6)
Therefore, from Eqs. (A3) and (A6), we find that
δq(σ
2
in) ∝
{
σ2qin (σ
2
in  1)
σ2in (σ
2
in  1)
(A7)
which is the same as Eq. (6). More precisely, δq(σ
2
in) ∝
σ2qin is not satisfied when σ
2
in  1, but holds when σ2in 
σ2qin .
Appendix B: Mutual information I(X;Y ) in the
threshold model (θ = 0)
1. Derivation of Eq. (9)
In the threshold model, the probability density func-
tion of X, p(x), the probability mass function of Y given
by X, p(y|x), and the probability mass function of Y ,
p(y), are given by the following:
p(x) = N(x|0, 1) (B1)
p(y = 1|x) = Φ
(
x− θ√
σ2ex + σ
2
in
)
(B2)
p(y = 0|x) = 1− p(y = 1|x) (B3)
p(y = 1) = Φ
(
−θ√
1 + σ2ex + σ
2
in
)
(B4)
p(y = 0) = 1− p(y = 0|x) (B5)
where Φ(x) =
∫ x
−∞N(z|0, 1)dz is the cumulative distri-
bution function of the standard normal distribution.
The mutual information I(X;Y ) is calculated as fol-
lows:
I(X;Y ) = H(Y )−H(Y |X) (B6)
where
H(Y ) = −
∑
y∈{0,1}
p(y) log2 p(y) (B7)
H(Y |X) = −
∫ ∞
−∞
p(x)
∑
y∈{0,1}
p(y|x) log2 p(y|x)dx
(B8)
H(Y ) is the entropy of Y , and H(Y |X) is the entropy of
Y given X.
When θ = 0, p(y = 1) = p(y = 0) = 1/2. Therefore,
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x
0.0
0.2
0.4
0.6
0.8
1.0
H
(Y
|X
=
x)
 [b
it]
=5.0, 2=4.0
numerical
approx
FIG. 6. H(Y |X = x) in the threshold model (blue) and the
Gaussian function (red). We define σ2 := σ2ex + σ
2
in.
H(Y ) = −2 · 1
2
log2
1
2
= 1 (B9)
H(Y |X) cannot be calculated analytically. Therefore, we
calculate the approximate solution of H(Y |X) as follows.
First, H(Y |X) is calculated as:
H(Y |X) =
∫ ∞
−∞
p(x)H(Y |X = x)dx (B10)
where
H(Y |X = x) = −
∑
y∈{0,1}
p(y|x) log2 p(y|x) (B11)
and H(Y |X = x) is the entropy of Y given X = x.
As H(Y |X = x) is similar to the Gaussian func-
tion a exp(−(x − b)2/(2c2)) (Fig. 6), we approximate
H(Y |X = x) by the Gaussian function a exp(−(x −
b)2/(2c2)), which gives the following:
H(Y |X = x) ≈ exp
(
− (x− θ)
2
(pi ln 2)(σ2ex + σ
2
in)
)
(B12)
(see Appendix B 2).
From Eqs. (B1), (B10), and (B12), H(Y |X) can be
calculated as follows:
H(Y |X) ≈ 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1
× exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)

(B13)
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Therefore, from Eqs. (B6), (B9), and (B13), the approx-
imate solution of I(X;Y ) in the threshold model (θ = 0)
is given by the following:
I(X;Y ) ≈ 1− 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1
(B14)
which is the same as Eq. (9).
2. Derivation of Eq. (B12)
In this subsection, we explain how to approximate
H(Y |X = x) in the threshold model as the Gaussian
function a exp(−(x − b)2/(2c2)). For simplicity, we de-
fine σ2 := σ2ex + σ
2
in.
First, we derive b, which is the value of x that satisfies
∂H(Y |X = x)/∂x = 0. ∂H(Y |X = x)/∂x is given by:
∂H(Y |X = x)
∂x
= − 1
ln 2
∑
y∈{0,1}
{p′(y|x) ln p(y|x) + p′(y|x)}
(B15)
where p′(y|x) represents ∂p(y|x)/∂x, which is given by:
p′(y = 1|x) = ∂
∂x
Φ
(
x− θ
σ
)
=
1
σ
N
(
x− θ
σ
∣∣∣∣ 0, 1)
p′(y = 0|x) = −p′(y = 1|x) (B16)
Note that we used (d/dx)
∫ x
a
f(z)dz = f(x), where a is
constant. From Eq. (B16), ∂H(Y |X = x)/∂x is calcu-
lated as follows:
∂H(Y |X = x)
∂x
=− 1
ln 2
p′(y = 1|x)
× {ln p(y = 1|x)− ln p(y = 0|x)}
(B17)
From p′(y = 1|x) > 0, when ∂H(Y |X = x)/∂x = 0,
p(y = 1|x) = p(y = 0|x) (B18)
is satisfied. Accordingly, b = θ.
Next, we derive c, which satisfies
1
c2
= − ∂
2
∂x2
lnH(Y |X = x)
∣∣∣∣
x=θ
(B19)
∂ lnH(Y |X = x)/∂x is given by the following:
∂
∂x
lnH(Y |X = x) = H
′(Y |X = x)
H(Y |X = x) (B20)
Therefore, ∂2 lnH(Y |X = x)/∂x2 is given by:
∂2
∂x2
lnH(Y |X = x)
=
H ′′(Y |X = x)H(Y |X = x)−H ′(Y |X = x)2
H(Y |X = x)2 (B21)
When x = θ, we have
H(Y |X = x) = 1 (B22)
H ′(Y |X = x) = 0 (B23)
H ′′(Y |X = x) = − 2
(pi ln 2)σ2
(B24)
Therefore, ∂2 lnH(Y |X = x)/∂x2|x=θ can be written as:
∂2
∂x2
lnH(Y |X = x)
∣∣∣∣
x=θ
= − 2
(pi ln 2)σ2
(B25)
Therefore, from Eq. (B19), we have that
c2 =
(pi ln 2)σ2
2
(B26)
Finally, we derive a. a is given by H(Y |X = x)|x=θ.
Therefore, a = 1.
Thus, the approximate solution of H(Y |X = x) is
given by:
H(Y |X = x) ≈ exp
(
− (x− θ)
2
(pi ln 2)σ2
)
(B27)
which is the same as Eq. (B12).
Appendix C: Robustness function δq(σ
2
in) in the
threshold model (θ = 0)
1. Derivation of Eq. (10)
From Eqs. (4) and (9),
1− 1√
2
(pi ln 2) (δq(σ
2
in) + σ
2
in)
−1
+ 1
≈ qI0 (C1)
is satisfied, where
I0 = 1− 1√
2
(pi ln 2)σ
−2
in + 1
(C2)
From Eq. (C1), we have
δq(σ
2
in) ≈
{1− qI0}2
{2− qI0} qI0
2
(pi ln 2)
− σ2in (C3)
which is the same as Eq. (10).
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2. Derivation of Eq. (12)
When σ2in  2pi ln 2 , Eq. (11) can be approximated as
follows:
I0 = 1− 1√
2
(pi ln 2)σ
−2
in + 1
≈ 1
(pi ln 2)
σ−2in (C4)
Therefore, Eq. (10) can be approximated as:
δq(σ
2
in) ≈
{1− qI0}2
{2− qI0} qI0
2
(pi ln 2)
− σ2in
≈ 12q
(pi ln 2)σ
−2
in
2
(pi ln 2)
− σ2in =
(
1− q
q
)
σ2in
(C5)
When σ2in  2pi ln 2 , Eq. (11) can be approximated as
follows:
I0 = 1− 1√
2
(pi ln 2)σ
−2
in + 1
≈ 1−
√
(pi ln 2)
2
σin (C6)
Therefore, Eq. (10) can be approximated as:
δq(σ
2
in) ≈
{1− qI0}2
{2− qI0} qI0
2
(pi ln 2)
− σ2in
≈
{(
1−q
q
)
+
√
(pi ln 2)
2 σin
}2
(
2−q
q
) 2
(pi ln 2)
− σ2in
(C7)
Rearranging this expression in terms of σin gives:
δq(σ
2
in) =
4
(pi ln 2)
(1− q)
(2− q)
{
(1− q)
2q
+
√
(pi ln 2)
2
σin +
(pi ln 2)
2
σ2in
}
(C8)
From σ2in  2pi ln 2 , the equation above can be approxi-
mated as follows:
δq(σ
2
in) =
4
(pi ln 2)
(1− q)
(2− q)
{
(1− q)
2q
+
√
(pi ln 2)
2
σin
}
(C9)
When (1−q)
2
4q2
2
pi ln 2  σ2in  2pi ln 2 , Eq. (C9) can be
approximated as:
δq(σ
2
in) ≈ 2
√
2
(pi ln 2)
(1− q)
(2− q)σin (C10)
When σ2in  min
(
(1−q)2
4q2
2
pi ln 2 ,
2
pi ln 2
)
, Eq. (C9) can be
approximated as:
δq(σ
2
in) ≈
2
(pi ln 2)
(1− q)2
q(2− q) (C11)
Therefore, from Eqs. (C5), (C10), and (C11), we ob-
tain
δq(σ
2
in) ≈
{1− qI0}2
{2− qI0} qI0
2
(pi ln 2)
− σ2in
∝

σ2in
(
σ2in  2pi ln 2
)
σin
(
(1−q)2
4q2
2
pi ln 2  σ2in  2pi ln 2
)
const
(
σ2in  min
(
(1−q)2
4q2
2
pi ln 2 ,
2
pi ln 2
))
(C12)
which is the same as Eq. (12).
Appendix D: Mutual information I(X;Y ) in the
threshold model (θ 6= 0)
1. Derivation of Eq. (13)
The mutual information I(X;Y ) is calculated as fol-
lows:
I(X;Y ) = H(Y )−H(Y |X) (D1)
where
H(Y ) = −
∑
y∈{0,1}
p(y) log2 p(y) (D2)
H(Y |X) = −
∫ ∞
−∞
p(x)
∑
y∈{0,1}
p(y|x) log2 p(y|x)dx
(D3)
H(Y ) is the entropy of Y , and H(Y |X) is the entropy of
Y given X.
In Appendix B 1, by approximating H(Y |X = x) us-
ing a Gaussian function, we obtained the approximate
solution of H(Y |X) as:
H(Y |X) ≈ 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1
× exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)

(D4)
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In the same way, we can approximate H(Y ) using a
Gaussian function to give:
H(Y ) ≈ exp
(
− θ
2
(pi ln 2) (1 + σ2ex + σ
2
in)
)
(D5)
Therefore, I(X;Y ) can be approximated as follows:
I(X;Y ) ≈ exp
(
− θ
2
(pi ln 2) (1 + σ2ex + σ
2
in)
)
− 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1
× exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)

(D6)
Here, 2pi ln 2 = 0.91844 · · · ≈ 1. Therefore, H(Y ) can be
approximated as:
H(Y ) ≈ exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)
 (D7)
Thus, the mutual information I(X;Y ) can be approxi-
mated as follows:
I(X;Y ) ≈
1− 1√
2
(pi ln 2) (σ
2
ex + σ
2
in)
−1
+ 1

× exp
− θ2
(pi ln 2)
(
2
(pi ln 2) + σ
2
ex + σ
2
in
)

(D8)
which is the same as Eq. (13).
2. Derivation of the condition under which SR
appears: |θ| > 2
We can derive the condition for the appearance of SR
from the approximate solution of the mutual information
I(X;Y ). For simplicity, we consider the case σ2ex = 0.
Note that we can easily expand this to the case σ2ex ≥ 0.
When SR appears, the mutual information I(X;Y ) has
a local maximum with respect to the intrinsic noise σ2in.
Therefore, when SR appears, there is some value of σ2in
for which ∂I(X;Y )/∂σ2in = 0. Therefore, we derive the
condition that ensures ∂I(X;Y )/∂σ2in = 0.
∂I(X;Y )/∂σ2in is given by the following:
∂I(X;Y )
∂σ2in
≈−
{(
2
(pi ln 2)
σ−2in + 1
)
− θ2
√
2
(pi ln 2)
σ−2in + 1 + θ
2
}
×
σ−4in exp
(
− θ2
(pi ln 2)( 2(pi ln 2)+σ2in)
)
(pi ln 2)
(
2
(pi ln 2)σ
−2
in + 1
) 5
2
(D9)
Therefore, when ∂I(X;Y )/∂σ2in = 0 holds,
(
2
(pi ln 2)
σ−2in + 1
)
− θ2
√
2
(pi ln 2)
σ−2in + 1 + θ
2 = 0
(D10)
is satisfied. Defining A =
√
2
(pi ln 2)σ
−2
in + 1,
A2 − θ2A+ θ2 = 0 (D11)
Here, the discriminant D is given by:
D := θ4 − 4θ2 = θ2 (θ2 − 4) (D12)
As A is a real number, D must satisfy D ≥ 0. Therefore,
θ = 0, |θ| ≥ 2 (D13)
is the necessary condition for A to satisfy Eq. (D11).
When θ = 0, the solution of Eq. (D11) is A = 0. This
is contrary to A > 1. Therefore, when θ = 0, there is no
value of σ2in that satisfies Eq. (D11), and SR does not
appear.
When |θ| ≥ 2, the solutions of Eq. (D11) are given by
the following:
A± =
θ2 ±√θ4 − 4θ2
2
=
θ2
2
{
1±
√
1− 4
θ2
}
(D14)
From simple calculations, we can confirm that A± sat-
isfies A± > 1. Therefore, |θ| > 2 is the necessary and
sufficient condition for the appearance of SR.
Furthermore, we can derive the intrinsic noise σ2in that
gives the local maximum of I(X;Y ), defined as σ2in,max.
Defining σ2in,± as the intrinsic noise σ
2
in corresponding
to A = A±,
σ2in,± =
2
(pi ln 2)
[
A2± − 1
]−1
(D15)
As σ2in = σ
2
in,± satisfies ∂I(X;Y )/∂σ
2
in = 0, σ
2
in,± gives
the local maximum or local minimum of I(X;Y ).
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FIG. 8. Sensitivity S against the intrinsic noise σ2in at σ
2
ex =
0 in the threshold model.
From numerical calculations, it can be clarified that
σ2in,+ gives the local minimum of I(X;Y ) and σ
2
in,− gives
the local maximum of I(X;Y ). Therefore,
σ2in,max = σ
2
in,− :=
2
(pi ln 2)
[
A2− − 1
]−1
(D16)
is satisfied. This approximate solution matches the nu-
merical solution well (Fig. 7).
Appendix E: Robustness function δq(σ
2
in) defined not
by mutual information but by the other measure
In this study, the transmitted information was quanti-
fied by the mutual information. The mutual information
is an effective and quantitative measure, even when the
input–output relation is nonlinear or when the variance
of the output is different for each input. Therefore, the
mutual information is useful when considering complex
systems. However, for the simple systems considered in
this study, we can use different measures to evaluate the
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FIG. 9. The case where the robustness function δq(σ
2
in)
is defined by the sensitivity S. (a), (b) The intrinsic noise
dependency of the robustness function δq. (c), (d) σ
2
in, θ-
dependency of ∂δq/∂σ
2
in. (a)–(d) ∂S/∂σ
2
in > 0 (yellow),
∂S/∂σ2in < 0 and ∂
2S/(∂σ2in)
2 < 0 (green), ∂S/∂σ2in < 0
and ∂2S/(∂σ2in)
2 > 0 (blue).
information transmission between input and output. In
this section, we show that, even if the transmitted in-
formation was quantified by some other measure, the ro-
bustness against extrinsic noise and the transmitted in-
formation could be simultaneously increased by reducing
the intrinsic noise when SR appears. We redefine the
measure of the transmitted information as
S :=
∂E[y|x]
∂x
∣∣∣∣
x=µ
. (E1)
where E[y|x] is the mean of the output y given the input
x, and µ is the mean of the input x. In our models, we
set µ = 0. This function represents the rate of increase
in output with respect to the increase in input, which we
refer to as the “sensitivity.”
In the threshold model, from Eqs. (B2) and (B3),
E[y|x] =
∑
y∈{0,1}
yp(y|x) = Φ
(
x− θ√
σ2ex + σ
2
in
)
(E2)
where Φ(x) =
∫ x
−∞N(z|0, 1)dz is the cumulative dis-
tribution function of the standard normal distribution.
From Eq. (E2),
∂E[y|x]
∂x
= N(θ|x, σ2in + σ2ex) (E3)
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and therefore, from Eq. (E1) and µ = 0, the analytical
solution of the sensitivity in the threshold model is given
by
S = N(θ|0, σ2in + σ2ex). (E4)
When θ = 0, the sensitivity S decreases monotonically
with the intrinsic noise σ2in (Fig. 8(red)); when θ > 0, S
is maximized with a moderate value of the intrinsic noise
σ2in (Fig. 8). Therefore, SR appears when the transmit-
ted information is quantified by the sensitivity instead of
the mutual information.
We now derive the condition under which SR appears.
To simplify the calculation, we define σ2 := σ2in + σ
2
ex.
From Eq. (E4),
∂S
∂σ2
=
∂
∂σ2
N(θ|0, σ2)
=
1
2
√
2piσ5
(
θ2 − σ2) exp(− θ2
2σ2
)
{
> 0 (θ > σ)
≤ 0 (θ ≤ σ) (E5)
Therefore, the condition for the appearance of SR is θ >
0. Note that this is different from the condition θ > 2 in
the case where the transmitted information is quantified
by the mutual information.
To investigate the robustness against extrinsic noise in
terms of the sensitivity, we define the robustness function
δq(σ
2
in) as follows:
δq(σ
2
in) :=
{
σ2ex
∣∣∣∣∣ S|σ2ex=σ2exS|σ2ex=0 = q, q ∈ (0, 1)
}
(E6)
When δq(σ
2
in) is large, the robustness against extrinsic
noise σ2ex is high, and vice versa.
Because the robustness function δq(σ
2
in) cannot be an-
alytically solved, we derived δq(σ
2
in) numerically (Fig. 9).
When SR does not appear (θ = 0), the robustness func-
tion δq(σ
2
in) increases monotonically with the intrinsic
noise for any q (Fig. 9(a)). As the sensitivity decreases
monotonically with any increase in the intrinsic noise,
the sensitivity and the robustness against extrinsic noise
exhibit a trade-off relationship. However, when SR ap-
pears (θ = 1), the robustness function does not always
increase with the intrinsic noise (Fig. 9(b)). In particu-
lar, when q is close to 1 and the sensitivity is a decreasing
and convex upward function with respect to the intrinsic
noise, the robustness function decreases with the intrinsic
noise (Fig. 9(b)(green)). In this region, by reducing the
intrinsic noise, both the sensitivity and the robustness
function can be simultaneously increased. Therefore, SR
solves the trade-off problem between the transmitted in-
formation and the robustness against extrinsic noise. We
can see this characteristic over a wider range of param-
eters (Fig. 9(c), (d)). Therefore, even when the trans-
mitted information is quantified by the sensitivity, the
robustness against extrinsic noise and the transmitted
information can be simultaneously increased by reducing
the intrinsic noise when SR appears.
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