Abstract. It is known that every 3-dimensional noetherian Calabi-Yau algebra generated in degree 1 is isomorphic to a Jacobian algebra of a superpotential. Recently, S. P. Smith and the first author classified all superpotentials whose Jacobian algebras are 3-dimensional noetherian quadratic CalabiYau algebras. The main result of this paper is to classify all superpotentials whose Jacobian algebras are 3-dimensional noetherian cubic Calabi-Yau algebras. As an application, we show that if S is a 3-dimensional noetherian cubic Calabi-Yau algebra and σ is a graded algebra automorphism of S, then the homological determinant of σ can be calculated by the formula hdet σ = (det σ) 2 with one exception.
Introduction
Throughout this paper, we fix an algebraically closed field k of characteristic 0, and we assume that all vector spaces, algebras and unadorned tensor products are over k. In noncommutative algebraic geometry, AS-regular algebras are the most important class of algebras to study. In fact, the classification of 3-dimensional (noetherian) AS-regular algebras (generated in degree 1) using algebraic geometry is regarded as a starting point of noncommutative algebraic geometry ( [1] , [2] ). On the other hand, in representation theory of algebras, Calabi-Yau algebras are important class of algebras to study. Since every connected graded Calabi-Yau algebra is AS-regular ( [15] ), it is interesting to study such algebras from the point of view of both noncommutative algebraic geometry and representation theory. In particular, since every m-Koszul Calabi-Yau algebra S is isomorphic to a Jacobian algebra J(w S ) of a unique superpotential w S up to non-zero scalar multiples ( [4] , [5] , [12] ), it is interesting to study such algebras using both algebraic geometry and superpotentials. If S is a 3-dimensional noetherian Calabi-Yau algebra generated in degree 1 over k, then S is either 2-Koszul (quadratic) or 3-Koszul (cubic), so S = J(w S ) for some unique superpotential w S . In [13] , S. P. Smith and the first author of this paper focused on studying 3-dimensional noetherian quadratic Calabi-Yau algebras by these points of view. As a continuation, in this paper, we focus on studying 3-dimensional noetherian cubic Calabi-Yau algebras.
This paper is organized as follows: In section 2, we collect some preliminary results which are needed in this paper.
Section 3 is the heart of this paper. Let S be a 3-dimensional noetherian Calabi-Yau algebra. If S is quadratic, then w S ∈ V ⊗3 where V is a 3-dimensional vector space over k. In [13] , all w ∈ V ⊗3 such that J(w) are 3-dimensional Calabi-Yau were classified. On the other hand, if S is cubic, then w S ∈ V ⊗4 where V is a 2-dimensional vector space over k. A natural next project is to classify all w ∈ V ⊗4 such that J(w) are 3-dimensional Calabi-Yau. The main result of this paper is to classify all such superpotentials. By this complete classification, we obtain the following results:
(1) We compute all possible point schemes for 3-dimensional noetherian cubic Calabi-Yau algebras (Theorem 3.6) . By this computation, we see that not all bidegree (2, 2) divisors in P 1 × P 1 appear as point schemes. This result contrasts to the fact that all degree 3 divisors in P 2 appear as point schemes of 3-dimensional noetherian quadratic Calabi-Yau algebras ( [13] ). (2) We show that J(w) is 3-dimensional Calabi-Yau except for five algebras up to isomorphisms (Theorem 3.7). (3) We show that J(w) is 3-dimensional Calabi-Yau if and only if it is a domain (Corollary 3.8) as in the quadratic case ( [13] ).
Section 4 provides a further application of the classification. The homological determinant plays an important role in invariant theory for AS-regular algebras ( [8] , [10] , [11] , [6] , [14] etc.). Contrary to its importance, it is rather mysterious and not easy to calculate from the definition. If S = T (V )/(R) is a 3-dimensional noetherian quadratic Calabi-Yau algebra where R ⊂ V ⊗ V , then it was shown in [12] that hdet σ = det σ| V for every σ ∈ GrAut S if and only if w S ∈ Sym 3 V . This means that for most of 3-dimensional noetherian quadratic Calabi-Yau algebras S = T (V )/(R), hdet σ = det σ| V for every σ ∈ GrAut S. By [9, Lemma 7.3 (2) ], for typical examples of 3-dimensional noetherian cubic AS-regular algebras S = T (V )/(R) where R ⊂ V ⊗ V ⊗ V , it holds that hdet σ = (det σ| V ) 2 for every σ ∈ GrAut S, so it is natural to expect that, for a 3-dimensional noetherian cubic Calabi-Yau algebra S = T (V )/(R), hdet σ = (det σ| V ) 2 for every σ ∈ GrAut S if and only if w S ∈ Sym 4 V . Although one direction of the above expectation is true (Corollary 4.6), we will show a slightly more striking result, namely, for a 3-dimensional noetherian cubic Calabi-Yau algebra S = T (V )/(R), hdet σ = (det σ| V ) 2 for every σ ∈ GrAut S if and only if
For a 3-dimensional noetherian quadratic Calabi-Yau algebra S = T (V )/(R), it was also shown in [13] that w S ∈ Sym 3 V if and only if S is a deformation quantization of k[x, y, z], and w S ∈ Sym 3 V if and only if S is a Clifford algebra. In the last section, we will show that something similar holds in one direction (Theorem 5.1, Theorem 5.3).
Preliminaries
Throughout this paper, let k be an algebraically closed field of characteristic 0, and V a finite dimensional vector space over k. In this section, we collect some preliminary results which are needed in this paper.
2.1. Superpotentials. We define the action of θ ∈ S m on V ⊗m by
Specializing to the m-cycle φ ∈ S m , we define
We define linear maps c, s, a :
We define the following subspaces of V ⊗m :
It is easy to see that Sym m V = Im s and Alt m V = Im a. In this paper, Im c also plays an important role.
Definition 2.1. Let w ∈ V ⊗m and σ ∈ GL(V ). We call w (1) a superpotential if φ(w) = w, (2) a σ-twisted superpotential if (σ ⊗ id ⊗m−1 )φ(w) = w, (3) a twisted superpotential if it is a σ-twisted superpotential for some σ. We call Im c the space of superpotentials. For σ ∈ GL(V ) and w ∈ V ⊗m , we often write σ(w) := σ ⊗m (w) by abuse of notation.
Similarly, we have s(σ(w)) = σ(s(w)) and a(σ(w)) = σ(a(w)).
Let V be a finite dimensional vector space over k. The tensor algebra of V over k is denoted by T (V ), which is an N-graded algebra by T (V ) i = V ⊗i . An m-homogeneous algebra is an N-graded algebra of the form T (V )/(R) where (R) is the two-sided ideal generated by a subspace R ⊂ V ⊗m . The symmetric algebra of V over k is denoted by S(V ) = T (V )/(R) where
which is an example of a 2-homogeneous algebra (a quadratic algebra). Note that S(V ) m = V ⊗m / i+j+2=m V i ⊗ R ⊗ V j is the quotient space. We denote the quotient map by (−) : V ⊗m → S(V ) m . Since s(w) = 0 for every w ∈ V i ⊗ R ⊗ V j , the linear map s : V ⊗m → V ⊗m induces a linear map (−) : S(V ) m → V ⊗m , called the symmetrization map. 
Proof.
(1) This follows from the fact that σ extends to a graded algebra automorphism σ ∈ GrAut T (V ), which induces a graded algebra automorphism σ ∈ GrAut S(V ) by the formula σ(w) = σ(w).
(2) For every f ∈ S(V ) m , there exists w ∈ V ⊗m such that f = w, so
by Lemma 2.3 and (1).
2.2.
Calabi-Yau Algebras. Let V be a vector space, W ⊂ V ⊗m a subspace and w ∈ V ⊗m . We introduce the following notation:
We call J(w) the Jacobian algebra of w, and w the potential of J(w). Note that D(w) and J(w) are (m − 1) homogeneous algebras. Choose a basis x 1 , . . . , x n for V so that T (V ) = k x 1 , . . . , x n and S(V ) = k[x 1 , . . . , x n ]. For f ∈ k[x 1 , . . . , x n ], the usual partial derivative with respect to x i is denoted by f x i . For a monomial w = x i 1 x i 2 · · · x i m−1 x im ∈ k x 1 , . . . , x n m of degree m, we define
and w∂
We extend the maps ∂ x i : k x 1 , . . . , x n m → k x 1 , . . . , x n m−1 by linearity. In this notation,
Lemma 2.6. Let V be a vector space spanned by
Proof. This follows from [13, Lemma 2.5].
For an N-graded algebra A, we denote by A o the opposite graded algebra of A, and A e = A o ⊗ A the enveloping algebra of A. For graded left A-modules M, N , we denote by Ext (1) S has a resolution of finite length by finitely generated graded projective left S e -modules, and 
Proof. Note that Proof. [12, Theorem 1.9] and Lemma 2.10.
In [2] , Artin, Tate and Van den Bergh classified of 3-dimensional noetherian AS-regular algebras generated in degree 1 using algebraic geometry. They showed that every 3-dimensional noetherian quadratic AS-regular algebra determines, and is determined by, a geometric triple (E, τ, L) where E is P 2 or a divisor in P 2 of degree 3, τ is an automorphism of E, and L is an invertible sheaf on E, and also showed that every 3-dimensional noetherian cubic AS-regular algebra determines, and is determined by, a geometric triple (E, τ, L) where E is P 1 × P 1 or a divisor in P 1 × P 1 of bidegree (2, 2), τ is an automorphism of E, and L is an invertible sheaf on E. The scheme E is called the point scheme of S, and the pair (E, τ ) is called the geometric pair of S. See [2] for details of geometric triples.
Classification of Calabi-Yau Superpotentials
In this section, we classify all superpotentials w such that J(w) is 3-dimensional noetherian cubic Calabi-Yau up to isomorphisms of J(w).
3.1. Calabi-Yau Properties. Let S = T (V )/(R) be an m-homogeneous algebra such that dim V = dim R = n. If we choose a basis x 1 , . . . , x n for V and a basis f 1 , . . . , f n for R, then we may write
and there exist a choice of a basis x 1 , . . . , x n for V and a choice of a basis f 1 , . . . , f n for R such that g = Q S f for some Q S ∈ GL(n, k). Proof. This follows from [13, Proposition 2.6]. 
If this is the case, then the point scheme of J(w) is given by V(H(c(w))).
Proof. This follows from Proposition 3.3 and [2, Theorem 1].
Classification of four points in
Lemma 3.5. Let V be a 2-dimensional vector space spanned by x, y. Every f ∈ S(V ) 4 is equivalent to one of the following:
Proof. It is equivalent to classify X := Proj k[x, y]/(f ) up to projective equivalences. Note that f = 0 if and only if X = P 1 , and, in this case, X = Proj k[x, y]/(f ) is a set of at most four points. Note also that every sets of three points (with fixed multiplicities) are projectively equivalent to each other. If X = P 1 , then X = Proj k[x, y]. If X consists of one point (0, 1) with multiplicity 4, then X = Proj k[x, y]/(x 4 ). If X consists of a point (0, 1) with multiplicity 3 and a point (1, 0) of multiplicity 1, then X = Proj k[x, y]/(x 3 y). If X consists of two points (0, 1), (1, 0) with multiplicity 2, then X = Proj k[x, y]/(x 2 y 2 ). If X consists of a point (0, 1) with multiplicity 2 and two points
Since λ = 0, 1, we have
, so we may write f ∼ xy(x 2 + y 2 + λxy) where λ = ±2. Moreover, one can check that
It is easy to see that
= ±2, so we may write f ∼ x 4 + y 4 + λx 2 y 2 where λ = ±2. On the other hand, if λ = ±2, then it is easy to see that Proj k[x, y]/(x 4 + y 4 + λx 2 y 2 ) consists of four distinct points.
Write g λ := x 4 + y 4 + λx 2 y 2 . Let σ ∈ GL(2, k) such that σ(g λ ) = g λ ′ for some λ, λ ′ ∈ k \ {±2}. By a direct calculation, we see that σ is given by
If σ is in the first case or the second case, then we have
2+λ . Thus (2 + λ ′ )(2 + λ) = 16. By similar calculations, we can show that if β 2 = −α 2 , ξ 2 = 1, then (2 − λ ′ )(2 + λ) = 16, and if β 2 = ±α 2 , ξ 2 = −1, then (2 ± λ ′ )(2 − λ) = 16, so the assertion holds.
3.3. Classification of Calabi-Yau Superpotentials. Let V be a 2-dimensional vector space spanned by x, y. It is clear that the space of superpotentials Im c ⊂ V ⊗4 has a basis
w 4 = y 3 x + y 2 xy + yxy 2 + xy 3 ,
For the rest of this paper, we fix the above basis for Im c. It is easy to see that Sym 4 V is a codimension 1 subspace of Im c spanned by w 1 + w 2 , w 3 , w 4 , w 5 , w 6 . We set W ′ := 6 i=3 kw i ⊂ Sym 4 V , so that every w ∈ Im c can be uniquely written as w = αw 1 + βw 2 + w ′ where α, β ∈ k and w ′ ∈ W ′ .
Let w, w ′ ∈ Im c be Calabi-Yau superpotentials. By Theorem 2.11 and Lemma 2.5, if J(w) ∼ = J(w ′ ) as graded algebras, then w ∼ w ′ , so we may assume that w ∈ S(V ) 4 is one of the forms in Lemma 3.5 to classify Calabi-Yau superpotentials w ∈ Im c up to isomorphisms of J(w). denoted by (a, b) by abuse of notations.)
Proof. Let V be a 2-dimensional vector space spanned by x, y and w ∈ Im c a superpotential. We divide the cases according to the classification of w ∈ S(V ) 4 as in Lemma 3.5.
(Case 1) If w = f 1 = 0, then w = αw 1 + βw 2 for α, β ∈ k such that 4α + 2β = 0. Since w = 0, we have α = 0, so we may assume that α = 1. Since
are linearly independent, J(w) is standard by Proposition 3.3. It is easy to see that M(w) =
. Moreover we can calculate V(y 2 , xy − 2yx, yx − 2xy, x 2 ) = ∅ in P 1 × P 1 . Thus J(w) is 3-dimensional Calabi-Yau by Theorem 3.4. The point scheme E of J(w) is given by
(a double curve of bidegree (1, 1)), and the automorphism τ ∈ Aut k E red is given by
(Case 2) If w = f 2 = x 4 , then w = αw 1 + βw 2 + w 5 for α, β ∈ k such that 4α + 2β = 0. We have 
are linearly independent, J(w) is standard by Proposition 3.3. It is easy to see that M(w) = y 2 −2x 2 xy−2yx yx−2xy x 2
. Moreover we can calculate V(y 2 − 2x 2 , xy − 2yx, yx − 2xy, x 2 ) = ∅ in P 1 × P 1 . Thus J(w) is 3-dimensional Calabi-Yau by Theorem 3.4. The point scheme E of J(w) is given by
(defining relations of J(w)) (defining equation of E) (geometric pair) (1) E is an irr. curve (α = 0, β = 0, α(yx 2 + x 2 y) + βxyx +β 2 x 1 y 1 x 2 y 2 − αx with a biflecnode. β = ±2α) (6.1) αw 1 + βw 2 + w 5 + w 6 γyxy + x 3 , x 1 y 1 x 2 y 2 E = (1, 0) + (1, 0) (α = 0, β = 0, ±1) or γxyx + y E is a smooth curve. Table 1 . Classification of Calabi-Yau superpotentials (the union of two curves of bidegree (1, 1) meeting at one point), and the automorphism τ ∈ Aut k E is given by
(τ stabilizes two components).
(Case 3) If w = 4f 3 = 4x 3 y, then w = αw 1 + βw 2 + w 3 for α, β ∈ k such that 4α + 2β = 0. Since
are linearly independent, J(w) is standard by Proposition 3.3. It is easy to see that M(w) = αxy+yx+y 2 α(xy−2yx)+x 2 α(yx−2xy)+x 2 αx 2
. By Theorem 3.4, we can calculate that
Now assume that α = 0. Then α may be equal to 1. The point scheme E of J(w) is given by
(an irreducible curve of bidegree (2, 2) with a cusp).
(Case 4) If w = f 4 = x 2 y 2 , then w = αw 1 + βw 2 for α, β ∈ k such that 4α + 2β = 1. Since
are linearly independent, J(w) is standard by Proposition 3.3. It is easy to see that M(w) = αy 2 αxy+βyx αyx+βxy αx 2
Now assume that α = 0. Then the point scheme E of J(w) is
(4.1) If β = 0 (in this case α = 1 4 ), then E = P 1 × P 1 , and the automorphism τ ∈ Aut k E is given by
2 ) (a double curve of bidegree (1, 1)), and the automorphism τ ∈ Aut k E red is given by
(the union of two curves of bidegree (1, 1) meeting at two points) where
, and the automorphism τ ∈ Aut k E is given by
(τ stabilizes the components).
(Case 5) If w = f 5 = x 4 + x 2 y 2 , then w = αw 1 + βw 2 + w 5 for α, β ∈ k such that 4α + 2β = 1. Since 
2 ) (the union of a double curve of bidegree (1, 0) and a double curve of bidegree (0, 1)), and the automorphism τ ∈ Aut k E red is given by
(the union of two curves of bidegree (1, 1) meeting at one point), and the automorphism τ ∈ Aut k E is given by
(an irreducible curve of bidegree (2, 2) with a biflecnode) where
.
(Case 6) If w = g λ = x 4 + y 4 + λx 2 y 2 , then w = αw 1 + βw 2 + w 5 + w 6 for α, β ∈ k such that 4α + 2β = λ( = ±2). Since
are linearly independent, J(w) is standard by Proposition 3.3. It is easy to see that M(w) = αy 2 +x 2 αxy+βyx αyx+βxy αx 2 +y 2 . By Theorem 3.4, we can calculate that J(w) is 3-dimensional Calabi-Yau
Now assume that (α, β) = (0, 0), (±1, ±1). Then the point scheme E of J(w) is
If α = 0, β 2 − 1 = 0, then λ = 4α + 2β = ±2, so this case is excluded.
(the union of two curves of bidegree (1, 0) and two curves of bidegree (0, 1)), and the automorphism τ ∈ Aut k E is given by
(τ circulates four components).
If α = 0, β = 0, 4α 2 − 1 = 0, then λ = 4α + 2β = ±2, so this case is excluded.
(τ interchanges two components).
We now consider the case α = 0, β 2 − 1 = 0. Since we can check that the case β = −1 is integrated with the case β = 1, we may assume that β = 1 (in this case α = ±1). Then
(τ circulates four components). Now J(w) is k x, y (α(xy 2 +y 2 x)+yxy +x 3 , α(yx 2 +x 2 y)+xyx+y 3 ). The homomorphism defined by x → x − y, y → x + y induces the isomorphism
We can check that 1−α 1+α = 0, ±1, so this case is integrated with the case (5.1). We next consider the case α = 0, β = 0, β 2 − 1 = 0, 2α − β = ±1. Since we can check that the case 2α − β = −1 is integrated with the case 2α − β = 1, we may assume that 2α − β = 1. Then
(the union of two curves of bidegree (1, 1) meeting at two points), and the automorphism τ ∈ Aut k E is given by
(σ interchanges two components). Now J(w) is k x, y (α(xy 2 +y 2 x)+(2α−1)yxy +x 3 , α(yx 2 +x 2 y)+ (2α − 1)xyx + y 3 ). The homomorphism defined by x → x − y, y → x + y induces the isomorphism
We can check that
, so this case is integrated with the case (5.2). (6.3) If α = 0, β = 0, β 2 − 1 = 0, 2α − β = ±1, then we can calculate that E is a smooth curve of bidegree (2, 2) by using the Jacobian criterion. (
Proof. In each (Case 2), (Case 3), (Case 4), (Case 5) in the proof of Theorem 3.6, non-Calabi-Yau algebras are given by (1), (2), (3), (4) as in the above theorem. In (Case 6), non-Calabi-Yau algebras are isomorphic to either k x, y /(x 3 , y 3 ) or k x, y /(xy 2 + y 2 x + yxy ± x 3 , yx 2 + x 2 y + xyx ± y 3 ) by the proof of Theorem 3.6. For a ∈ k,
so we have
hence the result. Proof. If J(w) is 3-dimensional Calabi-Yau, then it is 3-dimensional noetherian AS-regular, so it is a domain by [3, Theorem 3.9] . On the other hand, if J(w) is not 3-dimensional Calabi-Yau, then it is not a domain by the classification in Theorem 3.7.
Homological Determinants
The homological determinant plays an important role in invariant theory for AS-regular algebras ( [8] , [10] , [11] , [6] , [14] etc.). For a 3-dimensional noetherian quadratic Calabi-Yau algebra S = J(w) = T (V )/(R), it was shown in [12, Theorem 7.2] that hdet σ = det σ| V for every σ ∈ GrAut S if and only if c(w) ∈ Sym 3 V . In this section, we will compute homological determinants for 3-dimensional noetherian cubic Calabi-Yau algebras.
Proof. Fix a basis x 1 , . . . , x n for V . First, we show it for m = 1. Let w = x i 1 ⊗ · · · ⊗ x in ∈ V ⊗n be a monomial. Since a(θ(w)) = sgn(θ)a(w) for θ ∈ S n , if x is = x it for some s = t, then a(w) = 0, and if i s = i t for every s = t, then a(w) = ±a(x 1 ⊗ · · · ⊗ x n ), so Alt n V = Im a is a one dimensional vector space spanned by w 0 := a(x 1 ⊗ · · · ⊗ x n ). Since S = D(w 0 , n − 2) = k[x 1 , . . . , x n ] is the polynomial algebra, σ extends to a grade algebra automorphism of S, so σ(w 0 ) = (hdet σ)w 0 by [12, Theorem 3.3] , but for a polynomial algebra, it is known that hdet σ = det σ| V , hence σ(w 0 ) = (det σ| V )w 0 .
For
The result follows by linearity.
Let V be a 2-dimensional vector space. Since
Let π : V ⊗4 → (Alt 2 V ) ⊗2 be the projection map with respect to the above decomposition. Fix a basis x, y for V . Since Sym 2 V = kx 2 + k(xy + yx) + ky 2 and Alt
Let w 0 = xyxy − xy 2 x − yx 2 y + yxyx so that (Alt 2 V ) ⊗2 = kw 0 , and define a map µ : V ⊗4 → k by π(w) = µ(w)w 0 . Remark 4.2. Although the map µ depends on the choice of a basis for V , the map π is independent of the choice of a basis for V . Since µ(w) = 0 if and only if π(w) = 0, whether µ(w) = 0 or not is independent of the choice of a basis for V .
Theorem 4.3. Let S = T (V )/(R) be a 3-dimensional noetherian cubic AS-regular algebra where
We may write w S = w s + w a where w a := π(w S ) ∈ W a , w s := w S − π(w S ) ∈ W s in a unique way. By [12, Theorem 3.3] and Lemma 4.1,
because the left hand side is in W a and the right hand side is in W s . If µ(w S ) = 0, then w a = π(w S ) = 0, so hdet σ = (det σ| V ) 2 .
Example 4.4. If S = k x, y /(x 2 y − yx 2 , y 2 x − xy 2 ), then S is a 3-dimensional noetherian cubic AS-regular algebra (but not a Calabi-Yau algebra) such that
where w ′ ∈ (Sym 2 V ) ⊗2 , so µ(w S ) = − 1 2 = 0, hence hdet σ = (det σ| V ) 2 for every σ ∈ GrAut S by Theorem 4.3. In fact, it is easy to calculate σ(w S ) for elementary matrices σ ∈ GL(2, k):
Since every σ ∈ GL(2, k) is a product of elementary matrices, every σ extends to a graded algebra automorphism σ ∈ GrAut S by [12, Theorem 3.2]. Since both det and hdet are group homomorphisms, hdet σ = (det σ| V ) 2 for every σ ∈ GrAut S by the above table.
Recall that we set W ′ := Proof. Every w ∈ Im c can be written as w = α(w 2 − w 1 ) + β(w 2 + w 1 ) + w ′ where α, β ∈ k and w ′ ∈ W ′ . It is easy to see that w 2 + w 1 , w ′ ∈ (Sym 2 V ) ⊗2 . Since x 2 y 2 , y 2 x 2 ∈ (Sym 2 V ) ⊗2 , µ(w) = αµ(w 2 − w 1 ) = αµ(w 0 + x 2 y 2 + y 2 x 2 ) = α.
Since w = (β − α)w 1 + (β + α)w 2 + w ′ , w ∈ Sym 4 V if and only if β − α = β + α if and only if µ(w) = α = 0. Proof. Since S is Calabi-Yau, w S ∈ Im c is a superpotential, so the result follows from Theorem 4.3 and Lemma 4.5.
Proposition 4.7. Every 3-dimensional noetherian cubic Calabi-Yau algebra S such that w S ∈ Sym 4 V is isomorphic to one of the following algebras:
(1) k x, y /(xy 2 + yxy + y 2 x, yx 2 + xyx + x 2 y); (2) k x, y /(xy 2 + yxy + y 2 x + x 3 , yx 2 + xyx + x 2 y); (3) k x, y /(xy 2 + yxy + y 2 x + ax 3 , yx 2 + xyx + x 2 y + ay 3 ), a ∈ k \ {0, ±1, ±3}.
Proof. This follows from the proof of Theorem 3.6. Proof. By Corollary 4.6, it is enough to check the algebras in Proposition 4.7. Let w ∈ Im c ⊂ V ⊗4 be a Calabi-Yau superpotential. Then σ ∈ GL(V ) extends to σ ∈ GrAut J(w) if and only if σ(w) = λw for some λ ∈ k by [12, Theorem 3.2] . In this case, λ = hdet σ by [12, Theorem 3.3] , and σ(w) = σ(w) = λw = λw by Lemma 2.5.
(Case 1) If S = k x, y /(xy 2 + yxy + y 2 x, yx 2 + xyx + x 2 y), then w S = x 2 y 2 + xy 2 x + y 2 x 2 + yx 2 y + xyxy + yxyx ∈ Sym 4 V . Since w S = 6x 2 y 2 , if σ = α β γ δ ∈ GL(2, k) extends to σ ∈ GrAut S, then σ(x 2 y 2 ) = (αx + βy) 2 (γx + δy) 2 = α 2 γ 2 x 4 + · · · + β 2 δ 2 y 4 = λx 2 y 2 for some λ ∈ k, so αγ = βδ = 0. Since αδ − βγ = 0, it follows that either σ = α 0 0 δ or σ = (Case 2) If S = k x, y /(xy 2 + yxy + y 2 x + x 3 , yx 2 + xyx + x 2 y), then w S = x 2 y 2 + xy 2 x + y 2 x 2 + yx 2 y + xyxy + yxyx + x 4 ∈ Sym 4 V . Since w S = 6x 2 y 2 + x 4 , if σ = α β γ δ ∈ GL(2, k) extends to σ ∈ GrAut S, then σ(6x 2 y 2 + x 4 ) = λ(6x 2 y 2 + x 4 ) for some λ ∈ k. we obtain 4α(3αγδ + 3βγ 2 + α 2 β) = 0, 4β(3βγδ + 3αδ 2 + αβ 2 ) = 0, β 2 (6δ 2 + β 2 ) = 0, and α 2 δ 2 + 4αβγδ + β 2 γ 2 + α 2 β 2 = α 2 (6γ 2 + α 2 ). If β = 0, then β 2 = −6δ 2 , so 0 = 4β(3βγδ + 3αδ 2 + αβ 2 ) = 4β(3βγδ − 3αδ 2 ) = −3βδ(αδ − βγ). This is a contradiction, so β = 0. Then we have α 2 γδ = 0. Since αδ − βγ = αδ = 0, we see γ = 0. Therefore σ = α 0 0 δ and α 2 = δ 2 . We can check that det σ| V = αδ and hdet σ = α 2 δ 2 , so hdet σ = (det σ| V ) 2 .
(Case 3) If S = k x, y /(xy 2 +yxy+y 2 x+ax 3 , yx 2 +xyx+x 2 y+ay 3 ) where a ∈ k\{0, ±1, ±3}, then w S = x 2 y 2 + xy 2 x + y 2 x 2 + yx 2 y + xyxy + yxyx + ax 4 + ay 4 ∈ Sym 4 V . Since w S = 6x 2 y 2 + ax 4 + ay 4 , if σ = α β γ δ ∈ GL(2, k) extends to σ ∈ GrAut S, then σ(6x 2 y 2 + ax 4 + ay 4 ) = λ(6x 2 y 2 + ax 4 + ay 4 ) for some λ ∈ k. Since σ(6x 2 y 2 + ax 4 + ay 4 ) = 6(αx + βy) 2 (γx + δy) 2 + a(αx + βy) 4 + a(γx + δy)
