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1. INI-R~DUCTI~S 
In this paper we shall bc concerned first with nth-nrder linear differential 
equations of the form 
Lx -1 p(+ =- 0, (1.1) 
where p(r) is continuous and real valued for r > a and Z.x is disconjugatc on the. 
interval [a, w), a < w < 03, i.e., any nontrivial solution of Lx =: 0 has at most 
n - 1 zeros counting multiplicities on [a, w). \Vc shall associate with Eq. (1.1) 
a second-order differential equation and WC shall show that if the second-order 
equation is disconjugate on [a, w) then no nontrivial solution of (1.1) with a zero 
of multiplicity n .- 1 at i, > a has a zero in (t,, , w). Also, it follows easily, as in 
!Vikusinski [ 1 I], that (1 .l) will have a basis of solutions none of which has more 
than n - 1 zeros counting multiplicities on [a, w). WC note that the idea of 
comparing even-order differential equations with second-order tquations to 
obtain information about oscillation has also been used recently by Lovclady [lo]. 
Also, the concept of comparing solutions of higher-order equations with solutions 
of first-order equations has been exploited earlier by the author in [S]. 
Unfortunately, the fact that (I. I) has a hasis of solutions each of which has 
less than n - 1 zeros in [a, w) does not necessarily imply that (1.1) is dis- 
conjugate on [a, w) except in certain special cases. However, if (1.1) is a third- 
or fourth-order equation we shall often be able to obtain disconjugacy criteria 
for (I. I ) from associated second-order equations. in particular, for third-order 
equations WC shall determine a sufficient condition for disconjugacy which is 
close to a necessary condition for disconjugacy obtained under varying hypotheses 
by Lazer [I, Barrett [ 1, 21, and Etgen and Shih [4]. 
2. PRELIMINARY RESULTS 
A number of authors have related the oscillation properties of second-order 
differential equations to the oscillation of solutions of third-order equations. 
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In particular, under various hypotheses the oscillation of solutions of the third- 
order equation 
X”’ + p(t) .x’ -r q(‘)x =: 0 (2.1) 
has been related to the oscillation of the solutions of the second-order equation 
a” L [p(t) A- $(1 - a) q(l)]z ;= 0 (2.2) 
(cf. [I, 2, 4, 71). The result obtained in [4] relating Eqs. (2.1) and (2.2) may bc 
stated in the following fashion. 
THEOREM 2.1. I,& p(l) and q(t) be continuous on [a, a) wit/z p(t) 2 0 and 
q(t) >. 0 on [a, cc). Suppose also that p(t)!q(t) is nondecreasing on [a, a). Then 
zy(2.1) Is dismnjugute on [a, a), so is (2.2). 
A version of this result is also true for the higher-order equation 
xf”) + P(i)x = 0. (2.3) 
Here we compare the oscillation of solutions of (2.3) with the oscillatory behavior 
of the solutions of 
Z” + [(t -- u)“-y/(n - I)!] P(t)z -= 0 (2.4) 
to obtain a result similar to Theorem 2.1. To prove our result WC need the 
definition of a principal solution of an nth order equation. 
DEFINTION 2.2. The principal solution at a of an nth-order linear 
differential equation is the solution given by .x(~)(u) : Aj, n - 1, i -= 0, I,..., 
n 1, where 13~ , n - 1 is the Kroneckcr delta. 
THEOREM 2.3. Let P(t) be continuous und nonnegutiz~e for t > a. If (2.3) is 
discmj~gute on [a, CO) then so rS Eq. (2.4). 
Proof. Let s(t) be the principal solution of (2.3) at a. As Eq. (2.3) is dis- 
conjugate on [a, ;o), G(t) > 0 for 1 > a and it follows from a lemma of 
Kiguradze [6] that (1 - a) ~(+l-~)(t) < (1 + K) ~(“-~-~)(i), k : = I,..., n 2. 
(This follows from integrating the inequality s(“-~)(s) > (S - U) x(+~‘(s) 
between (1 and t > a.) One then obtains [(t - a)“-?/(# - I)!] ~(“-~)(t) < x(t) 
and, hence, ~(1) .- x(“- “(t) satisfies 
w”(t) + [(t - u)n-2/(n - I)!] P(l)W < 0. 
As 70(f) > 0 for i > a it follows from Coppel [3, p. 1191 that Eq. (2.4) is dis- 
conjugate on (u, S) and so, on [a, xc). 
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Further results of this type are possible, but the main interest here of Theorems 
2.1 and 2.3 is the indication of a relationship between nth-order equations and 
second-order equations. 
Much of our main result will follow from a result of Levin’s on C‘haplygin’s 
Comparison Theorem (cf. [8] for further details). Using the notation of Levin, 
Y’[a, h] is the class of nth-order differential operators, L, for which G)(u) - 
?P’(a), h :- 0, l,...) tl -- I, Z,U > Lz in [a, h] implies u(f) > 2;(t) in [a, 61. 
l’hat is, T[a, b] is the class of nth-order differential operators for which 
Chaplpgin’s C’omparison Theorem is valid. In [8, p. 471 Levin states (with a 
misprint) the following result obtained in [9] which follows from a modification 
of the techniques used in Nikusinski [l 11 where the result was projlcd for 
Lx =- .ryln). Also, see Schmitt [12] f or related results and applications to non- 
linear boundary value problems. 
‘I’IIEOREM 2.4. If Lx is a disconjzpte operator on ((I, b) and q(t) I:- 0 k 
tontinuous on [a, 61, then I, + q E T[u, h] if und only ty there is ufwction z(t) with 
z(n)(a) 0, k 0 ,...) n 2, z(t) > 0 and Lz i- qz .< 0 for a < t < b. 
Further extension of Mikusinski’s work is possible for I:q. (I. 1) using 
Mikusinski’s techniques with pseudoderivatives. More specifically, if LX is 
disconjugate on (a, h) then I, has a Polya-Mammana expansion 
L :- h,,(d/dt) hnJd/dt) ... h,(d;dt) h,, , o<t<h, 
where the functions h,(t) are positive and h, E C” i(u, 6) (cf. [3] or [8]). \Vc now 
define the pscudoderivatives Li , j =- 0, l,..., rz by L,,c C, L,v = (It,-&, I~)‘, 
j l,..., tl. Then WC have L -7 h,,L, and by dividing by h,,(t) and lctting 
q(t) = h;‘(t) p(t), one can write (1.1) as 
L,a + q(t)s = 0, 
and defining y, 7 hi, y,: :: hk-lL,-,x, k = 2 ,..., II one obtains the system 
y,’ : - h,‘y,-, ( k -.7 I ,...( n -- 1 ) 
(2.5) 
?‘n ’ = -qh,‘y, . 
L-sing Mikusinski’s methods applied to the system (2.5) one can prove the 
above result and also the following result. 
THEWWVI 2.5. If Lx is u disconjupte operator on (a, h), and xk(t), k : O...., 
II - I, is the .soZution oj (1.1) determined by L,x,(n) 6,,k , then the zeros of the 
solutions xk(t) in (a, b) are simple and the zeros of xk(t) and s,(t), h < j in (a, b) 
nre interlaced with the mth zero of x,(t) after a being less than the mth XYO of 
x,(t) after a. In particular, ifx, .,(t) is positice on (a, b), then {x?(t): j -- O,..., II --- 1; 
is a husis of solutions each of which has nt most n - 1 zeros in (a, h). 
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Outline ~fproof Define z+(t), K = 0, I,..., n - I to be the solution of (1.1) 
y;yb; uk(t) := h,‘(a) x,(t) and Icty,,(t) be defined byyij(t) =: hi-,(t)Li. Ild,-I(t), 
, n. It is easy to show that the n x n matrix (ylj(l)) is the principal 
I(natrix giiution of the vector equation form of (2.5). Also, we note that yu(t) r= 
h,,(t) h;?‘,(a) .vjel(t) and so we may prove rhe result for the functions yl.I-.l , 
k = 0, i,..., n - 1. The result will follow from Rollc’s theorem much as in the 
proof of the Sturm Separation Theorem if we can show ytiy;, - yl& > 0 
for t >, u if 1 <i < k < n, or, equivalently as h, > 0, yUyYek - ylkyti > 0 
for t :.- a, 1 ~<i < k & n. Much as in the proof of Theorem 1 of Rlikusinski 
[I I], fix j and k and define D,(t) = ypj~ok - yvkygJ(t), I < p < q < n. 
Differentiating the functions D,,,Jt) it is easy to see that the functions o,,,(t) 
satisfy a linear system of differential equations in which all of the coefficients are 
nonnegative and the positive cone is positively invariant for this system. As 
(y,,(t)) is the identity matrix when t =- u. it follows that fjjk(a) .= I and 
D,,,(u) :. 0 otherwise. One may mimic Mikusinski’s proof from this point to 
obtain DIL(t) ;- 0 for t > a, which completes the proof. 
To apply our main result to obtain disconjugacy criteria for third- and 
fourth-order equations we shall require two further results of Levin’s. For the 
nth-order equation 
with continuous coefficients a, on [CY, 81, i = I, 2,..., n, if no nontrivial solution 
of (2.6) has more than n - I zeros on [Q, /3] then [a, /3] is called an interval of 
disconjugacy for (2.6). Otherwise we shall say that [(Y, ,8] is an interval of oscilla- 
tion for (2.6) and WC define the first conjugate point 6(a) as the infimum of 
y > TV so that [.x, r] is an interval of oxillation for Eq. (2.6). 
?‘he following two results of Levin’s may be found in [13, p. 1691. 
‘l%oRI:M 2.6. If the point a bus u conjugate, then there exists a nontriziul 
solution of Eq. (2.6) which is positize in (a, 6(a)), has u zero of order not less than 
k at n, and has a zero of order not less thun n .- k at 6(a) for some k (I .< k ,< 
n- 1). 
An interval as described above is called an interval of (k, n - k) oscillation 
for (2.6) and is said to be an interval of even oscillation if n - k is even and an 
interval of odd oscillation if II - k is odd. 
THEOREM 2.7. i’f R(t) > 0 on [a, /3], eeer?m interwl of odd oscillation type for 
(2.6) is UN interwzl of odd oscillation type for 
&nl + E) (qt) pJ"-f) : R(L)v = 0 (2.7) 
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and every interval of even oscillation type for (2.7) is un interval of even oscillation 
tyfe for (2.6). 
3. !K\IN RESULT AND APPJXATIONS 
With the aid of the results of the previous section we arc now ready to prove 
our basic comparison theorem. Prior to doing this we will need some basic 
assumptions as to the form of Eq. (1.1). Specifically, we shall assume: 
Hl. Lx = 0 is disconjugate on [a, w), a < w < CC. 
H2. Lx = D,x -:- f+(t) x(li) $ ... + p,,.~, where k < n -- 1, p,(t) is con- 
tinuous on a ,< t < w and D, is a differential operator defined by D,?e = x(j:) 
and Djx =.- (q,(t) D,-,a)’ for j 7 k I- I ,..., n. Here, qj(t) >. 0 on [a, w) and 
q, E CT‘. ;+‘(a, W) and, further, 
‘I’he reason for the requirement H2 is to attain versatility, and we shall see 
when we consider third- and fourth-order differential equations that although 
a differential equation may not explicitly have the required form, it can often be 
rewritten so that H2 is satisfied. WC nnte that it follows from the disconjugacv 
OfLX 0 that there always exists a factorization, Lx = D,x where k = 0. 
Given a continuous function 4(t) on [a, w), we define F’,(+)(t) on [u, w), 
n--l >j>>,,by 
where q?(t) g 1 ifj < k. 
We shall be concerned with the behavior of the solutions of the second-order 
differential equation 
if k < n - 2. As usual, 4, denotes the positive part of 4, $+ : :($ i i 4 ‘). 
In the case when k : - tl - 2, (3.1) will be assumed to have the form 
[ 
n-3 
Gw')' f 4nr1pn-2 i- C 421P1+pi9(1) 1 K'PLpdl) 
I 
a: 0. (3.1) 
j=O i. 
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We shall refer to each of these equations as (3.1) and note that the only difference 
between them if P,(l) is defined to be identically one arises when pnez(t) is 
not nonnegative. It will usually be to our advantage to have p&t) negative. 
We arc now able to prove our main comparison result. 
THEOREM 3.1. If HI and H2 are valid and (3.1) is disconjugate on [a, W) 
then the princzpul solution of (I. 1) is positive on ((I, ~0). Ifp(t) > Ofor u < t < W, 
then (I .I) has a basis of nanoscillutory sohctions {x,(t):j = I,..., n} such that x,(t) 
has no more than n - 1 zeros on [a, w). 
Proof. We shall assume k < n - 2, the proof when K = n - 2 is similar 
and we omit it. Let z(t) be the principal solution of (3.1) and we omit it. Let z(t) 
be the principal solution of (3.1) at a. It follows now from H2 that z’(t) > 0 for 
a < t < w (cf. [3, p. 141). For this function z(t) consider the function v(t) == 
P2(z)(t) q;‘(t). Applying the differential operators Dj to v(t) we see that D,a(t) = 
pi ,2(4(t) q;:,(t) f or i < PZ - 3 and Dnmev(t) = z(t) q;‘,(t), DneIv(t) : z’(t), 
and D,v(t) = (qJt) z’(t))‘. Then we see that 
In + p+v = D,v -1 P,v’~’ + ... + p,,v + p+v 
= D,v -t- pkq&P,,,(z) + ‘** + p+q;‘P,(,-) 
< D,v f i p>+qF,?lPj+2( 1) + p+q;‘Pz( 1) a = 0, 
i-0 1 
as z is a solution (3.1) and z’(t) > 0 on [a, w). From Theorem 2.4 it now follows 
that L + p+ E T[u, b] f or any h, a < b < W. Hence, we must have L f p+ E 
?‘[a, W) and the principal solution y(t) ofLJJ + p+ y = 0 must satisfy y(t) 3 v(t). 
Also the principal solution x(t) of Lx -1 ps = 0 satisfies Lx -I- p+x > 0 as long 
as x(t) is positive and so as long as x(t) is positive, x(t) > y(t) >, v(t). However, 
v(t) is positive on [a, W) and so x(t) is positive on [a, w). 
If p(t) is nonnegative on [a, w), Theorem 2.5 implies that (1.1) has a basis of 
solutions each of which has at most n -- 1 zeros in [a, w) as the solution xnml(t) 
referred to in Theorem 2.5 is a multiple of the principal solution. 
As an immediate corollary that we can compare with Theorem 2.3, we have 
the following result. 
COROLLARY 3.2. If P(t) is nonnegative and continuous for t > 0 and .ry the 
second-order dtflerentiul equation 
xM -t [(t - u)+*/(n - 2)!] P(t),- = 0 (3.2) 
is disconjugate on [a, co) then the principal solution of Eq. (2.3) is positive on 
[a, 03) and (2.3) has u basis of solutions each of which has no more than n - 1 zeros 
in [u, a). 
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Proof. In this case Lx .- ~(~1, qj : 1, j I ,..., n and p, = 0, j : - 0 ,..., R 
and P,(l) = (t .- ,)n-2,‘(n - 2)! and the proof is immediate. 
We remark that Eqs. (3.2) and (2.4) are very similar, and also we note that 
Theorem 2.3 could be restated asking that the principal solution of T:q. (2.3) 
at t =: a be positive for t > a rather than requiring that Eq. (2.3) bc discon- 
jugate on [a, cc). Thus, Corollary 3.2 is “almost” a converse of Theorem 2.3. 
1Ve note also, that this extends a result of Lovelady [IO]. 
We now consider the third-order equation 
x”’ + p(t)x’ f q(t)x :-- 0, (3.3) 
where p(t) and q(t) are continuous for r 3 0. Initially we shall make no sign 
restrictions on the functions p(t) and q(t). A s we remarked earlier, this equation 
has been studied by a number of authors. Also, a synopsis of results for this 
equation is contained in Swanson [13, Chap. 43. Further, we note that Eq. (3.3) 
is a general third-order equation, as the second derivative term of the equation 
x’” I- a(i)r” -I- b(t)x’ + c(t)x = 0 
can be removed by the transformation x(t) - y(t) exp(- $ s: u(s) CLr) if a is in C?. 
We shall also be interested in the adjoint equation of (3.3) which takes the form 
XIV + p(t)x’ $ (p’(t) - q(t))s = 0 (3.4) 
if we assume that p(t) is continuously differentiable. 
THEOREM 3.3. Suppose p(t) is continuously differentiable for t > 0 and thut 
the second-order equutions 
and 
z” .I- [p(t) -’ (t - u) q+.(t)J,z := 0 (3.5) 
z” + [p(t) -! (t - u)(p’(t) --. q(t)).,.] ,.z = 0 (3.6) 
are disconjugute on [a, CC). Then Eq. (3.3) is disconjugute on [a, CC), 
P~ooj. %‘e first note that if Eq. (3.5) ’ d 1s isconjugate on [a, x.) then so is the 
equationLx -- x”’ + p(t)x’ = 0, and so Eq. (3.3) can be written as Lx $ q(t)x = 0, 
where Lx = 0 is disconjugate on [a, co). Also, Lx satisfies I12 with D,.u =: xc’, 
k = 1 =. n - 2. We can then apply Theorem 3.1 to conclude that the principal 
solution of (3.3) is positive on (a, co). This means that Eq. (3.3) is (2, 1) dis- 
conjugate in Barrett’s terminology, or that Eq. (3.3) is in Lcvin’s class ‘/I,,, . 
Clearly, we may repcat this argument using Eq. (3.6) to show that Eq. (3.4) is 
(2, 1) disconjugate. As (3.4) is the adjoint of (3.3) it now follows that (3.3) is 
(1, 2) disconjugate (cf. [3, p. 1041 or [ 13, p. 1691). It now follows from Thcorcm 
2.6 that (3.3) is disconjugate on [a, cc). 
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In a similar fashion we can prove the next theorem, which is closely related 
to the work of Barrett, Lazer, and Etgen and Shih [I, 2, 7, 41. In particular, we 
note the relationship of this result to Theorem 2. I. 
THEOREM 3.4. Supposep(t) and q(t) are continuous and nonnegative for t > a. 
Zf the equation 
z” -i [p(t) f (t - u) q(t)]z =- 0 (3.7) 
is discon+gate on [a, 0~) then Eq. (3.3) is disconjugate on [a, CC). 
Proof. It follows as in Theorem 3.3 that the principal solution of (3.3) at a 
is positive for t > a and so Eq. (3.3) is (2, I) disconjugate on [a, CC). Also, as 
(3.7) is disconjugate on [a, CC), the equation x”’ + #us’ = 0 is disconjugate 
on [u, 03). In particular, .r”’ -{- p(t) x’ = 0 is (1, 2) disconjugate on [a, a) and so 
it follows from Theorem 2.7 that (3.3) is (1, 2) disconjugate on [a, CO) as 
q(t) >, 0. 
A number of other criteria for the disconjugacy of Eq. (3.3) are possible. We 
list a number of these in our next result. 
THEOREM 3.5. Equation (3.3) is disconjugate on the intemal [a, CC) if any of 
the following are satkjied. 
(i) q(t) > 0 and (3.5) is dlsconjugate on [a, a~). 
(ii) 9(t) < 0 and (3.6) is disconjugate on [a, co). 
(iii) p(t) is d#uentiuble, p’(t) - q(t) 3 0 and (3.6) is disconjugate on [a, CD). 
(iv) p(t) is dz~erentiable, p’(t) - q(t) < 0 and (3.5) is disconjuxate on [a, co). 
Proof. Part (i) is basically Theorem 3.4 and the same proof works. ‘IO prove 
(ii) we note that, as in the proof of Theorem 3.3, Eq. (3.6) disconjugate implies 
Eq. (3.4), the adjoint of Eq. (3.3), is (2, 1) d isconjugate and so (3.3) is (I, 2) dis- 
conjugate. As z” -:- p(t)z = 0 is disconjugatc, x”’ $ p(t)x’ = 0 is disconjugate 
and as y(t) < 0, Theorem 2.7 yields the result that Eq. (3.3) is (2, 1) disconjugate. 
Hence (3.3) is disconjugatc on [a, a). 
In a similar manner, if (iii) is valid, the disconjugacy of (3.6) yields that Eq. 
(3.4) is (2, I) disconjugate and ap’(t) .- q(t) 2 0, (3.4) is (1, 2) disconjugate and 
so (3.4) is disconjugate. However, (3.4) is the adjoint of (3.3) and so (3.3) is also 
disconjugate on [(I, co). 
To demonstrate the validity of the conclusion of the theorem if (iv) is satisfied 
WC note that Eq. (3.3) can be written as 
(Y” -L p(t)x)’ + (9(t) - p’(t))x = 0. 
As Y” + p(t)x = 0 is disconjugatc and 9 - p’ 2 0 WC have that Eq. (3.3) is (1, 2) 
disconjugate and the result follows as before. 
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A number of other results which state conditions involving the sign of p(t), 
q(t), and p’(t) or which involve explicit conditions so that the second-order 
Eqs. (3.5) and (3.6) are disconjugate are possible. JVe will not pursue this further 
but leave it to the interested reader. 
‘I’hc application of our results to fourth order is more restricted than our 
applications to third-order equations. Marc specifically, we may use ‘I’heorcm 3.1 
to obtain that a fourth-order equation is (3, 1) disconjugate and by considering 
the adjoint equation we may show that it is (1, 3) disconjugatc. However, we must 
rely on other results to show that the equation is (2, 2) disconjugate. As an easy 
typical result we present the following result for the self-adjoint cast. 
TIIEOHERI 3.~5. Suppose a(t) and c(t) we continuous and thnt a(t) > 0 and 
c(t) :.: 0 for t .;; 0. If the second-order equatiotz 
2” + [c(t) If [(t - +2(s)] d-s] z == 0 
en 
is disconjzgnte on [0, cc) tlzerz the self-adjoitlt equntion 
(a(r).uO)” -;- c(t).u = 0 (3.X) 
is di.sconjzz,ootc 012 [0, r). 
Proof. From ‘I’heorcm 3.1 WC obtain that I+. (3.8) is (3. 1) disconjugatc and 
as it is self-adjoint it is also (1, 3) d isconjugate. Further, as c(t) is nonnegative, 
ICq. (3.8) is (2, 2) disconjugatc. 
Although WC have not provided any results for the disconjugacy of Eq. (3.3) 
or (3.8) on a finite interval [a, W) a number of possibilities can be pursued. In 
particular, one can factor x”’ as (W - t)-‘((w - t)?((w - 1))‘s’)‘) and apply 
l’heorcm 3.1. \\:e leave such applications to the interested reader. 
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