The output feedback control problem for a class of nonlinear distributed parameter systems with limited number of continuous measurement sensors that describes a wide range of physico-chemical systems is investigated using adaptive proper orthogonal decomposition (APOD) method. Specifically, APOD is used to initiate and recursively revise locally valid reduced order models (ROMs) that approximate the dominant dynamic behavior of such physico-chemical systems. The controller is designed based on ROMs by combining a robust state controller with an APOD-based nonlinear Luenberger-type switching dynamic observer of the system states to reduce measurement sensors requirements. The important static observer requirements on the number of measurement sensors (that must be supernumerary to the ROM dimension) and their location is circumvented by synthesizing dynamic observers. Three different approaches are introduced to recursively compute the dynamic observer gains at the ROM revisions. The stability of the closed-loop system is proven via Lyapunov and hybrid system stability arguments without invoking the separation principle between control and observation. The proposed method is successfully used to regulate a physico-chemical system that can be described in the form of the Kuramoto-Sivashinsky equation when the process exhibits significant nonlinear behavior.
Introduction
Important processes in chemical and advanced material industry often couple complex transport phenomena with chemical reactions, such as reactive distillation in petrochemical industry, lithographic processes in semiconductor manufacturing, chemical vapor deposition processes, plasma discharge reactors, and tin float bath process in glass production [1, 18, 39, 61] . In recent years, research in the field of process control has focused on the synthesis of control structures for these transport-reaction processes. The spatially distributed and nonlinear nature of the associated system dynamics make the control problem nontrivial [1, 15, 18, 38, 44, 52, 53, 58] . The significant diffusion transport of the species leads to a mathematical description of dissipative partial differential equations (PDEs) whose long term and dominant behavior can be represented by finite number of the process spatial profiles [56] because the characteristic spectrum of the spatial differential operator of such PDEs can be decomposed to a finite-dimensional slow and an infinite-dimensional fast and stable parts [18] .
Based on this property, the control problem of spatially distributed processes described by dissipative PDEs is usually addressed through model order reduction (MOR). MOR is based on deriving finitedimensional approximations of the infinite-dimensional representation of PDEs within appropriate functional spaces [18] . Modal decomposition techniques have been used to obtain ordinary differential equations (ODEs) which we term reduced order models (ROMs) [13, 14] . One method to obtain the ROM is using basis function expansion and the method of weighted residuals to derive infinite-dimensional representations that capture the system dynamics. The time-varying weights of the basis functions to express the system state are called modes of the state. Using singular perturbation arguments we obtain the finitedimensional ROM that presents the dominant system dynamics by considering a proper number of ODEs that correspond to the dominant basis functions of the system. An issue that is commonly encountered is the number and type of the dominant basis functions that will be employed in order to obtain accurate lower order models. If not properly chosen, these approaches can lead to high dimensionality of the ROM and complicated controller designs. A common approach to identify the functional spaces and compute the set of basis functions is by solving the eigenfunction problem of the spatial differential operator for the PDE systems and using them as basis of the space. This problem cannot be solved analytically in general. As a result, common analytical model reduction approaches cannot be applied to the distributed parameter systems (DPSs) with nonlinear spatial differential operators or to processes defined over peculiar spatial domains such as corners and irregular geometries. Recent research efforts have focused on statistical techniques to address such issues. Statistical approaches use spatially distributed data obtained from the system to compute the set of dominant empirical basis functions [45, 61] .
A well established approach to compute the set of basis functions is proper orthogonal decomposition (POD) [50] . POD is a large class of practical pattern recognition methods that obtain the dominant behavior of a system using an ensemble of data. POD-type methods have been widely applied in model order reduction, monitoring, control and optimization of DPSs [2, 3, 4, 5, 19, 29] . The essential requirement of the original POD algorithm and its variants to compute the optimal set of dominant empirical basis functions is a priori availability of large ensemble of solution data from the PDE system because the resulting POD-based empirical basis functions are only representative of the corresponding ensemble. Furthermore, the ensemble of solutions must be representative of the system solution globally and sufficiently excite all the modes of the system (persistence of excitation) and the ensemble average is equated with a time average over the solution (ergodicity). Then the usefulness of POD for certain systems is limited in practice. To relax the stringent conditions of POD methods, adaptive proper orthogonal decomposition (APOD) was developed to recursively revise the set of empirical basis functions as more information become available during process evolution [61] . Comparing to on-line POD methods, APOD leads to a three-fold increase in computational speed that makes this algorithm implementable [45] . Gappy-APOD was recently used for control of DPSs in the presence of partial distributed measurement sensors information [46] . A modified APOD methodology was also introduced for model reduction and control of dissipative nonlinear DPSs with fast transients [8] . APOD-based geometric observers and controllers was designed to track the output of nonlinear dissipative DPSs [10, 11] . A criterion was identified to reduce the computational and measuring costs by minimizing the frequency of ROM revisions [9, 12] .
While dynamic observer designs has reached a certain maturity for dynamic systems described by linear ODEs, this synthesis problem remains a difficult task for nonlinear ODE systems. The dynamic observer synthesis theory was developed by Luenberger for lumped systems described by a set of linear ODEs [41] . In last three decades, the problem of dynamic observer design for nonlinear systems has received considerable attention [31, 34, 55] . Several types of dynamic observers have been developed for nonlinear ODE systems' state estimation such as Luenberger-type [35] , global exponential [33] , Lyapunov-based [57] , sampled-data nonlinear [32] , high gain [28] and optimization-based [43] observers. Most of the dynamic observers introduced for PDE systems can be only applied on linear and bilinear PDEs [51, 63] . Efforts in design of linear dynamic observers for linear PDEs have focused on infinitedimensional Luenberger-type approaches in past years (see Ref. [22] and its references). Auxiliary functional observers are also used to stabilize PDEs using boundary observation [27] . Exponentially convergent observers are designed for a class of parabolic PDEs where only boundary sensors are available [51] .
In this paper, we investigate the output feedback control problem of dissipative DPSs using limited number of continuous measurements sensors. Specifically, our effort focuses on the efficient design of switching dynamic observers based on adaptively updating ROMs and further on-line refinement from measurements during process evolution. ROM updating is also based on the efficient construction of basis functions. The important static observer requirements of available number of measurement sensors being supernumerary to the ROM dimension and required designs for the measurement sensors placement is circumvented using dynamic observer synthesis that conceptually needs only one measurement output to compute the estimation error and construct the dynamic observer structure. The combination of APOD with a dynamic observer design method that is stable in the Lyapunov sense allows us to synthesize nonlinear robust output feedback controllers that account for model reduction error and uncertainty, and guarantee local regulation of the process and output tracking. The assumption of separation principle is relaxed in controller/observer synthesis. During the controller/observer synthesis steps, first the design problem of output feedback controller and dynamic observer is investigated between ROM revisions and Lyapunov stability is proved in the time period between two model reconstructions. A supervisory scheme is subsequently designed to enforce closed-loop stability to ROM revisions procedure. The proposed control structure is illustrated on the stabilization problem of the Kuramoto-Sivashinsky equation (KSE) at an open-loop unstable steady state.
Preliminaries

Class of nonlinear dissipative PDE
We consider processes with a nonlinear dissipative, input-affine, PDE description in the following state space representation ∂ ∂tx
subject to boundary conditions
and initial conditionx (z, 0) =x 0 (z).
In the PDE system of (1)-(3), t is the time, z ∈ Ω ⊂ R 3 denotes the spatial coordinate, Ω is the process domain with its boundary, ∂Ω. The vector of state variables is denoted byx(z,t) ∈ R n and u(t) ∈ R l is the vector of manipulated inputs. A(z) and F (z,x) present the dissipative linear and nonlinear parts of the system spatial differential operator of order n 0 , respectively. Note that the nonlinear operator is bounded Lipschitz. b(z) ∈ R n×l is a smooth matrix function of z that describes spatial distribution of the control actions. q(·) is a smooth vector function, ∂ ix ∂z i | ∂Ω for i = 1, . . . , n 0 − 1, presents the spatial derivatives in the direction perpendicular to the process boundary of ∂Ω andx 0 (z) is also a smooth vector function of z.
Two types of measurement outputs are assumed to be available for the process: (1) periodic distributed snapshot measurement output, y r (z,t k ) ∈ R n , and (2) continuous measurement output, y m ∈ R r , where r indicates the number of continuous measurement sensors and t k shows the instance for snapshot measurements. The spatial distribution of the continuous measurement sensors is denoted by s(z). Note that the results of the current work are presented forx ∈ R. We can extend the results forx = [x 1x2 · · ·x n ] T ∈ R n , by considering each component ofx i for i = 1, . . . , n, individually [50] . The control objective is to stabilize the dissipative DPSs described by the PDE system of (1)-(3) at a desired spatial profile ofx d (z,t). To implement the proposed method in this paper we consider the spatially uniform steady state ofx d (z,t) = 0 as the desired profile.
Infinite-dimensional representation
To present the results, we formulated the PDE system of (1) as an infinite-dimensional system in an appropriate Hilbert subspace H(Ω, R) where the space derivatives' definitions are added to the subspace. We also consider the inner product and norm in
where ϑ T is the transpose of ϑ and r(z) denotes the spatially distributed weight function that is considered to be 1 in this work. By defining the state x on H(Ω, R) as
the differential operators
and the input and measured output operators as Bu = b(z)u, S m x = Ω s(z)x dz, the PDE system of (1) can be represented in the infinite-dimensional forṁ
with initial condition
Based on bounded locally Lipschitz assumption for F , we can conclude that F is a nonlinear smooth vector function that satisfies F(0) = 0 and is also locally Lipschitz
where K L is the Lipschitz gain in the above inequality.
Assumption 1 (state-space partitioning) The infinite-dimensional representation of the system (1)- (3) in an appropriate Hilbert subspace, H, can be partitioned into a finite number of slow (possibly unstable) and an infinite number of fast and stable subsystems; also a time scale separation can be identified between the two subsystems dynamics.
The analytical basis functions needed to discretize the infinite-dimensional representation of the system in H, can be computed from the eigenfunction problem of the operator A,
subject to
where λ i and φ i denote the i th eigenvalue and the corresponding eigenfunction, respectively.
Assumption 1 restated
The ordered eigenspectrum of the operator A, {λ 1 , λ 2 , . . . }, can be decomposed to a finite-dimensional set of p slow eigenvalues with possibly positive real parts, {λ 1 , λ 2 , . . . , λ p }, and an infinite-dimensional complement set of the remaining fast eigenvalues with negative real parts, {λ p+1 , λ p+2 , . . . } where the corresponding eigenfunctions to the two subsets of eigenvalues can be presented as 
we obtain
where
Using such decomposition, the system of (6) can be discretized in the form of a partitioned ODE set of vectorized modes,ẋ
subject to the following initial conditions
Assumption 2 (Observability and controllability) The PDE system of (1)- (3) is assumed to be approximately observable and controllable [22] .
Remark 1. The APOD algorithm requires the spatially distributed profile of the system states (snapshots) at revisions to revise the set of empirical basis functions during closed-loop process evolution. Consequently, we assume the existence of the periodic distributed snapshot measurement output, y r (z,t k ) ∈ R n . Such required snapshots can be accessible from periodic fixed or moving spatially distributed measurement sensors, or be computed using in parallel high fidelity simulator. The required snapshots at each revisions in the presence of partial sensor information can be reconstructed by Gappy-APOD from previous spatially distributed profiles [46] . Gappy-APOD reconstructs the required data via a two tier procedure for a part of the spatial domain which was not measured. We can also address the snapshot construction problem by spatially distributed dynamic observers in the form of PDEs which only use a limited number of fixed point measurement sensors. The on-line snapshot construction problem to circumvent this basic assumption is the subject of the authors' current work.
Remark 2. The state-space partitioning assumption (Assumption 1) is satisfied by the majority of transportreaction processes (see the catalytic rod example at section 2, the catalytic packed-bed reactor example at section 4 in Ref. [21] , chemical vapor deposition process [1, 40, 58] and plasma discharge reactor [39] ). This assumption validates the existence of only a few dominant modes that describe the dynamics of the parabolic PDE system and enables us to approximate the PDE by a finite-dimensional ODE system.
Remark 3. The controllability and observability of DPSs depend on the locations of control actuators and measurement sensors, and specification of control objectives, while the controllability and observability of the ROMs of DPSs additionally depend on the discretization method used and the number and location of discretization nodes [48] . In general chemical engineering processes are over-designed in terms of observability where measurement sensors are placed in appropriate locations. One of the common approaches to actuator and sensor placement is to select the locations based on open-loop considerations to ensure controllability and observability. For further work on different aspects of actuator and sensor placement based on controllability/observability and optimal measurement methods see Refs. [6, 24, 59, 60] and the references therein.
APOD-based model reduction and controller/observer synthesis
We investigate the design problem of output feedback control and dynamic observer between ROM revisions; Lyapunov stability is proved in the time period between two consecutive snapshot arrivals and model reconstructions. Contrary to most of the data-driven model reduction approaches which use only open-loop system data, in the proposed APOD-based model reduction approach the required data are obtained during closed-loop system evolution. Thus, the resulting ROM accounts for the effects of controller actions on the process and the possible destabilizing effect they may have even if they were initially neglected. The dynamic observer and controller that are designed in this section will be refined based on stability of hybrid systems adding a supervisory control scheme.
A brief review to APOD algorithm
In this section we briefly explain how APOD is used to construct the empirical basis functions and update them on demand. Such empirical basis functions are essential to develop the ROMs of (18).
Off-line steps
Let v = {x(z,t k )} K k=1 be the set of K snapshots called the ensemble, wherex(z,t k ) is the available snapshot at time t k ., in which casex(z,t k ) = y r (z,t k ). The initial ensemble can be obtained from openloop process data while the controller is inactivate. We may also use off-line high-fidelity simulations of the governing PDEs. The off-line APOD is applied to initialize the set of empirical basis functions that capture the dominant ensemble patterns and to initiate an indicator that shows the relative contribution of such empirical basis functions to the entire energy of patterns inside the ensemble.
The covariance matrix of the ensemble,
, is computed. The computationally expensive eigenfunction problem of the spatial differential operator in (9) is thus replaced by the eigenvector problem for the covariance matrix. Without loss of generality it is assumed that m eigenmodes capture ε of patterns energy of the ensemble, i.e.
where ω i denotes the i th eigenvector of C K that corresponds to the i th eigenvalue, λ i . Then the vector of basis functions,
, is computed by a linear combination of the system snapshots,
The resulting eigenspace of C K used to partition H into a dominant subspace, P, that contains the empirical basis functions which capture ε of pattern energy in the ensemble to approximate H s and the orthogonal complement subspace, Q, that contains the rest of the empirical basis functions to approximate the dominant part of H f [56] . The orthogonal projection operators P and Q onto subspaces P and Q are obtained as
onto subspaces P and Q, respectively, where I K is the identity matrix. A detailed analysis of the off-line APOD has been presented in Refs. [45, 50, 61] .
On-line steps
During system evolution, the recursive algorithm updates the set of empirical basis functions once new measurements become available from the process. Such orthonormal basis of subspace P is recursively revised, while the orthonormal basis of Q is computed from the fact that Q is the orthonormal complement of P. The mentioned recursive process is computationally efficient as long as the dimension of P is small (which partly depends on choosing an appropriate value for ε and the system characteristics).
Specifically, when a new snapshot is obtained from the closed-loop process, it is added to the ensemble and the oldest snapshot is removed, i.e., k = 1 + k mod K where mod denotes the modulus operator. Thus, the ensemble only includes the most recent snapshots in each time step. Then the covariance matrix of C K is revised based on the updated ensemble. Due to the covariance matrix updates, the set of eigenvalues is revised, the dominant eigenspace and the set of empirical basis functions are changed when needed. A flow chart illustrating the APOD approach and the associated algebraic computations are presented in Fig.  1 , where ξ denotes the contribution of the dominant eigenvalue of c q = QC K Q, namely λ m+1 , towards the total pattern energy of the ensemble, i.e. ξ = λ m+1 / ∑ m+1 i=1 λ i , and H = Z T C K Z is an m × m matrix (see Refs. [61, 45] for additional details).
Finite-dimensional approximation using method of weighted residuals
The finite-dimensional approximation of the infinite-dimensional PDE system of (1)- (3) can be derived by the method of weighted residuals from the empirical basis functions.x(z,t) can be generally described by an infinite weighted sum of a complete vectorized set of empirical basis functions Ψ(z). The following approximation can be obtained by truncating the series expansion ofx(z,t) up to order m:
where a k (t) are known as system time-varying empirical modes. The following m th order ODEs are derived by substituting (17) in the PDE system of (1)- (3), multiplying the PDE with the weighting functions, ϕ(z), and integrating over Ω:
(18) The method of weighted residuals reduces to Galerkin's projection when the weighting functions, ϕ(z), are set to be the same as the empirical basis functions, ψ(z). Then (18) can be presented in the compact form ofȧ
In the above equation, A, B and C denote constant matrices between revisions and f is a Lipschitz nonlinear vector function, i.e.,
where K l indicates the upper bound gain in the Lipschitz inequality. In general, we must employ an overestimator for the range of values that we are interested in, in order to obtain a local bound. We also assume that the reduced order model of (19) keeps the observability and controllability properties of the original PDE system of (1)- (3) due to the set of globally recursively updated empirical basis functions.
Remark 4. Note that since the basis functions, Ψ, are periodically revised, the approximate systems we obtain are switching systems i.e., the form and dimensionality of the system changes during process evolution. Furthermore, the designed observer and controller will also be revised as well at each switching, resulting in a switched closed-loop system, even though the process is continuous.
APOD-based dynamic observer design
For the APOD-based ROM revision and dynamic observer design, we assume the periodic availability of the spatially distributed snapshots and continuous availability of measurements of the process from a limited number of point sensors. A static observer was designed to estimate the modes in the ROM of (18) required by the output feedback control structure [45, 61] , however in such design the number of required point sensors must be supernumerary to the number of modes, otherwise the observer gives erroneous estimates. In this paper, we employ a exponentially stable Luenberger-type nonlinear observer design to circumvent this essential issue. Note that the Luenberger-type dynamic observers need only one point measurement sensor to formulate the estimation error and predict the dynamic behavior of the system modes.
We can define the spatially distributed estimation error by neglecting the fast and stable dynamics of the system as follows
wherex s denotes the state of the slow subsystem andx e is its estimated value. The slow part of the original system state can be obtained using time-space separation as
and the estimated statex
m is the number of APOD-based empirical basis functions and p denotes the number of analytical basis functions of the slow subsystem operator andâ is the vector of estimated modes of (19) . Note that the set of analytical basis functions of the system are unavailable and are used only for the system analysis and to expose the stability conditions needed. We can not define the observation error as the subtraction ofâ − x s , because the vectors of x s andâ in Eqs. (22) and (23) may have different dimensions due to the possible difference between the numbers of analytical basis functions, Φ s , and empirical basis functions, Ψ.
Assumption 3
We assume that H s ⊆ P, locally, where
denotes the local subspace of the slow and possibly unstable modes and P span{ψ i } m i=1 is empirical dominant subspace.
Note that Assumption 3 can be justified from the excitation of the higher order dynamics during the system progression. Based on this assumption, subspace P includes the slow Hilbert subspace H s and may include a part of the fast Hilbert subspace H f . Then by defining a bounded map in the form of a linear transformation, we can connect the slow Hilbert subspace and subspace P and find the corresponding states. Such linear transformation changes at ROM revisions to conserve the properties of the subspaces during closed-loop process evolution. The bounded map is defined as follows
Note that based on Assumption 3, M = (Ψ T , Φ T s ), M : H s → P, is an injective linear transformation, i.e., ifã 1 =ã 2 , ∀ã 1 ,ã 2 ∈ P then x s,1 = x s,2 , ∀x s,1 , x s,2 ∈ H s . The reverse transformation can also be defined as
Using the transformation, the slow dynamics of (12) can be represented within subspace P aṡ
where A = M A s M ⊥ , B = M B s and C = S m M ⊥ are constant matrices between ROM revisions and f = M F s is a Lipschitz nonlinear function. From the transformation and its reverse it is straightforward to show that A, B and C matrices, and f nonlinear function in (26) are the same as A, B and C matrices, and f nonlinear function used in (19) . Based on (26), the Luenberger-type dynamic observer is formulated aṡ
whereâ is the vector of estimated modes and L denotes the observer gain. Then based on Assumption 1, the observation error can be defined as
where e =â−ã is the observer error with respect to empirical eigenmodes, and the observer error dynamics can be derived from (27) and (26)
The following Lyapunov function is considered
whereṼ o is the observer Lyapunov function (OLF) and V c denotes the control Lyapunov function (CLF), P o and P c are positive definite matrices and P o has bounded Frobenius norm, P o ≤ K p ; ζ o and ζ c are positive numbers. Then we can obtain the time derivative of the mentioned Lyapunov function aṡ V =V o +V c . By setting the control objective at dynamic regulation of the observer,â → 0, and considering the following CLF V c = ζ c 2â T P câ , we assume a controller can be designed that forces the time derivative of the CLF,V c to be negative. Thus we need only consider the OLF to be negative,V o < 0, at this point. We will revisit this assumption during the controller design step.
The question thus becomes how to find the observer gain, L, that stabilizes the system of (27) in the Lyapunov sense. Three different approaches are proposed as follows to address observer gain computation.
Pole placement
As mentioned previously we need only establish thatV o < 0. For P o = I we obtaiṅ
From the Lipschitz condition (20) we conclude
then using (32) , the inequality of (31) can be stated as follows
By considering A o = A + K l I, we can solve the inequality problem to find the observer gain, L, using any pole placement technique. The closed-loop poles of the dynamic observer error (the eigenvalues of A c = A o + LC), can be placed at arbitrarily locations by solving the following equation
for the observer gain matrix where I denotes the identity matrix and p des is the characteristic polynomial of the desired observation poles.
Linear optimal observer
Another approach to compute the observer gain is via linear quadratic regulation (LQR). In this approach, Eq. (34) can be restated as
where A T o and C T are the dual system matrices in (36) and L T denotes the gain matrix for the state feedback control problem of the dual systemė
We design a linear quadratic feedback regulator [62] to solve the dual control problem and compute the observer gain. A state feedback regulator law can be synthesized via an optimization problem that minimizes the following quadratic objective function
subject to the dual system dynamics of (36) and that Q, R and N are chosen to be positive definite matrices. The optimal gain matrix of L T then is computed as
where S is the solution of the associated algebraic Riccati equation
Linear matrix inequality (LMI)
In this approach, the time derivative of the OLF of (30) is chosen to bė
Using (29), the time derivative ofṼ o (which we derive to be negative) iṡ
Based on the Lipschitz condition (20) and bounded norm of P o we obtain
where K 0 = 2K l K p . Then inequality (41) can be expressed as follows using (42) e T (A + LC)
Since P o A c + A T c P o + K 0 I < 0 where A c = A + LC, it follows thatV < 0 for all e = 0 and stability is proved. So P o and L are chosen so that the following LMI is satisfied
where W and U are the design weighting matrices and they must symmetric positive definite.
From (44) we have
Using Y = P o L, (45) can be expressed as
By setting Y T = −U −1 C we have
The above matrix inequality is equivalent to
using the Schur Complement Lemma [49] . The observer gain is computed by minimizing trace(P −1 o ) subject to (48) . The observer gain then can be directly computed as
Proposition 1 The observation error using dynamic observer of (27) is locally stable while f satisfies the Lipschitz condition (20) and (i) The characteristic polynomial roots are negative and feedback gain L is computed from (34) for the case when P o = I, (ii) The Riccatti equation of (39) has a solution, S, for positive definite matrices, Q, R, N and feedback gain L is obtained from (38) , (iii) W and U are symmetric positive definite matrices and L is obtained from (49) .
Proof Let V o (e) = ζ o 2 e T P o e be the OLF for observer error dynamics of (29) with the equilibrium point of e = 0, where the dynamic observer of system described by (27. Based on Lyapunov's stability theorem (Theorem 4.1 in Ref. [37] ), ∃δ o > 0 : e(0) < δ o , then the observer error dynamics of (29) are locally asymptotically stable.
Theorem 1 Consider the nonlinear dissipative, input-affine, PDE system of (1)- (3) with infinite-dimensional representation of (6) and finite-dimensional approximation of (26) in subspace P with APOD-based empirical basis functions when the time interval between ROM updates, δt, is finite and larger than a critical value, t b . Under Assumptions of 1-3 and Lipschitz assumption of nonlinear functions, the observation error dynamics is locally asymptotically stable between ROM revisions using dynamic observer of (27) , with observer gain computed by either (i) Eq. Proof The slow system observer error with respect to modes in subspace H s can be defined as followŝ
From (29) and (50) we obtaiṅ
Under Assumption 1 (time scale separation part), the system of (12) can be presented in the following singular perturbation form (sections 4.4 and 4.5 in Ref. [18] ) augmented with the observation error dynamics of (51)ẋ s = A s x s + F s (x s , x f ) + B s u,
13 where σ = |λ 1 |/|λ p+1 | is a small value that indicates the separation between the dominant and nondominant dynamic behavior. From the definition of A f and σ, A f σ = σA f has eigenvalues with negative real parts of O(1). We assume that F f (x s , x f ) + B f u does not locally include terms of O( 1 σ ) [18] , where O(·) indicates the order of (·). By defining τ = t/σ and setting σ = 0, we can express the fast dynamics of (52) in the fast time scale form
Thus, the solution can be obtained as
Then from (54) and Schwartz inequality we conclude
Considering the eigenspectrum bound to the fast dynamics implies that
where λ p+1 denotes the dominant, least negative eigenvalue of A f which is of O( (55), (56) and σ = |λ 1 |/|λ p+1 | we can obtain
this bound is satisfied when
Thus,
We choose δt such that δt > t b where t b denotes the time needed for for the fast dynamics of (52) to be stabilized and δt = t k − t k−1 is the time interval between ROM revisions. Then the observation error can be expressed as follows
when the infinite-dimensional system of (52) is approximated by the finite-dimensional slow system for
Based on Proposition 1 we obtain that the OLF, V o , is negative definite, thus observer error dynamics in (29) is locally asymptotically stable based on Lyapunov's stability theorem, i.e., for e(0) < δ o there is a
δ o the dynamics of observer error of E o =ê is locally asymptotically stable in the Lyapunov sense such that E o 2 = ê 2 < δ o .
The dynamic observer of (27) is redesigned when the ROM is updated by APOD. Thus, stability theorems of hybrid systems are needed to prove that the switching closed-loop system still remains stable during the periodic revisions of the ROM. Then multiple OLFs in the form of (30) must be considered for such hybrid system analysis [20] . Considering finite time intervals between ROM revisions, the negative time derivative of the multiple Lyapunov functions of (30) guarantees stability of the switching system (Theorem 3.2 in Ref. [23] ) when the following condition [20, 23] is also satisfied
In the above condition, k > 1 and V o e(t k ) corresponds to the value of Lyapunov function at the beginning of interval [t k ,t k+1 ]. Note that the time interval between ROM revisions, δt = t k+1 − t k , is chosen to be large enough to relax the fast dynamics of the system to zero.
The OLF, V o = ζ o 2 e T P o e, may possibly increase during dimensionality changes of the ROM. Thus, value ζ o must be chosen appropriately from a supervisory logic in the closed-loop process.
We can directly compute the eigenmodes of the system at the revisions when the new snapshot arrives by the periodic snapshot measurements,
where x(z,t k ) = y r (z,t k ) is the system snapshot at revision instant, t k , and m denotes the number of eigenmodes. Thus, the following equation is applied to update the value of ζ o
where e =â −ã. Alternatively, we initialize ζ o at value ζ in and reevaluate it using (63) only when the criteria of (62) is violated. This procedure leads to a less aggressive dynamic observer design that has smaller observer gain while guaranteeing stability of observation error dynamics.
Remark 5. The LMI approach is well defined but computationally expensive. The pole placement technique is fast but it can be ill-conditioned if unrealistic locations have been chosen for closed-loop poles. Generally we should avoid placing multiple poles at the same location and typically require high gain, L, when the open-loop poles are weakly observable which in turn sensitizes the entire closed-loop structure to perturbations [30] .
Remark 6. For the ROM states to be unobservable the most probable situation is that all point sensors must be located at the zeros of a specific basis function with a corresponding decoupled eigenmode; this can in principle happen but very rarely, and as the number of sensors increases it becomes highly improbable. We can identify such cases on-line by comparing the positions of zeros of the computed basis functions and the placement of the sensors. Another reason for unstable estimates of the process state is the ROM/PDE model mismatch; this is the underlying reason we recursively update the ROM during process evolution.
APOD-based output feedback controller design
In this section, we now focus on synthesizing a controller structure that achieves the objective of regulating the system of (1) to the origin based on an appropriate finite-dimensional approximation of (26) using Lyapunov's direct method when the state values' estimates originate from dynamic observer (27) . As described before, the ROM of (19) is an approximation of the main PDE system of (1). Due to this fact the model reduction error between ROM and original PDE is considered as system uncertainty that affects controller design. We should note that the assumption of separation principle between the controller and the observer is relaxed. A simpler controller design under separation principle is presented in Ref. [7] .
In the proposed control structure, the ROM is used as the basis for output feedback controller synthesis, however, the state values needed by the controller to compute the control action are estimated from the dynamic observer. There is a difference (in the form of the Luenberger term) between the ROM equations used by the controller and the dynamic observer. If we assume principle of separation, there is no need to account for this term in the closed-loop stability analysis, because the principle of separation of observation and control implies the stability properties of the output feedback controller can be deduced from the stability analysis of the dynamic observer and deterministic state feedback controller, separately.
For synthesizing a control structure (a) without assuming separation principle between control and observation, and (b) to compensate for the uncertainty results from model reduction error, first we design the controller to stabilize the dynamic observer and then the stable dynamic observer to guarantee the observation error regulation. We consider the Luenberger term in (27) as a general non-vanishing perturbation. We also assume this perturbation can be considered as a summation of possibly time varying but bounded uncertain variables. By considering the internal uncertainty in the observer dynamics we can also circumvent the issues of ignoring the observation of fast and stable dynamics in (12) in the time period of [0,t b ] that is discussed in the proof of Theorem 1. In this case the system of (27) can be considered in the following general formȧ
≤ θ bi and Θ ⊂ R is a nonempty compact convex subset. The upper bounds of θ bi can be approximated based on monitoring the dynamic observer error and the norm of observer gain.
The vector of uncertain variables in (64) can compensate for uncertainty in the system due to basis functions computation or model mismatch and also can account for exogenous disturbances. Assuming that the perturbation is non-vanishing, the origin of the system is no longer an equilibrium point for the uncertain system. Thus, the objective is to synthesize a robust nonlinear output feedback controller that guarantees global boundedness in a neighborhood around the desired steady state.
Theorem 2 Consider the nonlinear dissipative PDE system in (1), for which Assumptions 1-3 hold. The following static output feedback control law [26, 54] asymptotically stabilizes the system of (1) when the time interval between ROM updates, δt, is finite and larger than a critical value, t b .
where c o > 0, ρ > 0 and χ > 1 are adjustable parameters and
T P câ is the CLF, P c is a positive definite matrix,
∂â B denote Lie derivatives and
Proof Consider the nonlinear uncertain system of (64) whose CLF is defined as follows
where P c is a positive definite matrix. It is obvious that V c (0) = 0 and V c (â) > 0 in R m − {0}. By substituting Eqs. (64) and (65) in the CLF time derivative, we obtaiṅ
L w i V c θ bi and by adjusting the parameters as ρ > 0 and χ > 1, the time derivative of the CLF is negative,V c < 0. Thus ∃δ c > 0 : â(0) < δ c , that the closed-loop system in (64) is locally asymptotically stable in the Lyapunov sense (Theorem 4.1 in Ref. [37] ). In section "APOD-based dynamic observer" we assumed that if a controller can be synthesized such thatV c < 0, based on the stability of the dynamic observer the closed-loop process will be asymptotically stable, i.e. e andâ will be bounded. From the definition e =â − M a and the fact that we did not use the separation principle we conclude that a will be bounded. Substituting the controller (65) into the Hilbert representation of the infinite-dimensional system (12) and dynamic observer of (27), we obtaiṅ
(68)
Based on Assumption 1, (68) can be stated in the following singular perturbation form (sections 4.4 and 4.5 in Ref. [18] )ẋ respectively. Based on the control law (65) and assuming bounded control action and Lipschitz condition for F, (8) [18] . By defining τ = t σ , it directly results from the definitions that A f σ = σA f is of order O(1). Then by setting σ = 0, the fast subsystem of (69) can be presented in the following locally exponentially stable subsystem
Based on singular perturbation theory [18] after a period of time, t b , where
the fast dynamics of the system stabilize to zero, x f 0 and the closed-loop PDE system of (69) is approximated by the finite-dimensional slow system beloẇ
The system of (72) is stabilized by the controller/observer design.
At the ROM revisions, the same strategy for dynamic observer designs is used for ζ c because CLF,
T P câ , also may increase during the ROM dimensionality changes. The value of ζ c must be chosen appropriately to satisfy the hybrid systems stability criteria [20] . A possible strategy is to automatically adjust ζ c at every instance of ROM changes as follows
in order to retain an aggressive controller throughout the process operation. The strategy used in the current work is to initialize ζ c at value ζ in and reevaluate it using (73) only when constraints of (62) are violated. This procedure leads to less aggressive control action while guaranteeing closed-loop stability.
Theorem 3 The DPS of (1) that is described by the switching ROM of (26), can be asymptotically stabilized by the output feedback control structure of (65) and (27) using supervisory strategies of (73) and (63) to evaluate ζ c and ζ o at each time period when the time interval between the ROM revisions, δt, is chosen to satisfy δt > t b , where t b is obtained from (58) .
Proof Based on Proposition 1 and Theorems 1, 2 we obtaineḋ
between ROM revisions and the observer/controller structure redesigns. As a result the closed-loop system will destabilize only when A, B, C and f in (26) and (19) deviate due to appearance of new trends. In such case the structure of the ROM is revised using APOD methodology. According to such system structure changes the extra Lyapunov stability condition of switching systems must be satisfied to guarantee the stability of the close-loop system (Theorem 3.2 in Ref. [23] ). The supervisory strategies of (73) and (63) directly enforce the Lyapunov stability criterion for of the switching systems, (62) , in the controller and observer designs thus the OLF and CLF satisfy the conditions of (62) . It means that during the ROM revisions the ζ c and ζ o values are periodically chosen subject to V c â(t k ) and V o e(t k ) . ThenV < 0 between ROM revisions as followṡ
Thus ∃δ > 0 : a(0) < δ, that the closed-loop system is locally asymptotically stable in the Lyapunov sense (Theorem 4.1 in Ref. [37] ). Also the closed-loop Lyapunov function satisfies the criteria (62),
where the time interval between the ROM revisions, δt = t k − t k−1 , is chosen to satisfy δt > t b . Thus, it can be concluded that the APOD-based dynamic observer designs of (34), (38) and (49) and the APOD-based output feedback controller of (65) asymptotically stabilizes the switching closed-loop system.
By combining the APOD-based dynamic observer and APOD-based controller synthesis with ζ o and ζ c updating procedures, we thus obtain a hybrid output feedback control structure that guarantees that the system closed-loop stability at the desired steady state. The block diagram of the closed-loop process is presented in Fig. 2 , where the connections between the proposed control structure components such as continuous point and periodic distributed measurement sensors, model reduction, dynamic observer, controller and actuators are illustrated. The proposed structure redesigns the observer/controller pair to enforce closed-loop stability whenever the ROM is revised to retain accuracy.
Remark 7.
The principle of separation of estimation and control, which is relaxed in the proposed output feedback control synthesis, only holds for linear time-invariant (LTI) systems. The important consequence of the separation principle is that the controller and dynamic observer can be designed separately, i.e., the controller gain, k can be computed independently of the observer gain, L. Such principle does not generally hold for linear time-variant (LTV) and nonlinear systems [16, 37] . Invoking the separation principle is a strong assumption in general nonlinear systems which limits the applicability of the resulting output feedback controller design for nonlinear systems [47] . It may lead to severe deterioration of the nominal closed-loop performance or even to closed-loop instability.
Remark 8. The controller parameters ρ > 0 and χ > 1 are tuned to achieve the trade-off between desired stability region and degree of uncertainty attenuation. Using small values for these parameters enlarges the guaranteed closed-loop stability region and using large values achieves a significant degree of uncertainty attenuation in dynamic observer structure. By introducing a sufficiently small positive value of η in the denominator of k(·) we circumvent the control action possible chattering behavior near the origin. In the controller structure, c o is also employed to tune the speed of the system convergence to the steady state.
Remark 9. Based on Assumption 3, any basis functions of slow subsystem belong in P ⊕ Q. This assumption is correct only for the time intervals longer than the critical time period of t b needed for fast dynamics to be stabilized. This condition may fail due to appearance of new trends as time evolves. In such case the APOD updates the set of empirical basis functions then the ROM is revised using updated basis functions. The revised ROM is then used as the basis to redesign the controller/observer pair. These corrections will be repeated to enforce closed-loop stability during process evolution.
Remark 10. The relative significance of the empirical eigenvalues is a strong indicator that the slow subsystem is included in P ⊕ Q. In general the retained snapshot ensemble size is the maximum size of the slow subsystem we can account for. We assume that at any time there are a number of eigenvalues at zero which is a requirement of all POD-based methods.
Remark 11. The presence of uncertain parameters and unmodeled dynamics, if not taken into account in the controller design, may lead to severe deterioration of the nominal closed-loop performance or even to closed-loop instability [18] . As discussed in section 3.4 the non-vanishing perturbation term in the system approximation of (64) accounts for the system parameter uncertainty beside relaxing the separation principle. The typical sources of model uncertainty which can be compensated in such non-vanishing form includes unknown or partially known time-varying process parameters, exogenous disturbances, and unmodeled dynamics [18] .
Application to a physico-chemical system described by the Kuramoto-Sivashinsky equation
The effectiveness of the proposed output feedback controller in regulating physico-chemical systems described by the Kuramoto-Sivashinsky equation (KSE) is illustrated in this section. KSE has been independently derived in a wide range of physico-chemical systems, where it can adequately describe incipient instabilities. Such systems as exemplified by phase turbulence in diffusion-reaction systems, long-wave motions of falling liquid thin films, interfacial instabilities between viscous fluids and unstable flame fronts [17, 25] . KSE with periodic boundary conditions shows a variety of dynamic behaviors, from converging to stable and unstable steady states to periodic waves and chaotic behavior, for different parameters [36] . The control problem of physico-chemical processes modeled by KSE was studied in the literature [4, 19, 25, 45] .
We consider the integral controlled form of KSE as
with periodic boundary conditions
and initial conditionx
wherex(z,t) is the system variable, u(t) ∈ R l denotes the vector of manipulated inputs, t is the time, z is the spatial coordinate, b(z) describes the control actuators' distribution and v is the diffusion parameter. Also the length of the spatial domain is 2π and the domain of the process is defined on (−π, π). In the
∂z 2 and F (z,x) = −x ∂x ∂z .
Six control actuators were considered at L a = [−π/2, −π/4, −π/6, π/5, π/4, π/2] to regulate the system dynamics. The actuators distribution function are also set as b i (z) = δ(z − L a,i ) for i = 1, ..., 6, where δ(·) is the Dirac delta function. The periodic sensors distribution function is assumed as s r (z,t) = 1, i.e, the complete state profiles of the system state at ROM revisions. The important static observer requirements of available point measurements being supernumerary to the ROM dimension is circumvented using the proposed dynamic observer design (as discussed in "APOD-based dynamic observer" section). To illustrate such improvement, only one continuous point measurement sensor placed at L s = π/2 is assumed to be available. The sensor shape distribution function is chosen to be s m (z) = δ(z − L s ) and x 0 = 3 sin(z) − cos(2z) − sin(5z) + 2 cos(5z) is considered as the spatially nonuniform initial condition. The open-loop spatiotemporal dynamic behavior of the system and its spatial 2-norm are presented in Fig.  3 for v = 0.4. The control objective is to regulate the KSE at a desired spatial profile. Without loss of generality, we set the spatially uniform unstable steady state [36] ofx d (z,t) = 0 as the desired profile.
To initiate the set of empirical basis functions we consider the open-loop process (u(t) = 0) and collect 31 snapshots during the initial time interval of t ∈ [0, 2]. By applying off-line APOD to such ensemble of snapshots we obtain 3 empirical basis functions that capture 0.99 of the ensemble energy. We consider the availability of process spatially distributed snapshots every t s = 0.5 while the point measurement from only one sensor is assumed to be available continuously. To construct the observer we applied three approaches presented in sections "pole placement", "linear optimal observer" and "linear matrix inequality". The resulting closed-loop system behavior was almost identical (when using proper sensor pole placement). For brevity only the pole placement results are presented here.
To implement the proposed APOD-based output feedback control structure on the KSE we set η = 0.001, c o = 0.8, ρ = 0.5, χ = 2 and ζ in = 1, where ζ in indicates the initial value for ζ o and ζ c . Fig.  4 presents the closed-loop spatiotemporal dynamic behavior of the process and its spatial 2-norm. We observe that the controller successfully stabilizes the system of (77)-(79) atx(z,t) = 0 and converges to zero. Fig. 5(a) shows the monitored 2-norm of error between the process modes and the estimated modes by the observer in the closed-loop time period, t ∈ [2, 12] and Fig. 5(b) presents the required control action. The monitored error is estimated based on one point sensor and it converges to zero. It is also observed that the control action converges to zero without any chattering. In Figs There is another fluctuation in control actions at the beginning of time interval 3 due to ζ c update. In Fig.  4(b) , the temporal profile of spatial 2-norm converges to zero. We observe a peaking at the beginning of time interval 3 due to the peaking in control action. Generally, the non-smooth behavior of control action, spatial 2-norm and Lyapunov function at specific times can happen due to ROM revisions and ζ c updating, where ROM revisions could include dimensionality changes. Such non-smooth behavior can be in principle compensated by incorporating input constraints considering closed-loop stability [20, 42] at the same time ensuring that the conditions set by hybrid system theory are satisfied. Fig. 6(a) and (b) present the values of the OLF and the CLF, respectively, in the closed-loop time period, t ∈ [2, 12] . Note in Fig. 6(b) the increase of the CLF is due to the significant change in the behavior of the KSE. If no update was allowed the system would remain unstable. Fig. 7 shows the change in the number of basis functions during the process. The number of required empirical basis functions to capture the initial openloop dynamic of the system was three. When new patterns appeared as the process evolved the dominant empirical basis functions were revised to capture the process behavior. The ROM dimensionality change depends on the closed-loop process evolution and the chosen ROM design parameters, the energy fraction parameter, ξ. Fig. 8 shows the norm of dynamic observer gain during process evolution that is computed based on the pole placement approach to predict the modes of the system. Fig. 9 shows the profile of the updated parameters ζ c and ζ o based on the supervisory control such that the Lyapunov functions could satisfy the Lyapunov stability of switching systems conditions, (62) . Fig. 9 shows that the CLF violated the criteria (62) at t = 3.5 and the supervisory control updated ζ c to satisfy it. Also, it indicates the OLF did not violate the hybrid system stability criteria during the closed-loop process evolution.
The temporal profile of the empirical basis functions and corresponding modes that have been estimated using the dynamic observer are presented in Figs. 10-11 . It is observed that the APOD-derived basis functions are adapting with the system during the process evolution. Also, the modes of the system converge to zero; this illustrates the effectiveness of the proposed controller structure to stabilize the system at the desired steady state. The peaks in the first and second eigenmodes profiles indicate the ROM switching. Fig. 12 presents the temporal plot of the inner product of dominant empirical basis functions and their steady state spatial profile that quantifies the changes in the set of empirical basis functions during process evolution. The third basis function is not presented due to the short time-span that it was considered. The small difference for the inner product temporal profile of the first basis function shows that there were minor changes in it. The significant difference for the second temporal profile signifies the rapid changes needed in the second dominant empirical basis function during the process evolution, instigated by the nonlinear behavior of the system and the small size of the ensemble of solutions.
Conclusions
We focused on the output feedback control problem of distributed parameter systems with limited measurement sensors. A combination of a robust state feedback controller with a Luenberger-type nonlinear dynamic observer of the system states was applied to synthesize a computationally efficient control structure based on adaptive proper orthogonal decomposition. The stability of the closed-loop system was proved based on Lyapunov stability theorem for hybrid systems. The effectiveness of the proposed control method was successfully employed to stabilize a physico-chemical system described by the KuramotoSivashinsky equation when the open-loop process exhibited highly nonlinear behavior. 
