We find an exact general solution to the three-dimensional (3D) Ising model via an exact selfconsistency equation for nearest-neighbors' correlations. It is derived by means of an exact solution to the recurrence equations for partial contractions of creation and annihilation operators for constrained spin bosons in a Holstein-Primakoff representation. In particular, we calculate analytically the total irreducible self-energy, the order parameter, the correlation functions, and the joined occupation probabilities of spin bosons. The developed regular microscopic quantum-field-theory method has a potential for a full solution of a long-standing and still open problem of 3D critical phenomena. Keywords: Ising model, Critical phenomena, Phase transition, Mesoscopic system.
I. THREE-DIMENSIONAL ISING MODEL IN A HOLSTEIN-PRIMAKOFF REPRESENTATION OF THE CONSTRAINED SPIN BOSONS
The three-dimensional (3D) problem of critical phenomena in the continuous phase transitions remains one of the major unsolved problems in theoretical physics. In particular, an exact solution of a famous 3D Ising model (or any other nontrivial 3D model) of a phase transition was not found, despite almost a century of intensive effort. The Ising model was invented by W. Lenz in 1920. Only the 1D [1] and 2D Ising models with zero [2] or nonzero [3] external field were solved (see [4] [5] [6] and references therein). The Ising model is, probably, the most studied model in statistical physics of critical phenomena, since (i) it is considered as a basis prototype of many-body systems with short-range interactions showing nontrivial critical behavior and (ii) it describes phase transitions in several important systems, such as uniaxial antiferromagnets, simple fluids with liquid-vapor transition, multicomponent fluid mixtures, and micellar systems [4] [5] [6] [7] .
Recently, we found a microscopic theory of phase transitions in a critical region [8, 9] , which is based on a nonperturbative method of the recurrence equations for partial operator contractions, and suggested to use it for the solution of the 3D Ising model [9, 10] .
The present paper is a detailed account of that solution, including the exact solutions (and their derivations) for the partial two-operator contractions (Sec. II), the total irreducible self-energy (Sec. III), the joined probability distributions of spin-bosons' occupations (Sec. IV), the order parameter and the correlation functions (Sec. V) as well as the derivation of exact closed selfconsistency equation for the nearest-neighbors' correlations (Sec. VI) and general formula for the permanents of a circulant matrix and its submatrices (Appendix). A current Sec. I introduces a concept of the constrained spin bosons [9, 10] which allows us to upgrade a HolsteinPrimakoff representation [11] to a rigorous theory on a constrained many-body Hilbert space.
Of course, the presented results constitute only the first, basis steps towards a full solution of the 3D Ising model. A lot of further work is required for a computation of various statistical and thermodynamic quantities, critical functions and exponents, etc. on the basis of the proposed exact solution.
A beauty of the found exact solution is in its remarkably transparent, universal algebraic structure (see, for example, Eqs. (30) , (58), (68), (91), (93), (120) below). It allows us to employ all power of algebra and matrix calculus, including a famous MacMahon master theorem on an inverse determinant, its novel generalization for an inverse matrix (Eqs. (56), (65)), related multivariate cumulant analysis, theory of circulant Toeplitz matrices, etc., as well as the determinants, pfaffians, permanents (Eq. (130)) and block-matrix permanents (Eqs. (66), (68)) of certain matrices. That canonical structure clearly suggests its regular generalization for the exact solution to other major models of phase transitions.
We consider a 3D cubic lattice of N interacting quantized spins s = 1 2 with a period a in a box with volume L 3 and periodic boundary conditions. However, the method is valid for an arbitrary dimensionality of lattice d = 1, 2, 3, .... The lattice sites are enumerated by a position vector r. According to the Holstein-Primakoff representation [11] , worked out also by Schwinger [12] , each spin is a system of two spin bosons, which are constrained to have a fixed total occupation n 0r +n r = 2s;n r =â † râr ,n 0r =â † 0râ 0r .
(1)
N spin-boson excitations, described by annihilation operatorsβ r at each site r and obeying the Bose canonical commutation relations [β r ,β † r ′ ] = δ r,r ′ , if we cutoff them by a step-function θ(2s −n r ); θ(x) = 1 if x ≥ 0 and θ(x) = 0 if x < 0. This isomorphism is valid on an entire physically allowed Hilbert space and is achieved by equating the annihilation operatorsβ ′ r =β r θ(2s −n r ) of those constrained, true excitations to the cutoff HolsteinPrimakoff's transition operators: β ′ r =â † 0r (1 + 2s −n r ) −1/2â r θ(2s −n r ).
Here and thereinafter we add a prime to a symbol of an unconstrained quantity to denote its cutoff, constrained counterpart. The vector components of spin operator arê 
A free Hamiltonian of a system of N spins in a lattice
is determined by a Zeeman energy −gµ B B extŜ z of a spin in an external magnetic field B ext (which is assumed homogeneous and directed along the axis z) via a g-factor and a Bohr magneton µ B = eh 2Mc . We intentionally define the free Hamiltonian in Eq. (7) via the unconstrained occupation operatorsn r =β † rβ r on a full Fock space generated by a set of creation operators {β † r }, that is on the extended many-body Hilbert space without any θ(2s −n r ) cutoff factors. That makes the free Hamiltonian purely quadratic which is necessary for a validity of the standard diagram technique. The latter is crucial for a derivation of the Dyson-type equations, like Eq. (13) . One is allowed to skip the θ(2s−n r ) cutoff factors in H 0 in virtue of an equalityβ † rβ r =β ′ † rβ ′ r , valid on the physical many-body Hilbert space, and a fact that the occupation operatorn r =β † rβr leaves that space invariant. An interaction Hamiltonian of the Ising model
in view of the isomorphism's Eqs. Here a coupling between spins is a symmetric function J r,r ′ = J r−r ′ of a vector r − r ′ , connecting spins. For a spin at a site r 0 there are only the coordination number p of the nonzero couplings J r0,r l = 0 with the neighboring spins at sites r l = r 0 +l; l = 1, ..., p. The result in Eq. (9) generalizes the Holstein-Primakoff's one [11] by including the nonpolynomial operator θ(2s −n r )-cutoff functions, which add a spin-constraint nonlinear interaction and are crucially important in a critical region.
Since Holstein-Primakoff's paper of 1940, there were many previous attempts to convert it into a rigorous and tractable microscopic theory of critical phenomena in magnetic phase transitions, e.g., [13, 14] . No one was successful. For example, a Dyson's theory of spin waves in a ferromagnet [15] is invalid in the critical region and restricts an analysis to just a well-formed ordered phase. Due to a lack of a proper mathematical apparatus, first of all, the partial contraction of operators and diagram technique for the nonpolynomial averages, Dyson thought that "the Holstein-Primakoff formalism is thus essentially nonlinear and unamenable to exact calculations". A total Hamiltonian H = H 0 +H ′ defines, for any operatorÂ, a Matsubara operatorÃ τ = e τ HÂ e −τ H evolving in an imaginary time τ ∈ [0,
1 T ] in a Heisenberg representation. A symbol T denotes a temperature. A symbol A jτ stands for an operator itselfÃ 1τ =Ã τ at j = 1 and a Matsubara-conjugated operatorÃ 2τ =Ã τ at j = 2.
The unconstrained and true Matsubara Green's functions for spin excitations are defined by a T τ -ordering:
Here an unconstrained thermal average over an equilibrium statistical operator ρ = e 
and a true, constrained thermal average is denoted as . . .θ /P s . A normalization factor P s = θ is equal to a cumulative probability of all occupations of spin excitations in the unconstrained Fock space to be within physically allowed intervals n r ∈ [0, 2s] for all lattice sites r; θ = r θ(2s −n r ) is a product of all N cutoff factors. In the Ising model there is no coherence, β rτ = 0, and the unconstrained Green's functions obey the usual Dyson equation with a total irreducible self-energy Σ j2x2 j1x1 ,
Here the integral operatorsΣ orǦ (0) , applied to any function f jx of an index j and a four-dimensional coordinate x = {τ, r}, stand for a convolution of that function f jx over the variables j, τ, r with the total irreducible self-energy Σ or the free propagator G (0) , respectively:
(15) The total irreducible self-energy is defined by equation
(16) We find an operator in the left hand side of Eq. (16) as (17) and use a fact that for the Ising model in Eqs. (7)- (9) the Matsubara occupation operatorñ τ r =ñ r does not depend on imaginary time τ . In the case of spins s = 1 2 , an operator-valued function f consists of two components:
The first one f (1) (ñ r1 ) depends only on one occupation operatorñ r1 , while the second function f (2) (ñ r1 ,ñ r ) depends on two occupation operatorsñ r1 andñ r .
II. EXACT GENERAL SOLUTION TO THE RECURRENCE EQUATIONS FOR THE PARTIAL TWO-OPERATOR CONTRACTIONS
In order to calculate the nonpolynomial averages, like the ones for the self-energy in Eq. (16) and the true Green's functions in Eq. (11), we employ the recurrence equations for partial operator contractions, derived via a nonpolynomial diagram technique in [8] . The point is that the constrained, true Green's functions do not obey equations of a Dyson type due to a presence of the nonpolynomial functions θ(2s −n r ) and a standard diagram technique is not suited to deal with them. In particular, we express the true Green's functions in a form normal ordering of operatorsβ J ,β J ′ . The latter is dictated by the anti-normal ordering in the definition of the basis contractions in Eq. (20) . In Eq. (21), a symbol ∆ m J ′ means a partial difference operator [16] [17] [18] 
, and we assume an Einstein's summation over the repeated indexes J ′ , J . A linear system (21) of the integral equations over the spin positions' variables and discrete (recurrence) equations over variables {m J ′ } can be solved by well-known methods [16] [17] [18] , such as a Z-transform, a characteristic function, or a direct recursion. The partial contraction in Eq. (19) is given by those solutions at m J ′ = 2s + 1.
For the Ising model, due to independence ofñ τ r =ñ r on τ , it is enough to consider the aforementioned limit of equal times and, hence, to use only the reduced combined indexes I = {j, r} and
jr , consist of pairs of rows and columns. Each pair is enumerated by the site-position index r or r ′ , while the creation-annihilation index j = 1, 2 or j ′ = 1, 2 enumerates two rows or two columns in each pair, respectively. We find the most powerful, and convenient for further applications, general solution of recurrence equations (21) in a form of an inverse 2N × 2N -matrix,
. (22) It can be applied to an arbitrary function-argument f . One can prove the solution (22) by direct substitution in Eq. (21) . By definition, a matrix Z acts on f as operator and has nonzero elements only at its main diagonal:
Those elements do not depend on the creationannihilation index j, but only on the site-position index r, and are equal to inverse operators (1 − D r ) −1 , where a lowering operator D r decreases an argumentñ r of function f by unity and leaves all other argumentsñ r ′ intact,
An inverse matrix operator (1 − D) −1 can be found via a geometrical progression over the raising operators
if that sum converges for a given function f ({ñ r }).
Especially important and simple is a particular case when the function-argument f ({ñ r k }) depends only on a finite number m of occupation operatorsñ r k at lattice sites r k , k = 1, 2, ..., m. Then, for all other lattice sites r ′ = r k one has a trivial operator D r ′ ≡ 1, so that the corresponding factors gZ
in the matrix (1 + gZ −1 ) −1 in Eq. (22) . In this case the matrix Z(Z + g) (22) should be treated as a 2m × 2m-block for the lattice sites r k , k = 1, 2, ..., m, and as a unity matrix for all other sites. The geometrical progression expansion (25) should be used only for that 2m × 2m-block.
III. EXACT SOLUTION FOR THE TOTAL IRREDUCIBLE SELF-ENERGY
We consider a homogeneous phase, when the Green's function G j2τ2r2 j1τ1r1 depends on r 1 and r 2 only via r 2 − r 1 . So, it is a Toeplitz matrix with respect to indexes r 1 , r 2 . The exact total irreducible self-energy has a form
that follows from Eqs. (16)- (18) and contains an averaged two-operator contractionb
. The latter can be calculated by means of the exact solution in Eq. (22) . A product of the equal-time anti-normally ordered correlation matrix g from that solution and its inverse matrix (g −1 )
I I ′ in Eq. (27) makes unity, and we get a remarkably simple, exact solution for the self-energy
According to Eq. (18) , the function f in Eqs. (27) , (28) 
. Following the argument in Eq. (26), we conclude that they contribute to the self-energy matrix with the 2 × 2-and 4 × 4-blocks, respectively. Hence, the self-energy matrix is a diagonal, 2(p + 1)-banded in indexes I 0 = {j 0 , r 0 } and I = {j, r}, matrix
in which, for a given site r 0 in a lattice, each 4 × 4-block
originates from correlations with nearest spin-neighbor l = 1, ..., p, has nonzero elements only for the corresponding pair of the nearest-neighbors' positions r = r 0 , r 0 + l, and contains only a related correlation 4 × 4-matrix
The q = q † is hermitian, the R and R ′ run over two values {r 0 , r l }, A means anti-normal ordering, 2×2-matrices g
jr0 of basis auto-and cross-correlations are denoted as g(0) = S = S † and g(l = 0) = C(l), respectively. In Eq. (30), ⊗ means a tensor product of 2 × 2-matrices, the 4 × 4-matrices E 1 , E 2 are defined as block matrices:
where the E and 0 are the unity and zero 2 × 2-matrices. This result is obtained from Eq. (28) by means of the geometrical-progression expansion (25) and the fact that only the following, very few lower-order combinations of operators Z r0 and Z r l , Eqs. (23)- (25), produce nonzero averages from the functions f (1) and f (2) in Eq. (18):
These equations and self-energy 4 × 4-blocks in Eq. (30) contain the non-cutoff probabilities ρ nr 0 = δñ r 0 ,nr 0 and ρ nr 0 ,nr l = δñ r 0 ,nr 0 δñ r l ,nr l for the spin bosons at sites r 0 and r l to acquire the n r0 and n r l quanta of excitations. 
The first term in the self-energy (30) originates from the component f (1) in the commutator (17), while all the rest terms -from the component f (2) (see Eq. (18)). In general, the correlation 4 × 4-matrix q(l) and the joined probabilities of spin bosons' occupations ρ nr 0 ,nr l in the right hand side of Eq. (30) for the self-energy 4×4-blocksΣ(l) depend on a particular position of the nearest neighbor l = r l − r 0 , although, for a sake of brevity, that dependence is not shown explicitly.
The self-energy in Eqs. (29), (30) can be rewritten explicitly in terms of the introduced in Eq. (31) 2 × 2-matrices of basis auto-and cross-correlations as follows (36) where the 2×2-matrix blocks Σ(l) = (Σ 
The latter result coincides with Eqs. (92)-(93) of [9] and (15)- (16) of [10] , if one nullifies the cross-correlation matrix C in all terms, which include the single-site probabilities ρ 0 and ρ 1 . That was obviously implied (but was miswritten) in [9, 10] , since calculations of both f
(1) -and f (2) -contributions were made by direct recursion of Eq. (21) via a common 4 × 4-block, so that the result for f
(1) -contribution should be further reduced to 2 × 2-block, in accord with Eq. (26), by nullifying the cross-correlation C. So, the calculations in the present paper and in [9, 10] provide a cross-check that fully confirms the result.
For the exact solution of the Ising model, it is crucial to get that exact result for the total irreducible self-energy, which allows one to go beyond standard second-order or ladder approximations. A canonical algebraic structure of the exact result in Eqs. (29), (30) clearly suggests its regular generalization for the exact solution to various other models of phase transitions.
IV. JOINED UNCONSTRAINED STATISTICS OF THE SPIN-BOSONS' OCCUPATIONS
The next step is analysis of a joined non-cutoff distribution of spin-bosons' occupations at all N lattice sites
Actually, for an exact solution of 3D Ising model we need to calculate its particular values for a joined probability
to have unity occupations n r k = 1 for m spin bosons at a subset of sites {m} = {r k , k = 1, ..., m} and zero occupations for all other N − m spin bosons in the lattice, since the latter probability (40) determines the true joined statistics of spin-bosons' occupations and the true correlation functions, which we calculate in Sec. V. Also, for Eq. (30), we need a similar joined unconstrained distribution of spin-bosons' occupations at only a subset of lattice sites {M } = {r k , k = 1, ..., M },
which admits arbitrary occupations n r ′ = 0, 1, 2, ..., ∞, r ′ = r 1 , ..., r M , at all other N − M lattice sites, i.e., it is non-cutoff averaged over the latter occupations. Again, we need its particular values for a joined probability (44) to have unity occupations n r k = 1 for m spin bosons at a subset of sites {m} = {r k , k = 1, ..., m} ⊆ {M }, zero occupations for M − m spin bosons at a subset of sites {M } \ {m} = {r k , k = m + 1, ..., M } ⊆ {M }, and arbitrary occupations for all other N − M spin bosons.
We employ the corresponding characteristic functions
the derivatives of which yield those joined distributions:
We find the characteristic function Θ N from a system of obvious equations 
where a diagonal matrix Z Θ is not the operator matrix in Eq. (23) anymore, but a function of the variables {z r = e iur } of the characteristic function:
Given a N -dimensional gradient by Eqs. (49), we solve that system of the first order partial differential equations for the ln Θ N by explicit integration between points P i−1 = {z r1 , ..., z r i−1 , 1, ..., 1} and P i = {z r1 , ..., z r i , 1, ..., 1} along each axis z r i ,
helps to calculate the integral analytically, and we find
, z
(54) Here the diagonal matrices Z Θ and z are related as Z Θ = z/(z − 1). Finally, we checked that Eq. (54) is a correct solution for the characteristic function by its direct substitution into Eq. (49) and proving that the equation is exactly satisfied. Of course, the obtained solution in Eq. (54) is normalized to unity at a point {u r = 0}, Θ N ({u r = 0}) = 1, as it should be for a characteristic function of any distribution.
The probability of unity occupations for m spin bosons and zero occupations for all other spin bosons, Eq. (40), is set by differentiation of that characteristic function:
It is a coefficients in front of multilinear term z r1 ...z rm in a Taylor expansion of the characteristic function Θ N over the variables {z r } at the zero point {z r = 0}. One way to evaluate that Taylor expansion is to employ a well-known MacMahon master theorem [19] , that yields a Taylor expansion of a function, inversely proportional to a determinant of matrix 1 − Ax, over variables {x i },
where
, and per (s1,...,sN ) A a generalized permanent of matrix A. For the required by Eq. (55) multilinear terms with a subset of unity integers {s i = 1; i = 1, ..., m} and the rest of integers being equal zero, the corresponding permanents are reduced to the standard permanents,
which are defined by the same sum of the products of elements of the corresponding m × m-matrix A {m} as the one in detA {m} = σ sgn(σ)
with all sign factors sgn(σ) replaced by +1, i.e., the signatures sgn(σ) of the permutations σ of (1, ..., m) are not taken into account. Then, in order to get the derivatives in Eq. , which are real-valued in the homogeneous phases, when the matrix g
is a circulant Toeplitz matrix in indexes r, r ′ and the arbitrary phases of spin-bosons' annihilation operatorsβ r are calibrated properly. In this case, one has
2 and Eqs. (54)-(130) yield
Here the elements of the N ×N -matrices g 1 and z 1 as well as m × m-matrix (1 + g −1 1 ) {m} are labeled solely by the site-indexes r, r ′ . The effect of normal cross-correlations g 1r ′ 1r = 0 between spin bosons at different lattice sites on their joined unconstrained statistics, described by Eq. (58), remains highly nontrivial even in that case of vanishing anomalous correlations g 2r ′ 1r = 0 for ∀r, r ′ . A related technique could be based on a well-known in algebra notion of a pfaffian of a 2N × 2N -matrix, which is equal to a square root of the matrix's determinant, say, pf(g + Z Θ ) = det(g + Z Θ ) for the matrix g + Z Θ in Eq. (54). However, the method of pfaffians implies the skew-symmetric matrices (see, for example, [27] [28] [29] and references therein), that is only a special case of the hermitian correlation matrix g, corresponding to the pure imaginary off-diagonal elements.
Another way to evaluate the Taylor expansion of the characteristic function Θ N , related to Eq. (55), is to follow a more canonical, cumulant analysis. Namely, one starts with evaluation of the Taylor expansion of the logarithm of characteristic function, for example,
which is the most suitable for computing the unityoccupation probabilities in Eq. (55), and then uses an exponential formula, or a polymer expansion, with the Bell polynomials, corresponding to that particular case of the Faá di Bruno's formula, to compute the unity-occupation probabilities, moments, and other characteristics of the joined occupation statistics. Note that the expansion in Eq. (59) is different from a standard cumulant expansion
which is more directly related to the moments of distribution, and from the generating-cumulant expansion
which is the most powerful in accounting for a discreteness of stochastic variables and was introduced in [20] . A set of non-negative integers {s i } specifies the quasicumulants κ ′ {si} , the cumulants κ {si} , and the generating cumulantsκ {si} in Eqs. (59), (60), and (61), respectively;
In the case of one variable, the cumulants and generating cumulants are related by a Stirling transformation [20] 
where S (r) m and σ (m) r are the Stirling numbers of the first and second kinds, respectively. In the case of a joined distribution, a similar relation should be based on a multivariate generalization of the Stirling transformation.
Here we analytically compute the quasi-cumulants κ ′ {m} and the generating cumulantsκ {m} for any combinations of unity integers s r = 1 at r ∈ {m} = {r i1 , ..., r im } and zero integers s r ′ = 0 at the rest r ′ = r im+1 , ..., r iN , which correspond to the multilinear terms in the Taylor expansions (59), (61) and are the only ones, contributing to unity-occupation probabilities in Eq. (55). We use Eqs. (49), (50), written in the form
In order to evaluate it, we derived a general theorem (its proof will be published elsewhere) that yields a Taylor expansion of a diagonal element of an inverse N ×N -matrix (1 − Ax) −1 , similar to the MacMahon master theorem in Eq. (56). Namely, for k ∈ {i 1 , ..., i m } we find Moreover, we generalize that theorem to the case, when the matrices A and x are replaced by the N × Nmatrices
) (over the siteindexes r, r ′ ), whose elements themselves are the 2 × 2-
over the creation/annihilation-operator indexes j = 1, 2 and j ′ = 1, 2. This is necessary, because a structure of the matrices 1+g −1 and z in Eq. (63) is exactly of that kind. For this case, we introduce a block-matrix permanent 
) is a 2m × 2m-matrix block, corresponding to a chosen subset of sites r, r ′ ∈ {r i1 , ...,
is a diagonal part of A {m} over indexes r, r ′ , and Tr j denotes a trace of a subsequent matrix over the creation-annihilation indexes j = 1, 2 and j ′ = 1, 2. The universal analytical result for the multilinear quasi-cumulants in Eqs. (67), (68) allows one to compute the unity-occupation probabilities in Eq. (55) by means of the exponential formula. In particular, these joined unconstrained distributions for unity occupations of spin bosons at one, two, or three sites are
The presented analysis of the multilinear quasicumulants κ 
instead of the one in Eq. (54). In this way, an exact result for the multilinear generating cumulants immediately follows from Eqs. (67), (68) by means of replacement of the matrix A by the matrixÃ = −(1 + g), that is
For the joined unconstrained, non-cutoff distribution of the spin-bosons' occupations at only a subset of lattice (22) by the only relevant quasi-diagonal 2M × 2M -block for the subset of sites {M } = {r k , k = 1, ..., M }, the corresponding quasi-diagonal 2M × 2M -block g {M} of the correlation 2N × 2N -matrix g, and the 2M × 2M -block
is similar to Eq. (54). Obviously, its differentiation, 
(78) Finally, we present the explicit formulas for the characteristic functions of the joined non-cutoff probability distributions in the most interesting cases of the single-site (M = 1) and two-sites (M = 2) subsets of spin bosons:
For the corresponding probabilities of zero occupations we have the following compact results in terms of the determinants of the auto-and cross-correlation matrices, defined in Eq. (31),
For the single-site probability one has M = 1 and 2 × 2-matrix g {1} = S, Eq. (31), so that Eqs. (77), (79) yield
For the two-sites probabilities one has M = 2 and 4 × 4-matrix g {2} = q (where hereinafter a matrix q j ′ R ′ jR is defined similar to Eq. (31) with the R and R ′ running over arbitrary two sites {r 1 , r 2 }, not necessarily neighboring sites), and Eqs. (77), (80), in accord with Eq. (70), yield (29), (30) . Note that the formulas for the characteristic functions (108) and (130) in [9] as well as their copies (18) and (24) in [10] contained misprints and, together with the following from them formulas for corresponding two-sites probabilities ρ n1,n2 , should be replaced by the present correct Eqs. (76), (80)-(85) for probabilities ρ n1,n2 . Those formulas served only as illustrations and were not important for the main subject of papers [9, 10] -a general method of solution for 3D Ising model.
In fact, the full non-cutoff distributions of spin-boson occupations, neither single-site nor joined, are not explicitly required for the solution of 3D Ising model. Nevertheless, in order to illustrate the technique of recurrence equations (21) for partial operator contractions, we outline a full single-site non-cutoff distribution of spin-boson occupations. It can be expressed via a Jacobi polynomial P (α,β) n or a hypergeometric function, i.e., a generalized hypergeometric series F (a, b; c; z) = ∞ k=0 
The result is the following recurrence equation for ρ n :
(88) It is of a Jacobi polynomial's type, and we immediately get the result in Eq. (86).
Thus, we obtain an exact analytical solution in Eqs. (54) and (76) for the joined unconstrained statistics of spin-bosons' occupations. It has a universal structure in terms of the equal-time anti-normally ordered correlation matrix g and related determinants, that allows one to use the powerful methods of matrix algebra for its explicit analysis and calculation. In particular, we employ a well-known MacMahon master theorem [19] on the inverse determinant in Eq. (56), a similar theorem on the inverse matrix in Eqs. 
V. THE TRUE ORDER PARAMETER, CORRELATION FUNCTIONS, AND JOINED STATISTICS OF SPIN-BOSONS' OCCUPATIONS
The true, constrained thermal average, defined as
differs from the non-cutoff, auxiliary average in Eq. (12) by a presence of the product of N cutoff factorsθ = r θ(2s −n r ) and by the normalization factor P s = θ . That true average should be used for calculation of all observable quantities as well as the true, constrained Green's functions, defined in Eq. (11) . In particular, the true average of the z-component of a spin in Eq. (4),
represents a magnetization, that is an order parameter at a lattice site r within the Ising model. For the spin value s = 1/2, it is reduced to a quantitȳ
determined by aθ-cutoff, true probability ρ 
that yields an exact analytical solution for the true, constrained correlation function of spin bosons in a lattice 
for two spin-bosons at sites r 1 and r 2 to have n r1 = n 1 and n r2 = n 2 quanta of excitation, respectively. Namely, it involves a true probability for two spin-bosons to have zero quanta of excitation n 1 = n 2 = 0 simultaneously.
Next, we present the exact analytical formulas for such true joined distributions ρ
, ρ ′ {nr} of physically allowable spin-boson occupations n r = 0 or n r = 1. Those distributions are simply theθ-cutoff versions of the calculated in Sec. IV unconstrained distributions ρ nr , ρ nr 1 ,nr 2 , ρ {nr} , restricted to the unity-occupation ones ρ 1{m} in Eq. (55). Note that the unconstrained joined distributions of spin-bosons' occupations already contain all effects of the constraints and spin interaction, except theθ-cutoff only, since they were calculated for the exact, constrained andθ-cutoff, Hamiltonian (9) .
We start the analysis of the true joined distribution of the occupations {n r = 0 or 1} for all N spin bosons,
with an evaluation of the normalization factor P s . It is equal to the sum of the probabilities ρ 1{m} in Eq. (55) over all occupation configurations {n r = 0 or 1; r = r 1 , ..., r N }, which can be written as
.
(96) The second equality in the equation for P s is due to the fact, that the terms with the square, z 2 r , and higher powers of any variable z r do not contribute to the considered derivative at the zero point {z r = 0}. Note that the newly introduced function Θ ′ differs from the characteristic function Θ N in Eq. (54) only by a substitution of the matrix A = 1 + g −1 with the matrix
Thus, an evaluation of the normalization factor P s can be done similar to the evaluation of probability ρ 1{m} at m = N , described in Sec. IV. In particular, in the case of vanishing anomalous correlations g , as in Eq. (58), we find
A result for the single-site zero occupation probability
differs from P s only by an absence of one partial derivative ∂/∂z r1 and by a normalization factor. In particular, in the case of vanishing anomalous correlations g 
The true single-site unity occupation probability is equal
The true two-sites zero occupation probability
differs from the single-site one in Eq. (99) only by an absence of one more partial derivative ∂/∂z r2 . So, in the case of vanishing anomalous correlations and non-zero normal correlations g
, as in Eq. (58), one has
The true two-sites probabilities for other occupation combinations can be computed from the probabilities, presented above, as follows
These equations stem from a fact that the true single-site occupation distribution is equal to the true two-sites occupation distribution, averaged over physically allowable occupations n r2 = 0, 1 of a spin boson at the second site:
The true three-sites and other multiple-sides occupation distributions are not required for calculation of the true order parameter and correlation functions, but are necessary for the analysis of the true multiple-sides correlations and statistics. Those m-sides occupation distributions can be computed in a similar way by induction: 
We stress, that the true joined distributions of spinbosons' occupations, even for a subset of lattice sites {M } = {r k , k = 1, ..., M }, M ≤ N , always are determined by the full 2N × 2N -matrix g −1 , which is inverse to the 2N × 2N equal-time anti-normally ordered correlation matrix g. This is in contrast with the unconstrained joined distributions in Eqs. (76)-(85), which are determined only by the corresponding quasi-diagonal 2M × 2M -block g {M} of the full 2N × 2N -matrix g.
A detailed analysis of the obtained true spin-bosons' occupation distributions as well as the true order parameter and correlation functions in Eqs. (91) and (93) will be given elsewhere, since they are not required for the self-consistency equation in Sec. VI.
VI. EXACT CLOSED SELF-CONSISTENCY EQUATION FOR THE NEAREST-NEIGHBORS' NORMAL AND ANOMALOUS CORRELATIONS
Now we can make a final, crucial step in the exact solution of the 3D Ising model -find an exact closed self-consistency equation for the nearest-neighbors', basis normal and anomalous auto-and cross-correlations g
2r0 , l = 0, 1, ..., p, in Eq. (31) . Indeed, the total irreducible self-energy in Eqs. (29), (30) and the spin-bosons' unconstrained occupation probabilities, entering formulas for self-energy, in Eqs. (82)- (85), (81) jr0 ) of auto-correlations for a spin boson at site r 0 and the coordination number p matrices C(l) ≡ g(l = 0) = (g j ′ r l jr0 ) of cross-correlations of a spin boson at site r 0 with the nearest-neighbors at sites r l = r 0 + l. In fact, due to the complex-conjugation relations
there are only two independent, normal g 1r l 1r0 and anomalous g 2r l 1r0 , correlation parameters per each basis correlation 2 × 2-matrix, that is, only 2(1 + p) numbers, which determine all details of critical phenomena.
Thus, we can find the self-consistency equation for those 2(1 + p) basis auto-and cross-correlations in two steps. First, we solve the Dyson-type Eq. (13) for the unconstrained Green's functions in terms of those basis correlations. Second, we close the loop by expressing the basis correlations themselves via those Green's functions.
For the considered stationary homogeneous phases, the Green's functions, the equal-time correlation functions, and the self-energy depend only on the differences of their arguments τ = τ 1 − τ 2 and r = r 2 − r 1 , that is
(110) Hence, it is straightforward to solve the Dyson-type Eq. (13) by means of the Fourier transformation over imagi-
where the sums run over all lattice sites r with a period a and discrete wave vectors k = {k
We discern the Fourier transform and its inverse by the arguments k and r. A result for the normal and anomalous Green's functions is
where the two quasiparticle eigen-energies
(114) depend on the wave vector k via the self-energies
The latter Fourier transform of the self-energy consists of only 1 + p terms within a neighborhood of the nearest sites, for which there are nonzero couplings J r0,r l = 0. This is a consequence of the fact, that, according to Eq. (29), the self-energy matrix is a diagonal, 2(p+1)-banded matrix. The 2 × 2-matrix blocks Σ(l) are given explicitly in Eqs. (36)- (38) , derived from Eqs. (29), (30) . The spatial Fourier transforms of the normal and anomalous equal-time correlation functions follow from Eqs. (112) and (113) in the limit τ → +0:
Thus, we derive the equations for the values of normal and anomalous correlation functions at (1 + p) difference position vectors l = r l − r 0 of the neighboring spins:
(118) Their right hand side is determined by a left hand side g 1j (l) itself via Eqs. (29), (30), (114)-(117). They constitute an exact closed system of 2(1 + p) self-consistency equations. Its finding means a solution to the Ising problem in the same sense as finding of a self-consistency equation in the mean-field theory means a solution to a phase transition problem. One can analyze these explicit self-consistency equations by well-known in the meanfield theory analytical and numerical tools. It is relatively simple for 3D Ising model with Σ 12 = 0 and zero anomalous correlations, when only 1 + p self-consistency equations remain. Moreover, in the isotropic case, when the cross-correlations with all p nearest neighbors are the same, the system is reduced to just two equations.
Note that the closed exact self-consistency equations exist only for unconstrained, auxiliary basis normal and anomalous auto-and cross-correlations. When the latter are found, the actual, observable statistical and thermodynamic quantities can be explicitly expressed in terms of those basis correlations, as is shown in Sec. V for the true, constrained order parameter, correlation functions, and joined statistics of spin-bosons' occupations. Thus, the derived exact general solution for 3D Ising model provides a basis for the calculation of all other statistical and thermodynamic characteristics of critical phenomena.
VII. CONCLUSIONS
The presented exact general solution to 3D Ising model is based on the rigorous bosonization of the problem and exact reduction of the many-body Hilbert space for the constrained spin bosons with a subsequent rigorous treatment of all constraints. That approach is opposite to the Onsager's [2], Polyakov's [23, 24] and many other similar approaches, which were aimed at a representation of the model with fermions on a lattice. Once that bosonization was made, finding the exact solution to 3D Ising model was predetermined by perfect algebraic structure and symmetry of the exact solution for the total irreducible self-energy, found in Eqs. (29), (30) . An amazingly powerful tool for an exact analytical computation of the corresponding nonpolynomial averages with constrained operator functions is based on the regular method of recurrence equations for partial operator contractions (21) [8, 9] and its exact general solution in Eq. (22) .
We stress that the derived self-consistency equations (118) are exact equations and, contrary to the meanfield-theory equations, are valid both inside the entire critical region and outside it. They are equations for the 2(1 + p) normal and anomalous auto-and crosscorrelations of neighboring spin bosons, where p is a coordination number of the nearest neighbors for a given site in a lattice. They cannot be reduced to a simpler equation for the order parameter alone, as it was attempted in the original Landau approach. The number of unknown nearest-neighbors' correlations and the respective number of independent self-consistency equations can be less than 2(1 + p) in the cases of zero anomalous correlations and restricted anisotropy, like a case of an isotropic ferromagnetic phase transition. The obtained exact results for the 3D Ising model are expressed via the solution of these self-consistency equations and are more full than the mean-field or renormalization-group ones [5, 6] , since they include a fine structure and all details of critical phenomena both in mesoscopic and macroscopic systems.
Another important point is that the exact selfconsistency equations (118) contain all effects of spin interaction, including an interaction induced by constraints, since they were derived for the full, constrained andθ-cutoff, Hamiltonian (9) . That makes the present method essentially different from the studies of less constrained and, hence, more tractable models, like spherical and similar models, pioneered by Kac et al. [4, 6, 30] .
Remarkably, the exact self-consistency equation (118) is the finite-dimensional nonlinear equation for only 2(1+ p) numerical parameters, that is not even a functional equation, and has very transparent structure, which involves only elementary functions and standard Fourier transform. This is in contrast with the previous attempts of finding an exact solution to the 3D Ising model, including practically intractable Polyakov's representation in terms of non-interacting fermionic lattice strings [23, 24] and exact, nonperturbative renormalization group equations (for a review, see [7, 25] ). Such renormalizationgroup equations, including the ones derived by Wilson [26] via an ε-expansion of a space dimensionality d = 4−ε for a s 4 -model, are aimed to approximate the original microscopic Hamiltonian by an effective Hamiltonian for a large-scale part of a field. These exact equations are very difficult to implement due to their complexity. When Wilson tried to show "that the exact renormalization group equations are not hopelessly intractable functional equations" [26] , he still substituted them with an approximate recursion formula, which is mathematically uncontrollable, but yields the first few orders of ε-expansion. So, one must perform approximations and/or truncations, such as in a well-developed method of an effective average action [5, 6, 25] . In fact, a number of approximations for the renormalization were introduced, including a neglect method, decimation and other real-space renormalization schemes as well as field-theoretical techniques. However, their rigorous relation to a full exact solution of mesoscopic problem is still not completely understood.
The obtained exact solution is valid also for 2D Ising model and could be compared against results for the order parameter, correlation functions, etc., derived from Onsager's or similar 2D solutions. That comparison as well as comparison of the obtained exact results with various Monte Carlo, high-temperature series, finite-size scaling and similar renormalization-group calculations and recent conformal bootstrap studies of 3D Ising model (see, e.g., [7, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] and references therein) require a lot of further work and will be discussed elsewhere.
At the wings of critical region, the discussed correlation functions describe a critical behavior with critical exponents, different from the ones, predicted by the mean-field theory. Specifically, the difference comes from a different behavior of the exact solution for the selfenergies and eigen-energies near a singular point k = 0 of the Fourier sum or integral (in a thermodynamic limit) for the true correlation functions at long range r → ∞,
(119) On this basis, one can calculate the long-range asymptotics of the latter integral ∼ r 2−d−η , that is a critical exponent η. Moreover, the exact results for the 3D Ising model, given by Eq. (118), go beyond the renormalization group results, describe both the mesoscopic and macroscopic systems, and are valid not only for the asymptotics at the wings of critical region, but also for the critical functions at a central part of critical region.
The developed method and the results fully preserve a nonlinear, nonanalytical, critical structure of various statistical and thermodynamic quantities in the critical region, contrary to many other approximate or phenomenological approaches, which usually start from some unjustified, ad hoc assumptions, hypotheses or simplifications in the Hamiltonian or in the description, not fully consistent with an actual critical behavior. The obtained exact solution is based on the regular, quantum-fieldtheoretical analysis of Green's functions, perfected to an exact rigorous analysis. It yields a systematic, canonical way for a solution of the critical phenomena problem in numerous other models and systems, in particular, for a solution of a long-standing and still open 3D critical phenomena problem. This is in sharp contrast with an approach of the exactly solvable models [4, 6] , which are solvable only due to their degenerate structure, special symmetries, and low dimensionality and, hence, often provide only a caricature of the actual 3D systems, essentially different from a true picture of typical behavior.
The presented exact general solution becomes especially simple in a particular case of vanishing anomalous correlations and non-zero normal correlations g
. In this case the exact solution for magnetization
in Eq. (91) is explicitly given by the permanents of matrices, involving the unconstrained correlation matrix. It is straightforward to obtain similar exact explicit solutions for the correlation functions and other characteristics of critical phenomena in terms of these permanents by means of the presented above method.
In the Appendix, we derive an exact general formula for a permanent of circulant matrix, originated from an unpublished Gaudin's note [41] [42] [43] , generalize it for the submatrices of circulant matrix in Eq. (121), and discuss their approximations, including the ones yielding the results for "mean-field" and noninteracting approximations. Moreover, the representation in Eq. (121) allows us to avoid calculation of an inverse Fourier transform of correlation matrix in equations like Eq. (120) since the eigenvalues of circulant correlation matrix are equal to Fourier transforms of the correlation functions, directly given by exact self-consistency Eq. (118). This analysis reduces calculation of the circulant-matrix permanent to computing a permanent of degenerate Schur matrices which are well-known in the mathematics of discrete Fourier transform. In particular, the permanent of Schur matrices was studied in [44] . Various techniques for calculation of the permanents and related numerical algorithms are under intensive studies in mathematics since finding the Ryser's [45] and similar algorithms (for a scheme, based on random multipliers and applicable to both determinant and permanent of an arbitrary complex matrix, see [46] ). This field of computational mathematics is experiencing a fast development after discovery of a FPRAS (fully polynomial randomized approximation scheme) [47] (for a complexity classification of the Ising and other spin models, based on FPRAS, see [48] and references therein). Even a popular software Mathematica, in its late (10.3 or higher) versions, includes now a command "Permanent" that allows one to compute the permanent of any matrix with a dimension less or on the order of 20 as efficient as a usual command "Det" does on calculation of determinants. A numerical analysis of the presented exact solution for the 3D Ising model requires a lot of effort and will be given elsewhere.
The exact solution includes and clearly shows all complexity of critical phenomena in 3D Ising model as well as relates a problem of its numerical simulation to the ♯P -hard complexity class in computational complexity theory. The latter follows from the result for quasicumulants and generating cumulants in Eqs. . Both results yield the joined distributions of spin-bosons' occupations via the permanents. According to a famous Valiant's theorem, the problem of computing the permanent of a matrix is ♯P -hard and provides an example of a problem, where constructing a single solution can be done efficiently, but counting all solutions is hard [49, 50] . It means that a full analysis of 3D Ising model by numerical simulations alone is intractable. That fact stresses an importance of the exact general solution, which unveils a remarkably canonical analytical structure of statistics and thermodynamics of critical phenomena and guides to the adequate approximations and asymptotics for their computation.
In conclusion, we exactly solve for the constraints, the self-energy, the occupation distributions, and the correlations of spin bosons. It is achieved by formulating a rigorous theory of the constrained spin bosons and by doing the quantum-field-theory calculations for that constrained system at a more fundamental, operator level via the method of the recurrence equations (21) for partial operator contractions, which reproduce themselves under a partial contraction operation [8, 9] . The perfectly canonical algebraic structure and explicit form of the obtained analytical results allow one to apply a full power of algebra and matrix calculus as well as direct simulations for a scrutiny of 3D Ising model through the presented exact solution. Its detailed analysis and based on it calculations of various particular statistical and thermodynamic characteristics of critical phenomena for 3D Ising model are coming and could take an effort of many researchers for many years, as it was with analysis of Onsager's exact solution for 2D Ising model [2-7, 19, 21, 22] .
APPENDIX: CALCULATION OF THE PERMANENTS OF CIRCULANT MATRIX AND ITS SUBMATRICES VIA SCHUR MATRICES
We present the exact formula and asymptotics for the permanents of a circulant matrix and its submatrices. It includes a Gaudin's formula for circulant-matrix permanent as a particular case. For an introduction to a theory of permanents and circulant matrices see [19, [41] [42] [43] .
A. Exact general formula for the permanents of a circulant matrix and its submatrices
We consider a n × n circulant matrix A with the complex entries A q p at a row p and a column q (p, q = 1, ..., n) and with the eigenvalues λ 1 , ..., λ n . Let [A] {i k ,k=1,...,m} denotes its (n−m)×(n−m) submatrix, obtained from the matrix A by deletion of the m rows and m columns, which intersect at the diagonal entries A i k i k , specified by an arbitrary subset of integers {i k , k = 1, ..., m} ⊂ {1, ..., n}; m=0,1,...,n-1. We prove that its permanent is equal to
Here the sum runs over all n-tuples ν = (ν 1 , ..., ν n ) of nonnegative integers with the sum ν 1 + ... + ν n = n − m. The S ν{i k } denotes the (n − m) × (n − m) submatrix, obtained from a n × n degenerate Schur matrix n , the next ν 2 columns are equal to θ (2) n , and so on, where the θ (t) n for t = 1, ..., n denotes the t-th column of the n × n Schur matrix θ n , whose p-th row and q-th column entry is exp( 2πipq n ) for p, q = 1, ..., n. The entries of the column θ (t) n are equal to (θ
We prove the result in Eq. (121) in detail for the permanent of the full, n × n circulant matrix A, i.e., for the case m = 0, and then generalize it to the case of an arbitrary (n − m) × (n − m) submatrix. We start with a well-known representation of the n × n circulant matrix
It gives the (p, q)-th entry of matrix A via its eigenvalues
which constitute themselves a discrete Fourier transform of the first row (a 0 , a 1 , ..., a n−1 ) of circulant matrix A. First, we plug in the representation (123) into a definition of the permanent perA and collect terms λ (125) Here the second sum runs over all permutations σ of integers {1, 2, ..., n} and the third sum runs, for a given n-tuple ν, over all sets {t j } ν of integers t j ∈ {1, ..., n}, of which exactly ν j integers are equal to j for all j = 1, ..., n, but an order of integers t j in a set {t j } ν is not prescribed. Next, we omit a unity factor 
Finally, for each term with a given permutationσ in Eq. (126), we perform summation over all permutations σ via summation of the products in Eq. (128) over permutationsσ. It yields a common factor per S ν . Then, we perform summation in Eq. (126) over all permutations σ via summation of the products in Eq. (129). In a results, we factorize the double sum over the permutation sets σ andσ in Eq. (126) into a product of the two single sums over the permutation setsσ andσ, respectively. These single sums are equal to the permanents per S ν and per S * ν , respectively. That completes the proof of Eq. (121) for the full circulant matrix when m = 0.
The proof of Eq. (121) for a submatrix with m = 0 is completely similar to the one presented above. The only difference is that the products in Eqs. (125) 
originates from an unpublished Gaudin's note [41, 43] . The general result in Eq. (121) immediately yields this Gaudin's formula as its particular case for m = 0 if one takes into account an equality per S * ν = per S ν valid for any full degenerate Schur matrix S ν .
For comparison, we present also a similar representation for a determinant of the circulant matrix in Eq. 
It follows from (i) a well-known fact that the determinant of a matrix is equal to a product of its eigenvalues,
The corollary in Eq. (142) suggests a simplified estimate for the absolute value of an "average" permanent of submatrix S ν{i k } of degenerate Schur matrix,
that is reasonable for a majority of n-tuples ν, if the submatrix S ν{i k } includes enough number of entries with different phases for their effective averaging due to summation of various terms in the permanent. (Of course, for some special, strongly degenerate cases the permanent could be essentially different, for example, |perS ν{i k } | = (n − m)! for the n-tuples ν 
This estimate has an equivalent simpler form
since the sum of all eigenvalues of a matrix is equal to the trace of that matrix, n l=1 λ l = TrA. Thus, within that "mean-field" approximation, the ratio of submatrix and matrix permanents is given by the following formula Finally, it is worth noting that the presented in this paper exact general solution to 3D Ising model yields the usual approximation of noninteracting spins in external magnetic field, including a Langevin paramagnetic equation for magnetization, if one employs the approximation in Eq. (141) for the related permanents. The meanfield (random-phase) approximation corresponds to the approximation of permanents in Eq. (146).
