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ABSTRACT
We investigate the dependence of stellar properties on the initial mean density
of the molecular cloud in which stellar clusters form using radiation hydrodynamical
simulations that resolve the opacity limit for fragmentation. We have simulated the
formation of three star clusters from the gravitational collapse of molecular clouds
whose densities vary by a factor of a hundred. As with previous calculations including
radiative feedback, we find that the dependence of the characteristic stellar mass,
Mc, on the initial mean density of the cloud, ρ, is weaker than the dependence of the
thermal Jeans mass. However, unlike previous calculations, which found no statistically
significant variation in the median mass with density, we find a weak dependence
approximately of the form Mc ∝ ρ−1/5. The distributions of properties of multiple
systems do not vary significantly between the calculations. We compare our results
to the result of observational surveys of star-forming regions, and suggest that the
similarities between the properties of our lowest density calculation and the nearby
Taurus-Auriga region indicate that the apparent excess of solar-type stars observed
may be due to the region’s low density.
Key words: binaries: general – hydrodynamics – radiative transfer – stars: formation
– stars: brown dwarfs – stars: luminosity function, mass function
1 INTRODUCTION
Any complete theory of star formation must account not
only for the properties and dynamics of individual stellar
systems, but also for the distributions of stellar properties
and the behaviour of these systems as part of larger ensem-
bles. Although the stellar initial mass function (IMF) has
been the primary focus of many studies, a host of other sta-
tistical properties must also be explained, such as the star-
formation rate and efficiency, the relative numbers of binary
and multiple systems as well as the structure and kinematics
of the clusters in which star formation takes place.
A natural approach to this problem is to use numerical
models. By simulating an entire star-forming cloud in a sin-
gle calculation, it is possible to generate a stellar population
large enough to examine its statistical properties and com-
pare them with results from observational surveys. Initial
attempts at this focussed on the formation of multiple sys-
tems (Chapman et al. 1992), and the distribution of masses
in star-forming clusters (Klessen et al. 1998 Klessen & Burk-
? E-mail: mjones@astro.ex.ac.uk (MOJ); mbate@astro.ex.ac.uk
(MRB)
ert 2000). Bonnell et al. (1997) found that the distribution
of masses was primarily determined by variations in stellar
accretion rates set by dynamic interactions between proto-
stellar systems, underlining the need to model ensembles of
stars in order to correctly predict their properties.
Most of these early calculations (and many recent cal-
culations) used sink particles with large accretion radii
(∼ 100 AU) to model stars, inhbiting the formation of low-
mass stars and brown dwarfs and obscuring the properties of
most binaries and discs. Resolving the opacity limit for frag-
mentation (Low & Lynden-Bell 1976, Rees 1976) allows the
properties of individual stars, binary and multiple systems
to be investigated. The first simulations to do this were those
of Bate et al. (2002a,b, 2003). Using a combination of hy-
drodynamics and gravitational dynamics with a barotropic
equation of state, the simulated clusters were found to over-
produce brown dwarfs, with more brown dwarfs being pro-
duced than stars. Subsequent calculations using the same
method also found that the characteristic (median) stellar
mass of the clusters was linearly proportional to the thermal
Jeans mass of the initial molecular cloud (Bate & Bonnell
2005; Bate 2005; Jappsen et al. 2005; Bonnell et al. 2006).
It was later shown by several authors that the inclu-
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sion of radiative heating prevented the overproduction of
brown dwarfs, as the additional thermal support inhibited
the collapse of fragments that would otherwise lead to the
production of low-mass objects (Bate 2009a; Offner et al.
2009). Bate (2012) confirmed this with the largest calcu-
lation to date to include radiative heating whilst resolving
the opacity limit. Using a combination of hydrodynamics,
radiative transfer and gravitational dynamics, the calcula-
tion produced a stellar population of 183 stars and brown
dwarfs, whose statistical properties were in good agreement
with observations.
In addition to demonstrating the effects of radiative
heating on the production of brown dwarfs, Bate (2009a)
suggested that it may also weaken the dependence of the
median stellar mass on the thermal Jeans mass of the initial
molecular cloud. This would provide a possible explanation
for the apparent ‘universality’ of the observed IMF (Bastian
et al. 2010). Results from two calculations that varied in
initial density by a factor of 9 showed no statistically signifi-
cant difference in the median stellar mass. However, as each
calculation only produced populations of ∼ 20 objects, the
possibility of a dependence of the median mass on density
that was too weak to be detected with such small numbers
of stars remains.
In this paper, we present the results of radiative hydro-
dynamical calculations of the collapse of turbulent, molecu-
lar clouds to form star clusters. The calculations are iden-
tical, except for their initial densities, which we vary by
up to a factor of 100. We use initial conditions similar to
those of Bate (2009a), but simulate clouds that are ten times
more massive than the original calculations, and equivalent
in mass to the those of Bate (2012). The increased scale
of these new calculations allows us to test the predictions
of Bate (2009a) using a more thorough statistical analysis
than was previously possible.
This paper is structured as follows. Section 2 describes
our method, including a brief description of our radiative
hydrodynamics method and the initial conditions for the
calculations. In section 3, we present the results of the three
cluster calculations, including an analysis of the cluster den-
sity and temperature structures, mass functions and multi-
ple system properties. In section 4, we discuss the results in
the context of previous calculations, and compare them to
recent observations of stellar populations. Our conclusions
are then presented in section 5.
2 COMPUTATIONAL METHOD
The calculations presented in this paper were completed us-
ing sphNG, a modified version (Bate et al. 1995, Whitehouse
et al. 2005, Whitehouse & Bate 2006) of a three-dimensional
smoothed particle hydrodynamics (SPH) code originally de-
veloped by Benz et al. (1990); Benz (1990), parallelised using
both OpenMP and MPI. The code uses a binary tree to cal-
culate the gravitational forces between particles and their
nearest neighbours. The smoothing lengths of particles are
allowed to vary in time and space, and are set iteratively such
that the smoothing length of each particle h = 1.2(m/ρ)1/3
where m is the particle mass, and ρ is the particle density
(see Price & Monaghan 2007). A second-order Runge-Kutta-
Fehlberg method (Fehlberg 1969) is used to integrate the
SPH equations, with individual time-steps for each particle
(Bate et al. 1995). The artificial viscosity prescription given
by Morris & Monaghan (1997) is used, with αv varying be-
tween 0.1 and 1 and βv = 2αv .
2.1 Radiative transfer & equation of state
The calculations are performed using radiation hydrody-
namics (Mihalas & Mihalas 1984, Turner & Stone 2001),
combined with an ideal gas equation of state p = ρTgR/µ,
where Tg is the gas temperature, R is the gas constant and
µ is the mean molecular weight of the gas, set to µ = 2.38.
Translational, rotational and vibrational degrees of freedom
of molecular hydrogen are accounted for in the thermal evo-
lution of the gas, as well as molecular dissociation of hydro-
gen and ionisation of both hydrogen and helium, with hydro-
gen and helium mass fractions of X = 0.70 and Y = 0.28. We
ignore the contribution of metals to the equation of state.
We implement two-temperature (gas and radiation) ra-
diative transfer using the flux-limited diffusion approxima-
tion, as described by Whitehouse et al. (2005) and White-
house & Bate (2006), to model the transport of radiation.
Energy is generated by doing work on the gas or radiation
field, and transferred between the two according to their rel-
ative temperatures, as well as the gas density and opacity.
We assume that the gas and dust are well-coupled, and that
their respective temperatures are the same. A grey opacity
is used, set to maximum value of the interstellar grain opac-
ity according to the tables of Pollack et al. (1985) for low
temperatures, and the gas opacity according to the tables of
Alexander (1975) at high temperatures.
The molecular clouds have free boundaries. However, to
provide a boundary for the radiation field, all SPH particles
with a density less than 10−21 g cm−3 have both their gas
and radiation temperatures set to 10 K.
2.2 Sink particles
As discussed in Bate (2012), using radiation hydrodynam-
ics with a realistic equation of state allows us to capture
each phase of protostar formation (Larson 1969). However,
as the first hydrostatic core collapses, following the disso-
ciation of molecular hydrogen, the time-step as defined by
the Courant-Friedrichs-Levy condition becomes very small,
making the required calculation time unfeasibly long, par-
ticularly for simulations of the scale presented in this paper.
To alleviate this issue, we use sink particles as described
in Bate et al. (1995). Once a particle reaches a density of
ρcrit = 10−5 g cm−3, it is replaced with a sink particle with
an accretion radius, Racc = 0.5 AU. The sink particles ac-
crete SPH particles that pass within the accretion radius and
the mass of any accreted particles is subsequently added to
the sink mass. Sink particles are permitted to merge if they
pass within 0.015 AU of each other, as young protostars are
expected to be larger than the Sun (e.g. Hosokawa & Omukai
2009). They provide no hydrodynamic pressure, and do not
emit radiation.
By omitting radiation from inside sink particles, the
protostellar luminosity is underestimated by a factor of
≈ Racc/R∗. Bate (2012) gave a detailed discussion of the po-
tential effects of this underestimated luminosity. Comparing
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Figure 1. The gas column density (left column) and mass-weight temperature (right column) in the each of the calculations at time
t = 1.2 tff. The top, middle and bottom rows show the clouds with initial radii of 0.188 pc, 0.404 pc and 0.870 pc, respectively. The
dissipation of energy via shocks allows local regions of the clouds to undergo gravitational collapse, producing dense, star-forming cores.
Increasing the mean density of the cloud has the effect of producing a more centrally concentrated distribution of cores in the clusters.
Each panel is 0.4 pc (82333 AU) across, with the time in years is displayed in the top-right corner. White dots indicate the locations of
stars and brown dwarfs.
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calculations using different sink accretion radii, Bate con-
cluded that using Racc = 0.5 AU provides sufficient proto-
stellar luminosity to suppress the majority of the anoma-
lous fragmentation that occurs without radiative transfer
and that using smaller accretion radii did not reduce the
amount of fragmentation much further. Using this approach,
Bate was able to obtain a star to brown-dwarf ratio that was
in good agreement with observed values. We take the same
approach, and discuss the implications for our results in sec-
tion 4.
2.3 Initial conditions
We simulate three turbulent, uniform density gas clouds,
using the same initial conditions as Bate (2012), but varying
the initial densities by factors of 10, 1, and 0.1 (i.e. over a
range of a factor of 100). This is achieved by constructing
uniform spheres containing 500 M of gas, with radii of 0.188
pc, 0.404 pc and 0.870 pc. The initial mean densities of the
sphere are therefore 1.2 × 10−19 g cm−3, 1.2 × 10−20 g cm−3
and 1.2×10−21 g cm−3, corresponding to number densities of
∼ 300 cm−3, ∼ 3×103 cm−3 and ∼ 3×104 cm−3, respectively.
The initial temperatures of the spheres are set at 10.3 K.
While real molecular clouds of different densities may be
expected to have somewhat different temperatures (e.g. due
to different levels of extinction), in this study we wish to
vary only one parameter at a time so we do not vary the
initial temperature.
An initial ‘supersonic’, turbulent velocity field was ap-
plied to each cloud, in the manner described by Ostriker
et al. (2001) and Bate et al. (2003). To do this, a divergence-
free, random Gaussian field was generated with a power
spectrum of P ∝ k−4, where k is the wavenumber, giving a ve-
locity dispersion which varies with distance λ as σ(λ) ∝ λ−1/2
in three dimensions, in agreement with the Larson scaling
relations for molecular clouds (Larson 1981). The field was
generated on a 1283 grid and the velocities interpolated from
the grid. The field was normalised such that the total kinetic
energy was equal to the gravitational potential energy of the
sphere. The initial free-fall times were 1.90×1012 s (6.0×104
yr), 6.00 × 1012 s (1.90 × 105 yr) and 1.90 × 1013 s (6.0 × 105
yr).
The random seed used to realise the velocity field used
in these calculations differed from that used in the calcula-
tion by Bate (2012). If the statistical properties of stars and
brown dwarfs depend only on global quantities, the results
should be unaffected by a change in the random seed. Since
we reproduce the same initial conditions as the 0.404 pc case
in Bate (2012), by using different random seeds we are able
to test this hypothesis.
2.4 Resolution
To correctly model fragmentation down to the opacity limit,
the local Jeans mass must be resolved (Bate & Burkert 1997;
Truelove et al. 1997; Whitworth 1998; Boss et al. 2000; Hub-
ber et al. 2006). As in Bate (2012, 2014), we use 3.5 × 107
particles to model the 500 M clouds, giving a mass reso-
lution of 1.4 × 10−5 M per particle (7 × 104 particles per
M).
Figure 2. The distribution of stellar and brown dwarf masses in
the each of the calculations at time t = 1.2 tff. The dark shaded
areas represent objects that have are still accreting when the cal-
culations were stopped (defined as accreting at a rate if less than
10−7 M yr−1, and the light shaded areas show those that have
stopped accreting. We also plot the parameterisation of the ob-
served Galactic IMF by Chabrier (2005) in magenta for compar-
ison. There is a weak, but clear dependence of the shape of the
IMFs on the mean cloud density. Increasing the mean density of
the cloud appears to increase the relative number of low-mass
stars produced, and decrease the number of intermediate-mass
stars. Decreasing the cloud mean density has the inverse effect.
3 RESULTS
We present results from the three radiation hydrodynami-
cal simulations of star-cluster formation, varying in initial
density by up to a factor of 100. The calculations were run
for 1.20 initial cloud free-fall times, by which time the 0.188
pc, 0.404 pc and 0.870 pc clouds had produced 474, 233 and
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87 stars and brown dwarfs, with total masses of 91.2 M,
43.2 M and 13.2 M, respectively.
We follow a similar analysis to that of Bate (2012) and
Bate (2014). However, in the interest of brevity, we focus
our discussion on the final state of each cluster and their
statistical properties. In section 3.1, we describe the den-
sity and temperature structure of each cluster. In section
3.2, we examine the stellar mass distributions of the clus-
ters, and compare them to analytical models and previous
results. Sections 3.3, 3.4 and 3.5 give details of the multi-
ple systems produced each calculation, comparing the mul-
tiplicities, separation distributions and mass distributions.
We omit more detailed aspects of the multiple system prop-
erties, such as orbit orientations and eccentricities, as well as
the time evolution and kinematic properties of the clusters.
3.1 Density & temperature distributions
Fig. 1 shows the gas column-density and mass-weighted tem-
perature distributions at the end of each of the calcula-
tions. In all cases the initial ‘turbulent’ velocity field re-
sults in filamentary structure. Dense cores form in regions
where filaments meet, as shocks dissipate the turbulent en-
ergy initially supporting the cloud, allowing local regions
of the cloud to collapse (see Bonnell et al. 2003, Go´mez &
Va´zquez-Semadeni 2014). These cores become the primary
sites of star-formation in the cloud, heating the surrounding
regions as gas falls into the potential well of the core and is
accreted by the protostars within.
The higher the initial density of the molecular cloud,
the greater the initial number of Jeans masses contained
within it. This leaves the gas more unstable to fragmenta-
tion. The effect is clear in the high-density 0.188 pc calcula-
tion, as large regions undergo rapid fragmentation, resulting
in a single star-forming core that encompasses much of the
cluster. The lower density of the 0.404 pc and 0.870 pc calcu-
lations gives rise to more dispersed regions of star-formation,
as the initial Jeans length is larger and the distance between
regions unstable to collapse is increased.
The level of instability to collapse is also reflected in
the star-formation rate of the clusters, which increases with
higher initial cloud density. The mean star-formation rates
over the duration of the calculations are 1.26×10−3 M yr−1
for the 0.188 pc cloud; 0.19 × 10−3 M yr−1 for the 0.404 pc
cloud; and 0.02 × 10−3 M yr−1 for the 0.870 pc cloud.
As the temperature of a region heated by an embed-
ded source increases with luminosity and decreases with dis-
tance from the source, regions where star-formation is more
heavily concentrated are heated to higher temperatures. The
higher gas density in these regions also increases the optical
depth, trapping radiation emitted by the accreting proto-
stars and heating the star-forming core. The high star for-
mation rate and short distances between protostars in the
0.188 pc calculation result in a large heated region approxi-
mately 0.2 pc in diameter with temperatures of ≈ 20− 50 K.
The 0.404 pc and 0.870 pc calculations also contain heated
regions. However, at these lower densities, the cores become
more isolated and the heated regions are smaller.
Figure 3. The cumulative distribution of stellar and brown dwarf
masses in the each of the calculations at time t = 1.2 tff. Results
from the 0.188 pc calculation are shown by the dotted line, the
0.404 pc results by the solid line, and the 0.870 pc results by the
dashed line. We also plot the Chabrier (2005) parameterisation of
the IMF in magenta and the results of Bate (2012) in orange for
comparison. Here the differences between the mass distributions
produced by the calculations are clear. The results of the 0.404 pc
calculation are in good agreement with both the Chabrier (2005)
and Bate (2012) mass functions, however there is an excess of low-
mass objects formed in the 0.188 pc calculation, and an excess of
intermediate-mass stars in the 0.870 pc calculation.
3.2 The initial mass function
Fig. 2 shows the differential mass functions at the end of
each of the three calculations. We compare each with the
parameterisation of the observed Galactic IMF by Chabrier
(2005).
It is clear that increasing the initial density of the cloud
results in the production of more low-mass stars and fewer
intermediate-mass stars, whereas the converse is true for de-
creasing density. This results in a shift in the characteris-
tic (median) stellar mass, which is 0.098 M for the 0.188
pc calculation, 0.182 M for the 0.404 pc calculation, and
0.238 M for the 0.870 pc calculation. If a relationship of the
form Mc ∝ ρ−n is assumed, then these shifts imply exponents
of 0.27 between the highest density and intermediate den-
sity calculations, and 0.12 between the lowest density and
intermediate density calculations. The mean exponent over
all three calculations is 0.19.
The mass function also becomes noticeably ‘broader’ as
the initial density of the cloud decreases. This is reflected in
an increase in the standard deviations of the distributions,
which are 0.469 dex for the 0.188 pc calculation, 0.543 dex
for the 0.404 pc calculation, and 0.594 dex for the 0.870 pc
calculation.
As such, although the results of the 0.404 pc calcula-
tion are in good agreement with the parameterisation by
Chabrier (2005), the IMFs produced by increasing or de-
creasing the initial cloud density from the 0.404 pc case dif-
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fer significantly, with the 0.188 pc calculation producing too
many low-mass stars and brown dwarfs, and the 0.870 pc
calculation producing too many intermediate-mass stars.
Fig. 3 shows the cumulative mass function for each of
the calculations. Again, we plot the parameterisation by
Chabrier (2005) and also include the result from Bate (2012)
for comparison. The overproduction of low-mass objects in
the 0.188 pc calculation is even more apparent here, with
stars of mass ≤ 0.1 M making up 48% of the produced
population, compared with 36% in the 0.404 pc calculation.
Also evident is the excess of intermediate-mass objects in
the 0.870 pc calculation, with 24% of the stellar population
having a mass ≥ 1.0 M, compared with 7.3% in the 0.404 pc
calculation and 10.4% in the Chabrier IMF. This qualitative
observation is confirmed by running Kolmogorov-Smirnov
tests between the pairs of distributions, which give proba-
bilities of 1 × 10−6 and 9 × 10−5 of the 0.188 pc and 0.870
pc populations, respectively, being drawn from the same un-
derlying distribution as the 0.404 pc population. The proba-
bility that the 0.188 pc and 0.870 pc populations are drawn
from the same underlying distribution is only 2 × 10−9.
We also note that the results of our 0.404 pc calcula-
tion and those of the previous 0.404 pc calculation by Bate
(2012) are statistically indistinguishable, with a 0.149 proba-
bility of being drawn from the same underlying distribution
according to a Kolmogorov-Smirnov test. This shows that
the mass functions are insensitive to the particular random
realisation of the initial velocity field, as we use different
seeds to those used in the previous calculation.
It should be noted here that the ‘IMFs’ plotted here
are actually protostellar mass functions (PMFs; see McKee
& Offner 2010 Offner & McKee 2011). As shown by the dark-
shaded areas in Fig. 2, a number of objects are still accreting
(defined as having an accretion rate ≥ 10−7 M yr−1) by the
end of the calculations. Bate (2012) found that the distri-
butions of stellar properties evolved such that data taken at
any instant of time was representative of the same underly-
ing distribution. Stopping the calculations at 1.2 tff therefore
does not affect that statistical analysis presented here, as the
forms of the distributions are expected to remain constant
throughout the duration of the simulation. Therefore, for
the remainder of this paper, we refer to the distribution of
masses in each cluster as ‘IMFs’ and compare them to ob-
served IMFs, as current methods are unable to accurately
determine the PMFs of clusters observationally.
3.3 Multiplicity as a function of primary mass
To quantify the relative abundance of multiple systems in
each calculation, we use the multiplicity fraction as in Bate
(2009a) and Bate (2012), defined as a function of stellar mass
by
m f =
B + T +Q
S + B + T +Q
(1)
where S, B, T and Q are the numbers of single stars, bi-
naries, triples and quadruples with primary masses in the
same mass range. As discussed in Bate (2012), this method
is relatively insensitive to observational incompleteness and
subsequent dynamical evolution.
We use the same algorithm to detect multiple systems
as in Bate (2009a) and Bate (2012), details of which can be
Figure 4. The multiplicity fraction as a function of primary mass
in the each of the calculations at time t = 1.2 tff. The solid line
shows the multiplicity fraction, calculated using a moving lognor-
mal average, with the dotted lines representing the 1σ and 2σ
confidence intervals around the solid line. Filled squares with er-
ror bars show the observed multiplicity fractions from surveys by
Close et al. (2003), Basri & Reiners (2006), Fischer & Marcy
(1992), Raghavan et al. (2010), Duquennoy & Mayor (1991),
Kouwenhoven et al. (2007), Rizzuto et al. (2013),Preibisch et al.
(1999) and Mason et al. (1998). Each of the calculations pro-
duces and increasing multiplicity with primary mass, in qualita-
tive agreement with observations. There is, however, an increased
multiplicity for solar-type stars across all of the calculations when
compared to observations by Raghavan et al. (2010). This may
be due to the young age of the stellar population
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Figure 5. The distribution of semi-major axes in multiple systems with stellar primaries (M1 > 0.1 M) in the each of the calculations
at time t = 1.2 tff. The light shaded areas show the semi-major axes of binaries; the medium shaded areas show the semi-major axes
from triples (two from each triple); and the dark shaded areas show the semi-major axes from quadruple systems. We also plot M-dwarf
separation distribution from the M-dwarf survey of Janson et al. (2012) (solid line), as well as the solar-type separation distribution from
Raghavan et al. (2010) (dotted line) in magenta for comparison. There is no significant difference between the distributions, and all are
in reasonable agreement with the parameterisations shown. As noted in Bate (2014), the results are expected to match the Janson et al.
distribution better, as the the simulated systems are primarily low-mass.
Figure 6. The cumulative distribution of semi-major axes for all
multiple systems in the each of the calculations at time t = 1.2 tff.
Results from the 0.188 pc calculation are shown by the dotted
line, the 0.404 pc results by the solid line, and the 0.870 pc results
by the dashed line. We include all orbits from binary, triple and
quadruple systems. Kolmogrov-Smirnov tests performed on the
distributions show that they are statistically indistinguishable.
found in the former paper. Ambiguities arise when classi-
fying the components of multiples systems, as some binary
systems may be part of a triple or quadruple system, and
similarly some triple systems may be part of a quadruple sys-
tem. In this paper, unless otherwise stated, we do not count
multiples that are components of higher order systems sep-
arately (e.g. a binary system with a third wide companion
would only contribute to the number of triples, and not to
the number of binaries). We also choose to ignore systems
of higher order than quadruples, as such systems are usually
dynamically unstable and are therefore unlikely to remain if
the calculations were evolved for longer.
Bate (2012) provided a detailed discussion of the forma-
tion and evolution of multiple systems in radiation hydro-
dynamical calculations. In the interest of brevity we do not
repeat it here, and instead focus on the effects of initial cloud
density on the final states of the simulated clusters. The to-
tal multiplicities for each of the calculations are 0.31, 0.34
and 0.33 for the 0.188 pc, 0.404 pc and 0.870 pc clouds re-
spectively, each with 1σ uncertainties of ±5%. We therefore
conclude that there is no significant variation in the overall
multiplicity with initial cloud density.
Fig. 4 shows the multiplicity fraction as a function of
primary mass for each of the calculations, and compares
them with values obtained from various observational sur-
veys (see caption for details). The solid line gives the con-
tinuous multiplicity fraction calculated using a lognormal
moving average, with the associated 1σ and 2σ confidence
limits shown by the dotted lines, and observations are shown
by the squares with error bars. The multiplicity in each cal-
culation increases steadily with primary mass, in agreement
with observations of field stars by Mason et al. (2009) (mas-
sive stars), Patience et al. (2002) (intermediate-mass stars),
Raghavan et al. (2010) (solar-type stars), Fischer & Marcy
(1992) (M-dwarfs) and Basri & Reiners (2006) (very-low-
mass (VLM) stars and brown dwarfs).
However, whilst the multiplicities of the simulated clus-
ters agree with the values observed for lower stellar masses,
all of the calculations exhibit multiplicities higher than ob-
served for solar-type stars. Observations have shown that
the multiplicity of young stars is often higher than the field
value (Ghez et al. 1993, Simon et al. 1995, Ducheˆne 1999,
Ducheˆne et al. 2004, Ducheˆne et al. 2007). Given the young
age of the stars formed in the calculations, this provides a
plausible explanation for the high values for solar-type stars.
It is likely that, as the stellar population ages, some systems
MNRAS 000, 1–14 (2017)
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Figure 7. The distribution of mass ratios of stellar pairs in the each of the calculations at time t = 1.2 tff. The light shaded areas show
the ratios of systems with stellar primaries in the mass range M1 > 0.5 M, and the dark shaded areas show the ratios of systems with
stellar primaries in the mass range M1 = 0.1 − 0.5 M. We include the ratios of binaries and binary components of higher-order systems.
We also plot the results of Raghavan et al. (2010) in orange for comparison. The 0.870 pc calculation produces an excess of systems in the
0.6-0.7 range, but there are otherwise no clear differences between the distributions, which are in good agreement with the observations.
Figure 8. The cumulative distribution of mass ratios in multiple
systems in the each of the calculations at time t = 1.2 tff. Results
from the 0.188 pc calculation are shown by the dotted line, the
0.404 pc results by the solid line, and the 0.870 pc results by the
dashed line. We include the ratios of binaries and binary compo-
nents of higher-order systems. An excess of systems in the 0.7-0.9
range in the 0.870 pc calculation is evident, but the distributions
are otherwise in good agreement with each other. Kolmogorov-
Smirnov tests performed on the distributions show there are no
statistically significant differences between the distributions.
will decay through dynamic interactions, reducing the mul-
tiplicity.
3.4 Separation distributions of multiples
Fig. 5 shows the distributions of semi-major axes of all mul-
tiples systems with stellar primaries (i.e. M ≥ 0.1 M) in
each of the three calculations. Due to the low numbers of
VLM systems produced by each of the calculations (19, 2
and 0 in the 0.188 pc, 0.404 pc and 0.870 pc calculations,
respectively), we do not discuss their statistical properties.
We compare with results from surveys of M-dwarfs by
Janson et al. (2012), shown by the solid line, and solar-type
stars by Raghavan et al. (2010), shown by the dotted line.
It should be noted here that, although binaries are not as-
sumed to merge until they reach a separation of 0.015 AU,
the accretion radii of sink particles in the calculations is
significantly larger (0.5 AU), preventing us from accurately
modelling any interactions between the stars and gas within
this radius, which may be important in the formation of
closely-bound systems (Bate et al. 2002a). There is no obvi-
ous difference between each of the distributions, with each
calculation’s median separation in the range 10 − 100 AU,
similar to observed stellar systems.
Fig. 6 displays the cumulative separation distributions
for all systems (i.e. both stellar and VLM systems). We note
a slight deficit of systems with separations > 100 AU in the
0.188 pc calculation, which comprise ∼ 20% of the total num-
ber of multiple systems, compared with ∼ 30% of the total
number of systems in the 0.404 pc and 0.870 pc calculations.
This may be due to the dynamical disruption of systems
with wide separations, as observed in star-forming regions
in Orion (Petr et al. 1998; Scally et al. 1999). Kolmogorov-
Smirnov tests performed on the distributions find that the
0.188 pc distribution is different from the 0.404 pc calcula-
tion at the 2σ level. Tests between the other calculations’
distributions find them to be statistically indistinguishable.
The distributions of binary, triple and quadruple sys-
tems in all of the calculations are similar, although the num-
bers of systems are small. There is a noticeable lack of close-
binaries, with separations less than 0.5 AU, in each calcu-
lation, however this is likely due to the lack of dissipative
effects caused by the size of the sink particle accretion radii.
3.5 Mass-ratio distributions of multiples
Fig. 7 shows the distribution of mass-ratios of systems with
stellar primaries (i.e. M ≥ 0.1 M) in each calculation. We
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consider only binary systems here, but include binary com-
ponents of higher-order multiples. We also plot mass ra-
tio distribution of solar-type binaries from Raghavan et al.
(2010) for comparison.
Once again, the distributions are similar, with no clear
peak value except in the case of the 0.188 pc, which produced
a large number of systems with mass ratios in the 0.6-0.7
range compared to the other calculations. There is also an
absence of systems with ratios less than 0.1 across all of
the distributions. This is consistent with the expectations
of a ‘brown dwarf desert’, as also noted by Raghavan et al.
(2010).
Fig. 8 shows the cumulative distribution of binary mass
ratios in each calculation (including VLM binaries). Despite
the excess in the number of systems in the 0.6-0.7 range
in the 0.188 pc calculation, Kolmogorov-Smirnov tests show
that all three of the distributions are statistically indistin-
guishable from each other.
Overall, the distributions are similar to those presented
in Bate (2012, 2014), and are in good agreement with the
Janson et al. (2012) and Raghavan et al. (2010) results. As
with the previous section, we do not discuss the properties
of VLM systems, as too few were produced.
4 DISCUSSION
With the three calculations presented in this paper, we have
investigated the effects of changing the initial density of a
star-forming molecular cloud on the properties of the resul-
tant stellar populations. Having simulated clouds varying in
initial density by two orders of magnitude, we have found
evidence of a dependence of the chacteristic stellar mass on
the initial cloud density of approximately as Mc ∝ ρ−1/5, but
no significant change in the multiple system properties. We
now compare these results to previous theoretical studies
and observational surveys.
4.1 The dependence of the IMF on density
Several studies have put forward theories to explain the ap-
parent universality of the IMF. Each of these theories differs
from the others in its predictions about the dependencies of
the characteristic stellar mass which, along with the mass
spread, defines the IMF. In particular, they all predict a
different scaling of the characteristic mass with molecular
cloud density. With the results presented in this paper, we
are now in a position to compare these predictions.
4.1.1 Jeans mass
When attempting to predict the characteristic (median)
mass of the IMF, the thermal Jeans mass is a natural start-
ing point (Larson 1998, Larson 2005). The Jeans length and
associated Jeans mass for a gas cloud of uniform tempera-
ture and density can be written as
λJ =
cs√
Gρ
, (2)
MJ =
4pi
3
λ3J ρ, (3)
where cs is the gas sound speed, and ρ is the gas density.
Combining equations 2 and 3 gives the following form for
the Jeans mass
MJ ∝
c3s√
ρ
. (4)
For a molecular cloud of total mass M, the gas will be di-
vided up into ∼ M/MJ objects. In the absence of other ef-
fects, these gravitationally bound structures will tend to col-
lapse to form protostars with masses equal to MJ. However,
density perturbations, competitive accretion and dynamical
interactions between protostars in the same cluster ensure
that some stars are able to accrete more material than oth-
ers, broadening the distribution of masses to create an IMF
(Bonnell et al. 1997). From this simple analysis it seems clear
that the median mass of the IMF should scale with cloud
density according to the Jeans mass, which, from equation
4, depends on density as MJ ∝ ρ−1/2.
In their simplest form, semi-analytic theories of the IMF
based on the turbulence-generated structure of molecular
clouds also predict a linear scaling of the characteristic stel-
lar mass on the Jeans mass Padoan & Nordlund (2002); Hen-
nebelle & Chabrier (2008, 2009); Hopkins (2012). In addi-
tion, they predict that the characteristic stellar mass should
decrease with increasing levels of turbulence.
Numerical calculations of star formation in molecular
clouds confirm a linear dependence of the characteristic stel-
lar mass on the global Jeans mass when the calculations use
a barotropic gas equation of state. Bate & Bonnell (2005)
compared two hydrodynamical simulations of star formation
which used identical initial conditions, but which varied in
initial density by a factor of 9 (factor of 3 in MJ), and found
that the median mass of the cluster populations varied by
a factor of 3 between the calculations. Subsequent calcula-
tions by Bonnell et al. (2006) confirmed this scaling, and
found that the ‘knee’ of the IMF, i.e. the mass at which the
form of the IMF transitions from a flat slope to a steeper
slope of the type described by Salpeter (1955), was located
at the approximate mass scale of the initial Jeans mass of
the cloud.
Calculations performed by Jappsen et al. (2005) using
a piecewise polytropic equation of state found that the me-
dian mass was dependent on the critical number density,
nc, at which the dominant form of cooling was assumed to
switch from molecular line cooling to thermal cooling, as
Mc ∝ n−1/2c . This led them to suggest that the balance be-
tween heating and cooling processes, which depend on fun-
damental physics and chemical abundances and can there-
fore be derived from universal quantities and constants, de-
termined the characteristic stellar mass, a view supported
by Bonnell et al. (2006).
Elmegreen et al. (2008) expanded upon this idea, con-
sidering star-formation in three distinct environments: dense
star-forming cores, the ambient interstellar medium (ISM),
and ionising clusters. In dense cores, which most closely re-
semble the calculations presented in this paper, Elmegreen
et al. proposed that molecular cooling resulted in a Jeans
mass with a dependence on number density of MJ ∝ n1/4 at
the grain-gas coupling point. This relative insensitivity of
the Jeans mass to environmental conditions would then give
rise to an approximately constant median stellar mass.
Unlike the semi-analytic theories of the IMF based on
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turbulence-generated structure, the stellar mass functions
produced in numerical simulations do not show a strong de-
pendence of the characteristic stellar mass on the level of
turbulent driving Bertelli Motta et al. (2016). Nor do they
provide evidence that the stellar IMF is directly related to
the density structure in molecular clouds (Bate 2009b; Lip-
tai et al. 2017)
4.1.2 The role of radiative feedback
The first paper to propose radiative heating from protostars
as a method of generating a universal IMF was Bate (2009a).
Similar to a theory put forward by Nayakshin (2006) to ex-
plain the apparent top-heavy IMF of stars observed near Sgr
A* in the central region of the galaxy, Bate suggested that
radiative feedback from newly-formed, accreting protostars
would heat surrounding gas, suppressing fragmentation and
increasing the reservoir of gas available for accretion. This
would explain the increased characteristic mass observed in
the radiative calculation when compared with previous bara-
tropic calculations, and provide a mechanism for the star-
formation process to regulate itself.
Results from radiative hydrodynamical calculations of
star formation in 50M clusters by Bate (2009a) showed that
the inclusion of radiative transfer weakened the dependency
of the median stellar mass on the initial cloud density suf-
ficiently to make any variation undetectable with the small
number statistics provided by the numerical calculations. In
order to explain this behaviour, Bate proposed a simplified
analytical model based on the accretion of material of a ra-
diating protostar embedded within a spherically symmetric
gas cloud.
To test the predictions made by Bate (2009a), it is ben-
eficial to review the arguments made in that paper. We pro-
vide a brief summary of the main points, but encourage in-
terested readers to refer to Bate (2009a) for a more complete
treatment.
Bate (2009a) begins by considering the case of gas that
is optically thin to infrared radiation and well-coupled to
the dust. The gas opacity is assumed to be indepedent of
frequency for simplicity. As mentioned in Bate (2009a), the
result including a wavelength dependent opacity is simple
enough to derive, but complicates matters and does not
change the conclusions significantly.
Making the above assumptions, the gas temperature, T ,
at a distance, r, from a spherically symmetric protostar of
luminosity, L∗ is obtained from
L∗ = 4pir2σSBT4, (5)
where σSB is the Stefan-Boltzmann constant.
It is possible to express the Jeans length λJ as the dis-
tance at which the sound speed of the gas is equal to the
escape velocity of the mass enclosed by a sphere of the same
radius. This is written as
c2s =
R
µ
T =
GM
λJ
, (6)
where cs is the gas sound speed, R is the gas constant, and
µ is the mean molecular weight.
By combining equations 3, 5 and 6, we can obtain ex-
pressions for the ‘effective’ Jeans mass, Meff, and Jeans
length, λeff for a sphere of gas internally heated by a proto-
star embedded at its centre:
Meff = ρ
−1/5L3/10∗
4pi
3
(
3R
4piµG
)6/5
(4piσSB)−3/10, (7)
λeff = ρ
−2/5L1/10∗
4pi
3
(
3R
4piµG
)2/5
(4piσSB)−1/10. (8)
From these two equations, we see that the effect of the heat-
ing from the protostellar luminosity is to modify the thermal
Jeans mass, creating an ‘effective Jeans mass’ which depends
only weakly on the gas density, with the form Meff ∝ ρ−1/5.
There is also a dependence on the protostellar luminosity, of
the form Meff ∝ L3/10∗ . This will depend on both the proper-
ties of the accretion flow, and the structure of the protostar
itself.
Bate (2009a) considered the luminosity of a 0.1 M
protostar with a radius of 2R, taking an accretion rate
of 1 × 10−5 M yr−1 from the typical sink particle accre-
tion rates in the calculations, and obtained a protstellar lu-
minosity of 150 L. Assuming an initial mean density of
1.2 × 10−19 g cm−3 and substituting into equation 7, Bate
derived a characteristic mass of ≈ 0.5 M.
However, as with the calculations in this paper, the sim-
ulations of small stellar clusters performed by Bate (2009a)
did not include radiative feedback from inside the sink accre-
tion radius. Using an accretion radius of Racc = 0.5 AU, and
assuming an approximate protostellar radius of R∗ = 2R,
the protostellar luminosity is underestimated by a factor of
Racc/R∗ ∼ 50. Assuming equation 7 holds, this implies that
the effective Jeans mass maybe underestimated by up to a
factor of ≈ 3.
This order-of-magnitude calculation assumes that the
protostellar luminosity is independent of the mean cloud
density. In reality, the luminosity depends upon the mass ac-
cretion rate, which will depend on the density of surrounding
material, and the protostellar mass-radius relation, which
will depend on the entropy content of the protostar. There-
fore, to obtain a more accurate expression for the effective
Jeans mass, an expression for the protostellar luminosity in
terms of the mass accretion rate and protostellar mass-radius
ratio is required.
The dominant source of luminosity for newly formed
protostars is the conversion of gravitational potential energy
via the accretion of mass. The luminosity generated by this
process is given by
L∗ = L
GM∗
R∗
ÛM, (9)
where L is the efficiency of energy conversion, M∗ and R∗
are the protostellar mass and radius, and ÛM is the mass
accretion rate. If we assume that the time-scale for the ac-
cretion of the surrounding gas cloud is ≈ λeff/cs, where cs
is the sound speed at radius λeff from the central protostar,
we obtain an approximate accretion rate of
ÛM ∼ Meffcs
λeff
=
4piρλ2
eff
3
(R
µ
T
)1/2
. (10)
Following the same steps as before, this gives an effective
Jeans mass of
Meff ∝
(
M∗
R∗
)3/7
ρ−1/14. (11)
MNRAS 000, 1–14 (2017)
Dependence of stellar properties on density 11
The dependence on density is now much weaker, and there
is a dependence on the ratio between protostellar mass and
radius, which comes from the conversion of gravitational po-
tential energy to luminosity as the protostar accretes. The
effect of this second term is difficult to predict, as it will
likely depend on the accretion rate as well as the entropy
content of the protostar.
One final point of consideration is the effect of higher
optical depths. Bate (2009a) briefly considered the case
where the gas is optically thick to infrared radiation, which
results in the transport of radiation becoming diffusive, find-
ing an effective Jeans mass of
Meff ∝ ρ−1/3L1/3∗ . (12)
The density dependence here is stronger than in the optically
thin case, as is the luminosity dependence. Bate (2009a)
did not discuss this case any further, suggesting that the
conditions under which it applies (mean number densities
≥ 108 cm−3; temperatures ≥ 30 K) are very different to those
in local star forming regions.
4.1.3 The potential impact of protostellar evolution
Krumholz (2011) attempted to extend the analysis of Bate
(2009a) by including the effects of protostellar evolution in
order to more accurately determine the accretion luminosity.
Similar to Bate (2009a), Krumholz proposed that deviations
from isothermality are the mechanism by which the charac-
teristic mass scale of the IMF is defined. By relating ac-
cretion luminosity to the structure of protostars, Krumholz
aimed to link the mechanism by which non-isothermal re-
gions are created to fundamental physics, which would then
provide an explanation for the universality of the IMF.
Again, we review the main arguments of Krumholz
(2011) for the purpose of comparison with the previous study
by Bate (2009a) and with the results of the calculations pre-
sented here.
Similar to Bate (2009a), Krumholz begins by consider-
ing the minimum mass able to gravitationally collapse to
form a new protostar. Krumholz chooses the Bonnor-Ebert
mass, which is approximately equal to the Jeans mass, and
defined by
MBE = 1.18
√(
kBTe
µH2mHG
)3 1
ρe
, (13)
where Te and ρe are the gas temperature and density at
the edge of the sphere containing MBE. A fraction of this
mass will be lost via outflows and jets, such that the final
stellar mass will be M∗ = MMBE, where M is the fraction
of collapsed mass accreted by the protostar
To estimate the value of the characteristic mass, the
temperature profile of the sphere must be calculated. So
long as protostellar heating remains the dominant form of
heating, the temperature of the sphere will depend upon the
luminosity of the protostar.
As before, proceeding beyond this point requires an es-
timate of the accretion rate and mass to radius ratio of
the protostar. Krumholz assumes an accretion rate ÛM ≈
MMBE/tdyn, based on the dynamic time of the sphere
tdyn ≈ 1/
√
G ρ¯ =
√(3 − kρ/(3Gρe) which, when combined with
equation 9, results in a protostellar luminosity of
L∗ = LM
√
3Gρe
3 − kρ MBEψ, (14)
where kρ is defined by the sphere’s density profile as ρ =
ρe(r/R)−kρ , and ψ is defined as ψ ≡ GM∗/R∗.
In order to derive the protostellar mass to radius rela-
tion, Krumholz considers the collapse of a prestellar core to
form an n = 3/2 polytrope, supported by deuterium burn-
ing. Solving the equations of stellar structure, the following
relationship between the protstellar mass and radius can be
written
ψ =
(
Tn
4Θ3c
)
EG
µimH
, (15)
where Tn is a normalisation constant, µi is the mean molec-
ular weight of ionised gas, EG = 0.66MeV is the Gamow
energy and Θc is related to the core temperature by Tc ≈
EG/(4kBΘ3c).
By combining equations 13, 14 and 15, and assuming
that Θc is independent of protostellar mass, Krumholz ob-
tains the following expression for the characteristic mass
M∗ = mH
(
1.1864269521
317pi7
) (T4n 4L13M
µ16
H2
µ4i
)1/9 (
α16
α25G
)1/18
Θ
−4/3
c
(
P
PP
)−1/18
(16)
where αG = Gm2H/(~c) = 5.91 × 10−39 is the gravitational
fine structure constant for two protons and PP = c7/(~G2) =
4.63 × 10114 dyn cm−2 is the Planck pressure.
As Krumholz (2011) notes, the predicted characteristic
mass depends largely on fundamental constants and dimen-
sionless variables that describe either the geometry of the
accretion flow, structure of the protostar or properties of
the gas, and are order unity. The only explicit dependence
on the system’s initial conditions is a very weak dependence
on the interstellar pressure. Krumholz cites this as the rea-
son behind the apparently universal form of the observed
IMF, as variations in the interstellar pressure over a range
of reasonable values produce results that would be indistin-
guishable observationally.
However, Krumholz relies upon the assumption that,
following the second-stage collapse of a hydrostatic core, the
resultant protostar is supported by thermal pressure gen-
erated by deuterium burning, in order to link the internal
structure of the protostar to fundamental physical constants
and processes. In fact, deuterium burning is not expected to
begin until later in the protostar’s lifetime (Chabrier et al.
2000), by which time most star-formation in the vicinity will
have ceased. Instead, protostars are supported by thermal
pressure generated via gravitational contraction during the
period immediately following their formation, which results
in internal structures that are heavily dependant on their
accretion histories and thermodynamic content (Hartmann
et al. 1997; Tout et al. 1999; Baraffe et al. 2002). As such,
although this simplified model highlights the importance of
protostellar evolution in correctly modelling protostellar ac-
cretion luminosity and determining the form of the IMF, its
predictions should be treated with caution.
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4.1.4 Comparison between analytic and numerical results
The numerical calculations presented in this paper produce
stellar mass functions whose characteristic mass scales with
density as Mc ∝ ρ−1/5. This scaling with density is much
weaker than that expected from a simple Jeans mass argu-
ment, or from the basic semi-analytic turbulent models of
the origin of the IMF. Instead, the numerical scaling is in
agreement with the simple optically thin description (equa-
tion 7) given by Bate (2009a).
However, the calculations performed for this paper use
sink particles with accretion radii much larger than typical
protostellar radii and they do not emit radiation that would
be generated from within the accretion radii. This leads to
less radiative heating than would actually be produced in
reality, and means that the radiative heating that is pro-
duced may not scale in the same way as if the protostars
were modelled accurately. Generally speaking, more radia-
tive heating would be expected to decrease the amount of
fragmentation and increase the characteristic stellar mass.
However, if accretion is episodic this may not necessarily be
the case. Lomax et al. (2015) considered fragmentation of
low-mass pre-stellar cores and found that with continuous
radiative feedback brown dwarfs were under-produced and
multiple star properties were in poor agreement with obser-
vations. However, when they treated the feedback as being
episodic they obtained more realistic stellar properties that
were similar to those obtained without including radiative
feedback at all.
Because of the incomplete protostellar heating, the dis-
agreement between our results and the predictions of the
more advanced treatments of Bate (2009a) (equation 11)
and Krumholz (2011) (equation 16) is, perhaps, unsurpris-
ing. These models make estimates for the luminosities of
the protostars that depend on assumptions about the rate of
mass accretion during protostar formation, and upon knowl-
edge of the protostellar structure to calculate the accretion
luminosity of protostars, both of which are not resolved by
our calculations. As such, we are unable to rule out either
of these more advanced theories based on the results of this
paper alone. We hope to remove this limitation in future
work.
4.2 Comparison with observations
As with previous calculations of this scale (Bate 2012, 2014),
the number of stars and brown dwarfs produced by each
of the three clusters presented is sufficient for us to make
comparisons between the distributions of properties in the
simulated clusters and those found in observational surveys.
It is now widely accepted that the number of stars pro-
duced in star-forming regions is higher than the number of
brown dwarfs (Chabrier 2003; Greissl et al. 2007; Luhman
2007; Andersen et al. 2008). The results of our calculations
are in agreement with this, with brown dwarfs making up
42%, 31%, 24% of the stellar populations in the 0.188 pc,
0.404 pc, and 0.870 pc calculations respectively. We also
find that the median mass does vary with initial cloud den-
sity, albeit more weakly than would be expected from the
simplest Jeans-mass arguments. While many past observa-
tions have suggested that the median stellar mass is approxi-
mately constant (Bastian et al. 2010), there is some evidence
for variation with environmental conditions.
Low-density star-forming regions, such as the nearby
Taurus-Auriga cloud complex, have been observed to con-
tain an apparent excess of solar-type stars when compared to
common parameterisations of the IMF (Luhman et al. 2003).
Of the calculations presented in this paper, the low-density
0.870 pc calculation is the most comparable. As in Taurus-
Auriga, we find an excess of intermediate-mass stars (see Fig.
2) in the cluster. Goodwin et al. (2004) suggested the excess
of solar-type stars may be due to dynamic interactions be-
tween small groups of protostars in star-forming cores early
in the formation process. Ejections of brown dwarfs and low-
mass stars would deplete the mass of the core by a negligible
amount, leaving the remaining objects with a larger propor-
tion of the gas reservoir from which to accrete, increasing
their final masses. Star-formation in our low-density 0.870
pc calculation occurs in small isolated groups similar to those
described by Goodwin et al. (2004) (see Fig. 1). These sys-
tems do evolve through dynamic ejections in a manner sim-
ilar to that proposed by Goodwin et al. (2004).
Observations have also found evidence of bottom-heavy
mass distributions in the inner regions of early-type galax-
ies, with median masses that decrease with increased veloc-
ity dispersions (Treu et al. 2010; Spiniello et al. 2012; Con-
roy & van Dokkum 2012; Lagattuta et al. 2017). Conroy &
van Dokkum (2012) suggest several explanations for this,
including increased pressure in the interstellar medium, and
high star-formation rates. Direct comparisons with our cal-
culations are difficult because the initial conditions for the
stellar populations in the inner regions of early-type galaxies
are not known. However, if these stars were predominantly
produced from high-density molecular gas, the fact that we
obtain lower characteristic stellar masses in regions of high
density may help explain the origin of such a bottom-heavy
mass function.
5 CONCLUSIONS
In this paper, we have presented results from three radia-
tion hydrodynamical calculations of star formation in clus-
ters that resolve masses down to the opacity limit for frag-
mentation.
Each of the calculations began with the same basic ini-
tial conditions, but the mean density was varied by up to
a factor of 100 between the clouds by changing their ini-
tial radii. The calculations produced 474, 233 and 87 stars
and brown dwarfs, which we modelled using sink particles
with accretion radii of 0.5 AU. The large number of ob-
jects formed allows us to examine the statistical properties
of the clusters and compare them to observational surveys
of nearby star-forming regions, and previous analytical the-
ories.
Our conclusions for how stellar properties in star-
forming clusters depend on the initial cloud density are as
follows.
(i) We find that including the effects of radiative feed-
back in the calculations produces clusters whose median stel-
lar masses exhibit a weaker dependency on the initial cloud
density than the thermal Jeans mass, confirming the results
of previous calculations by Bate (2009a).
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(ii) We observe a dependency of the characteristic (me-
dian) stellar mass on density approximately of the form
Mc ∝ ρ−1/5, in contrast to similar, but much smaller, cal-
culations performed by Bate (2009a), which found no signif-
icant variation in the median mass between calculations of
different initial densities.
(iii) The dependency of the median mass on initial den-
sity that we find is consistent with the basic treatment of the
optically thin case proposed by Bate (2009a) (Mc ∝ ρ−1/5).
(iv) The Mc ∝ ρ−1/5 scaling is much stronger than
that predicted by the extended models of Bate (2009a) and
Krumholz (2011) that try to take into the luminosity of ac-
creting protostars. However, our numerical calculations use
sink particles that exclude the luminosity that would be gen-
erated from within the 0.5 AU accretion radii. Future calcu-
lations that include this omitted luminosity will be required
to definitively test these extended models.
(v) The multiple system properties of the clusters dis-
play little variation and are generally in good agreement
with the properties observed for Galactic stellar popula-
tions. All of our calculations exhibit multiplicities higher
than those observed for solar-type field stars. This is con-
sistent with surveys of young stars in nearby star-forming
regions (see Ghez et al. 1993, Simon et al. 1995, Ducheˆne
1999, Ducheˆne et al. 2004, Ducheˆne et al. 2007). We also
find possible evidence for a weak dependence of the number
of wide binaries/multiples on density, which is consistent
with wide systems being preferentially disrupted, although
the effect is not statistically robust.
(vi) The lowest density calculation (0.870 pc) exhibits
comparable structures to those observed in the Taurus-
Auriga star-forming region, and produces a similar stellar
mass distribution with an excess of solar-type stars. This
suggests that the apparently top-heavy IMF observed in
Taurus-Auriga may be due to the region’s low density.
(vii) If the characteristic stellar mass does decrease
with increasing cloud density, this may help to explain the
bottom-heavy stellar mass functions that have been inferred
from observations of the inner regions of early-type galaxies.
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