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Summary
Emerging Peer-to-Peer (P2P) technologies have in the past few years enabled various types of 
content, such as file sharing and live video streaming, to be efficiently distributed over the 
Internet. However, the uncontrolled behaviour of P2P applications in consuming Internet 
bandwidth leads to the situation where P2P flows account for some 50%-70% of the overall 
Internet traffic. On the one hand, traditional Traffic Engineering (TE) techniques are deployed by 
Internet Service Providers (ISPs) to map traffic onto the network for achieving overall network 
performance optimisation, without distinguishing between standard traffic and P2P traffic. On the 
other hand, recent proposals have been made on the cooperation between P2P applications and the 
underlying ISP to not only make best use of network resources but also improve application 
performance, such as Application Layer Traffic Optimisation (ALTO). In this thesis we 
investigate how to design future intelligent Internet P2P traffic management paradigms in both a 
non-cooperative way (i.e. an ISP-centric solution) and in a cooperative way (e.g. ALTO). Some 
key contributions are summarised below:
1. We investigate whether ALTO can synergistically coexist with an application-agnostic TE 
(AATE). We evaluate whether ALTO is an acceptable alternative for optimizing network 
resources, and we consider the behaviour, of distinct P2P overlays (non-, semi- and fully- 
cooperative) coexisting with AATE, and the impact of various traffic scenarios on both 
application and network sides.
2. We show how to improve the performance of non-P2P services while accommodating as 
much P2P traffic as possible (ISP-centric solution). Since conventional Internet services (e.g. 
web browsing) are significantly impacted by P2P traffic and the market reputation of the ISP 
may be impacted if P2P traffic is absolutely blocked, we propose a dynamic P2P traffic 
limiting policy for ISP networks to achieve a better trade-off between ISPs and P2P systems.
3. We demonstrate significant improvement in bandwidth resource utilisation when using the 
cooperative approach. Due to lack of network condition information and unintelligent peer 
selection, current approaches deliver significant amounts of unnecessary P2P traffic. We 
propose an adaptive peer selection scheme that is aware of dynamic network conditions and a 
localised P2P traffic exchange approach to reduce P2P traffic and achieve network load 
balancing.
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Chapter 1
1 Introduction
1.1 Background
In recent years, an increasing amount of large-size content has been distributed over the Internet 
between users, such as multimedia content or online game data. As one of a number of popular 
approaches, Peer-to-Peer (P2P) technologies have been widely used to efficiently share content 
over the Internet. In contrast to the traditional Client/Server (C/S) model where the server acts as a 
single point for content distribution, P2P technologies not only take advantage of every 
participant’s resources (CPU, storage disk, and bandwidth etc.) to provide higher efficiency and 
lower cost services, but also eliminate single points of failure. Specifically, every peer in the P2P 
network not only downloads content from multiple partners but also contributes its own copies to 
others, and therefore P2P technologies can efficiently balance the traffic load.
Compared with the dedicated servers and end-users of a C/S model, P2P technologies enhance 
scalability and resilience. Figure 1-1 shows a typical structure of P2P file-sharing system -  
BitTorrent [1] -  that has been popular for many years in file sharing service. In this model every 
new arrival peer contacts one of the live trackers to get a set of partner peers in the same swarm (a 
collection of hosts downloading same data, e.g. a movie film or music files), and then exchanges 
the content with each other.
The development of P2P technology has been highly successful in offering a variety of Internet 
services in the past decade, ranging from traditional file sharing to real-time multimedia 
applications such as live video streaming [2, 3] and IP Telephony [4]. Most P2P systems employ 
random or selfish peer selection algorithms [5] for content swarming which consume large 
amounts of Internet bandwidth resource. P2P traffic accounts for some 50%-70% of the overall 
Internet traffic, according to recent traffic measurements [5, 6], Under such circumstances, 
network capacity for other types of services from which revenue can be generated by the Internet 
Service Providers (ISPs), such as conventional web-based applications, may be impacted due to 
resource competition with this large volume of P2P traffic.
1
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BitTorrent tracker identifies the  swarm and 
helps the client software trade pieces 
of the file you want with other computers.
SeedSeed
19%74% 100% 23% 100%
Swarm
^ ■ 11 M l II
Computer with BitTorrent 
client software receives and sends 
multiple pieces of the file simultaneously.
Figure 1-1: P2P-based File-sharing System (from [1])
Generally speaking, ISPs not only offer end users access to the Internet, but also have 
responsibility to manage network resources in their network domain properly. As a common 
practice today, Traffic Engineering (TE) techniques have been extensively applied for achieving 
optimised network resource utilisation [7]. These techniques treat all network traffic flows as a 
whole to achieve a globally optimal situation based on available network resources. The basic TE 
strategy is to perform optimised routing and traffic forwarding (including splitting1) within the 
network in order to achieve the desired network performance targets, e.g. load balancing or 
network cost reduction. Optimised traffic delivery paths are computed based on the mapping of 
the static long-term traffic demand (i.e. the traffic matrix - TM) onto the underlying network 
topology.
To do this, the network operator needs to accurately predict the overall traffic demand between all 
ingress and egress routers, for instance based on Service Level Agreements (SLAs) established 
with customers and also from long-term traffic measurements. Traffic engineering that optimises 
conventional non-P2P traffic (with static source/destination nodes and traffic demands) is 
relatively simple. However, P2P distribution paradigms involve source selection, e.g. anycast- 
based content server selection and P2P-based peer selection, and have content consumers who 
only take into account application-layer requirements and have selfish and dynamic behaviour,
1 In this case TE can split an aggregate but it wouldn’t split an individual flow among different paths 
because of the risk of packet re-ordering (for TCP flows) or packet jitter (for UDP flows)
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and consequently the overall traffic demand for P2P applications is much more difficult for ISPs 
to forecast. This is particularly true given the popularity of P2P applications and the consequent 
high proportion of P2P traffic in the overall traffic mix. From a network point of view, such ad 
hoc peer selection by end users makes it difficult for operators to capture the traffic patterns 
within their networks. As such, solely relying on a static traffic matrix in order to perform 
traditional application-agnostic traffic engineering (AATE) does not seem to be practically 
effective. This is especially true when P2P-based content flows dominate the overall network 
traffic, as is the case in some ISP networks [5, 8]. On the other hand, inefficient provisioning of 
network resources at the ISP side will also reduce the quality of service (QoS) for end users, 
resulting in lose-lose situations for both sides.
Due to such issues being raised in traditional TE, many proposals have appeared suggesting 
cooperation between applications and the underlying ISP network in order to achieve “win-win” 
solutions. Relevant efforts were originally triggered in the P2P research community, with peer 
selection functions designed to be more intelligent by taking into account the underlying network 
conditions [5, 9]. Based on the ALTO (Application Layer Traffic Optimisation) framework [10] 
that is being investigated by the IETF [11], many proposals have been made based on cooperation 
between different stakeholders.
Figure 1-2 shows a basic ALTO framework which consists of ALTO servers, application tracker, 
and peers (end-users). One of the typical ALTO-based P2P systems -  Oracle Service [5] -  takes 
advantage of relevant network layer information when performing locality based peer selection. 
This approach allows ISPs and P2P service providers to establish a collaborative relationship in 
gracefully provisioning P2P services across the Internet. Such ideas have been integrated into the 
ALTO framework. According to this approach, a dedicated ALTO server maintained by the ISP is 
responsible for providing necessary network information to applications (such as P2P overlays) 
for supporting ISP-friendly peer selection. As an example, Xie et al. [9] proposed Proactive 
Network Provider Participation for P2P (P4P) that takes advantage of underlying network 
dynamic or static information provided by ISPs to select partner peers at the application level in 
order to reduce the P2P traffic within the network while at the same time improving P2P 
application performance.
Fundamentally, ALTO-based traffic optimisation is no longer completely ISP-centric, as is the 
case with the traditional AATE. Instead, traffic optimisation is “indirectly” enforced at the 
application layer, rather than by the ISP itself manipulating traffic delivery paths. Such paradigms 
open a new dimension in traffic optimisation that has been traditionally performed only through 
routing and forwarding within the network. In this case, efficient network-aware (host-level) 
endpoint selection at the network edge can make a key contribution. Given this situation, our first 
research question is whether ALTO can synergistically coexist with an application-agnostic
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TE in the Internet environment when P2P traffic accounts for significant proportions of 
overall network traffic.
AppTracker
Peer Info" Peer-Info
Network Info
ALTO Server
Contents ALTO Server
Contents
Figure 1-2: A Simple Example of ALTO Structure
In the absence of an ALTO framework between network providers and service providers, network 
provider still need an independent solution to address uncontrollable P2P traffic. A common 
practice today is to simply block or shape P2P traffic in order to conserve bandwidth resources for 
carrying standard traffic from which revenue can be generated. These requirements have been 
achieved in the industry, for example, Cisco Systems [12] implemented in its commercial 
products several management policies for controlling P2P traffic, such as aggregated rate limiting 
[12]. This approach is to statically allocate a certain percentage of bandwidth capacity to P2P 
traffic.
However, since traffic patterns in today’s ISP networks are highly dynamic even within a single 
day [13], such an offline approach is unlikely to be efficient in dealing with network dynamics. 
For instance, less P2P traffic might be accommodated despite the availability of unused resources 
in the network. On the other hand, simply blocking all P2P traffic may not be an appropriate 
option for ISPs because such decisions may significantly impact the market reputation of the ISP, 
given the popularity of P2P services used by their customers today. This situation has driven 
many ISPs to seek effective solutions to guarantee most non-P2P service capability while trying 
to accommodate as much P2P traffic as possible based on the available bandwidth resources 
within their networks. To address this P2P traffic problem, we raise our second research 
question - could we propose an adaptive P2P traffic optimisation approach that is able to 
achieve the best trade-off between P2P traffic and non-P2P traffic for network providers 
and which can be regarded as a complementary solution to the collaboration-based P2P 
paradigms such as ALTO framework?
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In addition to ISP-centric P2P traffic management solutions, ALTO has demonstrated that a 
significant amount of unnecessary P2P traffic can be reduced over Internet while benefiting P2P 
application performance. Therefore the third research question is whether we could propose 
advanced traffic optimal solution based on ALTO framework to achieve the best uses of 
network resources, but without performance degradation at the application level.
We address this research question in two parts. Firstly with the development of P2P technology, 
the P2P-based application has in the past few years expanded from simple file sharing to real-time 
multimedia-based services such as IPTV [2, 3]. In particular, P2P-based IPTV applications have 
emerged as a popular live content distribution service that is enjoyed by millions of customers 
across the Internet. Compared with the traditional non-real-time P2P applications that still work 
well under the best-effort based Internet traffic delivery paradigm, P2P-based IPTV services 
demand stringent Quality of Service (QoS) requirements from the underlying network. Nowadays 
it is common practice for ISPs to establish Service Level Agreements (SLAs) with the underlying 
ISP in order to achieve guaranteed QoS assurance [14]. Nevertheless this has not been the case for 
P2P-based IPTV services which simply rely on the availability of sufficient Internet bandwidth 
resources, and hence the corresponding QoS performance experienced by end users cannot be 
guaranteed. Based on this situation and noting the recent ALTO work, we propose a new 
advanced peer selection scheme with dynamic network condition awareness that is a simple 
extension o f the ALTO framework to achieve the best utilisation in network resources and the 
reasonable QoS o f application performance.
On the other hand, based on our own measurements, we reveal that a random traffic exchange 
pattern may still potentially lead to sub-optimal bandwidth consumptions, especially between 
multiple Autonomous Systems (ASs) even if peers are selected with locality awareness. For 
instance a significant amount of P2P traffic may unnecessarily traverse multiple network 
boundaries since same data already exists in the local partner peers. We believe that higher 
volume of traffic exchange with nearby peers as compared with remote ones can further improve 
the network resource utilisations and avoid network bottleneck. We therefore propose a new 
approach that is also based on ALTO framework for achieving P2P traffic-exchange localisation 
in content distribution network.
Due to the fact that these two new algorithms are based on the ALTO framework to not only 
intelligently select partner peer with network awareness but also localise exchange traffic between 
peers, as our third contribution to the third research question, we therefore integrate them into one 
advanced solution for optimizing network resources utilisation in a cooperative way.
We then highlight our research objectives and describe relevant solutions in the next section.
5
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1.2 Research Objectives and Contributions
Our research aims to investigate how to intelligently manage P2P traffic in non-cooperative and 
cooperative network environments. We also study the feasibility of coexistence of both ISP- 
centric and application level traffic optimisation approaches in the Internet. Our work has the 
following three objectives, which address the three research questions posed in Section 1.1.
Objective 1: To investigate the performance impact on both network and application sides 
when ALTO interacts with application-agnostic TE in a realistic network environment.
The ALTO framework explores a new dimension for Internet traffic management that can be 
complementary to the traditional application-agnostic traffic engineering solutions currently 
employed by ISPs. Here we try to shed light on an important question in this context: how can 
ALTO interact with AATE for jointly managing network traffic, if neither of the two is capable of 
fulfilling the task in a holistic manner? We are particularly interested in examining how ALTO- 
assisted Peer-to-Peer traffic management functions interact with the underlying AATE operations 
given that there may exist different application-level objectives in the P2P overlay. Another key 
research issue we address is the impact of different traffic mixes (e.g. the proportion of P2P flows 
that constitute the entire network traffic) on both network and application performance when 
subject to both ALTO and AATE policies. Our empirical study offers significant insights for the 
future design and analysis of joint network engineering approaches that involve autonomous 
network- and application-layer optimisation with both consistent and non-consistent policies.
Objective 2: To design an ISP-centric solution for providing higher treatment priority to 
standard non-P2P traffic and accommodating as much P2P traffic as possible by taking into 
account dynamic bandwidth availability in non-cooperative or cooperative network 
environments.
Although the ALTO framework aims to reduce or optimise P2P traffic at the application layer via 
collaboration with ISPs, it is still to be investigated how ISPs will independently take effective 
control of P2P traffic without relying on collaboration with P2P systems. A common practice 
today is to block or shape P2P traffic in order to conserve bandwidth resources for carrying 
standard traffic from which revenue can be generated. Nevertheless, simply blocking all P2P 
traffic may not be an appropriate option for ISPs because such decisions may significantly impact 
the market reputation of the ISP, given the popularity of P2P services used by their customers 
today. Instead of looking at simple time-driven blocking/limiting approaches, we investigate how 
such types of limiting behaviours can be more gracefully performed by the ISP by taking into 
account the dynamics of both P2P traffic and of standard Internet traffic. Specifically, our 
approach is to adaptively limit excessive P2P traffic on critical network links that are prone to 
congestion, based on periodical link load/utilisation measurements by the ISP. The ultimate
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objective is to guarantee non-P2P service capability while trying to accommodate as much P2P 
traffic as possible based on the available bandwidth resources. It is worth being mentioned that 
our approach can be regarded as a complementary solution to collaboration-based P2P paradigms 
such as ALTO.
Objective 3: To propose advanced optimal solution at the application level for achieving 
significant improvement in utilizing network resource based on cooperative ALTO 
framework.
Locality-based peer selection paradigms have been proposed based on ALTO framework between 
P2P service providers (ISPs) and end users in order to achieve efficient resource utilisation by 
P2P traffic. Based on this cooperation between different stakeholders, we first propose an 
advanced paradigm with adaptive peer selection that takes into account traffic dynamics in the 
operational network. Specifically, peers associated with low path utilisation as measured by the 
ISP are selected in order to reduce the probability of network congestion. Our simulations show 
that this approach not only improves real-time P2P service assurance but also optimises the 
overall use of network resources.
In addition to peer selection scheme we propose a traffic-exchange localisation algorithm that can 
be applied on top of the existing locality-based peer selection schemes in order to achieve further 
optimisation of network resource utilisation, especially to reduce bandwidth consumption across 
inter-PoP links. Similar to above adaptive peer selection scheme, this approach also requires that 
the ISPs provide necessary network information to the P2P service provider. In general, partners 
are selected based on conventional unintelligent or locality-based schemes. We propose that 
traffic-exchange volume among peers should also take into account their physical distance (e.g. in 
terms of router-level hop counts). More specifically, peers with long distance may exchange less 
traffic than those that are physically closer to each other. This strategy can be easily extended to 
the scenario of inter-PoP P2P traffic exchange for reducing bandwidth consumptions on inter-PoP 
links. Given the fact that bandwidth resources on inter-PoP links are scarcer, we thus propose a 
penalty-based mechanism that aims to avoid incurring cross-ISP P2P traffic. Of course, this 
paradigm needs more intelligent implementation of the P2P content swarming mechanism at the 
application layer which is able to adapt the traffic exchange rate between partners to their physical 
locations in the Internet.
At final stage we integrate advanced peer selection scheme and traffic-exchange localisation 
algorithm into an intelligent solution for achieving further network resource optimisation.
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1.3 Thesis Structure
This thesis is organised as follows. We have described the motivation, objectives and 
contributions of our work in Chapter 1. In next Chapter we present a literature review of the 
development of Peer-to-Peer technologies, traffic engineering, overlay management, ALTO 
framework, ALTO-based P2P systems, and best-reply dynamics research in recent years. Chapter 
3 describes a comprehensive analysis of performance impacts based on the interaction between 
ALTO and AATE by using a best-reply dynamic model. A dynamic Peer-to-Peer traffic limiting 
policy for ISP networks is proposed in Chapter 4 that aims to accommodate all traditional Internet 
traffic (non-P2P traffic) and as much P2P traffic as possible. We then propose a cooperative way 
to improve network resource utilisation by applying an adaptive peer selection scheme and using 
a proportional traffic-exchange localisation scheme to regulate the volume of traffic exchange 
between peers in Chapter 5. We finally summarise our works and discuss potential further work in 
Chapter 6.
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Chapter 2
2 Literature Review
2.1 Introduction
The content distribution paradigm has changed in the past few years from a traditional C/S model 
to a dynamic P2P paradigm in which user not only requests data from but also provides content to 
other users. As a result, the applications of P2P technology have in the past few years expanded 
from simple file sharing to real-time multimedia-based services such as IPTV [2, 3]. In particular, 
P2P-based IPTV applications have emerged as a popular live content distribution service that has 
been enjoyed by millions of customers across the Internet. Compared with the traditional non- 
real-time P2P applications that still work well under the best-effort based Internet traffic delivery 
paradigm, P2P-based IPTV services demand stringent Quality of Service (QoS) requirements 
from the underlying network. Many of the current implementations of P2P overlays deploy selfish 
or unintelligent peer selection approaches that only consider users’ requirements at the application 
level while lacking consideration of network condition. As a result of unintelligent peer selection 
schemes and popularity of P2P technology, a large amount of Internet bandwidth is unnecessarily 
consumed in the network according to recent measurements [5]. For example, remote partner 
peers are selected to exchange data even if there are available local peers that have the same 
desired content and are available in the nearby regions due to the same language or similar culture. 
To address this issue, most recent proposals [6, 11] have been made on the cooperation between 
P2P overlay and the underlying ISP to improve peer selection decisions at the application level 
based on shared network information for achieving the best use of network resources and 
application performance improvement. This kind of cooperative optimisation explores a new 
dimension for Internet traffic management that is complementary to the traditional TE solutions 
currently employed by ISPs. On the other hand, the basic strategy of traditional TE is to perform 
optimised routing and traffic forwarding within the network in order to achieve the desired 
network performance targets, e.g. load balancing or network cost reduction [7]. When both P2P 
traffic optimisation and conventional TE are deployed in the network and interact with each other, 
an open question is whether they can achieve better performance on both network and application 
sides. Specifically, P2P traffic optimisation is indirectly enforced at the application layer when
9
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applying cooperative optimisation approach, rather than by the ISP itself through manipulating 
traffic delivery paths, such as TE solution.
In this chapter we will first introduce relevant background knowledge of P2P overlay networks 
and real-time multimedia P2P applications, such as the difference between various types of P2P 
networks, how a P2P network is organised and works in the network, and an introduction to a 
popular P2P-based multimedia system -  PPLive [15]. Online and offline TE solutions are then 
discussed in the following section while a MPLS-based TE approach (MATE [16]) is reviewed in 
detail because it provides a good picture of how MPLS-based TE works and helps us understand 
the interaction between P2P overlay and TE. All background knowledge of P2P overlays and TE 
solutions gives us a good base with which to commence our research in P2P traffic management. 
Then, ALTO, an emerging cooperative optimisation solution between P2P overlay and ISPs, is 
studied, considering its framework architecture, communication protocols, and use case aspects. 
This provides us significant insight into the future development of intelligent Internet P2P traffic 
management paradigms in dynamic network environment. In the last section we describe some 
interesting interaction games between two entities within single network domain. This is a good 
start point to further investigate the impact when ALTO is interacting with conventional TE in the 
network.
2.2 Peer-to-Peer Overlay Networks
2.2.1 Unstructured P2P Overlay Networks
An unstructured P2P overlay network is a flat or hierarchical overlay network in which peers are 
arbitrarily distributed, and all queries are achieved by random walk, flooding search or expanding- 
ring Time-To-Live (TTL) mechanisms, as described in [17]. This kind of P2P overlay network 
can be divided into three sub-categories- centralised, decentralised, and hybrid-structured, as we 
describe in this section.
First of all, we describe a classical architecture - centralised unstructured P2P overlay network 
[18]. It is shown in Figure 2-1 where there are a cluster of central servers (one shown in the 
Figure) that hold a directory of resource indexes and the location of resources (e.g. partner peers). 
A peer joins the P2P network, and contacts one of the central servers for exchanging an index of 
contents that can be shared with others and sending a download request. Afterwards, this peer 
randomly selects some partners from peer list that is returned by the central server and then 
exchanges content directly with the partner peers. Compared with the traditional C/S model, it is 
efficient to process large number of download requests and reduce the bandwidth and 
computation consumptions for the central server due to this only holding small-size content
10
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indexes, rather than actual contents. These central servers do not take part in content download 
and upload transmission. In addition, the centralised server can reduce controlling message 
overhead compared with pure distributed approach that is discussed below. However, the central 
server may become single point of failure in some situations. BitTorrent [19] is a representative of 
this category of Unstructured P2P overlay network. In summary, it is distributed data exchange, 
centralised index (resource index and peer index).
Central [Server
Provider
Requester
File transfer
F igu re  2-1: C e n tr a lis e d  P 2 P  N e tw o r k
A decentralised P2P overlay network [17] (or pure P2P network) is another kind of unstructured 
P2P overlay network, which addresses the single point-of-failure problem in a centralised P2P 
overlay network. Strictly speaking, a new arrival peer still needs to request a list of neighbouring 
peers (NOT final destination peers who hold desired contents) from a server for getting 
connection with other peers. In this case, servers only hold indexes of active partners’ information 
(e.g. IP address) in the network, whereas resource indexes are distributed on each peer. The 
content request message is circulated among its neighbouring peers by broadcast for locating 
where a desired resource is. When neighbouring peer holds actual contents, an acknowledgement 
message is send back to the requester, including related content information. Otherwise, the 
neighbouring peers consecutively pass the query to their neighbouring peers until the content is 
found or query is discarded. In summary, it is distributed data exchange and resource index, but 
centralised peer list.
Gnutella [20] as an example is shown in Figure 2-2 where a peer acts as both requester and 
requestee, and Gnutella adopts a ‘flooding’ discovery scheme to achieve content lookup. To avoid 
infinite loops during broadcast query, Gnutella then introduces a new mechanism that is based on
11
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time-to-live (TTL). Each resource request (Query and Query-Response) is embedded with a TTL 
tag in the message that is usually generated at the application level. The TTL tag is decreased by 
one when query message is passed to its neighbour once if current node does not hold the content. 
Specifically, the query circulation will not be terminated and dropped until TTL goes down to 
zero. With such mechanism, although it cannot guarantee that the resource will be found among 
users even if the resource exists within the network, an infinite loop can be efficiently avoided in 
the network. On the other hand, the cost of resource lookup may be increased significantly, as the 
number of peers increase.
Query
Server
Got tt!
< 1000 P eers
F igu re 2-2: S tr u c tu r e  o f  G n u te lla
Next we describe the hybrid-structured P2P overlay network [17] that is shown in Figure 2-3 
where there are still several “central servers” in the network, but these servers no longer are 
dedicated and static. Instead, some peers with more powerful capacities (in terms of CPU, disk 
storage, and bandwidth) can be selected from the Ordinary Nodes (ON) and appointed as Super 
Node (SN) that takes over the central server functions and forms an overlay backbone network in 
the hybrid P2P network. Specifically, a new joined peer contacts one of the live super nodes for 
requesting content. The current implementation of locating SNs is to use either bootstrap stored in 
the program or download from central servers. If this SN does not hold the content and does not 
know the content location, a query message will be circulated among other all SNs. The hybrid- 
structured P2P overlay network can significantly reduce the duplicated query message among 
peers and avoid the single point of failure issue. However, some problems still exist in this kind of 
P2P overlay network, such as high-chum and availability uncertainty, since each SN is selected 
from ordinary node and controlled by end user. To address these problems, the application has to 
periodically update available super nodes, which may consume extra control packets among SNs 
over the network. In summary, it is distributed data exchange, but partial decentralised peer and
12
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content index. Marchetto et al. describe an example of improving quality of service for VoIP 
applications in such kind of network [21].
SN
SN
Requester
F igu re 2-3: H y b r id - s t r u c tu r e d  P 2 P  N e tw o r k
Our research work is mainly based on centralised unstructured P2P overlay networks, however, as 
background knowledge we also take this chance to describe other kind of P2P overlay network -  
structured P2P overlay network.
2.2.2 Structured P2P Overlay Networks
In addition to the unstructured architecture of Section 2.2.1, a structured P2P overlay network [17] 
is described in this section where resources in the network are transferred into unique key and 
mapped onto peers. This enables efficient discovery of content using the given keys to find 
location and resource at low time-complexity. As first example shown in Figure 2-4, Chord [22] 
employs a distributed hash function (DHT) to distribute contents into peers in the network, 
specifically, resources are hashed to unique keys and each node’s IP address is hashed as node 
identifiers. When resource is requested, the identity of the peer that has the resource can be found 
by DHT with a corresponding key. In addition, another popular structure P2P network - Content- 
Addressable Networks (CAN) is then described in this section. It maps keys into values on a d- 
dimensional Cartesian coordinate space.
2.2.2.1 DHT-based Chord Network
Chord is one of the more popular structured P2P networks in the research community. All nodes 
are arranged in a ring and hold an index of resources in the Chord network. Request messages are
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propagated along connected neighbours to the destination node. More specifically, the main idea 
of the Chord protocol is: each node has an IP address which can be hashed to a highly-random M- 
bit identifier by a hash function, e.g. SHA-1. Such identifier is always unique and cryptography 
can guarantee it to be constant and secure in the network. In Chord all node identifiers are then 
arranged as a circle (Chord ring) in ascending order. For each resource, its content name, 
description or tag is converted to a key identifier that is assigned to the first node whose node 
identifier equals or follows the key identifier k  in the ring. Such node is therefore regarded as a 
successor node of key k, denoted by successor {k). If identifiers are represented as a circle of 
numbers from 0 ~ 2m'y, the successor {k) is the first node found equal to or following k clockwise 
from node identifier 0.
Figure 2-4 as an example shows a Chord ring with m nodes (e.g. m=6) so that there are 26 (0-63) 
identifiers in Chord ring, whilst this Chord ring contains 10 actual nodes and 5 keys. For instance, 
there is a content key k=24 stored in the node whose identifier is 32. Similarly, content keys 10, 
30, 38, and 54 are located at nodes 14, 32, 38, 56 respectively. When a new node n joins the 
network, certain keys previously assigned to n's successor now become assigned to n. Similarly, 
when node n departs from network, all content keys are previously assigned to n but now assigned 
to n's successor. For instance, if a node 14 leaves from network, all keys previously assigned to it, 
such as key 10, are re-assigned to its successor node 21. It should be mentioned that a consistent 
hash function should be used to avoid conflicts and mistakes.
N1
N8N56
N51
N14
N48
N42
N38
N32
KID
K54
K38 K24
K30
F igu re 2-4: E xam ple o f  C hord  C ircle
The basic Chord searching algorithm is as follows: each node only communicates with its 
neighbour nodes which are its successor or predecessor in the Chord circle. Query messages are
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therefore propagated around the circle through these successor pointers until desired node 
identifier is found. For example in Figure 2-4, a query is sent from node 8 to search a content key 
54. Node 8 initially contacts its successor, which does not have the content and therefore passes 
the query on to node 14. This continues round the circle until the key 54 is found at node 56. The 
result will be returned along the reverse of the delivery path followed by the initially query. This 
algorithm is very simple but a little slow since query has to visit every actually node on the ring. 
Realistically, the cost of probe message will increase as the number of nodes increases in the 
Chord circle. Figure 2-5 shows a pseudo code of how this searching algorithm works.
/ /  ask node n to find  the successor o f id 
nfindjsuccessor (id) 
i f  (id £[n, successor])
return successor;
else
/ /  forward the query around the circle 
return successor find_successor (id);
F igu re 2-5: P seudo C ode o f  C hord  S earch in g  A lgorith m
2.2.2.2 DHT-based CAN Network
Another interesting structured P2P network model is CAN which implements a distributed hash 
table to map keys into values on a d-dimensional Cartesian coordinate which is distance from the 
point to two fixed perpendicular directed lines [17]. It is different in design from other models 
since the number of neighbours of each node must be fixed in the network.
Figure 2-6 shows that the CAN network is formed by many individual nodes, each of which holds 
a chunk called a zone of the entire hash table (a virtual space). As shown in Figure 2-6, a 2- 
dimensional [0,l]x[0,l] coordinate space is partitioned between 5 CAN nodes. Request message 
for a particular key is forwarded by intermediate nodes towards the destination node whose zone 
contains the desired content key. CAN is distributed, scalable, and fault-tolerant P2P structured 
network with a DHT while it also gets rid of hierarchical naming structure to achieve scalability 
when applying to application. Let d  represent the number of dimensions (2 in the example shown 
in Figure 2-6), and then each node has O {d) neighbours so as to the fact that searching process 
costs O {n1/d) hops. CAN seems to have a higher hop count cost than others, but if instead of being
15
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fixed, d  is set to log2n then CAN achieves the same 0{log n) hops and 0(log n) routing state 
properties of Chord.
(0.5.0J5A51.0)
(0.51.0,0.0 0,5)
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The virtual coordinate space of CAN is used to hold (key, value) pairs and details are listed as 
follows:
•  To hold a pair (key, value), the key is mapped onto a point P in the coordinate space using a 
uniform hash function.
•  The corresponding (key, value) pair is then held at the node whose zone covers the place 
where the point P lies.
•  To retrieve an entry corresponding to key K, node can apply same hash function to map K  
onto point P and then retrieve the corresponding value from the point P.
•  If the point P is not held by the requesting node or its immediate neighbours, the request 
message must be forwarded through the CAN infrastructure until it reaches the node in 
whose zone P lays.
In summary, compared with unstructured P2P overlay networks where the message cost increases 
linearly as an increasing number of nodes joining the network, structured P2P overlay network 
significantly reduces the message costs to O (log n). Therefore it not only benefits query 
performance in the P2P overlay network, but also allows peers to maintain minimal routing 
information for searching content in a distributed way so as to avoid the single point-of-failure 
problem. It should be mentioned that most of these models have been proposed and further 
researched in the research community and will be implemented as a trial in the industry in the 
near future [17].
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Since our research is not based on this structured P2P overlay networks, we do not go further in 
this section. More details can be found in [17].
2.3 Real-time P2P Multimedia Systems
As we have mentioned, the applications of Peer-to-Peer (P2P) technology have in the past few 
years expanded from simple file sharing to real-time multimedia-based services such as IP 
Telephony [4] and IP Television (EPTV) [2, 15]. In particular, P2P-based IPTV applications have 
emerged as a popular live content distribution service that has been enjoyed by millions of 
customers across the Internet.
Real-time multimedia systems have been researched and implemented widely in the recent few 
years, but based on our relevant research interests we just address and discuss network perspective 
works in this section. On the one hand, multicast technology [23, 24, 25, 26] has been 
demonstrated a significant success in provisioning a . variety of contents to a group of interested 
receivers in a single transmission. By using multicast in the Content Distribution Network (CDN), 
it enables users to download content with maximum bandwidth but lower delivery costs. Instead 
of delivering all traffic flows on the backbone, CDN can also reduce unnecessary traffic (e.g. 
duplication) in comparison with the traditional best-effort unicast by redirecting traffic to edge 
servers.
On the other hand, mesh-based P2P networks have become a popular and efficient approach to 
distribute contents among a large-size of users. Sentinelli et al. [27] surveyed several popular 
P2P-based real-time multimedia systems in terms of buffer time, playback delay, start-up delay, 
rate, and structure information, shown in Figure 2-7. Due to its popularity, we chose PPLive [15] 
as an example to describe mesh-based P2P mechanism in detail, and a comprehensive 
measurement of PPLive has been published in [3]. As Figure 2-8 shows, the basic strategy is that 
a new peer contacts one of the trackers for registration and authentication, a list of partner peers is 
then selected in the same swarm (e.g. channel in PPLive) and returned to this peer. On 
communicating with these partner peers, a buffer map (BM), that is, a map of which chunks the 
peer holds and can share to others, is exchanged between peers.
Figure 2-9 shows a typical example of the structure of a BM in the PPLive application in which 
“one” and “zero” tags are used to indicate which chunks have been buffered on this peer. With 
this mechanism, all video chunks are exchanged between peers periodically, and a peer arbitrarily 
selects several partners whose buffer maps contain desired chunks to exchange. If there are no 
content chunks that can be exchanged with current partner peers, the requesting peer needs to 
contact the trackers for more available partner peers in the same swarm. Once sufficient chunks 
are buffered, contents will be playback to the users immediately. Figure 2-10 shows a detail of the
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mesh-pull P2P live streaming architecture of a video stream being delivered to peer A having 
been first delivered to peers B and C.
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2.4 Traffic Engineering
2.4.1 Introduction
With the dramatic growth of Internet traffic carried by ISP networks, efficient provision of 
appropriate bandwidth resources has become a key issue. During the past decade, Traffic 
Engineering (TE) techniques have been extensively investigated for achieving optimised network 
resource utilisation [7]. The basic TE strategy is to perform optimised routing and traffic 
forwarding within the network in order to achieve the desired network performance targets, e.g. 
load balancing or network cost reduction. Optimised traffic delivery paths are computed based on 
the mapping of the static long-term traffic demand (i.e. the traffic matrix - TM) onto the 
underlying network topology. To do this, the network operator needs to accurately predict the 
overall traffic demand between all ingress and egress routers, for instance based on Service Level
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Agreements (SLAs) established with customers and also from long-term traffic measurements. 
Since our research mainly considers the intra-domain network environment, we now describe 
intra-domain online and offline TE solutions in the following sections.
2.4.2 Intra-domain Offline Traffic Engineering
In this section we describe two distinct offline TE solutions, which are MPLS-based or IP-based 
TE. In [28, 29, 30] Fortz et al. proposed the first IP-based TE solution that sets the link weights of 
Interior Gateway Protocols (IGPs) to adjust intra-domain traffic and achieve distinct TE 
objectives, according to network topology and traffic demand. On the other hand, multi-protocol 
label switching (MPLS)-based TE provides capability of setting explicit label switched paths 
(LSPs) and arbitrary splitting of traffic to route packets, while it can be regarded as a more 
efficient solution for traffic optimisation in comparison with IP-based TE due to better flexibility. 
However, the overhead of setting up LSPs has to be considered carefully within a large-size 
network, and a backup routing path is necessary to be found before any failure occurs since there 
is no mechanism for automatic routing over an alternative path .
As far as IP-based and MPLS-based are considered, we first describe IP-based offline TE that has 
been fully studied in the past few decades. Fortz and Thorup [28, 29, 30] proposed a weight-based 
algorithm that is to adjust the weight of a certain number of links to minimise the worst case link 
utilisation by spreading out the traffic on multiple paths, as shown in Figure 2-11 where each link 
is assigned a link cost that can be available bandwidth or link utilization. Such approach has been 
demonstrated that a 50-100% improvement in utilisation can be achieved in the intra-domain 
network environment, compared with the traditional link weight configuration that is in inverse 
proportion to the bandwidth capacity. In [31], a genetic algorithm (GA)-based algorithm is 
proposed to solve the same optimisation problem by tuning relevant GA parameters and achieve 
traffic optimisation. Instead of IGP weight adjustment, the authors in [32] proposed an approach 
that allows traffic flow being split arbitrarily with some routing prefix over the network. Such 
approach can reach near-optimal result without any change of existing routing protocols and 
forwarding mechanisms. Wang et al. proposed a new OSPF traffic engineering approach in [33] 
that is to classify the physical network into a certain number of logical routing planes, each of 
which has dedicated link weight configuration. Simulation results have proved that a small 
number of overlays can achieve near-optimal results.
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In addition, MPLS-based TE based on simple constraint-based routing (CBR) was proposed in 
[34]. The basic ideas of CBR is that shortest path routing (SPR) algorithm is performed to 
compute the shortest path (SP) based on all the qualified network links (e.g. those having 
sufficient bandwidth), and then the LSP is associated with this shortest path. This algorithm is 
known as Constrained Shortest Path First (CSPF) that repeatedly computes SPs until all traffic 
demands are assigned into network. Some extension works have been done based on CSPF, such 
as WSP [35] and SWP [36], both of which can provide higher probability of finding feasible paths 
and avoid bottleneck (e.g. in terms of bandwidth) in the network. In [37] the authors demonstrated 
that by using multiple paths (LSP bifurcation) and arbitrary traffic splitting, TE can achieve a 
global optimal solution for minimizing maximum link utilisation (MLU) through Linear 
Programming (LP) technique. For supporting quality of service (QoS) differentiation, the authors 
of [38] proposed a framework to achieve QoS requirements and minimise the overall network cost 
in DiffServ network. A gradient projection method is applied to optimise distinct TE objectives 
that have been modelled as nonlinear programming problem. In addition in [39], a differentiated 
TE (DTE) solution was proposed that decouples a complicated TE optimisation problem into two 
sub problems and composes the two solutions of sub problems in the final solution.
2.4.3 Intra-domain Online Traffic Engineering
Unlike offline IP-based TE that has been researched for several years, few research works have 
been done in online IP-based TE solutions. In [40] an adaptive multipath (AMP) scheme is 
proposed to dynamically adjust the traffic splitting ratios of all network links based on network
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load for achieving load balance. In addition, the authors propose a way to change weights on the 
fly based on load condition or QoS requirement in the network, however, network available 
information is usually kept locally by AMP, instead of employing a global storage in each node.
On the other hand, MPLS-based online TE can be implemented by either adjusting the traffic 
splitting ratios among LSPs or calculating dynamic LSPs on the fly for all traffic demands. In [16] 
authors are proposed an adaptive MPLS approach that adaptively distributes traffic demands onto 
multiple LSPs so as to achieve load balance. This will be further described in next section. The 
authors of [42] proposed a solution that can accommodate as much future traffic demand as 
possible through pruning path potential value in the network graph. In addition, the LSP 
interference problem is discussed in [43, 44, 45, 46] where available bandwidth resources on 
certain important links do not generally support all LSP demands. As a result, Minimum 
Interference Routing Algorithm (MIRA) is proposed to avoid congestion on critical links, and a 
software package RATES [43] based on MIRA is available to be used. Last but not least, an 
approach is proposed in [44] to achieve multiple objectives (in terms of bandwidth, load balance, 
network cost) through calculating LSPs. More details of TE solution research can be found in [45].
2.4.3.1 MATE: MPLS Adaptive Traffic Engineering
MATE [16] is one typical MPLS-based online TE solution that aims to achieve following 
objectives at network side: 1. optimise routing and splitting ratio decisions based on available path 
congestion measurement, 2. no scheduling or buffer requirement at node, 3. no additional 
requirements in intermediate nodes (e.g. hardware or protocol), 4. distributed and adaptive 
algorithm. Figure 2-12 shows how MATE works at an ingress node. Firstly, the filtering and 
distribution function is to assist traffic shifting among multiple LSPs and avoid receiving packets 
out of order at destination node. A further optimisation of traffic shifting configuration occurs in 
the traffic engineering function, based on measured LSP statistics that is taken by the 
measurement and analysis function. Within this procedure, related packet-based information can 
be gained from both ingress and egress nodes, such as delay and loss rate, by sending probe 
packets over the network periodically. Several techniques in [16] provide a dynamic mechanism 
for getting a desirable degree of accuracy with a small number of probe packets, while recent 
network measurements can be implemented by an ISP in short time interval, such as 5-min 
interval, as described in [46]. An asynchronous algorithm is applied in MATE for adaptively 
distributing traffic demands onto multiple LSPs. Finally, based on simulation-based results, the 
paper shows that MATE can effectively eliminate traffic imbalances among multiple LSPs while 
high packet loss rates can be also significantly reduced in some cases, which can improve many 
applications’ performance, such as TCP.
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2.5 Overlay Network Management
2.5.1 Introduction
In addition to a physical network, an overlay network that is built on the top of underlying 
network has been widely deployed in many fields, such P2P networks and CDNs. In the overlay 
network, users only have a logical view of the network, where each overlay node pair is 
connected by a logical link that can be a set of one or more physical network links. The overlay 
routing path is computed by overlay routing configuration which consists of multiple logical links 
and an overlay traffic demand. It should be mentioned that any underlying network optimiser, 
such as TE, does not have any knowledge of the overlay network (e.g. the overlay’s topology or 
routing strategies) but treats all traffic demand (both of overlay and underlying traffic demand) 
without distinction. Although the key difference between an overlay network and P2P network is 
that we focus on the P2P overlay side which only considers how to select the best partner peers 
(i.e. the other endpoint of individual P2P connection sessions), rather than changing the routing 
configuration in the overlay, the overlay network management research as foundation knowledge 
can still point out the way of how to further research P2P-based overlay network.
2.5.2 Achieving QoS on Overlay Networks
Although the concept of QoS has been introduced on underlying networks for several years, how 
to achieve QoS over an overlay network is an emerging topic in the research community. Li et al 
[47] proposed an infrastructure overlay network management solution - QRON to achieve QoS 
requirements, whose key objective is to select proper overlay routing paths for various QoS
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requirements so as to balance the logical link load in the overlay network if this information is 
visible to QRON.
First of all, the concept of an Overlay Broker (OB) is introduced which is usually deployed by 
overlay service provider in every domain. Typically, each domain contains one or more OBs that 
form an Overlay Service Network (OSN) by exchanging information with each other. Each OB 
provides certain information it holds such as topology discovery, resource allocation and service 
provisioning to others periodically. The structure of OSN is shown in Figure 2-13.
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l * Ü |  OB: Overlay Broke
End User
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The authors also proposed an algorithm to select a QoS-satisfying overlay path that not only 
satisfies the QoS requirement but also balances the traffic on each overlay link for each overlay 
node pair. Such adaptive routing approach can reduce the influence of overlay traffic on non­
overlay in the network. When an OB realises that capacity of current overlay link is not able to 
complete service, an alternative overlay path that has been pre-registered with it will be used to 
avoid performance degradation. In addition, all OBs are organised as hierarchical architecture in 
the OSN to reduce unnecessary control message overhead, as Figure 2-14 shows. This 
hierarchical structure can be organised manually or self-constructed by the OBs with a top-down 
hierarchy (TON) approach [30]. In other words, node clustering follows several guidelines: 1. 
Cluster all OBs based on distance (e.g. in the same AS or close physical distance), 2. Group two 
OBs that have multiple overlay links connecting with each other. In Figure 2-14, we can also 
clearly see that multiple cluster OBs are grouped into different level, such as level-1, level-2, and 
level 3, for achieving distinct function support level. Based on simulation-based results, QRON
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demonstrated a QoS-satisfaction rate has 20%~ 30% improvements, while a better balance load 
situation can be achieved simultaneously in the Internet environment.
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2.6 Application-Level Traffic Optimisation (ALTO)
2.6.1 Introduction
With the changing of content format from static metadata to real-time user-oriented content, 
distributed content delivery technology such as P2P is a distributed service that has been enjoyed 
by millions of customers across the Internet. Compared with tradition centralised content 
distribution [48], a large number of data units (often called “chunks”) is exchanged directly 
between end-users, rather than from dedicated central servers. In such a distribution approach the 
desired content can be downloaded from many different end-nodes so as to improve scalability 
and utilisation and reduce the possibility of a single point of failure. However due to invisibility of 
the underlying network, such content distribution approaches randomly or selfishly select 
destination nodes to exchange data based on their own measurement, e.g. end-to-end delay, which 
may result in a suboptimal decision. In addition, until now, there has been no mechanism to share 
network information from underlying network to applications.
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As a result, network capacity for other types of services, such as conventional web-based 
applications, may be impacted due to resource competition with this large volume of P2P traffic. 
Furthermore, unlike the centralised approach (e.g. CDN) where content servers are statically 
provisioned in the network for providing content delivery services, nodes in the P2P distributed 
paradigm have highly dynamic behaviours. From a network point of view, such ad hoc peer 
selection by end users makes it difficult for operators to capture the traffic patterns within their 
networks. As such, solely relying on a static traffic matrix in order to perform traditional 
application-agnostic traffic engineering (AATE) does not seem to be practically effective. This is 
especially true when P2P-based content flows dominate the overall network traffic, as is the case 
in some ISP networks [5, 8]. In addition to TE, although simply blocking all P2P traffic may be an 
alternative for network provider to manage greedy P2P traffic, such decisions may significantly 
impact the market reputation of the ISP, given the popularity of P2P services used by their 
customers today. Therefore an optimisation option at the application level - ALTO, proposed in [6] 
in recent years - aims to intelligently select partners based on underlying network information 
provided by network providers, e.g. ISPs. Both distributed applications and network providers can 
benefit from such new optimisation architecture.
In this section we are going to describe the ALTO framework in architecture, protocol, and a 
simple use case.
2.6.2 Architecture
According to [6], an ALTO server is introduced as a dedicated network manager to provide the 
network information from the perspective of a domain which can be an Autonomous System (AS), 
an ISP, or a set of ISPs. Figure 2-15 shows a typical ALTO architecture where the ALTO server 
prepares different levels of network information for ALTO client, and ALTO client makes use of 
ALTO Service Discovery (SD) to look for an ALTO server in the network. An ALTO protocol is 
used to get network information from ALTO server to ALTO client. The detail of the ALTO 
protocol is discussed in next section.
Generally speaking, the network information provided by ALTO service to ALTO client consists 
of static network information (which can be network topology, provisioning policy, and routing 
protocols) and dynamic network conditions such as maximum link utilisation and link latency. It 
should be mentioned that dynamic network conditions are updated periodically at various time- 
scales based on operator’s configuration. In addition, for privacy, certain network information can 
be converted into a blind cost weight and conveyed to client based on the predetermined 
agreement between ALTO server and client.
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It should be mentioned that ALTO servers can exchange information with each other whether 
either within the same domain or different domains. Such mechanism is in place to adjust and 
improve ALTO service to provide more accuracy network information for ALTO client.
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In the ALTO architecture, another core part is how to rank the peer that is better than others from 
the network perspective. According to [11], such rating criteria can be classified as topology- or 
connectivity-related properties. We provide a brief overview of which network metrics can be 
used to decide the ‘best’ partner peers. Firstly, distance-related criteria are AS hops, geographical 
distances, and router hops. Such information can be used to reduce bandwidth consumption, 
specifically on some crucial network links (e.g. inter-AS links) [13]. Performance-related criteria 
are also important to optimise peer selection, for example maximum link utilisation, overall 
network cost, and maximum round-trip time (RTT). When such metrics are kept as small as 
possible, it means that network load is balanced and potential congestion is avoided.
2.6.3 Protocol Overview
Figure 2-16 shows all services provided by ALTO protocol [11] that uses an extensible 
framework to provide network information and condition from ALTO server to ALTO client. 
Generally speaking, ALTO protocol is built on a common transport protocol and can provide 
server information service, map service and ALTO information service. ALTO information
27
Chapter 2. Literature Review
service includes another three main services: map filtering service, endpoint property service, and 
endpoint cost service.
Firstly, server information service lists the details of the information that can be offered by an 
ALTO server, for example the operations and cost metrics supported by the ALTO server. Such 
information can be updated, and then sent to ALTO clients periodically. Specifically, map 
filtering service benefits ALTO client from filtering query results at the ALTO server with 
appropriate parameters since it efficiently reduce unnecessary network bandwidth or CPU 
computation consumption. Endpoint property service allows ALTO clients to find properties for 
each endpoint directly, e.g. network location or connectivity type. A relevant cost or ranking 
information on each endpoint is generated by endpoint cost service, which enables ALTO server 
to convey numerical costs or ranking level information amongst endpoints. Finally, the map 
service conveys information to ALTO client in the form of a network map and cost map, for 
instance, the network map consist of a set of network location grouping information and endpoints 
contained within each grouping, and related costs between such defined groupings.
Server
Information
Service
ALTO Information Services
Map Endpoint Endpoint
Filtering Property Cost
Service Service Service
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2.6.4 Use Case
In this section we describe a use case of ALTO architecture based on [11]. This is a simple 
example of how to implement an ALTO framework into a real network application, such as a P2P 
overly network.
According to current implementation of most P2P systems, they usually deploy several dedicated 
trackers to manage swarms and assist peer selection for each requesting peer. Peer selection
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algorithms are based on a variety of information to achieve application-level requirements in 
different P2P systems, e.g. end-to-end delay. ALTO information can be used by such tracker as a 
complementary condition to rank partner peers so as to improve both network resources utilisation 
and application performance. Due to the fact that each P2P tracker has to process a large number 
of requests from peers, such ALTO information (in terms of network information and condition) 
can be locally stored and provide benefit to the requesting peers that are in the same aggregation 
of network location.
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Server <--------------------------------------- ► (ALTO Client)
Peer A
Peer Z
2. Send Request
3. Selected 
Peer List
4. Connect to 
Selected Partners Requesting
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Figure 2-17 shows an example in which a P2P peer tracker is implemented within an ALTO
framework for selecting partner peers. The procedures are listed as follows:
1. A P2P peer tracker periodically requests the network information (in terms of network map 
and cost map) from the ALTO server using a network map query protocol. It should be 
mentioned that such information is swarm-based or locality-based, e.g. same content or same 
geographical location.
2. A new P2P peer or existing peer requests a list of available partner peers from the P2P tracker. 
Live partner peers are those that hold the desired content and are available to exchange 
content with other peers.
3. A P2P tracker computes a list of live partner peers based on the network information received 
from ALTO server and return this list to the request peer. It is possible that this computation 
is not invoked repeatedly for the same aggregation of network location so as to handle a large 
number of requests in reasonable response time.
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4. Request peer connects to the ‘best’ peers selected by P2P tracker (or ALTO client in some 
cases).
In some special situations, when the P2P peer tracker return peer lists to different P2P request 
peers distributed across multiple domains or ISPs, additional information between multiple ALTO 
servers is needed for increased ranking accuracy.
2.6.5 Discussion
The key idea of ALTO [10, 11] is to disseminate necessary information about the underlying 
network to the application, typically P2P-based ones, for assisting intelligent endpoint (peer) 
selection and achieving a win-win situation between the application and the network. A dedicated 
ALTO server [11] is responsible for providing network information to the peer selection decision­
making engine at the P2P side, for instance application peer-tracker. It should be mentioned that 
ALTO server is only used to gather network information and condition, and convey it to ALTO 
client or third party for a network-awareness optimisation at the application level. On the other 
hand, ALTO server can also take part in peer selection e.g. guidance message calculation, and 
return peer lists to requesting peers directly without dedicated tracker in structured P2P overlay 
network (e.g. DHT-based P2P system).
In addition, caching as another option that can further improve traffic optimisation at the 
application has been considered in [10]. Cache technique has proven that a significant amount of 
network resources can be saved and improve quality of service. However, the cache needs to use 
the same protocol as P2P application so that each caching solution is required to implement 
distinct protocols for a variety of P2P applications. In [10], one feasible solution is to implement 
the most popular protocols and support related applications in the caching solution, for example 
HTTP and BitTorrent [1], It should be also noticed that ALTO and caching are orthogonal, which 
means that ALTO is supposed to direct the requesting peer to nearby caching node where it can 
provide user an even better application performance.
Due to privacy consideration, ISPs may consider carefully how much network information can be 
provided to applications and evaluate the corresponding risks. Usually, the overly fine-grained 
information provided by ISPs to applications can achieve efficient network and application 
performance improvement, but it may make it easier for attackers to infer network topology and 
even more information (e.g. ISPs’ operational policy, inter-ISP business relationships). One the 
other hand, providing overly coarse-grained information may not benefit both sides. Therefore, 
this open question of how to achieve trade-off between system performance and security has been 
discussed by relevant researchers [11].
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The focus of this thesis is cooperative and non-cooperative P2P and ISP interactions. Therefore, 
due to page limit, we do not discuss cache and security problems of ALTO framework. Further 
information can be found in [6].
2.7 ALTO-based Enhancement of P2P Systems
2.7.1 Oracle Service between ISPs and P2P Systems
As we discussed, if ISPs unintelligently limit P2P traffic flow, this may lead to a bad reputation 
among users as the popularity of using P2P applications grows. How to make deal between ISPs 
and P2P systems for an increasing number of P2P traffic becomes an interesting question. A few 
years ago, [5] proposed a feasible solution - “Oracle Service” which is for ISPs to deploy several 
Oracle servers to provide certain services such as ranking the potential cooperating peers based on 
available network status and related requirements. With an Oracle Service ISPs not only can 
directly influence the P2P routing decision based on available network resources but also can 
simply optimise the traffic on some crucial links, for example inter-domain traffic between 
multiple ISPs. On the other hand, the benefit for the P2P system is they can have more accurate 
network information provided by ISP to improve the performance of the application smoothly. 
Aggarwal et al [5] finally evaluated this idea using both simulator and test bed (SSFNet and 
Gnutella). The results indicate the P2P traffic can be directly influenced with ISP tuning via 
Oracle Service, while cross-ISP traffic can be reduced significantly without system degradation at 
P2P side.
2.7.2 Reducing Cross-ISP P2P Traffic in a Practical Approach
By studying [49] and [5], we have seen that arbitrary peer selection strategy generates a 
significantly proportion of cross-ISP traffic. Aggarwal [5] proposed a feasible solution to deal 
with such issue in a theoretic model. Based on this proposal, Choffnes et al [50] proposed a 
practical approach to reduce cross-ISP traffic in a practical way where the requesting peer can 
find and select localised partners in the P2P system. This localised partner can be a peer located 
within the same AS or ISP, or within short physical distance, or close network distance (in terms 
of router/AS hops). The biggest challenge on locality-based peer selection is how to determine 
which peers are located in same autonomous system (AS) in the real application. In [50], author 
proposed a practical solution that works as follows: a new peer first contacts a CDN server and 
then communicates with the ‘best’ partner peers based on the DNS redirection function in the 
server. Specially, Choffnes et al assumed that two peers are close (e.g. low latency between them) 
if they are redirected by same CDN server, and automatically group these two peers in one logical
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domain. Unlike the Oracle service approach of [5], this idea does not require new infrastructure or 
protocol to be added into the network so as to increase feasibility. In addition, the routing path 
selected based on this approach that has lower loss rate (33%) than that in random selection 
scheme. Furthermore, the average download rate can be improved by 207% according to the 
simulation results.
In summary, CDN-localised-based peer selection strategy has a significant improvement in 
reducing cross-ISP traffic, compared with random peer selection scheme. As the number of users 
increases, the probe and redirection overhead would however increase dramatically. In addition, 
further requirements such as QoS may not be able to be achieved by such architecture.
2.7.3 Proactive Network Provider Participation for P2P (P4P)
Proactive network provider participation for P2P (P4P) is proposed by Xie et al [9] to address P2P 
traffic management problem. This work is also supported by Comet, a large broadband Internet 
service provider in the America. Generally speaking, the P4P is able to optimally consume 
network resources for supporting generic P2P applications. In the P4P framework, the distinct 
objectives of ISPs and P2P systems are decoupled and realised in a distributed fashion by 
exchanging P4P-distance that can be defined in various ways such as locality information (e.g., in 
terms of OSPF link weight) or network status (e.g. congestion information). This P4P-distance as 
interface is shared between an iTracker which is dedicated server that provides peer information 
on how ISP's network is configured and application tracker. Figure 2-18 show an example of 
iTracker interfaces and information flow. The authors also mentioned that an enhancement can be 
achieved by defining policy or capability interface in the iTracker part to further optimise P2P 
traffic at the application layer via collaboration with ISPs. Figure 2-19 shows the structure of P4P 
that is another typical use case of implementing ALTO. Through a trial of Pando network in the 
Comcast network [51] in July 2008, P4P iTracker has shown that it can reduce outgoing Internet 
traffic by an average of 34% while increasing global download rate by around 15% and Comcast 
download rate by about 85% [52].
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2.8 Game-theoretic Interaction on Internet Environment
2.8.1 Introduction
As far as ALTO and TE has been considered, both of them are designed to improve network 
resource utilisation and application performance in the Internet environment, but in distinct 
operational level (e.g. ALTO is run in the application layer, but TE is implemented in the network 
layer). Therefore we reviewed several studies [53, 54, 55, 56] that respectively introduce the basic 
concept of game theory, analyse the interaction between two entities which can have same 
objective/different optimisation approaches, and different objectives or the same optimisation 
approaches. It should be mentioned that these literature reviews are not based on P2P-related 
interaction, but the core ideas of interaction, mathematical modelling, and analysis approach in 
networking which can be regarded as foundation knowledge and give us an overall picture on how 
to model and analyse non-cooperative/cooperative interaction using a game-theoretic model.
2.8.2 Game Theory
Game theory is a mathematical concept for modelling strategic situations in which each entity 
selects strategies sequentially that are based on the decision made by other entities. It is to analyse 
interaction among a group of people and is often used in areas such as economics, management 
and sociology. Generally speaking, a broad game theory concept includes cooperative or non- 
cooperative, symmetric or asymmetric, zero-sum or non-zero-sum, and simultaneous and 
sequential games, the details of which can be found in [53]. It is worth mentioning that we only 
consider a two-player non-cooperative non-zero sum game for our research in this thesis. It means
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that two players during the interaction make decision independently (non-cooperative), and 
gains/losses of each player are either less than or more than zero (non-zero sum).
2.8.3 Best-reply Dynamics between Two Entities
First of all, there is some effort that has been made on the analysis of the interaction between 
traffic engineering and overlay networks in the past few years. As an example, Qiu et al. [54] 
introduced and investigated the interaction between selfish routing and two distinct TEs -  OSPF 
and MPLS TE optimisers. Based on the simulation results, they demonstrated that selfish routing 
can reach a low latency performance at the expense of increased congestion on certain network 
links due to misaligned objectives and interaction between selfish routing and TE. In [55], a 
game-theoretic analysis between TE and overlay network has also been studied, where the overlay 
and the TE optimiser decide how to route the data on the overlay and underlay network 
respectively based on their distinct objectives. Figure 2- 20 shows a generic interaction process 
between overlay optimiser and the TE optimiser in the Internet Environment. Liu et al. [55] 
proved that there exists Nash equilibrium point (NEP) between overlay routing and TE based on 
mathematical analysis and experiments, while TE cost changes as a function of the percentage of 
overlay traffic. The worst case of TE performance is at the place where overlay traffic accounts 
for half of the total traffic. Moreover, Jing et al. [56] analysed a best-reply dynamics between 
traffic pull-over selections from content servers and TE, where two different scenarios were 
discussed -  non-cooperation cases and sharing information case. With an illustrated example, 
their work not only proved Nash equilibrium existing, but also showed the efficiency loss existing 
under such interaction, author thereby proposed a joint design that achieves Pareto optimality for 
TE and content provider by use of an improved Nash Bargaining Solution. In addition, 
DiPalantino et al. [57] investigated a situation in which users of network select the source of 
content, and the TE decides how to route the traffic over network in pure mathematic analysis. He 
proved the existence of equilibria, and presented a setting where equilibria are socially optimal.
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3.1 Introduction
With the dramatic growth of Internet traffic carried by ISP networks, efficient provision of 
appropriate bandwidth resources has become a key issue. During the past decade, Traffic 
Engineering (TE) techniques have been investigated for achieving optimised network resource 
utilisation [7]. As we discussed in chapter 2.4, online/offline fP/MPLS-based TE has been 
extensively researched in the community. The basic TE strategy is to perform optimised routing 
and traffic forwarding within the network in order to achieve the desired network performance 
targets, e.g. load balancing or network cost reduction. Optimised traffic delivery paths are 
computed based on the mapping of the static long-term traffic demand (i.e. the traffic matrix - TM) 
onto the underlying network topology. To do this, the network operator needs to accurately 
predict the overall traffic demand between all ingress and egress routers, for instance based on 
Service Level Agreements (SLAs) established with customers and also from long-term traffic 
measurements.
Nevertheless, with increasing number of end-users using new content delivery technologies (e.g. 
P2P) over the Internet, network operators are aware of difficulty in capturing traffic patterns with 
a conventional approach in the networks. The uncertainty in determining communication 
endpoints is the key challenge for operators in dealing with traffic flows incurred by such P2P 
applications as these are under the control of end users. Specifically speaking, with new content 
distribution paradigms that involve source selection, e.g. anycast-based content server selection 
and P2P-based peer selection, given the selfish and dynamic behaviour of content consumers who 
only take into account application-layer requirements, the overall traffic demand has become 
much more difficult for ISPs to forecast. This is particularly true given the popularity of P2P 
applications and therefore the high proportion of P2P traffic in the overall traffic mix. First of all,
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different P2P systems may apply different peer selection algorithms, and moreover, the decision 
on which active peers to select for content swarming depends on a wide variety of factors, such as 
(instantaneous) content chunk availability, peer reputation, up-link capacity etc. In addition, chum 
caused by frequent peer joining and leaving during application sessions introduces extra 
complexity. From a network point of view, such ad hoc peer selection by end users makes it 
difficult for operators to capture the traffic patterns within their networks. As such, solely relying 
on a static traffic matrix in order to perform traditional application-agnostic traffic engineering 
(AATE) does not seem to be practically effective. This is especially true when P2P-based content 
flows dominate the overall network traffic, as is the case in some ISP networks [5, 8]. On the 
other hand, inefficient provisioning of network resources at the ISP side will also reduce the 
quality of service (QoS) for end users, resulting in lose-lose situations for both sides.
As we have discussed, more recently, proposals have appeared suggesting cooperation between 
applications and the underlying ISP network in order to achieve “win-win” solutions. Relevant 
efforts were originally triggered in the P2P research community, with peer selection functions 
designed to be more intelligent by taking into account the underlying network conditions [5, 9], 
Such ideas have been integrated into the Application Layer Traffic Optimisation (ALTO) 
framework that is being investigated by the IETF [10, 11]. The specification of the ALTO 
framework in detail can be found in chapter 2.6: Generally speaking, a dedicated ALTO server 
maintained by the ISP is responsible for providing necessary network information to applications 
(such as P2P overlays) for supporting ISP-friendly peer selection. Fundamentally, the ALTO- 
based traffic optimisation is no longer completely ISP-centric, as is the case with traditional 
AATE. Instead, traffic optimisation is “indirectly” enforced at the application layer, rather than by 
the ISP itself manipulating traffic delivery paths. Such paradigms open a new dimension in traffic 
optimisation that has been traditionally performed only through routing and forwarding within the 
network. In this case, efficient network-aware (host-level) endpoint selection at the network edge 
can make a key contribution.
It is not difficult to infer that the effectiveness of the two approaches depends largely on the 
proportions of the individual flow ingredients. For those ISP networks in which P2P content flows 
constitute the majority of traffic, ALTO can be more powerful, given that the overall traffic 
distribution can be significantly influenced through the careful selection of partner peers. On the 
other hand, if non-P2P traffic dominates the network, then the traditional AATE techniques based 
on routing and forwarding within the network could be more effective, as the overall traffic 
distribution is not significantly affected by peer selection. Interestingly, the proportion of P2P 
traffic varies dramatically from one ISP network to another [8], and this directly influences the 
corresponding resource optimisation strategy to be adopted in different environments.
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In this chapter we try to answer the following important questions concerning how to “position” 
the role of ALTO-based approaches in operational ISP networks for traffic optimisation:
• What exactly is the behavioural interaction between ALTO and AATE if both are 
simultaneously but independently applied to operational ISP networks?
• How can different P2P overlay policies and objectives influence the overall network 
performance under joint traffic control by ALTO and AATE?
• What is the impact of the proportion of P2P flows in the overall Internet traffic on the 
network and application performance when ALTO and AATE interact with each other in a 
cooperative or semi-cooperative manner?
It is important to note that, with the coexistence of ALTO and AATE, traffic patterns are 
influenced by the decisions of two independent autonomous entities: the application provider (the 
P2P overlay) who is responsible for performing ALTO2, and the underlying ISP who is 
responsible for performing AATE. In comparison with the AATE objective which tries solely to 
optimise use of the overall network resources at the ISP side, the definition of objective(s) for the 
P2P overlay is more complex. We consider the following three scenarios in this chapter: (1) the 
P2P overlay is fully-cooperative with consistent objectives as AATE, and does not take into 
account any application-layer requirement; (2) the P2P overlay is semi-cooperative, meaning that 
peer selection decisions are based on both network performance and application-layer 
requirements such as end-to-end delay between peers; and (3) the P2P overlay \s non-cooperative, 
in which case peers are selfishly selected only according to application layer requirements; this 
scenario can also represent the situation where ALTO is not present.
Through analysis of different cooperative style P2P overlays interacting with AATE in the 
network, we can have a big picture of the future development of intelligent Internet P2P traffic 
management and TE paradigms.
3.2 ALTO and AATE Interactions
As mentioned previously, we model the ISP (with AATE) and the P2P overlay (with fully-, semi-, 
or non-cooperative behaviours) as two autonomous and rational players who play best-reply 
dynamics: the players are assumed to operate in rounds, and each player chooses the best response 
based on the other’s decisions in the previous round. Specifically, AATE aims to optimise the 
overall network performance through adjusting routing and/or forwarding decisions of customer
2 M ore exp licitly , here the concept o f  “A L T O ” refers to the application layer traffic optim isation  enforcement at the P2P  
side, rather than the actual A LT O  server or protocol at the ISP side.
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traffic (including both P2P flows and non-P2P background traffic without differentiation) at the 
network layer. The changed routing/forwarding behaviours made by AATE to the P2P traffic are 
then taken as input by the P2P overlay to take further actions. In the fully-cooperative case, the 
P2P overlay, assisted by the ALTO server and protocol, aims to exploit opportunities (by 
reselecting partner peers) for further improving the network performance which could not be 
achieved through routing or forwarding optimisation by AATE in the previous round. In the semi­
cooperative case, the P2P overlay considers the best trade-off between application-layer 
requirements and network performance according to its own strategy. Finally in the non- 
cooperative case, the P2P overlay selfishly performs peer reselections according only to its 
application-layer objectives, especially for those peers whose performance has been affected by 
the previous AATE action due to route changes. As a result, the overall traffic performance can be 
affected by the adverse impact from the non-cooperative P2P overlay. As mentioned before, the 
scenario may also represent the situation where ALTO is not available.
Best-Reply Peer Selection Paradigm
Dynamics (Fully-, Semi-, Non-coopertive)
Peer Selection 
Decisions
P2P System
4 r' Network Information
Routing Decisions 
of P2P Traffic 
Demands
P2P Traffic 
Demands
ALTO Server
Route Configurations 
(P2P + non-P2P Traffic)
Non-P2P Traffic 
Demands
Internet Service Provider
Application-agnostic Traffic Engineering (AATE)
F igu re 3-1: Itera tive  In teraction  betw een  A A T E  and  P 2P  O verlay
The peer reselection action taken by the P2P overlay may further influence the overall traffic 
distribution within the network, possibly requiring further AATE operations from the ISP point of 
view. This is typically the case for semi- and non-cooperative cases where the objectives of the 
two players are inconsistent or even conflicting with each other. As a result, multiple rounds of 
bargaining interactions between the P2P overlay and AATE can be conceived. Throughout such 
an iterative process, the P2P overlay and AATE adjust their own decisions according to each 
other’s input from the previous round. Figure 3-1 shows a generic interaction process between the 
ISP and the P2P overlay: The ISP maintains an ALTO server responsible for disseminating the
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necessary network information to the P2P overlay in order to assist optimised application-layer 
peer selection operations. Such information is taken into account by the P2P overlay if it follows 
the fully- or semi-cooperative strategies. Regardless of specific strategies at the P2P overlay, the 
P2P traffic pattern is changed following peer reselection, and this becomes the new input for the 
AATE to re-optimise network resources. After AATE has modified routing/forwarding decisions 
within the network, e.g. through re-optimisation of splitting traffic onto different forwarding paths, 
the P2P overlay may further react to such a change according to its own objectives. In section 3.3, 
we formally model specific P2P overlay policies and generic AATE operations, as well as their 
interactions.
3.3 Network and P2P Policy Modelling
In this section we first describe the generic network and P2P overlay models and the specification 
of three distinct P2P overlay behaviours (non-, semi-, and fully-cooperative). The objectives and 
operations of AATE are then presented. We finally specify a theoretical analysis of best-reply 
dynamics between generic P2P overlay behaviours and AATE in the network environment.
3.3.1 Network & P2P Overlay Models
We consider a physical Point-of-Presence (PoP) network topology that is modelled as a 
unidirectional graph G = (N, A), where A  is a set of PoP nodes and A is the set of inter-PoP links. 
Each physical link aEA  is associated with a bandwidth capacity Ca. The tuple <i,j>  is defined as 
a PoP node pair where i, y E A  refer to a source and a destination PoP node respectively. 
According to our modelling, each peer is associated with one of the PoP nodes in the PoP-level 
network topology. The routing of both P2P traffic and non-P2P background traffic is determined 
by AATE without any differentiation. Following the common practice of ISP network design, 
bandwidth resources within a single PoP are usually highly over-provisioned, so we only focus on 
bandwidth resources on inter-PoP links in A. This means that if multiple inter-connected 
neighbouring peers are clustered within the same PoP, then the associated bandwidth consumed 
by their local peering connections is ignored. Since the overall network traffic consists of both 
non-P2P background traffic and P2P traffic, let /^p and /,np2p denote respectively the P2P traffic
demand and the non-P2P background traffic demand from PoP node i to j .  Let ty be the total 
traffic demand, +/,np2p. The parameter f*. (0< /^  <1) is defined to be the traffic splitting
ratio, computed by the AATE optimisation engine, on each inter-PoP link a E A for the overall 
traffic demand from PoP node i to j  (i.e. f,j). Specifically, AATE changes the routing/forwarding
matrix M = {f,j}  for the entire network traffic, including both P2P and non-P2P flows to improve
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network performance through (re-) optimizing traffic splitting ratios across multiple forwarding 
paths (see sections .3.4 for more details).
Now we specify the P2P overlay model in which each peer is associated with one of the PoP 
nodes in the network topology. Without loss of generality, we consider multiple simultaneous P2P 
sessions running over the network, with each session containing a distinct set of active peers 
sharing the same content. If one end-user participates in multiple P2P sessions, these are treated 
separately. Let V denote a set of active peers physically attached to network G. Each client peer in 
a P2P session z  needs to connect to a set of partner peers from all available peer candidates in 
session z  (denoted by V(z)), and download content from them at certain transmission rates. In this 
case the actual partner set for a specific client peer u (denoted by Vu(z)) is effectively a subset of 
all the available peers in session z, i.e., Vu(z) ç  V(z) çz V.
3.3.2 Non-cooperative P2P Overlay Policy
A non-cooperative P2P overlay aims to exclusively optimise the performance experienced by end 
users, for example reducing end-to-end delay between interconnected peers. According to [13], 
end-to-end delay, which is of interest to P2P applications, can be often determined by the physical 
network distance (propagation delay) between PoP nodes in well over-provisioned networks. As 
far as each pair of interconnected peers is concerned, if the P2P flow is split , across multiple 
physical paths, then the actual end-to-end delay between them is the one associated with the 
longest delay path. Let da be the delay on physical link #e  A, and the delay between a PoP node 
pair be the sum of the delay associated with each link constituting the longest path between them. 
The selfish objective by the non-cooperative P2P overlay can be formulated as:
min 'Z 'Z  Z  2 X C  (3 1)
z u veVu( z ) a e A
where Y “v is the binary mapping coefficient, equal to 1 if link a constitutes the longest path from
PoP node u to v, and is equal to 0 otherwise. As such, it can be seen that the ultimate goal of the 
non-cooperative P2P is to minimise the overall end-to-end delay for individual peers at the 
application layer, without taking into account any network requirements or conditions.
3.3.3 Semi- and Fully-cooperative P2P Overlay Policies
Thanks to the ALTO proposal, cooperative P2P paradigms have become possible. As such, 
network conditions can be taken into account in order to assist intelligent peer selection at the 
application level. In this section we consider two distinct scenarios in the context of cooperation: 
semi- and fully-cooperative P2P overlays. Specifically, the semi-cooperative P2P overlay aims at
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multiple objectives concerning both network resource optimisation and application-layer P2P 
performance when performing peer selections. The fully-cooperative P2P overlay follows exactly 
the same objective as defined by AATE for optimizing network resources, but without 
considering at all the application layer requirements. Although it is yet unknown whether P2P 
applications will be willing to apply the fully-cooperative policy in practice, this scenario can be 
certainly used as a reference point for evaluating the performance of other cases.
Let us first look at the semi-cooperative scenario: on the P2P side, the objective is to reduce the 
overall delay between the interconnected peers, which is the same as Eq. 3.1 in the non- 
cooperative case.
On the ISP side, we use the metric pUtV to denote the interface variable for optimizing network 
resources (known as P4P p-distance interface in [9]) that is computed by ALTO server based on 
the underlying network information, and then provided to P2P overlay for assisting ISP-friendly 
peer selections. With pUtV and a weighting coefficient f  (/?>0) indicating relative weighting of the
two potentially conflicting objectives, the P2P side’s objective function shown in Eq. 3.1 is 
extended for the semi-cooperative case:
min Z Z  L  ( Œ X O  + lA ,.)  <3'2)
z  w v e K „ (z )  <76/1
Now we specify howp„,v is used here in order to include the AATE objective at the ISP side. In 
this semi-cooperative model we consider how to minimise the overall M/M/1 based network cost 
[53]. Such optimisation is computed by the ALTO server with the necessary knowledge on the 
network status. For traffic demand modelling, let bta and p ta be the overall non-P2P background 
traffic and P2P traffic over the physical link a respectively, which can be expressed as:
K = Z  Z  CP2%  (3-3)
/s JV yeJV\{/}
K = z  z  ' (3.4)
i e N  j e N \ { i )
Following the same fashion as the M/M/1 network cost function defined in [54], we regard 
la = - — —yas the cost of transmitting a single packet on each physical link a. This assigns a
lower cost to those links that have more spare (unused) capacity). The objective function on the 
network side is then defined below and is same as the objective of AATE in section 3.3.4 
(minimizing overall network cost).
min ] [ % + ; # , ) / ,  (3.5)
<76/1
subject to (bta+pta)< Ca (3.5.1)
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According to [9], we can decompose the problem (Eq. 3.5) separately by introducing a dual 
variablep a for constraint (5.1) to construct a Lagrange dual function, so that Eq. 3.5 can be turned
With equations (3.6) and (3.6.1), we can follow the same technique applied in [9] to update^  and 
exchange v = ^  p aY°v between P2P overlay and ALTO server for both sides’ optimisation.
Finally, we specify the modelling of the fully-cooperative P2P overlay scenario that follows the 
same objective as AATE, i.e. to minimise network cost, but without considering any application- 
layer P2P performance. An interface variable p„,v also needs to be provided from the ALTO 
server to the P2P overlay for peer selection operations. However the calculation of p„,v is solely 
based on the network requirement reflected by the AATE objective. Since this P2P overlay policy 
does not take into account any application-layer requirement such as end-to-end delay, the 
objective function for the fully-cooperative P2P policy can be simply expressed as:
3.3.4 Application-agnostic Traffic Engineering
AATE operations are applied by ISPs in order to optimise the overall network performance, such 
as minimizing overall network cost. Thanks to network monitoring techniques, an ISP typically 
has full knowledge of network status and the estimated overall traffic volume between individual 
PoP pairs. Again, we emphasise that AATE aims to optimise the overall network performance 
rather than any specific type of traffic.
As we mentioned previously, we consider consistent objectives/cost functions between AATE and 
the fully-cooperative P2P policy at the network side. As far as AATE is concerned, we still use 
the M/M/1 network cost function, but represent it in a different manner for the ease of describing 
the ISP-centric AATE operations. A generic AATE function, x(-) is a non-negative, convex, and
increasing function of the link load (M/M/1). Given the traffic demands between individual PoP 
node pairs, the overall traffic load Ta on the physical link a eA  is the sum of all bandwidth 
demands of flows over this link, including both P2P traffic and non-P2P traffic, i.e. Ta = bta+pta- 
From the AATE point of view, Ta is also equal t o ^  J  . The objective of AATE is to
compute an optimised value of the splitting ratio between each source-destination PoP node
into:
X  Pa (bta - C J  + m in 2 (p 0+/a )ptt (3.6)
subject to pac a = 1, > 0 (3.6.1)
(3.7)
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pair / and j  on each link a in order to minimise the overall network cost. We formally model the 
AATE optimisation function as follows:
min AATE = ^ * (r„ ,C „ ) = Z„r„ (3.8)
aeA
V  Z = J
subject to s i. %  2  t , X  =
a:d(a)=z a:s(a)=z
I J -
(3.8.1)
0, otherwise
where V z, i, j e  N, and s(a) and d(a) are the head node and tail node of link a respectively. With 
this convex increasing function, we formulate the AATE objective as a convex optimisation when 
it has linear constraints. Global optimality can be reached through some classical algorithms such 
as feasible direction methods [58]. It should be also noticed that it is required that Ta < Ca in order 
to avoid a singularity point at Ta = Ca, as in [53, 54, 55].
The AATE algorithm we applied is based on the Frank-Wolfe (Flow Deviation) theory [58] for 
reducing the overall network cost through adjusting the traffic splitting ratio of each link between 
every PoP node pair. The detailed operation can be specified as follows:
Variables:/ =  { f ° j  },{y}c span {/7 } 3,P  represents a feasible solution region.
Cost function: m in]T£(/) subject to constraint (3.8.1)
We describe individual computation steps below:
1) Compute a "linear approximation" for k(f) based on an initial solution f q & Pat first iteration 
(q—1). This is done by evaluating the partial derivatives at /  :
min
subj ect to constraint (3.8.1)
2) If |V g (/9)*(>’ç ~ fq )  ^  the iteration is stopped and f q is optimal solution. Otherwise, go
to step (3).
3) Start from f  to search optimal solution along {yq — f q) direction on the line segment 
between y  and f q with a step size A . It can be written as:
m m h { fq + X{yq - f q))
subject to 0 < A. < 1
3 The span denotes the vector space derived by variable se t/
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4) Update f q+l -  f q +  A ( y q - f q )  and go back step (1) to start next iteration ( q  =  q + l ) .
3.3.5 AATE and P2P Overlay Interaction Analysis
In this section we model the interaction as best-reply dynamics, where each of the two rational 
players decides its own best strategy in response to the change of behaviour of the other player in 
the previous round. The AATE and the P2P overlay take turns to optimise their own objectives in 
this interaction.
The strategy space that is applied by AATE can be described as a set of feasible traffic splitting 
ratio configurations between each PoP node pair < i , j > .  We define S Te as strategy space for traffic 
engineer, which can be expressed as:
s r£ = <  { /: ,}  > (3.9)
On the other hand, the strategy space of the P2P overlay is a set of partner peers Vu(z) of every 
single client peer u that are selected from all available peers candidates V(z) in each session z. The 
non-cooperative P2P overlay selects the best partner peers to minimise the end-to-end delay 
among interconnected peers for each client in the session. Conversely, both network performance 
and user’s experience are jointly taken into account (with weighting) by the semi-cooperative P2P 
paradigm. Finally, a fully-cooperative P2P overlay selects peer based on network engineering 
requirements only, while sacrificing its own P2P performance at the application layer. A strategy 
space for P2P overlay Sp2p can be described as:
snF =< r„(z)....> (3.10)
In the beginning, based on the current traffic distribution AATE takes the first turn to optimise the 
traffic splitting ratio on every physical link in the network to minimise overall network cost, 
without any difference between P2P traffic and non-P2P traffic. Since the actual delivery paths of 
P2P traffic are changed by this AATE operation, the P2P performance (e.g. end-to-end delay 
between existing interconnected peers) may be affected. In particular, if some P2P traffic is 
shifted from one path to another longer one, the corresponding peers may experience higher end- 
to-end delay after such a change. In the non-cooperative case, in order to maintain the original 
quality of experience, the P2P overlay will reactively re-select some alternative partner peers (if 
they exist) within individual sessions in order to regain the original application performance that 
was affected by the path selection reconfigurations done by AATE. Such a reaction at the P2P 
side m a y  also occur in the semi-cooperative scenario, depending on the weighting coefficient 
between network and application objectives. Due to this reshuffling of peer connections in the 
P2P overlay following the previous round of AATE operation, the overall network traffic pattern
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may be changed significantly. As such, AATE may need to further readjust traffic splitting ratios 
in order to maintain its own objective in the next round. This is not the case for the fully- 
cooperative P2P overlay case where convergence can be reached since both parties follow exactly 
the same optimisation objective (see section 3.3.3). On the other hand, the non-cooperative P2P 
(or semi-cooperative P2P) and AATE take turns to optimise their own operational objectives 
according to previous decision of the other player, which can be modelled as:
{ f ,aj  }  =  arg m in TE(VU (z ) )
( M )  (*) (3 . 11)
K (z) = Kg min p2p({f°j})
(&+I) (k)
3.4 Experiment Setup and Test Scenarios
In this section we describe our simulation environment setup, including the underlying network 
topology and the setup of the P2P overlay. The simulation scenarios are then presented, together 
with the methodology that is used to evaluate the actual network- and application-layer 
performance.
3.4.1 Simulation Setup
We use the real PoP-level GEANT network topology [59] (as Figure 3-2 shown) and traffic traces 
in our simulation experiments. The GEANT network consists of 23 nodes and 74 unidirectional 
inter-PoP links according to data published in 2006 [13]. Each link has its actual link capacity up 
to 10 Gbps and IGP link weight setting. According to [13], the IGP link weight setting in GEANT 
is based on end-to-end latency, and hence customer traffic is effectively routed on the lowest 
delay paths. In addition, the actual GEANT traffic traces are obtained through the public dataset at 
[60].
The P2P traffic used in our experiments is synthetically generated according to the measured 
pattern of today’s popular P2P applications [3]. We consider 20 concurrent P2P channel sessions, 
with each channel attracting up to 1200 peers (specific numbers depends on the P2P traffic 
proportions under evaluation, see section 3.4.2). Hence altogether we consider up to 24000 peers 
that are distributed across the 23 PoP nodes in the GEANT network. The overall distribution of 
these peers in each PoP node is determined according to the actual population of each city (PoP), 
where larger PoP nodes have more peers assigned. Without loss of generality, our experiments 
include both popular channels and unpopular channels on the P2P overlay side. For each 
requesting peer, there is one primary peer partner which feeds on average three times as much 
content as other auxiliary ones, which is also based on the actual measurement results from [3].
45
Chapter 3. An Empirical Study on the Interactions between ALTO-assisted P2P Overlays
and ISP Networks
KEY
-  GÉANT/NORDUNET DF
-  N R E N D F
NREN DF (WITH 40G )
-  GÉANT LEASED 10G
-  NREN L E A S E D 10G
-  CBF  
GÉANT PO P  
NREN PO P  
CBF CP
GÉANT 10G Fibre Map 2009
F igu re 3-2: G E A N T  N etw o rk  (from  [59])
3.4.2 Sim ulation Scenarios
In our study, we define three distinct scenarios to analyse the interaction between AATE and P2P 
overlay. We consider the following three distinct traffic ingredient patterns: the overall P2P traffic 
demands is set to be low, medium and high proportion of the overall network traffic volumes, i.e. 
the P2P traffic accounts for 20% (low), 50% (medium), and 80% (high) of the overall network 
traffic. Such configurations are reasonable as it has been observed that the actual proportion of 
P2P traffic in the Internet varies significantly and it may peak at 80% [8], It can be inferred that 
AATE becomes the main driving force for optimizing the overall traffic load in the scenario of 
low P2P proportion, while ALTO’s impact on the overall network performance increases within 
higher P2P traffic proportion. We model the three distinct P2P overlay behaviours (non­
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cooperative, semi-cooperative and fully-cooperative) to interact with AATE for 100 rounds in our 
evaluation. AATE initiates the interaction processes, so that AATE takes a turn at every odd 
round and P2P overlay takes a turn at every even round.
Since the fully-cooperative P2P and AATE have consistent objectives in optimizing overall 
network cost, such a scenario is able to achieve the best result at network side, and hence it is used 
as the reference point to evaluate the network performance of the other two cases, including both 
overall network cost and maximum link utilisation (MLU).
= Non-cooperative (O .q  g ,  g to p  (3.12)
Fully-cooperative P2P (t)
= Semi-cooperative P2P (t) ; < 100) (3.13)
Fully-cooperative P2P (t)
In addition to network performance we also investigate P2P side performance, such as end-to-end 
delay that can be reflected by the IGP distance [13]. In this case, the non-cooperative P2P overlay, 
whose objective is solely to improve user quality of experience (reducing delay), can be regarded 
as the reference point to evaluate the application-oriented performance of the semi- and fully- 
cooperative P2P behaviours.
= Fully-cooperative P2P(t) ^  ^  f g  ^  (3.14)
Non-cooperative P2P (t)
= Semi-cooperative P2P(t) (1 < ,  < 100) (3.15)
Non-cooperative P2P (t)
3.5 Performance Evaluation
We first evaluate the performance at both the network and the P2P side in terms of overall 
network cost, MLU and end-to-end delay. Key observations are summarised towards the end of 
the section.
3.5.1 Performance Analysis
Figure 3-3 shows the overall network cost performance of the non- and semi-cooperative P2P 
interacting with AATE in three different P2P traffic proportions of the overall network traffic 
(across 100 rounds). These are the ratios relative to the fully-cooperative scenario (see Eq. 3.12) 
whose overall network cost converges after the 2nd iteration according to our results, thanks to the 
consistent objectives between the two entities. The fully cooperative case therefore always has a 
relative cost of 1.0. More specifically, following the first round AATE operation, the fully-
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cooperative P2P overlay continues improving the network performance, without leaving any 
space for the next round of AATE optimisation for any further enhancement. It is clear from 
Figure 3-3 that the overall network performance achieved by the semi-cooperative scenario is 
constantly better than the non-cooperative one, due to the more ISP-friendly objective. On the 
other hand, we can clearly observe the oscillation behaviour of the non- and semi-cooperative 
cases in Figure 3-3. The reason is that the interaction between AATE and the P2P overlay is 
processed in an interleaved manner where AATE first obtains the best network cost solution, but 
the outcome of the P2P selfish behaviour then leads to deteriorating network performance due to 
the inconsistent objectives with AATE. In response to the affected network performance caused 
by P2P overlay, AATE needs to re-compute the splitting ratios with the aim to regain the original 
performance. It is particularly worth mentioning that the oscillation degree (defined as the relative 
ratio between the maximum and minimum values across the 100 rounds) of the non-cooperative 
P2P becomes higher as the P2P traffic proportion increases (12%, 23% and 30% in the low, 
medium and high cases respectively). The reason for this situation is as follows. With the increase 
of the P2P traffic proportion, more peers have the opportunity to perform selfish peer (re-) 
selections according to their own end-to-end delay objectives. Such a significant traffic pattern 
change results in a larger optimisation space for AATE in the next round that aims to regain the 
original optimised performance. We can clearly observe that the high-degree oscillation remains 
across the entire 100 rounds due to the dynamics of the high P2P traffic proportion influenced by 
both the P2P overlay and AATE with conflicting policies. However the oscillation degree of the 
semi-cooperative P2P stays lower (10%, 8% and 9% in the low, medium and high cases 
respectively) than the non-cooperative P2P scenario, and does not become higher as the P2P 
traffic proportion increases in Figure 3-3. This phenomenon is also due to the more “close” 
optimisation objective in the semi-cooperative case in comparison to the non-cooperative one.
We now look at the relative performance gap of each specific policy across different proportions 
of P2P traffic. First of all, we can see that the overall network cost becomes higher for the non- 
cooperative scenario with the increase of P2P traffic proportion (on average 18%, 64% and 104% 
against the fully-cooperative scenario for the low, medium and high cases across the 100 rounds). 
Again, this outcome is expected: following a high number of non-cooperative peer reselection 
operations as it becomes more difficult for AATE to re-obtain the network performance achieved 
previously. This is in contrast to the semi-cooperative scenario which takes into account network 
objectives when performing peer reselections. As shown in Figure 3-3, the overall network 
performance does not change that dramatically across the three P2P traffic proportion cases (on 
average 12%, 34% and 29% on the low, medium and high cases respectively). In fact the 
performance gap between the semi- and non-cooperative scenarios becomes more significant with 
the increase of the P2P traffic proportion. This result indicates that, as far as network performance
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is concerned, the semi-cooperative policy is able to exhibit strong optimisation capability in those 
ISP networks where P2P flows significantly dominate the overall traffic.
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In addition to the overall network performance, we also show in Figure 3-4 the maximum link 
utilisation (MLU) dynamics. We choose this because MLU is another common metric that is often 
used to evaluate network performance. Similar oscillation perfonnance curves can be observed 
due to the same reason we mentioned before. Nevertheless, it should be noted that although both 
the network cost and MLU are popular metrics for evaluating network utilisation, they are not 
always consistent with each other. Again, the relative MLU for the fully cooperative case is 
always 1.0. In Figure 3-4, the degree of MLU oscillation for the non-cooperative scenario does 
not strictly follow that of the network cost. A possible explanation is that the MLU is not as 
“sensitive” as the overall network cost, as the utilisation of the most loaded link may remain the 
same despite the traffic dynamics elsewhere in the network that still influence the overall network 
cost.
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We now investigate the end-to-end delay for P2P sessions, a typical user-oriented metric, as 
shown in Figure 3-5. The same evaluation methodology is adopted as to the one used in 
evaluating network-oriented performance. However, here we use the delay o f the non-cooperative 
P2P case (Eq. 3.13) as the reference point, given it is expected to achieve the best delay 
performance due to the selfish behaviour at the P2P side, and therefore the non-cooperative delay 
is always 1.0. On the other hand, it is also important to note that, like the network cost, the actual 
end-to-end delay for the fully-cooperative scenario converges after the 2nd round as indicated 
before, while the reference curve from the non-cooperative case has oscillations. This is because 
the optimised delay achieved by the selfish peer selection can be significantly impacted by the 
follow-up AATE operation that aims at network resource optimisation. It is not difficult to infer 
that the next round of peer selections pulls back to a re-optimised delay. Once again, we observe 
that the degree of oscillation in medium and high proportion P2P traffic is higher than that in low 
P2P traffic.
Last but not least, an interesting finding from Figure 3-5(c) is that the “worst-case” (i.e. peak) 
delay of the fully-cooperative scenario is not significantly worse than that of the semi-cooperative 
one in case o f high P2P traffic. This observation appears to conflict with the intuitive view that 
the fully-cooperative policy biases too much to the network optimisation objective at the expense 
of P2P performance deterioration. According to our results, in those ISP networks that are heavily 
loaded with P2P traffic the fully-cooperative policy is preferable in order to result in improved 
network performance without impacting much on P2P application performance.
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3.5.2 Key O bservations
Based on our evaluations on the three different P2P overlay policies vs. application-agnostic TE 
in low, medium, and high P2P traffic proportion cases, we summarise the following key 
observations.
First of all, while it is intuitively desirable to perform simultaneously joint traffic optimisation 
across application- and network-layers, i.e. ALTO and AATE as complementary to each other, 
different policies adopted at the P2P overlay may result in dramatically different performance at 
both the network and application side. Due to the potentially conflicting objectives by the two 
independent entities, both the absolute performance (e.g. the actual values of network cost, MLU 
and delay) and their oscillation dynamics can be affected. As such, any future joint optimisation 
paradigms controlled by multiple parties/layers should consider both performance improvements 
as well as the overall system stability, as pointed out here.
Second, the performance at both sides can be also significantly influenced by the traffic type 
ingredients, for instance the proportion of P2P traffic that can be directly manipulated by the 
ALTO optimiser at the overlay side. Given the dramatically varying proportions of P2P traffic in 
different ISP networks, extra complexity can be introduced in cooperative traffic optimisation 
involving multiple autonomous parties across the entire Internet. Finally, it is easy to see that 
some trade-off between conflicting policies (e.g. the semi-cooperative scenario) are to be most 
likely to achieve desired trade-off between application and network-level performance, 
particularly in the scenario where P2P flows dominate the overall network traffic. Another
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interesting observation is that, although the fully-cooperative policy does not achieve as good 
application-level (i.e. delay) performance as the semi-cooperative one, the performance gap is not 
very big in case of high proportion of P2P traffic. Given the fact that the fully-cooperative policy 
has high capability in optimizing network performance, such a policy could be considered by the 
P2P overlay at the expense of moderate (i.e. less than 10%) worst-case performance deterioration.
3.6 Conclusions
Thanks to the ALTO framework, ISP-friendly peer selection approaches by P2P applications have 
become possible by taking into account underlying network performance. However, such 
solutions are intuitively not sufficient for optimizing the entire Internet traffic given the existence 
of different types of flows. With the dramatically varying proportion of P2P traffic across ISP 
networks, one important issue that needs to be investigated is how ALTO-assisted P2P traffic 
management may interact with traditional application-agnostic traffic engineering (AATE), given 
that both are necessary and complementary to each other. In this chapter we studied three distinct 
behavioural policies: non- (also denotes the situation where ALTO is not available), semi- and 
fully-cooperative that can be possibly adopted by the P2P overlay over the AATE operations 
performed by the ISP. Such interactions were modelled using round-by-round best-reply 
dynamics, according to the other entity’s behaviour in the last round. Our evaluation experiments 
based on the GEANT network data have yielded interesting results that can potentially shed light 
on future joint traffic management performed by multiple autonomous entities with their own 
policies. In particular, we have identified the following two major factors that need to be 
specifically considered when deploying such approaches: (1) the degree o f consistency in the 
optimisation objectives adopted by autonomous parties where some trade-off may be necessary, 
and (2) the specific proportion of P2P traffic that can be controlled by the application-layer 
optimiser. According to our results, these two factors may significantly impact the overall 
performance at both the network and the P2P application overlay.
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Chapter 4
4 Controlling P2P Traffic in ISP Networks 
Using Adaptive Bandwidth Limiting 
Policies
4.1 Introduction
The ALTO-supported P2P system has demonstrated that it not only benefits network resource 
utilisation when taking into account underlying network condition but also improves application 
performance such as reducing end-to-end delay. The ALTO framework is also being investigated 
in research community and deployed by ISPs in their networks for trials. P2P traffic has sharply 
increased in operational networks [61], and operators are seeking an intelligent solution in dealing 
with a significant amount of P2P traffic over the network. The reason is that other types of 
networked services such as conventional web-based applications may experience degraded 
Quality of Service (QoS) assurances due to the scarcity of bandwidth resources, given the 
overwhelming P2P traffic. In addition, such high volumes of P2P traffic do not create additional 
revenues for Internet service providers (ISPs). From a network point of view, ad hoc peer 
selection by end users makes it difficult for operators to capture the traffic patterns within their 
networks. As such, traditional traffic engineering (TE) that is agnostic to P2P traffic patterns may 
not be effective in practice. Therefore, today many ISPs tend to apply simple blocking/limiting 
approaches to eliminate, or at least reduce resource consumption by P2P flows. Nevertheless, 
simple blocking of P2P traffic may not be an appropriate option for ISPs because such operations 
may significantly impact the market reputation of the ISP, given the popularity of P2P services 
used by their customers.
Recently, Cisco Systems implemented in its commercial products a set of management policies 
for controlling P2P traffic, such as aggregated rate limiting [12]. In general, the approach is to 
statically allocate a certain percentage of bandwidth capacity to P2P traffic. However, since traffic 
patterns in today’s ISP networks are highly dynamic even within a single day [13], such an 
approach is unlikely to be efficient in dealing with traffic dynamics. Under such circumstances, a
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more intelligent solution that is able to achieve optimised trade-off in bandwidth allocation 
between P2P traffic and standard traffic will be appealing to today’s ISPs.
In this chapter, we introduce a dynamic P2P traffic control paradigm based on periodically 
measured network traffic. This approach is ISP-centric and it does not necessarily assume 
collaboration between the ISP and P2P systems. From this point of view, the policy can be viewed 
as a complementary approach to the ALTO framework. Specifically, excessive P2P traffic is 
blocked from consuming bandwidth resources on links once their measured utilisation exceeds a 
threshold set by the ISP in advance. In this approach, traditional non-P2P traffic, which 
effectively generates revenue for ISPs when being carried by the underlying networks, is treated 
with higher priority compared to P2P traffic. In other words, non-P2P traffic is not actively 
limited, but P2P traffic is throttled if necessary. Today, many network operators periodically 
perform network measurements on their traffic volumes and bandwidth utilisation, typically with 
an interval of 5 to 15 minutes [13]. The measured network conditions can be used as input for 
intelligently limiting P2P traffic in order to best utilise the available bandwidth for both P2P and 
non-P2P traffic. This proposed dynamic policy enables ISPs to control P2P traffic in a more 
adaptive way in comparison to the current time-driven approach [12].
To implement such an approach, the ISP needs to have mechanisms in place that can identify P2P 
traffic within their networks. In [9, 62] both an active crawler and a passive technique for 
identifying P2P flows from other types of traffic were introduced. These approaches are based on 
specific types of protocols, port numbers, and traffic patterns to identify P2P traffic. Alternatively, 
P2P traffic can be also identified based on connection patterns without relying on packet payload 
[63], or through a set of heuristics derived from the robust properties of P2P traffic [64].
In addition to the introduction of a P2P traffic control policy at the ISP side, we also examine here 
how individual peers may react to network configuration changes in the application layer; for 
example, the peer connections may change following the enforcement of limiting P2P traffic 
somewhere in the network. Such connection changes may significantly influence P2P system 
service quality, such as real-time applications, and impact traffic distribution over the network, 
especially when P2P traffic dominates network traffic. In other words, we investigate both the ISP 
network performance and in parallel the P2P service performance, even if there is no 
collaboration between the two. We focus on intra-domain network environments (GEANT and 
ABILENE [59, 65]), since periodically measured traffic volume information is available, and this 
allows us to use a real network topology and background traffic levels in our experiments.
In Figure 4-1 two autonomous entities are shown -  the P2P system and the ISP, together with 
background traffic (i.e. non-P2P traffic). First of all, the P2P system selfishly selects the best 
partner peers based on its own application layer measurements (for example, end-to-end delay).
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The ISP then periodically measures the overall network utilisation and applies its limiting policy 
by blocking excessive P2P traffic on some critical network links. The ISP’s goal is to protect non- 
P2P traffic from potential congestion, while accommodating as much P2P traffic as possible 
where bandwidth is still available. Following the blocking of some network links to excessive P2P 
traffic, the P2P system reconfigures its peer selection decisions, possibly based on further 
application-layer measurements. Such configuration changes at the application layer may further 
impact the network performance measured by the ISP in the next interval. Given such an 
interaction process, the P2P system and the ISP can be modelled as two distinct players with 
different objectives, and they adjust their own strategies without being aware of the explicit 
behavioural changes on the other side. Based on this interaction model, we study the impact of 
applying our proposed P2P traffic limiting policy on both the ISP’s network condition and the 
P2P service performance. Based on evaluation results, we find that our approach enables ISPs to 
control excessive P2P traffic adaptively and the performance of the P2P system remains at a 
reasonable service level with an appropriate setting of limiting threshold in both non-collaborative 
and collaborative P2P environments.
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4.2 Related Work
P2P traffic control has been studied in the recent few years both by sole service provider, research 
activities such as the IETF [6, 10] and etc. Apart from simple time-driven blocking or limiting 
approaches having been applied in the network by ISPs, Cisco Systems have also proposed a P2P
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traffic controlling solution with advanced service control technology, such as aggregated rate 
limiting and destination-based classification [12], as mentioned in Section 4.1. Specifically 
speaking, aggregated rate limiting is to statically limit all P2P traffic to consume a certain 
percentage of the bandwidth capacity, and destination-based classification is to limit all P2P 
traffic that uses expensive or particularly congested links. Furthermore, subscriber application 
quotas have been proposed by many ISPs, which is to set different amounts of byte cap for every 
subscriber to consume network bandwidth based on different rental packages. This byte cap is 
usually applied to all traffic, for instance, there is additional charge if subscriber has consumed 
excessive bandwidth (e.g. 10GB monthly usage for British Telecom basic subscriber, and£  1 per 
GB if you exceed usage allowance [66]). As another response to high volumes of P2P traffic, ISPs 
(such as Comcast) are currently trialling a new protocol-agnostic approach to manage congestion
[6], This approach is to classify all traffic of each subscriber connection with different priorities. 
When a particular upstream or downstream port is approaching a “near congestion state” detected 
by CMTS [6], all traffic from/to this port is re-classified as lower priority for a certain period of 
time. The near congestion state thresholds depend on the subscriber’s service tier (e.g. rental).
Most recently, proposals have appeared suggesting cooperation between applications and the 
underlying ISP network in order to achieve “win-win” solutions. Work was originally triggered in 
the P2P research community, with peer selection functions designed to be more intelligent by 
taking into account the underlying network conditions [5, 9]. For instance, Aggarwal et al. 
proposed a generic Oracle service [5] that takes advantage of relevant network layer information 
when performing locality-based peer selection. This approach allows ISPs and P2P service 
providers to establish a collaborative relationship in gracefully provisioning P2P services across 
the Internet. As described in Section 2.7.2, Choffnes et al. [50] implemented an extended 
BitTorrent system based on the DNS redirection information for selecting peers in an optimised 
way. In addition, Xie et al. proposed a revolutionary P2P portal architecture called P4P [9] that is 
able to optimally consume network resources for supporting generic P2P applications. In the P4P 
framework, the distinct objectives of ISPs and P2P systems are decoupled and realised in a 
distributed fashion by exchanging P4P-distance that can be defined in various ways such as 
locality information (e.g., in terms of OSPF link weight) or network status (e.g. congestion 
information). These proposals aim to reduce or optimise P2P traffic at the application layer via 
collaboration with ISPs. Such ideas have been integrated into the Application Layer Traffic 
Optimisation (ALTO) framework that is being investigated by the IETF [6, 10]. According to this 
approach, a dedicated ALTO server maintained by the ISP is responsible for providing necessaiy 
network information to applications (such as P2P overlays) for supporting ISP-friendly peer 
selection. Nevertheless, it is still to be investigated how ISPs will independently take effective 
control of P2P traffic without relying on collaboration with P2P systems.
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4.3 System Model & Specification
In this section we first provide the modelling specification for P2P connection sessions (CSs) at 
the application layer, and underlying network information. The dynamic P2P traffic control 
scheme based on the proposed limiting policy is then presented. In addition, we analyse how the 
P2P system reacts to actions dynamically taken by the ISP.
4.3.1 Physical & P2P Networks
We model a physical Point-of Presence (PoP) network topology as a unidirectional graph G = (N, 
A), where TV is a set of PoP nodes and A is the set of inter-PoP links. In our modelling, each peer 
in a P2P session is associated with one of the PoP nodes in the physical network topology. 
According to the common practice of ISP network design, bandwidth resources within a single 
PoP are usually highly over-provisioned, so we only focus on bandwidth resources on inter-PoP 
links in A. This means if multiple peering neighbours belong to the same PoP, then the associated 
bandwidth consumed by their internal peering connections is ignored. Let Py represent the 
physical path between PoP nodes i and j ,  consisting of one or more inter-PoP links. We consider 
multiple simultaneous P2P connection sessions (CSs) running over the network. Each CS contains 
a distinct set of active peers sharing the same contents. If one end user participates in multiple 
CSs, it is treated as an independent peer in different CSs. It should also be noted that peers can 
only select their own partners for content swarming in each CS but the actual delivery paths are 
determined by the ISP’s routing configuration, for instance using OSPF/IS-IS.
From the viewpoint of the ISP’s physical network, both P2P traffic and conventional non-P2P 
traffic are carried on top of the same network topology and between each PoP node pair i and j  are 
routed via the same path. As in Section 3, we denote such aggregated traffic demand on PoP node 
pair i j  as
fv = € P+C 2p (41)
where tf f and ^ 2p denote the overall P2P traffic demand and the overall conventional noh-P2P 
traffic demand from PoP node i to j  respectively.
A traffic demand ttj  is delivered on a distinct path Py. We introduce a binary mapping coefficient 
T jj to indicate the relationship between t(j  and a physical link a\ T (j  equals 1 if physical link a 
constitutes path P,v (tire Pjj) and hence serve /,v, and 0 otherwise. Therefore, the total traffic 
demands Ta on the physical link I can be expressed as
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At the P2P system side, let V denote a set of active peers in the network. Each requesting peer 
(we V) needs to download contents from its partners {Vu(z) c  E) in the same CS z at a certain 
transmission rate. Usually, a requesting peer is considered as being fully served in a CS, provided 
that its aggregated content swarming rate with all other partners has reached or exceeded a certain 
minimum level. For instance, a fully served peer in a real-time P2P video streaming application 
might be able to play back the stream at a stable quality based on a specific data rate, e.g., 1Mbps 
[2, 4], In our model we thus use Du(z) to denote a given transmission rate at which a full served 
requesting peer u is supposed to download in a particular peering session z. We define a peering 
session of a requesting peer w to be a set of connections between u and all its partners (identified 
by set Vu(z)) in a specific CS z. Due to the fact that the uplink data rate of each partner peer 
(defined as Bvu(z)îxom. partner v to requesting peer u) is usually lower than the traffic demanded 
by the requesting peer in today’s ASDL environments, we therefore define Su(z) to be the actual 
content downloading rate of a requesting peer u from its partners in Vu(z) as
■S„(0= I  Bm{z) (4.3)
m* v , VveF„
If Su(z) ^  Du(z)y then the requesting peer w is regarded as a fully served peer.
4.3.2 Dynamic P2P Traffic Limiting Policy
As we have mentioned, due to the highly dynamic behaviour of P2P and non-P2P (background) 
traffic, pure static or time-driven P2P traffic control policies may not make efficient use of 
bandwidth resources. For instance, all P2P traffic might be blocked even if there is available 
bandwidth, or on the other hand, excessive P2P traffic might be admitted into the network upon a 
sporadic upsurge in the number of P2P connections, leading to service deterioration of non-P2P 
flows. In order to solve these problems, we propose a dynamic P2P traffic limiting policy that can 
be deployed at the ISP side. As we have indicated, current network measurements are typically 
performed at short intervals, for instance between 5 to 15 minutes, and hence it is possible that our 
approach of controlling P2P traffic at a relatively short timescale can be applied in such 
environments.
Figure 4-2 illustrates the workflow for our dynamic P2P traffic limiting policy algorithm. First, 
the ISP measures the current network load on per inter-PoP link basis, allowing the actual link 
utilisation to be computed. Using a pre-determined link utilisation threshold for limiting P2P 
traffic, the ISP then determines any link on which excessive P2P traffic needs to be blocked 
during the current interval. Specifically, when the utilisations of all links in the network are below 
the threshold set by the ISP, all P2P traffic can traverse all the links. If the measured utilisation 
has exceeded the threshold on some links, some P2P traffic on those links will be blocked in order
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to bring down the overall utilisation in the current interval. To do this, a proportion of P2P traffic 
is randomly selected for such blocking, for instance based on source/destination address prefixes. 
As a result, connections with some existing peers may be affected, and hence re-selection of 
partner peers at the application layer is required. In addition, peers that have newly arrived during 
the current interval are also unable to select the potential partner peers whose associated paths 
contain the P2P-limited links. From the description above, we can find that our policy allows both 
on-going and new P2P sessions to consume bandwidth resources until a certain level is reached. 
However, only some P2P traffic is blocked, to ensure that the peers continue to function. 
Sufficient P2P traffic is blocked to guarantee high service priority for non-P2P traffic. It should be 
noted that the scope of such traffic limiting is only performed based on the original measurement 
at the beginning of each interval. Note that even if some links that were not impacted at the start 
of the time interval by the limiting action (because their original measured utilisation was lower 
than the threshold) have increased utilisation that exceeds the threshold due to peer re-selections 
and newly joined peers in the middle of the current interval, there is no new rate limiting on such 
links. Hence, congestion may still occur within each interval between two adjacent bandwidth 
limiting actions. Nevertheless, through careful tuning of the threshold, such a possibility can be 
effectively minimised. The rationale behind this strategy is that blocking some excessive P2P 
connections in a proactive way on some highly utilised links will force the impacted peers to 
reselect their partners, which will lead to some P2P traffic being diverted away from those links. 
As a result, P2P traffic can be more optimally redistributed across the network, and more 
incoming traffic can be accommodated during the current interval. It is also worth mentioning that, 
under certain circumstances where the network has already been highly loaded, some peers may 
fail to identify a sufficient number of partner peers for supporting the on-going sessions (ref to Eq. 
4.3) due to P2P wide-scope traffic limiting actions -  this is particularly the case in real-time P2P 
applications which require a minimum level of downloading rate.
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To formally specify our policy, we recall that A is the set of inter-PoP links, and a new variable 
A't (A' q A) is defined as a set of unblocked inter-PoP links that can be used for carrying P2P
traffic in interval T without any limiting constraint. We also define the utilisation function of each 
physical link a as UT(à) = Ta-/Ca where Ca is the capacity of physical link a. Let be the
utilisation threshold of links regulated by the ISP at interval T . Figure 4-2 outlines how to 
determine links for limiting P2P traffic as well as the corresponding reactions at the P2P system 
side. As an ISP-centric approach, such a scheme can be applied not only to the current non- 
collaborative approaches between P2P systems and the underlying ISPs, but also to emerging 
paradigms that foresee possible collaboration between the two players, for instance the P4P portal 
service.
63
Chapter 4. Controlling P2P Traffic in ISP Networks Using Adaptive Bandwidth Limiting Policies
In addition to the understanding of our dynamic policy algorithm we also investigate how to apply 
our policy in a more complex network environment. To implement our policy properly, the ISPs 
need to have mechanisms in place that can identify P2P traffic and differentiate them from other 
IP traffic within their networks. Cisco Systems introduced a ‘stateful’ deep packet inspection (DPI) 
by applying purpose-built hardware architecture that is to maintain the state of every network 
conversation. By applying deep and detailed inspection of every data packet through the 
application layer (Layer 7), it can detect specific P2P application signatures during the initial 
message exchange between two network hosts and can classify all traffic for that conversation 
[12]. With this DPI solution for identifying P2P traffic, the ISP first measures the latest network 
load on each physical link to calculate actual link utilisation, and then decides any links on which 
excessive P2P traffic needs to be blocked during the current interval, according to pre-determined 
link utilisation threshold. As we have discussed, a proportion of excessive P2P traffic is blocked 
on some links if the utilisation of these links exceeds the pre-set threshold. Otherwise, P2P traffic 
is not actively limited by our policy. In the rest of current interval, our dynamic policy will not be 
invoked to block P2P traffic even if the link utilisation is above the threshold due to potential 
incoming or re-directed non-P2P traffic and P2P traffic in the network. Specifically, our policy is 
only based on the network measurement at the beginning of interval to block excessive P2P traffic 
for reducing link utilisation, and then accommodating more non-P2P traffic in the next interval. If 
the link utilisation becomes higher than link capacity after our policy action, the packets of both 
P2P and background traffic are passively dropped by router mechanism. However, thanks to the 
common practical network measurement (e.g. an interval of 5 to 15 minutes) having been 
periodically applied by many network operators, such conventional router-incurred traffic loss can 
be held to reasonable levels.
4.4 Evaluation Methodology
In this section we describe our simulation environment, including the network topology, 
(background) traffic demands, and peer dynamics patterns. In addition, we also describe the 
performance metrics used in our evaluations.
4.4.1 Network Topology
As same as evaluation network topology in Chapter 3, we also use the real GEANT and 
ABILENE network topologies [59, 65] at the PoP-level, which consists of 23 nodes and 74 
unidirectional inter-PoP links, and 11 nodes and 28 unidirectional inter-PoP links respectively. 
Again, each link is modelled using its actual link capacity and IGP link weight, and we know that
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the IGP link weight setting is based on end-to-end latency in the GEANT and ABILENE 
networks, and hence customer traffic is effectively routed on the lowest delay paths.
4.4.2 Traffic Demands
Our simulation is based on the GEANT and ABILENE network traffic traces over 24 hours. 
According to [13], the GEANT and ABILENE traffic traces are measured every 15 minutes and 
every 5 minutes respectively through NetFlow. In our evaluation we take the samples of these 
traces at 15-minute intervals in GEANT and 5-minute intervals in ABILENE during the period of 
24 hours. Figure 4-3 shows the measured maximum link utilisation (MLU) performance in the 
GEANT network across these 24 hours (starting from 00:00 am, midnight), indicated with 96 
intervals each of 15 minutes. It can be clearly seen that the overall traffic volume is highly 
dynamic, for instance the minimum value of MLU during the period is around 35%, while the 
maximum value in the same day can reach as high as 85%. The MLU in Figure 4-4 shows that the 
traffic volume in ABILENE network suddenly increases from 50% to around 100% at some peak 
time intervals. We use these two very different traffic patterns to evaluate our policy in order to 
comprehensively understand how our policy works in various network environments. In our 
evaluation, we also use the scaled volume of these traffic traces to emulate the non-P2P 
background traffic behaviour.
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17 33 41 49 57 65 73 SI 89
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The P2P traffic used in our experiment is synthetically generated according to the flow 
characteristics of today’s popular real-time multimedia based P2P applications [2, 4]. We consider 
20 concurrent P2P channel sessions, with each channel attracting up to 1200 peers. Hence 
altogether we consider up to 24000 peers that are distributed across the 23 PoP nodes in the
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GEANT network. The overall distribution of these peers in each PoP node is determined 
according to the population of each city, where larger PoP nodes have more peers assigned. The 
channel session selected by each peer is randomly determined. In addition, we use the observation 
that each requesting peer has around 30 peering connections in order to satisfy the overall 
downloading rate requirement for playback in a stable peering session (1Mbps, [2, 4]). In each 
peer connection there is one top peer which contributes on average three times as much content as 
others based on the measurement of a popular real-time P2P content delivery system [2].
100%
20%
4 9  73 97 12125
interval (in 5 minute slots}
F igu re  4-4: B ack grou n d  T ra ffic  D yn am ics in A B IL E N E  (from  [60])
4.4.3 Peer Join & Departure Patterns
We used a popular probability model to determine P2P session dynamics (i.e. if an event is a peer 
join or leaving), which has been proposed in [67]. The function is:
% )  =
a z (nz + (i~  a z )K
(4.4)
Here, Pz is the probability used for event generation -  whether a new event is a peer join or 
leaving in the current connection session z. The metric of kz is defined as the number of active 
peers in the current connection session z, and nz is the maximum number of peers in the 
connection session. In addition, the variable ^  lying in the range (0, 1) is used to control the
popularity of connection session z. On the other hand, the authors of [2, 3] measured and captured 
a variety of participating peers in a single P2P-based IPTV channel. Based on their measurements 
we performed some moderate adaptations to the above probability equation in order to emulate 
more close to the actual P2P dynamics pattern.
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4.4.4 Evaluation Metrics
We evaluate both P2P system performance and network performance in our experiments. For the 
P2P performance, we define the following three metrics - partner peer churn ratio, insufficiency 
ratio, and relative delay variation - to indicate how the dynamic P2P traffic limiting policy 
impacts the P2P system performance at the application layer.
• Partner peer chum ratio (CR): due to the unavailability of some network links for some P2P 
traffic following the ISP’s bandwidth limiting actions, a set of active peers may need to re­
select some of their partners to replace the original ones whose connections have been 
disrupted by the limiting action. This may result in performance disruption since it takes time 
for the peers to re-select and connect to new partners. The chum ratio metric is calculated for 
each time interval as:
Cr  -  No. of Requesting Peers In-Chum , ^  ^
Total No. of Requesting Peers
• Insufficiency ratio (IR): in each connection session, the requesting peer is supposed to 
download the contents from its partners at a minimum transmission rate (see equation 4.3). By 
using this metric we can capture the total number of such requesting peers that cannot be fully 
served following the limiting actions by the ISP.
^  _ No. of None Fully Served Requesting Peers ^  ^
Total No. of Requesting Peers
• Relative Delay Variation (RDV): this is the fractional change in the average delay 
experienced by content chunks in the current interval compared to the average delay in the 
previous interval [68].
Average Delay at interval («) - Average Delay at interval {n-X) (A ^
KJJ V — ■—_ _ _ _ _   • )
Average Delay at interval ( n - \ )
It is an important metric for real-time P2P content distribution applications, and we use it to 
evaluate the consistency of delay during real-time streaming P2P sessions. In addition, network 
performance is evaluated using the following two common metrics.
• Maximum link utilisation (MLU): MLU is defined across the entire PoP-level network
topology as:
MLU= maxC^/ )= maxC^")leE leE I , (4.8)
It is often used to indicate potential network congestion levels, where the higher the MLU the 
greater the probability that traffic congestion will occur in the network. It’s also worth mentioning
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that some extra utilisation is not a realistic link utilisation, but it can be considered as a predicted 
value, e.g. 100%. All packets on that overloaded link will be discarded by router.
• Network cost: The piece-wise linear cost function has been widely used for evaluating traffic 
engineering purposes. It is to evaluate overall network cost based on network utilization. In 
this paper we use the cost function proposed in [16], that is:
*P — i)  (4-9)
. l e E
Where for all l e  E, (0) = 0 and 
<p,{x) =
Finally we consider the utilisation threshold 6r . We investigate a wide range of values at 20%, 
40%, 60%, 80% and 100%. The lower the value of the threshold 9X, the less P2P content traffic
will be carried by the network. As we have noted, since bandwidth limiting actions are taken at 
the order of minutes, peers joining between two adjacent blocking actions may produce additional 
P2P traffic, and this might also be accompanied by an increase of background non-P2P traffic. As 
a result, some network links may still suffer from congestion during the middle of an interval, and 
packets of both P2P and background traffic may get dropped as a consequence. This scenario is 
regarded as conventional router-incurred traffic loss, in comparison to the proactive P2P packet 
drop behaviour based on an instantaneous bandwidth limiting policy.
4.5 Performance Evaluation
We now evaluate the performance at both the network and the P2P system in two different 
network topologies. We first focus on the non-collaborative environment where no information is 
exchanged between ISP and P2P system, with peers being selected in a greedy fashion without 
taking into account network conditions. We then consider a collaborative P2P model such as P4P 
where peer selection decisions are made according to the network conditions provided from the 
underlying ISP network. To achieve this we implemented a simplified P4P-like system based on 
the specification in [9].
1 for 0 < x < 1/3 
3 for l / 3 < x < 2 / 3  
10 for 2 / 3 < x < 9 / 1 0  
70 for 9 / 1 0 < x < l  
500 for K x < l l / 1 0  
5000 for 11/10 < x < o o
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4.5.1 Non-collaborative P2P Environments
We first focus on the non-collaboration scenario in which the P2P system greedily selects partner 
peers with the objective of minimizing end-to-end delay, but without taking into account the 
underlying network conditions. The ISP employs our dynamic P2P traffic limiting policy based 
on link utilisation to block excessive P2P traffic. This case can be regarded as the existing P2P 
network scenario in today’s Internet. We study the P2P system performance and the network 
performance under different threshold settings, and analyse how the tuning of such metric will 
impact the performance on both sides.
Threshold 0=20%: Figure 4-5 (a) and Figure 4-6 (a) show the overall network performance (in 
terms of both MLU and network cost) in the GEANT and ABILENE networks. When the 
utilisation threshold is set to 20% (i.e. extra P2P traffic is blocked on any link whose measured 
overall link utilisation exceeds 20%), the MLU performance curve in Figure 4-5 (a) follows a 
similar pattern to Figure 4-3, which is the actual background traffic in the GEANT network. We 
can also find similar MLU performance curve in the ABILENE network, as Figure 4-6 (a) shows 
(compared with Figure 4-4). This observation is expected since most of P2P traffic is blocked 
unless the background traffic volume becomes sufficiently low. This observation of low MLU is 
also echoed in Figure 4-5 (b) and Figure 4-6 (b) where 0=20% has a low network cost.
On the P2P performance side, with 0=20%, we can see that the corresponding insufficiency ratio 
is by far the highest among all the threshold configurations, as shown in Figure 4-5 (c) and Figure 
4-6 (c). Compared with Figure 4-5 (c), insufficiency ratio in the ABILENE network (Figure 4-6) 
increases by 128% at max value since with different size of network (in terms of number of inter- 
PoP links and PoP nodes) the requesting peers have distinct possibilities to have insufficient 
partners when some important links are blocked to carry P2P traffic. More specifically, on 
average around 15% of the requesting peers are not able to be fully served in Figure 4-5 (c), but in 
the ABILENE network (Figure 4-6 (c)) the average insufficient ratio is about 20%. In fact, we 
observed that all surviving requesting peers are actually connecting mostly to partners located in 
the same PoP, i.e. where we assume high available bandwidth links. When the local partners are 
not able to provide the minimum content swarming rate, then the requesting peer needs to seek 
partners from outside its local PoP. In the worst case, if still no feasible partners can be found, for 
instance due to the widely blocked network links, the requesting peer will become starved.
A similar situation happens to the chum ratio shown in Figure 4-5 (d) and Figure 4-6 (d), which 
indicates highly unstable P2P session connections. By investigating overall delay volatility in 
Figure 4-5 (e) and Figure 4-6 (e), we find that there are a large number of sudden increases on 
delay performance happened in both networks, with 0=20%. Due to the fact that most P2P traffic 
is blocked by our policy, a great number of requesting peers have to reselect one or more new
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partners to replace affected partners. Since uncertainty of peer distribution, many delay-sensitive 
applications may significantly suffer from this mechanism. In summary, this conservative 
threshold setting achieves good network performance at the ISP side, but these are at the expense 
of relatively poor P2P system performance at the user side.
Threshold #=40%, 60%, and 80%: we now analyse the performance under the limiting 
threshold at 40%, 60% and 80% together. From Figure 4-5 (a) and Figure 4-6 (a), we can see that 
the 40% threshold corresponds to the lowest MLU performance among these three scenarios. 
Specifically, #=40% decreases by around 20% and 8% on average compared with second lowest 
threshold -  60%. In addition, 40% threshold also achieves lower network cost than 60% and 80% 
thresholds in Figure 4-5 (b) and Figure 4-6 (b). In fact its network cost performance is very close 
to the 20% scenario in two networks. As for the chum ratio performance at the P2P side, the 40% 
threshold increases by around 10% and 14% on average in comparison with the other two 
thresholds at several intervals in GEANT and ABILENE networks respectively. In addition, from 
Figure 4-5 (e) we find that #=40% has very similar overall delay volatility performance with other 
two thresholds. By comparing the performance of these three thresholds, we observe that the P2P 
side performances of these three thresholds are roughly on the same level at most time periods, 
but the 40% threshold has noticeably lower MLU. This indicates that more background traffic can 
be potentially accommodated with such setting but no significant performance degradation on the 
P2P side will be incurred in the GEANT network. On the other hand, in Figure 4-6 (e) #=40% is 
however the highest overall delay volatility among three thresholds. We therefore observe that 
60% threshold can provide even better performance for delay-sensitive applications, while there is 
only 8% MLU increase in comparison to 60% threshold setting in the ABILENE network.
Threshold #=100%: A special case is to set the limiting threshold at 100%. We could also 
consider it as predicted maximum link utilization. In this scenario there is no bandwidth limiting 
on P2P traffic until 100% link utilisation is detected. This configuration can be regarded as a pure 
“reactive” approach in which the network may have already experienced congestion before the 
actual measurement. We can clearly see from Figure 4-5 (a) and Figure 4-6 (a) that 100% 
threshold results in 100% utilisation for most intervals, whilst, as expected, it also incurs the 
highest network cost. However, in Figure 4-5 (c, d, e) and Figure 4-6 (c, d, e) the P2P 
performance at 100% threshold has not significantly improvement compared with other thresholds. 
Therefore such passive blocking threshold is not good option to take in current dynamic network 
environment.
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4.5.2 Collaborative P2P Environm ents
As we saw in Chapter 3, collaborative P2P paradigms have recently been proposed in the 
literature which allow more intelligent peer selections based on network conditions. In this 
chapter we choose the P4P architecture [9] as an example. We have implemented a simplified P4P 
simulation platform based on [9]. According to the P4P architecture, the P2P system is able to
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make use of the underlying information on the network condition provided by ISP to optimally 
select partner peers. Whilst it may take some time to deploy such paradigms widely across the 
Internet, we nevertheless study the performance of our threshold configuration policy on such 
advanced P2P platforms.
Threshold 0=20%: As with the performance curve in the non-collaborative P2P environment, 
from Figure 4-7 (a) and Figure 4-8 (a) we can see that the performance pattern under threshold 
20% again follows almost the same as the background traffic pattern shown in Figure 4-3 and 
Figure 4-4, since most of the P2P traffic experiences some “early” blocking. In Figure 4-7 (b) the 
performance curve of the 20% threshold overlaps with that of the 60% threshold in network cost 
performance, but the curve of 20% threshold is slightly lower than 40% and 60% thresholds in 
Figure 4-8 (b). On the P2P system side, as shown in the performance of insufficiency and chum 
ratios (Figure 4-5Z4-7 and 4-6M-8), we can see that there are average 82% and 65 % decreases in 
comparison to the non-collaborative case respectively in the GEANT and ABILENE networks 
since P4P is able to reduce the MLU significantly thanks to the intelligent peer selection with 
network condition awareness. In the worst case of GEANT network across all intervals, around 
10% of all requesting peers suffer from insufficiency, and the chum ratio is under 3% (as 
compared to 31% and 8% respectively in the non-collaborative scenario). In ABILENE network, 
the worst cases across all intervals are that insufficient ratio remains around 50%, and the chum 
ratio is under 14% in comparison with 70% and 60% in Figure 4-5 and Figure 4-6. For delay 
performance in Figure 4-7 (e) and Figure 4-8 (e), the overall delay volatility has around 86% and 
47% improvements in comparison with non-collaborative cases. In summary, by comparing the 
corresponding performance between Figures 4-5Z4-6 and 4-7Z4-8, we can see that the setting of 
the threshold based traffic blocking to the P4P paradigm results in even better performance on the 
P2P system, since partner peers are optimally selected based on underlying network information 
for avoiding certain high utilisation links.
Threshold 0=40%, 60%, and 80%: Compared with the more conservative 20% threshold, 40% 
and 60% thresholds have very similar MLU performance with each other as shown in Figure 4-7
(a), while the 80% threshold produces higher MLU than other two. From Figure 4-8 (a) we can 
find that 80% threshold also stays at the highest position than other two, and 40% threshold is 
10% lower than 60% threshold. In Figure 4-7 (b), the network cost performance of the 40% 
threshold is slightly lower than that of 60% and 80%, and even 20 %. But in ABILENE network 
(Figure 4-8 (b)) 40% and 60% thresholds hâve very close network cost curves that are however 
40% lower than 80% threshold. In Figure 4-7 (c) and Figure 4-8 (c) for the insufficiency 
performance, the curves for 40%, 60% and 80% thresholds overlap with each other for most of 
the period, so we consider that they have the same insufficient performance, and these are lower 
by 82% and 10% on average than the non-collaboration case respectively. We also find in Figure
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4-7 (d) that 40%, 60%, 80% thresholds have much lower chum ratios in the network towards the 
end of the measurement period. However in Figure 4-8 (d) we observed that 40% threshold has 
higher partner chum ratio compared with other two thresholds. In Figure 4-7 (e) and Figure 4-8 (e) 
40%, 60% and 80% thresholds have very similar performance curves at most of interval periods. 
These observations are consistent with the non-collaborative case so that we consider the 40% 
threshold to be an appropriate configuration in both GEANT and ABILENE networks.
Threshold 0=100%: The final case is the 100% threshold configuration. From Figure 4-7 (a) and 
Figure 4-8 (a) we can see that this threshold gives a 100% actual MLU during most of the period, 
and this high traffic loading is also reflected by the highest network cost in Figure 4-7 (b) and 
Figure 4-8 (b) in two different networks. On the other hand, the insufficiency ratio curve in Figure 
4-7 (c) is almost the same as that of the 40% and 60% thresholds, while the 100% threshold has 
more fluctuations compared with the others. In addition, the chum ratio of the 100% threshold 
stays lower, very close to the 40% and 60% threshold settings of Figure 4-7 (d). From Figure 4-8
(c) we see that 100% threshold has lower curve at a few intervals than 40% and 60%, but 
insufficiency ratio becomes higher as same as 40% and 60%, with the interval increases. But 
100% has still the lowest partner churn ratio compared with other all thresholds in Figure 4-8 (d). 
Moreover, overall delay volatility in Figure 4-7 (e), the performance curve of delay is very similar 
with 40%, 60% and 80% thresholds, however, in Figure 4-8 (e) has more fluctuations in 
comparison with other thresholds. This observation indicates that such passive blocking policy 
applied by router own mechanism may lead to significant volatility at the P2P side, especially for 
real-time multimedia systems. Therefore the 100% threshold is not the most appropriate 
configuration since it has the highest MLU (100%) despite of similar chum and insufficient ratios 
to the 40% and 60% thresholds. This is consistent with the non-collaborative case that 100% 
threshold as a passively blocking policy setting does not provide efficiently performance on both 
network and P2P sides.
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4.5.3 Key O bservations
Based on our experiment results of GEANT and ABILENE networks in the non-collaborative 
P2P environment, we can see that the 40% threshold scenario seems to reach a promising trade­
off between both sides -  the maximum link utilisation is relatively lower, and in addition no 
significant performance degradation is observed on the P2P system side in the two networks. But
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our simulations show this 40% threshold setting may lead to worse performance for the delay- 
sensitive applications in some networks (e.g. ABILIENE). On the other hand, in the two distinct 
networks the 40% and 60% threshold settings have lower insufficiency ratio, chum ratio, and 
better MLU performance in the collaborative P2P environment compared with non-collaborative 
case. These proper threshold settings indicate that more background traffic can be potentially 
accommodated without significant performance degradation on P2P systems. This observation is 
also consistent between the non-collaboration and the collaboration scenarios and between 
GEANT and ABILENE networks.
Based on the above observations, we conclude that: 1). P2P traffic control actions should be taken 
in a proactive manner, rather than waiting until network congestion has been actually detected 
(e.g., the #=100% case). 2). Both too conservative and too greedy limiting threshold settings for 
accommodating P2P traffic may result in suboptimal performance on either side. Careful tuning 
of this threshold based on both network engineering objectives and service requirements from P2P 
users is essential. 3). There exists at least an appropriate configuration of threshold setting for 
bandwidth limiting, possibly leading to a “win-win” situation in both non-collaborative and 
collaborative P2P paradigms. However the threshold setting should not be unique across various 
network and traffic patterns. Nevertheless it does provide the possibility for individual ISPs to 
tweak such a value according to their own situations and objectives. 4). Collaborative-based P2P 
systems such as P4P can benefit even more from our approach in terms of both network 
performance and application efficiency. From this point of view, such a P2P traffic blocking 
policy can be regarded as a complementary solution to these emerging collaboration paradigms.
4.6 Conclusions
It has been observed that current P2P traffic management policies adopted by ISPs (whenever this 
is the case) are not intelligent enough and not able to cope efficiently with highly dynamic traffic 
patterns and increasing volumes of P2P traffic. Collaborative P2P architectures such as P4P aim 
to improve the situation at the application level through information provided by the underlying 
ISPs. In this chapter we have proposed instead a dynamic P2P traffic limiting policy that can be 
independently applied by ISPs in order to control P2P traffic to meet their own service/operational 
objectives; for instance, to provide higher treatment priority to standard non-P2P traffic while 
accommodating as much P2P traffic as possible by taking into account dynamic bandwidth 
availability. Since our approach is ISP-centric, it can be applied to both non-collaboration based 
and collaboration based P2P networks. In our performance evaluation based on the GEANT 
network, we discovered that certain “optimal” configuration of threshold values exist, being able
83
Chapter 4. Controlling P2P Traffic in ISP Networks Using Adaptive Bandwidth Limiting Policies
to achieve global optimisation for the performance of both the underlying network and the 
overlaid P2P systems.
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Chapter 5
5 Cooperative Solutions for P2P Traffic 
Optimisation
5.1 Introduction
As far as ISP-centric P2P traffic optimisation is considered, we demonstrated that we not only can 
treat non-P2P traffic as a higher priority, but also can accommodate as much P2P traffic as 
possible when there is available network bandwidth. On the other hand, the development of the 
ALTO framework opens a new dimension in P2P traffic optimisation that has been performed in 
the ISP side, such as AATE. In this chapter we first propose an intelligent ALTO-based peer 
selection scheme that takes into account static and dynamic network information to achieve the 
best network resource utilisation while improving service quality in the application side. 
Furthermore, based on the adaptive peer selection scheme, we then propose a proportional traffic- 
exchange localisation scheme for making a further efficient use of network resources.
5.2 An Adaptive Peer Selection Scheme with Dynamic Network 
Condition Awareness
5.2.1 Background
We first propose an adaptive peer selection scheme with dynamic network condition awareness 
for P2P-based real-time multimedia applications. The reason is that the application of Peer-to- 
Peer (P2P) technology has in the past few years expanded from simple file sharing to real-time 
multimedia-based services such as IP Telephony [4] and IP Television (IPTV) [2, 15]. In 
particular, P2P-based IPTV applications have emerged as a popular live content distribution 
service that has been enjoyed by millions of customers across the Internet. Compared with the 
traditional non-real-time P2P applications that still work well under the beSt-effort based Internet 
traffic delivery paradigm, P2P-based IPTV services demand stringent Quality of Service (QoS) 
from the underlying network. Nowadays it is common practice to establish Service Level 
Agreements (SLAs) with the underlying ISP in order to achieve guaranteed QoS assurance.
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Nevertheless this has not been the case for P2P-based IPTV services which simply rely on the 
availability of sufficient Internet bandwidth resources, and hence the corresponding QoS 
performance experienced by end users cannot be guaranteed. P2P applications have however 
always caused operational problems for ISPs due to their greedy and uncontrollable behaviour in 
consuming bandwidth. In addition, as we have noted, P2P applications account for some 50%- 
70% of the overall Internet traffic [9, 50], and hence the efficient management of P2P traffic in 
order to best utilise the underlying network resources has become an increasingly important 
research topic. Unfortunately, today’s ISPs only adopt very simple approaches in treating P2P 
traffic, such as simply limiting the utilisation of network resources by P2P applications, as we 
showed in Chapter 4. With this approach, non-real-time applications such as file sharing can 
continue to operate fine. In contrast, multimedia-based IPTV services may suffer significantly 
from such treatment, since bandwidth resources are vital for providing QoS guarantees to 
individual end users.
As we have mentioned, real-time P2P IPTV applications are very sensitive to bandwidth resource 
availability. However, a distinct observation is that traffic patterns in today’s operational networks 
are highly dynamic even within a single day [13]. This effectively means that the quality of real­
time P2P services can be further impacted by the unavailability of the bandwidth resources along 
the peering connection paths between individual peers, in addition to peering group chum. To 
solve this problem, we propose an advanced peer selection paradigm that takes into account not 
only static network layer information such as the physical distance between peers (distance 
information can be gained from DNS server for example), but also dynamic network conditions. 
This may help to optimally select peers with higher bandwidth availability in their connections, in 
which case higher P2P service assurance can be achieved. In addition, given that P2P flows 
dominate today’s Internet traffic, such an intelligent peer selection paradigm may also benefit the 
underlying network resource utilisation, as individual peers tend to select their partners with least 
utilised paths. From this point of view, our proposed scheme can be regarded as a twofold 
solution that benefits both P2P services (improving service quality) and ISPs (load balancing from 
the application layer). As we have noted before, many network operators periodically perform 
network measurements regarding traffic volume and bandwidth utilisation, typically with a period 
of 5 to 15 minutes [13]. Our proposal is based on a ALTO framework where the underlying ISP 
may also periodically provide up-to-date network condition information at some level of 
abstraction to the P2P service layer based on recent measurements, for instance to notify the P2P 
application tracker to avoid selecting peers that would further increase the load of some close-to- 
congestion paths. More specifically, we propose to use both static and dynamic network layer 
information in order to optimally select peers while both localizing P2P traffic and dynamically
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balancing the load at the application layer. Towards this end, we present a prioritised algorithm 
that selects partners for new incoming peers by taking into account these objectives.
According to our simulation results based on the GEANT network topology [59] and its real 
traffic traces over a 24 hour period, the overall increase in maximum link utilisation in our 
proposed approach for optimally accommodating P2P traffic is only 30% of that by the static 
locality-based peer selection scheme without taking into account dynamic network conditions, 
and 11% of that by random peer selections. Furthermore, the overall bandwidth consumption of 
our approach is very close to the existing locality-based scheme, which means the original traffic 
locality objective is not significantly compromised.
5.2.2 Peer Selection Optimisations
5.2.2.1 System Overview
Before presenting details of our proposed peer selection algorithm, we first illustrate its overall 
operation at the system level. The application tracker maintained by the P2P service provider 
needs to periodically gather information about underlying network conditions in order to make 
optimised peering decisions that are take account of dynamic network conditions. This is 
effectively achieved through the communication between the application tracker at the P2P 
service provider side and the network manager at the ISP side, as proposed in [5, 9]. Figure 5-1 
illustrates how the network manager, the application tracker and end users (peers) interact with 
each other in order to achieve such a goal. According to the implementation of most P2P IPTV 
systems [2, 15], each new peer first needs to contact the application tracker and request a list of 
existing peers that have already been receiving the content of the channel. The application tracker 
then returns the list of candidate peers. Meanwhile, the network manager deployed by the ISP 
periodically measures the network conditions, for instance every 15 minutes in the case of the 
GEANT network [59]. The measured conditions are recorded in the ISP’s local network 
repository, based on which abstracted network condition information is passed on to the 
application tracker in order for the latter to compute an optimised set of peering candidates. It is 
worth mentioning that, for privacy reasons, detailed information may not necessarily be released 
from the ISP to any third-party, such as the actual utilisation of each physical network link. In this 
case, we believe some level of abstraction on the network conditions need to be provided to the 
application tracker, for instance the condition of the virtual paths between node pairs at the 
geographical Point-of-Presence (PoP) level. In this case, the physical network infrastructure is 
still treated as a black box from the P2P service provider’s point of view, but the end-to-end path 
condition between any logical PoP node pair is still available for peer selection.
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Figure 5-1: System Overview
When a new peer (the requestor) joins a P2P IPTV channel, it first contacts the application tracker 
in order to obtain the peer list that has already been in the channel. The application tracker 
thereafter returns a list of potential partners according to the optimised peer selection algorithm 
(details in section 2.3), based on the most recently obtained network condition information from 
the network manager. It is worth mentioning that the application tracker does not necessarily 
contact the network manager on the arrival of each new peer; instead, the peer selection decisions 
for all newly joined peers during each measurement/reporting interval are made according to the 
same conditions reported for that interval.
5.2.2.2 Objectives
We now formulate the problem of peer selection optimisation with both traffic locality and load 
balancing. The network topology can be modelled as a unidirectional graph G = (V, A), where N  
is a set of PoP nodes and A is the set of inter-PoP links. According to our modelling, each peer is 
associated with one of the PoP nodes in the physical network topology. As in Chapter 4, we 
assume bandwidth resources within a single PoP are usually highly over-provisioned, so we only 
focus on bandwidth resources on inter-PoP links in A. This means the bandwidth consumption is 
ignored if the peering neighbours belong to the same PoP. Let Pjj represent the physical path
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between PoP nodes i andy", consisting of one or more inter-PoP links. The bandwidth utilisation of 
each physical link a e A  is defined as ua.
Our proposed objective of P2P traffic load balancing at the application layer is to minimise the 
maximum link utilisation (MLU) through optimised partner selection for each joining peer given 
the recently measured network conditions. Towards this end, the peer selection algorithm takes 
into account the end-to-end path utilisation reported by the ISP, which is effectively the utilisation 
of the most loaded network link (i.e. the bottleneck) along the considered path The bottleneck 
of link utilisation of the physical path between nodes / and j  can be formulated as: 
[/,j=m ax(% „),ae^ (5.1)
As we have mentioned previously, the application tracker does not need to know from the ISP the 
actual location of the bottleneck link, but instead only the end-to-end path conditions. As far as 
traffic locality is concerned, PoP level hop-count is the metric we take into account. According to
[5], the strategy of traffic locality is to select physically nearby peers instead of remote ones, in 
order to conserve bandwidth. The physical distance between two PoP nodes i and y is represented 
by the number of hops between them, which is formulated as:
(5-2)
where y» _ j 1 if aePij (5.2.1)
,J [0  otherwise
S.2.2.3 The Proposed U-H-based Peer Selection Algorithm
In this section we present an efficient Utilisation-HopCount (U-H) based algorithm for peer 
selection in order to achieve the two objectives described in the last section. As we mentioned 
previously, the partner selection for all newly joining peers during the period between two 
adjacent network condition reports by the ISP is performed based on the most recently measured 
network performance. Figure 5-2 indicates a simplified repository maintained by the application 
tracker, called PoP-level Path Condition Table (PPCT) for recording abstracted network layer 
information reported from the ISP. The PPCT maintains both static and dynamic path information 
between each PoP node. The static information refers to the physical distance between each PoP 
Hy (i.e. PoP-level hop counts), while the dynamic information indicates the bottleneck path 
utilisation between each PoP node pair Uy, as updated periodically according to the network 
condition reported by the ISP. Note that the traffic contributing to the path utilisation includes all 
components including both P2P traffic and other background traffic (HTTP, FTP etc.); hence the 
path conditions measured by the ISP are the result of utilisation by both types of traffic.
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Once each new peer requests to join a channel, the application tracker will identify a list of 
existing peers that have already been in that channel as potential partners for the new peer by 
using the peer list maintained by the application tracker. First, all the active peers that are located 
in the same PoP are automatically selected as the partners of the new peer: this information can be 
directly obtained from the Oracle service as proposed in [5], where the geographical location of 
active peers is known, including their distribution in individual PoPs. In cases where the local 
peers cannot support the content availability for the new peer, the application tracker needs to 
select additional peers from remote PoPs. In this scenario, our proposed peer selection scheme 
will be used in order to achieve efficient use of network resources on inter-PoP links. According 
to our proposed algorithm, it is desirable to select those remote active peers associated with PoP- 
level paths with low traffic load towards the PoP node where the new peer is attached. To achieve 
this goal, the application tracker needs to retrieve the PPCT (Figure 5-2) and examine the path 
utilisation Uy for each remote PoP. Starting from the one with the least loaded path towards the 
PoP node to which the new peer is attached, the application tracker identifies further active peers 
as candidate partners. In case these additional peers are unable to satisfy the content availability 
requirement, the next PoP with least loaded path is examined for further peer selection. In cases 
where two or more PoPs have the same path condition towards the local node attached with the 
new peer, the active peers attached to the PoP node with the least distance (in terms of PoP-level 
hop counts) will be selected as tie breaking. The algorithm iterates with new candidate partners 
being selected for the new peer until its content availability requirement is satisfied. Once finished, 
the application tracker compiles a list of peer candidates and instructs the new peer to contact 
them. A flow chart for the entire operation is shown in Figure 5-3.
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5.2.3 Simulation Setup
5.2.3.1 Evaluation Matrices
We first present the definitions for the following parameters.
—  Ca : the bandwidth capacity of inter-PoP link a;
—  bta- the volume of background traffic (non-P2P traffic) on link a,
—  Ta'. the volume of P2P traffic on link a.
Our metrics for the evaluation of the peer selection algorithm are as follows:
• Loading Factor (predicted Maximum Link Utilisation)
The primary goal of our proposed algorithm is to balance the overall traffic in order to avoid 
traffic congestion that both impacts the real-time P2P service quality and leads to suboptimal 
utilisation of the underlying network resources. Towards this end, the maximum link utilisation 
(MLU) across the entire network is examined in our experiment, and is defined as:
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M a x % )  = M a x ( % + 7 ; ) /C J ,V a e ^  (5.3)
• Overall Bandwidth Consumption
Conserving the overall network bandwidth consumption by P2P traffic is an important objective 
for the underlying ISPs. The U-H peer selection algorithm is proposed for this purpose. The 
metric of overall bandwidth consumption is defined as:
I>„ + U  (S'")
a&A
It should be noted that none of the three considered peer selection algorithms aims to control the 
non-P2P background traffic. Hence the actual objective of U-H based algorithm is to
Minimise ^ T a (5.5)
aeA
• Overall Network Cost
The piece-wise linear cost function has been widely used for evaluating traffic engineering 
purposes. In this chapter we use the cost function proposed in [27] and also used in Chapter 4. 
(Refer to Eq. 4.9/4.10)
S.2.3.2 Experimental Setup
Our simulation experiment is also based on the GEANT network [59] topology and its traffic 
traces across 24 hours. Figure 5-4 shows the measured maximum link utilisation (MLU) 
performance in the GEANT starting from 12:00, noon. The GEANT network topology consists of 
23 PoP nodes and 74 unidirectional inter-PoP links. In our simulation, we use the scaled volume 
of these traffic traces to emulate the non-P2P background traffic behaviour.
The P2P traffic used in our experiment is synthetically generated according to the flow
characteristics of today’s popular P2P IPTV applications. We consider 6 IPTV channels, with 
each channel attracting up to 1200 peers. Hence altogether we consider 7000+ peers that are 
randomly distributed across the 23 PoP nodes in the GEANT network. More specifically, we 
consider a sequence of one-by-one peer joins during the 24-hour period, with each randomly 
assigned to one of the GEANT PoP nodes. The channel selected by each peer is also randomly 
determined. In addition, we use the observation that each new peer has around 80 peering 
connections in order to satisfy the content availability requirement for playback in a stable peering 
state. We also assume that the download rate is 800 Kbps which is the case for most of today’s 
popular P2P IPTV applications [2, 3, 15].
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5.2.3.3 Results Analysis
In this section we evaluate the performance of our algorithm compared with the other two 
schemes, namely random peer selection and static locality-based peer selection as proposed in [5], 
In the random peer selection scheme, the application tracker arbitrarily chooses a list of active 
peers across the entire network as potential partners for the newly arrived peer. According to the 
locality-based peer selection scheme, peers are intelligently selected according to their physical 
distance to the newly joined peer, but end-to-end path conditions that can be influenced by overall 
network dynamics are not taken into account.
Figure 5-5 plots the maximum link utilisation (loading factor) for the three schemes, namely 
random peer selection, locality-based peer selection and our proposed U-H based peer selection. 
We can clearly see from the figure that the MLU in the random peer selection scheme increases 
sharply as more peers join the groups. In comparison, the other two schemes have much lower 
MLU, thanks to their locality awareness, which tends to conserve the overall network bandwidth 
resources. On the other hand, our proposed U-H based scheme still outperforms substantially the 
plain locality based algorithm, as it further strives to intelligently select peers associated with 
least-loaded paths; this leads to much more balanced traffic distribution across the entire network. 
In effect, after accommodating all the peers at the end of the procedure, the MLU with the U-H 
based algorithm has only increased by 28.9%, in contrast to 95.1% for the locality based scheme 
and 257.8% for the random selection scheme. In other words, the increased MLU according to our 
proposed algorithm is only 30.4% and 11.2% of that by the static locality-based approach and 
pure random peer selection approach respectively. As we have mentioned, adaptive peer selection 
according to network conditions not only reduces the chance of traffic congestion that may 
severely disrupted on-going P2P IPTV service quality, but also results in efficient resource
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utilisation from the ISP’s point of view. The performance improvement shown in the figure 
clearly indicates that our proposed adaptive peer selection scheme is a promising approach that 
will benefit both content providers and network operators.
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Figure 5-5: Loading Factor (predicted MLU) Performance
In addition, Figure 5-6 shows the overall bandwidth consumption for the three different schemes. 
The total bandwidth consumption for the random scheme increases significantly as the number of 
active peers increases. This means that the random scheme could generate much more P2P traffic 
across the entire network. On the other hand, the contribution of the locality-based scheme is to 
localise peering connections, and it thus saves around 40% of the overall bandwidth consumption. 
Our proposed U-H-based approach has only a moderate increase (9% on average) compared to the 
locality-based scheme. The reason is that we give higher priority to selecting peers associated 
with least utilised paths rather than those with shortest distance. Hence P2P flows may 
occasionally travel through some longer paths within the network, consuming more bandwidth 
resources.
94
Chapter 5. Cooperative Solutions fo r  P2P Traffic Optimization
16000000 R andon Peer Selection
L o c a l i t y - b a s e d  S e l e c t i o n  
U - H  b a s e d  S e l e c t i o n
= 10000000
8000000
6000000
4000000
2000000
Interval
F igu re 5-6: O vera ll B an d w id th  C onsum ption
Figure 5-7 shows the overall network cost incurred by the three schemes. From Figure 5-7 (a) we 
can clearly see that the network cost by the random scheme is much higher than the other two 
approaches, as the overall network resources are not optimised at all. In order to clearly show the 
performance gap between locality-based and U-H based schemes, we exclude the performance of 
random peer selection in Figure 5-7 (b). As we can see, with the increase of active peer population, 
the gap between the two schemes becomes more significant. This is especially the case after 21th 
interval in the simulation when the network cost in the locality-based approach increases sharply. 
This occurs because the utilisation of some links in the network rises significantly (0.9 or higher) 
and the cost given by equation (6), therefore rises dramatically.
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5.2.4 Sum m ary
Various proposals have recently emerged for P2P service providers to collaborate with the 
underlying ISPs in order to achieve both higher service assurance and more efficient utilisation of 
network resources. However, network dynamics such as traffic upsurges may significantly impact 
the service quality and operational network efficiency. In this chapter, we introduce an intelligent 
peer selection paradigm based on the collaboration between P2P service providers and ISPs. Our 
scheme considers not only the static traffic locality requirement but also takes into account traffic 
dynamics that may significantly impact the P2P service and the network operational performance. 
Our simulation results based on the GEANT network topology and its traffic traces indicate that 
the proposed adaptive peer selection scheme achieves substantially higher network efficiency that 
could benefit both P2P service assurance and network resource utilisation.
5.3 E n h a n cem en t th ro u g h  T ra ffic -ex ch a n g e  L o ca lisa tio n
5.3.1 Introduction
In addition to the peer selection schemes, optimisation of the P2P traffic-exchange pattern among 
peers is another approach that may contribute to better utilisation of network resources compared 
with a standalone intelligent peer selection scheme. We therefore now propose a traffic-exchange 
localisation algorithm that can be applied on top of the U-H-based peer selection schemes in order
96
Chapter 5. Cooperative Solutions for P2P Traffic Optimization
to achieve further optimisation of network resource utilisation, especially to reduce bandwidth 
consumptions across inter-PoP links.
To better illustrate this idea, we first show some statistics from a SopCast [2] based measurement 
we have conducted. Figure 5-8 indicates the average traffic volume exchanged between individual 
local peer and its partners in the global Internet. We can see in Figure 5-8 (a) that 30% of the data 
of a local peer is obtained from each partner who has between 16 and 20 router-level hop-counts 
distance, which is 13% more than the partner that is only between 10 and 15 hop counts away. 
The same problem also happened between 15-20 hop count partners and 20-25 hop count 
partners. This effectively means that peers do not tend to exchange more traffic with nearby 
partners but rather use remote ones. Furthermore, in the Figure 5-8 (b) the largest proportion of 
data is exchanged with a peer having 4 PoP hop counts, rather than a peer with 3 PoP hop counts 
we expected. Note that the local peer was located on campus at the University of Surrey, and then 
it needs to take first ten hop counts (two PoP hop counts) to traverse the campus and education 
network -  JANET [69]. Based on such observations, we hence conclude even if peers are selected 
with locality awareness, a random traffic exchange pattern may still potentially lead to sub- 
optimal bandwidth consumptions. For instance a significant amount of P2P traffic may 
unnecessarily traverse multiple network boundaries. In contrast, we believe that higher volume of 
traffic exchange with nearby peers as compared with remote ones can further improve the 
network resource utilisations.
Based on U-H-based peer selection scheme, this new enhancement is to achieve a further 
optimisation of network resource utilisation by a traffic-exchange localisation algorithm. Similar 
to [5], this approach also requires that the ISPs provide necessary network information to the P2P 
service provider. In general, partners are selected based on our U-H scheme (in Section 5.2). We 
propose that traffic-exchange volume among peers should also take into account their physical 
distance (e.g. in terms of router-level hop counts). More specifically, peers with long distance 
may exchange less traffic than those that are physically closer to each other. This strategy can be 
easily extended to the scenario of inter-PoP P2P traffic exchange for reducing bandwidth 
consumption on inter-PoP links. Given the fact that bandwidth resources on inter-PoP links are 
scarcer, we thus proposed a penalty-based mechanism that aims to avoid incurring cross-PoP P2P 
traffic. Of course, this mechanism needs more intelligent implementation of the P2P content 
swarming mechanism at the application layer which is able to adapt the traffic exchange rate 
between partners to their physical locations in the Internet.
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5.3.2 Traffic-Exchange Localisation
We introduce an intelligent traffic-exchange localisation approach that aims to further reduce 
unnecessary P2P traffic on inter-PoP links. It can be adapted on top of any of the peer selection 
schemes [17]. That is, our approach can be regarded as orthogonal to the existing peer selection 
schemes. More specifically, our approach can take the advantage of network information from 
network providers for traffic exchange localisation, which is similar to the oracle service [5] for 
locality-based peer selection operations. The key objective of our approach is to further reduce 
inter-PoP traffic; we thus chose to deploy our traffic-exchange localisation approach on our U-H- 
based peer selection scheme. Upon the U-H-based peer selection mechanism, our approach takes 
advantage of the same locality information to achieve traffic-exchange localisation without any 
other additional complications.
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5.3.2.1 Inter-PoP Traffic-Exchange Localisation
We first consider the inter-PoP scenario where participating peers are distributed across multiple 
PoPs. In this case it is important to reduce the overall bandwidth consumption by P2P traffic 
across inter-PoP links. The PoP/domain-level topology is modelled as unidirectional graph G= (N, 
A), where TV is a set of PoP, and A is the set of inter-PoP links. P,v represents the path from PoP
j .
node i to j  (i, j  &N) which contains one or multiple inter-PoP links a{a ^A).To  minimise the 
overall bandwidth consumption across all inter-PoP links, the objective is:
M inimise 7  =  £  £  £  * 0 (J., ; *  y (5.7)
i e N j e N  aeA
Where
According to our proposed traffic-exchange localisation scheme, the basic strategy is to determine 
Ojj for each peering partner pair i and j  according to their physical distance in order to minimise T.
5.3.2.2 The Proposed Traffic-Exchange Localisation Algorithm
We present our proposed traffic-exchange localisation algorithm in this section. As we have 
mentioned, the basic idea is that the traffic volume exchanged between individual peers is 
adaptive to their physical distance, and ideally in inverse proportion. Of course, this situation 
cannot be completely achieved due to some practical constraints such as content availability. 
Nevertheless, we argue that individual peers should gear towards this optimised situation once 
they have identified sufficient partners that are able to provide the required content. As we have 
mentioned previously, our proposed traffic exchange localisation can be jointly applied with U-H 
based peer selection paradigms. Now we briefly describe how this can be achieved. When a new 
peer joins the session, the application tracker first searches whether there are sufficient partners 
holding desired content in the local PoP. If this is the case, the new peer directly contacts them to 
request content. Otherwise, all available local partners are selected, and in addition a number of 
remote partners are also needed. These remote partners are selected according to our U-H-based 
peer selection algorithm in section 5.2.2.3.
Based on such U-H-based peer selection scheme, we now consider how to apply the traffic- 
exchange localisation scheme. As we have mentioned, the traffic-exchange pattern of the current 
P2P applications are random since data is arbitrarily pulled from partner nodes. Therefore space 
still exists for further reducing unnecessary P2P traffic on inter-PoP links. For simplicity, we use 
variable Hjj indicating the physical distance between two PoP node i and j .  It should be noted that, 
inter-PoP links are commonly believed to be more scarce resources compared with intra-PoP ones. 
In order to put higher emphasis on the reduction of P2P traffic across inter-PoP links, we ignore 
the intra-PoP traffic in our model.
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We use Sf to denote the overall content demand of a new peer that is associated with PoP node i 
from all of its partners. In order to achieve traffic-exchange localisation, the traffic volume 
exchanged between individual peer pair is in the inverse proportion to their combined distance 
which can be expressed as:
^  (5-8)
Consequently, we can derive the proportion of traffic exchange rate from partner peer in PoP node 
j  to requesting peer in PoP node i.
^  = (S'?)
/ JeNr
5.3.3 Simulation Setup
In this section, we evaluate the performance of our proposed algorithm, U-H-based peer selection 
& traffic-exchange localisation (U-H&LT), compared with one other pair of schemes: U-H-based 
peer selection (Section 5.2) & random traffic exchange (U-H&RT).
5.3.3.1 Metrics
We evaluate the algorithm using the same metrics as in section 5.2.3.1, which are loading factor 
(predicted Maximum Link Utilisation), overall bandwidth consumption, and network cost.
5.3.3.2 Simulation Scenarios
As we described, our traffic-exchange localisation approach can be adapted on top of any of peer 
selection schemes. To have a comprehensive comparison, we defined two schemes in the 
evaluation, which are listed as follows:
(1) U-H-based Peer Selection & Random Traffic Exchange (U-H&RT): a new peer selects 
partners holding desired content based on the U-H algorithm and pulls a random amount o f data 
from its partners without taking into account distance information.
(2) U-H-based Peer Selection & Traffic Exchange Localisation (U-H&LT): a new peer 
selects partners based on U-H algorithm and exchanges a greater proportion o f data with less 
hop-count partners in accordance with Eq (5.8).
By comparing the performance of these two scenarios, we can observe the improvement achieved 
by employing traffic-exchange localisation algorithm based on a U-H-based peer selection 
scheme.
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5.3.4 Performance Evaluation
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Figure 5-9 shows the maximum link utilisation (loading factor) for the two schemes -  U-H&RT 
and U-H&LT. We can see in the Figure that the MLU in the U-H&LT scheme is lower than the 
one in U-H&RT for most of period. Specifically speaking, the U-H&LT scheme has decreased by 
around 15% on average in MLU performance compared with U-H&RT scheme. In effect, after 
accommodating all the peers at the end of the procedure, the MLU with the U-H&LT scheme has 
only increased by 42%, in contrast to 90% for the U-H&RT scheme. In other words, the increased 
MLU according to our U-H&LT algorithm is only 47.2% of that by the U-H-based selection and a 
random traffic exchange (U-H&RT) approach. As we mentioned, traffic exchange based on 
network distance not only reduces the change of traffic congestion that may cause performance 
degradation at P2P side, but also results in efficient resource utilisation from the ISP’s point of 
view. The performance improvement shown in the Figure clearly indicates that our proposed an 
integrated approach including intelligent peer selection (U-H) and locality-based traffic exchange 
can benefit both content providers and network operators.
101
Chapter 5. Cooperative Solutions fo r  P2P Traffic Optimization
o .
O
Q.
CÛ
18000000 U - H & R T
16000000 U - H & L T
14000000
12000000
10000000
8000000
6000000
4000000
2000000
0
211713951
Interval
F igure 5-10: O vera ll B an d w idth  C onsum ption
We plot overall bandwidth consumption in Figure 5-10 where the total bandwidth consumptions 
for both of two schemes increase as the number of active peers increases. We however find that 
U-H&LT can significantly reduce bandwidth consumption compare to U-H&RT with time. 
Specifically speaking, U-H&LT has decreased by 58% bandwidth consumption on average 
compared with the performance of the U-H&RT scheme. The reason is that traffic exchange 
localisation allows a large amount of P2P traffic to be exchanged between peer pairs in close 
network distance instead of longer delivery path. Therefore U-H&LT can avoid the case that a 
closest partner peer is selected but less traffic is exchanged with it.
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Figure 5-11 shows the overall network cost incurred by the two schemes. From the Figure we can 
clearly see that the network cost by the U-H&RT scheme is always higher than the U-H&LT 
approaches, as the overall network resources are not optimised at all. As we can see, the network 
cost in the U-H&RT increases by around 35% compared with U-H&LT. After 23th interval in the 
simulation, the network cost in both approaches increases sharply because the utilisation of some 
links in the network rises significantly (0.9 or higher) and the cost given by equation (6), therefore 
rises dramatically.
5.3.5 Summary
The use of network information to efficiently select peers in P2P applications was demonstrated 
in section 5.2. This approach is able to reduce cross-PoP traffic and improve the performance of 
P2P applications. Despite using plain intelligent peer selections, the traffic-exchange pattern 
among peers is still random, which leaves spaces for further reducing the cross-PoP P2P traffic. In 
this section 5.3, we introduce an efficient traffic-exchange localisation algorithm that can jointly 
work with adaptive U-H-based or even traditional locality-based peer selection paradigms for 
further performance improvement. According to our algorithm, each peer tries to obtain higher 
proportion of data from nearby partners than remote ones. According to our simulation results, the 
proposed a combined system including U-H-based peer selection scheme and traffic-exchange 
localisation algorithm is able to significantly reduce inter-PoP traffic and the maximum link 
utilisation in comparison with other random traffic exchange approaches.
5.4 Conclusions
Thanks to proposed ALTO framework that is able to take into account static and dynamic network 
information to improve peer selection at the application level, in this chapter we hence propose an 
integrated optimal solution for P2P traffic for achieving the best network resource utilisation and 
high quality of experience at user side. As first part of solution, we introduce an intelligent peer 
selection paradigm based on the collaboration between P2P service providers and ISPs. It not only 
considers the static traffic locality requirement but also takes into account traffic dynamics that 
may significantly impact the P2P service and the network operational performance. Furthermore, 
an efficient traffic-exchange localisation algorithm is proposed, which can jointly work with our 
intelligent peer selection scheme for achieving further improvement at both sides. Through two 
sets of simulation results, we can find that this integrated optimal solution based on ALTO 
framework has the capacity of balancing network resource utilisation at ISP side, but without 
performance degradation at the application side.
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Chapter 6
6 Conclusions & Future Work
6.1 Conclusions
In this thesis we have investigated how to design future intelligent Internet P2P traffic 
management paradigms in both a non-cooperative way (e.g. an ISP-centric solution) and in a 
cooperative way (e.g. ALTO).
First of all, the recently proposed ALTO (Application Layer Traffic Optimisation) framework 
explores a new dimension for Internet traffic management that is complementary to the traditional 
application-agnostic traffic engineering (AATE) solutions currently employed by ISPs. Here we 
try to shed light to an important question in this context: how can ALTO interact with AATE for 
jointly managing network traffic, if neither of the two is capable of fulfilling the task in a holistic 
manner? We are particularly interested in examining how ALTO-assisted Peer-to-peer (P2P) 
traffic management functions interact with the underlying AATE operations given that there may 
exist different application-level objectives in the P2P overlay. Another key research issue we 
address is the impact of different traffic mixes (e.g. the proportion of P2P flows that constitute the 
entire network traffic) on both network and application performance when subject to both ALTO 
and AATE policies. Our empirical study offers significant insights for the future design and 
analysis of joint network engineering approaches that involve autonomous network- and 
application-layer optimisation with both consistent and non-consistent policies. According to our 
simulation on the three different P2P overlay policies vs. application-agnostic TE in low, medium, 
and high P2P traffic proportion cases, we find that 1). the absolute performance (e.g. the actual 
values of network cost, MLU and delay) of ALTO an AATE and their oscillation dynamics can be 
affected if there is potentially conflicting objectives by the two independent entities. Therefore 
any future joint optimisation paradigms controlled by multiple parties/layers should consider both 
performance improvements as well as the overall system stability, as pointed out here. 2). the 
performance at both sides can be also significantly influenced by the traffic type ingredients, for 
instance the proportion of P2P traffic that can be directly manipulated by the ALTO optimiser at 
the overlay side. 3). it is easy to see that some trade-off between conflicting policies (e.g. the 
semi-cooperative scenario) are to be most likely to achieve desired trade-off between application 
and network-level performance, particularly in the scenario where P2P flows dominate the overall
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network traffic. 4). the fully-cooperative policy has high capability in optimizing network 
performance, such a policy could be considered by the P2P overlay at the expense of moderate 
(i.e. less than 10%) worst-case performance deterioration.
Prior to the ALTO framework that would be implemented in the network, most Internet service 
providers (ISPs) have encountered the issue of how to manage such high volumes of P2P traffic 
efficiently in theirs network. A common practice today is to fully or partially block P2P traffic in 
a static manner in order to reserve bandwidth resources for carrying standard traffic from which 
revenues can be generated. However, such solutions may lead to significant impact on a huge 
population of P2P users given that P2P-based applications have been highly successful in offering 
a variety of Internet services nowadays. In chapter 4, instead of looking at simple time-driven 
blocking/limiting approaches, we investigated how such type of limiting techniques can be more 
gracefully applied by the ISP by taking into account the dynamic pattern of both P2P traffic and 
of standard Internet traffic. The ultimate objective is to guarantee non-P2P service capability 
while trying to accommodate as much P2P traffic as possible based on the available bandwidth 
resources. Based on the simulation results in the GEANT and ABILENE networks, our approach 
not only eliminates performance degradation of non-P2P services that are caused by 
overwhelming P2P traffic, but also accommodates P2P traffic efficiently in both existing and 
future collaboration-based P2P network scenarios. Based on our experiment results of GEANT 
and ABILENE networks in the non-collaborative P2P environment, we can conclude that 1). P2P 
traffic control actions should be taken in a proactive manner, rather than waiting until network 
congestion has been actually detected. 2). Both too conservative and too greedy limiting threshold 
settings for accommodating P2P traffic may result in suboptimal performance on either side. 3). 
There exists at least an appropriate configuration of threshold setting for bandwidth limiting, 
possibly leading to a “win-win” situation in both non-collaborative and collaborative P2P 
paradigms. 4). Collaborative-based P2P systems such as P4P can benefit even more from our 
approach in terms of both network performance and application efficiency. From this point of 
view, such a P2P traffic blocking policy can be regarded as a complementary solution to these 
emerging collaboration paradigms.
In addition to ISP-centric solution we finally proposed an advanced optimal solution based on 
ALTO framework for achieving significant improvement in utilizing network resource. Firstly 
based on ALTO-like cooperation between different stakeholders, we introduce a more advanced 
approach with adaptive peer selection that takes into account traffic dynamics in the operational 
network. Specifically, peers associated with low path utilisation as measured by the ISP are 
selected in order to reduce the probability of network congestion. This approach not only 
improves real-time P2P service assurance but also optimises the overall use of network resources. 
According to our simulation, the MLU with our U-H based algorithm has only increased by
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28.9%, in contrast to 95.1% for the locality based scheme and 257.8% for the random selection 
scheme. Our U-H-based approach has only a moderate increase (9% on average) compared to the 
locality-based scheme in overall bandwidth consumption, and has a same good performance in 
network cost as locality based peer selection scheme.
Furthermore, we propose a proportional traffic-exchange localisation scheme for making efficient 
use of network resources based on same cooperation between ISPs and P2P systems. Our 
approach employs locality information in order to regulate the volume of traffic exchange 
between peers according to their physical distance between peers. The key objective of our 
approach is to further reduce inter-PoP traffic compared with plain intelligent peer selection 
solutions. With a U-H-based peer selection scheme and a proportional traffic-exchange 
localisation scheme, we can see in our evaluation that the new scheme can decrease by around 
15% on average in MLU performance compared with a U-H but random traffic-exchange scheme. 
Around 58% bandwidth consumption and 35% network cost on average can be saved by our U- 
H&LT scheme compared with U-H&RT scheme.
6.2 Future Work
Our P2P traffic optimal solutions presented in this thesis have focused on improving network 
resource utilisation and avoiding performance degradation at the application side. Due to some 
limitations (e.g. time and funding), there are still some spaces that can be further investigated and 
improved in this area. We now briefly describe future work option here.
It is possible to further investigate the interaction between ALTO framework and application- 
agnostic TE. Firstly, we could use a variety of existing TE solutions to interact with P2P overlays 
in the Internet environment, since many TE solutions have been proposed for different objectives 
in distinct environments. Moreover, a more realistic modelling of the behaviour of P2P traffic can 
be used to interact with TE in future. For example, it could be that there are many different P2P 
agents/overlays in the network for optimizing different objectives such as minimizing end-to-end 
latency (e.g. multimedia system) or maximizing throughput (e.g. file-sharing application) 
interacting with single or even multiple TEs. Some similar interaction works have been done in
[70]. On the other hand according to current network operation, P2P system usually optimises its 
objectives at a much shorter time-scale than that of TE. Another possible situation can be further 
investigated is that each of two players is able to predict another’s strategy so that the player who 
has such ability can play a Stackelberg game [70, 71] against the others. Moreover, we only 
considered a single domain scenario in our thesis when a P2P system is overly interacting with TE, 
but same problem will be more complex and interesting when expanding to inter-domain 
environment. In this circumstance, instead of simplified simulation evaluation, a test bed
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evaluation may be a better option to achieve this point, such as Planetlab platform [72]. Last but 
not least, a game theory based analysis can also investigate the stability and convergence speed of 
the interaction between ALTO and TE that has not been done in our work.
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