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Abstract
This paper studies the spectrum of a multi-dimensional split-step quan-
tum walk with a defect that cannot be analysed in the previous papers
[4, 5]. To this end, we have developed a new technique which allow us
to use a spectral mapping theorem for the one-defect model. We also
derive the time-averaged limit measure for one-dimensional case as an
application of the spectral analysis.
1 Introduction
Quantum walks (QWs), which are regarded as quantum counterparts of classical
random walks, have been actively studied while interacting with many related
research fields [9, 14, 15].
This paper is a continuation of [4, 5], where they performed the spectral
analysis of one- and multi-dimensional split-step QWs using a spectral mapping
theorem (SMT) [6, 16, 17]. Let U = SC be an evolution operator which is
defined by a shift operator S and a coin operator C on H = `2(Zn;C2n). The
SMT enables us to describe the spectrum of the evolution operator on H by
that of an operator on K˜ = `2(Zn). We can apply the SMT when both of S
and C satisfy self-adjoint and S2 = C2 = 1. In [4, 5], we have assumed for all
x ∈ Zn,
dim ker(C(x)− 1) = 1, (1)
and proved the existence of discrete spectrum of the evolution operator by using
a coisometry d˜ : H → K˜ with C = 2d˜∗d˜ − 1 which plays an important role to
employ SMT.
In this paper, we analyse the split-step QW on one- and multi-dimensional
lattice, supposing that
dim ker(C(0)− 1) = 0, (2)
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with (1) except for x = 0. In this case, d˜ satisfies C = 2d˜∗d˜ − 1, but d˜ is not
a coisometry. Hence the SMT can not be applicable to this case. Therefore
we construct a new coisometry d : H → K where K = `2(Zn \ {0}), and we
introduce an operator ι : K → K˜. The relation among them is written in the
following figure.
H
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d˜ // K˜
ι∗ // K
Figure 1 : The relation among key operators.
Detailed discussions for the figure are given in Section 3.
We now compare our results with previous studies. In [4], the evolution
operator has discrete spectrum for the n-dimensional split-step QWs with n ≥
2. In contrast, Theorems 2.1 and 2.3 show that the discrete spectrum of the
evolution operator can appear only for the case of n = 1, and their eigenvectors
belong to birth eigenspaces [13]. In [5], birth eigenspaces are analysed for the
one-dimensional split-step QW. Our paper deals with the birth eigenspaces of
the one- and higher-dimensional QWs in Theorem 2.3. The time-averaged limit
measures for QWs have intensively been studied for homogeneous QWs [1, 8, 10]
and QWs with one defect [2, 3, 12]. In our paper, we derive the time-averaged
limit measure of the split-step QW with one defect as an application of the
spectral analysis for the first time.
This paper is organized as follows. In Section 2, we give the definition of the
model and present our main results. Sections 3–5 are devoted to the proof of
the main results. In Section 3, we introduce the key operators such as T and T˜
in Figure 1 and the birth eigenspaces to use the SMT. In Section 4, we analyse
the spectrum of U inherited spectrum from T . Section 5 deals with the birth
eigenspaces. Section 6 derives the time-averaged limit measure for our model in
the one-dimensional case.
2 Models and main results
Let n ∈ N be the dimension of our model. Hereafter, we consider a QW on Zn,
which is a generalization of Kitagawa’s split-step QWs defined in [9]. Let
H = `2(Zn;C2n) =
{
Ψ : Zn → C2n |
∑
x∈Zn
‖Ψ(x)‖2C2n <∞
}
be the Hilbert space of states and define an evolution operator U on H as a
product
U = SC (3)
of a shift operator S and coin operator C where S and C are defined as follows.
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Let
D = {(p, q) = (p1, . . . , pn, q1, . . . , qn) ∈ Rn × Cn | p2j + |qj |2 = 1, (j = 1, . . . , n)}
and use {ej}nj=1 to denote the standard basis of Zn. In the following, (p, q) ∈ D
is assumed unless otherwise specified. To define a shift operator S on H, we
introduce an operator Sj on `
2(Zn;C2) (j = 1, . . . , n) as Sj =
(
pj qjLj
qjL
∗
j −pj
)
,
where Lj is the ej-shift on `
2(Zn) defined by (Ljf)(x) = f(x+ej) (x ∈ Zn, f ∈
`2(Zn)), i.e., for all ψ = t(ψ1, ψ2) ∈ `2(Zn;C2),
(Sjψ)(x) =
(
pjψ1(x) + qjψ2(x + ej)
qjψ1(x− ej)− pjψ2(x)
)
, x ∈ Zn.
We set the shift operator S on H as
(SΨ)(x) =
(S1Ψ1)(x)...
(SnΨn)(x)
 , x ∈ Zn, Ψ =
Ψ1...
Ψn
 ∈ H, and Ψj ∈ `2(Zn;C2).
Using the identification H ' ⊕nj=1 `2(Zn;C2), we can express S = ⊕nj=1 Sj .
Note that since each Sj is self-adjoint and unitary on `
2(Zn;C2) under the
condition (p, q) ∈ D, S is also self-adjoint and unitary on H. Since |qj | =√
1− p2j = 0 means that the ej-shift does not happen, we henceforth assume
the following condition:
|pj | 6= 1, j = 1, 2, . . . , n.
To define a coin operator C on H, we fix an arbitrary normalized vector
Φ =
Φ1...
Φn
 ∈ C2n with Φj = (Φj,1Φj,2
)
∈ C2, j = 1, 2, . . . , n
and set the function χ : Zn → C2n as
χ(x) =
{
Φ (x ∈ Zn \ {0}),
0 (x = 0).
(4)
This is in contrast to [4], in terms of the requirement of χ(0) 6= 0.
Let {C(x)}x∈Zn be a family of unitary and self-adjoint square matrices of
order 2n defined as
C(x) = 2|χ(x)〉〈χ(x)| − 1, x ∈ Zn.
We define a coin operator C onH as a multiplication operator C =
⊕
x∈Zn C(x),
i.e.,
(CΨ)(x) = C(x)Ψ(x) Ψ ∈ H,x ∈ Zn.
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By definition, C is a unitary and self-adjoint on H and satisfies the following
one-defect condition:
C(x) =
{
2|Φ〉〈Φ| − 1 (x ∈ Zn \ {0}),
−1 (x = 0).
To state our results, we set
µ =
n∑
j=1
|µj | and V0 =
n∑
j=1
pj
(|Φj,1|2 − |Φj,2|2) , (5)
where µj = qjΦj,1Φj,2.
We use σ(A), σc(A), and σp(A) to denote the spectrum, the continuous
spectrum, and the set of eigenvalues of an operator A, respectively.
Theorem 2.1. Let B± = ker(S ± 1) ∩ ker(C + 1). Assume that µ 6= 0. Then
σc(U) =
{
eiξ | cos ξ ∈ [V0 − 2µ, V0 + 2µ]
}
,
σp(U) = {+1}M+ ∪ {−1}M− ,
where M± = dimB± denote multiplicities of the eigenvalues ±1 with the con-
vention {±1}0 = ∅.
Remark 2.2. In the case of µ = 0, the quantum walk is always localized, i.e.,
σ(U) = σp(U). See Lemma 4.5. for more details.
Theorem 2.3. Let M± be defined in Theorem 2.1.
(1) If n = 1, then M± =
{
1, if |q1Φ1,1| 6= |(p1 ± 1)Φ1,2|,
0, otherwise.
(2) If n ≥ 2, then M± =∞.
Remark 2.4. In the case of n = 1, M± = 0 if and only if the (1, 1)-element of
C(x) (x 6= 0) equals ±p. Therefore, M+ = M− = 0 is equivalent to p = 0. This
situation resembles that of [18, Theorem A].
3 Spectral mapping theorem
In this section, we explain the spectral mapping theorem (SMT) for our model,
which plays a crucial role in our paper.
Let K = `2(Zn \ {0}) and K˜ = `2(Zn). We define an operator ι : K→ K˜ as
(ιφ)(x) =
{
φ(x), x ∈ Zn \ {0},
0, x = 0,
for φ ∈ K. (6)
For any ψ ∈ K˜ and φ ∈ K, we have
〈ψ, ιφ〉K˜ =
∑
x∈Zn
ψ(x)(ιφ)(x) =
∑
x∈Zn\{0}
ψ(x)φ(x).
Then the conjugate ι∗ : K˜→ K is given by
(ι∗ψ)(x) = ψ(x), x ∈ Zn \ {0}. (7)
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Lemma 3.1. Let ι be defined as above.
(1) ι∗ι = 1 (The identity operator on K)
(2) ιι∗ = 1Zn\{0} (A multiplication operator on K˜)
Proof. A direct calculation with (6) and (7) yields
(ι∗ιφ)(x) = (ι∗(ιφ))(x) = (ιφ)(x) = φ(x)
for any φ ∈ K and x ∈ Zn \ {0}, which proves (1).
Similarly, we have
(ιι∗ψ)(x) = (ι(ι∗ψ))(x) = (ι∗ψ)(x) = ψ(x)
for ψ ∈ K˜ and x ∈ Zn \ {0}. Moreover, if x = 0, then
(ιι∗ψ)(x) = (ι(ι∗ψ))(x) = 0.
Therefore, (ιι∗ψ)(x) = 1Zn\{0}(x)ψ(x). This completes the proof of (2). 
We define d : H→ K as
d = ι∗d˜,
where d˜ : H→ K˜ is given by
(d˜Ψ)(x) = 〈χ(x),Ψ(x)〉C2n (8)
for x ∈ Zn and Ψ ∈ H.
Observe that d is a coisometry, i.e., dd∗ = 1, but d˜ is not. Because for any
ψ ∈ K˜ and Ψ ∈ H,
〈ψ, d˜Ψ〉K˜ =
∑
x∈Zn
ψ(x)〈χ(x),Ψ(x)〉C2n =
∑
x∈Zn
〈ψ(x)χ(x),Ψ(x)〉C2n .
Then the conjugate of d˜ is given by
(d˜∗ψ)(x) = χ(x)ψ(x), x ∈ Zn. (9)
Lemma 3.2. The coin operator C is expressed as follows
C = 2d˜∗d˜− 1 = 2d∗d− 1. (10)
Proof. An argument similar to [4, 5] shows d˜∗d˜ =
⊕
x∈Zn |χ(x)〉〈χ(x)|,
which gives the first equality of (10). The second equality of (10) is proven by
d˜∗d˜ = d∗ιι∗d = d∗1Zn\{0}d = d∗d. 
We define two operators
T = dSd∗ and T˜ = d˜∗Sd˜. (11)
Because T and T˜ are bounded self-adjoint operators whose norms are less than
1, both σ(T ) and σ(T˜ ) are closed sets contained in the interval [−1, 1]. The
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relation among S, T, and T˜ is illustrated in the following figure.
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We recall M± = dimB± is defined in Theorem 2.1.
Theorem 3.3 (Spectral mapping theorem). The following holds
σ](U) = ϕ
−1(σ](T )) ∪ {1}dimB+ ∪ {−1}dimB− (σ] = σ or σp),
dim ker(U ∓ 1) = M± + dim ker(T ∓ 1).
Proof. See [16, 17]. 
4 Spectral analysis for T
The purpose of this section is proving the following Theorem 4.1. Recall that
µj = qjΦj,1Φj,2 (j = 1, 2, . . . , n), µ =
∑n
j=1 |µj | and V0 =
∑n
j=1 pj(|Φj,1|2 −
|Φj,2|2) are defined in (5).
Theorem 4.1. Assume that µ 6= 0. Then
σp(T ) = ∅, σ(T ) = σc(T ) = [V0 − 2µ, V0 + 2µ] .
Remark 4.2. If µ = 0, then σ(T ) = σp(T ) = {V0}. This comes from T =
ι∗V0ι, which is given by (12) below.
To show Theorem 4.1, we need following lemmas.
Lemma 4.3. The self-adjoint operator T˜ defined by (11) is represented as
T˜ =
n∑
j=1
(Dj +D
∗
j ) + V, (12)
where Dj = qjχ
∗
j,1Ljχj,2, V =
∑n
j=1 pj(|χj,1|2 − |χj,2|2), and
χj,k(x) =
{
Φj,k (x 6= 0),
0 (x = 0),
k ∈ {1, 2}.
Proof. For any ψ ∈ K˜,x ∈ Zn,
(T˜ψ)(x) = (d˜Sd˜∗)(x)
= 〈χ(x), (S(χψ))(x)〉C2n
=
n∑
j=1
〈(
χj,1(x)
χj,2(x)
)
,
(
pj qjLj
qjL
∗
j −pj
)(
(χj,1ψ)(x)
(χj,2ψ)(x)
)〉
C2
=
n∑
j=1
〈(
χj,1(x)
χj,2(x)
)
,
(
(pjχj,1ψ)(x) + (qjLjχj,2ψ)(x)
(qjL
∗
jχj,1ψ)(x)− (pjχj,2ψ)(x)
)〉
C2
= ((RHS of (12))ψ)(x).
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Hence the lemma is proved. 
To analyse the spectrum of T˜ , we introduce T˜0 on K˜ as
T˜0 =
n∑
j=1
(D0,j +D
∗
0,j) + V0,
where D0,j = µjLj
Lemma 4.4. For T, T˜ and T˜0 stated as above, the following holds.
T = ι∗T˜ ι = ι∗T˜0ι. (13)
Proof. For any φ ∈ K,x ∈ Zn \ {0},
(ι∗Djιφ)(x) = (Djιφ)(x)
= (qjχ
∗
j,1Ljχj,2ιφ)(x)
= qjχ
∗
j,1(x)χj,2(x + ej)(ιφ)(x + ej)
= qjΦj,1Φj,2(ιφ)(x + ej)
= (qjΦj,1Φj,2Ljιφ)(x)
= (ι∗D0,jιφ)(x).
The fourth equality follows from (ιφ)(x + ej) = 0 with x = −ej . Therefore
ι∗Djι = ι∗D0,jι holds. Similarly, we can easily check ι∗Vjι = ι∗V0,jι Thus (13)
is satisfied. 
We use σess(A) to denote the essential spectrum of a self-adjoint operator
A.
Lemma 4.5. Assume that µ 6= 0. Then
σess(T ) = σess(T˜0) = σ(T˜0) = [V0 − 2µ, V0 + 2µ] .
Proof. Let F : K˜ → L2 ([0, 2pi)n; dk/(2pi)n) be the Fourier transformation
defined as the unitary extension of
(Fψ)(k) =
∑
x∈Zn
e−ik·xψ(x), k ∈ [0, 2pi)n, ψ ∈ K˜ with finite support.
Noting that FLjF
∗ is the multiplication by eikj , we see that
FT˜0F
∗ =
n∑
j=1
2Re(µje
ikj ) + V0 =
n∑
j=1
2|µj | cos(kj + argµj) + V0. (14)
Hence, σ(FT˜0F
∗) = σess(FT˜0F∗) = [V0 − 2µ, V0 + 2µ]. Moreover, σ](T˜0) =
σ](FT˜0F
∗) (σ] = σ or σess) implies that σ(T˜0) = σess(T˜0) = [V0 − 2µ, V0 + 2µ] .
Next, we prove σess(T ) ⊃ σess(T˜0) If λ ∈ σess(T˜0), there exists a normalized
sequence {ψm}m ⊂ K˜ satisfying
w-lim
m→∞ ψm = 0, (15)
s-lim
m→∞(T˜0 − λ)ψm = 0. (16)
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We observe from (15) that limm→∞ ψm(0) = limm→∞〈1{0}, ψm〉K˜ = 0. Hence,
there exists N0 ∈ N satisfying |ψm(0)| < 12 and
1√
1− |ψm(0)|2
<
1√
1− ( 12)2
for m > N0. We take {φm}m>N0 ⊂ K with
φm =
ι∗ψm√
1− |ψm(0)|2
.
Then, ‖φm‖2K =
∑
x∈Zn\{0} |ψm(x)|2/(1 − |ψm(0)|2) = 1 holds. Here, (15)
ensures following statements for any φ ∈ K:
|〈φ, φm〉K| =
∣∣∣∣∣∣ 1√1− |ψm(0)|2
∑
x∈Zn\{0}
〈φ(x), ψm(x)〉C
∣∣∣∣∣∣
<
1√
1− ( 12)2 |〈ιφ, ψm〉K˜| → 0 (m→∞).
Therefore, w-limm→∞ φm = 0.
Using (13), we have
‖(T − λ)φm‖2K <
1
1− ( 12)2 ‖ι∗(T˜0 − λ)ιι∗ψm‖2K
≤ 1
1− ( 12)2 ‖(T˜0 − λ)1Zn\{0}ψm‖2K˜
=
1
1− ( 12)2 (‖(T˜0 − λ)ψm − (T˜0 − λ)1{0}ψm‖2K˜)
≤ 2
1− ( 12)2 (‖(T˜0 − λ)ψm‖2K˜ + ‖(T˜0 − λ)1{0}ψm‖2K˜). (17)
Combining (16) and (15) gives
‖(T˜0 − λ)ψm‖2K˜ → 0 (m→∞) (18)
and
‖(T˜0 − λ)1{0}ψm‖2K˜ ≤ ‖T˜0 − λ‖2‖1{0}ψm‖2K˜ = ‖T˜0 − λ‖2|ψm(0)|2 → 0 (m→∞).
(19)
Applying (18) and (19) to (17), we have s-limm→∞(T − λ)φm = 0. Thus, we
conclude λ ∈ σess(T ).
Finally, we show σess(T ) ⊂ σess(T˜0). If ν ∈ σess(T ), there exists a normalized
sequence {φ˜m}m ⊂ K satisfying below
w-lim
m→∞ φ˜m = 0, (20)
s-lim
m→∞(T − ν)φ˜m = 0. (21)
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We consider a sequence {ψ˜m}m ⊂ K˜ defined by ψ˜m = ιφ˜m. Because ι defined
by (6) is an isometry, ‖ψ˜m‖K˜ = 1 and w-limm→∞ ψ˜m = 0. Because ι∗ restricts
the domain of functions,
‖(T˜0 − ν)ψ˜m‖2K˜ = ‖ι∗(T˜0 − ν)ψ˜m‖2K + |(T˜0 − ν)ψ˜m(0)|2
= ‖(T − ν)φ˜m‖2K + |(T˜0 − ν)ιφ˜m(0)|2. (22)
Here, (20) gives
|(T˜0 − ν)ιφ˜m(0)|2 =
∣∣∣∣∣∣
 n∑
j=1
(µjLj + µjL
∗
j )− (V0 + ν)
 ιφ˜m(0)
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
n∑
j=1
(
µj φ˜m(ej) + µj φ˜m(−ej)
)∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
n∑
j=1
(
µj〈ι∗1{ej}, φ˜m〉K + µj〈ι∗1{−ej}, φ˜m〉K
)∣∣∣∣∣∣
2
→ 0 (m→∞). (23)
Combining (21) and (23) with (22), we have s-limm→∞(T˜0 − ν)ψ˜m = 0. Thus,
ν ∈ σess(T˜0) and the proof is completed. 
Proof of Theorem 4.1. From Lemma 4.5, it suffices to show σp(T ) = ∅.
Hence, we now prove a contradiction occurs under the assumption σp(T ) 6= ∅.
Then there exists λ ∈ σp(T ) and φλ ∈ K \ {0} with
Tφλ = λφλ. (24)
By (13) and Lemma 3.1, we see that (24) is equivalent to
ι∗(T˜0 − λ)ιφλ = 0. (25)
By multiplying ι, we have
1Zn\{0}(T˜0 − λ)ιφλ = 0. (26)
The left-hand side of (26) is
1Zn\{0}(T˜0 − λ)ιφλ = (1Zn − 1{0})(T˜0 − λ)ιφλ
= (T˜0 − λ)ιφλ − ((T˜0 − λ)ιφλ)(0)1{0}
= (T˜0 − λ)ιφλ −
n∑
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
1{0}.
Therefore, (26) becomes
(T˜0 − λ)ιφλ =
n∑
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
1{0}. (27)
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By the Fourier transform of (27), we have
F(T0 − λ)F∗Fιφλ =
n∑
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
F1{0}. (28)
Then, (14) gives F(T˜0 − λ)F∗ = 2
∑n
j=1 |µj | cos(kj + argµj) + V0 − λ. Because
of F1{0} = 1 ∈ L2 ([0, 2pi)n; dk/(2pi)n) and (28), we have
(Fιφλ)(k) =
∑n
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
2
∑n
j=1 |µj | cos(kj + argµj) + V0 − λ
, a.e. k ∈ [0, 2pi)n. (29)
If
∑n
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
= 0, then φλ = 0 since (29) gives Fιφλ = 0.
However, it contradicts to φλ 6= 0. Therefore,
n∑
j=1
(
µjφλ(ej) + µjφλ(−ej)
) 6= 0. (30)
The inverse Fourier transform of (29) gives
(ιφλ)(0) =
∫
[0,2pi)n
∑n
j=1
(
µjφλ(ej) + µjφλ(−ej)
)
2
∑n
j=1 |µj | cos(kj + argµj) + V0 − λ
dk
(2pi)n
. (31)
By the definition of ι and (30), we have
0 =
∫
[0,2pi)n
dk
2
∑n
j=1 |µj | cos kj + V0 − λ
. (32)
If λ /∈ (V0 − 2µ, V0 + 2µ), then the integrand in (RHS of (32)) has a same sign
for a.e. k ∈ [0, 2pi)n. Thus, (RHS of (32)) does not become 0 and a contradiction
occurs. Therefore,
λ ∈ (V0 − 2µ, V0 + 2µ) .
By taking ε ∈ (0, 2µ], we can express λ as
λ =
{
V0 − 2µ+ ε, λ ≤ V0,
V0 + 2µ− ε, λ > V0.
From (29) and Fιφλ ∈ L2([0, 2pi)n; dk/(2pi)n), we see that∫
[0,2pi)n
dk∣∣∣2∑nj=1 |µj | cos kj + V0 − λ∣∣∣2
=
∫
[0,2pi)n
dk∣∣∣2∑nj=1 |µj |(cos kj ± 1)∓ ε∣∣∣2
= 2n−2
∫
[0,pi)n
dk∣∣∣∑nj=1 |µj |(1± cos kj)− ε2 ∣∣∣2 <∞. (33)
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Here, we rewrite µj with µj 6= 0 as ν1, ..., νl (1 ≤ l ≤ n), i.e., {µj | j ∈
{1, ..., n}, µj 6= 0} = {ν1, ..., νl}. We should remark that {µj | j ∈ {1, ..., n}, µj 6=
0} 6= ∅, because µ 6= 0. It follows from (33) that∫
[0,pi)l
dk1 · · · dkl∣∣∣∑lj=1 |νj |(1± cos kj)− ε2 ∣∣∣2 <∞. (34)
Following an argument in [7], the left-hand side of (34) diverges, which contra-
dicts the first assumption σp(T˜ ) 6= ∅. Details of the argument is assigned to
Appendix A.2. 
5 The birth eigenspace
In this section, we aim to prove the following Theorem 5.1. Recall that the
birth eigenspace is defined by B± = ker d ∩ ker(S ± 1) and its dimension is
M± = dimB±. Let U (0) = SC(0) be the evolution operator of a homogeneous
QW with a coin C(0) =
⊕
x∈Zn (2|Φ〉〈Φ| − 1). We put B(0)± as the counterpart
of B±.
Theorem 5.1. If there exists j ∈ {1, . . . , n} satisfying Φj,1Φj,2 = 0 or |qjΦj,1| 6=
|(pj ± 1)Φj,2|, then B(0)± ( B± and
(1) n = 1 case : M± = 1,
(2) n ≥ 2 case : M± =∞.
Theorem 5.2. Let n = 1 and suppose Φ1,1Φ1,2 6= 0 and |q1Φ1,1| = |(p1±1)Φ1,2|,
then M± = 0.
Remark 5.3. For n ≥ 2 case, Lemma 5.5 ensures M± = ∞ even if j ∈
{1, . . . , n} satisfying Φj,1Φj,2 = 0 or |qjΦj,1| 6= |(pj ± 1)Φj,2| does not exist.
However, it is not certain whether B
(0)
± ( B± holds.
Let Ψ ∈ B±, then
S1 ± 1 0
. . .
0 Sn ± 1
tχ1 . . .
tχn
Ψ =

0
...
0
0
 . (35)
For each j = 1, . . . , n, we put an operator matrix Qj on `
2(Zn;C2) as
Qj =
(
1 0
−|qj |2 1
)(
1 0
0 qjLj
)( 1
p±1 0
0 1
)
.
Then, Qj is a regular matrix satisfying
Qj(Sj ± 1) =
(
1
qj
pj±1Lj
0 0
)
.
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We define an operator matrix W on H with
W

Ξ1,1
Ξ1,2
...
Ξn,1
Ξn,2
 =

Ξ1,1
...
Ξn,1
Ξ1,2
...
Ξn,2

for any Ξ = t(Ξ1,1,Ξ1,2, . . . ,Ξn,1,Ξn,2) ∈
⊕n
i=1
⊕2
j=1 `
2(Zn) ' H, where Ξi,j ∈
`2(Zn) (i = 1, 2, . . . , n, j = 1, 2). Multiplying through by a block diagonal
matrix, (35) becomes
Q1 0
. . . 0
0 Qn
t0 1


S1 ± 1 0
. . .
0 Sn ± 1
tχ1 . . .
tχn
W−1WΨ =

0
...
0
0
 . (36)
Calculating (36) gives Ψ(1) = −LB,±Ψ(2) and Ψ(2) ∈ kerZ±. Here, notations
above are defined as follows:
Ψ(1) =
Ψ1,1...
Ψn,1
 ,Ψ(2) =
Ψ1,2...
Ψn,2
 , LB,± =

q1
p1±1L1 0
. . .
0 qnpn±1Ln
 ,
Z± =
( −q1
p1 ± 1χ1,1L1 + χ1,2, . . . ,
−qn
pn ± 1χn,1Ln + χn,2
)
,
where LB,± : `2(Zn;Cn) → `2(Zn;Cn) and Z± : `2(Zn;Cn) → K˜ are operator
matrices.
Lemma 5.4. For B±, W , LB,± and Z± stated as above, the following holds.
B± =
{
W−1
(−LB,±Ψ(2)
Ψ(2)
)
∈ H | Ψ(2) ∈ kerZ±
}
.
We remark that Lemma 5.4 can apply to B
(0)
± , i.e.,
B
(0)
± =
{
W−1
(−LB,±Ψ(2)
Ψ(2)
)
∈ H | Ψ(2) ∈ kerZ(0)±
}
,
where Z
(0)
± =
(
−q1
p1±1Φ1,1L1 + Φ1,2, . . . ,
−qn
pn±1Φn,1Ln + Φn,2
)
.
Lemma 5.5. For B± and B
(0)
± stated as above, B
(0)
± ⊂ B± and
(1) n = 1 case : dimB
(0)
± = 0,
(2) n ≥ 2 case : dimB(0)± =∞.
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Proof. Let Ψ = t(ψ1, . . . , ψn) ∈ `2(Zn;Cn), by definition of Z±, Ψ ∈ kerZ±
is equivalent to
n∑
j=1
( −qj
pj ± 1Φj,1ψj(x + ej) + Φj,2ψj(x)
)
= 0, x ∈ Zn \ {0}. (37)
Similarly, Ψ ∈ kerZ(0)± is equivalent to
n∑
j=1
( −qj
pj ± 1Φj,1ψj(x + ej) + Φj,2ψj(x)
)
= 0, x ∈ Zn. (38)
Thus, kerZ
(0)
± ⊂ kerZ± and Lemma 5.4 give B(0)± ⊂ B±. Precise proof of (1)
and (2) are assigned to the Appendix A.2. 
Proof of Theorem 5.1. Firstly, we prove B
(0)
± ( B±. Lemma 5.4 implies that
there exists a one-to-one correspondence between B± and kerZ±. As already
mentioned, Ψ = t(ψ1, . . . , ψn) ∈ kerZ± is equivalent to (37). We see that
−qj
pj ± 1Φj,1ψj(x + ej) + Φj,2ψj(x) = 0 (j ∈ {1, . . . , n}, x ∈ Z
n \ {0}) (39)
is a sufficient condition for Ψ ∈ kerZ±. Here, we give a recipe to get an
Ψ = t(ψ1, . . . , ψn) ∈ kerZ± satisfying (39). We consider four divided cases as
follows:
(1) Φj,1 = Φj,2 = 0:
Any ψj ∈ K˜ holds (39) obviously. We then take an arbitrary ψj 6= 0.
(2) Φj,1 = 0 and Φj,2 6= 0:
For any aj 6= 0, we take ψj as
ψj(x) =
{
0, x ∈ Zn \ {0},
aj , x = 0
.
(3) Φj,1 6= 0 and Φj,2 = 0:
For any bj 6= 0, we take ψj as
ψj(x) =
{
0, x ∈ Zn \ {ej},
bj , x = ej
.
(4) Φj,1Φj,2 6= 0:
Put rj =
qj
pj±1
Φj,1
Φj,2
(6= 0), then (39) be rewritten as
ψj(x) = rjψj(x + ej) (x ∈ Zn \ {0}). (40)
We consider three further divided cases.
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(i) |rj | < 1
For any tj 6= 0, we take
ψj(x) =
{
0, x ∈ Zn \ {cej | c ∈ Z≤0},
r−cj tj , x ∈ {cej | c ∈ Z≤0}.
(ii) |rj | > 1:
For any uj 6= 0, we take
ψj(x) =
{
0, x ∈ Zn \ {cej | c ∈ Z>0},
r−c+1j uj , x ∈ {cej | c ∈ Z>0}.
(iii) |rj | = 1
We take ψj = 0.
Except for the case (iii) of (4), ψ˜j 6= 0. We note that the assumption, the
existence of j ∈ {1, . . . , n} satisfying Φj,1Φj,2 = 0 or |qjΦj,1| 6= |(pj ± 1)Φj,2|,
ensures Ψ ∈ kerZ± \ {0}. Recall that Ψ ∈ Z(0)± is equivalent to (38). We see
that Ψ which given by the above recipe does not hold (38). Thus, Lemma 5.4
concludes B
(0)
± ( B±.
Secondly, for n = 1 case, (39) becomes sufficient and necessary condition for
Ψ ∈ kerZ±. We should remark that the cases (1) and (iii) of (4) do not appear,
because ‖Φ‖2C2 = |Φ1,1|2 + |Φ1,2|2 = 1 and the assumption ensures |r1| 6= 1.
Therefore, the recipe and (39) show M± = 1.
Finally, for n ≥ 2 case, Lemma 5.5 suggests M± = dimB± =∞. Thus, the
proof is completed. 
Proof of Theorem 5.2. Let Ψ = ψ1 ∈ kerZ± \ {0}. Then, (37) becomes
−q1
p1 ± 1Φ1,1ψ1(x+ 1) + Φ1,2ψ1(x) = 0, x ∈ Z \ {0}.
Above equation gives
|ψ1(x+ 1)| =
∣∣∣∣ (p1 ± 1)Φ1,2q1Φ1,1
∣∣∣∣ |ψ1(x)|, x ∈ Z \ {0}. (41)
The assumption, Φ1,1Φ1,2 6= 0 and |q1Φ1,1| = |(p1± 1)Φ1,2|, and (41) show that
|ψ1(x)| is a constant for x (> 0). Thus, Ψ 6∈ `2(Z;C) and a contradiction occurs.

6 Time-averaged limit measure
As an application of the main result, we consider the time-averaged limit mea-
sure with n = 1 case. The time-averaged limit measure ν∞ is defined by
ν∞(x) = lim
T→∞
1
T
T−1∑
t=0
‖(U tΨ0)(x)‖2,
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where ‖Ψ0‖ = 1.
It is well known that ν∞ can be expressed only by eigensystems of U . The-
orem 2.1 and Theorem 2.3 show that U has only ±1 eigenvalue and these mul-
tiplicity is less than 1. Then, ν∞ is expressed as follows:
ν∞(x) = |〈Ψ+,Ψ0〉|2‖Ψ+(x)‖2 + |〈Ψ−,Ψ0〉|2‖Ψ−(x)‖2, (42)
where Ψ± ∈ B±. If |q1Φ1,1| = |(p1± 1)Φ1,2| holds (M± = 0 case), in which case
we formally treat Ψ± = 0. For |q1Φ1,1| 6= |(p1±1)Φ1,2| case, we derive Ψ± from
Lemma 5.4 and the recipe in the proof of Theorem 5.1. That is,
Ψ± =
(−LB,±ψ
ψ
)
, i.e., Ψ±(x) =
(− qp±1ψ(x+ 1)
ψ(x)
)
, (43)
with ψ ∈ kerZ± given by the following recipe:
(1) Φ1 = 0, Φ2 6= 0 :
ψ(x) =
{
0 (x 6= 0),
a (x = 0).
(2) Φ1 6= 0, Φ2 = 0 :
ψ(x) =
{
0 (x 6= 1),
b (x = 1).
(3) Φ1Φ2 6= 0 and |r±| < 1 :
ψ(x) =
{
0 (x > 0),
r−x± t (x ≤ 0).
(4) Φ1Φ2 6= 0 and |r±| > 1 :
ψ(x) =
{
0 (x ≤ 0),
r−x+1± u (x > 0).
where r± = qp±1
Φ1
Φ2
. In order to normalize Ψ±, we take constants a, b, t and u
as
a−1 = b−1 =
√√√√(1 + ∣∣∣∣ qp± 1
∣∣∣∣2
)
,
t−1 =
√√√√(1 + ∣∣∣∣ qp± 1
∣∣∣∣2
)
(1± p)|Φ2|2
−(1∓ p)|Φ1|2 + (1± p)|Φ2|2 ,
u−1 =
√√√√(1 + ∣∣∣∣ qp± 1
∣∣∣∣2
)
(1∓ p)|Φ1|2
(1∓ p)|Φ1|2 − (1± p)|Φ2|2 .
Then, ‖Ψ±(x)‖2 is calculated as follows:
(1) Φ1 = 0, Φ2 6= 0 :
‖Ψ±(x)‖2 =

0 (x 6= −1, 0),
1∓ p
2
(x = −1),
1± p
2
(x = 0).
(2) Φ1 6= 0, Φ2 = 0 :
‖Ψ±(x)‖2 =

0 (x 6= 0, 1),
1∓ p
2
(x = 0),
1± p
2
(x = 1).
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(3) Φ1Φ2 6= 0 and |r±| < 1 :
‖Ψ±(x)‖2 =

0 (x > 0),
−|Φ1|2 + |Φ2|2 ± p
2|Φ1|2δ(x)|Φ2|2 |r±|
−2x (x ≤ 0).
(4) Φ1Φ2 6= 0 and |r±| > 1 :
‖Ψ±(x)‖2 =

|Φ1|2 − |Φ2|2 ∓ p
2|Φ1|2|Φ2|2δ(x) |r±|
2x (x ≥ 0),
0 (x < 0).
Here, δ(x) is the delta function, i.e., δ(x) = 1 (x = 0) or = 0 (x 6= 0).
A Appendices
A.1 Supplement of the proof of Theorem 4.1
We change variables of (LHS of (34)) as{
uj = |νj |(1± cos kj), (j = 1, ..., l − 1).
ul =
∑l
j=1 |νj |(1± cos kj)
Then, 
kj = arccos
(
±
(
uj
|νj | − 1
))
, (j = 1, ..., l − 1),
kl = arccos
(
±
(
ul−
∑l−1
j=1 uj
|νl| − 1
))
.
The Jacobian determinant is calculated as follows:∣∣∣∣ ∂(k1, ..., kl)∂(u1, ..., ul)
∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∓1
|ν1|
√
1−
(
u1
|ν1|−1
)2 0
. . . 0
0 ∓1
|νl−1|
√
1−
(
ul−1
|νl−1|−1
)2
∗ ∓1
|νl|
√√√√1−(ul−∑l−1j=1 uj|νl| −1
)2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∓1
|νl|
√
1−
(
ul−
∑l−1
j=1 uj
|νl| − 1
)2
l−1∏
j=1
∓1
|νj |
√
1−
(
uj
|νj | − 1
)2 . (44)
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Because |(RHS of (44))| ≥∏lj=1 1|νj | , the following inequality holds.
(LHS of (34))
≥
l∏
j=1
1
|νj |
∫
∏l−1
j=1[0,2|νj |]
(∫
[
∑l−1
j=1 uj ,
∑l−1
j=1 uj+2|νl|]
1∣∣ul − ε2 ∣∣2 dul
)
dul−1 · · · du1.
(45)
Because of ε2 ∈
(
0,
∑l
j=1 |νj |
]
, we can take a measurable set ∆ to evaluate
(RHS of (45)) as follows:
∆ ⊂
l−1∏
j=1
[0, 2|νj |] ,∃δ > 0 s.t. |∆| > 0,
∆×
(ε
2
− δ, ε
2
+ δ
)
⊂
(u1, ..., ul) | (u1, ..., ul−1) ⊂
l−1∏
j=1
[0, 2|νj |] , ul ∈
 l−1∑
j=1
uj ,
l−1∑
j=1
uj + 2|νl|
 ,
where |∆| means the Lebesque measure of ∆. Hence, it follows that
(RHS of (45)) ≥
l∏
j=1
1
|νj |
∫
∆
(∫
( ε2−δ, ε2+δ)
1∣∣ul − ε2 ∣∣2 dul
)
dul−1 · · · du1 =∞.
A.2 Supplement of the proof of Lemma 5.5
Firstly we consider n = 1 case. Then, (38) is
−q1
p1 ± 1Φ1,1ψ1(x+ 1) + Φ1,2ψ1(x) = 0, x ∈ Z. (46)
(46) implies that ψ1(x) diverges with x → ∞ or x → −∞, otherwise |ψ1(x)|
becomes constant. Remark that Lemma (5.4) shows there exists a one-to-one
correspondence between B
(0)
± and kerZ
(0)
± . Thus, dimB
(0)
± = 0.
Secondly, we consider n ≥ 2 case. We suppose ψj = 0 (j ≥ 3). Then, (38)
becomes
−q1
p1 ± 1Φ1,1ψ1(x + e1) + Φ1,2ψ1(x) +
−q2
p2 ± 1Φ2,1ψ2(x + e2) + Φ2,2ψ2(x) = 0, x ∈ Z
n.
(47)
Applying the Fourier transform F : `2(Zn;Cn) → L2 ([0, 2pi)n; dk/(2pi)n) to
(47), we have(
e−ik1
−q1
p1 ± 1Φ1,1 + Φ1,2
)
(Fψ1) (k) +
(
e−ik2
−q2
p2 ± 1Φ2,1 + Φ2,2
)
(Fψ2) (k) = 0.
(48)
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To satisfy (48), we take
(Fψ1) (k) = −
(
e−ik2
−q2
p2 ± 1Φ2,1 + Φ2,2
)
e−i(ak1+bk2),
(Fψ2) (k) =
(
e−ik1
−q1
p1 ± 1Φ1,1 + Φ1,2
)
e−i(ak1+bk2),
where a and b are arbitrary integers. Then, we get Ψ = t(ψ1, ψ2, 0, . . . , 0) ∈
kerZ
(0)
± as follows:
ψ1(x) =

q2
p2±1Φ2,1, x = (a, b+ 1, 0, . . . , 0),
−Φ2,2, x = (a, b, 0, . . . , 0),
0, otherwise.
ψ2(x) =

−q1
p1±1Φ1,1, x = (a+ 1, b, 0, . . . , 0),
Φ1,2, x = (a, b, 0, . . . , 0),
0, otherwise.
Because we can take arbitrary a, b ∈ Z, kerZ(0)± includes infinite elements which
has finite support. Thus, we conclude dimB
(0)
± =∞.
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