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We consider a coeﬃcient-based regularized regression in a data dependent hypothesis
space. For a given set of samples, functions in this hypothesis space are deﬁned to be
linear combinations of basis functions generated by a kernel function and sample data.
We do not need the kernel to be symmetric or positive semi-deﬁnite, which provides
ﬂexibility and adaptivity for the learning algorithm. Another advantage of this algorithm
is that, it is computationally effective without any optimization processes. In this paper,
we apply concentration techniques with 2-empirical covering numbers to present an
elaborate capacity dependent analysis for the algorithm, which yields shaper estimates
in both conﬁdence estimation and convergence rate. When the kernel is C∞, under a
very mild regularity condition on the regression function, the rate can be arbitrarily close
to m−1.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider a learning algorithm for regression, which is generated by a regularization scheme with data
dependent hypothesis space and coeﬃcient-based regularizer.
In our setting, functions are deﬁned on a compact metric space X and take values in Y = R. The sampling process is
controlled by a Borel probability measure ρ on Z = X × Y . We use the least square loss to deﬁne the generalization error for
f : X → Y as
E( f ) =
∫
Z
(
f (x) − y)2 dρ. (1.1)
The function which minimizes E( f ) is called regression function and is given by
fρ(x) =
∫
Y
y dρ(y|x), x ∈ X, (1.2)
where ρ(·|x) is the conditional probability measure induced by ρ at x. Throughout the paper, we assume |y| M almost
surely for some M > 0 and the set of samples z = {(xi, yi)}mi=1 ∈ Zm drawn independently from ρ .
The target of a regression algorithm is to use the sample set z to produce an approximation of fρ . We denoted this
approximation by fz . For any f ∈ L2ρX (X), it is easy to check E( f ) − E( fρ) = ‖ f − fρ‖2L2ρX , where ρX is the marginal
distribution of ρ on X and ‖ f ‖L2ρX = (
∫
X | f (x)|2 dρX )1/2. The learning ability or statistical performance of an algorithm for
regression can be measured by the excess generalization error
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We approximate the generalization error E( f ) by the empirical error
Ez( f ) = 1
m
m∑
i=1
(
f (xi) − yi
)2
.
A regularization scheme [6] for regression is composed of the empirical error and a regularization term.
A classical learning algorithm is the regularization scheme in a reproducing kernel Hilbert space (RKHS, see [1] for details
and [2] for some generalizations) associated with a Mercer kernel K . Such a kernel is a continuous and symmetric function
on X × X and satisﬁes that the Gramian matrix K [x] = (K (xi, x j))li, j=1 is positive semi-deﬁnite for any x = {xi}li=1 ⊂ X .
Denote HK the RKHS generated by K , which is deﬁned to be the completion of the linear span of functions {K (x, ·): x ∈ X}
with the inner product 〈K (x, ·), K (y, ·)〉K = K (x, y). The regularization scheme in HK associated with the sample z is given
by
fz = arg min
f ∈HK
{Ez( f ) + λ‖ f ‖2K }, (1.4)
with a regularization parameter λ = λ(m) > 0. Its error analysis has been well studied in a large literature [7,16,10,11,21,23].
In this paper, we study a learning algorithm for regression stated as a regularization scheme in a data dependent hy-
pothesis space [20]. The space here is based on a continuous function K : X × X → R and deﬁned with the sample z
by
HK ,z =
{
m∑
i=1
αi Kxi : (α1, . . . ,αm) ∈Rm
}
, (1.5)
where Kt(·) = K (·, t). We do not need the kernel K to be symmetric or positive semi-deﬁnite, which leads to much ﬂexibil-
ity. Since every function in this hypothesis space is determined by its coeﬃcients, we investigate the following regularization
scheme
fz,λ = arg min
f ∈HK ,z
{Ez( f ) + λΩz( f )}, λ > 0, (1.6)
where the regularizer Ωz( f ), as a functional acting on the functions in such kinds of hypothesis spaces, is deﬁned to be a
positive function imposed on the corresponding coeﬃcients of f . This technique is called the coeﬃcient-based regularization
which was introduced by Vapnik [15] to linear programming support vector machines.
According to the representer theorem (e.g. see [17,8]), if we take K to be a Mercer kernel and Ωz(
∑m
i=1 αi Kxi ) = αT K [x]α
with α = (α1, . . . ,αm)T , the learning scheme (1.6) is exactly the same as the classical algorithm (1.4). Another typical and
natural choice for Ωz is the p-norm of the coeﬃcients, which is given by Ωz(
∑m
i=1 αi Kxi ) =
∑m
i=1 |αi|p with 1  p < ∞.
Recently, much attention has been paid to the 1-norm regularizer, since the algorithm can produce sparse solutions, and
increasing theoretical work has been done for this special case [22,18,9].
In this paper, we deﬁne the following coeﬃcient-based regularizer
Ωz( f ) = ‖ f ‖2z :=m
m∑
i=1
α2i for f =
m∑
i=1
αi Kxi . (1.7)
Then the output function of learning algorithm (1.6) is fz,λ =∑mi=1 αzλ,i Kxi , where the coeﬃcient vector αzλ = (αzλ,1, . . . ,αzλ,m)
is given by
αzλ = arg min
α∈Rm
{
1
m
m∑
j=1
(
m∑
i=1
αi K (x j, xi) − y j
)2
+ λm
m∑
i=1
α2i
}
. (1.8)
Besides the ﬂexibility imposed by removing the symmetry for the kernel, another advantage of this learning algorithm
is the effectivity of computations, since αzλ can be explicitly solved by a linear system of equations. This algorithm has been
recently studied in [13]. By using the integral operator technique from [10], Sun and Wu have given a capacity independent
estimate for the convergence rates of ‖ fz,λ − fρ‖2L2ρX . Let LK be an integral operator on L
2
ρX
deﬁned by
LK f (x) =
∫
K (x, t) f (t)dρX (t), x ∈ X . (1.9)
X
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X K (u, x)K (v, x)dρX (x). It is easy to verify that K˜ is a Mercer kernels and L K˜ = LK L∗K . As a self-adjoint positive opera-
tor on L2ρX , its r-th power L
r
K˜
is well deﬁned for any r > 0. It is proved in [13] that, if fρ lies in the range of LrK˜ for some
r > 0, then with conﬁdence 1− δ,
‖ fz,λ − fρ‖2L2ρX =O
(
1
δ
m−min{
2r
2r+3 ,
2
5 }
)
. (1.10)
The part involving δ in the above error bound is 1/δ, which is not optimal in learning theory. By using exponential prob-
ability inequalities, most error bounds stated in the literature of learning theory (e.g. [10,21]) depend on δ in the form
log(1/δ).
The purpose of this paper is to provide a capacity dependent analysis for algorithm (1.8) by applying concentration
techniques involving the 2-empirical covering numbers (see Deﬁnition 3 below). We improve the error bound further
in both conﬁdence estimation (the part involving δ) and convergence rates. Our learning rates are given in terms of the
measure ρ and the kernel K . Firstly, let us state two important results to illustrate our general error analysis described in
the next section.
Theorem 1. Suppose that X is a compact subset of Rn, K is C s with some 0< s 1 satisfying∣∣k(t, x) − K (t, x′)∣∣ cs∣∣x− x′∣∣s, ∀t, x, x′ ∈ X (1.11)
for some constant cs > 0, and fρ lies in the range of LrK˜ for some r > 0. Take λ =m−
n+2s
2n+2s with 0 <  < n+2s2n+2s . For any 0 < δ < 1,
with conﬁdence 1− δ, we have
‖ fz,λ − fρ‖2L2ρX  C
(
log
20
δ
) 1
 +1
m−min{2r,1}(
n+2s
2n+2s−) (1.12)
where the constant C is independent of m or δ.
Since  can be chosen arbitrarily small (but ﬁxed), our error bound is sharper than (1.10) in both conﬁdence estimation
and convergence rate. The following result is about a special case when K is C∞ and fρ ∈HK˜ .
Theorem 2. Assume X is a compact subset of Rn and K ∈ C∞(X × X). If fρ ∈HK˜ , let λ =m−1 with 0<  < 1 and 0< δ < 1, with
conﬁdence 1− δ, there holds
‖ fz,λ − fρ‖2L2ρX  C˜
(
log
30
δ
) 2
 +1
m−(1−), (1.13)
where the constant C˜ is independent of m or δ.
2. Key analysis
Before giving our key analysis, we ﬁrstly introduce some known properties about the RKHS HK˜ generated by the Mercer
kernel K˜ . From [3], we know that HK˜ is the range of L
1
2
K˜
. For any f ∈HK˜ , there holds
‖ f ‖∞  κ‖ f ‖K˜ and ‖ f ‖K˜ =
∥∥L− 12
K˜
f
∥∥
L2ρX
, (2.1)
where κ = supx,t∈X |K (x, t)|.
The following lemma is about the polar decomposition of compact operators (e.g. [4]), which is very useful for our
analysis.
Lemma 1. Let H be a separable Hilbert space and T be a compact operator on H, then T can be factored as
T = Γ A, (2.2)
where A = (T ∗T ) 12 and Γ is a partial isometry on H with Γ ∗Γ being the orthogonal projection ontoR(A).
Using above lemma, we immediately get the following proposition.
Proposition 1. ConsiderHK˜ as a subspace of L2ρX , then L∗K = U L
1
2
K˜
and LK = L
1
2
K˜
U∗ , where U is a partial isometry on L2ρX with U
∗U
being the orthogonal projection ontoHK˜ .
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A useful approach to do error analysis for regularization schemes with sample independent hypothesis spaces is the
error decomposition (e.g. [21]), which decomposes the excess generalization error (1.3) into the sum of a sample error and
an approximation error. The main diﬃculty in our setting is the dependence of the hypothesis space HK ,z on z. In order
to overcome this diﬃculty, we use the operator LK to deﬁne a function space independent of samples in which we could
approximate fρ . Note that, by Proposition 1, we have LK = L
1
2
K˜
U∗ .
Deﬁnition 1. Deﬁne a Hilbert space
H2 = LK
(
L2ρX
)= {L 12
K˜
U∗ f : f ∈ L2ρX
}
(2.3)
with inner product inherited from HK˜ as
〈LK f , LK g〉H2 = 〈LK f , LK g〉K˜ . (2.4)
We also deﬁne a class of functions for some given R > 0 as
BR =
{
f =
d∑
i=1
ci Kui : d ∈N, ci ∈R, {ui} ⊂ X and ‖ f ‖z  R
}
. (2.5)
From (2.1), we have
〈LK f , LK g〉H2 =
〈
L
1
2
K˜
U∗ f , L
1
2
K˜
U∗g
〉
K˜ =
〈
U∗ f ,U∗g
〉
L2ρX
, (2.6)
thus the inner product (2.4) is well-deﬁned.
Since X is compact, if K ∈ Cs(X × X), both H2 (2.3) and BR (2.5) can be regarded as subsets of Cs(X).
To formulate the error decomposition for algorithm (1.8). We introduce a regularizing function as
fλ = arg min
f ∈H2
{E( f ) + λ‖ f ‖2H2}. (2.7)
Proposition 2. The function fλ deﬁned by (2.7) can be expressed as fλ = LK gλ where
gλ = U (λI + LK˜ )−1L
1
2
K˜
fρ. (2.8)
Moreover, gλ is continuous and
‖ fλ‖H2 = ‖gλ‖L2ρX . (2.9)
Proof. From (2.3), any function f ∈H2 can be expressed as L
1
2
K˜
U∗g for some g ∈ L2ρX . Then from (1.3) and (2.6), we have
E( f ) + λ‖ f ‖2H2 =
{‖ f − fρ‖2L2ρX + λ‖ f ‖2H2}+ E( fρ)
= {∥∥L 12
K˜
U∗g − fρ
∥∥2
L2ρX
+ λ∥∥U∗g∥∥2L2ρX }+ E( fρ)
:= Eλ(g) + E( fρ).
Computing the functional derivative of Eλ in L2ρX , we obtain
∇Eλ(g) = 2
{
U LK˜ U
∗g − U L
1
2
K˜
fρ
}+ 2λUU∗g.
From the deﬁnition of fλ , we must have fλ = LK gλ with gλ = argming∈L2ρX Eλ(g), then ∇Eλ(gλ) = 0 which implies
U (λI + LK˜ )U∗gλ = U L
1
2
K˜
fρ.
Thus we get the expression (2.8) by solving the above equation for gλ . We rewrite gλ as
gλ = U (λI + L˜)−1L 12 fρ = U L 12 (λI + L˜)−1 fρ = L∗ (λI + L˜)−1 fρ. (2.10)K K˜ K˜ K K K
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X
(
K (t, x1) − K (t, x2)
)(
(λI + LK˜ )−1 fρ
)
(t)dρX (t)
∣∣∣∣

∥∥K (·, x1) − K (·, x2)∥∥L2ρX ∥∥(λI + LK˜ )−1 fρ∥∥L2ρX

{
max
t∈X
∣∣K (t, x1) − K (t, x2)∣∣}λ−1‖ fρ‖L2ρX ,
since K is continuous and X is compact, K is uniformly continuous. This implies the continuity of gλ .
Conclusion (2.9) directly follows the following computations
‖gλ‖2L2ρX =
〈
U (λI + LK˜ )−1L
1
2
K˜
fρ,U (λI + LK˜ )−1L
1
2
K˜
fρ
〉
L2ρX
= 〈(λI + LK˜ )−1L 12K˜ fρ,U∗U (λI + LK˜ )−1L 12K˜ fρ 〉L2ρX
= 〈U∗U (λI + LK˜ )−1L 12K˜ fρ,U∗U (λI + LK˜ )−1L 12K˜ fρ 〉L2ρX
= ∥∥U∗gλ∥∥2L2ρX = ‖LK gλ‖2H2 ,
the third equation holds from the fact that U∗U is the orthogonal projection onto HK˜ . 
Now we are in the position to give the error decomposition for algorithm (1.8).
Proposition 3. Let λ > 0 and fz,λ =∑mi=1 αzλ,i Kxi with the coeﬃcients given by (1.8). We deﬁne fˆz,λ = 1m ∑mi=1 Kxi gλ(xi) with gλ
expressed as (2.8), then
E( fz,λ) − E( fρ) + λΩz( fz,λ) S1(z, λ) + S2(z, λ) +H1(z, λ) +H2(z, λ) +D(λ), (2.11)
where
S1(z, λ) =
{E( fz,λ) − E( fρ)}− {Ez( fz,λ) − Ez( fρ)},
S2(z, λ) =
{Ez( fˆz,λ) − Ez( fρ)}− {E( fˆz,λ) − E( fρ)},
H1(z, λ) = λΩz( fˆz,λ) − λ‖ fλ‖2H2 ,
H2(z, λ) = E( fˆz,λ) − E( fλ),
D(λ) = E( fλ) − E( fρ) + λ‖ fλ‖2H2 .
Proof. By a direct computation, we have
E( fz,λ) − E( fρ) + λΩz( fz,λ)
= {(E( fz,λ) − E( fρ))− (Ez( fz,λ) − Ez( fρ))}+ {Ez( fz,λ) + λΩz( fz,λ) − Ez( fˆz,λ) − λΩz( fˆz,λ)}
+ {(Ez( fˆz,λ) − Ez( fρ))− (E( fˆz,λ) − E( fρ))}+ {λΩz( fˆz,λ) − λ‖ fλ‖2H2}
+ {E( fˆz,λ) − E( fλ)}+ {E( fλ) − E( fρ) + λ‖ fλ‖2H2}.
From the deﬁnition of fz,λ , the second term of last equation is at most zero, thus we complete our proof. 
The ﬁrst two terms Si(z, λ) (i = 1,2) are called the sample error. The third and fourth items Hi(z, λ) (i = 1,2) are called
the hypothesis error caused by the different hypothesis spaces which fˆz,λ and fλ belong to. The last item D(λ) is called the
approximation error, which can be expressed as
D(λ) = inf
g∈L2ρX
{‖LK g − fρ‖2L2ρX + λ∥∥U∗g∥∥2L2ρX }. (2.12)
The decay of D(λ) as λ → 0 measures the approximation ability of the function space H2. We shall assume that for some
constants q ∈ (0,1] and cq > 0,
D(λ) cqλq, ∀λ > 0. (2.13)
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a stepping stone role [19] between fz,λ and regularizing function fλ . By introducing fˆz,λ , we could effectively estimate the
hypothesis error (see Section 4). This idea can be used to reﬁne the previous error estimates for 1-regularized learning
schemes in [9] and derive satisfactory learning rates for non-smooth kernels. Actually, motivated by Proposition 3, we could
construct similar error decompositions for coeﬃcient-based regularization scheme with Ωz( f ) :=mp−1‖α‖pp for 1 p  2.
2.2. Measuring the capacity of hypothesis space by empirical covering numbers
We will use a concentration inequality to estimate sample error, the capacity of the hypothesis space plays an essential
role in our analysis. As an important measurement of the capacity of a function set, covering numbers have been well
studied in the literature [14,24,25].
Deﬁnition 2. Let (M ,d) be a pseudo-metric space and S ⊂ M a subset. For every  > 0, the covering number N (S, ,d)
of S with respect to  and d is deﬁned as the minimal number of balls of radius  whose union covers S , that is,
N (S, ,d) = min
{
 ∈N: S ⊂
⋃
j=1
B(s j, ) for some {s j}j=1 ⊂M
}
,
where B(s j, ) = {s ∈M : d(s, s j) } is a ball in M .
The 2-empirical covering number of a function set is deﬁned by means of the normalized 2-metric d2 on the Euclidean
space Rk given by
d2(a,b) =
(
1
k
k∑
i=1
|ai − bi|2
)1/2
for a= (ai)ki=1, b = (bi)ki=1 ∈Rk.
Deﬁnition 3. Let F be a set of functions on X , x = (xi)ki=1 ⊂ Xk and F |x = {( f (xi))ki=1: f ∈ F} ⊂ Rk . Set N2,x(F , ) =
N (F |x, ,d2). The 2-empirical covering number of F is deﬁned by
N2(F, ) = sup
k∈N
sup
x∈Xk
N2,x(F, ),  > 0.
We shall use the 2-empirical covering number to describe the capacity property of the hypothesis space. Recall BR
deﬁned by (2.5), by Cauchy–Schwarz inequality, for any f =∑di=1 ci Kui ∈ BR , the 1-norm of the coeﬃcients satisﬁes
d∑
i=1
|ci |
√√√√d d∑
i=1
c2i = ‖ f ‖z  R.
This in connection with Theorem 2 in [9] yields the following bound for the capacity of B1.
Lemma 2. If X is a compact subset of Rn and K satisﬁes condition (1.11) with some 0< s 1 and cs > 0, then
logN2(B1, ) CX,s
(
1

)2n/(n+2s)
, ∀ > 0, (2.14)
where CX,s > 0 is a constant depending on s, cs, κ and X.
Note that N2(F , )N (F , ,‖ · ‖∞), i.e., the 2-empirical covering number is bounded by the uniform covering num-
bers N (F , ,‖ · ‖∞) deﬁned with respect to the L∞-metric. Since B1 is a subset of Cs(X) provided K ∈ Cs , a natural bound
for the covering numbers of B1 can be derived directly from a classical result about the uniform covering numbers of the
function space Cs(X) (see [5]).
Lemma 3. If X is a compact subset of Rn and K ∈ Cs(X × X) for some s > 0, then there is a constant C˜ X,s > 0 depending only on X,
s and ‖K‖Cs such that
logN2(B1, ) C˜ X,s
(
1

)n/s
, ∀ > 0. (2.15)
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We are in the position to give our general analysis. Assume that K ∈ Cs(X × X) with some s > 0, the following bound
for the 2-empirical covering numbers is derived from (2.14) and (2.15)
logN2(B1, ) cp,K
(
1

)p
, ∀ > 0, (2.16)
where cp,K > 0 is a constant independent of  > 0, and 0< p < 2 is a power index deﬁned by
p =
⎧⎨⎩
2n/(n + 2s), when 0< s 1,
2n/(n + 2), when 1< s 1+ n/2,
n/s, when s > 1+ n/2.
(2.17)
Theorem 3. Suppose that X is compact subset of Rn and K ∈ Cs(X × X) for some s > 0, the approximation error condition (2.13)
is valid with some q > 0 and cq > 0. For any 0 < δ < 1, take λ = m−γ with 0 < γ < 22+p , where p is deﬁned by (2.17), then with
conﬁdence 1− δ, there holds
‖ fz,λ − fρ‖2L2ρX  C˜ K ,p,γ
(
log
(
10( J˜ + 1)/δ)) 4−γ (2+p)2−γ (2+p)m−qγ , (2.18)
where J˜ = 22−γ (2+p) and C˜K ,p,γ is a constant independent of δ or m.
We will prove the main result in Section 6 with C˜ K ,p,γ given explicitly.
3. Estimates for the approximation error
We show how to realize the polynomial decay of D(λ) under the assumption that fρ is in the range of LrK˜ for some
r > 0.
Proposition 4. If L−r
K˜
fρ ∈ L2ρX for some r > 0, we have
D(λ) Cr‖L−rk˜ fρ‖2L2ρX λ
min{2r,1}, (3.1)
where Cr is a constant depending on r only.
Proof. We ﬁrstly estimate ‖gλ‖L2ρX through the expression (2.8) of gλ . If L
−r
K˜
fρ ∈ L2ρX with 0< r < 12 , we have
‖gλ‖L2ρX =
∥∥(λI + LK˜ )−1L 12+rK˜ L−rK˜ fρ∥∥L2ρX  (
1
2 + r)r+
1
2
( 12 − r)r−
1
2
∥∥L−r
k˜
fρ
∥∥
L2ρX
λr−
1
2 ,
the ﬁrst equality holds since U∗U is the orthogonal projection onto HK˜ . If r  12 ,
‖gλ‖L2ρX =
∥∥(λI + LK˜ )−1LK˜ Lr− 12K˜ L−rK˜ fρ∥∥L2ρX  κr− 12 ∥∥L−rk˜ fρ∥∥L2ρX ,
where the last inequality holds since ‖L K˜ ‖ κ . Hence if L−rK˜ fρ ∈ L2ρX for some r > 0, we get
λ‖gλ‖2L2ρX  c
2
r
∥∥L−r
k˜
fρ
∥∥2
L2ρX
λmin{2r,1}, (3.2)
where
cr =
⎧⎪⎨⎪⎩
( 12+r)r+
1
2
( 12−r)r−
1
2
, if 0< r < 12 ,
κr− 12 , if r  12 .
Since fλ = LK gλ = (λI + L K˜ )−1L K˜ fρ , we have
‖ fλ − fρ‖L2ρX = λ
∥∥(λI + LK˜ )−1 fρ∥∥L2ρX . (3.3)
Then if 0< r < 1, we get
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∥∥(λI + LK˜ )−1LrK˜ L−rK˜ fρ∥∥L2ρX  rr(1− r)r−1 ∥∥L−rK˜ fρ∥∥L2ρX λr .
If r  1, we get
‖ fλ − fρ‖L2ρX = λ
∥∥(λI + LK˜ )−1LK˜ Lr−1K˜ L−rK˜ fρ∥∥L2ρX  κr−1∥∥L−rK˜ fρ∥∥L2ρX λ.
Thus if L−r
K˜
fρ ∈ L2ρX for some r > 0, we get
‖ fλ − fρ‖2L2ρX  c˜
2
r
∥∥L−r
k˜
fρ
∥∥2
L2ρX
λmin{2r,2}, (3.4)
where
c˜r =
{
rr
(1−r)r−1 , if 0< r < 1,
κr−1, if r  1.
Finally from (2.12), combining (3.2) and (3.4), we complete our proof by taking Cr = c2r + c˜2r . 
4. Estimates for the hypothesis error
Under the assumption that the sample is independently drawn form ρ and |y| M almost truly, we estimate H1 and H2
mainly by the following probability inequality in Hilbert spaces [10].
Lemma 4. Let H be a Hilbert space and ξ be a random variable on (Z ,ρ) with values in H. Assume ‖ξ‖  M˜ < ∞ almost surely.
Denote σ 2(ξ) = E(‖ξ‖2). Let {zi}mi=1 be independent random drawers of ρ . For any 0< δ < 1, with conﬁdence 1− δ,∥∥∥∥∥ 1m
m∑
i=1
[
ξi − E(ξi)
]∥∥∥∥∥ 2M˜ log (2/δ)m +
√
2σ 2(ξ) log(2/δ)
m
. (4.1)
Using this lemma, we can give estimations for H1 and H2 as follows.
Proposition 5. For any 0< δ < 1, with conﬁdence 1− δ, we have
H1(z, λ)
3κ2D(λ) log (2/δ)
λm
+ 1
2
D(λ) (4.2)
and
H2(z, λ) 8κ2
(
κ2 + 1) log2(2/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+D(λ). (4.3)
Proof. We ﬁrst deal with H1. Since fˆz,λ = 1m
∑m
i=1 Kxi gλ(xi), then Ωz( fˆz,λ) = 1m
∑m
i=1 g2λ(xi). We apply Lemma 4 to the
random variable ξ = g2λ(x) on (X,ρX ) with values in R, then |ξ | ‖gλ‖2∞ . From (2.10) and (3.3), we get
‖gλ‖∞  κ
∥∥(λI + LK˜ )−1 fρ∥∥L2ρX = κλ ‖ fλ − fρ‖L2ρX  κλ√D(λ). (4.4)
It is easy to check
E(ξ) =
∫
X
g2λ dρX = ‖gλ‖2L2ρX = ‖ fλ‖
2
H2
and
σ 2(ξ) = E(ξ2)= ∫
X
g4λ dρX  ‖gλ‖2∞‖gλ‖2L2ρX .
Thus we have with conﬁdence 1− δ,
Ωz( fˆz,λ) − ‖ fλ‖2H2 
2‖gλ‖2∞ log (2/δ) +
√√√√2‖gλ‖2∞‖gλ‖2L2ρX log(2/δ) . (4.5)
m m
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2
H2
 D(λ)
λ
and (4.4), we get
H1 = λ
{
Ωz( fˆz,λ) − ‖ fλ‖2H2
}
 2κ
2D(λ) log (2/δ)
λm
+
√
2κ2D2(λ) log(2/δ)
λm
 3κ
2D(λ) log (2/δ)
λm
+ 1
2
D(λ).
As for H2, a simple computation shows that
E( fˆz,λ) − E( fλ) = ‖ fˆz,λ − fρ‖2L2ρX − ‖ fλ − fρ‖
2
L2ρX
 ‖ fˆz,λ − fλ‖L2ρX
{‖ fˆz,λ − fλ‖L2ρX + 2‖ fλ − fρ‖L2ρX }
= ‖ fˆz,λ − fλ‖2L2ρX + 2‖ fˆz,λ − fλ‖L2ρX ‖ fλ − fρ‖L2ρX
 2‖ fˆz,λ − fλ‖2L2ρX + ‖ fλ − fρ‖
2
L2ρX
 2‖ fˆz,λ − fλ‖2L2ρX +D(λ). (4.6)
We also apply Lemma 4 to the random variables ξi = Kxi gλ(xi) on (X,ρX ) with values in the Hilbert space L2ρX (X). It
satisﬁes E(ξi) = LK gλ = fλ and ‖ξ‖L2ρX  κ‖gλ‖∞ . It is also easy to check that σ
2(ξ) = E‖ξi‖2L2ρX  κ
2‖gλ‖2L2ρX . Thus we get
with conﬁdence 1− δ,
‖ fˆz,λ − fλ‖L2ρx 
2κ‖gλ‖∞ log (2/δ)
m
+
√√√√2κ2‖gλ‖2L2ρX log(2/δ)
m
 2κ
2√D(λ) log (2/δ)
λm
+
√
2κ2D(λ) log(2/δ)
λm
.
Finally, using (4.6), we have
H2  2
{
2κ2
√D(λ) log (2/δ)
λm
+
√
2κ2D(λ) log(2/δ)
λm
}2
+D(λ)
 4
{
2κ4D(λ) log2 (2/δ)
λ2m2
+ κ
2D(λ) log(2/δ)
λm
}
+D(λ)
 8κ2
(
κ2 + 1) log2(2/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+D(λ).
This proves the proposition. 
5. Estimates for the sample error
Estimating S1 and S2 are more involved since neither fz,λ nor fˆz,λ is a single random variable, they both depend on
the sample z. Therefore, the usual probability inequality such as Lemma 4 does not guarantee the convergence of these two
terms. Our concentration estimations for S1 and S2 are based on the following concentration inequality derived in [9].
Lemma 5. Assume B1 satisfy the capacity condition (2.16) with some 0 < p < 2, then for any δ ∈ (0,1), with conﬁdence 1 − δ, we
have {E( f ) − E( fρ)}− {Ez( f ) − Ez( fρ)}
 1
2
{E( f ) − E( fρ)}+ Cκ,p log(1/δ)m− 22+p max{R2,M2}, ∀ f ∈ BR , (5.1)
where Cκ,p is a constant depending only on κ and p. The same bound also holds true for {Ez( f ) − Ez( fρ)} − {E( f ) − E( fρ)}.
We can use Lemma 5 to estimate S1 and S2 with a properly chosen R . We ﬁrstly give an estimation for S2(z, λ).
L. Shi / Appl. Comput. Harmon. Anal. 34 (2013) 252–265 261Proposition 6. Assume B1 satisﬁes the capacity condition (2.16) with some 0< p < 2, then for any 0< δ < 1, with conﬁdence 1− δ,
S2(z, λ)D(λ) + 4κ2
(
κ2 + 1) log2(5/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+ C1 log2(5/δ)
(D(λ)
λ2m
+ D(λ)
λ
+ 1
)
m−
2
2+p , (5.2)
where C1 = Cκ,p(3κ2 + 32 + M2).
Proof. From (4.4) and (4.5), for any δ ∈ (0,1), with conﬁdence 1− 2δ/5, we have
1
m
m∑
i=1
g2λ(xi) − ‖gλ‖2L2ρX 
2‖gλ‖2∞ log (5/δ)
m
+
√√√√2‖gλ‖2∞‖gλ‖2L2ρX log(5/δ)
m
 3κ
2D(λ) log (5/δ)
λ2m
+ 1
2
‖gλ‖2L2ρX ,
which implies the existence of a subset U1 of Zm with measure at most 2δ/5 such that
1
m
m∑
i=1
g2λ(xi)
3κ2D(λ) log (5/δ)
λ2m
+ 3
2
‖gλ‖2L2ρX
 3κ
2D(λ) log (5/δ)
λ2m
+ 3D(λ)
2λ
, ∀z ∈ Zm\U1.
This inequality ensures that for every z ∈ Zm\U1, we have fˆz,λ ∈ BRλ with Rλ =
√
3κ2D(λ) log (5/δ)
λ2m
+ 3D(λ)2λ . By Lemma 5,
there exists URλ with measure at most δ/5 such that for every z ∈ Zm\(U1 ∪ URλ ), we have fˆz,λ ∈ BRλ and{Ez( fˆz,λ) − Ez( fρ)}− {E( fˆz,λ) − E( fρ)}
 1
2
{E( fˆz,λ) − E( fρ)}+ Cκ,p log(5/δ)m− 22+p max{R2λ,M2}
 1
2
{E( fˆz,λ) − E( fλ)}+ 1
2
{E( fλ) − E( fρ)}+ Cκ,p log(5/δ)m− 22+p {R2λ + M2}
 1
2
{E( fˆz,λ) − E( fλ)}+ 1
2
D(λ) + Cκ,p log(5/δ)m−
2
2+p
{
R2λ + M2
}
. (5.3)
From Proposition 5, we know that there exists a subset U2 of Zm with measure at most 2δ/5 such that for every z ∈ Zm\U2,
E( fˆz,λ) − E( fλ) 8κ2
(
κ2 + 1) log2(5/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+D(λ). (5.4)
Finally, let U = U1 ∪ U2 ∪ URλ . The measure of U is at most δ and for every z ∈ Zm\U , both (5.3) and (5.4) hold. Thus we
get our conclusion. 
As for S1, since the choice of R is very important in our total error analysis, we directly apply Lemma 5 to estimate S1
with R to be determined later.
6. Estimates for the total errors
6.1. Deriving the estimator for total error
For R > 0, denote
W(R) = {z ∈ Zm: ‖ fz,λ‖z  R}. (6.1)
We will provide an estimate for the total error as follows.
Proposition 7. Under the assumption of Theorem 3, if 0< λ 1, 0< δ < 1 and R > 0, then there is a subset V R of Zm with measure
at most δ such that
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2
2+p max
{
R2,M2
}+ 7D(λ)
+ C2 log2(10/δ)
{(D(λ)
λ2m
+ D(λ)
λ
+ 1
)
m−
2
2+p
+ D(λ)
λ2m2
+ D(λ)
λm
}
, ∀z ∈W(R)\V R (6.2)
where C2 = 2(3κ2 + 12κ2(κ2 + 1) + C1).
Proof. Proposition 5 ensures the existence of V1 and V2 of Zm with measure at most δ/5 such that
H1(z, λ)
3κ2D(λ) log (10/δ)
λm
+ 1
2
D(λ), ∀z ∈ Zm\V1
and
H2(z, λ) 8κ2
(
κ2 + 1) log2(10/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+D(λ), ∀z ∈ Zm\V2.
Proposition 6 tells us that there exists a subset V3 of Zm with measure at most δ/2 such that
S2(z, λ)D(λ) + 4κ2
(
κ2 + 1) log2(10/δ){D(λ)
λ2m2
+ D(λ)
λm
}
+ C1 log2(10/δ)
(D(λ)
λ2m
+ D(λ)
λ
+ 1
)
m−
2
2+p , ∀z ∈ Zm\V3.
By Lemma 5, we know that there exists a subset UR of Zm with measure at most δ/10 such that for very z ∈W(R)\UR ,
S1(z, λ)
1
2
{E( fz,λ) − E( fρ)}+ Cκ,p log(10/δ)m− 22+p max{R2,M2}.
Finally, combining the above four bounds with (2.11), we get our desired result by taking V R = V1 ∪ V1 ∪ V3 ∪ UR . 
Proposition 7 immediately yields a learning rate when we use a rough bound for ‖ fz,λ‖z .
Lemma 6. For almost every z ∈ Zm, we have
‖ fz,λ‖z  M√
λ
.
HenceW(R) = Zm for 0< λ 1 and R = M/√λ.
Proof. The deﬁnition of fz,λ tells us that
λ‖ f ‖2z  Ez( fz,λ) + λΩz( fz,λ) Ez(0) + 0
1
m
m∑
i=1
(yi − 0)2  M2.
So ‖ fz,λ‖z  M/
√
λ holds almost surely. 
6.2. Bounding the estimator by iteration
To get better error estimates, we shall apply an iteration technique to improve the rough bound for ‖ fz,λ‖z given in
Lemma 6. We will give a tight bound by using Proposition 7 iteratively. This technique can be found in [12,21].
Lemma 7. Under the same assumptions of Theorem 3, take λ = m−γ with γ < 22+p and 0 < δ < 1, then with conﬁdence
1− 22−γ (2+p) δ, there holds
‖ fz,λ‖z  C˜γ
(
log
10
δ
) 4−γ (2+p)
4−2γ (2+p)
m
1−q
2 γ , (6.3)
where
C˜γ =
(
2M +√7cq + 2 12+p − γ2
2
1
2+p − γ2 − 1
+ 2√C2(cq + 1))(2Cκ,p) 4−γ (2+p)4−2γ (2+p) .
L. Shi / Appl. Comput. Harmon. Anal. 34 (2013) 252–265 263Proof. Denote CM,q =max{
√
7cq,M}. Using Proposition 7, there is a set V R ⊂ Zm with measure at most δ, such that
‖ fz,λ‖z  am,λmax{R,M} + bm,λ, ∀z ∈W(R)\V R ,
where
am,λ =
√
2Cκ,p log(10/δ)
λ
m−
1
2+p ,
bm,λ = CM,qλ q−12 +
√
C2(cq + 1) log(10/δ)λ q−12
√(
1
λm
+ 1
)
λ−1m−
2
2+p + 1
λ2m2
+ 1
λm
.
It follows that
W(R) ⊂W(am,λmax{R,M} + bm,λ)∪ V R . (6.4)
Taking λ =m−γ , we have
am,λ =
√
2Cκ,p log(10/δ)m
−( 12+p − γ2 ).
Since 22+p − γ > 0, then λ−1m−
2
2+p < 1. We also have 1
λ2m2
 1
λm  1, thus bm,λ can be bounded as
bm,λ 
{
CM,q + 2
√
C1(cq + 1)
}
log(10/δ)m
1−q
2 γ .
Let us apply the inclusion (6.4) for a sequence of radius {R( j)} j∈N deﬁned by R(0) = M/
√
λ and
R( j) = am,λmax
{
R( j−1),M
}+ bm,λ, j ∈N.
Lemma 6 gives the identity W(R(0)) = Zm . Note that bm,λ  CM,qλ q−12  M . So R( j)  M and we see that
max
{
R( j−1),M
}= R( j−1) and R( j−1) = am,λR( j−1) + bm,λ. (6.5)
Since (6.4) holds for each R( j) , we have W(R( j−1)) ⊆W(R( j)) ∪ V R( j−1) with ρ(V R( j−1) ) δ. Apply this inclusion for j = 1,
2, . . . , J , with J to be determined later. We see that
Zm =W(R(0))⊆W(R(1))∪ V R(0) ⊆ · · · ⊆W(R( J ))∪
( J−1⋃
j=0
V R( j)
)
.
But ρ(
⋃ J−1
j=0 V R( j) ) Jδ. So the measure of the set W(R( J )) is at least 1− Jδ.
By the deﬁnition of the sequence, we have
R( J ) = a Jm,λR(0) + bm,λ
J−1∑
j=0
a jm,λ
 M
(
2Cκ,p log(10/δ)
) J
2m− J (
1
2+p − γ2 )+ γ2 + bm,λ
(
2Cκ,p log(10/δ)
) J−1
2
1
1−m−( 12+p − γ2 )
.
We determine J as the smallest positive integer satisfying
γ (2+ p)
2− γ (2+ p)  J 
γ (2+ p)
2− γ (2+ p) + 1 =
2
2− γ (p + 2) .
Thus we have m− J (
1
2+p − γ2 )+ γ2  1 and (2Cκ,p log(10/δ))
J+1
2  (2Cκ,p log(10/δ))
4−γ (2+p)
4−2γ (2+p) .
Finally when m 2, with conﬁdence 1− Jδ  1− 22−γ (2+p) δ, we have
R( J ) 
(
M + 2
1
2+p − γ2
2
1
2+p − γ2 − 1
+ CM,q + 2
√
C2(cq + 1)
)(
2Cκ,p log(10/δ)
) 4−γ (2+p)
4−2γ (2+p)m
1−q
2 γ .
Thus we get the desired result. 
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We are in the position to prove our main results.
Proof of Theorem 3. For any 0 < δ < 1 and λ = m−γ with γ < 22+p , since J˜ = 22−γ (2+p) , by Lemma 7, with conﬁdence
1− J˜
J˜+1 δ, we have
‖ fz,λ‖z  C˜γ
(
log
10( J˜ + 1)
δ
) 4−γ (2+p)
4−2γ (2+p)
m
1−q
2 γ .
We take R = C˜γ (log 10( J˜+1)δ )
4−γ (2+p)
4−2γ (2+p)m
1−q
2 γ , then R  M and the measure of the subset W(R) of Zm is at least 1 − J˜
J˜+1 δ.
Applying Proposition 7, we see that there is a subset V R of Zm with measure at most 1J˜+1 δ such that
E( fz,λ) − E( fρ) 2Cκ,p log
(
10( J˜ + 1)/δ)m− 22+p R2 + 7cqm−qγ
+ 4(cq + 1)C2 log2
(
10( J˜ + 1)/δ)m−qγ , ∀z ∈W(R)\V R .
But the measure of the set W(R)\V R is at least 1− δ. So we know that with conﬁdence at least 1− δ, we have
‖ fz,λ − fρ‖2L2ρX 
(
2Cκ,p C˜
2
γ + 7cq + 4(cq + 1)C2
)(
log
(
10( J˜ + 1)/δ)) 4−γ (2+p)2−γ (2+p)m−qγ .
Thus we complete our proof with C˜ K ,p,γ = 2Cκ,p C˜2γ + 7cq + 4(cq + 1)C2. 
Next, we will give the proofs of Theorem 1 and Theorem 2.
Proof of Theorem 1. Since B1 always satisﬁes the capacity condition (2.16) with p = 2nn+2s , then
J˜ = 2
2− γ (2+ p) 
1

.
By Proposition 4, fρ lies in the range of LrK˜ implies
D(λ) Cr
∥∥L−r
K˜
fρ
∥∥2
L2ρX
λmin{2r,1}.
Replacing J˜ by 1 in Theorem 3, when m  2, our conclusion holds with cq = Cr‖L−rk˜ fρ‖2L2ρX , q = min{2r,1} and C =
(4M2 + 14+ 8C2 + (
√
2)+2
(
√
2)−1 + (2CK ,p)2+
1
 )(cq + 1). 
Proof of Theorem 2. For any 0 <  < 1, set s = max{ (2−)n2 ,1 + n2 }. Since K is C∞ on X , B1 satisﬁes the capacity
condition (2.16) with p = n/s  2/(2 − ), thus we have 22+p  1 − 2 > 1 −  = γ , hence we get J˜  2 . Condi-
tion fρ ∈ HK˜ implies fρ is in the range of L
1
2
K˜
, thus Proposition 4 ensures the decay condition (2.13) holds with
Table 1
Notations.
Notations Meaning Pages
E( f ) Generalization error for a function f 252
fρ Regression function 252
E( f ) − E( fρ) Excess generalization error for a function f 252
HK Reproducing kernel Hilbert space 253
HK ,z Data dependent hypothesis space 253
z( f ),‖ f ‖z Coeﬃcient-based regularization terms for a function f 253
fz,λ Output function of learning algorithm (1.6) 253
LK Integral operator on L2ρX 253
U Partial isometry on L2ρX 254
H2 Hilbert space deﬁned by LK 255
BR Class of functions for some given R > 0 255
fλ, gλ Regularizing functions 255
fˆz,λ Transitional function in error decomposition 256
S1(z, λ),S2(z, λ) Sample errors 256
H1(z, λ),H2(z, λ) Hypothesis errors 256
D(λ) Approximation error 256
N2 (F , ) ,N (F , ,‖ · ‖∞) Covering numbers 257
L. Shi / Appl. Comput. Harmon. Anal. 34 (2013) 252–265 265cq = 54‖ fρ‖2k˜ and q = 1. Finally, using Theorem 3, by replacing J˜ by 2 , when m  2, we get our conclusion with
C˜ = (4M2 + 14+ 8C2 + 2

4 +1
2

4 −1
+ (2CK ,p)2+ 2 )(cq + 1). 
For notations, see Table 1.
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