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Abstract: In theoretical physics, we sometimes have two perturbative expansions of phys-
ical quantity around different two points in parameter space. In terms of the two pertur-
bative expansions, we introduce a new type of smooth interpolating function consistent
with the both expansions, which includes the standard Pade´ approximant and fractional
power of polynomial method constructed by Sen as special cases. We point out that
we can construct enormous number of such interpolating functions in principle while the
”best” approximation for the exact answer of the physical quantity should be unique among
the interpolating functions. We propose a criterion to determine the ”best” interpolating
function, which is applicable except some situations even if we do not know the exact an-
swer. It turns out that our criterion works for various examples including specific heat in
two-dimensional Ising model, average plaquette in four-dimensional SU(3) pure Yang-Mills
theory on lattice and free energy in c = 1 string theory at self-dual radius. We also mention
possible applications of the interpolating functions to system with phase transition.
Keywords: Lattice Gauge Field Theories, Strong Coupling Expansion, Bosonic Strings,
Resummation, Nonperturbative Effects.
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1. Introduction
Perturbative expansion1 is ubiquitous tool in theoretical physics. It is widely known that
perturbative expansion does not often give satisfactory understanding of physics. Indeed
we encounter non-convergent2 perturbative series in many situations. For example weak
coupling perturbation theory in quantum field theory typically yields asymptotic series.
Even if perturbative expansion has a nice property, computing higher order coefficients of
the expansion is usually difficult task.
Sometimes we have two perturbative expansions of physical quantity around different
two points in parameter space, e.g., in theory with S-duality, lattice gauge theory with weak
and strong coupling expansions, field theory with gravity dual, and statistical system with
low and high temperature expansions, etc. It is nice if the two perturbative expansions
give useful information on the physical quantity in intermediate region between these two
points. As we will argue, we can indeed construct smooth interpolating functions of the
two expansions. The interpolating functions are consistent with the both expansions up
to some orders. One of the standard approaches is Pade´ approximant, which is a rational
function giving the both expansions around the two points. Recently Sen has also con-
structed another type of interpolating function [1], which is described by fractional power
of polynomial (FPP) consistent with the two expansions. This method has been applied to
S-duality improvement of string perturbation theory [1, 2]. See also similar considerations3
[6, 7] in N = 4 super Yang-Mills theory. It has turned out that such interpolating functions
usually give more precise approximation of the physical quantity than each perturbative
series in intermediate regime. Although this situation is quite nice as first attempts, it has
been somewhat unclear when the interpolating functions give good approximations.
In this paper, we address this question. First we introduce a new type of smooth in-
terpolating function, which includes the Pade´ approximant and FPP as special cases. This
interpolating function is described by “fractional power of rational function” (FPR). Then
we argue that we can construct enormous number of interpolating functions in principle,
which give the same two perturbative expansions up to some orders. We point out that
this fact leads us to “landscape problem of interpolating functions”. Namely, while the
“best” approximation of the physical quantity should be unique among the interpolating
functions, when we do not know the exact result, it is unclear which interpolating function
gives the best answer. Finally we propose a criterion to determine the “best” interpolation
in terms of the both expansions. We expect that this criterion is applicable except some
situations even if we do not know the exact answer. We also explicitly test our criterion
in various examples including two-dimensional Ising model, four-dimensional SU(3) pure
Yang-Mills theory on lattice and c = 1 string theory at self-dual radius.
1Throughout this paper, by “perturbative expansion”, we mean power series expansion of a function
around a point in parameter space.
2Strictly speaking, perturbative expansion would be sometimes asymptotic but Borel summable. Then
Borel resummation often gives sufficient understanding of physics.
3In similar spirits, the Pade´ approximant has been applied to negative eigenvalues of the Schwarzschild
black hole [3] and various quantities in the N = 4 super Yang-Mills theory [4]. See also application of
another type of interpolating function [5] to O(N) non-linear sigma model.
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The rest of this paper is organized as follows. In section 2, we introduce some types
of interpolating functions. After review of the Pade´ and FPP, we argue that they are
special cases of more general interpolating function (FPR). In the last of section 2, we
demonstrate “the landscape problem of interpolating functions” in a simple example. In
section 3, we propose the criterion to determine the “best” interpolating function. We also
mention some limitations of approximation by interpolating functions and our criterion.
In section 4, we explicitly check our criterion in various examples. As a result our criterion
works for specific heat in the 2d Ising model, average plaquette in the 4d SU(3) pure
Yang-Mills theory on lattice and free energy in the c = 1 string theory. We also point out
the possibility that interpolating functions would be useful for searching critical point in
discrete system. Section 5 is devoted to conclusions and discussions.
2. Interpolating functions
In this section we describe some types of interpolating functions, which are smooth, and
consistent with the two expansions around different two points in parameter space. After we
briefly review the standard Pade´ approximant and fractional power of polynomial method
(FPP) previously constructed by Sen [1], we introduce more general interpolating function
including the Pade´ and FPP as special cases. In the last subsection, we point out “the
landscape problem of interpolating functions” in terms of a simple but nontrivial example.
Suppose a function F (g), which has the small-g expansion F
(Ns)
s (g) around g = 0 and
large-g expansion F
(Nl)
l (g) around g =∞ taking the forms
F (Ns)s (g) = g
a
Ns∑
k=0
skg
k, F
(Nl)
l (g) = g
b
Nl∑
k=0
lkg
−k. (2.1)
Then we naively expect
F (g) = F (Ns)s (g) +O(ga+Ns+1) = F (Nl)l (g) +O(gb−Nl−1). (2.2)
In terms of the both expansions, we would like to construct smooth interpolating function4,
which coincides with the small-g and large-g expansions up to some orders.
2.1 Pade´ approximant
Let us construct the Pade´ approximant Pm,n(g) with m ≤ Ns and n ≤ Nl, which realizes
the small-g and large-g expansions up to O(ga+m+1) and O(gb−n−1), respectively. The
Pade´ approximant for b− a ∈ Z is given by
Pm,n(g) = s0ga
1 +
∑p
k=1 ckg
k
1 +
∑q
k=1 dkg
k
, (2.3)
4One might have two perturbative expansions around g = g1 and g = g2 with g2 > g1, and would like to
study interpolating problem between g1 and g2. Then if we perform a change of variable, for example, such
as x = (g − g1)/(g2 − g), then these expansions are reduced to the small-x and large-x expansions. Hence
our setup does not lose generality.
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where
p =
m+ n+ 1 + (b− a)
2
, q =
m+ n+ 1− (b− a)
2
. (2.4)
We determine ck and dk such that power series expansions of Pm,n(g) around g = 0 and g =
∞ agree with the small-g and large-g expansions up to O(ga+m+1) and O(gb−n−1), respec-
tively. By construction the Pade´ approximant satisfies F (g) = Pm,n(g)+O(ga+m+1, gb−n−1).
Note that this approach needs
m+ n− 1 + b− a
2
∈ Z. (2.5)
Sometimes the denominator in (2.3) becomes zero in region of interest and the Pade´ approx-
imant has poles. This situation signals limitation of approximation by the Pade´ unless F (g)
has poles. This method has been applied to the negative eigenvalue of the Schwarzschild
black hole [3] and various quantities in the 4d N = 4 super Yang-Mills theory [4].
2.2 Fractional Power of Polynomial method
Recently Sen has constructed [1] a new type of interpolating function, which we call frac-
tional power of polynomial method (FPP), given by
Fm,n(g) = s0g
a
[
1 +
m∑
k=1
ckg
k +
n∑
k=0
dkg
m+n+1−k
] b−a
m+n+1
. (2.6)
Here the coefficients ck and dk are determined as in the Pade´ approximant. The FPP
satisfies again F (g) = Fm,n(g) +O(ga+m+1, gb−n−1) by its definition.
Note that the FPP does not have constraint such as (2.5) in the Pade´ approximant.
We sometimes encounter that the polynomial in the parenthesis of (2.6) becomes negative
in region of interest. Then, when the power (b−a)/(m+n+1) is not integer, the FPP takes
complex value and signals breaking of approximation. This method has been applied to
S-duality improvement of string perturbation theory [1, 2]. See also similar considerations
in the 4d N = 4 super Yang-Mills theory [6, 7].
2.3 Fractional Power of Rational function method
The Pade´ and FPP are special cases of the following interpolating function
F (α)m,n(g) = s0g
a
[
1 +
∑p
k=1 ckg
k
1 +
∑q
k=1 dkg
k
]α
, (2.7)
where
p =
1
2
(
m+ n+ 1− a− b
α
)
, q =
1
2
(
m+ n+ 1 +
a− b
α
)
. (2.8)
Here we determine ck and dk as in the Pade´ and FPP. We refer to this interpolating function
as “fractional power of rational function method” (FPR). Note that this approach needs
p, q ∈ Z≥0, (2.9)
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which leads
α =
{
a−b
2ℓ+1 for m+ n : even
a−b
2ℓ for m+ n : odd
, with ℓ ∈ Z. (2.10)
If we take 2ℓ + 1 = a − b for a − b ∈ Z and m + n to be even, then this is nothing but
the Pade´ approximant while taking 2ℓ + 1 = m + n + 1 (2ℓ = m + n + 1) for even (odd)
m+n gives the FPP. Thus the FPR includes the Pade´ and FPP as the special cases. When
the rational function in the parenthesis has poles or takes negative values for non-integer
α, then we cannot trust approximation by the FPR. Note also that the FPR is smooth
unless the rational function has poles. Therefore we expect that when a physical quantity
exhibits phase transition, its approximation by the FPR is always bad as well as the Pade´
and FPP. We will explicitly demonstrate this in 2d Ising model in section 4.2.
2.4 “Landscape” of interpolating functions
In the previous subsections, we have seen that we can construct various interpolating
functions for given (m,n). Obviously, a superposition over multiple FPR’s like
∑
i
1
ni
F (αi)m,n (g), with
∑
i
ni = 1, (2.11)
also has the same small-g and large-g expansions up to O(ga+m+1) and O(gb−n−1), re-
spectively. Furthermore, if we add some terms, which cannot be fixed by the both expan-
sions, to an interpolating function, this also gives the same expansions up to the desired
orders as the interpolating function. Such terms are typically proportional to gh with5
a+m+ 1 < h < b− n − 1 and e−g−1/g. These facts tell us that we can construct infinite
number of interpolating functions in principle while the best interpolating function, which
is most close to the true function F (g) among the interpolations, should be unique.
The above argument leads6 us to “landscape problem of interpolating functions”.
Namely, given many interpolating functions, it is unclear which interpolating function
gives the best approximation of the true function F (g). Needless to say, this is trivial if we
know the exact answer of F (g), i.e., we can choose the best interpolating function just by
comparing with F (g). On the other hand, when we know its small-g and large-g expansions
up to some finite orders but not the exact answer, this problem is highly non-trivial. The
goal of this paper is to construct a good criterion to choose the best interpolating functions
in terms of information on the both expansions.
Let us demonstrate “the landscape problem of interpolating functions” in the example
F (g) =
∫ ∞
−∞
dx e−
x2
2
−g2x4 =
e
1
32g2
2
√
2g
K 1
4
(
1
32g2
)
, (2.12)
5The power exponent h does not often exist.
6This problem has been sharpened in early collaborations with Ashoke Sen and Tomohisa Takimi. Hence
we are grateful to them for this point.
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Figure 1: [Left] The function F (g) =
∫
∞
−∞
dx e−x
2/2−g2x4 (black solid), its weak coupling expan-
sions F
(Ns)
s (g) (red dotted) and strong coupling expansions F
(Nl)
l (g) (blue dashed) are plotted to g.
[Right] The differences between the interpolating functions F
(α)
m,n(g) and F (g) normalized by F (g)
are plotted to g (solid), with (F
(20)
s (g)− F )/F (red dotted) and (F (20)l (g)− F )/F (blue dashed).
which is the partition function of the zero-dimensional ϕ4 theory. Here Kn(z) is the mod-
ified Bessel function of the second kind. The function F (g) has the following weak7 and
strong coupling expansions:
F (Ns)s (g) =
Ns∑
k=0
skg
k, s2k+1 = 0, s2k =
√
2Γ(2k + 1/2)
k!
(−4)k,
F
(Nl)
l (g) =
1√
g
Nl∑
k=0
lkg
−k, lk =
Γ
(
k
2 +
1
4
)
2k!
(
−1
2
)k
. (2.13)
In fig. 1 [Left], we plot F (g), F
(Ns)
s (g) and F
(Nl)
l (g) for some Ns and Nl. We see that
as increasing Ns(Nl), the weak (strong) coupling expansion blows up at smaller g (larger
1/g). This can be understood from that the weak coupling expansion is asymptotic while
the strong coupling expansion converges everywhere as seen in (2.13).
We can construct various interpolating functions of F (g), whose explicit forms are
given in appendix B.1. In terms of the FPR interpolating function F
(α)
m,n(g), we plot
F
(α)
m,n(g) − F (g)
F (g)
,
for some values of (m,n, α) in fig. 1 [Right]. At first sight, this plot shows that the
interpolating functions with larger (m,n) roughly tend to give better approximations of
F (g) as naively expected. However, we observe an exception of this tendency and somewhat
unclear point. The exception is that F
(1/2)
1,1 (g) is closer than F
(1/10)
2,2 (g) to F (g). The unclear
point is that if we consider the same value of (m,n) but different values of α, then precisions
7The form of the small-g expansion depends on the argument of g. Here we take real positive g. Hence our
construction of the interpolating functions does not guarantee that the interpolating functions approximate
also correct analytic property as complex functions of g beyond the positive real axis.
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of some interpolating functions are fairly different from each other, e.g., the maximal value
of |F (1/10)2,2 (g)−F |/F is 0.0188286 while the one of |F (1/2)2,2 (g)−F |/F is 0.000853566. These
facts lead us to the following important question. When we do not know an explicit form
of a function F (g) but know its small-g and large-g expansions, how do we choose the best
approximation of F (g) among its interpolating functions?
In next section, we propose a criterion to determine the best interpolating functions,
which covers a wide class of problem. In section 4, we will come back to the above example
and check that our criterion correctly determines the best interpolating function as well as
other more nontrivial examples.
3. Criterion for the “best” interpolating function
In the previous section, we have seen that we can construct enormous interpolating func-
tions of a function F (g) in principle. As demonstrated, then we have encountered “the
landscape problem of interpolating functions”, i.e., it is unclear how one determines the
best approximation of F (g) among interpolating functions without knowing an explicit
form of F (g). In this section, we construct a criterion to choose the best interpolating
function by using information on the small-g and large-g expansions8. We also mention
some limitations of our criterion.
Suppose a function F (g) and that we know its power series expansions around g = 0
up to O(ga+Ns+1) and around g =∞ up to O(gb−Nl−1). Namely, we have explicit forms of
F
(Ns)
s (g) and F
(Nl)
l (g). Then we consider a test function G(g), which would approximate
F (g) such as interpolating functions. Given the test function G(g), let us introduce the
two quantities
Is[G] =
∫ g∗s
0
dg
∣∣∣G(g) − F (N∗s )s (g)∣∣∣ , Il[G] =
∫ Λ
g∗l
dg
∣∣∣G(g) − F (N∗l )l (g)∣∣∣ , (3.1)
where the parameter Λ in Il[G] is the cutoff of the integration to make Il[G] well-defined
and hence taken to be large. Throughout this paper, we take Λ = 1000. The parameters
g∗s , g∗l , N
∗
s and N
∗
l will be defined shortly. Roughly speaking, these are taken such that
F
(N∗s )
s (g) and F
(N∗l )
l (g) are sufficiently close to F (g) for 0 ≤ g ≤ g∗s and g ≥ g∗l , respectively.
Then we propose that Is[G] and Il[G] measure precision of approximation of F (g) by
the test function G(g). In other words, we expect that the “best” interpolating function
Gbest(g) minimizes a value of Is[G] plus Il[G] among candidates of interpolating functions:
Is[Gbest] + Il[Gbest] = min {Is[G] + Il[G]}. (3.2)
8One might expect that some global properties of interpolating functions themselves are also useful
for this purpose. Actually, in the early collaborations with Sen and Takimi, we had adopted minimizing
curvatures of interpolating functions in intermediate coupling region as the part of criterion but this had
not been efficient in various examples. We thank Takimi for pointing out the inefficiency of the curvatures
explicitly and emphasizing importance of information on the two expansions.
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Now we define the parameters g∗s , g∗l , N
∗
s and N
∗
l . Actually we differently take these
values depending on properties of the small-g and large-g expansions. We classify the
expansions into the following four types.
1. The both small-g and large-g expansions are convergent.
2. The small-g expansion is asymptotic while the large-g expansion is convergent.
3. The small-g expansion is convergent while the large-g expansion is asymptotic.
4. The both small-g and large-g expansions are asymptotic.
Although we cannot determine whether the expansions are convergent or not for finite Ns
and Nl in principle, we can often extrapolate the finite data of the coefficients to infinite
Ns and Nl as we will demonstrate in some examples. In the rest of this section, we explain
how to choose the parameters g∗s , g∗l , N
∗
s and N
∗
l for the above four types.
Type 1: convergent small-g and large-g expansions
Suppose that the small-g and large-g expansions are convergent inside the circle |g| = gcs and
outside the circle |g| = gcl , respectively. First, we assume that Ns, and Nl are sufficiently
large for a simplicity of explanation. Then we will relax this condition later.
For Ns ≫ 1, the small-g expansion F (Ns)s (g) should be very close to F (g) for |g| < gcs
up to non-perturbative effect in a sense of g such as ∼ e−1/g. Correspondingly, for Nl ≫ 1,
the large-g expansion F
(Nl)
l (g) is also very close to F (g) for |g| > gcl up to non-perturbative
effect in a sense of 1/g such as ∼ e−g. Hence if we take 0 < g∗s < gcs and N∗s = Ns in
(3.1), then sufficiently small value of Is[G] implies that G(g) is almost F (g) in the region
0 ≤ g ≤ g∗s up to the non-perturbative effect of the g-expansion. Similarly, taking g∗l > gcl
and N∗l = Nl, the condition Il[G] ≪ 1 means that G(g) approximates F (g) very well for
g ≥ g∗l up to the non-perturbative effect of the 1/g-expansion. Thus if we also impose
values of g∗s and g∗l such that the non-perturbative effects are negligible for 0 ≤ g ≤ g∗s
and g ≥ g∗l , then the test function G(g) satisfying Is[G] ≪ 1 and Il[G] ≪ 1 is sufficiently
close to the function F (g) in these domains. Note that although imposing only Is[G] ≪ 1
has the non-perturbative ambiguity in the sense of the small-g expansion, this ambiguity
would be partially fixed by imposing Il[G]≪ 1, and vice versa as demonstrated in the last
of this subsection.
Now let us relax the conditions Ns, Nl ≫ 1. When Ns is sufficiently large but finite,
the small-g expansion F
(Ns)
s (g) blows up at almost g = gcs. As decreasing Ns, this blow
up point, say gbs, becomes smaller (see fig. 2 [Left]). In the region g > g
b
s, the small-g
expansion is obviously no longer close to the function F (g) even if we are inside of the
convergent radius. Similarly this is true also for the large-g expansion. The locations of
the blow-up points gbs and g
b
l can be found by studying their curvatures of F
(Ns)
s (g) and
F
(Nl)
l (g), respectively, because these points have very large curvatures around g = g
b
s and
g = gbl as demonstrated in fig. 2 [Right].
As a conclusion, we choose the parameters N∗s and N∗l as
N∗s = Ns, N
∗
l = Nl. (3.3)
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Figure 2: [Left] The function F (g) = g/(1 + g) and its small g expansions F
(Ns)
s are plotted to g.
[Right] The magnitudes of the curvatures of F
(Ns)
s are plotted against g.
We take g∗s and g∗l such that
• g∗s and g∗l satisfy
0 < g∗s < g
b
s, g
∗
s < g
c
s, g
∗
l > g
b
l , g
∗
l > g
c
l . (3.4)
• The non-perturbative effects are ignorable9 for 0 ≤ g ≤ g∗s and g ≥ g∗l .
• The regions 0 ≤ g ≤ g∗s and g ≥ g∗l are as wide as possible10 with satisfying the above
two conditions.
Type 2: asymptotic small-g expansion and convergent large-g expansion
Suppose that the small-g expansion is asymptotic but the large-g expansion is convergent.
Then, while we take the parameters g∗l and N
∗
l as in type 1, we differently take g
∗
s and N
∗
s
for this case.
Before going to explain this, we shall recall “optimization” of asymptotic series. Let
us consider a function F (g) and its power series expansion F
(Ns)
s (g) around g = 0. If this
expansion is asymptotic and non-convergent, F
(∞)
s (g) diverges. We would like to know
which value of Ns optimally approximates F (g) with fixed g. Such optimization is usually
achieved by minimization of the last term of the asymptotic series (see e.g. [8]). Namely,
the optimized value Nos is determined by the condition
∂
∂k
log sk
∣∣∣∣
k=Nos
+ log g = 0. (3.5)
We can also estimate “error” of this optimization by the next term of the series:
δs(g) =
∣∣sNos+1ga+Nos+1∣∣ . (3.6)
9Note that only this condition is beyond information on the two expansions. For example, in quantum
field theory, we can estimate classical weight of instanton effect by WKB analysis. This condition means
that such weights reading from some analysis are very small in the regions 0 ≤ g ≤ g∗s and g ≥ g
∗
l .
10Strictly speaking, the curvature peaks around the blow-up points have finite widths. Hence we should
take g∗s and g
∗
l to avoid the finite widths of peaks.
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Thus we choose N∗s and N∗l in (3.1) as
N∗s = N
o
s , N
∗
l = Nl. (3.7)
We take g∗s and g∗l such that
• g∗s and g∗l satisfy
δs(g
∗
s) ≤ ǫs ≪ 1, g∗l > gbl , g∗l > gcl . (3.8)
• The non-perturbative effects are ignorable for 0 ≤ g ≤ g∗s and g ≥ g∗l .
• The regions 0 ≤ g ≤ g∗s and g ≥ g∗l are as wide as possible.
Since δs(g) is monotonically increasing, the above condition δs(g
∗
s) ≤ ǫs means δs(g) ≤
ǫs ≪ 1 for 0 ≤ g ≤ g∗s . Here the value of ǫs are taken depending on desired precision.
Type 3: convergent small-g expansion and asymptotic large-g expansion
This case is quite parallel to type 2. The optimized order Nol of the large-g expansion is
determined by
∂
∂k
log lk
∣∣∣∣
k=Nol
− log g = 0, (3.9)
with the error
δl(g) =
∣∣∣lNol +1gb−Nol −1
∣∣∣ . (3.10)
Thus we take N∗s and N∗l as
N∗s = Ns, N
∗
l = N
o
l . (3.11)
The parameters g∗s and g∗l are taken such that
• g∗s and g∗l satisfy
0 < g∗s < g
b
s, g
∗
s < g
c
s, δl(g
∗
l ) ≤ ǫl ≪ 1. (3.12)
• The non-perturbative effects are ignorable for 0 ≤ g ≤ g∗s and g ≥ g∗l .
• The regions 0 ≤ g ≤ g∗s and g ≥ g∗l are as wide as possible.
Since δl(g) is the monotonically decreasing function of g, the condition δl(g
∗
l ) ≤ ǫl means
δl(g) ≤ ǫl ≪ 1 in the region g ≥ g∗l . Here we take the value of ǫl depending on desired
precision as ǫs.
Type 4: asymptotic small-g and large-g expansions
When the both series are asymptotic, we take
N∗s = N
o
s , N
∗
l = N
o
l . (3.13)
The parameters g∗s and g∗l are taken to be
• g∗s and g∗l satisfy
δs(g
∗
s) ≤ ǫs, δl(g∗l ) ≤ ǫl. (3.14)
• The non-perturbative effects are ignorable for 0 ≤ g ≤ g∗s and g ≥ g∗l .
• The regions 0 ≤ g ≤ g∗s and g ≥ g∗l are as wide as possible.
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Figure 3: The function F (g) = g/(1 + g) + e−1/g and its perturbative part g/(1 + g) in the sense
of g are plotted to g. Hence the deviation between them shows purely the non-perturbative effect
e−1/g. We see that the Pade´ approximant F
(−1)
2,2 (g) = g(4g
2/5 − 4g/5 + 1)/(2g3/5 + g/5 + 1) of
F (g) partially knows about the non-perturbative effect.
Remarks
As a simple example, let us consider the function
F (g) =
g
1 + g
+ ce−
1
g , (3.15)
with a constant c. Clearly the function F (g) has the convergent small-g and large-g expan-
sions. Since the second term is non-perturbative in a sense of g, the small-g expansion is
independent of c. Therefore only imposing Is[G]≪ 1 with g∗s < gcs(= 1) and e−1/g
∗
s ≪ 1 is
insufficient to check whether G(g) nicely approximates F (g) including the non-perturbative
effect or not. Namely, we should also require Il[G]≪ 1 to fix the non-perutbative ambiguity
of the approximation as depicted in fig. 3.
Next, suppose the example
F (g) =
g
1 + g
+ c1e
− 1
g + c2e
−g + c3e
−g− 1
g , (3.16)
whose expansions around g = 0 and g = ∞ are also convergent. While the small-g
expansion has information on the 1st and 3rd terms, the large-g expansion has information
on the 1st and 2nd terms. Note that the both expansions never know about the last term.
This exhibits limitations of our interpolating functions and criterion, i.e., our criterion
never fix the ambiguity of mixed non-perturbative effects such as e−g−1/g, which are non-
perturbative in senses of both g and 1/g. Although the above examples correspond to type
1, we expect that this feature is true also for the other types.
4. Some examples
In this section, we explicitly check that our criterion proposed in section 3 works for the
partition function of the zero-dimensional ϕ4 theory, specific heat in the 2d Ising model,
average plaquette in the 4d SU(3) pure Yang-Mills theory on lattice and free energy in the
c = 1 string theory at self-dual radius.
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Figure 4: [Left] The weak coupling expansion coefficients |s2k| divided by k! is plotted to k in
semi-log scale. The straight line shows fitting by the linear function log (|s2k|/k!) = log cs+k logAs.
[Right] The strong coupling expansion coefficients |lk| multiplied by Γ(k/2) is plotted against k in
semi-log scale. The straight line denotes the linear fitting log (Γ(k/2)|lk|) = log cl + k logAl.
Figure 5: [Left] F (g) (black solid), F
(28)
s (g) (red dotted) and F
(100)
l (g) (blue dashed) are plotted
to g. [Right] The absolute values of the curvatures of F
(28)
s (g) (red dotted) and F
(100)
l (g) (blue
dashed) are plotted to g.
4.1 Partition function of zero-dimensional ϕ4 theory
Let us come back to the example (2.12) appearing in section 2.4:
F (g) =
∫ ∞
−∞
dx e−
x2
2
−g2x4 .
We can easily see from (2.13) that the weak coupling expansion is asymptotic while the
strong one is convergent. Hence this problem corresponds to type 2.
Although we know all the coefficients of the both expansions for this case, in more
practical situations, we usually have their small-g and large-g expansions up to only finite
orders. As an exercise of such practical situations, let us restrict that we know only the
first 101 coefficients for a practical purpose, i.e., we have only information on F
(100)
s and
F
(100)
l . Then we will estimate large order behaviors of the coefficients by extrapolation in
terms of the finite data.
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Λ−1
∫
dg
∣∣ (F (α)m,n−F
F
∣∣ Is[F (α)m,n] Il[F (α)m,n] Is + Il
F
(1/2)
0,0 0.000659728 0.00446072 0.381344 0.385805
F
(1/2)
1,1 9.27801 × 10−6 0.000297906 0.0142222 0.0145201
F
(1/6)
1,1 0.0000760393 0.000432581 0.106287 0.106720
F
(1/2)
2,2 4.61177 × 10−7 0.0000230059 0.000849124 0.000872130
F
(1/6)
2,2 5.24010 × 10−6 0.0000450000 0.00905419 0.00909919
F
(1/10)
2,2 0.0000235129 0.0000430012 0.0373156 0.0373586
F
(1/2)
3,3 2.96944 × 10−8 1.94617 × 10−6 0.0000576043 0.0000595505
F
(1/6)
3,3 3.84001 × 10−7 5.09656 × 10−6 0.000738006 0.000743103
F
(1/14)
3,3 8.84054 × 10−6 2.59016 × 10−6 0.0148826 0.0148852
F
(1/2)
4,4 2.17241 × 10−9 1.78480 × 10−7 4.25411 × 10−6 4.43259 × 10−6
F
(1/6)
4,4 2.85852 × 10−8 5.50786 × 10−7 0.0000577750 0.0000583258
F
(1/10)
4,4 5.77057 × 10−7 1.52640 × 10−6 0.00111431 0.00111584
F
(1/18)
4,4 3.17581 × 10−6 8.72352 × 10−7 0.00549043 0.00549131
Table 1: Result on the zero-dimensional ϕ4 theory.
Determination of g∗s
First let us study large order behavior of the weak coupling expansion. In fig. 4 [Left],
we plot how the coefficients s2k behave as increasing k. From this plot, we find that the
coefficient in large k regime grows as
|s2k|
k!
∼ csAks , with cs = 0.0620840 and As = 15.4189. (4.1)
Since the coefficient grows by the factorial, the weak coupling expansion is asymptotic. By
performing optimization (3.5), we find11
Nos =
2
Asg2
, δs(g) = cse
− 1
Asg2 . (4.2)
Taking ǫs = 10
−7 in (3.8), we find
N∗s = N
o
s = 28, g
∗
s = 0.0680628. (4.3)
Determination of g∗l
Next we estimate large order behavior of the strong coupling expansion. In fig. 4 [Right],
we plot Γ(k/2)|lk | against k in semi-log scale. Then fitting the data leads us to
Γ(k/2)|lk| ∼ clAkl , with cl = 0.0769534 and Al = 0.243235. (4.4)
This shows that the strong coupling expansion is convergent with the infinite convergent
radius. Since the strong coupling expansion F
(100)
l behaves as ∼ g−201/2 in small g regime,
11We have used the Stirling approximation log k! = k(log k − 1) +O(log k).
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Figure 6: The specific heat in the 2d Ising model is plotted to T/J for various lattice sizes.
this blows up at some point as seen in fig. 5 [Left]. In order to look for the blow-up point,
we study the magnitude of the curvature:
C[f(g)] =
∣∣∣ f ′′(g)
(1 + (f ′(g))2)3/2
∣∣∣. (4.5)
In fig. 5 [Right], we plot the curvature of F
(100)
l (g) to g. From this plot, we find the sharp
peak of C[F
(100)
l ] around g = 0.0607430 and thus we take
g∗l = 0.1. (4.6)
Result
Now we are ready to test our criterion for the “best” interpolating function. We measure
precision of the interpolating function F
(α)
m,n(g) by
1
Λ
∫ Λ
0
dg
∣∣∣F (α)m,n(g)− F (g)
F (g)
∣∣∣, (4.7)
which should be minimized by the best interpolating function. Comparing this with values
of Is[F
(α)
m,n] and Il[F
(α)
m,n], we can test our criterion (3.2) proposed in the previous section.
We summarize our result in tab. 1. We easily see that the interpolating function F
(1/2)
4,4 (g)
gives the most precise approximation of F (g) among the interpolating functions in the table.
Note that F
(1/2)
4,4 (g) has also the minimal values of Is and Il among the candidates
12. This
shows that our criterion correctly chooses the best interpolating function in this example.
4.2 Specific heat in two-dimensional Ising model
Let us consider the 2d Ising model on the L × L square lattice with periodic boundary
condition. We can study interpolation problem between high and low temperature expan-
sions in this model. It is well known that this system in the L → ∞ limit exhibits the
12Actually we can construct better interpolating function by considering a superposition of the interpolat-
ing functions. For example, G(g) = 9
10
F
(1/2)
4,4 (g)+
1
10
F
(1/6)
4,4 (g) gives Λ
−1 ∫ dg|(G−F )/F | = 1.33651×10−9 ,
Is[G] = 1.05554 × 10
−7 and Il[G] = 2.42407 × 10
−6. This also supports our criterion.
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second order phase transition and the specific heat has a singularity as depicted in fig. 6.
On the contrary, our interpolating function (2.7) gives a smooth function unless this has
poles. Hence we expect that our interpolating function fails to approximate the specific
heat in the infinite volume limit while it should work for finite L. Thus it is interesting to
study how properties of interpolating function change as increasing L.
The Hamiltonian of the 2d Ising model is given by
H = −J
∑
(x,y)∈neighbor
σxσy, (4.8)
where σx is the spin variable at the position x taking the values ±1 and J is the coupling
constant. In terms of the temperature T , we define the partition function of this model by
ZL(K) =
∑
{state}
e−
1
T
H =
∑
{state}
eK
∑
(x,y) σxσy , with K =
J
T
. (4.9)
The exact solution of the partition function is given by (see e.g. [9])
ZL(K) =
1
2
(S11(K) + 2S10(K)− S00(K)) ,
Sσ1σ2(K) = 2
L2
L−1∏
p,q=0
[
cosh2 (2K)− sinh (2K)
(
cos
(2p + σ1)π
L
+ cos
(2q + σ2)π
L
)] 1
2
.(4 10)
Let us introduce the quantity
CL(K) =
1
L2
∂2
∂K2
logZL(K), (4.11)
which gives the specific heat by K2CL(K). Since the partition function is a power series of
eK , we see that high temperature expansion around K = 0 of CL(K) is a power series of
K while low temperature expansion around K =∞ gives a power series of e−K . In order
to make the both expansions the power series form (2.1), we introduce the parameter g by
e2K = 1 + g. (4.12)
Then the high and low temperature expansions of CL(g) become power series of g and
1/g, respectively. Namely, the small-g and large-g expansions in the previous sections
correspond to the high and low temperature expansions, respectively. Note that CL(g) is
a rational function of g for arbitrary finite L. Therefore one of the Pade´ approximants
should give the exact13 answer for finite L in principle.
Below we consider interpolation problem for L = 2, 5, 8 and∞. Denoting the high and
low temperature expansions as
C(Ns)s = g
a
Ns∑
k=0
skg
k, C
(Nl)
l = g
b
Nl∑
k=0
lkg
−k, (4.13)
we also assume that we have information only on the high temperature expansion C
(50)
s (g)
and low temperature expansion C
(50)
l (g). For all the cases below, we explicitly write down
explicit formulas for interpolating functions C
(α)
m,n(g) taking the FPR form (2.7) in app. B.2.
13In app. A, we perform a similar analysis under another parametrization e8K = 1 + g2, where all FPR
interpolating functions (2.7) do not give the exact answer.
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4.2.1 2× 2 lattice
For L = 2, the function C2(g) has the following expansions
C2(g) = 4 + 8g
2 − 8g3 − 30g4 +O(g5)
= g−4
(
96− 384g−1 + 960g−2 − 1920g−3 + 2272g−4 +O(g−5)) . (4.14)
In terms of these expansions, we can construct various interpolating functions for C2(g).
As in the previous example, we read large order behaviors of the both expansions by
extrapolation. By fitting the data of sk and lk for k = 10 ∼ 50, we find
|sk| ∼ csAks , with cs = 8.38769 and As = 1.4614,
|lk| ∼ clAkl , with cl = 154.976 and Al = 2.4487. (4.15)
Hence the high and low temperature expansions seem to be convergent for |g| < A−1s =
0.684275 and |g| > Al, respectively. We also find the blow-up points of F (50)s (g) and
F
(50)
l (g) at g = g
b
s = 0.453215 and g = g
b
l = 2.59736, respectively. Thus we take
N∗s = 50, g
∗
s = 0.3, N
∗
l = 50, g
∗
l = 2.8. (4.16)
We summarize our result in fig. 7 and tab. 2. We find that our criterion correctly determines
the best interpolating function C
(−1)
7,6 (g) among the candidates as in the previous example.
Λ−1
∫
dg
∣∣C(α)m,n−C2
C2
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−4)
1,1 0.00224809 0.0912750 0.102638 0.193913
C
(−4/3)
1,1 0.000817041 0.0617656 0.0193989 0.0811645
C
(−2)
1,2 0.00100228 0.0751219 0.0466568 0.121779
C
(−1)
1,2 0.000286070 0.058021 0.00257514 0.0605961
C
(−4)
2,2 0.000173889 0.00768450 0.00852503 0.0162095
C
(−2)
2,3 0.000158806 0.00224879 0.00550386 0.00775265
C
(−2)
3,2 0.000322997 0.00658097 0.0116865 0.0182674
C
(−1)
3,4 0.0000147709 0.000148814 0.000258785 0.000407598
C
(−2)
4,3 0.000168121 0.00345741 0.00565649 0.0091139
C
(−1)
4,3 0.0000651441 0.00156065 0.00170668 0.00326733
C
(−1)
5,4 0.0000207392 0.000525855 0.000327812 0.000853666
C
(−1)
6,5 0.0000119340 0.000174690 0.000192164 0.000366854
C
(−1)
7,6 1.22853 × 10−6 3.39663 × 10−6 0.0000523107 0.0000557073
C
(−1)
6,7 0.0000128648 0.000129274 0.0000598797 0.000189154
Table 2: Result for L = 2
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Figure 7: [Left] The function CL(g) (black solid), the best interpolating function (green dot-
dashed), its high (red dotted) and low (blue dashed) temperature expansions are plotted to g
for each L. [Right] |(C(α)m,n − CL)/CL| (green dot-dashed), |(C(50)s − CL)/CL| (red dotted) and
|(C(50)l − CL)/CL| (blue dashed) are plotted against g for each L.
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Λ−1
∫
dg
∣∣C(α)m,n−C5
C5
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−4)
1,1 0.00447397 0.0908906 0.0573872 0.148278
C
(−4/3)
1,1 0.00228464 0.0639680 0.0237879 0.0877559
C
(−2)
1,2 0.00265831 0.0726585 0.0320523 0.104711
C
(−1)
1,2 0.00164725 0.0540871 0.0113251 0.0654122
C
(−4)
2,2 0.00142494 0.0137917 0.0102147 0.0240064
C
(−2)
2,3 0.00112491 0.00956534 0.00538250 0.0149478
C
(−1)
2,3 0.00137710 0.0372464 0.00707500 0.0443214
C
(−2)
3,2 0.000961824 0.00689287 0.00279760 0.00969046
C
(−4)
3,3 0.00113015 0.00776624 0.00559209 0.0133583
C
(−4/7)
3,3 0.00143699 0.000319958 0.0237685 0.0240885
C
(−2)
3,4 0.00100163 0.00699082 0.00374339 0.0107342
C
(−1)
3,4 0.000721790 0.00555444 0.00130205 0.00685649
C
(−1)
4,3 0.000469692 0.00359619 0.00281633 0.00641253
C
(−4/9)
4,4 0.00294461 0.00712618 0.0459126 0.0530387
C
(−1)
4,5 0.000596309 0.00398025 0.000648710 0.00462896
C
(−1)
6,5 0.000440902 0.00134450 0.000398831 0.00174333
C
(−1)
7,6 0.0000555327 0.000123232 0.0000416657 0.000164898
C
(−1)
6,7 0.0000898635 0.000325997 0.0000649638 0.000390961
Table 3: Result for L = 5
4.2.2 5× 5 lattice
Next we consider 5× 5 lattice. For this case, C5(g) has the following expansions
C5(g) = 2 +
5g2
2
− 3g
3
2
+
17g4
8
+O (g5) ,
= g−4
(
64− 256g−1 + 928g−2 − 3008g−3 + 9440g−4 +O(g−5)) . (4.17)
By fitting the data of sk and lk for k = 10 ∼ 50, we again find
|sk| ∼ csAks , with cs = 0.980413 and As = 1.60585,
|lk| ∼ clAkl , with cl = 98.4806 and Al = 3.21044. (4.18)
Hence the high and low temperature expansions seem to be convergent for |g| < A−1s =
0.622724 and |g| > Al, respectively. We also find the blow-up points gbs = 0.629103 and
gbl = 3.37946. Thus we take the parameters in (3.1) as
N∗s = 50, g
∗
s = 0.4, N
∗
l = 50, g
∗
l = 3.8. (4.19)
Our result is summarized in fig. 7 and tab. 3. As in the L = 2 case, we find that our
criterion correctly chooses the relatively best interpolating function C
(−1)
7,6 (g).
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There is an important difference from the L = 2 case. Although our criterion works
also for the L = 5 case, the approximation by the best interpolation function becomes
worse compared with the L = 2 case. Indeed we have about 8% discrepancy around the
peak of C5(g). This implies that we should include information on higher order terms of
the both expansions to obtain sufficiently good interpolating function. However, note that
the location of the peak of the interpolating function C
(−1)
7,6 (g) is almost the one of C5(g).
We actually find that C
(−1)
7,6 (g) and C5(g) have the peaks at g = 1.14765 and 1.12930,
respectively. This point would be physically important as follows. It is known that the
peak location approaches to the second order phase transition point as increasing L. Hence,
if interpolating function for finite L precisely gives the peak location of CL(g), then the
interpolating function would be useful for finding the phase transition point. We will see
in the last of this subsection that extrapolating the peak locations of the best interpolating
functions for finite L to infinite L precisely gives the known phase transition point.
4.2.3 8× 8 lattice
For 8× 8 lattice, the high and low temperature expansions of C8(g) are given by
C8(g) = 2 +
5g2
2
− 5g
3
2
+
29g4
8
+O(g5),
= g−4
(
64− 256g−1 + 928g−2 − 3008g−3 + 9440g−4 +O(g−5)) . (4.20)
Fitting the data of sk and lk from k = 10 to k = 50 leads us to
|sk| ∼ csAks , with cs = 0.620989 and As = 1.76359,
|lk| ∼ clAkl , with cl = 20.5985 and Al = 3.44257. (4.21)
Hence the high and low temperature expansions seem to converge for |g| < A−1s = 0.567027
and |g| > Al, respectively. The blow-up points are given by gbs = 0.522265 and gbl = 3.41772.
Thus we take the parameters in (3.1) as
N∗s = 50, g
∗
s = 0.4, N
∗
l = 50, g
∗
l = 3.7. (4.22)
According to fig. 7 and tab. 4, we see again that our criterion correctly determines the best
interpolating function C
(−1)
9,8 (g) among the candidates.
We also find the peak locations of C
(−1)
9,8 (g) and C8(g) at g = 1.27341 and g = 1.25509,
respectively. Although the values at the peaks are different by about 16%, these locations
are very close to each other.
4.2.4 Infinite lattice
In the L→∞ limit, C∞(g) = limL→∞CL(g) is given by
C∞(g) =
16(g + 1)
πg(g + 2)
[
K
(
4g(g + 1)(g + 2)
(g2 + 2g + 2)2
)
− E
(
4g(g + 1)(g + 2)
(g2 + 2g + 2)2
)
−
(
2(g + 1)
(g + 1)2 + 1
)2{g4 + 4g3 − 8g − 4
(g2 + 2g + 2)2
K
(
4g(g + 1)(g + 2)
(g2 + 2g + 2)2
)
+
π
2
}]
,(4.23)
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Λ−1
∫
dg
∣∣C(α)m,n−C8
C8
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−4)
1,1 0.00444636 0.0831909 0.0636770 0.146868
C
(−4/3)
1,1 0.00225426 0.0562683 0.0269999 0.0832682
C
(−2)
1,2 0.00262870 0.0649589 0.0361830 0.101142
C
(−1)
1,2 0.00161692 0.0463875 0.0130628 0.0594503
C
(−4)
2,2 0.00138694 0.00609203 0.0117589 0.0178510
C
(−2)
2,3 0.00108717 0.00193670 0.00627777 0.00821447
C
(−1)
2,3 0.00134557 0.0295467 0.00824463 0.0377913
C
(−1)
3,2 0.00184791 0.00144487 0.0337078 0.0351526
C
(−4)
3,3 0.00128215 0.00500135 0.00958245 0.0145838
C
(−4/7)
3,3 0.00256497 0.000826246 0.0447810 0.0456072
C
(−1)
3,4 0.000784632 0.00198832 0.00201671 0.00400503
C
(−1)
4,3 0.000587861 0.000536292 0.00191111 0.00244740
C
(−4/9)
4,4 0.00249203 0.00386555 0.0380123 0.0418779
C
(−1)
4,5 0.000673718 0.000729868 0.00107283 0.00180270
C
(−1)
5,6 0.000559509 0.000312770 0.000391225 0.000703995
C
(−1)
7,6 0.000367060 0.0000657636 0.0000453988 0.000111162
C
(−1)
6,7 0.000433024 0.0000980238 0.000125464 0.000223488
C
(−1)
7,8 0.000388259 0.0000680322 0.0000822403 0.000150272
C
(−1)
8,7 0.000438208 0.000175849 0.000128240 0.000304089
C
(−1)
8,9 0.000300809 0.0000323440 0.0000499792 0.0000823232
C
(−1)
9,8 0.0000987414 8.01947 × 10−6 0.0000319896 0.0000400091
C
(−1)
9,10 0.000209750 0.0000112848 0.0000418221 0.0000531069
Table 4: Result for L = 8
where K(z) and E(z) are the complete elliptic integrals of the first and second kinds14,
respectively. The function C∞(g) has the expansions
C∞(g) = 6− 11g
4
− 15g
2
4
+
3265g3
256
− 651g
4
64
+O(g5),
= g−2
(
16− 72g−1 + 164g−2 + 15g−3 − 3087
4
g−4 +O(g−5)
)
. (4.24)
By fitting the data of sk and lk for k = 10 ∼ 50, we find
|sk| ∼ csAks , with cs = 183.036 and As = 0.762512,
|lk| ∼ clAkl , with cl = 545.697 and Al = 1.51424. (4.25)
Hence the high and low temperature expansions converge for |g| < A−1s = 1.31145 and
|g| > Al, respectively. We also find the blow-up points gbs = 1.14147 and gbl = 1.68176.
14These are defined by K(z) =
∫ pi/2
0
dt(1− z sin2 t)−1/2, E(z) =
∫ pi/2
0
dt(1− z sin2 t)1/2.
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Λ−1
∫
dg
∣∣C(α)m,n−C∞
C∞
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−2/3)
1,1 0.00275349 0.800907 0.481499 1.28241
C
(−1)
2,1 0.00313148 0.707807 0.514001 1.22181
C
(−2/5)
2,2 0.00157317 0.986636 0.462886 1.44952
C
(−1)
2,3 0.00165066 0.960887 0.652703 1.61359
C
(−1)
3,4 0.00105518 0.610940 0.357507 0.968448
C
(−2/9)
4,4 0.00141961 0.927616 0.538109 1.46572
C
(−1)
4,5 0.000963535 0.548868 0.308996 0.857864
C
(−2/11)
5,5 0.00145344 0.901255 0.563952 1.46521
C
(−1)
5,6 0.000715206 0.306906 0.194745 0.501651
C
(−2/13)
6,6 0.00149621 0.921327 0.582883 1.50421
C
(−1)
6,7 0.000400117 0.0916321 0.0596090 0.151241
C
(−1)
7,6 0.000304098 0.0566016 0.0188506 0.0754521
C
(−2/15)
7,7 0.00149432 0.899986 0.584099 1.48409
C
(−1)
7,8 0.000405540 0.0955453 0.0614392 0.156985
C
(−1)
9,8 0.000361400 0.0533636 0.0521376 0.105501
C
(−1)
9,10 0.000239733 0.0222130 0.0123199 0.0345328
C
(−1)
10,9 0.000170155 0.00916161 0.0250438 0.0342054
Table 5: Result for L→∞
Thus we take the parameters in (3.1) as
N∗s = 50, g
∗
s = 1, N
∗
l = 50, g
∗
l = 2. (4.26)
From tab. 5, we see that the best interpolating function C
(−1)
10,9 (g) minimizes Is+ Il. Hence
we conclude that our criterion works as in the finite L cases.
However, we observe from fig. 7 that the best interpolating functions do not reproduce
the phase transition and have the infinite discrepancies at the critical point. This is true for
all the interpolating functions listed in tab. 5 since our interpolating functions are smooth
by construction unless they have poles. Therefore, even if our criterion to choose the
relatively good interpolating function works, the approximation itself by the interpolating
function is failed. This indicates that our interpolating scheme cannot be directly used for
approximation when we have a phase transition.
On the other hand, the Pade´ approximant with some (m,n) should be exact for finite
L since the exact answer is the rational function of g. This implies that even if we have a
phase transition in discrete system in infinite volume limit, our interpolating scheme would
be indirectly useful to extract information on phase transition. Indeed we have seen that
the best interpolating functions precisely give the peak locations of the exact answers for
finite L although we need higher (m,n) to correctly reproduce the values at the peaks
except L = 2. Indeed if we perform fitting of the peak locations of the best interpolating
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Figure 8: The peak location gp(L) of the best interpolating functions for L = 2, 5 and 8 is plotted
to 1/L (symbol). The solid line shows fitting by the ansatz gp(L) = p0 + p1/L + p2/L
2 with
p0 = 1.44004, p1 = −1.1182 and p2 = −1.71877. The dotted line denotes “
√
2”, which is the phase
transition point in the L→∞ limit.
functions as a function of L, then we find that the peak location in the L→∞ is given by
g = 1.44004 as depicted15 in fig. 8. This value is fairly close to the phase transition point
g =
√
2. We expect that this feature is true also for more general discrete systems.
4.3 Average plaquette in pure SU(3) Yang-Mills theory on lattice
In this subsection16, we study average plaquette in 4d pure SU(3) Yang-Mills theory on
lattice. Although we can compute this by preforming Monte Carlo simulation as first
performed by Creutz [10], exact analytical result is unknown.
Set up
Let us consider the pure SU(3) Yang-Mills theory on 4d hypercubic lattice with the stan-
dard Wilson action [11]
S = β
∑
µ<ν
∑
x
[
1− 1
3
ReTrUx,µUx+µˆ,νU
†
x+νˆ,µU
†
x,ν
]
, (4.27)
where Ux,µ is the link variable at the position x with direction µ and µˆ is the unit vector
along µ-direction. The parameter β is related to the bare gauge coupling g20 by β = 6/g
2
0 .
In terms of the link variables, we introduce average plaquette by
P (β) =
〈
1− 1
3
TrUx,µUx+µˆ,νU
†
x+νˆ,µU
†
x,ν
〉
. (4.28)
Although we can obtain numerical value of this by performing Monte Carlo simulation,
there is no known analytical result of this quantity for arbitrary β. However, we have ana-
lytical result of strong coupling expansion and numerical result of weak coupling expansion
with high precision on infinite lattice.
15Note that the success of the fitting itself is trivial since this is the three parameter fitting in terms of
the three points but the value of the intercept is nontrivial.
16Historically, this work originated in studying FPP in this example in the early collaborations with Sen
and Takimi. Then we encountered the landscape problem of interpolating functions. We thank them for
this point.
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Figure 9: The average plaquette P (β) in the 4d pure SU(3) Yang-Mills theory is plotted to β.
The result of the strong coupling expansion around β = 0 is given by (see e.g. [12])
P (15)s (β) =
15∑
k=0
skβ
k, (4.29)
where the coefficients are explicitly given by
s0 = 1, s1 = − 1
18
, s2 = − 1
216
, s3 = 0, s4 =
5
93312
, s5 =
49
15116544
,
s6 = − 1309
906992640
, s7 = − 2131
5441955840
, s8 = − 1091
43535646720
,
s9 =
179081
21158324305920
, s10 =
1277749
592433080565760
, s11 =
93151153
11516899086198374400
,
s12 = − 3052831769
34550697258595123200
, s13 = − 6757393949
414608367103141478400
,
s14 =
1932793007
3198407403367091404800
, s15 =
16029793987553
21761963972509689918259200
. (4.30)
The result of the weak coupling expansion around β =∞ is [13] (see also [14, 15, 16, 17])
P
(34)
l (β) =
1
β
34∑
k=0
lkβ
−k, (4.31)
where17
l0 = 2, l1 = 1.22084, l2 = 2.96043, l3 = 9.40538, l4 = 34.3245,
l5 = 136.471, l6 = 575.197, l7 = 2528.31, l8 = 11474.2, l9 = 53450.1,
l10 = 254138, l11 = 1.22928 × 106, l12 = 6.02757 × 106, l13 = 2.99220 × 107,
l14 = 1.50156 × 108, l15 = 7.60422 × 108, l16 = 3.88155 × 109,
l17 = 1.99751 × 1010, l18 = 1.03474 × 1011, l19 = 5.38793 × 1011,
l20 = 2.82781 × 1012, l21 = 1.4928 × 1013, l22 = 7.94067 × 1013,
17Actually these values have errors and we are using just their center values. See [13] for details.
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Figure 10: [Left] The absolute value of the k-th coefficient of the strong coupling expansion is
plotted against k in semi-log scale. The solid line shows the fitting function log |sk| = log cs +
as log k + k logAs. [Right] The absolute value of the curvature of P
(15)
s (β) is plotted to β.
l23 = 4.25644 × 1014, l24 = 2.30516 × 1015, l25 = 1.26685 × 1016,
l26 = 7.12124 × 1016, l27 = 4.13752 × 1017, l28 = 2.5183 × 1018,
l29 = 1.63433 × 1019, l30 = 1.15935 × 1020, l31 = 8.72907 × 1020,
l32 = 6.86167 × 1021, l33 = 5.82436 × 1022, l34 = 5.09837 × 1023. (4.32)
The plot in fig. 9 shows the result of our Monte Carlo simulation18 on 104 lattice, P
(Ns)
s (β)
and P
(Nl)
l (β) (for some values of Ns and Nl) against β. Now we determine the parameters
β∗s , N∗s , β∗l and N
∗
l .
Determination of β∗s
Let us study large order behavior of the strong coupling expansion. In fig. 10 [Left], we
plot |sk| against k in semi-log scale. By fitting this by the ansatz
|sk| = cskasAks , (4.33)
we obtain
cs = 0.576352, as = −2.82846, As = 0.254563. (4.34)
This implies that the strong coupling expansion is convergent inside the circle19 |β| ∼
A−1s = 3.9283. We also plot the curvature of P
(15)
s to β in fig. 10 [Right] in order to find
blow-up point. Then we find that P
(15)
s blows up at β = βbs = 6.28417. Thus we take the
values of N∗s and β∗s as
N∗s = 15, β
∗
s = 3.9. (4.35)
Determination of β∗l
Next we study large order behavior of the weak coupling expansion. Fig. 11 plots lk/k!
18We have used hybrid Monte Carlo algorithm (see e.g. [18]). We are also assuming that the 104 lattice
is sufficiently large to determine the best interpolating function in terms of the numerical data.
19Convergence of strong coupling expansion in lattice gauge theory has been proven in [19]. Here we are
not stating that we precisely determine the convergent radius of the strong coupling expansion. We are
understanding that this is fairly rough estimate and this problem itself is the big issue in the subject of
quantum field theory. We just adopt this as the reference value for determining β∗s .
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Figure 11: The weak coupling expansion coefficient lk divided by k! is plotted to k in semi-log
scale. The line denotes fitting by the function log (lk/k!) = log cl + al log k + k logAl.
against k in semi-log scale. From this plot we find that the coefficient in large k regime
grows as
lk
k!
∼ clkalAkl , with cl = 0.0000946747, al = 11.1583 and Al = 0.14984. (4.36)
This exhibits that the coefficient grows by the factorial and hence the weak coupling ex-
pansion is asymptotic. By performing optimization, we find
Nol =
β
Al
, δl(β) = cl
(
β
Al
+ 1
)al
e
− β
Al . (4.37)
If we take ǫl = 10
−4, then we should take Nol = 40 and β
∗
l = 5.99358. However, since we
know the only first 35 coefficients of the weak coupling expansion, we cannot perform this
optimization and instead we demand(
clk
awAkl (β
∗
l )
−1−k
)∣∣∣
k=35
= ǫl. (4.38)
Thus we take
N∗l = 34, β
∗
l = 6.13706. (4.39)
Result
Let us test our criterion in this example. In terms of the strong and weak coupling ex-
pansions, we can construct interpolating functions P
(α)
m,n(β) of the average plaquette P (β)
taking the FPR form (2.7). Since we do not know exact analytical result for the plaquette,
we measure precision of approximation in terms of the Monte Carlo result by using20
1
29
29∑
i=1
∣∣∣∣∣P
(α)
m,n(βi)− P (βi)
P (βi)
∣∣∣∣∣ . (4.40)
This quantity should be minimized by the best interpolating function. Compared with
values of Is[P
(α)
m,n] and Il[P
(α)
m,n], we test validity of our criterion. We summarize our result
20We take (β1, · · · , β29) = (0.1, 0.2, 0.5, 1.0, 1.5, 2.0, 2.5, 2.75, 3.0, 3.25, 3.5, 3.75, 4.0, 4.25, 4.5, 4.75,
5.0, 5.25, 5.5, 5.75, 6.0, 6.25, 6.5, 6.75, 7.0, 7.5, 8.0, 9.0, 10).
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1
29
∑
i
∣∣P (α)m,n−P
P
∣∣ Is[P (α)m,n] Il[P (α)m,n] Is + Il
P
(−1)
1,1 0.228616 0.634296 0.222215 0.856510
P
(−1/3)
1,1 0.115055 0.206451 0.070088 0.276539
P
(−1)
2,2 0.158456 0.380170 0.0924484 0.472619
P
(−1)
3,3 0.119927 0.247194 0.0472852 0.294479
P
(−1)
4,4 0.0956988 0.168693 0.0272632 0.195956
P
(−1)
5,5 0.0790835 0.118552 0.0169992 0.135551
P
(−1)
6,6 0.0670207 0.0848353 0.0112119 0.0960472
P
(−1)
7,7 0.0579211 0.0614099 0.00772215 0.0691320
P
(−1)
8,8 0.0508609 0.0447886 0.00550651 0.0502934
P
(−1)
9,9 0.0452512 0.0328091 0.00403859 0.0368477
P
(−1)
10,10 0.0406960 0.0240752 0.00303056 0.0271057
P
(−1)
11,11 0.0369267 0.0176544 0.00231792 0.0199723
P
(−1)
12,12 0.0337611 0.0129187 0.00180261 0.0147214
P
(−1)
13,13 0.0310727 0.00942950 0.00142323 0.0108527
P
(−1)
14,14 0.0287673 0.00686572 0.00113935 0.00800507
P
(−1)
15,15 0.0267697 0.00498586 0.000923484 0.00590935
Table 6: Result on the 4d SU(3) pure Yang-Mills theory on lattice.
Figure 12: [Left] The best interpolating function P
(−1)
15,15(β) (green dot-dashed), the strong coupling
expansion P
(15)
s (β) (blue dashed) and the weak coupling expansion P
(34)
l (β) (red dotted) are plotted
to β with the Monte Carlo simulation result (symbol). [Right] The ratios (P
(−1)
15,15(β)− P (β))/P (β)
(green triangle), (P
(15)
s (β)−P (β))/P (β) (blue circle) and (P (34)l (β)−P (β))/P (β) (red square) are
plotted against β. Here P (β) means the Monte Carlo result.
in tab. 6. Explicit formula for the interpolating functions can be found in app. B.3. We
easily see that the interpolating function P
(−1)
15,15(β) gives the most precise approximation of
P (β), which minimizes Is and Il among the interpolating functions. This shows that our
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Figure 13: The free energy F (µ) in the c = 1 string theory at self-dual radius is plotted to µ.
criterion correctly chooses the best interpolating function for this case. We also plot the
best interpolating function P
(−1)
15,15(β) and its normalized difference from the Monte Carlo
result in fig. 12. We find that P
(−1)
15,15(β) approximates the average plaquette with about
13% error at worst. Because finding interpolating functions becomes so heavy for larger
m+n, we have stopped this up to m+n = 30. It is interesting if we use our full knowledge
about the weak and strong coupling expansions to construct better interpolating functions.
4.4 Free energy in c = 1 string theory at self-dual radius
Let us consider so-called c = 1 string theory at self-dual radius (for excellent reviews,
see [20, 21, 22]). The free energy in the c = 1 string theory has the following integral
representation [23, 24, 25]
F˜ (µ) =
µ2
2
log µ− 1
12
log µ+
1
4
∫ ∞
0
ds
s
(
1
sinh2 s
− 1
s2
+
1
3
)
e−2µs, (4.41)
where µ is the cosmological constant related to the string coupling constant gs roughly by
µ ∼ g−1s . This behavior can be also seen in critical behavior of topological string at the
conifold point [26]. Beside the contexts of string theory, the last term in the above equation
has also an interpretation from Schwinger effect [27, 28] as noted in [25].
We can perform large µ and small µ expansions of F˜ (µ). The large µ expansion, which
we call weak coupling expansion, is given by
F˜ (µ) =
µ2
2
log µ− 1
12
log µ−
∑
p≥2
B2p
2p(2p − 2)µ
2−2p, (4.42)
while the small µ expansion, which we refer to as strong coupling expansion, is given by
F˜ (µ) = µ2 log µ− 1
6
log µ+
1
12
− logA+ 2µ+ µ2(−1 + 2γ) +
∑
p≥3
(−µ)p
p
ζ(p− 1).(4.43)
Here A and γ are Glaisher constant and Euler constant, respectively. Since the two expan-
sions of F˜ (µ) do not take the power series forms, we redefine the free energy as
F (µ) = F˜ (µ)−
(
µ2
2
− 1
12
)
log µ+
(
µ2
2
− 1
12
)
log
µ+ 1
µ
− µ
2
+
1
4
. (4.44)
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Then we find that F (µ) has the following two power series expansions
F (µ) =
(
1
3
− logA
)
− µ
12
+
(
γ
2
− 5
24
)
µ2 +
(
17
36
− π
2
18
)
µ3 +
(
ζ(3)
4
− 11
48
)
µ4 +O (µ5)
= µ−1
(
1
12
− 19
240
µ−1 +
13
180
µ−2 − 4
63
µ−3 +
23
420
µ−4 +O (µ−5)) . (4.45)
Let us call the above two expansions F
(Ns)
s (µ) (up toO(µNs)) and F (Nl)l (µ) (up toO(µ−1−Nl)):
F (Ns)s (µ) =
Ns∑
k=0
skµ
k, F
(Nl)
l (µ) = µ
−1
Nl∑
k=0
lkµ
−k. (4.46)
We assume again that we have information only on F
(50)
s (µ) and F
(50)
l (µ), and read large
order behaviors of sk and lk by extrapolation. In fig. 13, we plot the result of numerical
integration, F
(Ns)
s (µ) and F
(Nl)
l (µ) (Ns, Nl = 2, 15, 50) against µ.
Determination of µ∗s
By fitting the data of sk for k = 15 ∼ 50, we find
|sk| ∼ cskas , with cs = 0.415148 and as = −0.920281. (4.47)
Thus we expect that the strong coupling expansion is convergent for |µ| < 1. We also find
a blow-up point of F
(50)
s (µ) around µ = 1.01862 and hence take
N∗s = 50, µ
∗
s = 0.8. (4.48)
Determination of µ∗l
Fitting the data of lk for k = 10 ∼ 50 shows21
|l2k+1|
(2k)!
∼ clAkl , with cl = 0.220021 and Al = 0.0284273. (4.49)
Thus the weak coupling expansion is asymptotic and its optimization leads us to
Nol =
µ√
Al
+ 1, δl(µ) =
cl
µ
e
− µ√
Al . (4.50)
Taking ǫl = 10
−9, we find
Nol = N
∗
l = 21, µ
∗
l = 3.37208. (4.51)
Result
Let us check our criterion in this example. We can construct interpolating functions F
(α)
m,n(µ)
of F (µ) in terms of the two expansions (see appendix B.4 for explicit formula). We measure
precision of approximation in terms of the numerical integration result F (µi) by
1
199
199∑
i=1
∣∣∣∣∣F
(α)
m,n(µi)− F (µi)
F (µi)
∣∣∣∣∣ , (4.52)
21The even order coefficient l2k has the contribution only from (µ
2/2 − 1/12) log (1 + 1/µ), whose large
µ expansion is convergent.
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1
199
∑
i
∣∣F (α)m,n−F
F
∣∣ Is[F (α)m,n] Il[F (α)m,n] Is + Il
F
(−1)
1,1 0.000136491 6.53166 × 10−6 9.73821 × 10−6 0.0000162699
F
(−1/3)
1,1 0.0000731361 2.70362 × 10−6 5.61321 × 10−6 8.31684 × 10−6
F
(−1)
2,2 4.19545 × 10−6 1.51251 × 10−7 2.44485 × 10−7 3.95735 × 10−7
F
(−1/3)
2,2 0.0000238415 8.52636 × 10−7 1.46650 × 10−6 2.31914 × 10−6
F
(−1/5)
2,2 6.3568 × 10−6 5.54772 × 10−7 2.10621 × 10−7 7.65393 × 10−7
F
(−1)
3,3 2.68298 × 10−7 8.50196 × 10−9 1.36795 × 10−8 2.21815 × 10−8
F
(−1/3)
3,3 3.80959 × 10−7 1.86495 × 10−8 1.30998 × 10−8 3.17493 × 10−8
F
(−1/7)
3,3 1.50436 × 10−6 9.96742 × 10−8 4.56374 × 10−8 1.45312 × 10−7
F
(−1)
4,4 5.60104 × 10−9 1.19446 × 10−9 1.25679 × 10−10 1.32014 × 10−9
F
(−1/3)
4,4 5.48471 × 10−8 2.58923 × 10−9 1.67657 × 10−9 4.26580 × 10−9
F
(−1/9)
4,4 4.17108 × 10−8 2.65563 × 10−9 1.88948 × 10−9 4.54512 × 10−9
F
(−1)
5,5 5.40195 × 10−9 1.18856 × 10−9 1.20303 × 10−10 1.30886 × 10−9
F
(−1/11)
5,5 6.11560 × 10−8 6.08949 × 10−9 7.90103 × 10−10 6.87959 × 10−9
Table 7: Result on the c = 1 string theory at self-dual radius
Figure 14: [Left] The best interpolating function F
(−1)
5,5 (µ) (green dot-dashed), the strong cou-
pling expansion F
(50)
s (µ) (blue dashed) and the weak coupling expansion F
(21)
l (µ) (red dotted)
are plotted to µ with the result of numerical integration (symbol). Note that F
(−1)
5,5 (µ) is al-
most the numerical integration result. [Right] The ratios (F
(−1)
5,5 (µ)−F (µ))/F (µ) (green triangle),
(F
(50)
s (µ)− F (µ))/F (µ) (blue circle) and (F (21)l (µ)− F (µ))/F (µ) (red square) are plotted against
µ. Here F (µ) means the result of the numerical integration.
where µi = i/200. Comparing this with values of Is[F
(α)
m,n] and Il[F
(α)
m,n], we can test our
criterion as in the other examples. We summarize our result in tab. 7. We easily see that
the interpolating function F
(−1)
5,5 (µ) gives the most precise approximation of F (µ), which
minimizes Is and Il among the candidates. This shows that our criterion correctly chooses
the best interpolating function for this example. We also plot the best interpolating func-
tion F
(−1)
5,5 (β) and its normalized difference from the numerical integration result in fig. 14.
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We also observe that the best interpolating function gives the very precise approximation.
5. Discussions
In this paper we have studied interpolating function, which is smooth and consistent with
two perturbative expansions of physical quantity around different two points. First we have
proposed the new type of interpolating function, which is described by fractional power
of rational function, and includes the Pade´ approximant and FPP constructed by Sen [1]
as the special cases. After introducing the interpolating functions, we have pointed out
that we can construct enormous number of such interpolating functions in principle while
the “best” approximation of the exact answer should be unique among the interpolating
functions. Then we have proposed the criterion (3.2) to determine the “best” interpolating
function without knowing the exact answer of the physical quantity. This criterion depends
on convergence properties of the small-g and large-g expansions. We have explicitly checked
that our criterion works for various examples including the specific heat in the 2d Ising
model, the average plaquette in the 4d SU(3) pure Yang-Mills theory on lattice and free
energy in the c = 1 string theory at self-dual radius. We expect that our criterion is
applicable unless a problem of interest does not have mixed non-perturbative effect, which
is non-perturbative in the both senses of the small-g and large-g expansions.
Besides cases with mixed non-perturbative effects, we have also found another limi-
tation of approximation by our interpolating function. In the 2d Ising model on infinite
lattice, we have observed that interpolating functions do not correctly describe the phase
transition although our criterion correctly chooses the relatively best approximation. This
is obvious since our interpolating functions are smooth by construction unless they have
poles. This indicates that our interpolating scheme cannot be directly used for approxi-
mation when we have a phase transition. On the other hand, we have seen that our best
interpolating functions precisely give the peak locations of the exact answers for finite lat-
tice size L, which converges to the phase transition point in the L → ∞ limit. Indeed
fitting the peak locations as the function of L leads the peak location in the L→∞ limit,
which is very close to the phase transition point. This implies that even if we have a phase
transition in discrete system in infinite volume limit, our interpolating scheme would be
indirectly useful to extract information on phase transition. We expect that this feature is
true also for more general discrete systems.
One of obvious possible applications of our work is to apply our interpolating scheme to
physical quantities in diverse physical systems. Although we have worked on the examples
in this paper, where we know the exact answers or numerical results for the whole regions,
we can study more nontrivial system by using our criterion. We expect that our results
are useful in various context of theoretical physics.
In this paper, we have focused on how to choose the relatively best interpolating
functions among candidates in fixed problems. Conversely, it is also interesting to classify
problems, which is approximated very well by the FPR (2.7) with each fixed α.
Although our criterion works in the various examples, our criterion might be too naive,
need slight modifications or have some other exceptions. It is very illuminating if we can
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perform more rigorous treatment and precisely find necessary or sufficient conditions for
validity of our criterion.
Also, our criterion requires information on large order behaviors of perturbative ex-
pansions. From more practical point of view, it is very nice if there exists an alternative
equivalent criterion, which uses fewer information on the expansions.
We close by mentioning possible relation to recent progress on resurgence in quantum
field theory [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] (see also recent Borel analysis [40, 41, 42,
43, 44] in extended supersymmetric field theories). While ordinary weak coupling expansion
(namely the one around trivial saddle point) generically has non-perturbative ambiguity, we
expect that the ambiguity is partially fixed by interpolation to strong coupling expansion
as far as we focus on real positive coupling at least. Also our interpolating scheme seems
to have no obstruction even if perturbative expansions are non-Borel summable. It is
interesting to study interpolation problem in theories concerned with resurgence and make
clear such a relation.
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A. Analysis of two-dimensional Ising model by another parameter
In sec. 4.2, we have analyzed the interpolation problem in the 2d Ising model by using the
parameter e2K = 1 + g. Then we have seen that the exact solution of the quantity CL(g)
is the rational function of g for finite L and hence one of the Pade´ approximants gives the
exact solution. It would be interesting to repeat this analysis in terms of another parameter
choice, where all the FPR interpolating function (2.7) do not give the exact solution.
In this appendix22, we repeat a part of analysis in section 4.2 by using the parameter
e8K = 1 + g2. (A.1)
Then the exact solution of CL(g) with finite L becomes a rational function of
√
1 + g2,
which does not take the form (2.7) of FPR at least for23 L = 5 and L = 8. Here we
do not explicitly write down formulas of interpolating functions but we have uploaded a
Mathematica file to arXiv, which writes down the explicit forms.
A.1 5× 5 lattice
The function C5(g) has the expansions
C5(g) = 2 +
5g4
32
+O (g5)
= g−2
(
64 + 288g−1 + 1088g−2 + 4688g−3 + 31936g−4 +O(g−5)) . (A.2)
22We thank Ashoke Sen for suggesting this analysis.
23For L = 2, the exact solution becomes a rational function of g again.
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Figure 15: [Left] The function CL(g) (black solid), the best interpolating function (green dot-
dashed), its high (red dotted) and low (blue dashed) temperature expansions are plotted to g
for each L. [Right] |(C(α)m,n − CL)/CL| (green dot-dashed), |(C(50)s − CL)/CL| (red dotted) and
|(C(50)l − CL)/CL| (blue dashed) are plotted against g for each L.
As in section 4.2, we find that the coefficient of the expansions grow as
|s2k| ∼ csAks , with cs = 0.139016 and As = 0.983446,
|lk| ∼ clAkl , with cl = 149.71 and Al = 4.76806, (A.3)
and the blow-up points are gbs = 0.972788 and g
b
l = 5.02376. Thus we take
N∗s = 50, g
∗
s = 0.8, N
∗
l = 50, g
∗
l = 5.5. (A.4)
Our result is summarized in fig. 15 and tab. 8. We see that the best interpolating function
C
(−1)
6,7 minimizes Is + Il.
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Λ−1
∫
dg
∣∣C(α)m,n−C5
C5
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−2)
1,1 0.0144367 0.0213492 10.3506 10.3719
C
(−2/3)
1,1 0.00356604 0.00230782 4.09192 4.09423
C
(−1/2)
1,2 0.00449818 0.0109249 5.46089 5.47181
C
(−2)
2,2 0.00796436 0.00837338 8.29550 8.30388
C
(−1)
2,3 0.00272780 0.00432520 3.09134 3.09567
C
(−1/2)
2,3 0.00397428 0.00752549 4.80614 4.81367
C
(−1/3)
2,3 0.00275912 0.00696200 2.67071 2.67767
C
(−1)
3,2 0.00633731 0.00740158 7.17559 7.18299
C
(−1/2)
3,2 0.00375206 0.00722903 4.51172 4.51895
C
(−1/3)
3,2 0.00500575 0.00740608 6.16320 6.17060
C
(−2)
3,3 0.00594014 0.00740588 7.03028 7.03768
C
(−1/2)
3,4 0.00378784 0.00723170 4.55132 4.55855
C
(−1/3)
3,4 0.00277366 0.00701077 2.72476 2.73177
C
(−1/4)
3,4 0.00311106 0.00735004 3.34761 3.35496
C
(−1)
4,3 0.00285537 0.00512428 3.24096 3.24608
C
(−1/2)
4,3 0.00397491 0.00754047 4.80695 4.81449
C
(−1/3)
4,3 0.00276431 0.00698137 2.69046 2.69744
C
(−1/2)
4,5 0.00257637 0.00641159 2.49159 2.49800
C
(−1/3)
4,5 0.00276420 0.00698123 2.68889 2.69587
C
(−1/4)
4,5 0.00324266 0.00741956 3.81888 3.82630
C
(−1/3)
5,4 0.00277377 0.00701331 2.72502 2.73203
C
(−1/2)
5,6 0.00198535 0.00470116 1.35410 1.35880
C
(−1)
6,7 0.000206236 0.000285621 0.0530750 0.0533606
C
(−1/4)
6,7 0.00370596 0.00206143 4.90389 4.90595
C
(−1/2)
7,8 0.00155076 0.000172986 1.10463 1.10480
C
(−1)
8,7 0.00116219 0.0000226883 1.07748 1.07750
C
(−1)
8,9 0.000667177 0.0000119276 0.353759 0.353771
C
(−1/3)
8,9 0.00175529 0.0000171883 2.16789 2.16791
C
(−1)
9,8 0.000932892 0.0000183826 0.719767 0.719786
C
(−1/2)
9,8 0.00157844 0.0000190668 3.13313 3.13315
C
(−1/3)
9,8 0.00210168 0.0000232122 2.63069 2.63071
Table 8: Result for L = 5
– 33 –
Λ−1
∫
dg
∣∣C(α)m,n−C8
C8
∣∣ Is[C(α)m,n] Il[C(α)m,n] Is + Il
C
(−2)
1,1 0.0143447 0.0210712 8.19673 8.21780
C
(−2/3)
1,1 0.00358516 0.00215995 2.97922 2.98138
C
(−1/2)
1,2 0.00445291 0.0106469 3.94941 3.96005
C
(−1)
2,1 0.00984413 0.00828929 6.80598 6.81427
C
(−1/2)
2,1 0.00486112 0.00620801 2.61762 2.62382
C
(−2)
2,2 0.00787515 0.00809537 6.39885 6.40694
C
(−2/5)
2,2 0.00452636 0.00760081 4.06211 4.06971
C
(−1)
2,3 0.00289778 0.00419641 2.55162 2.55581
C
(−1/2)
2,3 0.00402696 0.00742413 3.52709 3.53451
C
(−1/3)
2,3 0.00297962 0.00671530 1.98072 1.98743
C
(−1)
3,2 0.00625943 0.00712357 5.44665 5.45377
C
(−1/2)
3,2 0.00372974 0.00695102 3.20299 3.20994
C
(−2)
3,3 0.00587186 0.00712823 5.31167 5.31880
C
(−1/2)
3,4 0.00379867 0.00695734 3.27471 3.28167
C
(−1/3)
3,4 0.00341859 0.00701707 2.73224 2.73926
C
(−1/4)
3,4 0.00369312 0.00708313 3.17778 3.18486
C
(−1)
4,3 0.00300812 0.00492987 2.63094 2.63587
C
(−1/2)
4,3 0.00402822 0.00746425 3.52822 3.53568
C
(−1/3)
4,3 0.00298748 0.00673209 1.99653 2.00326
C
(−1/2)
4,5 0.00293553 0.00614008 2.16315 2.16929
C
(−1/3)
4,5 0.00345399 0.00715123 2.78100 2.78815
C
(−1/4)
4,5 0.00317186 0.00694968 2.32397 2.33091
C
(−1/3)
5,4 0.00351452 0.00837605 2.85851 2.86688
C
(−1/4)
5,6 0.00327626 0.00722693 2.49615 2.50337
C
(−1/2)
6,5 0.000875711 0.000194793 0.595842 0.596037
C
(−1/3)
6,5 0.00344271 0.00621808 2.77138 2.77760
C
(−1/3)
6,7 0.00109210 0.0000803322 0.348460 0.348541
C
(−1/4)
6,7 0.00323839 0.00629399 2.44618 2.45247
C
(−1/3)
7,8 0.00155789 0.0000565836 0.762480 0.762537
C
(−1/2)
8,7 0.000350404 0.0000254784 0.0719374 0.0719629
C
(−1/3)
8,7 0.00120052 0.0000117739 0.411958 0.411969
C
(−1/3)
9,8 0.000896865 1.25557 × 10−6 0.148141 0.148142
Table 9: Result for L = 8
– 34 –
A.2 8× 8 lattice
The high and low temperature expansions of C8(g) are given by
C8(g) = 2 +
5g4
32
+O (g5)
= g−2
(
64 + 288g−1 + 1088g−2 + 4688g−3 + 19264g−4 +O(g−5)) . (A.5)
As in the L = 5 case , we find
cs = 0.0614108, As = 1.04269, g
b
s = 0.979314,
cl = 99.216, Al = 5.4084, g
b
l = 5.73095. (A.6)
Thus we take
N∗s = 50, g
∗
s = 0.8, N
∗
l = 50, g
∗
l = 6.3. (A.7)
From tab. 9, we find that the best interpolating function C
(−1/2)
8,7 minimizes Is + Il.
B. Explicit formula for interpolating functions
In this appendix, we explicitly write down the interpolating functions appearing in the
main text. Although we often display numerical values in 6 digits, indeed we have worked
on “MachinePrecision” or 100 digits in Mathematica. We have uploaded the Mathematica
file to arXiv, which writes all interpolating functions in actual precisions.
B.1 Zero-dimensional ϕ4 theory
F
(1/2)
0,0 (g)=
√
2pi
(
8pig
Γ(1/4)2
+1
)−1/2
, F
(1/2)
1,1 (g)=
√
2piΓ(1/4)
(
8pigΓ(1/4)+Γ(1/4)3+2piΓ(−1/4)
64pi2g2+8pigΓ(1/4)2+Γ(1/4)4+2piΓ(−1/4)Γ(1/4)
)1/2
,
F
(1/6)
1,1 (g)=2.50663
(
1
6.98929g3+7.08691g2+1
)1/6
, F
(1/2)
2,2 (g)=2.50663
√
37.9117g2+10.1532g+1
72.4854g3+43.9117g2+10.1532g+1
,
F
(1/10)
2,2
(g)=2.50663(25.5499g5+43.1779g4+32.1482g3+30g2+1)
−1/10
,
F
(1/2)
3,3 (g)=2.50663
√
324.019g3+110.261g2+16.0304g+1
619.509g4+420.201g3+116.261g2+16.0304g+1
,
F
(1/6)
3,3
(g)=2.50663
(
28.2525g2+8.0997g+1
197.465g5+256.834g4+145.795g3+46.2525g2+8.0997g+1
)1/6
,
F
(1/14)
3,3
(g)=2.50663(93.3994g7+220.976g6+239.216g5+155.758g4+42g2+1)
−1/14
,
F
(1/2)
4,4
(g)=2.50663
√
3224.56g4+1303.49g3+238.239g2+22.8745g+1
6165.22g5+4576.g4+1440.74g3+244.239g2+22.8745g+1
,
F
(1/10)
4,4 (g)=2.50663
[
14.4369g2+5.07251g+1
368.86g7+752.954g6+708.689g5+403.106g4+152.175g3+44.4369g2+5.07251g+1
]1/10
,
F
(1/18)
4,4 (g)=2.50663(341.428g9+1038.59g8+1475.35g7+1294.34g6+780.788g5+594g4+54g2+1)
−1/18
. (B.1)
B.2 Two-dimensional Ising model
B.2.1 2× 2 lattice
C
(−4)
1,1
(g)=
48(− 4
√
2g−2 4
√
3+ 4
√
2)
4
(g2+23/4 4
√
3g+2
√
6−23/4 4
√
3)
4 , C
(−4/3)
1,1
(g)=4
(
g3
4 4
√
233/4
+14
4
√
3
2 g
2+1
)−4/3
, C
(−1)
1,2
(g)= 96
g4+4g3+6g2+24
,
C
(−2)
1,2 (g)=
576((2+4
√
6)g+23)2
(2(12+
√
6)g3+3(16+9
√
6)g2+24(1+2
√
6)g+276)2
, C
(−4)
2,2 (g)=
0.0125604(9.35012g2+4.84252g+5.87574)
4
(g+1.40614)4(g2+0.111766g+0.989164)4
,
– 35 –
C
(−2)
2,3
(g)=
0.000108752(939.545g2+271.353g+529)
2
(g2−0.55488g+1.02344)2(g2+2.84369g+2.69513)2
, C
(−2)
3,2
(g)=
0.0482704(44.5959g2+7.30306g+27.)
2
(g2−0.70521g+1.00504)2(g2+2.86897g+2.95114)2
,
C
(−1)
3,4
(g)=
96(4638g2+446g+969)
4638g6+18998g5+30581g4+25104g3+64800g2+10704g+23256
,
C
(−2)
4,3
(g)=
96(g+0.0993445)2(g2+0.279722g+0.55003)
2
(g+0.0993806)2(g2−0.553882g+1.00883)2(g2+2.83357g+2.67002)2
,
C
(−1)
4,3
(g)=
96(8393g2+638g+1546)
8393g6+34210g5+54456g4+43584g3+127224g2+15312g+37104
,
C
(−1)
5,4
(g)=
96(2297148g3+607943g2+509356g+71294)
2297148g7+9796535g6+16724016g5+14944968g4+34104576g3+11168520g2+12224544g+1711056
,
C
(−1)
6,7
(g)=32(34967691g5−12313050g4+33661002g3+15122952g2+8312739g+2651546)×(11655897g9+42519238g8
+64738316g7+71919808g6+217595516g5+36474424g4+178708928g3+78558880g2+66501912g+21212368)−1 ,
C
(−1)
7,6
(g)=32(107262402g5+163890609g4+195374448g3+115458702g2+43155430g+11655897)×(35754134g9+197646739g8
+498170432g7+769783252g6+1218567440g5+1226615044g4+1059003056g3+737175264g2+345243440g+93247176)−1
(B.2)
B.2.2 5× 5 lattice
C
(−4)
1,1 (g)=
64(g+2 4
√
2−1)
4
(g2+2 4
√
2g+4
√
2−2 4
√
2)
4 , C
(−4/3)
1,1 (g)=64
3√
2( 4
√
2g3+3
4√
2g2+16)
−4/3
, C
(−1)
1,2 (g)=
128
2g4+8g3+3g2+64
,
C
(−2)
1,2
(g)=
128(8(16
√
2−5)g+487)2
(−8(5
√
2−32)g3+(512+407
√
2)g2+64(16
√
2−5)g+3896)2
,
C
(−4)
2,2 (g)=
319.017(0.669255g2+0.179256g+1.)
4
(g+1.90917)4(g2−0.641328g+1.86145)4
, C
(−2)
2,3 (g)=
0.00132573(175629.g2+68676.4g+237169.)
2
(799.342g4+1911.25g3+705.392g2+1768.15g+6106.19)2
,
C
(−2)
3,2 (g)=
128(12048.5g2+2709.7g+17153)
2
(17039.2g4+37910.5g3+10623.2g2+21677.6g+137224)2
, C
(−4)
3,3 (g)=
2(0.431032g3+0.608595g2+0.580552g+1.)
4
(0.181227g4+0.437109g3+0.296095g2+0.580552g+1)4
,
C
(−4/7)
3,3
(g)=12826/7(8 4
√
2g7+56 4
√
2g6+105 4
√
2g5−35 4
√
2g4+5376g3−8960g2+4096)
−4/7
,
C
(−2)
3,4
(g)=
64.(g+8.47078)2(g2+0.21507g+1.39409)
2
(g+8.49496)2(g2−1.44691g+1.94352)2(g2+3.63781g+4.04611)2
,
C
(−1)
3,4 (g)=
32(12978g2+6980g+11239)
6489g6+29446g5+29313g4−4732g3−17132g2+111680g+179824
,
C
(−1)
4,3
(g)=
32(4090g2+3620g+6489)
2045g6+9990g5+13552g4+5468g3−64340g2+57920g+103824
,
C
(−4/9)
4,4
(g)=512
(
6423/4g9+57623/4g8+165623/4g7+84023/4g6− 6795g
5
4√
2
+870912g4+442368g3−737280g2+262144
)−4/9
,
C
(−1)
4,5 (g)=
32(230402g3+305620g2+360351g+288280)
115201g7+613614g6+964217g5+518052g4−61228g3−875680g2+5765616g+4612480
,
C
(−1)
6,5
(g)=32(277152946g4−7310192g3+260742483g2+47677554g+45898498)×(138576473g8+550650796g7
+323615567g6−153041266g5+158916108g4−519732176g3+3253909768g2+762840864g+734375968)−1 ,
C
(−1)
6,7
(g)=32(19064616590g5+6619951212g4+4651960211g3+13827726376g2+12299524053g+5632465646)
×(9532308295g9+41439208786g8+29864344972g7−26478794456g6+8828921538g5+22018705676g4
−103969529932g3+108594309096g2+196792384848g+90119450336)−1 ,
C
(−1)
7,6
(g)=32(77240285964g5+4144676522g4+19445518862g3+34689643011g2+45930642372g+19064616590)
×(38620142982g9+156552910189g8+75942326948g7−133756348289g6+48291876322g5+76206605316g4
−378709146568g3+173741956376g2+734890277952g+305033865440)−1 (B.3)
– 36 –
B.2.3 8× 8 lattice
C
(−4)
1,1 (g)=
64(g+2 4
√
2−1)
4
(g2+2 4
√
2g+4
√
2−2 4
√
2)
4 , C
(−4/3)
1,1 (g)=64
3√
2( 4
√
2g3+3
4√
2g2+16)
−4/3
, C
(−1)
1,2 (g)=
128
2g4+8g3+3g2+64
,
C
(−2)
1,2
(g)=
128(8(16
√
2−5)g+487)2
(−8(5
√
2−32)g3+(512+407
√
2)g2+64(16
√
2−5)g+3896)2
, C
(−4)
2,2
(g)=
2.(0.669255g2+0.179256g+1.)
4
(0.281387g3+0.356755g2+0.179256g+1.)4
,
C
(−2)
2,3 (g)=
0.00132573(175629.g2+68676.4g+237169.)
2
(799.342g4+1911.25g3+705.392g2+1768.15g+6106.19)2
, C
(−1)
2,3 (g)=
128(83g+10)
166g5+684g4+329g3−800g2+5312g+640
,
C
(−1)
3,2
(g)=
64(72g+83)
72g5+371g4+440g3−3320g2+2304g+2656
, C
(−4)
3,3
(g)=
2.(0.0716093g3+0.659177g2+0.245925g+1.)
4
(0.030108g4+0.307258g3+0.346677g2+0.245925g+1.)4
,
C
(−4/7)
3,3
(g)=12826/7(8 4
√
2g7+56 4
√
2g6+105 4
√
2g5−35 4
√
2g4+8960g3−8960g2+4096)
−4/7
,
C
(−1)
3,4 (g)=
32(12338g2+11236g+11239)
6169g6+30294g5+37345g4+60g3−27372g2+179776g+179824
,
C
(−1)
4,3
(g)=
32(3690g2+5796g+6169)
1845g6+10278g5+17444g4+7460g3−64340g2+92736g+98704
,
C
(−4/9)
4,4
(g)=512
(
6423/4g9+57623/4g8+165623/4g7+84023/4g6− 6795g
5
4√2
+428544g4+737280g3−737280g2+262144
)−4/9
,
C
(−1)
4,5
(g)=
32(208682g3+447124g2+593899g+429792)
104341g7+640926g6+1347709g5+1216332g4+56772g3−1441856g2+9502384g+6876672
,
C
(−1)
5,6 (g)=
32(8223938g4+2925016g3+23633941g2+24931938g+22756915)
4111969g8+17910384g7+23834956g6+41367768g5+66515288g4+3299796g3−76995244g2+398911008g+364110640
,
C
(−1)
6,7 (g)=32(2868358258g
5−534538208g4+2620749213g3+4306817710g2+5981505947g+3547958864)×(1434179129g9+5469447412g8
+2392566884g7−176892020g6+13113571912g5+10749317956g4−6738954252g3−2050093920g2+95704095152g+56767341824)−1 ,
C
(−1)
7,6 (g)=32(3729267560g
5−1187460246g4+1626376328g3+4209185323g2+7157300308g+5736716516)×(1864633780g9+6864804997g8
+1235218342g7−4856418767g6+13854661436g5+17016069700g4−2389654592g3−47387365152g2+114516804928g+91787464256)−1 ,
C
(−1)
7,8
(g)=32(195993105538g6+811071518032g5−90814453839g4+663928537486g3+1365385463933g2+1869156822440g+1303853612472)
×(97996552769g10+797521970092g9+1723730638298g8+268656235744g7−207735519482g6+3883412178028g5
+3406981458828g4−683207599584g3−4230904826512g2+29906509159040g+20861657799552)−1 ,
C
(−1)
8,7
(g)=32(1881323333564g6−605415982824g5+1800057804060g4+2713663149372g3+3635590280823g2+1838011785324g−391986211076)
×(940661666782g10+3459938675716g9+1100189436555g8−200423138222g7+8932877665783g6+6103674295452g5
−5582700200716g4−1181349538048g3+66009168714688g2+29408188565184g−6271779377216)−1 ,
C
(−1)
8,9 (g)=32(440983411412506g
7+298415770089536g6+286897659450525g5+33283071804262g4+870265241542217g3
+1255703738099444g2+1442315420615496g+318054473744432)×(220491705706253g11+1031174707869780g10
+1071017928463714g9−288209846160932g8−304782048389130g7+1489590651055080g6+2713217114957772g5
+2992544904211504g4−8560975072745808g3+13730170334702464g2+23077046729847936g+5088871579910912)−1 ,
C
(−1)
9,10
(g)=32(238383963504470290g8+872536488680167328g7−142166027096683727g6+731239697144276110g5
−220790772453261619g4+959382749783352236g3+1300379502502145742g2+1737488555921690408g+675174681476983256)
×(119191981752235145g12+913036171349024244g11+1852777936440345510g10+139730252127720372g9
−1084871711151303636g8+396619365159964700g7+172449770824598210g6+3467719807273727176g5
+2508829983230774392g4−5896153492360507264g3+7302578410494666752g2
+27799816894747046528g+10802794903631732096)−1 (B.4)
– 37 –
B.2.4 Infinite lattice
C
(−2/3)
1,1 (g)=96
(
6
√
6g3+81
√
3
2 g
2+44g+64
)−2/3
, C
(−1)
2,1 (g)=
32(265g+708)
530g3+3801g2+3144g+3776
,
C
(−2/5)
2,2 (g)=192
5√234/5(2592
√
6g5+29160
√
6g4+163215
√
6g3+182960g2+84480g+73728)
−2/5
,
C
(−1)
2,3
(g)=
32(68224g2−74327g+209220)
136448g4+465362g3+1113977g2+115016g+1115840
,
C
(−1)
3,4 (g)=
32(216459904g3−556333856g2+1591853427g+563647212)
432919808g5+835471424g4+2505900230g3+3434401043g2+9867689240g+3006118464
,
C
(−2/9)
4,4
(g)= 16
((g+0.464717)(g2−0.729826g+0.274268)(g2+0.284047g+0.122015)(g2+3.24318g+58.9783)(g2+16.9879g+90.0307))2/9
,
C
(−1)
4,5
(g)=
16.(g2−3.13804g+8.35966)(g2+0.378281g+0.0674372)
(g2−1.70712g+4.26849)(g2+0.370646g+0.0673414)(g2+3.07672g+5.22999)
,
C
(−2/11)
5,5 (g)=1922
5/11310/11(483729408
√
6g11+11972302848
√
6g10+147824683776
√
6g9+1169669045952
√
6g8
+6339773446380
√
6g7+22461400927053
√
6g6−7156938909824g5+852953401344g4+744245821440g3
+1876659535872g2+657733976064g+260919263232)−2/11 ,
C
(−1)
5,6
(g)=
16.(g+0.593244)(g2−3.20416g+7.38955)(g2−0.324953g+0.547816)
(g+0.775198)(g2−1.93029g+2.75727)(g2−0.0123326g+0.600863)(g2+2.73156g+4.98641)
,
C
(−2/13)
5,6 (g)=1922
7/13312/13(34828517376
√
6g13+1018734133248
√
6g12+14870688528384
√
6g11+140659593085440
√
6g10
+937732168125792
√
6g9+4426291424759256
√
6g8+13142668430464443
√
6g7−371479076823296g6−1699299709526016g5
+375050965745664g4+340534744842240g3+460033275985920g2+149245818568704g+50096498540544)−2/13 ,
C
(−1)
6,7
(g)=
16.(g2−2.95821g+6.25399)(g2−1.0231g+1.32814)(g2+1.95021g+0.959357)
(g2−2.39834g+2.10061)(g2+0.659846g+2.72912)(g2+1.32657g+0.931903)(g2+2.88082g+3.97752)
,
C
(−1)
7,6 (g)=
16.(g+0.810667)(g+1.59844)(g2−2.90106g+5.78544)(g2−1.07657g+1.60638)
(g2−2.58038g+2.22288)(g2+1.02861g+3.69991)(g2+1.17219g+0.975858)(g2+3.31106g+4.00128)
,
C
(−2/15)
7,7
(g)=19227/1534/5(417942208512
√
6g15+14105549537280
√
6g14+237639327621120
√
6g13+2612318387742720
√
6g12
+20579350882757760
√
6g11+119353976853772896
√
6g10+491242721481413460
√
6g9+1139708471239040805
√
6g8
−194072561423700480g7−37105930238402560g6−60627299960881152g5+23255899837562880g4
+19297624947425280g3+18248693270446080g2+5510614839459840g+1603087953297408)−2/15 ,
C
(−1)
7,8
(g)=
16.(g−0.096973)(g2−2.96364g+6.26443)(g2−1.00752g+1.31953)(g2+1.97223g+0.973597)
(g−0.096973)(g2−2.39445g+2.10634)(g2+0.684941g+2.71423)(g2+1.33568g+0.952398)(g2+2.8749g+3.94144)
,
C
(−1)
9,8
(g)=
16.(g+0.873142)(g+1.15878)(g2−2.95221g+6.28731)(g2−1.30535g+1.00527)(g2−0.805193g+1.07716)
(g2−2.34581g+1.94148)(g2−1.12973g+0.941604)(g2+0.736498g+2.54333)(g2+1.37219g+1.03371)(g2+2.83602g+3.82186)
,
C
(−1)
9,10
(g)=16.(g+2.02265)(g2−2.92912g+6.43755)(g2−2.28951g+2.16034)(g2−0.689709g+1.28544)(g2+1.90831g+0.911862)[
(g+1.92569)(g2−2.62295g+2.06628)(g2−1.76646g+2.49362)(g2+0.893195g+2.26641)
(g2+1.45963g+1.11812)(g2+2.63351g+3.49684)
]−1
,
C
(−1)
10,9 (g)=16(g+1.41271)(g2−2.97662g+6.55427)(g2−2.78547g+2.62556)(g2−0.755849g+1.3408)(g2+1.66102g+0.701554)[
(g+0.939731)(g2−2.83704g+2.26043)(g2−2.19723g+2.86593)(g2+0.992018g+2.48976)
(g2+1.41627g+1.15284)(g2+2.74204g+3.48984)
]−1
(B.5)
B.3 Four-dimensional SU(3) pure Yang-Mills theory on lattice
P
(−1)
1,1
(β)=
1600000pi2(4β+9)+43377282
800000pi2(4β2+9β+18)+2409849(β+18)
, P
(−1/3)
1,1
(β)=
(
β3
8 −
7229547β2
3200000pi2
+
β
6 +1
)−1/3
,
P
(−1)
2,2 (β)=
2β2+6.23458β+20.8014
β3+2.50687β2+7.39021β+20.8014
, P
(−1)
3,3 (β)=
2(β+3.3955)(β2−0.198893β+12.0174)
(β2−2.09682β+9.61319)(β2+4.683β+8.48936)
,
P
(−1)
4,4
(β)=
2(β2−2.50678β+13.4054)(β2+5.7244β+12.6824)
(β+3.09342)(β2−3.54558β+11.2267)(β2+3.05935β+9.79082)
,
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P
(−1)
5,5 (β)=
2(β+3.68567)(β2−4.08079β+14.5847)(β2+3.61475β+13.7196)
(β2−4.63748β+12.6358)(β2+1.38581β+10.9814)(β2+5.86088β+10.6298)
,
P
(−1)
6,6
(β)=
2(β2−5.18648β+15.5937)(β2+1.581β+14.6612)(β2+6.83275β+14.4495)
(β+3.39479)(β2−5.47262β+13.8545)(β2−0.0916253β+12.0825)(β2+4.78629β+11.6262)
,
P
(−1)
7,7 (β)=
2(β+3.89835)(β2−5.9913β+16.4715)(β2−0.140455β+15.5324)(β2+5.47891β+15.258)
(β2−6.12185β+14.911)(β2−1.34364β+13.1167)(β2+3.49201β+12.5578)(β2+6.60856β+12.3918)
,
P
(−1)
8,8
(β)=
2(β2−6.59846β+17.2502)(β2−1.55339β+16.3433)(β2+3.93023β+16.0062)(β2+7.48658β+15.9063)
(β+3.62668)(β2−6.63649β+15.8369)(β2−2.39994β+14.0937)(β2+2.20409β+13.4255)(β2+5.86018β+13.2095)
,
P
(−1)
9,9 (β)=
2(β+4.0654)(β2−7.07259β+17.9526)(β2−2.71136β+17.0902)(β2+2.43467β+16.6901)(β2+6.55819β+16.5611)
(β2−7.05373β+16.6601)(β2−3.29763β+15.0097)(β2+1.00968β+14.2272)(β2+4.8619β+13.9689)(β2+7.14368β+13.8747)
,
P
(−1)
10,10
(β)=2(β2−7.45432β+18.593)(β2−3.66556β+17.7643)(β2+1.08036β+17.3105)(β2+5.38063β+17.1591)
(β2+7.9308β+17.1034)×
[
(β+3.80954)(β2−7.39967β+17.4015)(β2−4.06586β+15.8524)(β2−0.0631074β+14.9646)
(β2+3.78748β+14.6692)(β2+6.5931β+14.5475)
]−1
,
P
(−1)
11,11(β)=2(β+4.19731)(β2−7.76923β+19.1795)(β2−4.45532β+18.3621)(β2−0.111216β+17.8786)(β2+4.14811β+17.709)
(β2+7.25733β+17.6376)×
[
(β2−7.69195β+18.0747)(β2−4.72437β+16.6111)(β2−1.01157β+15.6487)
(β2+2.72805β+15.3187)(β2+5.80926β+15.1747)(β2+7.54715β+15.1161)
]−1
,
P
(−1)
12,12
(β)=2(β2−8.03357β+19.7176)(β2−5.11101β+18.8907)(β2−1.14735β+18.4125)(β2+2.95613β+18.224)
(β2+6.34655β+18.1394)(β2+8.25925β+18.105)×
[
(β+3.95793)(β2−7.94228β+18.6885)(β2−5.28747β+17.2852)
(β2−1.84571β+16.2982)(β2+1.72728β+15.9291)(β2+4.92134β+15.7648)(β2+7.12847β+15.6882)
]−1
,
P
(−1)
13,13
(β)=2(β+4.30767)(β2−8.2584β+20.2116)(β2−5.65839β+19.3661)(β2−2.04777β+18.9269)(β2+1.84563β+18.712)
(β2+5.33917β+18.6147)(β2+7.75383β+18.5694)×
[
(β2−8.15878β+19.2496)(β2−5.76856β+17.8857)
(β2−2.58215β+16.9294)(β2+0.801766β+16.5083)(β2+4.00525β+16.3235)(β2+6.50354β+16.232)(β2+7.87025β+16.1925)
]−1
,
P
(−1)
14,14(β)=9.53730×10
−10((β−8.45194)β+20.6669)((β−6.12027)β+19.8053)((β−2.83501)β+19.4247)(β(β+0.829692)+19.1718)
(β(β+4.31495)+19.0624)(β(β+7.03398)+19.0077)(β(β+8.52139)+18.9842)
×
[
4.76865×10−10β((β−8.26905)β+19.634)((β−5.95963)β+18.4991)((β−2.75599)β+17.9289)(β(β+0.765819)+17.5293)
(β(β+4.09727)+17.3444)(β(β+6.69248)+17.248)(β(β+8.11148)+17.2058)+1
]−1
,
P
(−1)
15,15
(β)=(1.86410×10−10β((β−8.50134)β+20.8591)((β−6.18268)β+20.0391)((β−2.91328)β+19.8405)(β(β+0.812334)+19.6054)
(β(β+4.3502)+19.5008)(β(β+7.10958)+19.4469)(β(β+8.61881)+19.4234)+1)
×
[
β(9.32052×10−11β((β−8.33651)β+19.8869)((β−6.05378)β+18.8207)((β−2.87389)β+18.5005)
(β(β+0.734611)+18.149)(β(β+4.14726)+17.9777)(β(β+6.80597)+17.8853)(β(β+8.25954)+17.8441)+0.27881)+1
]−1
(B.6)
B.4 c = 1 string theory at self-dual radius
F
(−1)
1,1 (µ)=
0.0701003µ+0.0845789
0.841203µ2+1.81409µ+1
, F
(−1/3)
1,1 (µ)=0.0833333((µ+0.839474)(µ2+2.01053µ+1.13937))
−1/3
,
F
(−1)
2,2
(µ)=
0.0833333µ2+0.217718µ+0.160546
µ3+3.56261µ2+4.44436µ+1.89818
, F
(−1/3)
2,2
(µ)=0.144274

 (µ+0.827577)(µ+5.19357)(µ2+2.01816µ+1.1548)
0.192704µ+1


−1/3
,
F
(−1/5)
2,2
(µ)=0.0833333((µ+1.40603)(µ2+1.42212µ+0.535002)(µ2+1.92185µ+1.23434))
−1/5
,
F
(−1)
3,3 (µ)=
0.0833333(µ+1.7262)(µ2+2.93648µ+2.57422)
(µ+1.0795)(µ+1.65115)(µ2+2.88203µ+2.45633)
,
F
(−1/3)
3,3
(µ)=0.105268
[ (µ+0.880493)(µ2+2.0225µ+1.1097)(µ2+2.22788µ+1.97319)
0.496101µ2+1.13154µ+1
]−1/3
,
F
(−1/7)
3,3
(µ)=0.0833333((µ+0.646175)(µ2+1.39726µ+0.57416)(µ2+1.92491µ+1.3455)(µ2+2.68166µ+1.80564))
−1/7
,
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F
(−1)
4,4 (µ)=
0.0833333(µ2+2.74502µ+2.0421)(µ2+2.94932µ+3.46359)
(µ+1.06811)(µ2+2.6273µ+1.8885)(µ2+2.94893µ+3.45485)
,
F
(−1/3)
4,4
(µ)=0.0833333
[ (µ2+1.65869µ+0.693832)(µ2+2.07696µ+1.18885)(µ2+2.44411µ+2.36393)
(µ+0.840978)(µ2+2.48878µ+2.42416)
]−1/3
,
F
(−1/9)
4,4 (µ)=
0.0833333
9
√
(µ+0.596352)(µ2+1.23613µ+0.430642)(µ2+1.42961µ+0.746351)(µ2+2.01326µ+1.62233)(µ2+3.27465µ+2.81391)
,
F
(−1)
5,5 (µ)=
0.0833333(µ+0.0152634)(µ2+2.7458µ+2.04335)(µ2+2.95129µ+3.46744)
(µ+0.0152634)(µ+1.06814)(µ2+2.62801µ+1.88957)(µ2+2.95094µ+3.45875)
,
F
(−1/11)
5,5
(µ)=0.0833333
[
(µ+1.77794)(µ2+1.07909µ+0.300369)(µ2+1.13316µ+0.416661)(µ2+1.33834µ+0.785355)
(µ2+1.96496µ+1.7284)(µ2+3.15651µ+2.8123)
]− 111 (B.7)
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