Quantum Hamiltonian reduction of W-algebras and category O by Morgan, Stephen
ar
X
iv
:1
50
2.
07
02
5v
1 
 [m
ath
.R
T]
  2
5 F
eb
 20
15
Quantum Hamiltonian reduction of W-algebras and category O
by
Stephen Morgan
A thesis submitted in conformity with the requirements
for the degree of Doctor of Philosophy
Graduate Department of Mathematics
University of Toronto
Copyright © 2014 by Stephen Morgan
Abstract
Quantum Hamiltonian reduction of W-algebras and category O
Stephen Morgan
Doctor of Philosophy
Graduate Department of Mathematics
University of Toronto
2014
W-algebras are a class of non-commutative algebras related to the classical universal en-
veloping algebras. They can be defined as a subquotient of U(g) related to a choice of nilpotent
element e and compatible nilpotent subalgebram. The definition is a quantum analogue of the
classical construction of Hamiltonian reduction.
We define a quantum version of Hamiltonian reduction by stages and use it to construct in-
termediate reductions between differentW-algebrasU(g, e) in typeA. This allows us to express
the W-algebra U(g, e′) as a subquotient of U(g, e) for adjacent nilpotent elements e′ ≥ e. It also
produces a collection of (U(g, e), U(g, e′))-bimodules analogous to the generalised Gel’fand–
Graev modules used in the classical definition of the W-algebra; these can be used to obtain
adjoint functors between the corresponding module categories.
The category of modules over a W-algebra has a full subcategory defined in a parallel fash-
ion to that of the Bernstein-Gel’fand–Gel’fand (BGG) categoryO; this version of categoryO(e)
for W-algebras is equivalent to an infinitesimal block of O by an argument of Miličić and So-
ergel. We therefore construct analogues of the translation functors between the different blocks
of O, in this case being functors between the categories O(e) for different W-algebras U(g, e).
This follows an argument of Losev, and realises the category O(e′) as equivalent to a full sub-
category of the category O(e) where e′ ≥ e in the refinement ordering. Future work is to use
this to provide an alternate categorification of U(sl2) along the lines of the work of Bernstein,
Frenkel and Khovanov.
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Chapter 1
Introduction
In this chapter, we review the most important notions that will be used in the rest of the
thesis: W-algebras and their relation to Slodowy slices, quantum Hamiltonian reduction by
stages, categoryO and categorification.
1.1 W-algebras
W-algebras, which we shall define in section 2.2.2, have been studied by a number of math-
ematicians and physicists over the past 25 years (cf. [dBT, Pre2]). The differing backgrounds
and motivations of the researchers have produced several equivalent definitions – though not
always obviously so – rooted in different fields and perspectives. Physicists find them interest-
ing due to the fact that they arise in the study of conformal field theory, while representation
theorists look to the insight they can give us into the classical representation theory of Lie al-
gebras.
For a semisimple Lie algebra g, the universal enveloping algebra U(g) is an associative al-
gebra which completely controls the representation theory of g. The category U(g)–mod is
therefore of central concern to us. As in the study of the representations of any algebra, a lot of
information can be determined by looking at how the centre Z(g) := Z(U(g)) acts. A central
question to our work is what other algebras encapsulate important information about the rep-
resentation theory of U(g)? The W-algebras U(g, e) form precisely one such class of algebras.
Given a semisimple Lie algebra g with a chosen nilpotent element e, the W-algebra U(g, e)
is an associative algebra which lies between the algebras U(g) and Z(g). More precisely, U(g, e)
is a subquotient of U(g) determined by the nilpotent element e, where U(g, 0) = U(g) and
U(g, ereg) ≃ Z(g) for the regular nilpotent ereg ∈ g (for example, the full Jordan block Jn(0) in
sln). This second statement was known to Kostant, and the modern definition of W-algebras
in many ways seeks to generalise his earlier work on this special case [Kos]. Between these two
extremes lies one isomorphism class of algebras for each nilpotent orbit in g. These interme-
diate W-algebras control the representation theory of the blocks of U(g)–mod corresponding
to different central characters, where more singular nilpotent elements e will control blocks
corresponding to less singular central characters.
Though this definition seems purely algebraic, it is actually a quantum version of the clas-
sical geometric idea of Hamiltonian reduction of Poisson varieties. Considering a nilpotent
element e in a semisimple Lie algebra g associated to an algebraic group G, one can consider
the nilpotent orbit Oe := G · e (note that the notation for the nilpotent orbit Oe is similar to
the notation for category O – which is meant in a given context will generally be clear). If e is
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completed to an sl2-triple {e, h, f}, this gives rise to a natural transverse slice to Oe known as
the Slodowy slice, Se = e+ker ad f , for example as in fig. 1.1. We usually consider the Slodowy
sliceSe as a subset of g
∗ using the isomorphism g ≃ g∗ induced by the Killing form. In fact, the
Slodowy slice can be expressed as the Hamiltonian reduction of g∗ with respect to the action
of a certain unipotent algebraic group depending on the sl2-triple. The subquotient definition
for W-algebras can be understood in an analogous way.
e =
(
0 1 0
0 0 0
0 0 0
)
h =
(
1 0 0
0 −1 0
0 0 0
)
f =
(
0 0 0
1 0 0
0 0 0
)
Se =

a 0 0b a d
c 0 −2a
 : a, b, c, d ∈ C

Figure 1.1: The Slodowy slice of an sl2-triple in sl3.
The universal enveloping algebra U(g) is a filtered algebra whose associate graded algebra
is the ring of functions C[g∗]. Given that g is a Lie algebra, the ring of functions C[g∗] acquires
a Poisson bracket coming from the Lie bracket on g, known as either the Lie–Poisson or the
Kostant–Kirillov bracket. The multiplication in U(g) encodes both the multiplication and the
Poisson bracket in C[g∗]; this is known as a deformation quantisation of the Poisson algebra
C[g∗]. The W-algebra U(g, e) has a similar geometric interpretation: its associate graded al-
gebra is the ring of functions on the Slodowy slice Se ⊆ g
∗. Further, U(g, e) is the unique
deformation quantisation (up to isomorphism) of the ring of functions on the Slodowy slice
Se. The structure of the W-algebra U(g, e) is therefore geometrically encoded in the Poisson
variety Se [GG].
This geometric interpretation allows us to better understand the definition of theW-algebra:
upon passing to the associate graded algebra, expressing U(g, e) as a subquotient of U(g) cor-
responds to choosing expressing Se as a Hamiltonian reduction of g
∗. Correspondingly, the
subquotient definition of the W-algebra can be understood as expressing U(g, e) as a quantum
Hamiltonian reduction (QHR) of U(g). In this interpretation, the nilpotent element e plays the
role of a regular value of the moment map, and a certain nilpotent Lie algebra m (the Premet
subalgebra) associated to e plays the role of the unipotent subgroup acting on g∗.
1.2 Quantum Hamiltonian reduction by stages
It can be taken as the definition of W-algebras that they can be expressed as certain quan-
tumHamiltonian reductions ofU(g) = U(g, 0), but onemight ask whether aW-algebraU(g, e′)
can be expressed as a QHR of another W-algebra U(g, e) in a way compatible with the original
reduction – that is, do there exist pairs of nilpotent elements e and e′ for which we can express
U(g, e′) as a QHR of U(g, e) in such a way that fig. 1.2 commutes up to isomorphism? Upon de-
quantising the diagram, this would correspond to expressing Se′ as a Hamiltonian reduction
of g∗ by stages, passing through the Slodowy slice Se in the middle step. The theory of Hamil-
tonian reduction by stages is a well-developed branch of symplectic geometry, and has been
outlined in – for example – [MMO+]. To construct our intermediate reductions, we therefore
need to develop a quantum version of Hamiltonian reduction by stages.
The firstmain result of this thesis is conjecture 1.2.1, which states that we can construct such
an intermediate set of reductions in Lie algebras of type A for all pairs of nilpotent elements
such that e′ covers e in the dominance ordering, that is wheneverOe ⊆ Oe′ and for which there
Chapter 1. Introduction 3
U(g)
U(g, e) U(g, e′)
Reduction
Reduction
Intermediate reduction
Figure 1.2: Reduction of W-algebras by stages.
are no intermediate orbits. The result is to construct a sequence of reductions for all W-algebras
corresponding to nilpotent elements of the the Lie algebra g, such thatU(g, e) can be reduced to
U(g, e′) precisely if e′ covers e. In such a way, a sequence of commuting reductions is obtained
which is precisely the reverse of the Hasse diagram for nilpotents orbits under the dominance
ordering (see fig. 1.3, for example).
Conjecture 1.2.1. Let g be a semisimple Lie algebra of type A, and e and e′ be two nilpotent elements
such that e′ covers e in the dominance ordering. Then there exists a Lie subalgebra k ⊆ g and a left ideal
U(g, e)kκ ⊆ U(g, e) such that
U(g, e′) ≃
(
U(g, e)
/
U(g, e)kκ
)k
,
where invariants are taken with respect to the adjoint action of k.
To construct the reductions, we use the theory of pyramids in semisimple Lie algebras devel-
oped by Elashvili and Kac [EK]. Pyramids are combinatorial objects closely related to Young
tableaux, however they encode not only the nilpotent element e, but also a good grading of g
for e. This allows much of the same information provided by an sl2-triple to be specified by
a weaker piece of data, giving us extra flexibility needed for this construction. This provides
a construction which produces a quantum Hamiltonian reduction of the W-algebra U(g, e),
which conjecturally is isomorphic to the W-algebra U(g, e′).
1.3 Category O
For a semisimple Lie algebra g, there is a well-studied category of its representations known
as category O. It consists of all representations satisfying a certain finiteness condition, and
in particular contains all finite-dimensional modules. Category O has a number of remark-
able properties, and decomposes naturally into blocks in a way that allows it to be equipped
with a number of module structures that parallel important classical constructions (cf. [BFK,
KMS1, KMS2]): this kind of enrichment is known as a categorification. The representations of
W-algebras are naturally related to the blocks of category O, and in my work I attempt to use
this relation to construct categorifications of classical objects.
The representation theory of U(g, e) has been studied by a number of authors, and in par-
ticular its relationship to the representation theory of U(g) has been examined in [BGK, Web,
Los3]. For example, Skryabin has shown that the category U(g, e)–mod is equivalent to a full
subcategory of U(g)–mod, characterised by a certain finiteness property with respect to the
action of a subalgebra U(m) determined by e [Pre1].
Given a semisimple Lie algebra g, a choice of triangular decomposition g ≃ n− ⊕ h ⊕ n+
allows us to define the highest weight modules as those which are a finite union of sets of the
form U(n−) · v for v a highest weight vector (i.e. n+ · v = 0). Many important U(g)-modules
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are highest weight modules, including all finite-dimensional representations and Verma mod-
ules. The BGG category O [BGG] is the minimal full subcategory of U(g)–mod containing all
highest-weight modules that is closed under direct sums, sub- and quotient modules, kernels
and cokernels, and tensoring with finite-dimensional modules (the so-called translation func-
tors). This remains rich enough to contain a lot of information about the representation theory
of U(g), while having additional properties making it more amenable to study. In particular
it is a highest weight category, which allows us to choose a number of convenient bases for its
Grothendieck group (that is, the group hose elements are formal differences of isomorphism
classes of representations and whose group operation is the direct sum of representations).
Category O has a natural block decomposition O ≃
⊕
Oχ indexed by the generalised central
characters of U(g). There are no homomorphisms or non-trivial extensions between modules
belonging to different blocks, so to understand the structure of category O it suffices to under-
stand the blocks Oχ. In [MS], Miličić and Soergel apply the theory of Harish-Chandra bimod-
ules to construct an equivalence of categories exchanging the condition on the (generalised)
central character with a related condition on the (generalised) nilpotent character. We choose
a nilpotent element e compatible with χ in the sense that the stabiliser subgroup of χ under
the ‘dotted Weyl action’ is generated by the simple reflections corresponding to e. When com-
bined with the Skryabin equivalence, this can be used to construct an equivalenceOχ ≃ O0(e),
where O0(e) is a full subcategory of U(g, e)–mod analogous to a regular block of category O.
[Los1, Web]
The construction of quantum Hamiltonian reduction in conjecture 1.2.1 produces a pair
of adjoint functors U(g, e)–mod ⇆ U(g, e′)–mod, however these functors do not preserve the
finiteness conditions of the categoriesO(e) andO(e′). To solve this problemwe adapt one of the
techniques of Losev in [Los1], in which he proves that O(e) is equivalent to a full subcategory
of U(g)–mod called theWhittaker category. This allows us to realise the categoryO(e′) as a full
subcategory ofU(g, e)–mod. Futurework is to use this embedding alongwith averaging functors
to construct pairs of functors O(e) ⇆ O(e′), analogous to the classical translation functors
between different infinitesimal blocks of categoryO. We hope in the future to show that these
functors intertwine with the translation functors through the Miličić–Soergel equivalence.
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e(16) =


0
0
0
0
0
0

 U(g, e(16)) = U(g, 0) = U(g)
e(2,14) =


0 1
0
0
0
0
0

 U(g, e(2,14))
e(22,12) =


0 1
0
0 1
0
0
0

 U(g, e(22,12))
e(3,13) =


0 1
0 1
0
0
0
0

 e(23) =


0 1
0
0 1
0
0 1
0

 U(g, e(3,13)) U(g, e(23))
e(3,2,1) =


0 1
0 1
0
0 1
0
0

 U(g, e(3,2,1))
e(4,12) =


0 1
0 1
0 1
0
0
0

 e(32) =


0 1
0 1
0
0 1
0 1
0

 U(g, e(4,1))) U(g, e(32))
e(4,2) =


0 1
0 1
0 1
0
0 1
0

 U(g, e(4,2))
e(5,1) =


0 1
0 1
0 1
0 1
0
0

 U(g, e(5,1))
e(6) =


0 1
0 1
0 1
0 1
0 1
0

 U(g, e(6)) ≃ Z(g)
Figure 1.3: The Hasse diagram and intermediate quantum Hamiltonian reductions for g = sl6.
Each partition P of 6 has a corresponding conjugacy class of nilpotent matrices – here their
representative eP in Jordan canonical form is shown to the right of the corresponding parti-
tion – and each has an associated W-algebra U(g, eP ). The diagram showing the intermediate
quantum Hamiltonian reductions between W-algebras is the reverse of the Hasse diagram.
Chapter 2
W-algebras
In this chapter, wewill work towards defining the basic objects of our study: theW-algebras
U(g, e). There are a number of equivalent definitions of W-algebras given in a number of dif-
ferent sources (cf. [Wan, §3]). We shall generally use a definition of W-algebras expressed as a
certain subquotient of the universal enveloping algebra U(g) known as the Whittaker module
definition, though we’ll occasionally remark upon and use the equivalence with other formu-
lations.
2.1 Nilpotent orbits and Slodowy slices
Webegin by recalling some basic facts about the nilpotent coneN ⊆ g. The algebraic group
G acts on g by the adjoint action, and this action preserves the nilpotent cone. As a result, we
have a stratification ofN into nilpotent orbits Oe, whereOe := G · e is the orbit of the nilpotent
element e under the adjoint action ofG. This holds in an arbitrary semisimple Lie algebra, but it
has a particularly simple form in type A, where g = sln: G = SLn acts on g by conjugation and
the nilpotent coneN consists of all nilpotentmatrices in g, which are classified up to conjugacy
by their Jordan canonical form.
The nilpotent cone N has a unique dense open orbit Oreg called the regular orbit, which
consists of all regular nilpotent elements: that is elements e ∈ g for which dimZG(e) = rank g,
where ZG(e) is the stabiliser of e inG. The complement of the regular orbit N rOreg, itself has
a unique open dense orbit Osub called the subregular orbit, and a unique minimal orbit Omin of
smallest strictly-positive dimension. In typeAn−1 these special orbits have explicit descriptions
in terms of the Jordan canonical form of the nilpotent elements comprising them:
• Oreg has elements with a single Jordan block of size n.
• Osub has elements with one block of size n− 1 and another of size 1.
• Omin has elements with one block of size 2 and n− 2 blocks of size 1.
The set of nilpotent orbits in N is naturally a partially ordered set, where O ′ ≤ O if and
only if O ′ ⊆ O . Under this ordering, we can make some statements about the three nilpotent
orbits described above. The orbit Oreg is the maximal element of the poset,Osub is the maximal
element of the poset lying underOreg, andOmin is theminimal element of the poset lying above
the zero orbit {0}.
6
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2.1.1 The Jacobson–Morozov theorem
In order to discuss nilpotent orbits, it will frequently be convenient to complete a given
nilpotent element e ∈ g to an sl2-triple {e, h, f} ⊆ g, i.e. e, h and f satisfy the sl2 commutation
relations [h, e] = 2e, [h, f ] = −2f , and [e, f ] = h. Another way of phrasing this condition is
that there exists a Lie algebra homomorphism sl2 → g such that the image of e in the standard
basis of sl2 is the element e ∈ g. The Jacobson–Morozov theorem states that it is always possible
to extend a nilpotent element e to an sl2-triple in a semisimple Lie algebra. There are a number
of different proofs of this theorem in the literature (cf. [CG, §3.7.25]); the version we present
here comes from [CM, §3.3].
The Jacobson–Morozov theorem. For any non-zero nilpotent element e in a semisimple Lie algebra g,
there exists an sl2-triple {e, h, f} ⊆ g such that [h, e] = 2e, [h, f ] = −2f , and [e, f ] = h.
Proof. We prove this by induction on dim g. The non-zero semisimple Lie algebra with smallest
possible dimension is sl2 itself, and since any non-zero nilpotent in sl2 is conjugate to any other,
we can simply conjugate the standard sl2-triple to coincide with e. We now proceed with the
inductive step. If e lies in a proper semisimple subalgebra of g, then we can apply the inductive
hypothesis, so we now assume that e lies in no proper semisimple subalgebra of g.
We first prove that 〈e, z(e)〉 = 0. Consider x ∈ z(e), and recall that 〈e, x〉 = tr(ad e ad x).
The Jacobi identity shows that ad e commutes with adx for any x ∈ z(e), so we can state that
(ad e adx)n = (ad e)n(adx)n for any n ∈ N. The element e is nilpotent, and so (ad e)n = 0 for
large enough n; as a result, the operator ad e ad x is also nilpotent and hence traceless, proving
our claim.
We thus know that e ∈ (z(e))⊥, where the orthogonal complement is taken with respect
to the Killing form; we now show that (z(e))⊥ = [g, e]. First note that the associativity of the
Killing form shows that [g, e] ⊆ (z(e))⊥; to show that this is everything we count dimensions.
Note that the map ad e : g→ g has kernel z(e) and image [g, e], and so the rank–nullity theorem
tells us that dim[g, e] = dim g− dim z(e). This is precisely the dimension of (z(e))⊥. As a result,
we know that [h, e] = 2e for some element h ∈ g. We can further take h to be semisimple, as if
it were not its semisimple part would also satisfy this property.
Lemma 2.1.1. The element h constructed above lies in [g, e].
Assuming this lemma for the moment, we give a proof of the Jacobson–Morozov theorem.
Let f ′ ∈ g be an element such that [e, f ′] = h; since h is semisimple we have that g =
⊕
j gλj
where gλj = {x ∈ g : [h, x] = λjx} is the eigenspace corresponding to eigenvalue λj . We
therefore have a decomposition f ′ =
∑
j fj , where fj is the projection of f
′ onto gλj : this gives
us that h =
∑
j [e, fj ]. However, we can note that h ∈ g0, and that [e, gλj ] ⊆ gλj+2; this allows
us to see that there exists a k with λk = −2, and that h = [e, fk]. Taking f = fk gives us our
sl2-triple {e, h, f}, and completes the proof of the Jacobson–Morozov theorem.
It remains to prove lemma 2.1.1. We shall prove this by contradiction: we shall assume
that h /∈ [g, e], and construct a proper semisimple subalgebra of g containing e, violating the
assumption we made at the beginning of the proof preventing us from using the inductive
hypothesis. Since [g, e] = (z(e))⊥, we know that 〈h, z(e)〉 6= 0.
Since adh preserves z(e), we can decompose it into adh eigenspaces
⊕
j z(e)µj , where z(e)0
is the centraliser of h in z(e): this gives us the decomposition z(e) = zz(e)(h) ⊕
⊕
µj 6=0
z(e)µj .
Associativity of the Killing form tells us that 〈h, [h, z(e)]〉 = 0, while the eigenvalue decompo-
sition tells us that for x ∈ z(e)µj we have that 〈h, [h, x]〉 = µj〈h, x〉. We therefore know that
h ∈ (z(e)µj )
⊥ for any µj 6= 0. So to satisfy the condition that 〈h, z(e)〉 6= 0, there must exist an
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element z ∈ z(e)0 = zz(e)(h) with 〈h, z〉 6= 0. We can assume that z is semisimple by the same
argument used above to prove that there exists a semisimple element hwith [h, e] = 2e.
Since the centraliser of any semisimple element is reductive (cf. [CM, Lemma 2.1.2]), we
have that [z(z), z(z)] is a semisimple subalgebra of g. It is proper, since no non-zero semisim-
ple element commutes with all of g (by the definition of semisimplicity). By construction, z
commutes with both h and e, and hence 2e = [h, e] ∈ [z(z), z(z)]. Thus [z(z), z(z)] is a proper
semisimple subalgebra of g containing e, contradicting our hypothesis. This completes the
proof of lemma 2.1.1, and of the Jacobson–Morozov theorem.
Example 2.1.2. The proof of the Jacobson–Morozov theorem is unfortunately non-constructive,
however in type A we can provide an explicit construction of an sl2-triple for a given nilpotent
e. We can always conjugate e into Jordan canonical form, and it suffices to give an sl2-triple
for a Jordan block: the sl2-triple for the full Jordan canonical form can be constructed from the
given blocks.
For a nilpotent consisting of a single Jordan block of size n, an sl2-triple consists of the
elements h = diag(n− 1, n− 3, . . . , 1− n) and
f =

0 0
a1 0
. . .
. . .
0 an−1 0
 ,
where ai = i(n − i).
2.1.2 Good gradings
An sl2-triple {e, h, f} contains a semisimple element h, and as a result g will decompose
into a direct sum of eigenspaces of the operator adh. Specifically we can write g =
⊕
j∈Z gj ,
where gj = {x ∈ g : [h, x] = jx}. The Jacobi identity implies that [gi, gj] ⊆ gi+j , and so any
sl2-triple endows g with a natural Z-grading. In fact, every Z-grading comes from the action
of a semisimple element in such a way.
Lemma 2.1.3. Given a Z-grading Γ: g =
⊕
j∈Z gj , there exists a semisimple element hΓ ∈ g such that
gj = {x ∈ g : [hΓ, x] = jx}.
Proof. Note that the degree map ∂ : g → Z given by ∂(x) = jx for x ∈ gj is a derivation of the
semisimple Lie algebra g. Since all derivations of a semisimple Lie algebra are inner derivations,
there exists a semisimple element hΓ ∈ g such that ∂ = adhΓ.
Remark 2.1.4. This proof can be extended to reductive Lie algebras such as gln.
We will be interested in the properties of Z-gradings coming from sl2-triples, and so we
will give them a special name: Z-gradings coming from sl2-triples by the above procedure are
called Dynkin gradings. Dynkin gradings have a number of useful properties:
GG1. e ∈ g2,
GG2. ad e : gj → gj+2 is injective for j ≤ −1,
GG3. ad e : gj → gj+2 is surjective for j ≥ −1,
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GG4. z(e) ⊆
⊕
j≥0 gj ,
GG5. 〈gi, gj〉 = 0 unless i+ j = 0,
GG6. dim z(e) = dim g0 + dim g1.
Property GG1 follows directly from the definition of an sl2-triple, while properties GG2
and GG3 follow from the fact that g has the structure of a finite-dimensional sl2-representation,
and hence decomposes as a direct sum of irreducible sl2-modules (see fig. 2.1). Properties GG4,
GG5 and GG6, on the other hand, can be proven from properties GG1, GG2 and GG3 directly.
6
4
2
0
−2
−4
−6
Figure 2.1: The decomposition of a finite-dimensional sl2-module as a sum of simple modules.
Each column is an irreducible component, and each dot represents the 1-dimensional weight
space of weight given at the left. The action of h corresponds to scaling by the weight, the
action of emoves up the string to the next weight space and the action of f moves down.
Proposition 2.1.5. Any Z-grading satisfying properties GG1, GG2 and GG3 will also satisfy proper-
ties GG4, GG5 and GG6.
Proof. Note that property GG2 implies that z(e) = ker ad e must not have any component in gj
for j ≤ −1, whence propertyGG4. To prove propertyGG5, we consider the semisimple element
hΓ coming from lemma 2.1.3: taking x ∈ gi and y ∈ gj we can note that 〈[x, h], y〉 = 〈x, [h, y]〉,
and hence −i〈x, y〉 = j〈x, y〉. As a result, either i + j = 0 or 〈x, y〉 = 0, proving property GG5.
Property GG6 follows from the following sequence, which is short exact by properties GG3
and GG4:
0 −→ z(e) −−→ g−1 ⊕ g0 ⊕ g>0
ad e
−−→ g>0 −→ 0,
where g>0 =
⊕
j≥0 gj . Dimension counting then gives that dim z(e) = dim g−1+dim g0, which
gives property GG6 when combined with the fact that ad e : g−1 → g1 is a bijection from prop-
erties GG2 and GG3.
Remark 2.1.6. We can actually make a stronger statement. Note that property GG5 holds for
any Z-grading Γ; we can therefore use property GG5 and the non-degeneracy of the Killing
form to prove that properties GG2 and GG3 are equivalent for any Z-grading Γ.
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It turns out that we need slightly more flexibility than the Dynkin gradings are able to
provide us, but the above proposition tells us that many of the desirable properties of Dynkin
gradings can be obtained from arbitrary Z-gradings which satisfy properties GG1 to GG3. This
motivates the following definition.
Definition 2.1.7. Given a semisimple Lie algebra gwith chosennilpotent element e, aZ-grading
Γ: g =
⊕
j∈Z gj is called a good grading for e if it satisfies properties GG1 to GG3.
Remark 2.1.8. Lemma 2.1.3 implies that any good grading Γ for a nilpotent e ∈ g can be ex-
pressed as the eigenspaces of a semisimple elementhΓ forwhich [hΓ, e] = 2e; however, this does
not mean that any good grading comes from an sl2-triple {e, hΓ, f}. In particular, there may
not exist an element f which completes {e, hΓ} to an sl2-triple. Hence, though every Dynkin
grading is a good grading, there exist good gradings which are not Dynkin, as we shall see
later in section 3.2.
Note. A Z-grading Γ of g is said to be good if there exists a nilpotent e ∈ g for which it is a good
grading; further, such a nilpotent is good for Γ. The Z-grading Γ is said to be an even grading if
g2j+1 = {0} for any integer j.
Definition 2.1.9. Let Γ be a good grading for the nilpotent element e ∈ g. A Γ-graded sl2-triple
is an sl2-triple {e, h, f} such that e ∈ g2, h ∈ g0 and f ∈ g−2.
Note. It should again be emphasised that a Γ-graded sl2-triple is only compatible with the good
gradingΓ in the sense outlined in the definition. In particular, theDynkin grading coming from
adh is not generally the same as Γ.
Lemma 2.1.10. For any non-zero nilpotent e ∈ g and good Z-grading Γ, there exists a Γ-graded
sl2-triple {e, h, f}.
Proof. By the Jacobson–Morozov theorem, the nilpotent e can be completed to an sl2-triple
{e, h′, f ′}. Let h′ =
∑
j∈Z hj and f
′ =
∑
j∈Z f
′
j be the decompositions with respect to Γ, and
define h = h0: it follows that [h, e] = 2e and h = [e, f
′
−2]. Next, construct f˜ as the component
of f ′−2 which lies in the −2 eigenspace of ad h. We now have an sl2-triple {e, h, f˜}, though it
may no longer be the case that f˜ ∈ g−2; however, taking f to be the −2 component of f˜ with
respect to Γ provides the required sl2-triple. In fact we note that
[
e, f − f˜
]
= 0, which implies
that f = f˜ by property GG2.
The characteristic of a grading
We will be interested in determining what the possible good gradings are in a given Lie
algebra. The answer is known, though quite complicated in general; however, we can make
some preliminary remarks greatly narrowing down the possibilities. We begin by defining
the characteristic of a Z-grading. We note that g0 is a reductive subalgebra of g, and a Cartan
subalgebra h of g0 is also a Cartan subalgebra of g; we consider the root space decomposition
g = h⊕
⊕
α gα. Let∆
+
0 be a systemof positive roots of pure degree in g0; the set∆
+ := ∆+0 ∪{α :
gα ⊆ g>0} forms a system of positive roots in g. Choose a set Φ of simple roots in ∆
+ and let
Φj := Φ ∩ gj for each j ≥ 0.
Definition 2.1.11. The characteristic of a Z-grading is the decomposition Φ =
⋃
j≥0Φj .
We note that there is a bijection between the set of Z-gradings on g up to conjugation and
the set of all possible characteritics.
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Proposition 2.1.12. If Γ is a good grading for a nilpotent e, then Φ = Φ0 ∪ Φ1 ∪ Φ2.
Proof. Let Φ = {α1, . . . αr}, and assume there exists some simple root αj /∈ Φ0 ∪ Φ1 ∪ Φ2; αj
must therefore lie in Φk for some k > 2. Let eα be a generator of the weight space gα. Since
e ∈ g2, it must lie in the subalgebra generated by {αi : i 6= j}. Hence [e, e−αj ] = 0, which
violates property GG2.
Corollary 2.1.13. If Γ is an even good grading for a nilpotent e, then Φ = Φ0 ∪ Φ2.
Thus we can conclude that there are only a finite number of good gradings possible up to
conjugacy: the total number is bounded by 3rank g. Unfortunately this bound is not sharp, and
there are in general many fewer good gradings than would be suggested here.
2.1.3 A bijection between nilpotent orbits and sl2-triples
Our objective in this section has been to introduce the tools necessary for the study of nilpo-
tent orbits in N . The Jacobson–Morozov theorem states that any nilpotent element e can be
completed to an sl2-triple, however it doesn’t tell us howmany ‘different’ such triples there are:
we don’t know whether the triple is ‘essentially unique’, or if there a number of different ‘in-
equivalent’ sl2-triples possible. More concretely, we consider two sl2-triples equivalent if they
are conjugate (i.e. in the same orbit) under the adjoint action ofG. We can then construct a map
from the set of equivalence classes of sl2-triples to the set of non-zero nilpotent orbits in g.
Ω: {sl2-triples in g}/G→ {non-zero nilpotent orbits in g}
[{e, h, f}] 7→ Oe
Theorem 2.1.14 (Kostant). The map Ω is a bijection.
This theorem tells us thatwhen considering nilpotent orbits in g, we are completely justified
in constructing sl2-triples, as there is a unique conjugacy class of sl2-triples for each orbit. Any
constructions we make for a nilpotent orbit can be made using a choice of sl2-triple without
worrying about different choices yielding different results.
Proof. [CM, §3.4] The map Ω is well-defined, as two conjugate sl2-triples will have elements e
lying in the same nilpotent orbit. The fact that it is surjective follows directly from the Jacobson–
Morozov theorem. It remains only to show that Ω is injective.
Assume we have two sl2-triples with the same image under Ω; without loss of generality,
we can conjugate so the triples have the form {e, h, f} and {e, h′, f ′}. Consider the Lie algebra
ue := z(e) ∩ [g, e]: we note that ue is an adh-invariant ideal of z(e), and that ue = z(e)>0. This
second identity follows from property GG4, and the fact that [g, e] ∩ g0 = [e, g−2], and hence
does not commute with e by sl2 representation theory (see e.g. fig. 2.1). That ue lies in strictly
positive degree further implies that it is a nilpotent ideal of z(e).
Let Ue be the connected subgroup of G with Lie algebra ue. Since ue is nilpotent the expo-
nential map is is a diffeomorphism, and the adjoint action has a particularly simple expression:
for x ∈ ue and sufficiently large n,
exp(x) · h = h+ [x, h] +
1
2
[x, [x, h]] + · · ·+
1
n!
[x, [x, . . . , [x, h]]].
The fact that ue is adh-invariant implies that Ue · h ⊆ h + ue. We can show that this inclusion
is in fact an equality either by constructing an appropriate element of Ue directly (cf. [CM,
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Lemma 3.4.7]), or by observing that the orbit of the unipotent group is a Zariski-closed dense
subset of h+ ue, and hence h+ ue itself (cf. [CG, Lemma 3.7.21]).
We can now use the fact that h − h′ ∈ ue to see that h
′ ∈ Ue · h, and hence have proven
that there exists an element of Ue ⊆ G which fixes e under the adjoint action and sends h to h
′.
This allows us to conjugate {e, h′, f ′} to {e, h, f ′′}, and the fact that [e, f − f ′′] = 0 implies that
f = f ′′ by property GG2, thus completing the proof.
2.1.4 Slodowy slices
For a given nilpotent orbit Oe, we will be interested in studying the structure of certain
transverse slices to Oe at a given point. While Oe has many different transverse slices passing
through any individual point, there is a certain relatively natural class of such slices whichwe’ll
be working with. Consider a nilpotent element e ∈ g and complete it to an sl2-triple {e, h, f}
using the Jacobson–Morozov theorem.
Definition 2.1.15. The Slodowy slice to Oe ⊆ g through e is Se := e + z(f), where z(f) is the
centraliser of f .
Remark 2.1.16. Though the varietiesOe andSe defined above lie in the semisimple Lie algebra
g, we can instead view them in g∗ using the duality κ : g ∼−→ g∗ induced by the Killing form.
In fact, many of the constructions developed later are more naturally considered in g∗. Which
ambient space we are considering will generally be clear from the context, but when clarity is
required we shall consider χ = 〈e, ·〉 ∈ g∗, Oχ = G · χ ⊆ g
∗ its orbit under the coadjoint action,
and Sχ := κ(e+ z(f)) = χ+ ker ad
∗ f .
Proposition 2.1.17. The Slodowy slice Se has a contracting C×-action which fixes e.
Proof. Consider an sl2-triple containing e: this exponentiates to an embedding ι : SL2 →֒ G. We
can then choose a cocharacter γ : C× → G by defining γ(t) = ι
(
t 0
0 t−1
)
. Note that Adγ(t) e = t
2e.
Consider the action of C× on Se given by t · (e + x) := t−2Adγ(t)(e + x) = e + t−2Adγ(t) x
for x ∈ z(f). We can see from the second equality that this action fixes e, so it just remains to
show that limt→∞ t · (e + x) = e for any x ∈ z(f). This follows from version of property GG4
for the nilpotent f , which implies that Adγ(t) acts on z(f) by negative powers of t, and hence
t−2Adγ(t) acts by strictly negative powers.
Note. In the course of the above proof, we showed that by completing any nilpotent element to
an sl2-triple we can express t
2e = Adγ(t) e for some cocharacter γ. This means that non-zero
scalar multiplication of a nilpotent element preservesG-orbits.
Proposition 2.1.18. The Slodowy slice Se is a transverse slice to Oe at the point e, and in particular
TeSe ⊕ TeOe = Teg. Furthermore, e is the unique point of intersection: Se ∩ Oe = {e}.
Proof. [CG, Proposition 3.7.15] To prove that Se is a transverse slice to Oe, it suffices to prove
that TeSe ⊕ TeOe = Teg; the stronger result in a neighbourhood of e follows automatically by
exponentiation.
Note that TeSe = z(f) and TeOe = [g, e]; that z(f) ∩ [g, e] = 0 follows directly from sl2
representation theory. To show that they together span Teg = g, we count dimensions. Con-
sider the decomposition of g into irreducible sl2-modules g =
⊕n
j=1 V (λj). The centraliser
z(f) consists of precisely those elements of g which lie in the lowest weight spaces of the irre-
ducible components, and [g, e] consists of those elements which do not lie in the lowest weight
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z(f)
[g, e]
Figure 2.2: The decomposition of a finite-dimensional sl2-module as a sum of simple modules.
The dimension of g is equal to the sum of the dimensions of z(f) and [g, e].
spaces of the irreducible components (see fig. 2.2). Thus dim z(f) + dim[g, e] = dim g, and so
TeSe ⊕ TeOe = Teg.
It remains to prove that Se ∩Oe = {e}. We proved above that Se is a transverse slice to Oe
in some sufficiently small neighbourhood, so any other points of intersection must lie outside
of that neighbourhood. We note that the contracting action of proposition 2.1.17 preserves G-
orbits, as it is composed of an honest adjoint action of G followed by a scaling of the resulting
nilpotent, which can also be expressed as a G-action by the note following the proposition.
Thuswe can contract anypoint of (Se∩Oe)r{e} to anotherpoint in the same set in an arbitrarily
small neighbourhood of e, contradicting transversality of Se.
2.2 W-algebra basics
We now turn to defining the W-algebras themselves and establishing their basic properties.
Throughout this section we shall develop a procedure for defining theW-algebra U(g, e) given
a nilpotent e and good grading Γ, establish its identity as a non-commutative filtered algebra,
and remark on some of the geometry linking the W-algebras to Slodowy slices. In the process
we shall prove the independence of the isomorphism class of the W-algebra U(g, e) from the
various choices our definition entails.
2.2.1 Premet subalgebras
For our definition ofW-algebras, we need to introduce a class of nilpotent subalgebras com-
patible with the nilpotent element e. These subalgebras are known as Premet subalgebras, and
they are almost entirely determined by a choice of a good grading for e. In the case of an even
goodgradingwe can unambiguously define a Premet subalgebra purely from the good grading
itself, but if the grading has non-zero odd component we need to be a bit more subtle.
Lemma 2.2.1. Let g =
⊕
j∈Z gj be a good grading for the nilpotent e. The space g−1 is a symplectic
vector space with symplectic form ω(x, y) := 〈e, [x, y]〉.
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Proof. That the form ω is antisymmetric follows from the antisymmetry of the Lie bracket. To
prove that it is non-degenerate, we show that its radical radω := {x ∈ g−1 : ω(x, y) = 0 ∀ y ∈
g−1}, is zero. Let x ∈ radω: since 0 = ω(x, ·) = 〈e, [x, ·]〉 = 〈[e, x], ·〉, we check to see when this
vanishes as an operator on g−1. By properties GG2 and GG5, [e, x] is a non-zero element of g1
and 〈g1, gj〉 = 0 unless j = −1, so [e, x] is a non-zero element of the radical of the Killing form.
However, g is a semisimple Lie algebra and so its Killing form is non-degenerate. Therefore
x = 0, radω = {0}, and ω is non-degenerate.
Definition 2.2.2. Let e be a nilpotent element in g. A Premet subalgebra for e is a subalgebra
m ⊆ g constructed using a choice of a good grading Γ: g =
⊕
j∈Z gj along with a Lagrangian
subspace l ⊆ g−1; it is defined as m = l⊕
⊕
j≤−2 gj .
Note that this is closed under the Lie bracket by the fact that Γ is a Lie algebra grading.
Premet subalgebras are closely tied to the structure of the nilpotent orbit Oe, and enjoy a num-
ber of useful properties.
Proposition 2.2.3. Let m ⊆ g be a Premet subalgebra for a nilpotent e; then:
1. dimm = 12 dimOe.
2. m is an ad-nilpotent, and in particular nilpotent, subalgebra of g.
3. the linear functional χ = 〈e, ·〉 restricts to a character on m.
Proof. Property 1 follows from the orbit–stabiliser theorem and property GG6:
dimOe = dim g− dim z(e) =
∑
j∈Z gj − dim g0 − dim g1 =
= dim g−1 +
∑
j≤−2 dim(gj + g−j) = dim g−1 + 2
∑
j≤−2 gj = 2dimm.
Property 2 followsbecausem ⊆
⊕
j≤−1 gj , and so consists entirely of ad-nilpotent elements. For
property 3 we note first that e ∈ g2, and so property GG5 implies that χ vanishes except on g−2.
Thus we know that χ([x, y]) = 0 unless x and y both lie in l = m ∩ g−1; but χ([x, y]) = ω(x, y),
which vanishes since lwas chosen to be Lagrangian with respect to ω.
Premet subalgebras for even good gradings
Fortunately the situation is simpler for even good gradings, and we can give an intrinsic
characterisation of all Premet subalgebraswhich can be constructed froman even goodgrading.
We note that if Γ is an even good grading, the Premet subalgebram =
⊕
j<0 gj is the nilradical
of a parabolic subalgebra p− =
⊕
j≤0 gj (cf. [CM, Lemma 3.8.4]). The converse is true with
one additional condition. Choose a Cartan subalgebra h and set of simple roots Φ such that
p− = p−Θ for some subset Θ ⊆ Φ. Let ∆
+ be the positive roots and ∆+Θ the elements of ∆
+
with exactly one simple summand in Θ.
Theorem 2.2.4 (Elashvili–Kac). [EK, Theorem2.1] Ifm is the nilradical of a parabolic subalgebra p in
g, then it is a Premet subalgebra if and only if there exists a Richardson element – that is, an element of the
open dense orbit inm under the adjoint action of P – lying in the subspace generated by {eα : α ∈ ∆
+
Θ}.
Note. Though Richardson elements exist for any parabolic subalgebra, it is not always true
that there exists one in satisfying the condition of the theorem. Such parabolics are called nice
parabolic subalgebras, and their classification is equivalent to the classification of good gradings.
Chapter 2. W-algebras 15
2.2.2 The Whittaker definition of W-algebras
We can now present a definition of theW-algebraU(g, e) associated to the nilpotent e using
a Premet subalgebra. Proposition 2.2.3 states that χ = 〈e, ·〉 : m → C is a Lie algebra character,
and so defines a one-dimensional representationCχ. We can induce this representationofU(m)
to a representation of U(g), the result being known as the generalised Gel’fand–Graev module Qχ:
Qχ := U(g)⊗U(m) Cχ
Note that the kernel of the induced morphism χ : U(m)→ C is generated as a two-sided ideal
in U(m) by the shifted Lie algebramχ = {a−χ(a) : a ∈ m}. Considering the left ideal U(g)mχ
in U(g), we can see that Qχ ≃ U(g)
/
U(g)mχ.
Proposition 2.2.5. The Lie algebra mχ acts locally nilpotently on Qχ.
Proof. Since Qχ is a quotient of U(g), it suffices to see how mχ acts on PBWmonomials in U(g).
Let u ∈ Qχ be such that u = u1u2 · · · un is a PBW monomial. Since m consists of ad-nilpotent
elements, for each a ∈ m we can consider N ∈ N large enough so that (ad a)N (uj) = 0 for all
j. Then (ad a)nN (u) = 0, and hence large enough powers of a will commute with u; it follows
that a− χ(a) acts locally nilpotently.
Definition 2.2.6. Given a nilpotent e ∈ g, good grading Γ and Langrangian subspace l ⊆ g−1,
the (finite) W-algebra U(g, e) is the space of Whittaker vectors in Qχ, that is:
U(g, e) :=
(
Qχ
)mχ = {u ∈ U(g)/U(g)mχ : (a− χ(a))u ∈ U(g)mχ ∀ a ∈ mχ}. (2.1)
Remark 2.2.7. In fact, the identity (a−χ(a))u = [a, u]+u(a−χ(a)) allows us to further identify
U(g, e) =
(
Qχ
)adm
= {u ∈ U(g)
/
U(g)mχ : [a, u] ∈ U(g)mχ ∀ a ∈ mχ}. (2.2)
We can observe thatU(g, e) is not just a vector space, but also inherits an algebra structure from
U(g), as
[a, u1u2] = [a, u1]u2 + u1[a, u2] ∈ U(g)mχu2 + U(g)mχ = U(g)mχ,
where the final equality follows from eq. (2.1). This is due solely from the fact that χ is a char-
acter of m; the quotient of a non-commutative algebra by a left ideal does not not inherit an
algebra structure in general.
There is another way to see the algebra structure on U(g, e) by studying the structure of
the endomorphisms of the Gel’fand–Graev module Qχ. It is a cyclic module, so to specify an
endomorphism it suffices to define the image of 1 ∈ Qχ: as a vector space,
EndU(g)(Qχ) = HomU(g)(U(g)
/
U(g)mχ, Qχ) =
(
Qχ
)mχ .
This isomorphism as vector spaces is furthermore an isomorphism of algebras
U(g, e) ≃ EndU(g)(Qχ)
op. (2.3)
This can be taken as an alternate definition of the W-algebra.
Remark 2.2.8. It should be noted that these definitions don’t just depend on the nilpotent e,
but depend also on the choice of good grading Γ and Lagrangian subspace l. Fortunately, the
resulting algebras are isomorphic for different choices of Γ and l. We will therefore omit them
from the notation. The independence of Lagrangian subspace l will be shown in section 2.2.4,
while the independence of Γ is shown by Brundan and Goodwin in [BG].
Example 2.2.9. If we restrict to the case where e = 0, the only good grading for e is the trivial
grading g = g0. We therefore have that χ = 0, mχ = {0}, Qχ = U(g), and so U(g, 0) = U(g).
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W-algebras for even good gradings
The above definition can be significantly simplified in the case that the good grading Γ is
even, as the Lagrangian subspace lwill vanish. Consider the parabolic subalgebra p :=
⊕
j≥0 gj
and its opposite nilradical m =
⊕
j≤−2 gj ; we have a vector space decomposition g ≃ p ⊕ m.
The PBW theorem then implies that we have an algebra decomposition U(g) = U(p)⊕U(g)mχ.
This provides us with amχ-module isormorphism U(g)
/
U(g)mχ ≃ U(p), wheremχ acts by the
χ-twisted adjoint action. With these observations, eq. (2.2) reduces to
U(g, e) = U(p)adm := {u ∈ U(p) : [a, u] ∈ U(g)mχ ∀ a ∈ m}. (2.4)
As a result, U(g, e) can be identified as a subalgebra of U(p), rather than a subquotient of U(g):
this greatly simplifies calculations in many examples.
Example 2.2.10. A classical result of Kostant [Kos] states that for a regular nilpotent element
ereg ∈ g, U(g, ereg) ≃ Z(g). We can demonstrate this here in an example.
Let g = sl2, e = ( 0 10 0 ), h =
(
1 0
0 −1
)
, and f = ( 0 01 0 ); this implies that p = 〈e, h〉 andmχ = 〈f−1〉.
It can be checked that 12h
2−h+2e lies in U(p)adm, and in fact it freely generates it. We therefore
have that U(g, e) = C
[
1
2h
2 − h + 2e
]
, which is isomorphic to Z(g) = C
[
1
2h
2 + ef + fe
]
under
the projection U(g) = U(p)⊗ U(m)։ U(p).
2.2.3 The Kazhdan filtration
As it stands the W-algebra is an algebraic construction, however it is closely related to the
geometry of Slodowy slices. In order to discuss this, we need to introduce a filtration onU(g, e).
Recall that U(g) has a filtration known as the PBW filtration, where Uj(g) is spanned by the
collection of allmonomials x1x2 · · · xi for i ≤ j, xk ∈ g. Wewould like tomodify this filtration to
take the good grading Γ into account; consider a semisimple element hΓ from lemma 2.1.3. We
can extend the grading on g to a grading on U(g) by defining U(g)i := {u ∈ U(g) : adhΓ(u) =
iu}, and combine the two by defining
Uj(g)i := Uj(g) ∩ U(g)i = {u ∈ Uj(g) : adhΓ(u) = iu}.
Definition 2.2.11. The Kazhdan filtration on U(g) associated to the grading Γ of g is defined by
FnU(g) =
∑
i+2j≤n
Uj(g)i.
Remark 2.2.12. The Kazhdan filtration enjoys a number of useful properties:
1. If we consider x ∈ gi and y ∈ gj , it follows that x ∈ Fi+2U(g) and y ∈ Fj+2U(g), and
therefore [x, y] ∈ Fi+j+2U(g). Hence the associate graded grU(g) is commutative, and is
thus isomorphic to Sym(g) = C[g∗].
2. The left ideal U(g)mχ contains all the elements of U(g) of strictly negative degree; there-
fore, the Kazhdan filtration descends to a positive filtration on the Gel’fand–Graev mod-
ule Qχ = U(g)
/
U(g)mχ.
3. Passing to the associated graded algebra, the left ideal U(g)mχ passes to the two-sided
ideal grU(g)mχ ⊆ C[g∗] consisting of all functions which vanish on χ + m∗,⊥, where
m∗,⊥ = {ξ ∈ g∗ : ξ(a) = 0 ∀ a ∈ m}.
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4. The associated graded of the Gel’fand–Graev module is grQχ ≃ grU(g)
/
grU(g)mχ,
which is a positively-graded commutative algebra in turn isomorphic to C
[
χ + m∗,⊥
]
.
Furthermore, the natural map grQχ → C
[
χ+m∗,⊥
]
is an algebra isomorphism.
5. TheKazhdan filtration descends to a positive filtration of theW-algebraU(g, e) =
(
Qχ
)mχ ,
and furthermore F0U(g, e) = C.
2.2.4 A geometric interpretation of W-algebras
These properties suggest a connection between the filtered algebras and Gel’fand–Graev
module associated to the W-algebra and the functions on a number of subvarieties of g∗. The
question then remains: what is the associated graded algebra of the W-algebra U(g, e)? We
shall show that it corresponds to the ring of functions on the Slodowy slice C
[
Sχ
]
(recall sec-
tion 2.1.4), however it will take a little effort to do so. The relationship between the associ-
ated graded algebras can be summarised in the following theorem. Recall the definition of a
Γ-graded sl2-triple (definition 2.1.9).
Theorem 2.2.13 (Gan–Ginzburg). [GG] Consider a nilpotent e ∈ g with an associated good grad-
ing Γ and Premet subalgebra m. Let {e, h, f} be a Γ-graded sl2-triple, and Se ⊆ g and Sχ ⊆ g
∗ the
corresponding Slodowy slices. Then the following diagram of commutative algebras commutes:
grU(g) C[g∗] C[g]
grQχ C
[
χ+m∗,⊥
]
C
[
e+m⊥
]
grU(g, e) C
[
Sχ
]
C
[
Se
]
∼
∼
∼ ∼
We first summarise the arrows we already know.
• The maps in the first column arise from the fact that Qχ := U(g)
/
U(g)mχ is a quotient
module and U(g, e) :=
(
Qχ
)mχ is a submodule.
• The equalities between the first and second columns follow from remark 2.2.12.
• The isomorphisms between the second an third columns are induced by the isomorphism
κ : g ∼−→ g∗ coming from the Killing form.
• The maps from the first to the second row in the second and third columns are both
restriction of functions.
There are three arrows left to define: the bottom maps in the second and third columns, and
the first map in the third row. However, it suffices to define the map C
[
e+m⊥
]
→ C
[
Se
]
, and
the remaining two follow:
• The map C
[
χ+m∗,⊥
]
→ C
[
Sχ
]
shall be defined by passing through the isomorphism κ.
• The final map grU(g, e) → C
[
Sχ
]
shall be defined as the composition of the arrows
grU(g, e)→ grQχ → C
[
χ+m∗,⊥
]
→ C
[
Sχ
]
.
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Therefore, after defining the map C
[
e+m⊥
]
→ C
[
Se
]
, to complete the proof of theorem 2.2.13
it only remains to show that the map grU(g, e) → C
[
Sχ
]
is an isomorphism. Our proof shall
follow the exposition of Wang [Wan].
Remark 2.2.14. We will temporarily relax some of our definitions slightly to allow a bit more
flexibility than strictly necessary to explain theorem 2.2.13. This does not complicate the proof,
and it allows us to prove the independence of choice of Lagrangian subspace l ⊆ g−1 in the
definition of U(g, e) as a side benefit.
Let l be an isotropic subspace of g−1 (i.e. ω(l, l) = 0), rather than the stronger condition of
being a Lagrangian subspace; we continue to define the Premet subalgebra m := l⊕
⊕
j≤−2 gj .
We introduce the new definitions:
l′ := l⊥ω = {x ∈ g−1 : ω(x, l) = 0}, (2.5)
m′ := l′ ⊕
⊕
j≤−2
gj. (2.6)
Note that it we choose l to be a Lagrangian (and hence isotropic) subspace, then it follows from
the definition that l = l′ and m = m′, so everything we say for these spaces applies equally well
with our original definitions.
We continue to defineQχ := U(g)
/
U(g)mχ, howeverwemay now denote itQl to emphasise
the dependence on the choice of l. Finally, we define
U(g, e)l := (Ql)
adm′ . (2.7)
This retains an algebra structure by the same argument as forU(g, e), and theKazhdan filtration
is also defined for Ql and U(g, e)l. Further, all the maps of theorem 2.2.13 exist and satisfy the
same properties when substituting our new definitions m, Ql and U(g, e)l, mutatis mutandis.
Lemma 2.2.15. For any Γ-graded sl2-triple {e, h, f}, it follows that m
⊥ = [m′, e]⊕ z(f).
Proof. We note first that z(f) ⊆ m⊥, as m⊥ ⊇
⊕
j≤0 gj ⊇ z(f), where the first inclusion follows
from property GG5 and the second is a version of version of property GG4 for f . We also have
that [m′, e] ⊆ m⊥, as
〈
m, [m′, e]
〉
=
〈
[m,m′], e
〉
= 0. In addition, [m′, e] ∩ z(f) = {0}, which
follows from sl2 representation theory (see fig. 2.1). Finally, note that dimm
⊥ ∩ g1 = dim l
′,
and so dimm⊥ = dimm′ + dim g0 + dim g−1; then dimm
′ = dim[m′, e] by property GG2, and
dim g0 + dim g−1 = dim z(f) by the version of property GG6 for f .
Remark 2.2.16. Note that this lemma shows that Se = e+ z(f) is a subvariety of e + m
⊥, and
hence the remaining map C
[
e + m⊥
]
→ C[Se] in theorem 2.2.13 can be defined as restriction
of functions. Theorem 2.2.13 therefore follows from the following theorem.
Theorem2.2.17. Themap ν : grU(g, e)l → C
[
Sχ
]
, defined as the composition grU(g, e)l → grQl →
C
[
e+m∗,⊥
]
→ C
[
Sχ
]
, is an isomorphism.
Proof of theorem 2.2.17
Recall from proposition 2.1.17 the contracting C×-action on Se, denoted ρ(t) := t−2Adγ(t).
We note that this acts not just onSe but also on thewhole of g, and that furthermore it stabilises
not only z(f) but also m⊥. In addition, the action of C× on e + m⊥ is contracting for the same
reasons as in proposition 2.1.17.
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Let M ′ be the closed subgroup of G such that LieM ′ = m′. We define a C×-action on the
varietyM ′ ×Se = M
′ ×
(
e+ z(f)
)
by the equation
t · (g, e + x) =
(
γ(t)gγ(t−1), ρ(t)(e + x)
)
. (2.8)
Note that the action is still a contracting action, and in particular
lim
t→∞
t · (g, e + x) = (1, e). (2.9)
Lemma 2.2.18. The adjoint action map α : M ′ ×Se → e + m
⊥ is a C×-equivariant isomorphism of
affine varieties.
Proof. The proof that the map is C×-equivariant is a direct computation. Note that the map in-
duces an isomorphismT(1,e)(M
′×Se)
∼−→ Te
(
e+m⊥
)
by lemma 2.2.15. The lemma then follows
from the following general result: any C×-equivariant map of smooth affine varieties with con-
tracting C×-actions which induces an isomorphism on tangent spaces at the fixed points must
be an isomorphism.
To complete the proof, we note that U(g) andQl are m
′-modules via the adjoint action, and
that the map U(g)→ Ql is an m
′-module homomorphism. The adjoint m′-action preserves the
Kazhdan filtration, and so the associated graded map grU(g) → grQl is also an m
′-module
homomorphism. Noting that U(g, e)l = (Ql)
m′ = H0(m′, Ql), we can therefore reformulate
theorem 2.2.17 in terms of Lie algebra cohomology.
Theorem 2.2.19. The map ν : grU(g, e)l → C
[
Sχ
]
can be decomposed as
grH0(m′, Ql)
ν1−→ H0(m′, grQl)
ν2−→ C
[
Sχ
]
,
where ν1 and ν2 are isomorphisms. Furthermore, H
i(m′, Ql) = H
i(m′, grQl) = 0 for i > 0.
Proof. Transferring lemma 2.2.18 through the isomorphism κ : g ∼−→ g∗ allows us identify the
m′-module isomorphisms
grQl ≃ C
[
χ+m∗,⊥
]
≃ C[M ′]⊗ C
[
Sχ
]
,
where the m′-action on C[M ′] ⊗ C
[
Sχ
]
comes by identifying m′ = T1M
′ as the derivations of
C[M ′] and acting on the first tensor component.
Recall the standard co-chain complex for calculating Lie algebra cohomologyH i(m′,X):
0→ X → m′∗ ⊗X →
∧2
m′∗ ⊗X → · · · →
∧k
m′∗ ⊗X → · · · (2.10)
In the case that X = C[M ′] this is just the de Rham complex Ω•M ′, and so we’ve reduced to
calculating the de Rham cohomology ofM ′. But since M ′ is a unipotent group and therefore
an affine space, we simply have that H0
(
m′,C[M ′]
)
= C and all higher cohomology groups
vanish. It follows that
H0(m′, grQl) ≃ H
0
(
m′,C[M ′]
)
⊗ C
[
Sχ
]
= C
[
Sχ
]
,
and hence the map ν2 is an isomorphism and all higher cohomology groups H
k
(
m′, grQl
)
vanish for k > 0.
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Remark 2.2.20. Note that we could further remark that
H0(m′, grQl) ≃ H
0
(
m′,C[χ+m∗,⊥]
)
= C
[
χ+m∗,⊥
]M ′
,
that is to say the Slodowy slice is isomorphic to the quotient varietySχ ≃
(
χ+m∗,⊥
)/
M ′. This
interpretation will be very important for our future considerations.
We now define a filtration on the complex (2.10) for X = Ql. Note that m
′ is a strictly-
negatively graded subalgebra of g under the grading Γ, and som′∗ is strictly-positively graded;
we write this grading as m′∗ =
⊕
j≥1m
′∗
j . We can combine this with the Kazhdan filtration on
Ql to define the filtration Fp
(∧k
m′∗⊗Ql
)
as spanned by all (x1∧· · ·∧xk)⊗v for which xj ∈ m
′∗
ij
,
v ∈ FnQl and n +
∑k
j=1 ij ≤ p. Taking the associated graded of this filtered complex gives us
the standard complex for computing the cohomology of grQl, as m
′∗ is already a graded Lie
algebra.
Consider the spectral sequence with Ep,q0 := Fp
(∧p+q
m′∗ ⊗Ql
)/
Fp−1
(∧p+q
m′∗ ⊗ Ql
)
. We
note that the first page of this spectral sequence is just Ep,q1 = H
p+q
(
m′, grpQl
)
, and since this
is zero for p + q 6= 0, the spectral sequence degenerates at the first page. Hence the spectral
sequence will converge toHp+q
(
m′, grpQl
)
. However, by general results this spectral sequence,
if it converges, must converge to Ep,q∞ = FpH
p+q(m′, Ql)
/
Fp−1H
p+q(m′, Ql) (see a standard ref-
erence, e.g. [McC]). Hence it must be that H i(m′, grQl) ≃ grH
i(m′, Ql), completing the proof
of theorem 2.2.19, and therefore proving theorems 2.2.13 and 2.2.17.
Corollary 2.2.21. The W-algebra U(g, e) does not depend up to isomorphism on the choice of La-
grangian (or isotropic) subspace l.
Proof. Let l ⊆ l′ be two isotropic subspaces of g−1. The inclusion of l into l
′ induces a map
Ql → Ql′ , which itself induces a map U(g, e)l → U(g, e)l′ . By theorem 2.2.17 this map de-
scends to an isomorphism at the associated graded level, and is therefore an isomorphism
itself. Choosing l = {0}we get an isomorphism U(g, e)l
∼−→ U(g, e)l′ for any isotropic subspace
l′ (and therefore any Lagrangian subspace).
2.3 Hamiltonian reduction and its relation to W-algebras
The observation made in remark 2.2.20 gives us an important insight into the geometry of
the Slodowy slice Sχ: it can be expressed as a quotient of a certain affine subvariety of g
∗. This
recalls the construction of Hamiltonian reduction, where a Poisson variety with a Hamiltonian
group action can be reduced at a regular value of the moment map. In fact, both g∗ and Sχ
have the structure of a Poisson variety, and we can describe a Hamiltonian group action on g∗
so that Sχ is the Hamiltonian reduction by this action. To develop this point of view, we need
to describe the Poisson structures on g∗ and Sχ.
2.3.1 The Slodowy slice as a Poisson variety
For any Lie algebra g, the dual space g∗ has the natural structure of a Poisson variety coming
from the Lie bracket on g. To define this, we first note that for any function f ∈ C[g∗], its
differential df ∈ T ∗(g∗) can be viewed at any point ξ ∈ g∗ as lying naturally in the Lie algebra g;
this comes from the natural identification T ∗ξ (g
∗) = (g∗)∗ ≃ g.
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Definition 2.3.1. For a Lie algebra g, the ring of functions C[g∗] has a natural Poisson bracket,
called the Lie–Poisson or Kostant–Kirillov bracket. Given f, g ∈ C[g∗], the Poisson bracket is
defined as {f, g} ∈ C[g∗], where {f, g}(ξ) := ξ
(
[dfξ, dgξ ]
)
.
Note. The Lie–Poisson bracket has an extremely simple expression. Any two elements x, y ∈ g
we can be interpreted as functions inC[g∗] using the evaluation map: the Poisson bracket {x, y}
is then just [x, y]. This can be extended to all polynomials in C[g∗] using the Leibniz rule.
Theorem 2.3.2. The symplectic leaves of g∗ with the Lie–Poisson bracket are the co-adjoint orbits.
Proof. Choosing a co-adjoint orbit O ⊆ g∗, we need to show that the Poisson bracket restricts
to a symplectic form on O . To do this, we only need to show that for each α ∈ O the induced
Poisson bracket on TαO is non-degenerate.
We note that for x ∈ g, viewed as an element of C[g∗],
{x, ·}(ξ) = ξ([x, ·]) = ξ
(
adx(·)
)
= ad∗x(ξ)(·).
So at the point ξ ∈ g∗, the radical of the Poisson bracket is the set of all x ∈ gwhich annihilate ξ
under the co-adjoint action. This is the tangent space of Gξ , the stabiliser of ξ in G. Since
Oξ ≃ G/G
ξ by the orbit–stabiliser theorem, the co-adjoint orbits are the maximal subvarieties
on which the Poisson bracket is non-degenerate, and are hence the symplectic leaves.
Theorem 2.3.3. [GG] The Slodowy slice Sχ inherits a Poisson bracket from g
∗.
Proof. We recall from proposition 2.1.18 that the Slodowy slice Sχ is transverse to Oχ at χ. By
standard results (cf. [Vai, Proposition 3.10]), it suffices to show that for any co-adjoint orbit O
and ξ ∈ O ∩Sχ, the restriction of the symplectic form on TξO to Tξ
(
O ∩Sχ
)
is non-degenerate.
We will work in g, using the Killing isomorphism κ : g ∼−→ g∗ to pass to g∗ when necessary.
As Tξ
(
O ∩ Sχ
)
= TξO ∩ TξSχ, we will examine the spaces TξO and TξSχ. Since O is a co-
adjoint orbit, its tangent space is simply the image of ad∗ξ , which expressed in g is [κ
−1(ξ), g],
the image of adκ−1(ξ). The tangent space of Sχ = κ(e + z(f)) can be seen to be κ(z(f)).
The symplectic form at ξ can be seen to be ωξ(x, y) = ξ([x, y]), so we need to determine the
radical of ωξ restricted to Tξ
(
O ∩Sχ
)
. The annihilator of TξSχ in g is [f, g], which can be seen
from associativity of the Killing form
〈
z(f), [f, g]
〉
=
〈
[z(f), f ], g
〉
, and so radω is
κ
([
κ−1(ξ), [f, g]
]
∩ z(f)
)
Since κ−1(ξ) ∈ e+ z(f), sl2 representation theory tells us that this space is {0} (see fig. 2.1).
2.3.2 Slodowy slices and Hamiltonian reduction
Since we now know that the space X = g∗ is a Poisson variety, we can ask whether the
co-adjoint action of G onX is a Hamiltonian action. The answer is yes, and in order to demon-
strate this we will exhibit a co-moment map µ∗ : g→ C[X], where g = Lie(G). Note that this is
equivalent to exhibiting amoment map µ : X → g∗ by the equation 〈µ(ξ), x〉 = µ∗(x)(ξ), where
x ∈ g, ξ ∈ X and 〈·, ·〉 is the canonical pairing of g∗ with g.
Note that G acts onX by the co-adjoint action Ad∗, which induces an action of g onX, the
co-adjoint action ad∗. This in turn induces an action onC[X] = Sym(g), which is just the adjoint
action of g on Sym(g). To produce a co-moment map, we need a function µ∗ : g → C[X] such
that {µ∗(x), ·} = adx; we claim that the map given by µ
∗(x) = x suffices. To check this, note
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that {µ∗(x), ·}(α) = 〈[x, ·], α〉 = 〈adx(·), α〉, and hence {µ
∗(x), ·} = adx. The corresponding
moment map µ : g∗ → g∗ is the identity map.
As a special case of the above, note that given a choice of Premet subalgebra m, its cor-
responding algebraic group M ⊆ G acts on g∗ by the co-adjoint action; the resulting mo-
ment map µ : g∗ → m∗ is restriction of functions. Recall that in remark 2.2.20, we noted that
Sχ ≃
(
χ+m∗,⊥
)
/M . There are three important remarks to be made about this equation:
• that χ is a character of m∗ implies that it is fixed under the co-adjoint action ofM ;
• the space χ+m∗,⊥ is the pre-image of χ under the moment map µ; and
• the character χ is furthermore a regular value of the moment map µ, as m∗ ⊆ m∗,⊥.
This proves the following theorem, which is fundamental to our further work.
Theorem 2.3.4. The Slodowy slice Sχ ⊆ g
∗ can be expressed as a Hamiltonian reduction of g∗ at the
regular value χ ∈ m∗ by the co-adjoint action ofM . Concretely,
Sχ ≃ µ
−1(χ)
/
M and C
[
Sχ
]
≃
(
C[g∗]
/
I
(
µ−1(χ)
))M
.
As a Hamiltonian reduction of a Poisson variety, the Slodowy slice Sχ inherits a Poisson
bracket from g∗, defined as follows. Consider the following natural maps:
ι :
(
C[g∗]
/
I
(
µ−1(χ)
))M
→֒ C[g∗]
/
I
(
µ−1(χ)
)
π : C[g∗]։ C[g∗]
/
I
(
µ−1(χ)
)
Considering f, g ∈ C
[
Sχ
]
, we define the Poisson bracket {f, g} by lifting ι(f) and ι(g) to func-
tions f˜ , g˜ ∈ C[g∗], and requiring that ι
(
{f, g}
)
= π
(
{f˜ , g˜}
)
. That this is well-defined follows
from the conditions of Hamiltonian reduction. This Poisson bracket agrees with that of theo-
rem 2.3.3.
2.3.3 Quantum Hamiltonian reduction
Up to this point, we have been developing two related but distinct threads: Slodowy slices
and W-algebras. In fact, these two subjects are much more intimately related than has been
presented so far, and their correspondence forms the backbone of this thesis. In short, it can
be stated that the W-algebra U(g, e) is a quantisation of the ring of functions on the Slodowy
slice Sχ, and every statement about Slodowy slices has a corresponding quantisation which
can be applied to W-algebras.
Recalling the Whittaker definition of W-algebras from eq. (2.2), the similarity to the Hamil-
tonian reduction equation of theorem 2.3.4 can be seen:
U(g, e) =
(
U(g)
/
U(g)mχ
)m C[Sχ] ≃ (C[g∗]/I(µ−1(χ)))M
In the definition of the W-algebra, we consider the invariants under the adjoint action of m in
the quotient of a non-commutative filtered algebra by a left ideal. This corresponds exactly in
the Hamiltonian reduction expression to taking the invariants under the adjoint action ofM in
the quotient of the corresponding associated graded spaces.
This observation ismore than a curiosity: there is a very precise sense inwhichwe can trans-
late concepts of Hamiltonian reduction of Poisson varieties to apply to the W-algebra U(g, e).
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This will allow us to express U(g, e) as a quantum Hamiltonian reduction of the universal en-
veloping algebra U(g). This can be expressed using the formalism of deformation quantisation,
which encodes the structure of a Poisson algebra in a non-commutative filtered algebra. Many
of the structures of Poisson geometry have quantum analogues which can be applied to the
W-algebraic context, including a quantum co-moment map which quantises the classical co-
moment map. This furnishes us with all the tools necessary to define a quantum Hamiltonian
reduction which descends gracefully to classical Hamiltonian reduction.
The technical details of this correspondence shall be addressed in detail in chapter 4, how-
ever for current purposes we can use this formalism as a motivation. This point of view will
allow for the application of the techniques of Poisson geometry to W-algebras, providing us
with powerful tools for solving problems.
Chapter 3
W-algebras in type A
Up to this point we’ve discussed the background forW-algebras in an arbitrary semisimple
Lie algebra g. Much of what has been discussed has a much simpler and more concrete realisa-
tion in the classical Lie algebras, and in particular in the Lie algebras of type A.We shall discuss
what this background looks like when we restrict our attention to the Lie algebras of type A.
In this chapter, we continue working over an algebraically closed field of characteristic zero,
which can be taken to be C. We shall fix a number n ∈ N+, and shall fix g to be a simple Lie
algebra of typeAn−1. This is to saywe shall let g = sln, the Lie algebra ofn×n tracelessmatrices
with the commutator Lie bracket [x, y] := xy − yx.
3.1 Nilpotent orbits
The nilpotent orbits in typeAhave a particularly simple characterisation. Since everymatrix
in Matn(C) has a Jordan canonical form, every element of g can be conjugated to some matrix
consisting of Jordan blocks on the diagonal. In particular, for a nilpotent element e ∈ g, every
generalised eigenvalue is 0, so its conjugacy class is entirely determined by the sizes of the
Jordan blocks. As a result, the nilpotent orbits in g are in bijection with the set of partitions of
n, i.e. tuples λ = (λ1, . . . , λk) satisfying
∑k
i=1 λi = n and λ1 ≥ · · · ≥ λk. Partitions can be
indicated by Young diagrams.
e =
(
0 1
0 0
0 1
0 0
0
)
e =
 0 1 00 0 10 0 0
0 1
0 0
0

Partition: (2, 2, 1) (3, 2, 1)
Young diagram:
The set of nilpotent orbits has a natural partial ordering, where O ′ ≤ O if and only if O ′ ⊆
O . Since nilpotent orbits correspond to partitions, this also imposes a partial ordering on the
partitions of n. However, there already exists a well-known ordering on the set of partitions of
n: the dominance ordering.
Definition 3.1.1. Let λ = (λ1, . . . , λk) and µ = (µ1, . . . , µℓ) be two partitions of n satisfying
λ1 ≥ · · · ≥ λk > 0 and µ1 ≥ · · · ≥ µℓ > 0. The dominance ordering is the partial ordering on the
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set of partitions of nwhere λ ≥ µ if and only if
j∑
i=1
λi ≥
j∑
i=1
µi
for every j between 1 and max(k, ℓ) (here we declare λi = µj = 0 for all i > k and j > ℓ). In
this case, we say that λ dominates µ.
Theorem 3.1.2 (Gerstenhaber, Hesselink). [CM, Theorem 6.2.5] The partial ordering on orbits
corresponds to the dominance ordering under the equivalence between nilpotent orbits and partitions.
Recall that in a partial ordering≥, we say that λ covers µ if λ > µ and there exists no element
ν such that λ > ν > µ, i.e. λ is a minimal element satisfying λ > µ. We will need the following
result on the fine structure of the dominance ordering.
Proposition 3.1.3 (Gerstenhaber). [CM, Lemma 6.2.4] Let λ = (λ1, . . . , λk) and µ be two partitions
of n. The partition λ covers µ if and only if µ can be obtained from λ by the following procedure. Let i
be an index and j > i be the smallest index such that 0 ≤ λj < λi − 1, where we again declare λj = 0
for j > k. Assume that either λj = λi − 2 or λℓ = λi whenever i < ℓ < j. Then the components of
µ are obtained from the components of λ by replacing λi and λj by λi − 1 and λj + 1, respectively, and
re-arranging if necessary.
Example 3.1.4.
(a) The partition (3, 1) covers the partition (2, 2).
(b) The partition (3, 3) covers the partition (3, 2, 1).
(c) The partition (3, 2, 1) covers both the partitions (2, 2, 2) and (3, 1, 1, 1).
(d) The partition (4, 3, 1) does not cover the partition (3, 3, 2). Taking i = 1 and j = 3 satisfies
neither of the two conditions λj = λi − 2 and λℓ = λi for all i < ℓ < j. Instead, it can be
seen that:
(i) The partition (4, 3, 1) covers the partition (4, 2, 2).
(ii) The partition (4, 2, 2) covers the partition (3, 3, 2).
Proof of proposition 3.1.3. By construction, λ will cover µ for any λ and µ related by the proce-
dure in the proposition, so it remains to show the converse. Assume that λ covers µ; let i be
the least integer such that λℓ > µℓ, and j be as in the proposition. Applying the procedure we
obtain a new partition ν satisfying λ > ν ≥ µ, and hence ν = µ since λ covers µ.
Furthermore, recall from example 2.1.2 that there is an algorithm for constructing sl2-triples
from a nilpotent e in type A. This not only allows us to obtain ordinary sl2-triples, but combin-
ing it with the characterisation of good gradings Γ from the following section will allow us
to find Γ-graded sl2-triples as well. Hence all the concepts whose existence was proven in
section 2.1 have concrete constructions in type A. This shall be used extensively within this
chapter.
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3.2 Pyramids
We are interested in determining what all possible good gradings are in type A. This has
been accomplished by Elashvili and Kac, who have furthermore given a complete classification
of all goodgradings in every simple Lie algebra [EK]. In the classical types, this is accomplished
using a combinatorial structureknownas a pyramid, which is closely related to aYoungdiagram
with additional information to encode the data of the grading. In type A there is a particularly
simple description of the pyramids.
Definition 3.2.1. Let λ = (λ1, λ2, . . . , λk) be a partition of n, that is to say a sequence of strictly
positive integers λ1 ≥ λ2 ≥ · · · ≥ λk > 0 where
∑k
j=1 λj = n. A pyramid of shape λ is a
collection of n boxes of size 2 × 2 centred at integer points (i, j) of the plane, satisfying the
following conditions:
1. the number of boxes in the ℓth row (which corresponds to having second co-ordinate
2ℓ− 1) is λℓ for each 1 ≤ ℓ ≤ k.
2. the first co-ordinates of the boxes in the ℓth row form an arithmetic sequence of differ-
ence 2, i.e. fℓ, fℓ + 2, . . . , Fℓ.
3. the first row is centred at 0, i.e. f1 = −F1.
4. the first co-ordinates of the first and last boxes in each row form increasing and decreasing
sequences, respectively, i.e. f1 ≤ · · · ≤ fk and F1 ≥ · · · ≥ Fk.
More generally, a pyramid of size n is a pyramid of shape λ for some partition λ of n.
Remark 3.2.2. We shall illustrate this definition by constructing all possible pyramids of shape
λ = (4, 3). We begin by constructing a row of λ1 = 4 boxes, each of width 2 and centred at
integer values, such that the whole row is centred at zero.
r
0-3 -1 1 3-2 2
We now place a second row of λ2 = 3 boxes on top of the first row (again with each box
centred on an integer) according to the following rule: the leftmost box of the second row
cannot be further left than the leftmost box of the first row, and the rightmost box of the second
row cannot be further right than the rightmost box of the first row. In our example, this gives
us three pyramids:
r r r
If there were further λj in the partition, we would repeat this rule until all the rows were con-
structed.
Given a pyramid P with n boxes we can construct a filling of the pyramid by labelling each
box with one of the numbers {1, . . . , n} such that there are no repeated labels. Most often we
shall choose the labelling so that it increases first up columns and then left to right.
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r
1 4 7
2 5
3 6
(3.1)
Let P be a pyramid with a filling consisting of the numbers {1, . . . , n}. If the box labelled k
is centred at the point (i, 2j − 1), then we define:
• col(k) = i, the column number of the box labelled k.
• row(k) = j, the row number of the box labelled k.
Furthermore, we say ℓ is right-adjacent to k, denoted k → ℓ, if the box labelled ℓ lies in the
same row as and immediately adjacent to the right of the box labelled k, i.e. row(ℓ) = row(k)
and col(ℓ) = col(k) + 2.
Example 3.2.3. In the above pyramid (3.1): row(2) = 2, col(2) = −1, row(7) = 1, col(7) = 2,
while 1→ 4, 4→ 7, 2→ 5 and 3→ 6.
3.2.1 A bijection between pyramids and good gradings
To any filled pyramid P of size n, one can associate a nilpotent element eP and a Z-grading
ΓP by the following construction. Fix a standard basis of Cn, and let Eij be the matrix which
maps the ith standard basis vector to the jth and maps all other basis vectors to zero. Note
that this is the matrix with (j, i)-entry 1 and all other entries 0. Define the nilpotent eP and the
Z-grading ΓP by declaring
eP :=
∑
i→j
Eij and degEij := col(j)− col(i).
One can check that the element eP is nilpotent, as
ekP =
∑
i1→···→ik
Ei1ik ,
which vanishes for large enough k as every row is of finite length. A straightforwardcalculation
shows that ΓP is a Lie algebra grading.
Note. The element eP and the Z-grading ΓP can equally well be viewed in the context of the Lie
algebra sln and the Lie algebra gln. In fact, the following proposition holds equallywell for both
sln and gln. The proofs in the two cases are virtually identical, so we shall proceed assuming
the Lie algebra is gln for computational simplicity. The only substantive difference arises in
determining the dimension of z(eP ), which includes the centre of gln, but is of dimension one
less when considering the centreless sln. Correcting for this discrepancy, the proof remains
identical.
Proposition 3.2.4 (Elashvili–Kac). [EK, Theorem 4.1]] The grading ΓP is good for eP .
Proof. It is clear by construction that deg eP = 2, so one only needs to show that ad eP : gj →
gj+2 is injective for j ≤ −1 by remark 2.1.6. Since ker ad eP = z(eP ), to show that ΓP is good
for the nilpotent eP , it suffices to prove the following claim.
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Claim. Every element of g = gln which commutes with eP lies in the subspace
⊕
j≥0 gj .
It will be useful to express elements of gln, i.e. endomorphisms of C
n, as arrow diagrams
in the pyramid P . To the endomorphism Eij we will assign the diagram consisting of the
pyramid P with an arrow originating from the box labelled i and ending at the box labelled j.
The diagram representing the nilpotent eP is shown in fig. 3.1.
f1 f1 + 2 f1 + 4 ℓ1 − 4 ℓ1 − 2 ℓ1
f2 f2 + 2 ℓ2 − 2 ℓ2
fk fk + 2 ℓk − 2 ℓk
Figure 3.1: The nilpotent map eP , where an arrow from fi + 2p to fj + 2q denotes that the
standard basis vector corresponding to fi + 2p (i.e. the vector em, where m is the label of the
box centred at (fi + 2p, 2i − 1)) is mapped to the basis vector corresponding to fj + 2q.
Figure 3.2 contains a collection of endomorphisms, represented by arrow diagrams, which
commute with eP . The endomorphisms in fig. 3.2a are positively graded by construction, and
property 4 of definition 3.2.1, i.e. the pyramid condition of the definition, ensures that the en-
domorphisms in figs. 3.2b and 3.2c are also positively graded. The remainder of this proof
consists of showing these endomorphisms form a basis of z(eP ). They are linearly indepen-
dent by construction, so it remains only to show they span the kernel.
Let λ = (λ1, . . . , λk) be the shape of P , and let λ
∗ = (λ∗1, . . . , λ
∗
ℓ ) be the dual partition. Recall
that the dimension of z(eP ) is
∑ℓ
i=1 λ
∗
i
2, as any endomorphismwhich commutes with eP has a
simultaneous Jordan basis, and hence is related to eP by a collection of endomorphisms of the
spaces generated by the ith elements of the Jordan strings.
Counting the endomorphisms of fig. 3.2, we can see that there are
∑k
i=1 λi of those in
fig. 3.2a, and
∑k
i=1
∑k
j=i+1 λj =
∑k
i=1(i − 1)λi each of those in figs. 3.2b and 3.2c. Hence
the dimension of the space spanned by the endomorphisms is
k∑
i=1
λi + 2
k∑
i=1
(i− 1)λi = n+ 2
k∑
i=1
(i− 1)λi =
λ1∑
i=1
λ∗i
2,
where the second equality follows by counting cubes in a tower of blocks associated to λ as in
fig. 3.3. Thus the endomorphisms of fig. 3.2 span, and hence form a basis for, z(eP ). It therefore
follows that ΓP is a good grading for eP .
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fj fj + 2 fj + 2r fj + 2r + 2 ℓj − 2r − 2 ℓj − 2r ℓj − 2 ℓj
(a) The endomorphism Ej [2r] on row j with rightward shift 2r for r ≥ 0. Note that eP =
∑
j Ej [2].
fi fi + 2 fi + ℓj − fj − 2r − 2fi + ℓj − fj − 2r ℓi
fj fj + 2r fj + 2r + 2 ℓj − 2 ℓj
(b) The endomorphism Eji [2r] from row i to row j for j > i with rightward shift 2r for r ≥ 0.
fi ℓi + fj − ℓj + 2r ℓi + fj − ℓj + 2r + 2 ℓi − 2 ℓi
fj fj + 2 ℓj − 2r − 2 ℓj − 2r ℓj
(c) The endomorphism Eij [2r] from row j to row i for j > iwith rightward shift 2r for r ≥ 0.
Note. The endomorphism eP is also shown in each diagram, consisting of the lighter horizontal
lines. It can be checked from the diagram that all such endomorphisms commute with eP .
Figure 3.2: Endomorphisms of Cn commuting with eP .
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λ∗ℓ
λk
k − 1
λ∗1
λ∗2
λ∗3
λ1
λ2
λ3
n+ 2
k∑
i=1
(i− 1)λi =
ℓ∑
i=1
λ∗i
2 (3.2)
Figure 3.3: A tower of blocks associated to the partition λ = (λ1, . . . , λk) of n, with dual par-
tition λ∗ = (λ∗1, . . . , λ
∗
ℓ ). This demonstrates the identity eq. (3.2): the number of blocks in the
ith horizontal plane is λ∗i
2, the number of shaded blocks is n, and the number of blocks in the
vertical planes on each side is (i− 1)λi.
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Example 3.2.5. For pyramid eq. (3.1), the corresponding nilpotent and good grading are
eP =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

and ΓP :

0 1 1 2 3 3 4
−1 0 0 1 2 2 3
−1 0 0 1 2 2 3
−2 −1 −1 0 1 1 2
−3 −2 −2 −1 0 0 1
−3 −2 −2 −1 0 0 1
−4 −3 −3 −2 −1 −1 0

,
where we here denote the grading ΓP using a matrix whose (i, j)-entry is degEij .
It therefore follows that every pyramid corresponds, using some filling and choice of stan-
dard basis, to a pair of a nilpotent element and good grading (e,Γ). Choosing a different filling
or a different standard basis will produce a different pair (e′,Γ′), however the two will be con-
jugate under some change of basis. Hence a pyramid corresponds to a conjugacy class of pairs
(e,Γ) under the adjoint action of G. It remains to ask whether every conjugacy class of pairs
(e,Γ) with Γ good for e comes from some pyramid. This question was also answered affirma-
tively by Elashvili and Kac.
Theorem 3.2.6 (Elashvili–Kac). [EK, Theorem 4.2] There is a bijection between the pyramids of size
n and the set of pairs (e,Γ) up to conjugacy, where e ∈ gln is a nilpotent element and Γ is a good grading
for e.
{Pyramids of size n} ↔ {(e,Γ) : Γ is a good grading for e}/GLn
P 7→ (eP ,ΓP )
This holds equally well for sln.
Remark 3.2.7. The pyramids which are symmetric under reflection about the zero column
are called symmetric pyramids, and correspond to Dynkin gradings under this bijection. Even
pyramids, those for which col(j) − col(i) is even for every pair of boxes j and i, correspond to
even good gradings. Since not every pyramid is symmetric, this demonstrates that not every
good grading is Dynkin. Furthermore, since there always exists an even pyramid of given
shape (for example, choosing the pyramid for which all rows are right-aligned), there always
exists an even good grading for any nilpotent e.
3.3 Hamiltonian reduction by stages
In section 2.3, we discussed the relationship between Slodowy slices and Hamiltonian re-
duction. In particular it was shown that, for any good grading Γ, the nilpotent e ∈ g can be
completed to a Γ-graded sl2-triple {e, h, f}, and that the Slodowy slice Se := e + z(f) can be
expressed as a Hamiltonian reduction of the Poisson variety g∗ under the co-adjoint action of
the unipotent groupM ⊆ G, after identifying g with g∗. However, g∗ is itself a Slodowy slice
S0, taking the trivial grading Γ with g0 = g and the Γ-graded triple h = e = f = 0. Given
two different Slodowy slices Se and Se′ with associated good gradings and sl2-triples, there
is therefore a pair of reductions:
S0
Se Se′
Reduction byM
Reduction byM ′
Chapter 3. W-algebras in type A 32
We shall see that this diagram can actually be completed in typeA under certain conditions
on the nilpotents e and e′, with Se′ expressible as a Hamiltonian reduction of Se by the action
of some unipotent group U :
S0
Se Se′
Reduction byM
Reduction byM ′
Reduction by U
(3.3)
This type of procedure, decomposing aHamiltonian reduction into a sequence of smaller re-
ductions, is known asHamiltonian reduction by stages. This is a general technique which applies
in the context of any Poisson variety, and in particular does not require us to assume that our
Poisson variety is g∗, for g a simple Lie algebra of type A. A general reference for this material
can be found in [MMO+].
3.3.1 Semidirect products and reduction by stages
Let G be an algebraic group which can be expressed as a semidirect product G ≃ H ⋊K ,
whereH andK are closed subgroups andH is normal inG. LetX be a Poissonvariety onwhich
G acts, and assume that the action is Hamiltonian with equivariant moment map µ : X → g∗.
Under these circumstances, one can consider theHamiltonian reduction ofX by the action ofG
at a regular value γ ∈ g∗ of µ; this shall be denotedX/γG := µ
−1(γ)/G.
Since G decomposes as a semidirect product H ⋊ K , the closed H also acts on X by the
inclusion of H into G. This action is also Hamiltonian, and its moment map µH : X → h
∗
is the composition of the moment map µ with the restriction of functions j : g∗ → h∗. The
subgroupK also has this property, but this is not important for our purposes. Note that µH is
equivariant not only with respect to the action of H , but also with the respect to the action of
G, as both µ and j are G-equivariant maps.
Identifying g∗ with h∗ × k∗, the regular value γ ∈ g∗ can be decomposed as γ = (η, κ),
and further η ∈ h∗ is a regular value of the moment map µH . This allows one to consider the
Hamiltonian reduction ofX byH at the regular value η,X/ηH := µ
−1
H (η)/H . We would like to
relateX/γG andX/ηH , and in particular would like to establish a Hamiltonian action ofK on
X/ηH so that the subsequent reduction by this action produces a Poisson variety isomorphic
toX/γG. This can be done under certain conditions on the groupK and the values η and κ.
By the definition of the semidirect product, there is an action of K on H , and hence an
induced action ofK on h∗. We shall assume that the action of K stabilises η ∈ h∗. In this case,
there is an induced action ofK onX/ηH , where thewell-definedness of the action follows from
the normality ofH , theG-equivariance ofµH , and the fact thatK stabilises η. Furthermore, this
action is Hamiltonian with induced moment map µK : X/ηH → k
∗ defined by µK([x]) = µ(x).
We finally assume that κ ∈ k∗ is a regular value of µK .
Theorem3.3.1. LetX be a Poisson variety with aHamiltonian action by the algebraic groupG ≃ H⋊K
satisfying the above hypotheses. There is a Poisson isomorphism between the space X/γG and the two-
stage reduction (X/ηH)/κK .
Note. There are many versions of this theorem with varying sets of hypotheses. In particular,
it holds in much greater generality, as in [MMO+, Theorem 5.2.9]. Though presented there
for symplectic varieties, the proof for Poisson varieties follows identically making the neces-
sary changes. Since we’re making the simplifying assumptions that G is a semidirect product
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H ⋊ K for which K stabilises η, most of the details of the theorem simplify; in particular the
stages hypothesis is automatically satisfied and the moment map of the action of K on X/ηH is
obtained by lifting toX and applying µ.
3.4 Reduction by stages for Slodowy slices
Ashas beenpreviously established in theorem2.3.4, the Slodowy slicesSχ can be expressed
as Hamiltonian reductions of the dual Lie algebra g∗. This can and will be equivalently stated
in the Lie algebra itself, rather than its dual, by applying the Killing isomorphism: Se can be
expressed as the Hamiltonian reduction of g. Since g is the Slodowy slice through the zero
nilpotent, one might ask whether different Slodowy slices can be expressed as Hamiltonian
reductions of other Slodowy slices. The objective of this section is to provide a conjecture re-
garding under which conditions this can be done, and to provide a construction to accomplish
this.
Objective 3.4.1. Let g be a Lie algebra of type A, and e1 and e2 be two nilpotent elements of g such
that Oe1 < Oe2 , with Slodowy slices Se1 and Se2 , respectively. Then we would like to exhibit an
algebraic group K with a Hamiltonian action on Se1 , along with a regular value κ of the moment map
µ : Se1 → k
∗, such that Se2 can be expressed as a Hamiltonian reduction of Se1 , i.e. Se2 ≃ Se1/κK .
This will produce a collection of commuting reductions of Slodowy slices for every edge
in the Hasse diagram of the partial ordering on nilpotent orbits, as in fig. 1.3. Since every pair
of nilpotent orbits O1 < O2 can be filled in by a sequence of covering relations O1 < · · · < O2,
it will suffice to construct the reductions assuming that Oe1 is covered by Oe2 . Theorem 3.3.1
provides the tools needed to construct this. For any pair of nilpotent orbits with O1 covering
O2, we will choose
• nilpotent elements e1 ∈ O1 and e2 ∈ O2 with Killing duals χ1 and χ2, respectively;
• a good grading Γ1 for e1 with Premet subalgebra m1 and algebraic groupM1; and
• a subalgebra m2 ⊇ m1 with corresponding algebraic groupM2
which satisfy the following conditions:
SR1. the subalgebra m2 decomposes as a semidirect product m2 = m1 ⋊ k;
SR2. the functional χ2 restricts to a character of m2 and decomposes as (χ1, κ) in the above
decomposition;
SR3. the subalgebra k annihilates χ1; and
SR4. the value κ ∈ k∗ is a regular value of the moment map µK : g
∗/χ1M1 → k
∗ of the action
ofK , the algebraic group corresponding to k, on the Hamiltonian reduction g∗/χ1M1,
and the action ofK on µ−1K (κ) is free and proper.
With these choices it follows that M2 decomposes as a semidirect productM2 = M1 ⋊ K ,
and there is a corresponding reduction by stages construction
X = g∗/χ2M2 ≃ (g
∗/χ1M1)/κK ≃ Sχ1/κK
provided by theorems 2.3.4 and 3.3.1. We will therefore provide a construction satisfying these
conditions, and conjecture that the Poisson variety X obtained is isomorphic to the Slodowy
slice Sχ2 . Provided this conjecture holds, this will accomplish objective 3.4.1.
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Proposition 3.4.2. If m2 is a Premet subalgebra for a good grading of e2 then X ≃ Sχ2 . Furthermore,
conditions SR1 and SR2 imply conditions SR3 and SR4. Objective 3.4.1 therefore follows under these
conditions.
Proof. Since Slodowy slices can be expressed as Hamiltonian reductions of g∗ by Premet sub-
groups, that Sχ2 ≃ g
∗/χ2M2 follows directly from theorem 2.3.4.
Recall that by proposition 2.2.3, χ1 and χ2 are characters of m1 and m2, respectively. There-
fore χ2 vanishes on [m2,m2], and so is annihilated by m2 in general, and k ⊆ m2 in particular,
establishing ??cond:KStabilise.
To prove ??cond:KRegular, note that µK : Sχ1 → k
∗ has tangent map
T[ξ]µK : T[ξ]
(
g∗/χ1M1
)
−→ T ξ|
k
k∗.
This map, expressed more concretely, is the restriction of functions res : m∗,⊥1 /m
∗
1 → k
∗. This is
well-defined as k ⊆ m2, and therefore k
∗ ⊆ m∗,⊥2 ⊆ m
∗,⊥
1 , and surjective as k ∩ m1 = {0}. That
the action is locally free and proper follows from the freeness and properness of the action of
M2.
Note. Keeping in mind the parallels between Slodowy slices and W-algebras, these construc-
tions should be applicable not only to Hamiltonian reduction of Slodowy slices, but also to
quantum Hamiltonian reduction of W-algebras. We shall therefore work with Lie algebras
instead of algebraic groups, and the corresponding statements for groups follow directly by
exponentiation.
3.4.1 A construction in examples
Before providing the general construction satisfying conditions SR1 to SR4, it will be useful
to see the construction in a number of examples. Themain features can be seen in some concrete
cases, and the general construction follows in a straightforward manner from these examples.
Reducing from a subregular nilpotent in sl3
Let g = sl3, and let O1 and O2 be the subregular and regular nilpotent orbits, respectively.
First, we construct a right-aligned pyramid for the subregular element in Jordan canonical form.
Note that a right-aligned pyramid is automatically even, and so uniquely specifies a Premet
subalgebra.
P1 =
3
1 2
e1 =
0 1 00 0 0
0 0 0
 m1 =
0 0 0∗ 0 0
∗ 0 0

If box 3 were moved to the bottom row, the resulting pyramid would be the standard pyramid
for the regular nilpotent element in g in Jordan canonical form, e2.
P2 = 1 2 3 e2 =
0 1 00 0 1
0 0 0
 m2 =
0 0 0∗ 0 0
∗ ∗ 0

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Sincem2 is a Premet subalgebra, it suffices to check conditions SR1 and SR2. One can check
that m1 is an ideal of m2, and the complementary subalgebra k can be chosen to be
k =
0 0 00 0 0
0 ∗ 0
 ,
verifying condition SR1. Condition SR2 can be checked by observing that χ2
∣∣
m1
= χ1.
Reducing from the middle nilpotent in sl4
Let g = sl4 and let O1 be the middle nilpotent orbit, i.e. the orbit consisting of all nilpotent
elements of type (2,2). This covers the subregular nilpotent orbit O2. We again construct a
right-aligned pyramid for a middle nilpotent, specifying a unique Premet subalgebra.
P1 =
2 4
1 3
e1 = E13 + E24 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 m1 =

0 0 0 0
0 0 0 0
∗ ∗ 0 0
∗ ∗ 0 0

By sliding box 4 to the bottom row we would obtain a subregular nilpotent of type (3,1), how-
ever instead of choosing this pyramid we shall construct a subregular nilpotent and good grad-
ing as follows:
• Let the subregular nilpotent element e2 be the sum of the original nilpotent e1 and all
matrices Eij where i is a box in the first row and j is the box immediately above it in the
second row, i.e. row(i) = 1, row(j) = 2 and col(i) = col(j).
e2 = e1 + E12 + E34 =

0 1 1 0
0 0 0 1
0 0 0 1
0 0 0 0
 .
• Let m2 be the Lie algebra generated by m1 with the additional generator E21 + E43, that
is the sum of all Eij such that row(i) = 2, row(j) = 1 and col(i) = col(j).
m2 =


0 0 0 0
a 0 0 0
∗ ∗ 0 0
∗ ∗ a 0
 : a ∈ C
.
A direct computation shows that conditions SR1 to SR4 are satisfied, with the choice of
complementary subalgebra
k =
〈
E21 + E43
〉
=


0 0 0 0
a 0 0 0
0 0 0 0
0 0 a 0
 : a ∈ C
.
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Reducing from the zero nilpotent in sl3
Let g = sl3 and let O1 = {0} be the zero orbit and O2 be the minimal orbit (which is also
the subregular orbit).
P1 =
3
2
1
e1 =
0 0 00 0 0
0 0 0
 m1 =
0 0 00 0 0
0 0 0

If box 3 were moved to the bottom row, the result would be a pyramid corresponding to a
minimal nilpotent element. The nilpotent e2 and subalgebra m2 shall be chosen as follows:
• Let e2 be the sum of the original nilpotent e1 and all matrices Eij where i is in the first
row and j is the box immediately above it in the third row, i.e. row(i) = 1, row(j) = 3 and
col(i) = col(j).
e2 = e1 + E13 =
0 0 10 0 0
0 0 0
 .
• Letm2 be the Lie algebra generatedbym1with the additional generatorsE21+E32 andE31.
These are the generators corresponding to the integers k = 1, 2, where the generator
corresponding to k consists of the sum of allEij such that row(i) ≤ 3, row(j) ≥ 1, col(i) =
col(j) and row(i)− row(j) = k.
m2 =
〈
E21 + E32, E31
〉
=

0 0 0a 0 0
b a 0
 : a, b ∈ C
.
3.4.2 The general construction
Let g = sln be the Lie algebra of typeAn−1. The conjugacy classes of nilpotent elements cor-
respond to Jordan types, and are hence indexed by partitions of n. Consider a pair of nilpotent
conjugacy classes indexed by λ = (λ1, λ2, . . . , λm) and µ = (µ1, . . . , µm+1) where λ covers µ,
i.e. λ > µ and no partition lies intermediate of the two. Let i and j be the integers used for
obtaining µ from λ as in proposition 3.1.3.
Construct a right-aligned pyramid for µ in the usualway, numbering the boxes frombottom
to top and left to right. This determines a nilpotent e1 ∈ Oµ and m1 ⊆ g, and hence determines
a Slodowy slice Se. What remains is to choose e2 ∈ Oλ and m2 which satisfy conditions SR1
to SR4.
Theorem 3.4.3. In the above circumstances, let e2 and m2 ⊆ g be as follows:
e2 = e1 +
∑
row(k)=i,row(ℓ)=j
col(k)=col(ℓ)
Ekℓ and m2 = m1 +
〈
Em
〉j−i
m=1
, where Em =
∑
i≤row(k)<row(ℓ)≤j
row(ℓ)−row(k)=m
col(k)=col(ℓ)
Eℓk.
Further, let χk = 〈ek, ·〉 for k = 1, 2 and k =
〈
Em
〉j−i
m=1
. Then e2 is a nilpotent element of Jordan type λ
in Oλ, and conditions SR1 to SR4 hold.
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Remark 3.4.4. Note that the nilpotent e2 and the generators Em can be rewritten using the
generators of z(e1) as in fig. 3.2c:
e2 = e1 + E
j
i [0] Em =
∑
i≤k≤j−m
Ekk+m[0]. (3.4)
In particular, it can be seen from the figure that the generators Em commute amongst them-
selves, and hence k is an abelian Lie algebra. To see that m2 is indeed closed under the Lie
bracket, observe that, using the good grading from the pyramid for µ,
[m2,m2] = [m2,m1] ⊆
[⊕
k≤0
gk,
⊕
ℓ≤−2
gℓ
]
⊆
⊕
k≤−2
gk = m1 ⊆ m2.
Proof. To prove that e2 has the correct Jordan type, it suffices to exhibit a Jordan basis. Note
that a Jordan basis can be read off the rows of the pyramid, proceeding from left to right. Let
the Jordan basis for e1 in row i be given by
ei1 7→ ei2 7→ · · · 7→ eiµi 7→ 0.
The Jordan basis for e2 is identical to that of e1 except for those strings corresponding to rows
i and j. Specifically, we have the two strings(
ei1
)
7→ · · · 7→
(
eiµi−µj
)
7→
(
eiµi−µj+1 + ej1
)
7→ · · · 7→
(
eiµi + (µj − 1)ejµj−1
)
7→
(
µjejµj
)
7→ 0,(
eiµi−µj+1 − (µj − 1)ej1
)
7→
(
eiµi−µj+2 − (µj − 2)ej2
)
7→ · · · 7→
(
eiµi − ejµj−1
)
7→ 0,
of lengths µi + 1 = λi and µj − 1 = λj , respectively.
Example 3.4.5. Consider partitions µ = (3, 2) and λ = (4, 1). Choosing a right-aligned pyramid
for µ, one obtains the pyramid and Jordan basis of type µ
3 5
1 2 4
e1 7→ e2 7→ e4 7→ 0
e3 7→ e5 7→ 0.
The corresponding Jordan basis of type λ is
(e1) 7→ (e2) 7→ (e4 + e3) 7→ (2e5) 7→ 0
(e4 − e3) 7→ 0.
Condition SR1, that m2 ≃ m1 ⋊ k, follows by showing that m1 is a Lie ideal of m2 and k is a
complementary subalgebra, both of which are shown in remark 3.4.4.
To check condition SR2, it can be seen that χ2
∣∣
m1
= χ1 by construction. To confirm that
χ2 is a character of m2, note that [m2,m2] = [m1 + k,m1] by remark 3.4.4. However, since
χ2
(
[m1,m1]
)
= χ1
(
[m1,m1]
)
= 0, it remains only to check that χ2([k,m1]) = 0. We shall check
this on a basis
{
[Em, Eℓk] : col(k) < col(ℓ), 1 ≤ m ≤ j − i
}
. First, note that
χ2
(
[Em, Eℓk]
)
=
〈
e2, [Em, Eℓk]
〉
=
〈
[e2, Em], Eℓk
〉
.
This vanishes, as eq. (3.4) implies that
[e2, Em] =
[
e1 + E
j
i [0],
∑
i≤k≤j−m
Ekk+m[0]
]
= 0.
This further establishes the stronger claim that k annihilates χ2, and also χ1: hence condi-
tion SR3 also holds. Condition SR4 follows by the same argument as in proposition 3.4.2.
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Conjecture 3.4.6. For nilpotents e1, e2 ∈ g and subalgebras m1,m2 ⊆ g as defined in theorem 3.4.3,
the reduced space g∗/χ2M2 is isomorphic to the Slodowy slice Sχ2 as a Poisson variety.
Remark 3.4.7. This conjecture is a special case of a more general conjecture due to Premet,
based on his work in [Pre1] (cf. [Sad, Question 1]). Specifically, Premet conjectures that for any
ad-nilpotent subalgebra m ⊆ g satisfying the conditions:
1. χ(m,m) = 0, i.e. χ is a character of m;
2. m ∩ zg(e) = {0}; and
3. dimm = (dimG · e)/2;
the W-algebras U(g, e), and therefore the classical reduced spaces g/χM , are all isomorphic.
Concretely, the algebram2 defined in theorem 3.4.3 satisfies conditions 1 and 3 by construc-
tion, and it can be checked that it satisfies condition 2 by modifying the diagrams in fig. 3.2.
Premet’s conjecture would therefore imply that the Hamiltonian reduction by m2 at χ2 is iso-
morphic to the Slodowy slice Sχ2
In fact, Premet has proven this conjecture in the case that the base field is of characteristic p
[Pre1]. Hence conjecture 3.4.6, and the construction presented here in general, is actually a
theorem when working over a field of non-zero characteristic.
Proposition 3.4.8. Conjecture 3.4.6 holds for e1 a subregular nilpotent and e2 a regular nilpotent.
Proof. The subalgebra m2 constructed is simply the maximal nilpotent subalgebra of lower-
triangular matrices n−. This is a Premet subalgebra for e2.
Remark 3.4.9. The constructiondetailed in this section can bemodified slightly to give a stronger
version of proposition 3.4.8. Instead of choosing a right-aligned pyramid of shape µ, one can
choose a pyramidwhich is right-aligned but for a leftward shift of 1 row i and another leftward
shift of 1 at row j+1. This necessitates a choice of Lagrangian l ⊆ g−1; this choice can be made
so that the resulting Premet subalgebra can be extended to a Premet subalgebra for a pyramid
of shape λwhich is right-aligned but for a leftward shift of 1 at row i+1 and another leftward
shift of 2 at row j.
1 5 10
2 7
3 8
4 9
6
µ = (3, 2, 2, 2, 1)
<
1 5 10
2 7 9
3 8
4
6
λ = (3, 3, 2, 1, 1)
For this new pyramid and compatible choice of Lagrangian, theorem 3.4.3 remains true.
Furthermore, proposition 3.4.8 and its proof hold not only for e1 a subregular nilpotent and e2
a regular nilpotent, but more generally for any pair of nilpotent elements e1 and e2 of Jordan
types µ = (µ1, . . . , µk, 1) and λ = (µ1, . . . , µk + 1), respectively.
Example 3.4.10. Let g = sl4,O1 be themiddle nilpotent orbit andO2 be the subregular nilpotent
orbit as in page 35. The Slodowy slice Sχ2 and a presentation for the reduced space g
∗/χ2M2
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thus obtained are:
Sχ2 =


a 1 0 0
b− 3a2 a 1 0
c+ 20a3 b− 3a2 a d
f 0 0 −3a
 : a, b, c, d, f ∈ C
, C
[
Sχ2
]
= C[a, b, c, d, f ]
g∗/χ2M2 ≃


0 1 1 0
x+ u+v4 0 0 1
−3u+v
4 −2y 0 1
z + u+v2 y
u−3v
4 x+
u+v
4 0
 : u, v, x, y, z ∈ C
, C
[
g∗/χ2M2
]
= C[u, v, x, y, z].
The non-zero Poisson brackets are given by the formulae:
{a, d} = −124 d {c, d} =
1
6bd {u, y} =
1
8(u+ x+ y
2) {u, z} = 14x(u+ x+ y
2)
{a, f} = 124f {c, f} =
−1
6 bf {v, y} =
−1
8 (v + x+ y
2) {v, z} = −14 x(v + x+ y
2)
{d, f} = −272 a
3 + ab− 18c {u, v} =
−1
4
(
z + xy + 2(u+ v)y
)
.
Consider the ring homomorphism ϕ : C
[
Sχ2
]
→ C
[
g∗/χ2M2
]
defined on generators by
ϕ(a) = −13 y ϕ(b) = x ϕ(c) = 2z −
8
3xy ϕ(d) = v + x+ y
2 ϕ(f) = −u− x− y2.
It can be checked that this map is a ring isomorphism and also preserves the Poisson bracket; it
hence induces an isomorphism of the Poisson varietiesSχ2 ≃ g
∗/χ2M2. Furthermore, this map
preserves the characteristic polynomial, and is the unique map satisfying all these properties,
up to the automorphism α of C
[
Sχ2
]
(α(d) = −d, α(f) = −f , and all other generators fixed).
3.5 Quantum Hamiltonian reduction by stages for W-algebras
The construction of section 3.4.2 gives a method for constructing semidirect product de-
compositonsM2 ≃M1⋊K suitable for constructing Slodowy slices as Hamiltonian reductions
of Slodowy slices corresponding to more singular nilpotents. However, it has been presented
in such a way that its generalisation to the quantum case and W-algebras is straightforward.
In particular, we shall construct a notion of quantum Hamiltonian reduction by stages which gen-
eralises the classical Hamiltonian reduction by stages, and present a construction expressing
W-algebras as quantum Hamiltonian reductions of W-algebras corresponding to more singu-
lar nilpotent elements. What follows is a quantum version of theorem 3.3.1, the Hamiltonian
reduction by stages theorem.
Theorem 3.5.1. Let g be a Lie algebra with universal enveloping algebra U(g), and let m1, m2 and k
be ad-nilpotent subalgebras of g. Furthermore, let m2 = m1 ⋊ k, and let χ2 be a character of m2 which
decomposes as χ2 = (χ1, κ). Denoting by m1,χ1 , m2,χ2 and kκ the corresponding shifted Lie algebras,
define the quantum Hamiltonian reductions by
U1 := U(g)/χ1m1 =
(
U(g)
/
U(g)m1,χ1
)m1 and U2 := U(g)/χ2m2 = (U(g)/U(g)m2,χ2)m2 ,
where the invariants are equivalently either taken with respect to the adjoint action or left multiplication
by the shifted Lie algebras. Then U2 can be expressed as a quantum Hamiltonian reduction of U1:
U2 ≃
(
U1
/
U1kκ
)k
.
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With this theorem, it is now possible to approach the problem of expressing W-algebras
as intermediate quantum Hamiltonian reductions. Specifically, since the construction of sec-
tion 3.4.2 is phrased in terms of Lie algebras and characters, one can apply this theorem di-
rectly to the construction to obtain a quantumHamiltonian reduction of theW-algebraU(g, e1).
Choosingm1 to be a Premet subalgebra for e1, the algebra U1 is just theW-algebra U(g, e1), and
the construction gives a nilpotent e2 with a subalgebra m2 satisfying
U(g, e1)/κk ≃ U(g)/χ2m2.
Conjecture 3.5.2. The reduced space U(g)/χ2m2 is isomorphic to the W-algebra U(g, e2).
This conjecture is a quantum version of conjecture 3.4.6, and its veracity is closely related.
Specifically, since the W-algebras U(g, ei) are filtered algebras whose associated graded alge-
bras are C
[
Sχi
]
, to prove that U(g, e2) ≃ U(g)/χ2m2 would require lifting an isomorphism
ϕ : g/χ2M2 → Sχ2 to a homomorphism ϕ˜ : U(g, e2)→ U(g)/χ2m2, which would then automat-
ically be an isomorphism by the general properties of filtered algebras.
Chapter 4
Category O for W-algebras
The BGG categoryO, hereafter referred to just as category O, is a certain full subcategory of
the category of all g-modules which satisfies three conditions. Given a triangular decomposi-
tion g = n− ⊕ h⊕ n+, category O consists of all modules in g–modwhich:
1. are finitely-generated,
2. are acted upon semi-simply by h,
3. are acted upon locally nilpotently by n+.
This category was originally defined by Bernstein, Gel’fand and Gel’fand in [BGG], and has
since proven extremely useful to mathematicians, in particular for its relation to a number of
categorification constructions (cf. [BFK, KMS1]).
A similar subcategory exists in the category of all modules over a W-algebra U(g, e). As
U(g, e) is a subquotient of U(g), it can be equipped with a similar triangular decomposition,
and analogues of conditions 1 to 3 can be formulated. In [Los1], Losev investigates the structure
of this analogue of categoryO for W-algebras, and constructs an equivalence between it and a
certain subcategory of g–mod.
The objective of this chapter is to prove a similar equivalence in type A, relating the cate-
goriesO forW-algebras to the categoriesO forW-algebras formore singular nilpotent elements,
using the quantum Hamiltonian reduction by stages construction developed in section 3.5. In
particular, this chapter shall assume that conjecture 3.5.2 holds.
4.1 The Skryabin equivalence
To work with categoryO for a W-algebra, it is first necessary to consider the category of all
modules over a W-algebra: U(g, e)–mod. Although W-algebras are difficult to work with on
their own, the situation can be significantly simplified by constructing an equivalence between
U(g, e)–mod and a certain subcategory of g–mod corresponding towhat are known asWhittaker
modules.
Recall that the W-algebra U(g, e) can be defined as the invariants under the adjoint action
of m in the generalised Gel’fand–Graev module Qχ := U(g)
/
U(g)mχ.
U(g, e) =
(
Qχ
)m
.
The definition of Qχ allows one to note that it both has the usual left action of U(g) by mul-
tiplication, but it further has a well-defined right action of U(g, e). Hence, Qχ can be seen to
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be a (U(g), U(g, e))-bimodule, and therefore induces an adjoint pair of functors between the
associated module categories:
Qχ ⊗U(g,e) – : U(g, e)–mod→ U(g)–mod
HomU(g)
(
Qχ, –
)
: U(g)–mod→ U(g, e)–mod
Definition 4.1.1. The functor Qχ ⊗U(g,e) – is called the Skryabin functor.
The essential image of the Skryabin functor can be described in intrinsic terms: it is the full
subcategory of U(g)–mod consisting of allWhittaker modules for the pair (m, χ).
Definition 4.1.2. A module M ∈ U(g)–mod is called a Whittaker module for (m, χ) if the Lie
algebra m acts by the generalised character χ, or equivalently if the shifted Lie algebra mχ acts
locally nilpotently onM . The category of Whittaker modules is denotedWhitm,χ(g).
Whitm,χ(g) :=
{
M ∈ U(g)–mod : ∀ m ∈M,y ∈ m, ∃ n > 0 such that (y − χ(y))nm = 0
}
A Whittaker vector in a Whittaker moduleM is a vector m ∈ M on which m acts strictly by the
character χ. The space of Whittaker vectors ofM is denotedWh(M).
Wh(M) := {m ∈M : ∀ y ∈ m, (y − χ(y))m = 0}
Lemma 4.1.3. For anyM ∈ U(g, e)–mod, Qχ ⊗U(g,e) M is a Whittaker module for (m, χ). Further-
more, for a Whittaker module M ∈ Whitm,χ(g), the space of Whittaker vectors Wh(M) is naturally a
U(g, e)-module.
Proof. To prove the first claim, it suffices to check that y−χ(y) acts locally nilpotently onQχ for
all y ∈ m. Sincem is strictly negatively gradedwith respect to the good grading Γ, it acts locally
nilpotently on the Lie algebra g. The induced adjoint action on U(g) is also locally nilpotent,
which can be seen by induction on the length in the PBW filtration. Hence for a sufficiently
large n > 0, one can commute (y − χ(y))nu = u(y − χ(y))n ∈ U(g)mχ, and so mχ acts locally
nilpotently on Qχ.
To prove the second claim, it suffices to note that form ∈Wh(M),
(y + U(g)mχ) ·m = y ·m+ U(g)mχ ·m = y ·m
and so lifting y + U(g)mχ ∈ U(g, e) to y ∈ U(g) results in a well-defined action of U(g, e)
onM .
Theorem 4.1.4 (The Skryabin equivalence). [Pre1, Appendix 1, due to Skryabin]
The Skryabin functor is an equivalence of categories
Qχ ⊗U(g,e) – : U(g, e)–mod→ Whitm,χ(g)
with quasi-inverse functor
Wh: Whitm,χ(g)→ U(g, e)–mod .
Proof. [GG, Theorem 6.1] We begin by showing that Wh
(
Qχ ⊗U(g,e) M
)
≃ M for all modules
M ∈ U(g, e)–mod, and to this end note thatWh
(
Qχ⊗U(g,e)M
)
≃ H0
(
m, (Qχ⊗U(g,e)M)
)
, where
Qχ ⊗U(g,e) M is regarded as a m-module with action twisted by χ. The proof then proceeds in
a similar manner as the proof of theorem 2.2.17: by demonstrating an isomorphism on the
associated graded modules.
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Claim. Assume that V is generated by a finite-dimensional subspace V0, and that V is therefore
a filtered U(g, e)-module with filtration FnV := (FnU(g, e)) · V0. Then
grH0
(
m, Qχ ⊗U(g,e) V
)
≃ H0
(
m, gr
(
Qχ ⊗U(g,e) V
))
≃ gr V,
and all higher cohomology vanishes, i.e.H i
(
m, Qχ ⊗U(g,e) V
)
= 0 for all i > 0.
The second isomorphism follows from theorem 2.2.13 and lemma 2.2.18:
gr
(
Qχ ⊗U(g,e) V
)
≃ grQχ ⊗grU(g,e) grV ≃
(
C[M ′]⊗ grU(g, e)
)
⊗grU(g,e) grV ≃ C[M
′]⊗ grV.
The first isomorphism follows directly by noting that Qχ ⊗U(g,e) V is positively-graded and m
is strictly-negatively graded, and then following through the proof of theorem 2.2.19 mutatis
mutandis.
To prove the theorem, it show to prove that for any V ∈Whitm,χ, the canonical map
γ : Qχ ⊗U(g,e) Wh(V )→ V,
(
u+ U(g)mχ
)
⊗m 7→ u ·m
is an isomorphism. Consider an exact sequence of U(g)-modules
0 −→ V ′ −→ Qχ ⊗U(g,e) Wh(V )
γ
−→ V −→ V ′′ −→ 0. (4.1)
To see γ is injective, note that Wh(V ′) = V ′ ∩Wh
(
Qχ ⊗U(g,e) Wh(V )
)
= V ′ ∩Wh(V ) = 0,
where the first equality follows from the fact that V ′ is a submodule, the second equality follows
from the first part of this theorem, and the third follows from the definition of γ. But Wh(V )
cannot be zero without V also being zero, hence γ is injective.
To prove γ is surjective, we aim to show that V ′′ = 0. The short exact sequence (in view of
the fact that V ′ = 0) eq. (4.1) gives rise to a long exact sequence on cohomology
0 −→ H0
(
m, Qχ ⊗U(g,e) Wh(V )
) γ∗
−→ H0(m, V ) −→ H0(m, V ′′) −→ H1
(
m, Qχ ⊗U(g,e) V
)
= 0,
where the last equality follows from the above claim. Re-writing this sequence as an exact
sequence of Whittaker vectors yields
0 −→Wh
(
Qχ ⊗U(g,e) Wh(V )
) γ∗
−→Wh(V ) −→Wh(V ′′) −→ 0.
But the first two terms are equal, and hence γ∗ is an isomorphism and V ′′ = 0, completing the
proof that γ is surjective and therefore an isomorphism.
4.2 The definition of category O for W-algebras
We now seek to define an analogue of category O for the W-algebras U(g, e). To do this,
we need to make a choice of parabolic subalgebra p satisfying certain conditions. Let p be a
parabolic subalgebra of g satisfying the two conditions:
1. e is a distinguished nilpotent in the Levi subalgebra l of p, i.e. the centraliser zl(e) contains
no semisimple elements not lying in z(l);
2. p contains a fixed maximal torus t of the centraliser zg(e).
The choice of parabolic p allows one to define a pre-order on the weights of t as follows:
λ ≥ µ if and only if λ− µ is a linear combination of the weights of t acting on p.
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Example 4.2.1. When e = 0, then p can be taken to be a Borel subalgebra b with Levi a fixed
Cartan subalgebra h. As the centraliser zg(e) = g, the maximal torus t can be taken to be h. The
pre-order is the classical partial order on weights: λ ≥ µ if and only if λ− µ is a positive linear
combination of simple roots.
Example 4.2.2. When e is a regular nilpotent in g, then p can be taken to be g itself with Levi
subalgebra g. The maximal torus is then just t = {0}. The only weight t is the zero weight, and
the pre-order is trivial.
Example 4.2.3. Let g = sl3 and e =
(
0 1 0
0 0 0
0 0 0
)
. The parabolic subalgebra p, Levi subalgebra l and
maximal torus t can be taken to be
p =
(
∗ ∗ ∗
∗ ∗ ∗
0 0 ∗
)
l =
(
∗ ∗ 0
∗ ∗ 0
0 0 ∗
)
t =
{(
a 0 0
0 a 0
0 0 −2a
)
: a ∈ C
}
As t is a one-dimensional, its weights are just complex numbers. Further, the set of weights of t
acting on p is the set {0, 3}.
There is furthermore an embedding U(t) →֒ U(g, e), and hence any U(g, e)-module can
be decomposed into its generalised weight spaces with respect to t. This can be seen either
by choosing a t-invariant Premet subalgebra m, and hence the image of U(t) in U(g)
/
U(g)mχ
can be seen to be adm-invariant, or one can prove it for any choice of Premet subalgebra by a
more careful argument, as in [BGK, Theorem 3.3]. This allows one to formulate a version of
category O for W-algebras.
Definition 4.2.4. Given a nilpotent element e ∈ gwith a compatible choice of parabolic subalge-
bra p and maximal torus t in z(e) as above, we define a number of versions of category O for the
W-algebra U(g, e). Each is a full subcategory of the finitely-generated modules in U(g, e)–mod
satisfying certain conditions. The weakest version is denoted O˜(e, p), and consists of those
modulesM satisfying
1. the weights ofM are contained in a finite union of of sets of the form {µ : µ ≤ λ}.
Another subcategory, denotedO(e, p), is defined as consisting ofmoduleswhich further satisfy
the condition
2. t acts onM with finite-dimensional generalised weight spaces.
For each of these versions of categoryO, we define a further subcategory consisting of those
modules on which t acts semi-simply, and denote them O˜t(e, p) andOt(e, p), respectively. Note
that Ot(e, p) = O˜t(e, p) ∩ O(e, p).
Remark 4.2.5. This forms an analogue of the classical BGG categoryO defined at the beginning
of this chapter. Condition 2 here corresponds to condition 2 in that definition, and condition 1
here corresponds to both conditions 1 and 3.
Example 4.2.6. If e = 0 and b is a chosen Borel subalgebra, then Ot(0, b) is just the classical
category O for the chosen Borel.
Example 4.2.7. If ereg ∈ g is a regular nilpotent, then p = g and O
t(ereg, g) is just the category
of all finite-dimensional modules over U(g, ereg) ≃ Z(g):
Ot(ereg, g) ≃ Z(g)–fmod .
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4.3 Generalised Whittaker modules and a category equivalence
The Skryabin equivalence gives an equivalence between the category of all modules for
a W-algebra and the category of Whittaker modules for the Premet subalgebra m and charac-
terχ. In [Los1, Theorem4.1], Losev introduces the concept of a generalisedWhittaker module, and
proves an equivalence between the categories O for W-algebras and appropriate categories of
generalised Whittaker modules.
Let e ∈ g be a nilpotent with good grading g =
⊕
i∈Z gi. Given a choice of parabolic pwith
e regular in the Levi l, one can construct an analogue of the Premet subalgebra m ⊆ g. Let
l =
⊕
i∈Z li be the induced grading on l coming from g, and choose a Premet subalgebra m ⊆ l
in the usual way. Note that this allows one to define theW-algebraU(l, e) :=
(
U(l)
/
U(l)mχ
)adm
.
One can then consider the nilradical u of p, where p = l ⊕ u, and define the new subalgebra
m˜ := m⊕ u, along with its shift m˜χ.
Definition 4.3.1. A U(g)-module M is a generalised Whittaker module for the pair (e, p) if m˜ acts
on M by generalised character χ, or equivalently if m˜χ acts on M by locally nilpotent endo-
morphisms. The full subcategory of all generalised Whittaker modules in U(g)–mod is de-
noted W˜hite,p, while the full subcategory of W˜hite,p consisting of those modules on which t acts
semi-simply is denoted W˜hitte,p.
The functor (–)m˜χ , taking m˜χ-invariants of the module M , gives a natural functor from
W˜hite,p to U(l, e)–mod. This can be seen as U(l) acts naturally on M
u for any M ∈ W˜hite,p,
andM m˜χ = (Mu)mχ , so there is a well-defined action of U(l)
/
U(l)mχ. A moduleM ∈ W˜hite,p
is said to be of finite type ifM m˜χ is finite-dimensional when viewed as a U(l, e)-module.
Proposition 4.3.2. [Los1, Proposition 4.2] If e ∈ g is a regular nilpotent in l, then a generalised
Whittaker moduleM ∈ W˜hite,p is of finite type if and only if the action of Z(g) ⊆ U(g) onM is locally
finite. In particular, this holds for any nilpotent in type A.
Definition 4.3.3. The category of all finite-type modules in W˜hite,p is denotedWhite,p, and the
subcategory of finite-type modules on which t acts semi-simply is denotedWhitte,p.
Theorem 4.3.4. [Los1, Theorem 4.1] There is an equivalence of categories
K : W˜hite,p → O˜(e, p).
This furthermore induces equivalences of subcategories
K : W˜hitte,p → O˜
t(e, p)
K : White,p → O(e, p)
K : Whitte,p → O
t(e, p).
The proof of theorem 4.3.4 uses Losev’s techniques of completions of deformation quanti-
sations of Poisson algebras, developed in, e.g. [Los2]. The second main result of this thesis is a
generalisation of the above theorem, so we shall develop Losev’s machinery here, with an eye
to applying it in the proof of this theorem and its generalisation.
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4.3.1 Deformation quantisations of Poisson algebras
Losev’s results are geometric in nature, and rely on the interpretation of W-algebras as
deformation quantisations of certain commutative Poisson algebras.
Definition 4.3.5. Given a Poisson algebraAwith Poisson bracket {·, ·}, a deformation quantisation
of A is an associative unital product ⋆ : A ⊗ A → AJ~K (often called a star product). Writing
f ⋆ g =
∑
k≥0Dk(f, g)~
2k , and extending CJ~K-bilinearly to a product on AJ~K, a deformation
quantisation ⋆ is one which satisfies the following conditions for f, g ∈ A (viewed as elements
of AJ~K by the natural inclusion):
1. ⋆ is an associative binary product on AJ~K, continuous in the ~-adic topology;
2. f ⋆ g = fg + O(~2) (i.e. D0(f, g) = fg), which implies that ⋆ degenerates to the usual
multiplication in A when ~ = 0;
3. [f, g] := f ⋆ g − g ⋆ f = ~2{f, g} +O(~4) (i.e. D1(f, g) −D1(g, f) = {f, g}), which means
the ~2-term of ⋆ encodes the Poisson bracket of A.
We shall also require the stronger condition that ⋆ is a differential deformation quantisation,
namely that:
4. For each k,Dk(·, ·) is a bidifferential operator of order at most k in each variable.
Remark 4.3.6. Usually, the star product is expanded as f ⋆ g :=
∑
k≥0Dk(f, g)~
k , and the
powers of ~ in conditions 2 and 3 are halved (i.e. ~ in place of ~2, and ~2 in place of ~4). The
conventions here are used for better compatibility with the Kazhdan filtration.
Remark 4.3.7. The star product on the algebra AJ~K can be used to introduce a new product
on the Poisson algebra A, induced by the projection AJ~K → A, ~ 7→ 1. Concretely, define the
new associative product ◦ : A ⊗ A → A by f ◦ g :=
∑
k≥0Dk(f, g). Denote the algebra A with
this new algebra structure by A.
Proposition 4.3.8. [Los2, Corollary 3.3.3] The Rees algebra of the W-algebra U(g, e), viewed as a
filtered algebra with the Kazhdan filtration, is the unique deformation quantisation of the ring of functions
on the Slodowy slice Sχ, up to isomorphism.
4.3.2 Completions of quantum algebras and Losev’s machinery
To prove theorem 4.3.4, we need to introduce a technical theorem of Losev [Los1, Proposi-
tion 5.1], and to that end introduce some needed notation. In addition, the machinery of this
proposition shall be needed to prove the second main result of this thesis.
Assume that all of the following hold:
• v =
⊕
i∈Z vi is a graded finite-dimensional vector space on which a torus T acting by
preserving the grading.
• A := Sym(v), with an induced grading A =
⊕
i∈ZAi and induced action by T .
• A is an algebra with the same underlying vector space as A, where the algebra structure
comes from a T -invariant homogeneous star product.
• ω1 is a symplectic form on v1 (where ω1(u, v) is the constant term of the commutator in
A), and y is a lagrangian subspace of v1.
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• m := y⊕
⊕
i≤0 vi.
• v1, v2, . . . , vn is a homogeneous basis of v such that v1, v2, . . . , vm form a basis of m. Fur-
ther, let di be the degree of vi and assume that d1, d2, . . . , dm are increasing and that all vi
are T -semi-invariant.
• A♥ is the subalgebra ofCJv∗K consisting of elements of the form
∑
i≤n fi for somen, where
fi is a homogeneous power series of degree i.
• A♥ is the algebra A♥ with multiplication coming from A. Any element of A♥ can be
written as an infinite linear combination of monomials vi1vi2 · · · viℓ where i1 ≥ · · · ≥ iℓ,
and where
∑ℓ
j=1 dij ≤ c for some c. This gives us a filtration FcA
♥.
• θ is a co-character of T , and v≥0 and v>0 are the sums of positive and strictly-positive
(respectively) ad θ-eigenspaces of v. We require that v>0 ⊆ m ⊆ v≥0. Note that beyond this
condition, these spaces are unrelated to the Z-grading on the vector space v.
• A≥0,A>0,A
♥
≥0,A
♥
>0 are all defined analogously.
• A∧ := limA/Amk, which has an injective algebra homomorphismA♥ → A∧.
Proposition 4.3.9. [Los1, Proposition 5.1] Let v and A be as above, and A and A′ be two different
algebras coming from A as above with two different star products. Suppose there is a subspace y ⊆ v(1)
which is Lagrangian for both symplectic forms, and every element of A can be written as a finite sum
of monomials in both A and A′. Then any homogeneous T -equivariant isomorphism Φ: A♥ → A′♥
satisfying Φ(vi)− vi ∈ Fdi−2A+(FdiA∩ v
2A) extends uniquely to a topological algebra isomorphism
Φ: A∧ → A′∧ with Φ(A∧m) = A′∧m.
Corollary 4.3.10. [Los1, Corollary 5.2] The equivalence Φ: A∧ → A′∧ of the above proposition
induces equivalences Φ∗ : Whitm(A) → Whitm(A
′) and Φ∗ : Whit
t
m(A) → Whit
t
m(A
′), where again
Whitm(A) is the category of all A-modules on which m acts by locally nilpotent endomorphisms, and
Whit
t
m(A) is the subcategory on which t acts semi-simply. Furthermore, this functor commutes with
taking m-invariants, i.e. Φ∗(M
m) = Φ∗(M)
m for allM ∈Whitm(A).
Losev uses these technical results to construct an isomorphism between the completed
universal enveloping algebra U(g)∧χ and U(g, e)
∧
χ⊗ˆAV
∧
0 , the completed tensor product of the
W-algebra and the completed Weyl algebra AV ∧0, where V is the symplectic leaf through e.
He does this by making the following choices for the above objects. Recall that we start with
a semisimple Lie algebra g with distinguished nilpotent element e ∈ g forming part of an
sl2-triple {e, h, f}.
1. v := gχ = {ξ − χ(ξ) : ξ ∈ g}.
2. T is a connectedmaximal torus in the centraliserZg
(
{e, h, f}
)
with h ∈ t; θ is an arbitrary
(generic) co-character θ ∈ Hom(C×, T ). This determines a parabolic p as the span of the
positive eigenspaces of ad θ.
3. Choosingm > 2+2d, where d is themaximum eigenvalue of adh in g, define the grading
on v by vi = {ξ ∈ g : (h −mθ)ξ = (i − 2)ξ}. This is just the Kazhdan grading with a
shift by m so that everything in the nilradical of p has negative grading. The algebra m
corresponds to a choice of m˜χ.
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4. A := U(g) and A′ := U(g, e) ⊗AV , where V = [g, f ] is the symplectic leaf in g through e,
andAV is its Weyl algebra.
The map Φ: U(g)♥ →
(
U(g, e) ⊗ AV
)♥
exists by [Los1, Lemma 5.3], and comes from an
application of the Luna slice theorem, and the identification of these spaces as the quotients of
the C×-finite parts of the quantum algebras
C[g∗]∧χJ~K and C[Sχ]
∧
χJ~K⊗̂CJ~KC[V
∗]∧0 J~K
by the ideal generated by ~− 1.
Proof of theorem 4.3.4. To prove the theorem, we examine the category equivalences of corol-
lary 4.3.10. Note that Whitm(A) = W˜hite,p for p the parabolic subalgebra determined by θ, and
similarly the subcategories of t-semisimple modules are equal,Whittm(A) = W˜hit
t
e,p.
It remains to construct an equivalence betweenWhitm(A
′) and O˜(e, p); let this be given by
the invariant functor with respect tom∩V , which can be seen to be a Lagrangian subspace of V
by applying property GG5 of good gradings in the Levi subalgebra.
K ′ : Whitm(A
′)→ O˜(e, p)
M 7→Mm∩V
The desired functor K : W˜hite,p → O˜(e, p) is the composition of functors K
′ ◦ Φ∗. It preserves
the necessary subcategories by corollary 4.3.10.
4.4 Equivalences between categories O
We shall use a similar argument to that of Losev to prove an equivalence between the cat-
egory O˜(e2, p
′) and an appropriate subcategory of Whittaker vectors in O˜(e1, p) for a pair of
nilpotent elements e1 ≤ e2 in a Lie algebra of type A where the partial ordering considered
is the refinement ordering. We expand upon the reductions produced in chapter 3 to produce
these.
Definition 4.4.1. Let λ = (λ1, . . . , λk) and µ = (µ1, . . . , µℓ) be two partitions of n satisfying
λ1 ≥ · · · ≥ λk > 0 and µ1 ≥ · · · ≥ µℓ > 0. The refinement ordering is the partial ordering on
the set of partitions where λ ≥ µ if and only if µ is a refinement of λ, i.e. there exists a partition
ν1, ν2, . . . , νk of the set {1, . . . , ℓ} such that λi =
∑
j∈νi
µj for every i.
We also call the partial ordering on nilpotent orbits in sln induced by this ordering the re-
finement ordering. Concretely, let O1 and O2 be two nilpotent orbits in sln corresponding to
partitions λ and µ, respectively. We say that O1 ≥ O2 in the refinement ordering if λ ≥ µ in the
refinement ordering.
Remark 4.4.2. Note that the dominance ordering is a refinement of the refinement ordering; this
means that λ ≥ µ in the dominance ordering whenever this holds in the refinement ordering.
In general, it can be the case that λ ≥ µ in the dominance ordering, but λ  µ in the refinement
ordering. For example, (3, 1) > (2, 2) in the dominance ordering, but not in the refinement
ordering.
Choose a pair of sl2-triples {e1, h1, f1} and {e2, h2, f2} for each of the nilpotents elements
e1 and e2. As in section 4.3.2, we seek to make a set of choices which satisfy the hypotheses of
proposition 4.3.9.
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1. Define v := {ξ − χ2(ξ) : ξ ∈ z(e1)}.
2. Note that since e1 < e2 in the refinement ordering, the pair of Levi subalgebras l1 and l2,
chosen such that e1 and e2 are regular their respective Levi subalgebras, can further be
chosen so that l1 is a subalgebra of l2. As a result, a maximal connected torus T in the
centraliser Zg
(
{e2, h2, f2}
)
can be chosen which preserves v. Choose an arbitrary generic
co-character θ2 ∈ Hom(C×, T ).
3. Choosing m > 2 + 2d, where d is the maximum eigenvalue of adh2 on g, we define the
grading on v to be give by vi = {ξ ∈ v : (ad h2 −mθ)ξ = (i− 2)ξ}.
4. Define A := U(g, e1) and A
′ = U(g, e2)⊗AV , where V = [g, f2] ∩ z(e1) is the symplectic
leaf in Se1 passing through e2.
Lemma 4.4.3. These choices satisfy the hypotheses of proposition 4.3.9.
Proof. It is clear from the construction that v is a finite-dimensional graded vector space, and
that the torus T preserves the grading. SinceA = U(g, e1) is a deformation quantisation of the
Slodowy slice Sχ1 , it follows that it comes from a T -invariant homogeneous star product on
C
[
Sχ1
]
= Sym(z(e)). ω1 is again a symplectic form on v1, andm is defined similarly. It remains
no demonstrate thatA andA′ are both algebras coming fromA = Sym(z(e))with different star
products.
Consider the subalgebras m1 and m2 constructed in chapter 3. As the moment map pre-
image µ−1i (χi) = χi +m
∗,⊥
i , this gives the commutative diagram.
g∗ g∗
χ2 +m
∗,⊥
2 χ1 +m
∗,⊥
1
Sχ2 Sχ1
ι
ϕ
(4.2)
Here, the vertical maps χi+m
∗,⊥
i →֒ g
∗ and χi+m
∗,⊥
i ։ Sχi are the natural maps coming from
the expression of Sχi as a Hamiltonian reduction of g
∗, and the maps Sχi →֒ χi+m
∗,⊥
i are the
maps which come from the natural expressionSχi = κ
(
ei+z(fi)
)
⊆ g∗. Themap ι comes from
the embedding of m1 as a subspace of m2 by the decomposition m2 = m1 ⋊ k, and the map ϕ is
defined as the composition of the necessary morphisms. Note that the embedding ϕ : Sχ2 →֒
Sχ1 is a transverse slice to the symplectic symplectic leaf V = [g, e2] ∩ z(e1) ⊆ Sχ1 .
Lemma 4.4.4. With these choices, there is a map Φ: U(g, e1)
♥ →
(
U(g, e2)⊗AV
)♥
.
Proof. [Los2, Theorem 3.3.1] Consider Losev’s equivariant Slodowy slices: Xi := G×Sχi , where
G = SLn. The embedding Sχ2 →֒ Sχ1 extends to an embeddingX2 →֒ X1. Note that both Xi
have an action of G˜ := G×C××G0, whereG0 is the subgroup ofZG(e2, h2, f2)which preserves
the grading, defined as follows:
g · (g1, α) = (gg1, α) t · (g1, α) = (g1γ(t)
−1, t · α) g0 · (g1, α) = (g1g
−1
0 , g0α)
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BothXi are stable under the action of G˜. Let x = (1, χ2) and note that since G˜ ·x = G ·x, which
implies that G˜ · x is closed. The stabiliser of x is {(g0γ(t), t, g0) : t ∈ C×, g0 ∈ G0}, which can
be identified with G0 × C×.
The symplectic subspace TxX2 ⊆ TxX1 has an orthogonal complement identified with V ,
resulting in a (G0 × C×)-equivariant symplectomorphism ψ : TxX1 → TxX2 ⊕ V ∗. The Fe-
dosov star products on C[X1]J~K and C[X2 × V ∗]J~K are both differential, so they extend to the
completions C[X1]
∧
GxJ~K and C[X2 × V
∗]∧GxJ~K.
Now, proceeding as in [Los2, Theorem 3.3.1], the map ψ and the Luna slice theorem can
be used to produce a G˜-equivariant isomorphism Φ~ : C[X1]
∧
GxJ~K → C[X2× V
∗]∧GxJ~K. Taking
G-invariants induces a map Φ~ : C[Sχ1 ]
∧
GxJ~K → C[Sχ2 × V
∗]∧GxJ~K, and restricting to the C
×-
finite parts produces the desired map Φ: U(g, e1)
♥ →
(
U(g, e2)⊗AV
)♥
.
Combining lemmas 4.4.3 and 4.4.4 with proposition 4.3.9 and corollary 4.3.10 completes the
proof of the following theorem, forming an analogue of Losev’s results for our case.
Theorem 4.4.5. There is an equivalence of categories
K : Whittm(U(g, e1))→ O
t(e2, p2),
where Whittm(U(g, e1)) is a full subcategory of O
t(e1, p1).
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