Resultants and the Borcherds Phi-function by Kawaguchi, Shu et al.
ar
X
iv
:1
30
8.
64
54
v1
  [
ma
th.
AG
]  
29
 A
ug
 20
13
RESULTANTS AND THE BORCHERDS Φ-FUNCTION
SHU KAWAGUCHI, SHIGERU MUKAI, AND KEN-ICHI YOSHIKAWA
Abstract. The Borcherds Φ-function is the automorphic form on the moduli
space of Enriques surfaces characterizing the discriminant locus. In this paper,
we give an algebro-geometric construction of the Borcherds Φ-function.
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1. Introduction
In [2], Borcherds discovered a beautiful automorphic form on the moduli space
of Enriques surfaces, which is closely analogous to the Dedekind η-function. In this
paper, this automorphic form is called the Borcherds Φ-function. Up to a constant,
the Borcherds Φ-function is characterized as the automorphic form of weight 4 on
the period domain for Enriques surfaces with respect to the automorphism group
of the Enriques lattice, whose zero divisor is exactly the discriminant locus.
Besides the original constructions [2], [3], several distinct understandings of the
Borcherds Φ-function are known [22], [13], [26]. However, even though its direct
connection with the moduli space of Enriques surfaces, no explicit algebro-geometric
construction of the Borcherds Φ-function has been known until now. The purpose of
the present paper is to give such a construction modeled after the following classical
result for the Dedekind η-function: For an elliptic curve y2 = 4x3−g2x−g3 equipped
with a symplectic basis {α, β} of its first integral homology group, the value of the
Dedekind η-function evaluated at its period τα,β = (
∫
β
dx/y)/(
∫
α
dx/y), ℑτα,β > 0
is given by the formula
(1.1) η (τα,β)
24
=
(
g32 − 27g23
)( 1
2π
∫
α
dx
y
)12
.
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Since the period of an Enriques surface, i.e., the period of its universal covering
K3 surface, does depend on the choice of a marking, the value of the Borcherds
Φ-function makes sense only for marked Enriques surfaces. However, the Petersson
norm of the Borcherds Φ-function is independent of the choice of a marking and
hence is well defined even for non-marked Enriques surfaces. For an Enriques
surface Y , the Petersson norm of the Borcherds Φ-function evaluated at its period
point is denoted by ‖Φ(Y )‖. If Y has rational double points (RDP’s for short), then
‖Φ(Y )‖ is defined as the value ‖Φ(Y˜ )‖, where Y˜ → Y is the minimal resolution.
Firstly, we give an algebro-geometric expression of ‖Φ(Y )‖. For this, we need
explicit equations defining Enriques surfaces. Let f1, g1, h1 ∈ C[x1, x2, x3] and
f2, g2, h2 ∈ C[x4, x5, x6] be quadratic forms and define f, g, h ∈ C[x1, . . . , x6] as
f = f1 + f2, g = g1 + g2, h = h1 + h2.
We set
X(f,g,h) = {[x] ∈ P5; f(x) = g(x) = h(x) = 0},
which is preserved by the involution on P5
ι(x1, x2, x3, x4, x5, x6) = (x1, x2, x3,−x4,−x5,−x6).
If (f, g, h) is not special, then X(f,g,h) is a K3 surface on which acts ι freely. Hence
Y(f,g,h) = X(f,g,h)/ι
is an Enriques surface. In fact, every Enriques surface is expressed as the minimal
resolution of some Y(f,g,h) by Verra [24] and Cossec [5].
We define a canonical differential ω on X(f,g,h) as the residue of (f, g, h) (cf.
[8]). Namely, let F,G,H ∈ C[x1, . . . , x5] be the inhomogeneous equations of f, g, h
obtained by setting x6 = 1, respectively. The meromorphic canonical form on C
5
dx1 ∧ · · · ∧ dx5
F (x)G(x)H(x)
extends to a meromorphic canonical form on P5 with logarithmic poles along the
divisor div(fgh) ⊂ P5. We set
ω = Υ|X(f,g,h) ,
where Υ is a locally defined holomorphic 2-form on P5 such that
dF
F
∧ dG
G
∧ dH
H
∧Υ = dx1 ∧ · · · ∧ dx5
FGH
.
Then ω = Υ|X(f,g,h) is independent of the choice of Υ as above.
Our first theorem is stated as follows (cf. Theorem 3.1).
Theorem 1.1. If Y(f,g,h) is an Enriques surface with possibly RDP’s, then
(1.2)
∥∥Φ (Y(f,g,h))∥∥2 = |R(f1, g1, h1)R(f2, g2, h2)|
(
2
π4
∫
X(f,g,h)
ω ∧ ω
)4
,
where R(fi, gi, hi) is the resultant of fi, gi, hi.
We remark that a weaker version of (1.2) was obtained by Maillot-Ro¨ssler [16].
As a consequence of Theorem 1.1, we get an extension of (1.1) to the Borcherds
Φ-function (cf. Theorem 4.1). Write 〈·, ·〉 for the cup-product on H2(X(f,g,h),Z).
3Theorem 1.2. Assume that Y(f,g,h) is smooth. Let v ∈ H2(X(f,g,h),Z) be an anti-
ι-invariant primitive isotropic vector of level ℓ ∈ {1, 2} and let v∨ ∈ H2(X(f,g,h),Z)
be its Poincare´ dual. Let v′ ∈ H2(X(f,g,h),Z) be another anti-ι-invariant primitive
isotropic vector of level ℓ with 〈v,v′〉 = ℓ. Then, by choosing a suitable marking
αv,v′ of X(f,g,h), the vector
zv,v′ =
ω − 〈ω,v′/ℓ〉v− 〈ω,v〉(v′/ℓ)
〈ω,v〉 ∈ (Zv + Zv
′)⊥ ⊗C
is the period of Y(f,g,h) via αv,v′ (cf. Sect. 4) and the following equality holds
(1.3) Φℓ (αv,v′(zv,v′))
2
= R(f1, g1, h1)R(f2, g2, h2)
(
2
π2
∫
v∨
ω
)8
.
Here Φℓ(z) is the Borcherds Φ-function with respect to the level ℓ cusp (cf. Sect. 2.2).
We point out a similarity of (1.3) to the Thomae type formula of Matsumoto-
Terasoma [18] for certain K3 surfaces.
Let Mo3,6(C) be the set of complex 3 × 6-matrices without vanishing 3 × 3-
minors. Considering the loci of the moduli space of Enriques surfaces parametrized
by Mo3,6(C), we get an explicit relation between the Borcherds Φ-function and
certain theta functions. For N = (nij) = (n1, . . . ,n6) ∈Mo3,6(C), we define
XN =
{
[x] ∈ P5; n1x21 + n2x22 + n3x23 + n4x24 + n5x25 + n6x26 = 0
}
.
Then the involution ι(pqrstu)
(xp, xq, xr, xs, xt, xu) = (xp, xq, xr,−xs,−xt,−xu) acts
on XN . Here
(
pqr
stu
)
denotes the partition {p, q, r} ∐ {s, t, u} = {1, . . . , 6}. For all
N ∈Mo3,6(C) and for all partitions
(
pqr
stu
)
, XN/ι(pqrstu)
is an Enriques surface.
There is another K3 surface ZN associated to N ∈Mo3,6(C)
ZN = {((w1 : w2 : w3), y) ∈ OP2(3); y2 =
6∏
k=1
(n1kw1 + n2kw2 + n3kw3)},
which is identified with its minimal resolution Z˜N . After a suitable choice of a
system of transcendental cycles of Z˜N , the period of Z˜N , denoted by ΩN , lies in
D = {T ∈M2(C); (T − tT )/2
√−1 > 0} ⊂M2(C),
where M2(C) is the set of complex 2× 2-matrices (cf. [25], [18] and Sect. 5.3).
For Ω ∈ D and (pqrstu), the theta function Θ(pqrstu)(Ω) is defined as a certain Fourier
series on D (cf. Sect. 5.3), whose Petersson norm is denoted by ‖Θ(pqrstu)(Ω)‖.
Theorem 1.3. For all N ∈Mo(3, 6), the following equality holds
(1.4)
∥∥∥Φ(XN/ι(pqrstu))∥∥∥ = ∥∥∥Θ(pqrstu)(ΩN )∥∥∥4 .
Since the Borcherds Φ-function is expressed as an additive Borcherds lift by
Freitag-Salvati-Manni [7], it may not be surprising that the restriction of the
Borcherds Φ-function to a subdomain isomorphic to D is expressed as a theta series.
As a by-product of Theorem 1.3, we shall show that θa,b(T )
8 is expressed as an infi-
nite product of Borcherds type, where θa,b(T ) is an arbitrary even theta constant of
genus 2 (cf. Corollary 6.4). We remark that the product of all even theta constants
of genus 2 is expressed as a Borcherds product by Gritsenko-Nikulin [11].
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To prove Theorem 1.1, we compare the ∂∂¯ log(·) of the both sides of (1.2) as
currents on the Grassmann variety parametrizing 3-dimensional subspaces of the ι-
invariant quadratic forms in the variables x1, . . . , x6. Outside the locus of vanishing
resultants, the comparison of the curvature is easy. We give a criterion that the
period map for a one-parameter degenerating family of Enriques surfaces intersects
the discriminant locus transversally, and we use it to determine the singularity of
‖Φ‖ near the locus of vanishing resultants. In this way, we prove Theorem 1.1, up
to a constant. To determine the constant, we evaluate the both sides of (1.2) for
those Enriques surfaces studied by Mukai [19] and Ohashi [21].
This paper is organized as follows. In Section 2, we recall Enriques surfaces
and Borcherds Φ-function. In Section 3, we prove Theorem 1.1. In Section 4, we
prove Theorem 1.2. In Section 5, we prove Theorem 1.3. In Section 6, we study
infinite product expansion of theta constants of genus 2. In Section 7, we study the
Borcherds Φ-function for those Enriques surfaces studied by Mukai and Ohashi.
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2. Enriques surfaces and the Borcherds Φ-function
A free Z-module of finite rank endowed with a non-degenerate, integral, sym-
metric bilinear form is called a lattice. For a lattice L = (Zr , 〈·, ·〉) and k ∈ Q×, we
define L(k) := (Zr , k〈·, ·〉). The group of isometries of L is denoted by O(L). The
set of roots of L is defined by ∆L := {l ∈ L; 〈l, l〉 = −2}.
Let U = (Z2,
(
0 1
1 0
)
) and let E8 be the even unimodular negative-definite lattice
of rank 8. The K3-lattice LK3 and the Enriques lattice Λ are defined as
LK3 := U⊕ U⊕ U⊕ E8 ⊕ E8, Λ := U(2)⊕ U⊕ E8(2).
We fix a primitive embedding Λ ⊂ LK3. Then Λ⊥LK3 ∼= U(2)⊕ E8(2).
2.1. K3 and Enriques surfaces. A K3 surface X is a smooth compact complex
surface with H1(X,OX) = 0 and the trivial canonical line bundle KX ∼= OX . By
[1, p.241], H2(X,Z) endowed with the cup-product is isometric to LK3.
An Enriques surface Y is a compact connected complex surface withH1(Y,OY ) =
H2(Y,OY ) = 0, KY 6∼= OX and K⊗2Y ∼= OX . Let X be the universal covering of Y
and let θ : X → X be the non-trivial covering transformation of X over Y . Then
X is a K3 surface and θ is an anti-symplectic holomorphic involution without fixed
points. By e.g. [1], there is an isometry of lattices α : H2(X,Z) ∼= LK3 such that
(2.1) α(H2(X,Z)+) = Λ
⊥LK3 , α(H2(X,Z)−) = Λ,
whereH2(X,Z)± := {l ∈ H2(X,Z); θ∗(l) = ±l}. The pair (Y, α) is called a marked
Enriques surface if the isometry α satisfies (2.1).
We set
ΩΛ := {[η] ∈ P(Λ⊗C); 〈η, η〉 = 0, 〈η, η¯〉 > 0}.
Let Ω+
Λ
be one of the connected components of ΩΛ, which we give in Sect. 2.2. Then
Ω+
Λ
is a bounded symmetric domain of type IV of dimension 10. Set
O+(Λ) := {g ∈ O(Λ); g(Ω+
Λ
) = Ω+
Λ
}.
5The projective action of O+(Λ) on Ω+
Λ
is proper and discontinuous. We define
M := Ω+
Λ
/O+(Λ).
The period of a marked Enriques surface (Y, α) is defined as
̟(Y, α) := [α(H0(X,Ω2X))] ∈ Ω+Λ
and the period of an Enriques surface Y is defined as the O+(Λ)-orbit of ̟(Y, α):
̟(Y ) := [̟(Y, α)] ∈ M.
For d ∈ ∆Λ, set Hd := {η ∈ Ω+Λ; 〈η, d〉 = 0}. The O+(Λ)-invariant reduced divisor
D :=
∑
d∈∆Λ/±1
Hd ⊂ Ω+Λ
is called the discriminant locus. We set D := D/O+(Λ). Then ̟(Y ) 6∈ D. By [1],
Mo := (Ω+
Λ
rD)/O+(Λ) =MrD
is the coarse moduli space of Enriques surfaces via the period map.
2.2. The Borcherds Φ-function and its basic properties.
2.2.1. The Borcherds Φ-function. For a subset S ⊂ P(Λ ⊗ C), the cone over S
is denoted by C(S) := {η ∈ (Λ ⊗ C) r {0}; [η] ∈ S}. Up to a constant, the
Borcherds Φ-function is defined as the holomorphic function Φ(Z) on C(Ω+
Λ
) with
the following properties (C1), (C2), (C3):
(C1) Φ(λZ) = λ−4Φ(Z) for all λ ∈ C∗ := Cr {0}.
(C2) Φ(g(Z)) = χ(g)Φ(Z) for all g ∈ O+(Λ), where χ ∈ Hom(O+(Λ),C∗).
(C3) The zero divisor of Φ is the cone C(D).
In [2], Φ(Z) (precisely speaking Φ2(w) below) was constructed. In [3, Example 13.7],
Φ(Z) (precisely speaking Φ1(z), Φ2(w) below) was constructed as the Borcherds
lift of certain vector valued modular form for Mp2(Z). Since the lattice used in [3,
Example 13.7] is distinct from Λ, we also refer to [27, Example 8.9], where Λ is
used in the construction of Φ as the Borcherds lift.
The Petersson norm of Φ(Z) is the C∞ function on C(Ω+
Λ
) defined by
‖Φ(Z)‖2 := 2−4〈Z,Z〉4
Λ
|Φ(Z)|2.
Since χ2 is trivial by Lemma 2.1 below, ‖Φ(Z)‖2 is invariant under the actions
of the groups O+(Λ) and C∗. We regard ‖Φ‖2 as a C∞ function on M in what
follows. For an Enriques surface Y , we define
‖Φ(Y )‖ := ‖Φ(̟(Y ))‖.
Let κ be the Ka¨hler form of the Bergmann metric onM and let δD be the Dirac
δ-current associated to the divisor D. By the Poincare´-Lelong formula, we get
(2.2) − ddc log ‖Φ‖2 = 4κ− 1
2
δD
as currents on M. Here the coefficient 1/2 enters in the formula, because the
projection Ω+
Λ
→M is doubly ramified along D.
Lemma 2.1. The character of Φ2 is trivial.
Proof. Since O+(Λ∨(2)) ∼= O+(Λ∨) ∼= O+(Λ), the result follows from the fact that
O+(Λ∨(2)) is generated by reflections [10, proof of Prop. 5.6]. 
6 SHU KAWAGUCHI, SHIGERU MUKAI, AND KEN-ICHI YOSHIKAWA
2.2.2. The tube domain realization of ΩΛ and the automorphic factor. We define
the positive cone of a Lorentzian lattice L as CL = {x ∈ L⊗R; x2 > 0}. Then CL
consists of two connected components C+L and C+L such that C−L = −C+L .
For ℓ = {1, 2}, set
Mℓ := U(2/ℓ)⊕ E8(2).
Let {eℓ, fℓ} be a basis of U(ℓ) such that 〈eℓ, eℓ〉 = 〈fℓ, fℓ〉 = 0 and 〈eℓ, fℓ〉 = ℓ.
Regarding U and U(2) as direct summands of Λ, we get e⊥ℓ /Zeℓ
∼=Mℓ.
We define the isomorphism ιℓ : Mℓ ⊗R+ i CMℓ ∋ u→ [ιℓ(u)] ∈ ΩΛ by
(2.3) ιℓ(u) := −(u2/2)eℓ + (fℓ/ℓ) + (−1)2/ℓu.
Let C+
M1
be the component of CM1 whose closure contains e2, f2. Then Ω+Λ is defined
as the component corresponding to M1⊗R+ i C+M1, and C+M2 is defined as the com-
ponent such that M2 ⊗R+ i C+M2 ∼= Ω+Λ via (2.3). Replacing {e1, f1} by {−e1,−f1}
if necessary, we may and will assume that e1, f1 ∈ C+M2 .
Through the isomorphism (2.3), O+(Λ) acts on Mℓ ⊗R + i C+Mℓ . For u ∈ Mℓ ⊗
R+ i C+
Mℓ
and g ∈ O+(Λ), we define g · u ∈ Mℓ ⊗R+ i C+Mℓ by the formula
(2.4) ιℓ(g · u) = − (g · u)
2
2
eℓ +
fℓ
ℓ
+ (−1)2/ℓg · u := g(ιℓ(u))〈g(ιℓ(u)), eℓ〉Λ .
The automorphic factor for the O+(Λ)-action on Mℓ ⊗R+ i C+Mℓ is defined by
(2.5) jℓ(g, u) := 〈g(ιℓ(u)), eℓ〉Λ = 〈g(−(u2/2)eℓ + (fℓ/ℓ) + (−1)2/ℓu), eℓ〉Λ.
Then jℓ(gg
′, u) = jℓ(g, g
′ · u)jℓ(g′, u) for all g, g′ ∈ O+(Λ). Since
(2.6)
2〈ℑu,ℑu〉Mℓ = 〈−(u2/2)eℓ + (fℓ/ℓ) + (−1)2/ℓu,−(u2/2)eℓ + (fℓ/ℓ) + (−1)2/ℓu〉Λ
= 〈ιℓ(u), ιℓ(u)〉Λ,
we get the automorphic property of 〈ℑu,ℑu〉Mℓ by (2.4), (2.5)
〈ℑ(g · u),ℑ(g · u)〉Mℓ = |jℓ(g, u)|−2〈ℑu,ℑu〉Mℓ (g ∈ O+(Λ)).
2.2.3. The Borcherds Φ-function with respect to the level ℓ cusp. We define the
Borcherds Φ-function with respect to the level ℓ cusp as the pullback of Φ(Z) to
Mℓ ⊗R+ i C+Mℓ via the embedding ιℓ, i.e.,
Φℓ(u) := Φ(ιℓ(u)) = Φ(−(u2/2)eℓ + (fℓ/ℓ) + (−1)2/ℓu).
By (C1), Φ(Z) can be recovered from Φℓ(u). In this sense, Φ and Φℓ are equivalent.
By (2.4), (2.5), (C1), (C2), Φℓ(u) satisfies the following functional equation
(2.7) Φℓ(g · u) = χ(g) jℓ(g, u)4Φℓ(u)
on Mℓ ⊗R+ i C+Mℓ for all g ∈ O+(Λ).
By (2.6), the Petersson norm of Φ is expressed as follows on Mℓ ⊗R+ i C+Mℓ
‖Φℓ(u)‖ := ‖Φ(ιℓ(u))‖2 = 〈ℑu,ℑu〉4Mℓ |Φℓ(u)|2.
The relation between Φ1 and Φ2 is as follows. For z ∈M1⊗R+ i C+M1, the point
w ∈ M2 ⊗R+ i C+M2 corresponding to z is given by ι1(z)/〈z, e2〉M1 = ι2(w). Hence
(2.8) w = − 1〈z, e2〉M1
{
−z
2
2
e1 + f1 +
(
z − 〈z, f2〉M1
e2
2
− 〈z, e2〉M1
f2
2
)}
.
7By the inequality 〈ℑw, e1〉M2 = ℑ (−1/〈z, e2〉M1) > 0, we get ℑw ∈ C+M2 . Since
ι1(z)/〈z, e2〉M1 = ι2(w), we deduce from (C1) that
(2.9) Φ2(w) = 〈z, e2〉4M1Φ1(z).
2.2.4. The Borcherds Φ-function with respect to the level 1 cusp. By [3, Example
13.7], [27, (8.5), Example 8.9], Φ1(z) is expressed as the following infinite product
(2.10) Φ1(z) =
∏
λ∈M1∩C
+
M1
r{0}
(
1− eπi〈λ,z〉M1
1 + eπi〈λ,z〉M1
)c(λ2/2)
when (ℑz)2 ≫ 0. Here the series {c(n)} ⊂ Z is defined by the generating function:∑
n∈Z
c(n) e2πinτ = η(τ)−8η(2τ)8η(4τ)−8, η(τ) := e2πiτ/24
∞∏
n=1
(1− e2πinτ ).
By this explicit expression, Φ(Z) is defined without an ambiguity of constant now.
2.2.5. The Borcherds Φ-function with respect to the level 2 cusp. Let W ⊂ C+
M2
be
a Weyl chamber with e1 ∈ W and set Π+ := {λ ∈M2; 〈λ,W〉M2 > 0, λ2 ≥ −2}.
Theorem 2.2. If (ℑw)2 ≫ 0, Φ2(w) is expressed as the following infinite product:
(2.11) Φ2(w) = 2
8e2πi〈e1,w〉M2
∏
λ∈Π+
(
1− e2πi〈λ,w〉M2
)(−1)〈λ,e1−f1〉M2 c(λ2/2)
.
Proof. By [2], [3, Th. 13.3 (5)], [27, (8.5), Example 8.9], there is a constant C with
|C| = 28 such that
(2.12) Φ2(w) = C e
2πi〈e1,w〉M2
∏
λ∈Π+
(
1− e2πi〈λ,w〉M2
)(−1)〈λ,e1−f1〉M2 c(λ2/2)
.
For z ∈ M1 ⊗ R + i C+M1, write z = 〈z, f2〉M1(e2/2) + 〈z, e2〉M1(f2/2) + zE8(2)
with zE8(2) ∈ E8(2) ⊗C and τ := 〈e2, z〉M1 . Consider the limit ℑ〈f2, z〉M1 → +∞
with 〈z, e2〉M1 and zE8(2) bounded. Since ℑ〈λ, z〉M1 → +∞ for all λ ∈ C
+
M1
r {0}
with 〈λ, e2〉M1 6= 0, we get exp(2πi〈λ, z〉M1) → 0 for all λ ∈ C
+
M1
r R≥0e2 as
ℑ〈f2, z〉M1 → +∞. We set ΦE1 (τ) := limℑ〈z,f2〉M1→+∞Φ1(z). Then we get by (2.10)
(2.13)
ΦE1 (τ) =
∏
n∈Z>0
(
1− eπi〈ne2,z〉M1
1 + eπi〈ne2,z〉M1
)c( (ne2)22 )
=
∏
n>0
(
1− eπinτ
1 + eπinτ
)8
=
η(τ/2)16
η(τ)8
.
We set wE8(z) := w − 〈f1, w〉M2e1 − 〈e1, w〉M2 f1 ∈ E8(2) ⊗ C. Since z2 =
〈z, e2〉M1〈z, f2〉M1+z2E8(2), we get ℑ〈f1, w〉M2 → +∞ and 〈e1, w〉M2 = −1/τ , wE8(2) =
−zE8(2)/τ by (2.8). We set σ := 〈e1, w〉M2 and ΦE2 (σ) := limℑ〈w,f1〉M2→+∞Φ2(w).
In the same way as above, we deduce from (2.12) that
(2.14)
ΦE2 (σ) = C e
2πiσ
∏
n∈Z>0
(
1− e2πi〈ne1,w〉M2
)(−1)nc( (ne1)22 )
= C η(2σ)16/η(σ)8.
Since σ = −1/τ , we get the following by substituting (2.13) and (2.14) into (2.9)
(2.15) C η(−2/τ)16/η(−1/τ)8 = ΦE2 (−1/τ) = τ4ΦE1 (τ) = τ4 · η(τ/2)16/η(τ)8.
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Since η(−1/τ)8 = τ4η(τ)8, we get C = 28 by (2.15). 
2.3. Degenerations of Enriques surfaces and the Borcherds Φ-function.
Theorem 2.3. Let ∆ ⊂ C be the unit disc. Let Z0 be a K3 surface with at most
nodes as its singularities and let f : (Z,Z0) → (∆, 0) be a flat deformation of Z0.
Let ι : Z → Z be a holomorphic involution preserving the fibers of f . For t ∈ ∆,
set Zt := f
−1(t), ιt := ι|Zt and St := Zt/ιt. Assume the following:
(i) Z is smooth.
(ii) The fixed-point-set of the ι-action on Z consists of one node of Z0, say o.
(iii) The map f : Z → ∆ is projective.
Then St is an Enriques surface for t 6= 0 and the following holds
log ‖Φ(St)‖2 = 1
2
log |t|2 +O(1) (t→ 0).
Proof. (Step 1) Let ∆˜ be another disc and set ∆˜∗ := ∆˜r {0}. Let Z ×∆ ∆˜ be the
family over ∆˜ induced from f : Z → ∆ by the map ∆˜ ∋ t → t2 ∈ ∆. A resolution
π : Z˜ → Z ×∆ ∆˜ of the singularities of Z ×∆ ∆˜ is called a simultaneous resolution
of f : Z → ∆ if the following property is satisfied: Set π˜ := pr1 ◦ π : Z˜ → Z and
f˜ := pr2 ◦ π : Z˜ → ∆˜. For t ∈ ∆˜, we set Z˜t := f˜−1(t) and π˜t := π˜|Z˜t : Z˜t → Zt2 .
Then π˜t is an isomorphism for t ∈ ∆˜∗ and is the minimal resolution for t = 0.
There exists a simultaneous resolution f˜ : Z˜ → ∆˜ of f : Z → ∆. Then f˜ is
a smooth (possibly non-projective) morphism and Zt is a smooth K3 surface for
t 6= 0. By (ii), St is an Enriques surface for t 6= 0.
(Step 2) We recall the simultaneous resolution of f : Z → ∆. By (ii), we can
write Sing(Z0) = {o, p1, q1, . . . , pm, qm} with ι0(pi) = qi. By (iii) and an argument
using morsification, there is a system of coordinates (O, (z1, z2, z3)) near o such that
(2.16) f(z) = z21 + z
2
2 + z
2
3 , ι(z) = −z.
Similarly, there is a system of coordinates (Uα, (u1, u2, u3)) (resp. (Vα, (v1, v2, v3)))
around pα (resp. qα) such that
(2.17) f(u) = u21+u
2
2+u
2
3, f(v) = v
2
1+v
2
2+v
2
3 , ι(Uα) = Vα, ι
∗viα = u
i
α.
Define O′ := O ×∆ ∆˜ = {(z, t) ∈ O × ∆˜; z21 + z22 + z23 − t2 = 0} and
O˜ := {((z, t), (ζ0 : ζ1)) ∈ O′ ×P1; (ζ0 : ζ1) = (z1 +
√−1z2 : z3 + t)}.
We define U˜α and V˜α in the same manner. By [4, Sect. 2.7], O˜ is a complex manifold
and is the closure of the graph of the rational map
O ×∆ ∆˜ ∋ (z, t) 99K (z1 +
√−1z2 : z3 + t) = (t− z3 : z1 −
√−1z2) ∈ P1.
Moreover, the obvious projection π := pr1 : O˜ → O ×∆ ∆˜ gives a resolution of
the singularity of O ×∆ ∆˜ with π−1(o) ∼= P1. Similarly, π : U˜α → Uα ×∆ ∆˜ and
π : V˜α → Vα ×∆ ∆˜ are resolutions with π−1(pα) ∼= P1 and π−1(qα) ∼= P1. Then Z˜
is obtained from Z ×∆ ∆˜ by replacing O ×∆ ∆˜, Uα ×∆ ∆˜, Vα ×∆ ∆˜ by O˜, U˜α, V˜α,
respectively. We set
E0 := π˜
−1
0 (o), Fα := π˜
−1
0 (pα), F
′
α := π˜
−1
0 (qα).
Then E0, F1, F
′
1, . . . , Fm, F
′
m are mutually disjoint (−2)-curves of Z˜0.
9(Step 3) Let ι˜ be the meromorphic involution on Z˜ induced by the involution
ι× id∆ on Z ×∆ ∆˜. Then ι˜ is a holomorphic involution on Z˜ r E0 exchanging Fα
and F ′α. For t ∈ ∆˜∗, set ι˜t := ι˜|Z˜t and S˜t := Z˜t/ι˜t. Since the family f˜ : Z˜ → ∆˜ is
differentiably trivial, it admits a marking µ, i.e., a trivialization of the local system
µ : R2f˜∗Z ∼= LK3 such that the condition (2.1) is satisfied for all t ∈ ∆˜∗. Let
̟ : ∆˜ ∋ t→ ̟(S˜t, µ) ∈ Ω+Λ
be the period map for the marked family (f˜ : (Z˜, ι˜)→ ∆˜, µ). Let Π : Ω+
Λ
→M be
the projection. Since Z˜t = Zt2 , ι˜t = ιt2 and hence S˜t = St2 , we have
(2.18) Π ◦̟(t) = ̟(St2).
(Step 4) Let Σ := {(x1, x2, x3) ∈ R3; x21 + x22 + x23 = 1} be the unit sphere of
R3. Define the embedding i : Σ × ∆˜ →֒ O˜ ⊂ Z˜ by
(2.19) i((x1, x2, x3), t) := ((tx1, tx2, tx3, t), (x1 +
√−1x2 : x3 + 1)).
We define the embeddings jα : Σ×∆ →֒ U˜α and j′α : Σ×∆ →֒ V˜α in the same way.
For t ∈ ∆˜, define submanifolds Et, Fα,t, F ′α,t ⊂ Z˜t diffeomorphic to Σ as
Et := i(Σ × {t}), Fα,t := jα(Σ × {t}), F ′α,t := j′α(Σ × {t}).
Then the 2-spheresEt, Fα,t, F
′
α,t are transcendental cycles for t 6= 0, while E0, Fα,0 =
Fα, F
′
α,0 = F
′
α ⊂ Z˜0 are (−2)-curves contracted by f˜0. By (2.17) and the definitions
of Fα,t, F
′
α,t, we get for all t ∈ ∆˜
(2.20) ι˜t(Fα,t) = F
′
α,t, ι˜t(F
′
α,t) = Fα,t.
Let c1(Et) ∈ H2(Z˜t,Z) be the Poincare´ dual of Et and define
δ := µ(c1(E0)) = µ(c1(Et)) ∈ ∆LK3 .
Similarly, we define roots dα, d
′
α ∈ ∆LK3 as
dα := µ(c1(Fα,0)) = µ(c1(Fα,t)), d
′
α := µ(c1(F
′
α,0)) = µ(c1(F
′
α,t)).
Since ι˜t preserves Et and reverses its orientation for t 6= 0 by (2.16), (2.19), we get
δ ∈ ∆Λ. Since dα and d′α are not eigenvectors of the involution µ◦ ι˜∗t ◦µ−1 ∈ O(LK3)
by (2.20), we get dα, d
′
α 6∈ Λ.
(Step 5) Since E0 is an algebraic cycle of Z˜0 and δ ∈ ∆Λ, we get ̟(0) ∈ Hδ.
Set Hoδ := Hδ r
⋃
d∈∆(Λ)r{±δ}Hd. Let us see that ̟(0) ∈ Hoδ . By (iii), there is an
ι-invariant relatively ample line bundle L on Z. Set L˜ := π˜∗L and L˜t := L˜|Z˜t for
t ∈ ∆˜. We get l := µ(c1(L˜0)) = µ(c1(L˜t)) ∈ Λ⊥ by the ι˜t-invariance of L˜t.
Let d ∈ ∆Λ be such that ̟(0) ∈ Hd. By [1, Chap.VIII, Prop. 3.7 (i)], either d
or −d is effective. For simplicity, assume that d is effective. There is an effective
divisor Γ on Z˜0 such that µ(c1(Γ)) = d ∈ ∆Λ. If π˜0(Γ) contains a curve, then
we get 0 < deg(L0|π˜0(Γ)) = deg(L˜0|Γ) = 〈µ(c1(L˜0)), µ(c1(Γ))〉 = 〈l, d〉 = 0, a
contradiction. Hence dim π˜0(Γ) = 0 and Supp(Γ) is contained in the exceptional
divisor of π˜0.
Write Γ = νE0 +
∑
α ναFα +
∑
α ν
′
αF
′
α, where ν, να, ν
′
α ∈ Z. Since µ(c1(Γ)) =
d ∈ ∆Λ and since E0, F1, F ′1, . . . , Fm, F ′m are mutually disjoint (−2)-curves, we get
ν2 +
∑
α ν
2
α +
∑
α(ν
′
α)
2 = 1. Hence Γ = E0, Fα, F
′
α. Since dα, d
′
α 6∈ Λ, δ ∈ Λ by
Step 4 and since d ∈ Λ by assumption, we get Γ 6= Fα, F ′α and Γ = E0. This proves
that, if d ∈ ∆Λ and ̟(0) ∈ Hd, then d = ±δ. Namely, ̟(0) ∈ Hoδ .
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(Step 6) Let KZ be the canonical bundle of Z. Since KZ is a trivial line bundle
on Z, there is a nowhere vanishing holomorphic 3-form ξ on Z. For t ∈ ∆, we set
ηt := ResZt [ξ/(f(z)− t)] ∈ H0(Zt,KZt)r {0}.
Then η˜t := ηt2 is regarded as a non-zero canonical form on Z˜t for t 6= 0. By (2.16),
we can express ηt = e
ψ(z)dz2 ∧ dz3/z1 on a neighborhood of o, where ψ(z) is a
holomorphic function near o. By this expression of ηt and (2.19), we get
〈α(η˜t), δ〉 =
∫
Et
η˜t =
∫
tΣ
eψ(z)
dz2 ∧ dz3
z1
= t
{
eψ(0)
∫
Σ
dz2 ∧ dz3
z1
}
+O(t2),
where tΣ := {(tx1, tx2, tx3) ∈ C3; (x1, x2, x3) ∈ Σ}. This proves that ̟(t) inter-
sects Hoδ transversally at ̟(0). Since Φ(z) vanishes of order one on H
o
δ ,
log ‖Φ(̟(S˜t, α))‖2 = log ‖Φ(̟(t))‖2 = log |t|2 +O(1) (t→ 0).
This, together with (2.18), yields the result. 
3. An algebraic expression of ‖Φ‖
3.1. The (2, 2, 2)-model of an Enriques surface. Let Sym(3,C) be the set of
complex 3× 3-symmetric matrices. For S = (sij) ∈ Sym(3,C), we set
Q(x;S) :=
3∑
i,j=1
sijxixj ∈ C[x1, x2, x3].
For vectors A = (A1, A2, A3) and B = (B1, B2, B3) in Sym(3,C)⊗C3, we define
X(A,B) := {(x1 : x2 : x3 : y1 : y2 : y3) ∈ P5; Q(x;Ai) +Q(y;Bi) = 0 (i = 1, 2, 3)}.
IfX(A,B) is a smooth complex surface, thenX(A,B) is aK3 surface by the adjunction
formula. We say that (A,B) is admissible if R(A)R(B) 6= 0 and X(A,B) is a reduced
complex surface with at most RDP’s. When (A,B) is admissible, X(A,B) is a K3
surface with at most RDP, i.e., the minimal resolution of X(A,B) is a K3 surface.
Let R(A) = R(A1, A2, A3) be the resultant of Q(x;A1), Q(x;A2), Q(x;A3).
Namely, R(A) is the unique irreducible polynomial in the entries of A1, A2, A3
satisfying the following conditions (cf. [6, Chap. 3, (2.3)]):
(i) The system of equations Q(x;A1) = Q(x;A2) = Q(x;A3) = 0 has a non-
trivial solution if and only if R(A) = 0.
(ii) If A1 = diag(1, 0, 0), A2 = diag(0, 1, 0), A3 = diag(0, 0, 1), then R(A) = 1.
By [6, Chap. 3], R(A) is a homogeneous polynomial of degree 4 in the entries of Ai,
1 ≤ i ≤ 3, so that degR(A) = 12. See [14, p.215, Table 1] for an explicit formula.
By definition, X(A,B) is preserved by the involution on P
5
(3.1) ι : (x1 : x2 : x3 : y1 : y2 : y3)→ (x1 : x2 : x3 : −y1 : −y2 : −y3).
When ι preserves a subset V ⊂ P5, we define V ι := {p ∈ V ; ι(p) = p}. We have
(P5)ι = P1 ∐P2, where P1 = {x1 = x2 = x3 = 0} and P2 = {y1 = y2 = y3 = 0} are
projective planes. Since the three conics Q(x;Ai) = 0 (i = 1, 2, 3) have no points in
common if and only if R(A) 6= 0, Xι(A,B) = ∅ if and only if R(A)R(B) 6= 0. Hence
Y(A,B) := X(A,B)/ι
is an Enriques surface with at most RDP’s (i.e., the minimal resolution of Y(A,B) is
an Enriques surface) for admissible (A,B). Let L(A,B) be the ample line bundle of
degree 4 on Y(A,B) induced from the ι-invariant ample line bundle OP5(1) onX(A,B).
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When (A,B) is admissible, the polarized variety (Y(A,B),L(A,B)) or equivalently
(X(A,B), ι,OP5(1)) is called a (2, 2, 2)-model in this paper. For simplicity, we often
omit L(A,B), OP5(1). Since every Enriques surface is birational to some Y(A,B) with
admissible (A,B) by [24], [5], every point of Mo admits a (2, 2, 2)-model.
For an admissible (A,B), letKX(A,B) be the dualizing sheaf onX(A,B). We define
ω(A,B) ∈ H0(X(A,B),KX(A,B)) as the residue of Q(x;Ai)+Q(y;Bi) (i = 1, 2, 3). Let
qi (i = 1, 2, 3) be the inhomogeneous equation of Q(x;Ai) + Q(y;Bi) obtained by
setting y3 = 1. Then dx1 ∧· · ·∧dy2/q1q2q3 is a canonical form on C5rSingX(A,B)
with logarithmic poles along div q1∪div q2∪div q3, which extends to canonical form
on P5 r SingX(A,B) with logarithmic poles along ∪3i=1div(Q(x;Ai) + Q(y;Bi)).
Then there exists a locally defined 2-form Υ on P5 r SingX(A,B) such that
(3.2) dx1 ∧ · · · ∧ dy2/q1q2q3 = (dq1/q1) ∧ (dq2/q2) ∧ (dq3/q3) ∧Υ
Let j : X(A,B) r SingX(A,B) → X(A,B) be the inclusion. We define
(3.3) ω(A,B) = j∗(Υ|X(A,B)rSingX(A,B)),
which is independent of Υ. In this section, we prove the following theorem.
Theorem 3.1. For every admissible (A,B) ∈ Sym(3,C)⊗C6,
‖Φ(Y(A,B))‖2 = |R(A)R(B)| ·
(
2
π4
∣∣∣∣∣
∫
X(A,B)
ω(A,B) ∧ ω(A,B)
∣∣∣∣∣
)4
.
3.2. A Grassmannian and a family of K3 surfaces with involution. Let V
be the complex vector space of quadratic forms in the variables x1, x2, x3, y1, y2, y3
invariant under the involution (3.1)
V := Cx21 +Cx
2
2 +Cx
2
3 +Cx1x2 +Cx1x3 +Cx2x3
+Cy21 +Cy
2
2 +Cy
2
3 +Cy1y2 +Cy1y3 +Cy2y3.
Let Ψ: P5 → P11 be the morphism defined by
Ψ(x : y) := (x21 : x
2
2 : x
2
3 : x1x2 : x1x3 : x2x3 : y
2
1 : y
2
2 : y
2
3 : y1y2 : y1y3 : y2y3).
Then Ψ induces the embedding P5/ι →֒ P11. Hence Sing(Ψ(P5)) = Ψ((P5)ι).
Let S be the Grassmann variety of 3-dimensional linear subspaces of V :
S := Gr(3, V ).
We identify S with the Grassmann variety of 9-dimensional subspaces of V ∨ = C12.
Let L ⊂ C12×Gr(9,C12) be the tautological vector bundle of rank 9 over Gr(9,C12)
and let
π : P(L)→ Gr(9,C12)
be the projective-space bundle associated to L. We regard P(L) as a complex
submanifold of codimension 3 of P11 × Gr(9,C12). Then π = pr2|P(L). By the
canonical identification between S and Gr(9,C12), the fiber Ls := p
−1(s) ⊂ P11 is
the linear subspace of codimension 3 corresponding to s ∈ S.
In P11×S, we have two subvarieties Ψ(P5)×S and P(L). We define Y ⊂ P11×S
and X ⊂ P5 × S by
Y := (Ψ(P5)× S) ∩P(L)
X := (Ψ× idS)−1(Y),
which are equipped with the projections π : Y → S and π : X → S. For s ∈ S, set
Ys := π
−1(s) = Ψ(P5) ∩P(Ls), Xs := π−1(s) = Ψ−1(Ys).
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If {Fs, Gs, Hs} ⊂ V is a basis of the 3-dimensional subspace of V corresponding to
s ∈ S, then we have the expressions
Xs = {(x, y) ∈ P5; Fs(x, y) = Gs(x, y) = Hs(x, y) = 0}, Ys = Xs/ι.
HereXs is regarded as the scheme defined by the ideal sheaf generated by Fs, Gs, Hs.
It is clear that for every s ∈ S, there exists (A,B) ∈ Sym(3,C) ⊗ C6 such that
Xs = X(A,B). Conversely, X(A,B) = Xs for some s ∈ S if and only if the three vec-
tors (A1, B1), (A2, B2), (A3, B3) ∈ Sym(3,C)⊗C2 are linearly independent. When
(A,B) ∈ Sym(3,C)⊗C6 satisfies this condition, we set
s(A,B) := span{Q(x;Ai) +Q(y;Bi)}i=1,2,3 ∈ S.
Hence X(A,B) = Xs(A,B) in this case.
We define
S∗ := {s ∈ S; π : X → S is flat at any x ∈ Xs},
So := {s ∈ S∗; Sing(Xs) = ∅}.
Since the non-flat locus and the critical locus of π are Zariski closed subsets of X ,
S∗ and So are Zariski open subsets of S. Then π : X|S∗ → S∗ is a flat family of
projective surfaces, which is smooth over So. We define D∗ := S∗ r So and
D′ := {s ∈ D∗; dimSing(Xs) = 0},
D′′ := {s ∈ D∗; emb(Xs, x) = 3 (∀x ∈ Sing(Xs))},
Do := {s ∈ D∗; Sing(Xs) consists of nodes},
E := S r (So ∪Do) = (S r S∗) ∪ (D∗ rDo),
where emb(Xs, x) denotes the embedding dimension of the germ (Xs, x). Then D
′
is a Zariski open subset of D∗. By Jacobi’s criterion, D′′ is a Zariski open subset
of D∗. Hence D′ ∩D′′ is a Zariski open subset of D∗.
Lemma 3.2. The following hold:
(1) Do is a Zariski open subset of D∗.
(2) E is a Zariski closed subset of S with dimE ≤ dimS − 2.
Proof. (1) Let s ∈ D′ ∩ D′′. Then Sing(Xs) consists of isolated hypersurface
singularities. Let (Z, 0) ∈ Sing(Xs). Let Def(Z, 0) be its miniversal deformation
space and let f : (Z, (Z, 0))→ (Def(Z, 0), 0) be the miniversal deformation of (Z, 0).
There is a map µZ : (S, s) → (Def(Z, 0), 0) such that π : (X , (Z, 0)) → (S, s) is
induced from f : (Z, (Z, 0))→ (Def(Z, 0), 0) by µZ . Let (DZ , 0) be the discriminant
locus of f . By [15, Props. 4.10 and 6.11, Cor. 4.11], there is a proper Zariski closed
subset (FZ , 0) ⊂ (DZ , 0) such that Sing(f−1(t)) consists of a unique node for t ∈
DZrFZ . Then D
o = (D′∩D′′)r⋃(Z,0)∈Sing(Xs) µ−1Z (FZ) on a small neighborhood
s in S. By this expression, Do is a Zariski open subset of D∗.
(2) Let s ∈ So ∪Do be an arbitrary point. Then Xs has at most nodes as its
singular points. Since any deformation of a node is either a smoothing or a trivial
deformation, s is an interior point of So∪Do. Hence E is a closed subset of S with
respect to the Euclidean topology. We get E = E = (S r S∗) ∪ (D∗ rDo), where
A denotes the closure of a subset A ⊂ S with respect to the Euclidean topology on
S. Since D∗ rDo is a Zariski closed subset of S by (1), so is E.
Assume that there is a component E′ ⊂ E with dimE′ = dimS − 1. Regard
E′ as a reduced effective divisor of S. Since S is a Grassmann variety and hence
Pic(S) = Z, E′ must be an ample divisor of S. Then, for any irreducible subvariety
T ⊂ S with dimT > 0, T ∩E′ is either a divisor of T or T itself. In particular, we
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always have dim[T∩E] ≥ dimT−1 for any proper subvariety T ⊂ S with dimT > 0.
However, by Lemma 3.3 below, there exists a subGrassmannian T ⊂ S of dimension
9 such that dim[T ∩ E] = dim[T r (So ∪ Do)] ≤ dim T − 2. This contradicts the
inequality dim[T ∩E] ≥ dimT − 1. This proves that dimE ≤ dimS − 2. 
3.3. A subfamily parametrized by a subGrassmannian. In this subsection,
we use the coordinates (x1, . . . , x6) instead of (x1, x2, x3, y1, y2, y3). Write Mp,q(C)
for the set of complex p × q-matrices. For N = (n1, . . . ,n6) ∈ M3,6(C), ni ∈ C3,
we set ∆ijk(N) := det(ni,nj ,nk) and we define
Mo3,6(C) := {N ∈M(3, 6;C); ∆ijk(N) 6= 0 (∀ 1 ≤ i < j < k ≤ 6)}.
The Grassmann variety of 3-dimensional subspaces of C6 is defined by
T := Gr(3,C6) = GL(C3)\{N ∈M(3, 6;C); rk(N) = 3}.
For N ∈ M(3, 6;C) with rk(N) = 3, the corresponding point of T is denoted by
[N ]. For 1 ≤ i < j < k ≤ 6, we set
Tijk := GL(C
3)\{N ∈M(3, 6;C); rk(N) = 3, ∆ijk(N) = 0},
T o := GL(C3)\Mo3,6(C) = T r
⋃
i<j<k Tijk.
Then Tijk is a divisor of T and T
o is a non-empty Zariski open subset of T . We set
T oijk := Tijk r
⋃
l<m<n, {l,m,n}6={i,j,k} Tlmn,
DoT :=
⋃
i<j<k T
o
ijk.
Then T oijk is a non-empty Zariski open subset of Tijk and hence T r (T
o ∪DoT ) =⋃
{i,j,k}6={l,m,n} Tijk ∩ Tlmn is a Zariski closed subset of T .
We regard T as a subGrassmannian of S by the embedding
i : T ∋ [N ] = [(nij)] 7→ [C
6∑
j=1
n1jx
2
j +C
6∑
j=1
n2jx
2
j +C
6∑
j=1
n3jx
2
j ] ∈ S.
Then we get for N = (n1, . . . ,n6) with rk(N) = 3
XN = X[N ] := Xi(N) = {[x] ∈ P5;
6∑
k=1
x2knk = 0}.
Lemma 3.3. The following hold.
(1) For [N ] ∈ T o, X[N ] is smooth. In particular, T o ⊂ So.
(2) For [N ] ∈ DoT , Sing(X[N ]) consists of nodes. In particular, DoT ⊂ Do.
(3) The Zariski closed subset T r (T o ∪DoT ) has codimension at least 2 in T .
Proof. Let N = (nij) = (n1, . . . ,n6) ∈M(3, 6;C) and assume that [N ] ∈ T o ∪DoT .
Then there exists i < j < k such that ∆lmn(N) 6= 0 for any {l,m, n} 6= {i, j, k}. In
particular, any two column vectors nl, nm of N are linearly independent for l 6= m.
Let x = (x1 : · · · : x6) ∈ X[N ]. Then
∑
l nlx
2
l = 0. If 4 of the coordinates of
x vanish, then there are l < m such that nlx
2
l + nmx
2
m = 0. Since nl, nm are
linearly independent, we get xl = xm = 0 and hence all coordinates of x vanish.
This contradicts x ∈ P5. Thus the condition x = (xi) ∈ X[N ], [N ] ∈ T o ∪ DoT
implies the existence of 1 ≤ l < m < n ≤ 6 with xlxmxn 6= 0.
Since the Jacobian matrix of the defining equations of X[N ] at x is given by the
3× 6-matrix 2N · diag(x1, . . . , x6), since any two column vectors of N are linearly
independent, and since 3 of x1, . . . , x6 are non-zero, there is a pair 1 ≤ p < q ≤ 3
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such that dfp∧dfq 6= 0 at x. For simplicity, assume that df1∧df2 6= 0 at x. Then f1,
f2 are part of local coordinates of P
5 around x. Choose a non-vanishing 2×2-minor
det
(
n1i n1j
n2i n2j
)
= n1in2j − n1jn2i 6= 0. Then we get
(n1in2j − n1jn2i) · f3 ≡
∑
k 6=i,j, 1≤k≤6
∆ijk(N)x
2
k mod f1, f2.
Hence, on a neighborhood of (x, [N ]) ∈ X|T o∪DoT ∩ {xixj 6= 0}, the total space
X|T o∪DoT is locally isomorphic to the hypersurface of P3 × (T o ∪DoT ) defined by
(3.4) ∆k1ij(N) z
2
1 +∆k2ij(N) z
2
2 +∆k3ij(N) z
2
3 +∆k4ij(N) z
2
4 = 0,
where {i, j} ∪ {k1, k2, k3, k4} = {1, . . . , 6}. Since (∆ijk(N))i<j<k are the Plu¨cker
coordinates of T and since at most one of ∆ijk(N) can vanish on T
o ∪ DoT , we
deduce from (3.4) the assertions (1), (2). Since Tijk is a Schubert cycle and hence
is an irreducible ample divisor on T , we get dim[Tijk ∩ Tlmn] = dimT − 2 when
Tijk 6= Tlmn. This proves (3). 
3.4. A natural pluricanonical differential associated to a (2, 2, 2)-model.
3.4.1. Equivalence of (2, 2, 2)-models. We set
GL(C6)ι := {γ ∈ GL(C6); γι = ιγ} = GL(C3)×GL(C3).
For A = (A1, A2, A3) ∈ Sym(3,C)⊗C3 and P = (pij) ∈ GL(C3), we define
A · P := A · (ISym(3,C) ⊗ P ) = (
∑3
i=1Aipi1,
∑3
i=1 Aipi2,
∑3
i=1Aipi3),
AP := (tPA1P,
tPA2P,
tPA3P ).
By definition, s(A,B) = s(A′, B′) in S if and only if (A′, B′) = (A·P,B ·P ) for some
P ∈ GL(C3). Since every isomorphism (X(A,B), ι,OP5(1)) ∼= (X(A′,B′), ι,OP5(1))
is induced by a projective transform of P5 associated to an element of GL(C6)ι,
we see that (Y(A,B),L(A,B)) ∼= (Y(A′,B′),L(A′,B′)) if and only if Y(A′,B′) = Y(AP ,BP ′)
for some (P, P ′) ∈ GL(C6)ι.
3.4.2. A pluricanonical differential on Xs and its invariance property. Define
D+ := {s ∈ D∗; Sing(Xs) consists of RDP’s}.
If s ∈ D+, then Xs is a K3 surface with RDP’s. Since the singular fiber of any flat
deformation of a RDP contains at most RDP’s, So ∪D+ is a Zariski open subset
of S.
For an admissible (A,B) ∈ Sym(3,C)⊗C6, we define
ΞX(A,B) := R(A)R(B)ω
⊗8
(A,B) ∈ H0
(
X(A,B),K
⊗8
X(A,B)
)
.
Then ΞX(A,B) is an ι-invariant pluricanonical form of weight 8 on X(A,B) and is
identified with a pluricanonical form of weight 8 on Y(A,B).
Lemma 3.4. If s(A,B) = s(A′, B′) ∈ So ∪D+, then
ΞX(A,B) = ΞX(A′,B′) .
Proof. We can write (A′, B′) = (A · P,B · P ), P ∈ GL(C3). By (3.3), (3.2), we get
ω(A·P,B·P ) = (detP )
−1ω(A,B).
By the explicit formula [14, p.215, Table 1] for R(A), we get
R(A · P ) = (detP )4R(A).
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The result follows from these two equalities. 
After Lemma 3.4, it makes sense to define for s = s(A,B) ∈ So ∪D+
Ξs := ΞX(A,B) .
Then we get a section Ξ ∈ H0(So ∪ D+, π∗K⊗8X/S) such that Ξ(s) := Ξs. Here
KX/S denotes the relative dualizing sheaf of the family π : X|So∪D+ → So ∪D+.
The group GL(C6)ι = GL(C3)×GL(C3) acts on X and S by
(P, P ′) · ((xy), s) := ((PxP ′y), (P, P ′) · s),
(P, P ′) · s(A,B) := s(AP , BP ′).
Then the projection π : X → S is GL(C6)ι-equivariant, and π∗K⊗8X/S is equipped
with the structure of a GL(C6)ι-equivariant line bundle on So ∪D+.
Lemma 3.5. The section Ξ ∈ H0(So ∪D+, π∗K⊗8X/S) is GL(C6)ι-invariant.
Proof. Let g = (P, P ′) ∈ GL(C6)ι and s = s(A,B) ∈ So ∪ D+. The projective
transform Tg
(
x
y
)
:=
(
Px
P ′y
)
of P5 induces an isomorphism Tg : Xg·s → Xs. Since
Xs and Xg·s are K3 surfaces with possibly RDP’s, there exists χ(g) ∈ C∗ with
T ∗g ω(A,B) = χ(g)ω(AP ,BP ′ ). Since Tgg′ = TgTg′ , we see that χ : GL(C
6)ι → C∗ is a
character. Letting g be a scalar matrix, we get χ(g) = det(g). Hence
(T(P,P ′))
∗ω(A,B) = det(P ) det(P
′)ω(AP ,BP ′ ).
It is classical that
R(AP ) = det(P )8R(A).
By these two equalities, we get T ∗gΞg·s = Ξs. This proves the lemma. 
We define the GL(C6)ι-invariant divisor R on So ∪Do by
R := div(Ξ) = {s = s(A,B) ∈ So ∪Do; R(A)R(B) = 0}.
By the definition of resultants, R(A)R(B) = 0 if and only if Xι(A,B) 6= ∅. Hence
Ξs 6= 0 if and only if ι|Xs is free from fixed points, i.e., Ys = Xs/ι is an Enriques
surface (with possibly RDP’s). By this interpretation, we get
R = {s ∈ So ∪Do; Xιs 6= ∅}.
We define
Ro := {s ∈ R; #Xιs = 1}.
Lemma 3.6. The following hold:
(1) R ⊂ Do.
(2) Ro is a dense Zariski open subset of R.
Proof. (1) Since Xιs ⊂ Sing(Xs) for any s ∈ S, we get (1).
(2) It is clear that Ro is a Zariski open subset of R. We see the density of
Ro in R. Let o ∈ R be an arbitrary point. It suffices to see that there is a
curve γ : (∆, 0) → (R, o) such that γ(∆ r {0}) ⊂ Ro. Write o = s(A,B). Since
Xι(A,B) 6= ∅, either the system of equations Q(x;A1) = Q(x;A2) = Q(x;A3) = 0
or Q(y;B1) = Q(y;B2) = Q(y;B3) = 0 has a non-trivial solution. Assume that
the former has a non-trivial solution c ∈ P2. Since generic three conics of P2 have
no points in common, we can find a vector-valued holomorphic function ∆ ∋ t →
(A(t), B(t)) ∈ Sym(3,C)⊗C6 satisfying the following conditions:
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(i) Ai(0) = Ai and Bi(0) = Bi for i = 1, 2, 3.
(ii) For t 6= 0, {x ∈ P2; Q(x;A1(t)) = Q(x;A2(t)) = Q(x;A3(t)) = 0} = {c}.
(iii) For t 6= 0, {x ∈ P2; Q(x;B1(t)) = Q(x;B2(t)) = Q(x;B3(t)) = 0} = ∅.
Set γ(t) := s(A(t), B(t)) ∈ S. Since So ∪Do = S rE is a Zariski open subset of S
by Lemma 3.2 (2), we may assume γ(∆) ⊂ So ∪ Do. We get γ(0) = o by (i) and
γ(∆r {0}) ⊂ Ro by (ii), (iii). This proves (2). 
3.4.3. A canonical Hermitian metric on the space of pluricanonical forms. Let X
be a K3 surface with possibly RDP’s. For every ν ∈ Z>0, H0
(
X,K⊗νX
)
is equipped
with the Hermitian structure ‖·‖L2/ν , which depends only on the complex structure
on X , such that
‖ξ‖L2/ν :=
(∫
X
|ξ ∧ ξ|1/ν
)ν/2
, ξ ∈ H0 (X,K⊗νX ) .
When s = s(A,B) ∈ So ∪D+, we get
‖Ξs‖L1/4 = ‖ΞX(A,B)‖L1/4 = |R(A)R(B)| ·
∣∣∣∣∣
∫
X(A,B)
ω(A,B) ∧ ω(A,B)
∣∣∣∣∣
4
.
The Hermitian structure on the the invertible sheaf π∗K
⊗ν
X/S|So∪D+ induced from
this fiberwise Hermitian structure is also denoted by ‖ · ‖L2/ν .
By Lemma 3.5, the norm ‖Ξ‖L1/4 is a GL(C6)ι-invariant, nowhere-vanishing
C∞ function on So. By the existence of simultaneous resolution of the family
π : X|So∪D+ → So ∪D+, ‖Ξ‖L1/4 extends to a C0 function on So ∪D+.
3.5. A comparison of ‖Φ‖ and ‖Ξ‖L1/4 over S. Recall that Y = X/ι. Let
̟ : So →Mo
be the period map for the family of Enriques surfaces π : Y|So → So. Then ̟ is
GL(C6)ι-equivariant and ̟ is dominant. By the existence of simultaneous resolu-
tion of the family π : X|So∪D+ → So ∪D+, ̟ extends to a holomorphic map from
So ∪D+ to M. This extension is again denoted by ̟. Then, for s ∈ D+, we have
‖Φ(Ys)‖ := ‖Φ(̟(s))‖ = ‖Φ(Y˜s)‖,
where Y˜s → Y is the minimal resolution. Since s ∈ R if and only if Ys is not an
Enriques surface, i.e., ̟(s) ∈ D, we get on So ∪Do
(3.5) Supp(̟∗div(Φ)) = Supp(̟∗D) = Supp(R).
Theorem 3.7. The following equality of GL(C6)ι-invariant functions on So ∪D+
holds
̟∗‖Φ‖2 = (2π−4)4 ‖Ξ‖L1/4.
Proof. (Step 1) Recall that κ is the Ka¨hler form of the Bergman metric onM. Let
δR be the Dirac δ-current on S
o∪Do associated to the divisor R on So∪Do. Since
log ‖ω(A,B)‖2L2 is a local potential function of ̟∗κ, we get the following equation
of currents on So ∪Do by the Poincare´-Lelong formula
(3.6) − ddc log ‖Ξ‖L1/4 = 4̟∗κ−
1
2
δR.
(Step 2) Let o ∈ RorSing(Ro) be an arbitrary point. Let C ⊂ S be a compact
Riemann surface intersecting Ro transversally at o. Let (∆, t) be a coordinate
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neighborhood of C centered at o such that ∆ r {0} ⊂ C ∩ So. For t ∈ ∆, let
s(t) ∈ S be the corresponding point in S. Write s(t) = s(A(t), B(t)), where the
map ∆ ∋ t 7→ (A(t), B(t)) ∈ Sym(3,C)⊗C6 is holomorphic. Since s(0) = o ∈ Ro
and s(∆r {0}) ⊂ So, the flat family π : X|∆ → ∆ has the following properties:
(i) Xs(t) is smooth for t ∈ ∆r {0} and Sing(Xo) consists of nodes.
(ii) X ι|∆ = Xιo ⊂ Sing(Xo) and #Xιo = 1.
We see that X|C is smooth on a neighborhood ofXo if the curve germ (C, 0) ⊂ (S, o)
is generic. It suffices to prove the smoothness of X at Sing(Xo).
Let p = (x0, y0) ∈ Sing(Xo). Set fi(x, y; t) := Q(x;Ai(t)) + Q(y;Bi(t)) for
i = 1, 2, 3. For (A˜, B˜) ∈ Sym(3,C)⊗C6, we define
J
p,(A˜,B˜) = (∂xjfi(x0, y0; 0), ∂ykfi(x0, y0; 0), Q(x0; A˜i) +Q(y0; B˜i))i,j,k=1,2,3.
SinceXs(t) is defined by the system of equations fi(x, y; t) = Q(x;Ai(t))+Q(y;Bi(t))
(i = 1, 2, 3) and hence the corresponding Jacobian matrix at p = (x0, y0) is
given by the 3 × 7-matrix Jp,(∂tA(0),∂tB(0)), X|C is smooth at p = (x0, y0) if
rankJp,(∂tA(0),∂tB(0)) = 3.
Since p = (x0, y0) ∈ Xo is a node by (i) and hence emb(Xo, p) = 3, we get
(3.7) rank(∂xjfi(x0, y0; 0), ∂ykfi(x0, y0; 0)) = 2
by Jacobi’s criterion. Since (x0, y0) 6= (0, 0) and hence the linear map
Sym(3,C)⊗C6 ∋ (A˜, B˜)→ (Q(x0; A˜i) +Q(y0; B˜i))i=1,2,3 ∈ C3
is surjective, we deduce from (3.7) that rankJ
p,(A˜,B˜) = 3 for generic (A˜, B˜) ∈
Sym(3,C)⊗C6. This implies that the subset of Sym(3,C)⊗C6 defined by
Vp := {(A,B) ∈ Sym(3,C)⊗C6; rankJp,(A˜,B˜) < 3}
is a proper Zariski closed subset. Hence X is smooth at every point of Sing(Xo)
if (∂tA(0), ∂tB(0)) ∈ [Sym(3,C) ⊗C6] r
⋃
p∈Sing(Xo)
Vp. This proves that X|C is
smooth on a neighborhood of Xo for a generic curve germ (C, 0) ⊂ (S, o).
(Step 3) Let (C, 0) ⊂ (S, o) be a generic curve germ such that X|C is smooth
on a neighborhood of Xo. By Step 2 (i), (ii), we may apply Theorem 2.3 to the
deformation germ of K3 surfaces with involution f : (X|C , ι)→ C. Then we get
(3.8) log ‖Φ‖2|C(t) = 1
2
log |t|2 +O(1) (t→ 0).
Since Ro is a dense Zariski open subset of R by Lemma 3.6 (2), we get the following
equation of currents on So ∪Do by (2.2), (3.5), (3.8)
(3.9) − ddc log(̟∗‖Φ‖2) = 4̟∗κ− 1
2
δR.
Comparing (3.6) and (3.9), we get the following equation of currents on So ∪Do
ddc log(̟∗‖Φ‖2/‖Ξ‖L1/4) = 0,
which implies that ∂ log(̟∗‖Φ‖2/‖Ξ‖L1/4) is a holomorphic 1-form on So ∪ Do.
Since dim[Sr(So∪Do)] = dimE ≤ dimS−2 by Lemma 3.2 (2), it follows from the
Hartogs extension principle that ∂ log(̟∗‖Φ‖2/‖Ξ‖L1/4) extends to a holomorphic
1-form on the Grassmann variety S. Since H0(S,Ω1S) = 0 by the rationality of S,
we get ∂ log(̟∗‖Φ‖2/‖Ξ‖L1/4) = 0 on S. Since ̟∗‖Φ‖2/‖Ξ‖L1/4 is real-valued,
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we get d log(̟∗‖Φ‖2/‖Ξ‖L1/4) = 0 on S. This proves the existence of a constant
C ∈ R such that the following equality of functions on S holds
(3.10) ̟∗‖Φ‖2 = C(2π−4)4 ‖Ξ‖L1/4.
Restricting (3.10) to a certain subset of S, we get C = 1 by Theorem 7.5 below. 
Let λ be the Hodge bundle on M. By Lemma 2.1, Φ2 is a holomorphic section
of λ⊗8. Regarding Φ2 ∈ H0(M, λ⊗8), we get div(Φ2) = D. To emphasize, denote
by ‖ · ‖Pet the Petersson norm on λ. Theorem 3.7 implies the following.
Corollary 3.8. There exists a GL(C6)ι-equivariant holomorphic isometry
f :
(
̟∗(λ⊗8), ̟∗‖ · ‖⊗8Pet
) ∼= (π∗(K⊗8X/S), ‖ · ‖L1/4)
of holomorphic Hermitian line bundles on So ∪D+ such that
f(̟∗Φ2) = (2π−4)4Ξ.
Proof. By Theorem 3.7, (̟∗Φ2)−1 ⊗ Ξ is a nowhere vanishing GL(C6)ι-invariant
holomorphic section of ̟∗(λ⊗8)−1 ⊗ π∗(K⊗8X/S) on So ∪ D+. Defining f(ξ) :=
(̟∗Φ2)−1 ⊗ Ξ ⊗ ξ, we see that ̟∗(λ⊗8) ∼= π∗(K⊗8X/S) on So ∪ D+ via f . The
desired equality follows from Theorem 3.7. 
Proof of Theorem 3.1 If (A,B) ∈ Sym(3,C) ⊗ C6 is admissible, then
s(A,B) ∈ So ∪ D+ and X(A,B) = Xs(A,B). Theorem 3.1 follows from Theo-
rem 3.7. 
4. An algebraic expression of the Borcherds Φ-function
In this section, we fix the following notation. Let (A,B) ∈ Sym(3,C) ⊗ C6
be admissible. Hence s(A,B) ∈ So ∪D+. Let v ∈ H2(X(A,B),Z)− be a primitive
isotropic vector of level ℓ. Here the level of v is the positive generator of 〈v,Λ〉 ⊂ Z.
Then ℓ = 1 or ℓ = 2 by [23, Prop. 4.5]. Let v′ ∈ H2(X(A,B),Z)− be another
primitive isotropic vector of level ℓ such that 〈v,v′〉 = ℓ and set
Lv,v′ := (Zv + Zv
′)
⊥H2(X(A,B),Z)− .
We get the orthogonal decomposition H2(X(A,B),Z)− = (Zv + Zv
′)⊕ Lv,v′ , from
which Lv,v′ is 2-elementary with Lv,v′ ∼=Mℓ = U(2/ℓ)⊕ E8(2). We define
(−1)2/ℓzA,B,v,v′ :=
ω(A,B) − 〈ω(A,B),v′/ℓ〉v − 〈ω(A,B),v〉(v′/ℓ)
〈ω(A,B),v〉
.
Then zA,B,v,v′ ∈ Lv,v′ ⊗R+ i CL
v,v′
, and the following equality holds:
ω(A,B)/〈ω(A,B),v〉 = − (zA,B,v,v
′)2
2
v +
v′
ℓ
+ (−1)2/ℓzA,B,v,v′.
Let αv,v′ : Lv,v′ ∼= Mℓ be an isometry of lattices, called a marking of Lv,v′ , such
that αv,v′(zA,B,v,v′) ∈ Mℓ ⊗R+ i C+Mℓ . (If αv,v′(zA,B,v,v′) ∈ Mℓ ⊗R− i C+Mℓ , then
we replace αv,v′ by −αv,v′ .)
Recall that {eℓ, fℓ} is a basis of U(ℓ) with e2ℓ = f2ℓ = 0 and 〈eℓ, fℓ〉 = ℓ. We extend
αv,v′ to an isometry α˜v,v′ : H
2(X(A,B),Z)− ∼= Λ by setting
α˜v,v′(mv + nv
′ + x) := meℓ + nfℓ + αv,v′(x),
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where m,n ∈ Z, x ∈ Lv,v′ . Hence α˜v,v′(v) = eℓ and α˜v,v′(v′) = fℓ. Since
α˜v,v′(ω(A,B))/〈ω(A,B),v〉 = − (αv,v
′(z))2
2
eℓ +
fℓ
ℓ
+ (−1)2/ℓαv,v′(z) = ιℓ(αv,v′(z)),
αv,v′(zA,B,v,v′) is the period of the marked Enriques surface (Y(A,B), α˜v,v′) under
the isomorphism (2.3). In this section, we prove the following theorem.
Theorem 4.1. Let v∨ ∈ H2(X(A,B),Z) be the Poincare´ dual of v. Then the
following equality holds:
Φℓ (αv,v′(zA,B,v,v′))
2
= R(A)R(B)
(
2
π2
∫
v∨
ω(A,B)
)8
.
For the proof, we need some intermediary results.
Lemma 4.2. The following equality holds:
(4.1) |Φℓ (αv,v′(zA,B,v,v′))|2 = |R(A)R(B)| ·
∣∣∣∣ 2π2
∫
v∨
ω(A,B)
∣∣∣∣8 .
In particular, there exists a unique angle θA,B,v,v′,α
v,v′
∈ R/2πZ such that
(4.2) Φℓ (αv,v′(zA,B,v,v′))
2
= e
i θA,B,v,v′,α
v,v′ R(A)R(B) ·
(
2
π2
∫
v∨
ω(A,B)
)8
.
Proof. For simplicity, write z := αv,v′(zA,B,v,v′) ∈ Mℓ⊗R+i C+Mℓ . By the definition
of the Petersson norm (cf. Sect 2.2), we get
(4.3) ‖Φ(Y(A,B))‖ = 〈ℑz,ℑz〉2Mℓ |Φℓ(z)|.
By (2.6) and the equality 〈ω(A,B),v〉 =
∫
v∨
ω(A,B), we get
(4.4)∫
X(A,B)
ω(A,B) ∧ ω(A,B) = |〈ω(A,B),v〉|2
(∫
X(A,B)
ω(A,B)
〈ω(A,B),v〉
∧ ω(A,B)〈ω(A,B),v〉
)
= |〈ω(A,B),v〉|2
〈
ιℓ(z), ιℓ(z)
〉
Λ
= 2〈ℑz,ℑz〉Mℓ
∣∣∣∣∫
v∨
ω(A,B)
∣∣∣∣2 .
Substituting (4.3) and (4.4) into the formula in Theorem 3.1, we get (4.1). 
Lemma 4.3. Let v′′ ∈ H2(X(A,B),Z)− be another primitive isotropic vector of
level ℓ such that 〈v,v′′〉 = ℓ and let αv,v′′ : Lv,v′′ ∼= Mℓ be an isometry of lattices
such that αv,v′′(zA,B,v,v′′) ∈Mℓ ⊗R+ i C+Mℓ. Then
Φℓ (αv,v′(zA,B,v,v′))
2
= Φℓ (αv,v′′(zA,B,v,v′′))
2
.
Proof. For simplicity, write zv,v′ (resp. zv,v′′) for zA,B,v,v′ (resp. zA,B,v,v′′). Set
gv′,v′′ := α˜v,v′ ◦ α˜−1v,v′′ ∈ O+(Λ). Since
α˜v,v′(ω(A,B)) = gv′,v′′(α˜v,v′′(ω(A,B))),
α˜v,v′(ω(A,B))/〈ω(A,B),v〉 = ιℓ(αv,v′(zv,v′)),
α˜v,v′′(ω(A,B))/〈ω(A,B),v〉 = ιℓ(αv,v′′(zv,v′′))
and hence gv′,v′′(ιℓ(αv,v′′(zv,v′′))) = ιℓ(αv,v′(zv,v′)), it follows from the definition
(2.4) of the O+(Λ)-action on Mℓ ⊗R+ i C+Mℓ that
αv,v′(zv,v′) = gv′,v′′ · αv,v′′(zv,v′′).
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Since gv′,v′′(eℓ) = eℓ, gv′,v′′ induces an isometry gv′,v′′ ∈ O(e⊥ℓ /Zeℓ) of the lattice
e⊥ℓ /Zeℓ
∼=Mℓ. Since fℓ/ℓ ∈M∨ℓ , there exists λ ∈ M∨ℓ such that
gv′,v′′
(
meℓ + n
fℓ
ℓ
+ x
)
=
(
m− n (λ
2)
2
− 〈λ, gv′,v′′(x)〉
)
eℓ + n
fℓ
ℓ
+ gv′,v′′(x) + nλ
for all m,n ∈ Z and x ∈ Mℓ. By this expression and (2.5), we get jℓ(gv′,v′′ , z) = 1
for all z ∈ Mℓ ⊗R+ i C+Mℓ . By (2.7) and Lemma 2.1, we get
Φℓ(gv′,v′′ · z)2 = Φℓ(z)2.
Since Φℓ(αv,v′(zv,v′))
2 = Φℓ(gv′,v′′ · αv,v′′(zv,v′′))2, we get the desired equality
Φℓ(αv,v′′(zv,v′′))
2 = Φℓ(αv,v′(zv,v′))
2. 
After Lemma 4.3 and (4.2), θv,v′,α
v,v′
∈ R/2πZ depends only on (A,B,v). Set
c(A,B,v) := e
2πi θ
v,v′,α
v,v′ =
Φℓ (αv,v′(zA,B,v,v′))
2
R(A)R(B)
(
2π−2
∫
v∨
ω(A,B)
)8 .
Lemma 4.4. Let w ∈ H2(X(A,B),Z)− be an arbitrary primitive isotropic vector
of level ℓ. Then
c(A,B,v) = c(A,B,w).
In particular, c(A,B,v) depends only on (A,B) and ℓ.
Proof. Let w′ ∈ H2(X(A,B),Z)− be a primitive isotropic vectors of level ℓ with
〈w,w′〉 = ℓ. For simplicity, write zv,v′ (resp. zw,w′) for zA,B,v,v′ (resp. zA,B,w,w′).
Let αw,w′ : Lw,w′ ∼=Mℓ be a marking and set gv,v′;w,w′ := α˜v,v′ ◦ α˜−1w,w′ ∈ O+(Λ).
Since
α˜v,v′(ω(A,B)) = gv,v′;w,w′(α˜w,w′(ω(A,B))),
α˜v,v′(ω(A,B))/〈ω(A,B),v〉 = ιℓ(αv,v′(zv,v′)),
α˜w,w′(ω(A,B))/〈ω(A,B),w〉 = ιℓ(αw,w′(zw,w′))
and hence gv,v′;w,w′(ιℓ(αw,w′(zw,w′))) = ιℓ(αv,v′(zv,v′)), it follows from the defi-
nition (2.4) of the O+(Λ)-action on Mℓ ⊗R + i C+Mℓ that zv,v′ = gv,v′;w,w′ · zw,w′ .
By (2.5), the automorphic factor for the Borcherds Φ-function Φℓ is expressed as
jℓ(g, [η]) = 〈g(η), eℓ〉/〈η, eℓ〉, [η] ∈ Ω+Λ, g ∈ O+(Λ)
under the identification Ω+
Λ
∼=Mℓ ⊗R+ i C+Mℓ given by (2.3). We get
jℓ
(
gv,v′;w,w′ , [α˜w,w′(ω(A,B))]
)
=
〈gv,v′;w,w′(α˜w,w′(ω(A,B))), eℓ〉
〈α˜w,w′ (ω(A,B)), eℓ〉
=
〈α˜v,v′(ω(A,B)), eℓ〉
〈α˜w,w′(ω(A,B)), eℓ〉
=
〈ω(A,B),v〉
〈ω(A,B),w〉
.
By Lemma 2.1 and the automorphic property of Φ2ℓ , we get
Φℓ (αv,v′(zv,v′))
2
= Φℓ (gv,v′;w,w′ · zw,w′)2
= jℓ
(
gv,v′;w,w′ , [α˜w,w′(ω(A,B))]
)8
Φℓ (αw,w′(zw,w′))
2
=
( 〈ω(A,B),v〉
〈ω(A,B),w〉
)8
c(A,B,w)R(A)R(B)
(
2
π2
∫
w∨
ω(A,B)
)8
= c(A,B,w)R(A)R(B)
(
2
π2
∫
v∨
ω(A,B)
)8
.
21
Comparing this with the definition of c(A,B,v), we get c(A,B,v) = c(A,B,w). 
After Lemma 4.4 and the relations in the proof of Lemma 3.4, one can define a
function cℓ(·) on So by
cℓ(s(A,B)) := c(A,B,v).
Lemma 4.5. The function cℓ(·) on So is constant. In particular, there exists a
constant cℓ with |cℓ| = C such that
Φℓ (αv,v′(zA,B,v,v′))
2
= cℓR(A)R(B)
(
2
π2
∫
v∨
ω(A,B)
)8
for all (A,B) with s(A,B) ∈ So and primitive isotropic vector v ∈ H2(X(A,B),Z)−
of level ℓ. Here C is the constant in (3.10).
Proof. Since So is connected, it suffices to show that cℓ(·) is a locally constant
function on So. Let s0 ∈ So. There is a small neighborhood U of s0 in So such that
the family of K3 surfaces π : X|U → U is topologically trivial. By the topological
triviality, we can choose v, v′ and αv,v′ to be constant under the identification of
the fiber Xs = π
−1(s) with Xs0 . Choosing U sufficiently small, we may assume
that there exists a holomorphic section σ : U ∋ u→ (A(u), B(u)) ∈ Sym(3,C)⊗C6
such that s(A(u), B(u)) = u for all u ∈ U . Then both Φℓ
(
αv,v′(zA(u),B(u),v,v′)
)2
and R(A(u))R(B(u))
(
2π−2
∫
v∨
ω(A(u),B(u))
)8
are holomorphic functions on U . As
a result, cℓ(u) := c(A(u), B(u),v) is a holomorphic function on U . Since |cℓ(u)| = 1,
cℓ(u) must be a constant function on U . This proves that cℓ(·) is locally constant
on So. 
Lemma 4.6. Let (C,D) ∈ Sym(3,C) ⊗ C6 be such that s(C,D) ∈ D+. Let
p : X˜(C,D) → X(C,D) be the minimal resolution. Let w ∈ H2c (X˜(C,D),Z)− be a prim-
itive isotropic vector of level ℓ with compact support in X˜(C,D)r p
−1(SingX(C,D)).
Let w′ ∈ H2(X˜(C,D),Z)− be another primitive isotropic vector of level ℓ with
〈w,w′〉 = ℓ. Then the following equality holds
(4.5) Φℓ (αw,w′(zC,D,w,w′))
2
= cℓ R(C)R(D)
(
2
π2
∫
w∨
p∗ω(C,D)
)8
.
Proof. Let γ : ∆ ∋ t → (A(t), B(t)) ∈ Sym(3,C) ⊗ C6 be a holomorphic map
such that s(A(t), B(t)) ∈ So for t 6= 0 and (A(0), B(0)) = (C,D). Let π : X ×S
∆ → ∆ be the family of K3 surfaces induced from π : X → S by γ. Then
π−1(t) = X(A(t),B(t)) for t ∈ ∆. Let ω be the holomorphic section of the rel-
ative dualizing sheaf KX×S∆/∆ such that ω(t) = ω(A(t),B(t)) for t ∈ ∆. There
exists a simultaneous resolution π′ : X ′ → ∆ of the family π : X ×S ∆ → ∆
such that (π′)−1(t) = X(A(tν),B(tν)) for t 6= 0 and (π′)−1(0) = X˜(C,D), where ν
is a certain integer. Then ω induces a nowhere vanishing holomorphic section
ω′ of the relative dualizing sheaf of the family π′ : X ′ → ∆ such that ω′(t) =
ω(A(tν),B(tν)) for t 6= 0 and ω′(0) = p∗ω(C,D). Since the family π : X ′ → ∆
is topologically trivial, w and w′ can be regarded as 2-cocycles of (π′)−1(t) for
all t ∈ ∆. Hence the functions f(t) := Φℓ
(
αw,w′(zA(t),B(t),w,w′)
)2
and g(t) :=
R(A(t))R(B(t))
(
2π−2
∫
w∨
ω(A(t),B(t))
)8
extends to holomorphic functions on ∆
such that f(0) = Φℓ (αw,w′(zC,D,w,w′))
2
and g(0) = R(C)R(D)
(
2π−2
∫
w∨
p∗ω(C,D)
)8
.
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Since f(t)/g(t) = cℓ for t 6= 0 by Lemma 4.5, we get f(0)/g(0) = cℓ. This proves
the result. 
Proposition 4.7. There exists a non-zero constant cℓ with |cℓ| = C such that
Φℓ (αv,v′(zA,B,v,v′))
2
= cℓR(A)R(B)
(
2
π2
∫
v∨
p∗ω(A,B)
)8
for all admissible (A,B) ∈ Sym(3,C) ⊗ C6 and primitive isotropic vector v ∈
H2(X˜(A,B),Z)− of level ℓ with compact support in X˜(A,B) r p
−1(SingX(A,B)).
Proof. The result follows from Lemmas 4.5 and 4.6. 
Proof of Theorem 4.1 In Theorem 7.5 below, we shall prove that cℓ = 1 in
Proposition 4.7 for ℓ = 1, 2. The result follows from Proposition 4.7. 
5. Borcherds Φ-function and theta function
In this section, we give a new relation between the Borcherds Φ-function and
certain theta functions closely related to the configuration space Xo(3, 6).
5.1. The configuration space Xo(3, 6). Identify λ ∈ (C∗)6 with diag(λ) ∈
GL(C6) and consider the GL(C3)×(C∗)6-action onM3,6(C) defined by (g, λ)·N :=
gNλ2. We define
Xo(3, 6) := GL(C3)\Mo3,6(C)/(C∗)6.
By [25, p.149], Xo(3, 6) is a Zariski open subset of C4. The image of N ∈Mo(3, 6)
in Xo(3, 6) is denoted by [N ]. We consider the following group actions on Xo(3, 6):
The symmetric group S6 acts on M(3, 6) by N
σ := (nσ(1), . . . ,nσ(6)) for N =
(n1, . . . ,n6) ∈ M(3, 6) and σ ∈ S6. This S6-action descends to an S6-action on
Xo(3, 6). Following [25, Chap.VII Sect. 3], we define for N = (N1, N2) ∈Mo3,6(C)
N∨ := (tN−11 ,
tN−12 ) ∈Mo3,6(C).
The involution ∨ : Mo(3, 6) ∋ N → N∨ ∈ Mo(3, 6) on Mo(3, 6) descends to an
involution ∨ : Xo(3, 6)→ Xo(3, 6). By [25, Chap.7 Prop.3.3], the actions of S6 and
∨ on Xo(3, 6) commute. We refer to [25, Chap. 7-9] for more details about Xo(3, 6).
5.2. Ten families of Enriques surfaces parametrized by Xo(3, 6). In this
subsection, we use the coordinates (x1, . . . , x6) instead of (x1, x2, x3, y1, y2, y3). For
N = (nij) ∈Mo3,6(C), we set fi(x;N) =
∑6
j=1 nijx
2
j . Recall that
XN = {(x1 : x2 : x3 : x4 : x5 : x6) ∈ P5; f1(x;N) = f2(x;N) = f3(x;N) = 0}.
If N = N ′ in Xo(3, 6), then XN ∼= XN ′ .
In this section, the holomorphic 2-form on XN defined as the residue of f1(x;N),
f2(x;N), f3(x;N) is denoted by ωN ∈ H0(XN ,KXN ). For a later use, let us give
an explicit formula for ωN . Setting x3 = 1, we consider the affine coordinates
(x1, x2, x4, x5, x6) of P
5. Set
N =
n11 n12 n13 1 0 0n21 n22 n23 0 1 0
n31 n32 n33 0 0 1
 and

f1 = n11x
2
1 + n12x
2
2 + n13 + x
2
4
f2 = n21x
2
1 + n22x
2
2 + n23 + x
2
5
f3 = n31x
2
1 + n32x
2
2 + n33 + x
2
6.
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Since df1 ∧ df2 ∧ df3 = 23x4x5x6 dx4 ∧ dx5 ∧ dx6 + · · · , we deduce from the relation
df1 ∧ df2 ∧ df3 ∧Υ = dx1 ∧ dx2 ∧ dx4 ∧ dx5 ∧ dx6 that
Υ = 2−3
dx1 ∧ dx2
x4x5x6
= (2i)−3
dx1 ∧ dx2√∏3
i=1(ni1x
2
1 + ni2x
2
2 + ni3)
mod dx4, dx5, dx6.
By the definition ωN = Υ|XN , we get the expression on XN r {x4x5x6 = 0}
(5.1) ωN =
dx1 ∧ dx2
23x4x5x6
= (2i)−3
dx1 ∧ dx2√∏3
i=1(ni1x
2
1 + ni2x
2
2 + ni3)
.
For J = {j1, j2, j3} ⊂ {1, . . . , 6} with j1 < j2 < j3, let 〈J〉 denote the partition
{1, . . . , 6} = J ∐ Jc. Write Jc = {j4, j5, j6}, j4 < j5 < j6. Then 〈J〉 is also written
as
(
j1j2j3
j4j5j6
)
. Hence 〈J〉 = (j1j2j3j4j5j6). For a partition 〈J〉 = (j1j2j3j4j5j6) and N ∈ M(3, 6),
we set ∆〈J〉(N) := ∆j1j2j3(N)∆j4j5j6(N). We define an involution ι〈J〉 on P
5 by
ι〈J〉(xj1 , xj2 , xj3 , xj4 , xj5 , xj6) := (xj1 , xj2 , xj3 ,−xj4 ,−xj5 ,−xj6).
Then ι〈J〉 acts on XN . For N ∈Mo3,6(C), we define an Enriques surface YN,〈J〉 by
YN,〈J〉 := XN/ι〈J〉.
Then YN,〈J〉 ∼= YN ′,〈J〉 if [N ] = [N ′]. We define a map ̟〈J〉 : Xo(3, 6) → Mo by
̟〈J〉([N ]) := ̟(YN,〈J〉). For all [N ] ∈ Xo(3, 6), we have
(̟∗〈J〉‖Φ‖)([N ]) =
∥∥Φ(YN,〈J〉)∥∥ .
Theorem 5.1. For all N ∈Mo3,6(C) and for all partitions 〈J〉,∥∥Φ(YN,〈J〉)∥∥ = |∆〈J〉(N)|2 ·( 2
π4
∣∣∣∣∫
XN
ωN ∧ ωN
∣∣∣∣)2 .
Proof. The symmetric group S6 acts on P
5 by σ(xi) = xσ(i), (1 ≤ i ≤ 6). There is
σ ∈ S6 with σ−1ισ = ι〈J〉. Since σ(XN ) = XNσ and σ∗ωNσ = ωN , we get
|∆(123456)(N
σ)|2
(
2
π4
∣∣∣∣∫
XNσ
ωNσ ∧ ωNσ
∣∣∣∣)2 = |∆〈J〉(N)|2( 2π4
∣∣∣∣∫
XN
ωN ∧ ωN
∣∣∣∣)2 .
Since R(Q) = det(A)4 for Q = (Q1, Q2, Q3), Qi(x) =
∑3
j=1 aijx
2
j and since
YN,〈J〉 = YNσ , the left hand side is equal to ‖Φ(YNσ )‖ by Theorem 3.1. 
5.3. Borcherds Φ-function and theta function. We consider another families
of K3 surfaces over Xo(3, 6) (cf. [25], [18]). For N = (nij) ∈Mo3,6(C), define
ZN := {((z1 : z2 : z3), w) ∈ OP2(3); w2 =
6∏
i=1
(n1iz1 + n2iz2 + n3iz3)},
where w denotes the coordinate of the fibers of OP2(3). When N ∈Mo3,6(C), ZN is
the singular K3 surface with 15 nodes defined as the double covering of P2, whose
branch divisor is the union of 6 lines n1iz1 + n2iz2 + n3iz3 = 0 (i = 1, . . . , 6). Let
π : WN → ZN be the minimal resolution of ZN . Then WN is a smooth K3 surface.
By construction, WN ∼=WN ′ if [N ] = [N ′] in Xo(3, 6).
We define a holomorphic section of the dualizing sheaf of ZN by
ηN :=
z1dz2 ∧ dz3 − z2dz1 ∧ dz3 + z3dz1 ∧ dz2
w
.
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On the open subset ZN ∩ {z3 6= 0}, we get the expression
(5.2) ηN =
dy1 ∧ dy2√∏6
i=1(n1iy1 + n2iy2 + n3i)
∣∣∣∣∣∣
ZN∩{z3 6=0}
,
where (y1, y2) is the inhomogeneous coordinates of P
2.
Let H2(WN ,Z)− be the anti-invariant part of H2(WN ,Z) with respect to the in-
volution induced by the one (z, w) 7→ (z,−w) on ZN . In [18, Sect. 3.1], Matsumoto-
Terasoma constructed a basis {γ′12, γ′13, γ′14, γ′23, γ′24, γ′34} of H2(WN ,Z)−. (See
also Sect. 6.2 below.) Let 2H be the Gram matrix of the intersection form on
H2(WN ,Z)− with respect to {γ′12, γ′13, γ′14, γ′23, γ′24, γ′34}. By [18, Prop. 3], we have
(∫
WN
γ′ij ∧ γ′kl
)
1≤i<j≤4, 1≤k<l≤4
= 2H, H := −

0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
 .
We set ηij(N) := 〈γ′ij , ηN 〉/2 for 1 ≤ i < j ≤ 4 and
η(N) := (η12(N), η13(N), η14(N), η23(N), η24(N), η34(N)) ∈ C6.
Since −ηN = η34(N)γ′12+η13(N)γ′13+η23(N)γ′14+η14γ′23+η24(N)γ′24+η12(N)γ′34,
it follows from the Riemann-Hodeg bilinear relations that
(5.3) η(N)Htη(N) = 0,
∫
WN
ηN ∧ ηN = η(N) · 2H · tη(N).
Following [18, Eq.(15)], we define the normalized period of WN by
ΩN :=
1
η34(N)
(
η14(N) − η13(N)−iη24(N)1+i
− η13(N)+iη24(N)1−i −η23(N)
)
∈ D,
where
D := {τ ∈M2,2(C); (τ − tτ )/2
√−1 is positive-definite}
is a symmetric bounded domain of type I2,2. Notice that D is isomorphic to a
symmetric bounded domain of type IV of dimension 4 (cf. [18, Sect. 4.1]).
Let UM22 (1 + i) be the discrete group acting on D defined in [18, Prop. 6]. For
Ω ∈ D, write [Ω] ∈ D/UM22 (1 + i) for the UM22 (1 + i)-orbit of Ω. By [18, Prop. 6],
the period map for the family of K3 surfaces
⋃
N∈Mo(3,6)WN → Mo(3, 6) induces
a holomorphic map
P : Xo(3, 6) ∋ [N ]→ [ΩN ] ∈ D/UM22 (1 + i).
Set e(x) := exp(2πix). Following [18, p.137], we set
Ev := {(a,b) ∈ (Z[i]/(1 + i)Z[i])4; atb¯ ≡ 0 mod (1 + i)}.
For (a,b) ∈ Ev, the theta function Θ[a,b](Ω) ∈ O(D) is defined as (cf. [18, Sect.4.4])
Θ[a,b](Ω) :=
∑
n∈Z[i]2
e
[(
n+
a
1 + i
)
Ω
2
t
(
n+
a
1 + i
)
+ ℜ
(
n+
a
1 + i
)
t
(
b
1 + i
)]
.
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By Matsumoto-Terasoma [18, p.138], there is a one-to-one correspondence between
the set of partitions {〈J〉} and Ev = {(a
b
)
=
(
a1 a2
b1 b2
)} as follows:(
a
b
) (
0 0
0 0
) (
i 0
0 0
) (
0 i
0 0
) (
0 0
i 0
) (
0 0
0 i
) (
i i
0 0
) (
i 0
0 i
) (
0 0
i i
) (
0 i
i 0
) (
i i
i i
)
〈J〉 (135246) (146235) (136245) (125346) (134256) (145236) (156234) (124356) (126345) (123456)
When a partition 〈J〉 corresponds to (a,b) ∈ Ev by the above rule, we define
Θ〈J〉(Ω) := Θ[a,b](Ω).
The Petersson norm of Θ[a,b](Ω) is the function on D defined as∥∥Θ[a,b](Ω)∥∥2 := det(Ω − tΩ2i
) ∣∣Θ[a,b](Ω)∣∣2 .
Since ‖Θ[a,b]‖ is an UM22 (1 + i)-invariant function on D by [18, Prop. 7], we regard
‖Θ[a,b]‖ as a function on D/UM22 (1 + i). Then P∗‖Θ[a,b]‖ is a function on Xo(3, 6).
Theorem 5.2. For all N ∈Mo3,6(C) and for all partitions 〈J〉,∥∥Φ (YN,〈J〉)∥∥ = ∥∥Θ〈J〉 (ΩN )∥∥4 .
Namely, one has the equality of functions ̟∗〈J〉‖Φ‖ = P∗
∥∥Θ〈J〉∥∥4 on Xo(3, 6).
Proof. (Step 1) Firstly, we set 〈J〉 = (123456) and prove the assertion in this case.
For K = (kij) ∈M3,3(C) with (K, I) ∈Mo3,6(C), set
VK :=
{
(y1, y2, y4, y5, y6) ∈ C5; ki1y1 + ki2y2 + ki3 + yi+3 = 0 (i = 1, 2, 3)
}
.
Then VK is an affine subspace of C
5, whose closure in P5 is denoted by V K . Set
ξK = 2
−5 dy1 ∧ dy2√
y1y2
∏
i=1,2,3(ki1y1 + ki2y2 + ki3)
∣∣∣∣∣∣
VK
.
Let ϕ : P5 → P5 be the map defined as ϕ(x1 : . . . : x6) = (x21 : . . . : x26). Since
V K = ϕ(X(K,I)) and ω(K,I) = i
−3ϕ∗ξK , we get by Theorem 5.1 and (5.1)
(5.4)
∥∥Φ(Y(K,I))∥∥2 = |∆123(K, I)|4 ·
(
2
π4
∣∣∣∣∣
∫
X(K,I)
ϕ∗(ξK ∧ ξK)
∣∣∣∣∣
)4
= | det(K)|4 ·
(
2 deg(ϕ)
π4
∣∣∣∣∫
VK
ξK ∧ ξK
∣∣∣∣)4
=
(
2−9 deg(ϕ)| det(K)|
π4
∫
V K
(
√−1)2dy1 ∧ dy¯1 ∧ dy2 ∧ dy¯2
|y1y2
∏3
i=1(ki1y1 + ki2y2 + ki3)|
)4
=
(
2−4| det(K)|
π4
∫
P2
η(tK,I) ∧ η(tK,I)
)4
.
Here η(tK,I) ∧ η(tK,I) is regarded as a volume form on P2 and the last line follows
from (5.2) and the formula deg(ϕ) = 25.
For g ∈ GL(C3), let fg ∈ PGL(C3) be the projective transform fg[z] = [tg−1z].
Regarding ηN ∧ ηN as a volume form on P2 for N ∈Mo3,6(C), we get
(5.5) f∗g (ηgN ∧ ηgN ) = | det(g)|−2ηN ∧ ηN .
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Since XgN = XN and thus ‖Φ(YgN )‖ = ‖Φ(YN )‖ for all g ∈ GL(C3), N ∈Mo3,6(C),
we deduce from (5.4), (5.5) that for any N = (N1, N2) = N2(N
−1
2 N1, I) ∈Mo3,6(C)
(5.6)
‖Φ(YN )‖2 =
(
2−4| det(N−12 N1)|
π4
∫
P2
η(tN1tN−12 ,I)
∧ η(tN1tN−12 ,I)
)4
=
(
2−4| det(tN−11 ) det(tN−12 )|
π4
∫
P2
η(tN−12 ,tN
−1
1 )
∧ η(tN−12 ,tN−11 )
)4
=
(
2−4|∆〈J〉(N∨)|
π4
· 1
2
∫
ZN∨
ηN∨ ∧ ηN∨
)4
.
Here ηN∨ is regarded as a canonical form on ZN∨ in the last line. By (5.6), we get
(5.7)
‖Φ(YN )‖2 =
{
2−3|∆〈J〉(N∨)η34(N∨)2|
4π4
∫
ZN∨
ηN∨
η34(N∨)
∧ ηN∨
η34(N∨)
}4
=
{
2−3
∣∣Θ〈J〉 (ΩN∨)∣∣2 8 det(ΩN∨ − tΩN∨
2i
)}4
=
∥∥Θ〈J〉 (ΩN∨)∥∥8 .
Here the second equality follows from [18, Eq.(4)] and the following identity
(5.8)
det
(
ΩN∨ − tΩN∨
2i
)
= −(ℑη14
η34
) · (ℑη23
η34
)− 1
2
{
(ℑη13
η34
)2 + (ℑη24
η34
)2
}
=
1
2
ℑ
(
η
η34
)
·H · t
{
ℑ
(
η
η34
)}
=
1
8
(
η
η34
)
· 2H · t
(
η
η34
)
=
1
8
∫
ZN∨
ηN∨
η34
∧ ηN∨
η34
,
where we wrote ηij = ηij(N
∨) and η = η(N∨) and used (5.3) to get the last
equality. Since [ΩN∨ ] = [
tΩN ] by the equality ψ(∗x) = T · ψ(x) in [25, p.260] and
since Θ[a,b](Ω)
2 = Θ[a,b](
tΩ)2 by [17, Lemma 3.1.3], we deduce from (5.7) that
(5.9) ‖Φ(YN )‖ =
∥∥Θ〈J〉(ΩN∨)∥∥4 = ∥∥Θ〈J〉(tΩN )∥∥4 = ∥∥Θ〈J〉(ΩN )∥∥4 .
(Step 2) Let 〈J〉 be an arbitrary partition and let σ ∈ S6 be a permutation such
that 〈J〉 = (σ(1)σ(2)σ(3)
σ(4)σ(5)σ(6)
)
. By [18, Th. 2] and (5.8), we get for all N ∈Mo(3, 6),
(5.10)∥∥Θ〈J〉(ΩN )2∥∥2 = ∣∣∣∣ 14π2∆〈J〉(N)η34(N)2
∣∣∣∣2(18
∫
ZN
ηN
η34(N)
∧ ηN
η34(N)
)2
=
∣∣∣∣ 14π2∆〈J〉(N)
∣∣∣∣2(18
∫
ZN
ηN ∧ ηN
)2
=
∣∣∣∣ 14π2∆(123456)(Nσ)η34(Nσ)2
∣∣∣∣2(18
∫
ZNσ
ηNσ
η34(Nσ)
∧ ηNσ
η34(Nσ)
)2
=
∥∥∥Θ(123456)(ΩNσ )2∥∥∥2 .
Since YN,〈J〉 = YNσ , the result follows from (5.10) and (5.9) applied to N
σ. 
5.4. The case where XN is a Jacobian Kummer surface. Let λ := (λk) ∈ C6
be such that λk 6= λl for all k 6= l. Then
Cλ := {(x, y) ∈ C2; y2 = (x− λ1)(x− λ2)(x − λ3)(x − λ4)(x− λ5)(x− λ6)}
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is a curve of genus 2 with the ordered set of branch points λ = (λk). We identify
Cλ with the corresponding projective curve. Then H
0(Cλ,Ω
1
Cλ
) is equipped with
the basis {ω1 = dx/y, ω2 = xdx/y}. Let {A1, A2, B1, B2} be the canonical basis of
H1(Cλ,Z) as in [18, Sect. 3.1]. Since {λk} is an ordered set, Cλ is equipped with a
level 2-structure. The period of Cλ is defined by
[Tλ] :=
[(∫
B1
ω1
∫
B2
ω1∫
B1
ω2
∫
B2
ω2
)−1(∫
A1
ω1
∫
A2
ω1∫
A1
ω2
∫
A2
ω2
)]
∈ S2/Γ(2),
where S2 is the Siegel upper half-space of degree 2 and Γ(2) ⊂ Sp4(Z) is the
principal congruence subgroup of level 2.
Let K(Cλ) be the Kummer surface associated to the Jacobian variety of Cλ.
There are two models of K(Cλ). For each λi, the point (1 : λi : λ
2
i ) lies on the
conic x0x2 − x21 = 0 with tangent line ℓi = {λ2ix0 − 2λix1 + x2 = 0}. We set
Nλ :=
 1 1 1 1 1 1λ1 λ2 λ3 λ4 λ5 λ6
λ21 λ
2
2 λ
2
3 λ
2
4 λ
2
5 λ
2
6
 , N ′λ :=
1 0 00 −2 0
0 0 1
Nλ.
Then K(Cλ) is isomorphic to the minimal resolution of the double covering of P
2
with branch divisor ℓ1 ∪ · · · ∪ ℓ6. Hence
K(Cλ) ∼=WN ′
λ
∼=WNλ .
On the other hand, it follows from [9, p.769–770, p.789] that
K(Cλ) ∼= XNλ .
By the second expression of K(Cλ), we have ten free involutions {ι〈J〉} on K(Cλ).
Recall that, for a, b ∈ {0, 12}2, the Riemann theta constant θa,b(T ) is defined as
θa,b(T ) :=
∑
n∈Z2
e
[
(n+ a) (T/2)t (n+ a) + t (n+ a) b
]
, T ∈ S2,
whose Petersson norm is defined as ‖θa,b(T )‖2 := (detℑT ) 12 |θa,b(T )|2 and whose
parity is defined as 4tab mod 2. By [17, Lemma 2.1.1 (vi) and p.399 l.2-4], we get
(5.11) Θ[a,b](T ) = θℜ( a1+i ),ℜ(
b
1+i )
(T )2 = θℑ( a1+i ),ℑ(
b
1+i )
(T )2.
Theorem 5.3. Let 〈J〉 be a partition corresponding to (a,b) ∈ Ev. Then∥∥Φ (K(Cλ)/ι〈J〉)∥∥ = ∥∥∥θℜ( a1+i )ℜ( b1+i ) (Tλ)∥∥∥8 = ∥∥∥θℑ( a1+i )ℑ( b1+i ) (Tλ)∥∥∥8 .
Proof. Since [ΩNλ ] = [Tλ] by [25, Chap. IX, Remark 10.2], the result follows from
Theorem 5.2 and (5.11). 
6. An infinite product expansion of theta constants of genus two
6.1. Periods of principally polarized Abelian surfaces. Let e1 =
(
1
0
)
, e2 =(
0
1
) ∈ C2. For T = (t1, t2) ∈ S2 with t1 = (T11T21), t2 = (T12T22) ∈ C2, we define
AT := C
2/Zt1 + Zt2 + Ze1 + Ze2.
Then AT is an Abelian surface with period matrix (T, I2). Let θ(z, T ) ∈ O(C2×S2)
be the Riemann theta function and let CT be the theta divisor of AT :
CT := {[z] ∈ AT ; θ(z, T ) = 0}
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Let So2 be the complement of the Sp4(Z)-orbit of the diagonal locus in S2. Let
T ∈ So2. Then CT is a curve of genus 2 with Jacobian varietyAT . Let iT : CT →֒ AT
be the inclusion, which induces an isomorphism H1(AT ,Z) ∼= H1(CT ,Z). Let
{α1, α2, β1, β2} be the canonical basis of H1(CT ,Z) (cf. [9, pp.227-228]) such that
(iT )∗αi, (iT )∗βi correspond to the cycles ~ei,~ti ∈ H1(AT ,Z). Then∫
(iT )∗αi
dzj = Tij ,
∫
(iT )∗βi
dzj = δij .
Let α∨1 , α
∨
2 , β
∨
1 , β
∨
2 ∈ H1(CT ,Z) be the Poincare´ duals of α1, α2, β1, β2, respectively.
Then {α∨1 , α∨2 , β∨1 , β∨2 } is a symplectic basis of H1(CT ,Z).
Let {a∨1 , a∨2 ,b∨1 ,b∨2 } ⊂ H1(AT ,Z) be the basis such that i∗Ta∨i = α∨i , i∗Tb∨i = β∨i .
By [9, p.310 Lemma], [CT ] = a
∨
1 ∧ b∨1 + a∨2 ∧ b∨2 ∈ H2(AT ,Z) is the Poincare´ dual
of CT ⊂ AT . Set
A := [CT ]
⊥ = {α ∈ H2(AT ,Z); 〈[CT ], α〉 = 0} ⊂ H2(AT ,Z).
Equipped with the basis {a∨1 ∧ a∨2 ,b∨1 ∧ b∨2 , a∨1 ∧ b∨2 , a∨2 ∧ b∨1 , a∨1 ∧ b∨1 − a∨2 ∧ b∨2 },
A is regarded as the lattice U(−1)⊕ U(−1)⊕ 〈−2〉.
The domain of type IV associated to the lattice A is defined as
ΩA := {[x] ∈ P(A⊗C); 〈x, x〉A = 0, 〈x, x〉A > 0}.
By the Riemann-Hodge bilinear relations, [dz1∧dz2] ∈ Ω+A , where Ω+A is the compo-
nent of ΩA containing [dz1 ∧ dz2]. We define an isomorphism of complex manifolds
̟A : S2 → Ω+A by ̟A(T ) := [dz1 ∧dz2]. Since [dzj ] = a∨j −b∨1 T1j −b∨2 T2j, we have
̟A(T ) = a
∨
1 ∧a∨2 +detT b∨1 ∧b∨2 +T11a∨2 ∧b∨1 −T22a∨1 ∧b∨2 −T12(a∨1 ∧b∨1 −a∨2 ∧b∨2 ).
6.2. 2-cycles on Jacobian Kummer surfaces. Let AT [2] be the points of order 2
ofAT . Let p : A˜T → AT be the blowing-up of AT [2]. Let −˜1 be the involution on A˜T
induced by−1(z) = −z onAT . ThenKT := A˜T /−˜1 is a Kummer surface associated
to AT . Since AT is the Jacobian variety of CT , we have KT = K(CT ). Let
q : A˜T → KT be the projection. By [1, VIII, Prop. 5.1], the injective homomorphism
(6.1) φ := q!p
∗ : H2(AT ,Z) →֒ H2(KT ,Z)
satisfies the equality 〈φ(l), φ(m)〉 = 2〈l,m〉 for all l,m ∈ H2(KT ,Z). If T ∈ So2 is
generic enough, then φ(A) ⊂ H2(KT ,Z) is the transcendental lattice of KT . Set
Γ∨12 := φ(a
∨
1 ∧ a∨2 ), Γ∨13 := φ(a∨1 ∧ b∨1 ), Γ∨14 := φ(a∨1 ∧ b∨2 ),
Γ∨23 := φ(a
∨
2 ∧ b∨1 ), Γ∨24 := φ(a∨2 ∧ b∨2 ), Γ∨34 := φ(b∨1 ∧ b∨2 ).
In what follows, φ(A) is equipped with the basis {Γ∨12,Γ∨34,Γ∨14,Γ∨23,Γ∨13 − Γ∨24}.
Hence φ(A) = A(2). Let us see the relation between the cycles γ′ij and Γ
∨
ij .
Let T ∈ So. Define the map σ : CT×CT → AT by σ(x, y) := iT (x)+iT (y) and let
Π : AT → AT /±1 be the projection. We define sym := Π ◦σ : CT ×CT → AT /±1
(cf. [18, p.128]). Set γ1 := α1, γ2 := α2, γ3 := β1, γ4 := β2. Let γij ∈ H2(KT ,Z)
be the Poincare´ dual of the proper inverse image of sym∗(γi × γj) with respect to
the resolution r : KT → AT / ± 1. Namely, if E1 ∐ . . . ∐ E16 = r−1(AT [2]) ⊂ KT
are the exceptional curves of r : KT → AT / ± 1, then γij is the unique element of
H2c (KT r∐16k=1Ek,Z) = H2(KT ,Z) ∩ c1(E1)⊥ ∩ . . . ∩ c1(E16)⊥ satisfying
(6.2) 〈r∗y, γij〉 =
∫
sym∗(γi×γj)
y, ∀ y ∈ H2c ({AT rAT [2]}/± 1,R).
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Recall that if CT ∼= Cλ with some λ ∈ C6, then KT ∼= K(Cλ) ∼= WNλ . Set
T := H2(WNλ ,Z)− and regard T as a primitive sublattice of H
2(KT ,Z) via the
isomorphism H2(KT ,Z) ∼= H2(WNλ ,Z), where H2(WNλ ,Z)− was introduced in
Sect. 5.3. By [18, Sect. 3.1] γ′ij is defined as the orthogonal projection of γij to T.
Lemma 6.1. One has Γ∨ij − γ′ij ∈ φ(A)⊥.
Proof. If T ∈ So2 is generic, φ(A) is the smallest sublattice of H2(KT ,Z) satisfying
φ(A)⊗C ⊃ H0(KT ,Ω2KT ). Since H0(WNλ ,Ω2WNλ ) ⊂ T⊗C, this implies φ(A) ⊂ T.
Set c∨1 := a
∨
1 , c
∨
2 := a
∨
2 , c
∨
3 := b
∨
1 , c
∨
4 := b
∨
2 and γ
∨
1 := α
∨
1 , γ
∨
2 := α
∨
2 , γ
∨
3 := β
∨
1 ,
γ∨4 := β
∨
2 . For every x ∈ H2(AT ,Z) ∩ [CT ]⊥, we get
(6.3)
〈φ(x),Γ∨ij〉 = 2〈x, c∨i ∧ c∨j 〉H2(AT ,Z) =
2
deg σ
∫
CT×CT
σ∗x ∧ σ∗c∨i ∧ σ∗c∨j
=
∫
CT×CT
σ∗x ∧ (pr∗1γ∨i ∧ pr∗2γ∨j − pr∗1γ∨j ∧ pr∗2γ∨i ) = 2
∫
γi×γj
σ∗x.
By the Mayer-Vietoris exact sequence, we get H2(AT ,Z) = H
2
c (AT r AT [2],Z).
Let x ∈ A = H2c (AT rAT [2],Z) ∩ [CT ]⊥. Since x = −x, we get
(6.4)
∫
γi×γj
σ∗x =
∫
σ∗(γi×γj)
x =
∫
σ∗(γi×γj)
x+ (−1)∗x
2
=
1
2
∫
sym∗(γi×γj)
Π∗x.
Since r∗Π∗(x) = q∗p
∗(x) for all x ∈ H2(AT rAT [2],Z), we get by (6.2), (6.3), (6.4)
(6.5) 〈φ(x),Γ∨ij〉 =
∫
sym∗(γi×γj)
Π∗x = 〈r∗Π∗x, γij〉 = 〈φ(x), γij〉.
Since γ′ij − γij ∈ T⊥ ⊂ φ(A)⊥ by the definition of γ′ij and Γ∨ij − γij ∈ φ(A)⊥ by
(6.5), we get the result. 
6.3. Switches and periods of Jacobian Kummer surfaces. Let π : K → S2
be the universal family of Kummer surfaces with π−1(T ) = KT = K(CT ) for all T ∈
S2. By fixing an order of odd characteristics (a, b), a, b ∈ {0, 1}2, the branch points
of the canonical map Φ|KCT | : CT → P1 are also ordered, because they are given by
the 6 points {( ∂θ∂z1 (a+Tb2 , T ) : ∂θ∂z2 (a+Tb2 , T ))}(a,b):odd. Hence K(CT ) ∼= XNλ with
λ = { ∂θ∂z1 (a+Tb2 , T )/ ∂θ∂z2 (a+Tb2 , T )}(a,b):odd. By using this realization, π : K|So2 → So2
is equipped with the 10 fixed-point-free involutions {ι〈J〉}.
Let T0 ∈ So2. Since φ(A) is the smallest sublattice of H2(KT0 ,Z) whose com-
plexification contains φ(dz1∧dz2) if T0 ∈ So2 is generic, we get the inclusion φ(A) ⊂
H2(KT0 ,Z)− = {l ∈ H2(KT0 ,Z); ι∗〈J〉l = −l}. Let α〈J〉,T0 : H2(KT0 ,Z) ∼= LK3 be
a marking satisfying (2.1) with respect to ι〈J〉. Then α〈J〉,T0(φ(A)) ⊂ Λ. Since
S2 is contractible, α〈J〉,T0 extends to a marking α〈J〉 : R
2π∗Z ∼= LK3 for the family
π : K → S2. Then α〈J〉|T (φ(A)) = α〈J〉,T0(φ(A)) for all T ∈ S2.
The period map for the marked family of Enriques surfaces (π : K|So2/ι〈J〉 →
So2, α〈J〉) is given by
(6.6)
α〈J〉(φ(̟A(T ))) = [α〈J〉(Γ
∨
12) + det T α〈J〉(Γ
∨
34)+
T11α〈J〉(Γ
∨
23)− T22α〈J〉(Γ∨14)− T12α〈J〉(Γ∨13 − Γ∨24)],
which extends to an embedding ̟〈J〉 : S2 →֒ Ω+Λ defined by
̟〈J〉 := α〈J〉 ◦ φ ◦̟A.
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6.4. Infinite product expansion of theta constants of genus 2. Let ℓ ∈ {1, 2}
be the level of the primitive isotropic vector α〈J〉(Γ
∨
34) in Λ. Choosing α〈J〉 suitably,
we may and will assume by [23, Prop. 4.5] that α〈J〉(Γ
∨
34) = eℓ. Let Γ34 ∈ H2(KT ,Z)
be the Poincare´ dual of Γ∨34. We define z〈J〉(T ) ∈ Mℓ ⊗R+ i CMℓ by the equation
(6.7) ̟〈J〉(T ) =
[−(z〈J〉(T )2/2)eℓ + (fℓ/ℓ) + z〈J〉(T )] .
Lemma 6.2. There exist constants A,B,C,D ∈Mℓ depending on 〈J〉 such that
z〈J〉(T ) = (A+BT11 + CT12 +DT22)/2, ∀T ∈ S2.
Proof. By (6.6) and (6.7), there exists λ ∈ C∗ with
α〈J〉(Γ
∨
12) + det T eℓ + T11 α〈J〉(Γ
∨
23)− T22 α〈J〉(Γ∨14)− T12 α〈J〉(Γ∨13 − Γ∨24)
= λ
{−(z〈J〉(T )2/2)eℓ + (fℓ/ℓ) + z〈J〉(T )} .
Comparing the inner products with eℓ, we get λ = 2. Set
f′ := α〈J〉(Γ
∨
12), a := α〈J〉(Γ
∨
23), b := α〈J〉(Γ
∨
14), c := α〈J〉(Γ
∨
13 − Γ∨24).
Since 〈fℓ/ℓ, a〉, 〈fℓ/ℓ, b〉, 〈fℓ/ℓ, c〉, 〈fℓ/ℓ, f′〉 ∈ Z, we get the desired expression
z〈J〉(T ) =
f′
2
− 〈fℓ/ℓ, f′ + T11a− T22b− T12c〉eℓ
2
− fℓ
ℓ
+
1
2
(T11a− T22b− T12c)
= (A+BT11 + CT12 +DT22)/2
with A = f′−(2/ℓ)fℓ, B = −〈fℓ/ℓ, a〉eℓ+a, C = 〈fℓ/ℓ, c〉eℓ−c, D = 〈fℓ/ℓ, b〉eℓ−b. 
Theorem 6.3. Let (a,b) ∈ Ev correspond to 〈J〉. Then for all T ∈ S2,
(̟∗〈J〉Φℓ)(T ) = Φℓ
(
z〈J〉(T )
)
= ±θℜ( a1+i )ℜ( b1+i )(T )
8 = ±θℑ( a1+i )ℑ( b1+i )(T )
8.
Proof. For short, write z(T ) for z〈J〉(T ) and α for α〈J〉. Let λ ∈ C6 be such that
KT = K(Cλ). Since KT ∼= WNλ , ηNλ/
∫
Γ34
ηNλ is a canonical form on KT whose
integration over Γ34 is normalized to 1. Hence we get the equality
α (ηNλ/〈Γ∨34, ηNλ〉) = −(z(T )2/2)eℓ + (fℓ/ℓ) + z(T ),
from which we get
(6.8)
2〈ℑz(T ),ℑz(T )〉 =
〈
−(z(T )2/2)eℓ + (fℓ/ℓ) + z(T ),−(z(T )2/2)eℓ + (fℓ/ℓ) + z(T )
〉
= 〈α(ηNλ), α(ηNλ)〉 ·
∣∣∣∣∫
Γ34
ηNλ
∣∣∣∣−2 =
(∫
ZNλ
ηNλ ∧ ηNλ
)
·
∣∣∣∣∫
Γ34
ηNλ
∣∣∣∣−2 .
Since η34(Nλ) = 〈γ′34, ηNλ〉/2 = 〈Γ∨34, ηNλ〉/2 = (
∫
Γ34
ηNλ)/2 by Lemma 6.1, we get
(6.9) detℑT = 1
8
∫
ZNλ
(
ηNλ
η34(Nλ)
)
∧
(
ηNλ
η34(Nλ)
)
= 〈ℑz(T ),ℑz(T )〉
by (5.8), (6.8). We deduce from Theorem 5.2 and (6.9) that
(6.10) ‖Φ(YNλ,〈J〉)‖ = ‖Θ〈J〉(T )‖4 = 〈ℑz(T ),ℑz(T )〉2
∣∣Θ〈J〉(T )∣∣4 .
Comparing (6.10) with the definition ‖Φ(YNλ,〈J〉)‖ = 〈ℑz(T ),ℑz(T )〉2|Φℓ(z(T ))|,
we get the equality of functions on S2:
|Φℓ(z(T ))| =
∣∣Θ〈J〉(T )∣∣4 .
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Hence there exists by (5.11) a constant C ∈ C with |C| = 1 such that for all T ∈ S2
(6.11) Φℓ(z(T ))
2 = C Θ〈J〉(T )
8 = C θℜ( a1+i )ℜ(
b
1+i )
(T )16 = C θℑ( a1+i )ℑ(
b
1+i )
(T )16.
Set qmn := exp(πiTmn) and (a, b) := (ℜ( a1+i),ℜ( b1+i)). By (2.10), (2.11) and
Lemma 6.2, we get Φℓ(z(T )) ∈ Z{q11, q12, q22}. By definition, we get θa,b(T ) ∈
Z{q1/411 , q1/412 , q1/422 } for any even (a, b). Since θa,b(T )8 is a Siegel modular form
for the principal congruence subgroup of level 2 by [20, p.190, Eq.(5.2)], we get
θa,b(T + 2B)
8 = θa,b(T )
8 for any integral 2 × 2-matrix B. Hence θa,b(T )8 ∈
Z{q11, q12, q22} for any even (a, b). Since Φℓ(z(T )) ∈ Z{q11, q12, q22} and θa,b(T )8 ∈
Z{q11, q12, q22}, we get C ∈ Q by (6.11). Since |C| = 1, this implies C = ±1. By
(6.11) again, Φℓ(z(T ))
2 = ±θa,b(T )16. If Φℓ(z(T ))2 = −θa,b(T )16, then Φℓ(z(T )) =
±√−1θa,b(T )8 ∈
√−1Z{q11, q12, q22}. Since Φℓ(z(T )) ∈ Z{q11, q12, q22}, we get a
contradiction Φℓ(z(T )) ≡ 0. This proves C = 1. 
Corollary 6.4. For all even (a, b) ∈ {0, 12}4, θa,b(T )8 admits an infinite product
expansion of Borcherds type.
Let ∆5(T ) :=
∏
(a,b) even θa,b(T ) be the product of all even theta constants. By
Corollary 6.4, ∆5(T )
4 is expressed as an infinite product of Borcherds type. In fact,
Gritsenko-Nikulin [11] proved that ∆5(T ) is a Borcherds product.
7. Kummer surfaces of product type and involutions of even type
In this section, we prove C = c1 = c2 = 1 in (3.10) and Proposition 4.7 by
studying Φ for those Enriques surfaces which are the quotient of a Kummer surface
of product type by involutions of even type. Let H be the complex upper-half plane.
7.1. Elliptic functions. For τ ∈ H, set Eτ := C/2Z+ 2τZ. Let ℘(u; 1, τ) be the
Weierstrass ℘-function on the u-plane associated to the lattice Z + τZ. The map
Eτ = C/2Z+2τZ ∋ [u] 7→ (℘(u2 ; 1, τ) : ℘′(u2 ; 1, τ) : 1) ∈ P2 is an isomorphism from
Eτ to the cubic curve defined by the affine equation w
2 = 4(z− e1)(z− e2)(z− e3),
where e1 = ℘(
1
2 ; 1, τ), e2 = ℘(
1+τ
2 ; 1, τ), e3 = ℘(
τ
2 ; 1, τ).
By [12, p.213 Eq.(3)], Jacobi’s elliptic functions and the ℘-function are related
as follows:
sn(
√
e1 − e3u) =
√
(e1 − e3)/(℘(u; 1, τ)− e3),
cn(
√
e1 − e3u) =
√
(℘(u; 1, τ)− e1)/(℘(u; 1, τ)− e3),
dn(
√
e1 − e3u) =
√
(℘(u; 1, τ)− e2)/(℘(u; 1, τ)− e3).
By [12, p.215, Tabelle II], sn(
√
e1 − e3u) is an odd function with period lattice
Γ1 := 2Z+ τZ and cn(
√
e1 − e3u) (resp. dn(
√
e1 − e3u)) is an even function with
period lattice Γ2 := 2Z+(1+τ)Z (resp. Γ3 := Z+2τZ). We regard sn(
√
e1 − e3u),
cn(
√
e1 − e3u), dn(
√
e1 − e3u) as periodic meromorphic functions on C with period
lattice Γ1 ∩ Γ2 ∩ Γ3 = 2Z+ 2τZ. Namely, they are meromorphic functions on Eτ .
By [12, p.204], [20, p.69], the theta constants are defined as
(7.1)
θ0(τ) = θ01(τ) :=
∏∞
n=1(1− e2πinτ )(1 − eπi(2n−1)τ )2,
θ2(τ) = θ10(τ) := 2e
πiτ/4
∏∞
n=1(1− e2πinτ )(1 + e2πinτ )2,
θ3(τ) = θ00(τ) :=
∏∞
n=1(1− e2πinτ )(1 + eπi(2n−1)τ )2.
Then
√
e2 − e3 = π θ2(τ)2 and
√
e1 − e3 = π θ3(τ)2 by [12, p.202 Eq.(6)].
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7.2. A (2, 2, 2)-model of a Kummer surface of product type. For τ1, τ2 ∈ H
and z1, z2 ∈ C, we define functions x1, x2, y0, y1, y2 on Eτ1 × Eτ2 by
(7.2)
x1 := cn(
√
e11 − e13z1) =
√
℘(z1;1,τ1)−e11
℘(z1;1,τ1)−e13
,
x2 := dn(
√
e11 − e13z1) =
√
℘(z1;1,τ1)−e12
℘(z1;1,τ1)−e13
,
y0 :=
sn(
√
e11−e
1
3z1)
sn(
√
e21−e
2
3z2)
=
√
e11−e
1
3
e21−e
2
3
√
℘(z2;1,τ2)−e23
℘(z1;1,τ1)−e13
,
y1 :=
sn(
√
e11−e
1
3z1)
sn(
√
e21−e
2
3z2)
cn(
√
e21 − e23z2) =
√
e11−e
1
3
e21−e
2
3
√
℘(z2;1,τ2)−e21
℘(z1;1,τ1)−e13
,
y2 :=
sn(
√
e11−e
1
3z1)
sn(
√
e21−e
2
3z2)
dn(
√
e21 − e23z2) =
√
e11−e
1
3
e21−e
2
3
√
℘(z2;1,τ2)−e22
℘(z1;1,τ1)−e13
,
where ei1 := ℘(
1
2 ; 1, τi), e
i
2 := ℘(
1+τi
2 ; 1, τi), e
i
3 := ℘(
τi
2 ; 1, τi). Consider the map
f : Eτ1 × Eτ2 ∋ ([z1], [z2])→ (1 : x1 : x2 : y0 : y1 : y2) ∈ P5.
Then f(−[z1],−[z2]) = f([z1], [z2]) and f is well-defined if and only if ℘(z1; 1, τ1) 6=
∞ or ℘(z2; 1, τ2) 6=∞. Since ℘(z1; 1, τ1) = ℘(z2; 1, τ2) =∞ if and only if ([z1], [z2])
is a point of order 2 of Eτ1 × Eτ2 and since the indeterminacy of f is resolved by
blowing-up the points of order 2, f is a birational morphism from K(Eτ1 ×Eτ2) to
(7.3)
X(λ1,λ2) :=
(x0 : x1 : x2 : y0 : y1 : y2) ∈ P5;
(1 − λ1)x20 + λ1x21 − x22 = 0,
λ2x
2
0 − λ2x21 − y20 + y22 = 0,
x20 − x21 − y20 + y21 = 0
 ,
where λi = (e
i
2 − ei3)/(ei1 − ei3) = θ2(τi)4/θ3(τi)4 is the cross ratio of the branch
points of ℘Eτi . Then K(τ1,τ2) is isomorphic to the minimal resolution of X(λ1,λ2).
In the notation of Sect. 5.2, we deduce from (7.3) that X(λ1,λ2) = XM(λ1,λ2), where
(7.4) M(λ1, λ2) :=
λ1 − 1 −λ1 1 0 0 0λ2 −λ2 0 −1 0 1
1 −1 0 −1 1 0
 ∈M3,6(C).
Since ∆123(M(λ1, λ2)) = ∆456(M(λ1, λ2)) = 0, we get M(λ1, λ2) 6∈ Mo3,6(C). In-
deed X(λ1,λ2) has nodes. For 〈J〉 6=
(
123
456
)
, the minimal resolution of
Y(λ1,λ2),〈J〉 := X(λ1,λ2)/ι〈J〉
is an Enriques surface and the value ‖Φ(Y(λ1,λ2)),〈J〉‖ is well defined.
The involutions ι〈J〉 are involutions of even type on K(Eτ1 ×Eτ2) in the sense of
[19]. Let ǫ be the involution onK(Eτ1×Eτ2) induced by the involution−1Eτ1×idEτ2
on Eτ1×Eτ2 . For a = (a1, a2) ∈ (12Z/Z)⊕2r{0} and b = (b1, b2) ∈ (12Z/Z)⊕2r{0},
let σ(a,b) be the involution on K(Eτ1 × Eτ2) induced by the translation (z1, z2) 7→
(z1 + a1 + a2τ1, z2 + b1 + b2τ2) on Eτ1 × Eτ2 . Using the transformation rules for
sn(
√
e1 − e3u), cn(
√
e1 − e3u), dn(
√
e1 − e3u) under the translations u 7→ u + 1,
u 7→ u+ τ , u 7→ u+ 1 + τ (cf. [12, p.215 Tabelle I]), we have
ǫ ◦ σ(a,b) = ι〈J〉,
where the correspondence between
(
a
b
)
=
(
a1 a2
b1 b2
)
and 〈J〉 6= (123456) is given as follows:(
a
b
) (
1 0
1 0
) (
1 0
0 1
) (
1 0
1 1
) (
0 1
1 0
) (
0 1
0 1
) (
0 1
1 1
) (
1 1
1 0
) (
1 1
0 1
) (
1 1
1 1
)
〈J〉 (135246) (134256) (136245) (146235) (156234) (145236) (125346) (124356) (126345)
Here we used the notation
(
a1 a2
b1 b2
)
:=
((a1+a2τ1)/2
(b1+b2τ2)/2
) ∈ Eτ1 × Eτ2 .
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7.3. Periods of Kummer surfaces of product type. For (τ1, τ2) ∈ H× H, set
K := φ
(
pr∗1H
1(Eτ1 ,Z) ∧ pr∗2H1(Eτ2 ,Z)
) ⊂ H2(Eτ1 × Eτ2 ,Z),
where pri : Eτ1 ×Eτ2 → Eτi is the projection. If (τ1, τ2) ∈ H×H is generic enough,
then K is the transcendental lattice of K(Eτ1 × Eτ2).
Let {αi, βi} be the canonical basis of H1(Eτi ,Z) such that
(7.5)
∫
αi
dzi = 2τi,
∫
βi
dzi = 2,
where zi is the coordinate of Eτi . We define the cocycles α
∨
i , β
∨
i , a
∨
i , b
∨
i , Γ
∨
ij in the
same way as in Sects 6.1, 6.2. Then K is equipped with the basis {Γ∨13,Γ∨24,Γ∨14,Γ∨23}
and is regarded as U(−2)⊕ U(−2). Since [dzi] = 2(α∨i − τiβ∨i ) by (7.5), we get
(7.6) φ(C[dz1 ∧ dz2]) = C(Γ∨12 + τ1τ2 Γ∨34 + τ1Γ∨23 − τ2Γ∨14).
7.4. The restriction of Φ to H×H. Let π : X → H×H be the family of Kummer
surfaces such that π−1(τ1, τ2) = X˜(λ1,λ2), where X˜(λ1,λ2) is the minimal resolution
of X(λ1,λ2). For a partition 〈J〉, the fiberwise involution ι〈J〉 on X(λ1,λ2) induces
an involution on X , which is again denoted by ι〈J〉. Since H × H is contractible,
the family π : X → H× H is topologically trivial and hence there exists a marking
α〈J〉 : R
2π∗Z ∼= LK3 such that the condition (2.1) is satisfied fiberwise for ι〈J〉.
Choosing α〈J〉 suitably, we may also assume by [23, Prop. 4.5] that α〈J〉(Γ
∨
34) =
eℓ ∈ U(ℓ) when the isotropic vector α〈J〉(Γ∨34) has level ℓ in Λ. We fix such a
marking α〈J〉 of π : X → H× H and set
Ωα〈J〉(K) := {[η] ∈ Ω+Λ; η ∈ α〈J〉(K)⊗C}.
Let ̟〈J〉 : H× H→ Ω+α〈J〉(K) be the period map for the marked family of Enriques
surfaces (π : X/ι〈J〉 → H× H, α〈J〉). By (7.6), we get
̟〈J〉(τ1, τ2) = [α〈J〉(Γ
∨
12) + τ1τ2α〈J〉(Γ
∨
34) + τ1α〈J〉(Γ
∨
23)− τ2α〈J〉(Γ∨14)].
Set f′ := α〈J〉(Γ
∨
12), eℓ := α〈J〉(Γ
∨
34), a := α〈J〉(Γ
∨
23), b := α〈J〉(Γ
∨
14) as in the proof
of Lemma 6.2. Define z〈J〉 ∈ Mℓ ⊗R+ i C+Mℓ by
z〈J〉(τ1, τ2) := z〈J〉(diag(τ1, τ2)) =
f′
2
− 〈fℓ/ℓ, f′ + τ1a− τ2b〉eℓ
2
− f
ℓ
+
1
2
(τ1a− τ2b).
Then z〈J〉(τ1, τ2) = (A + Bτ11 + Dτ22)/2 by Lemma 6.7, where the constants
A,B,D ∈ Mℓ were given in the proof of Lemma 6.7. Since z〈J〉(τ1, τ2) satisfies
the relation (6.7), it follows from the definition of Φℓ(z) that
(̟∗〈J〉Φℓ)(τ1, τ2) = Φℓ(z〈J〉(τ1, τ2)).
Lemma 7.1. Let ℓ ∈ {1, 2} be the level of α〈J〉(Γ∨34) in Λ. Then
lim
(τ1,τ2)→(+i∞,+i∞)
(̟∗〈J〉Φℓ)(τ1, τ2) = 2− ℓ.
Proof. Since ℑz〈J〉/ℑτ1 ∈ C+Mℓ , we get B = limℑτ1→+∞ 2ℑz〈J〉/ℑτ1 ∈ C
+
Mℓ
. Hence
〈λ,B〉 ≥ 0 for all λ ∈ C+Mℓ , where the equality holds if and only if λ ∈ R≥0B.
Similarly, we get 〈λ,D〉 ≥ 0 for all λ ∈ C+Mℓ , where the equality holds if and only if
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λ ∈ R≥0D. Since the isotropic vectors B, D of the Lorentzian lattice Mℓ are not
parallel and thus [C+Mℓ rR≥0B] ∪ [C
+
Mℓ
rR≥0D] = C+Mℓ r {0}, we get
(7.7)
lim
(τ1,τ2)→(+i∞,+i∞)
|eπi〈λ,z〈J〉(τ1,τ2)〉| = lim
(τ1,τ2)→(+i∞,+i∞)
e−
π
2 (〈B,λ〉ℑτ1+〈D,λ〉ℑτ2) = 0
for all λ ∈ C+Mℓ r {0}. Since (2.10), (2.11) converge absolutely for ℑz ∈Mℓ ≫ 0, we
get the result by substituting (7.7) into the explicit expressions (2.10), (2.11). 
Recall that the holomorphic 2-form ωM(λ1,λ2) on (the regular part of) X(λ1,λ2)
was defined in Sect. 5.2. For simplicity, write ω(λ1,λ2) for ωM(λ1,λ2).
Lemma 7.2. The following equality holds
(7.8) f∗ω(λ1,λ2) = 2
−3π2θ3(τ1)
2θ3(τ2)
2 dz1 ∧ dz2.
Proof. In the coordinates of P5 given by (x1, y0, x0, x2, y2, y1), M(λ1, λ2) is of the
form (K, I3), K ∈M3(C) and the uniformization (7.2) satisfies x0 = 1 as required
in Sect. 5.2. Since f∗dx1 = −
√
e11 − e13 sn(z1
√
e11 − e13) dn(z1
√
e11 − e13) dz1 and
f∗dy0 = −
√
e21 − e23
sn(z1
√
e11 − e13)
sn(z2
√
e21 − e23)2
cn(z2
√
e21 − e23)dn(z2
√
e21 − e23) dz2 mod dz1
by the definitions of x1, x2, y0, y1, y2, we deduce from (5.1) the desired equality:
f∗ω(λ1,λ2) = f
∗(
dx1 ∧ dy0
23x2y1y2
) =
1
23
∏
i=1,2
√
ei1 − ei3dz1∧dz2 =
π2
23
θ3(τ1)
2θ3(τ2)
2dz1∧dz2,
where the last equality follows from [12, p.202 Eq.(6)]. 
Lemma 7.3. Set ∆〈J〉 := ∆〈J〉(M(λ1, λ2)). Then
∆2〈J〉 =

(λ2 − 1)2
λ22
1
λ21(λ2 − 1)2
λ21λ
2
2
λ21
(λ1 − 1)2
(λ1 − 1)2λ22
(λ1 − 1)2(λ2 − 1)2
=

θ0(τ2)
8
θ3(τ2)8
θ2(τ2)
8
θ3(τ2)8
1
θ2(τ1)
8θ0(τ2)
8
θ3(τ1)8θ3(τ2)8
θ2(τ1)
8θ2(τ2)
8
θ3(τ1)8θ3(τ2)8
θ2(τ1)
8
θ3(τ1)8
θ0(τ1)
8
θ3(τ1)8
θ0(τ1)
8θ2(τ2)
8
θ3(τ1)8θ3(τ2)8
θ0(τ1)
8θ0(τ2)
8
θ3(τ1)8θ3(τ2)8
if 〈J〉 =

(
124
356
)(
125
346
)(
126
345
)(
134
256
)(
135
246
)(
136
245
)(
145
236
)(
146
235
)(
156
234
)
.
Proof. By (7.4), the first equality is elementary. The second equality follows from
the first one because λi = θ2(τi)
4/θ3(τi)
4 and 1− λi = −θ0(τi)4/θ3(τi)4. 
Lemma 7.4. Let g : K(τ1,τ2) → X(λ1,λ2) be the minimal resolution. If 〈J〉 6=
(
123
456
)
,
then
∆2〈J〉 ·
(∫
Γ34
2
π2
g∗ω(λ1,λ2)
)4
= θǫ(τ1)
8θδ(τ2)
8,
where the correspondence between (ǫ, δ) and 〈J〉 is given as follows:
(ǫ, δ) (2, 2) (2, 0) (2, 3) (0, 2) (0, 0) (0, 3) (3, 2) (3, 0) (3, 3)
〈J〉 (135246) (134256) (136245) (146235) (156234) (145236) (125346) (124356) (126345)
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Proof. The cycles βi ∈ H1(Eτi ,Z) is represented by the circle (R+ ǫ
√−1)/2Z with
0 < ǫ ≪ 1, which does not pass through any points of order 2 of Eτi . Regard
f∗ω(λ1,λ2) as the 2-form on A(τ1,τ2) by the formula (7.8). Since φ(f
∗ω(λ1,λ2)) =
2g∗ω(λ1,λ2) and since b
∨
1 ∧ b∨2 is the Poincare´ dual of β1 × β2 ⊂ A(τ1,τ2), we get∫
Γ34
g∗ω(λ1,λ2) =
1
2
〈
φ(f∗ω(λ1,λ2)),Γ
∨
34
〉
=
〈
f∗ω(λ1,λ2),b
∨
1 ∧ b∨2
〉
=
∫
β1×β2
f∗ω(λ1,λ2)
=
∫
β1×β2
π2
23
θ3(τ1)
2θ3(τ2)
2 dz1 ∧ dz2 = π
2
2
θ3(τ1)
2θ3(τ2)
2
by Lemma 7.2 and (7.5). This, together with Lemma 7.3, implies the result. 
Theorem 7.5. One has c1 = c2 = C = 1 in (3.10) and Proposition 4.7.
Proof. Since C = |cℓ|, it suffices to prove c1 = c2 = 1. Let 〈J〉 be a partition such
that α〈J〉(Γ
∨
34) = eℓ. Then we get
(7.9)
√
cℓ =
̟∗〈J〉Φℓ
∆2〈J〉 ·
(∫
Γ34
2π−2ω(λ1,λ2)
)4 = (̟∗〈J〉Φℓ)(τ1, τ2)θǫ(τ1)8θδ(τ2)8 ,
where the first equality follows from Proposition 4.7 and the second from Lemma 7.4.
By (7.1), we get lim(τ1,τ2)→(+i∞,+i∞) θǫ(τ1)
8θδ(τ2)
8 = 0 or 1 and both cases occur.
Since cℓ is a non-zero constant on H × H by Proposition 4.7, it follows from (7.9)
and Lemma 7.1 that for any ℓ ∈ {1, 2}, there is a choice 〈J〉 such that α〈J〉(Γ∨34)
has level ℓ in Λ. Hence α〈J〉(Γ
∨
34) = eℓ.
Let ℓ = 1. By (7.9) and Lemma 7.1, we get lim(τ1,τ2)→(+i∞,+i∞)
√
c1 = ±1, since
c1 is a non-zero constant by Proposition 4.7. This proves that c1 = 1.
Assume ℓ = 2. Set qm := exp(πiτm). Since Φ2(z) has integral Fourier coefficients
by (2.11) and thus (̟∗〈J〉Φℓ)(τ1, τ2) ∈ Z{q1, q2}, we get
√
c2 ∈ q−21 q−22 Z{q1, q2} by
(7.1), (7.9). Hence
√
c2 ∈ Z. Since |c2| = |c1| and since c1 = 1, we get c2 = 1. 
Corollary 7.6. If α〈J〉(Γ
∨
34) is a primitive isotropic vector of Λ of level ℓ, then
Φℓ
(
̟〈J〉(τ1, τ2)
)
= ±θǫ(τ1)8θδ(τ2)8
under the correspondence between 〈J〉 and (ǫ, δ) in Lemma 7.4. In particular,∥∥Φ(Y〈J〉(λ1, λ2))∥∥ = ‖θǫ(τ1)θδ(τ2)‖8.
Proof. Since c1 = c2 = 1 by Theorem 7.5, the result follows from (7.9). 
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