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In this article we provide a Bayesian analysis for dependent elliptical measurement error
models considering nondifferential and differential errors. In both cases we compute
posterior distributions for structural parameters by using squared radial prior distributions
for the precision parameters. The main result is that the posterior distribution of location
parameters, for specific priors, is invariant with respect to changes in the generator
function, in agreement with previous results obtained in the literature under different
assumptions. Finally, although the results obtained are valid for any elliptical distribution
for the error term, we illustrate those results by using the student-t distribution and a real
data set.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
When dealing with more than one variable, we are often interested in how a particular variable depends on one or more
of the other covariables.When the covariables have ameasurement error, we are in presence of ameasurement errormodels
(MEM) or error-in-variable models. Variables can be measured with error in many practical situations, for example in social
sciences, management sciences, medical sciences, etc. Applications of MEM to real data can be found in [15].
In this work we study the regression of a response variable y on an explanatory variable ξ from observations
{(y1, x1) , . . . , (yn, xn)}, where x = (x1, . . . , xn)′ is a measurement of ξ = (ξ1, . . . , ξn)′. More specifically, we consider the
observations {(y1, x1) , . . . , (yn, xn)} coming from a measurement error model (with additive error) given by the following
equations:
y = α1n + βξ+ , x = ξ+ u, (1)
where y = (y1, . . . , yn)′ ,  = (1, . . . , n)′ ,u = (u1, . . . , un)′ and 1n is a vector with n 1s, 1n = (1, . . . , 1)′.
The assumptions |σ 2 ∼ Nn
(
0, σ 2 In
)
,u|σ 2u ∼ Nn
(
0, σ 2u In
)
and ( ⊥ u) | (σ 2 , σ 2u ) are commonly used in the literature;
see for example [15,11], among others. Here, (x ⊥ y) |zmeans conditional independence of x and y given z. Also, it is well
known that the model (1) with normal errors and ξ|σ 2ξ ∼ Nn
(
0, σ 2ξ In
)
is not identified, unless additional constraints are
present. In thisworkwe assume that the vector of error components (,u) is independent of ξ, andwe consider two different
kinds of elliptical distributions for (,u). In one of those cases, we assume that
|φ1 ∼ Eln
(
0, φ−11 In, h1
)
, u|φ2 ∼ Eln
(
0, φ−12 In, h2
)
, ( ⊥ u) | (φ1, φ2) , (2)
where Eln
(
0, φ−1In, h
)
denotes an n-variate elliptical distribution centered on 0, φ > 0 is a precision parameter and h is
the generator function (see Section 2). Throughout this work we are assuming that the generator function is fixed, which
could be indexed by the dispersion parameter φ. Under the assumptions in (2) and letting θ = (α, β, φ1, φ2)′, which are
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called structural parameters, we have in (1), (y ⊥ x) | (ξ, θ). In this case, it is said that the MEM (1) has nondifferential error
(NDE). For more details about NDE models, see [10,6]. On the other hand, we also consider that
(,u) |φ1, φ2 ∼ El2n
(
0, diag
(
φ−11 In, φ
−1
2 In
)
, h
)
. (3)
In this case, the MEM (1) has differential error because it does not satisfy (y ⊥ x) | (ξ, θ). However, the MEM (1) with errors
like (3) is called MEM with weak nondifferential error (WNDE) because it satisfies E (y|ξ, x, θ) = E (y|ξ, θ) = α1n + βξ.
Definition and some characterization results aboutWNDEmodels can be seen in [6]. Previous models are not identified, but
that is not a problem in this work because we obtain Bayesian learning through proper posterior distributions.
There are many different extensions to the model described by (1). For example, a vector of explanatory variables in
a linear or nonlinear model can be considered. Results in this line can be found in [15,11,10]. Another interesting MEM
arises when the equation x = ξ+ u is modified by ξ = x+ u. That model is called the Berkson MEM. The structural MEM
usually assumes that ξ and u are independent, while for BerksonMEM x is independent of u. Also, for BerksonMEMwe have
cov (ξi, ui|xi) > 0 and var (ξi) > var (xi). More details about BerksonMEM can be found in [12,11,10]. There aremany other
modifications of the standardMEM as for example, the equation error model, replicatedmodels, etc. [15,11,10] can be taken
as reference.
Inference problems in MEM are typically approached via classical inference (e.g., [15,11]). Literature related to the
Bayesian methodology in MEM is less comprehensive than in the classical approach. Pioneering work, by [21] investigates
Bayesian inference for the normal case. A unification of the results in [21] with additional considerations on the prior
assumptions is considered in [28]. Some other results which appeared later include [27,14,24,8], among others. These more
recent works emphasize obtaining posterior distributions for the regression coefficients under different assumptions which
include normally distributed errors. More recent works in MEM, which include skew elliptical distributions are [22,5,7,26].
Applications of the Bayesian MEM to epidemiological problems can be found in [25,17], among others.
This article is structured as follows. In Section 2, we review the basic properties of elliptical distributions. In Section 3, we
develop some Bayesian inference results for dependent ellipticalMEMwith the prior distribution of the precision parameter
into the squared radial distributions family. Section 4 focuses on inference for WNDE-dependent elliptical MEMwith equal
variances and we apply the results to a real data set. Finally, in Section 5, we summarize and discuss the results found in
this work.
2. Elliptical distributions
In this section we summarize the basic properties of elliptical distributions and establish the notation used in this article.
Details about elliptical distributions can be found in [18,9,13,2].
A random vector y ∈ Rn has an n-variate (absolutely) continuous elliptical distribution with location parameterµ ∈ Rn,
positive definite dispersion matrix 6 of dimension n × n and density generator function h(n), if and only if its probability
density function (pdf) is
f (y|µ,6, ν) = |6|− 12 h(n) [q (y)] , q (y) = (y−µ)′ 6−1 (y−µ) . (4)
Here h(n) is a non-negative function which satisfies
∫∞
0 snu
n/2−1h(n)(u)du = 1, where sn = pin/2/Γ (n/2), and can be
indexed by a parameter vector ν. In this case, we write y ∼ Eln (µ,6, h). For 6 = φ−1In, where In is the n × n identity
matrix and φ > 0, the distribution of y has spherical symmetry. Spherical distributions can be considered as standardized
elliptical distributions because if z ∼ Eln (0, In, h) then z has pdf h(n)
(‖z‖2) and y = µ+ 61/2 z ∼ Eln (µ,6, h).
Also, the distribution of z is determined by the distribution of the squared radial variable r2 = ‖z‖2 which has pdf
fr2(u) = snun/2−1h(n)(u)I(0,∞)(u). We say here that r2 (=q (y)) has squared radial distribution with n degrees of freedom and
generator density functionh(n)whichwill be denotedbyR2n
(
h(n)
)
. Note also that r−2 has pdf sn (1/u)n/2+1 h(n) (1/u) I(0,∞)(u)
which will be called the inverted squared radial distribution and will be denoted by IR2n
(
h(n)
)
. Moreover, the components
of z have a common symmetric distribution, with variance and kurtosis (provided they exist) given by αh = E
(
r2/n
)
and κh = α−2h E
[
r4
n(n+2)
]
− 1, respectively. Therefore, by spherical symmetry, E (z) = 0 and Var (z) = αhIn and, from
y = µ+ 61/2 z, we obtain E (y) = µ and Var (y) = αh6.
An important elliptical model is the Student-t distribution.
Example 1 (Student-t Distribution). Let y ∼ tn (µ,6, ν) be an n-variate Student-t random vector with location pa-
rameter µ, dispersion parameter 6 and ν degrees of freedom. This model is obtained from (4) by taking h(n) (u|ν) =
cn,ν (ν + u)−(n+ν)/2 I(0,∞)(u), ν > 0, where cn,ν = Γ [(n+ν)/2]νν/2Γ (ν/2)pin/2 . In this case r2 = ‖z‖2 ∼ R2n
(
h(n)ν
) = nFn,ν , where Fn,ν de-
notes the Fisher distributionwith n and ν degrees of freedom. Thus,αh = ν/ (ν − 2) for ν > 2 and κh = 2/(ν−4) for ν > 4.
Elliptical distributions are also closed by linear transformation, marginalization and conditioning (see e.g. [13]). Thus,
from the partition z =
(
z′k, z
′
(k)
)′
, we have for themarginal distribution of zk that zk ∼ Elk
(
0, Ik, h(k)
)
, and for the conditional
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distribution of zk|(z(k) = w) that zk|(z(k) = w) ∼ Elk
(
0, Ik, h
(k|n)
t
)
, where t = ‖w‖2, and
h(k)(u) =
∫ ∞
0
sn−kv
n−k
2 −1h(n) (u+ v|ν) dv, h(k|n)t (u) = h
(n) (u+ t)
h(n−k)(t)
, (5)
are the marginal and conditional density generator functions, respectively. The above partition induces also a bivariate
version of the squared radial distribution for
(
r21 , r
2
2
) = (‖zk‖2 , ‖z(k)‖2). In fact, [4] gave a multivariate extension of
the squared radial distribution. Thus, a random vector
(
r21 , . . . , r
2
k
)
has a multivariate squared radial distribution with
(d1, . . . , dk) ∈ Rk+ degrees of freedom if and only if its joint density function is given by
fr21 ,...,r2k (u1, . . . , uk) =
pid/2
k∏
i=1
Γ
(
di
2
) k∏
i=1
u
di
2 −1
i h
(d)
(
k∑
i=1
ui
)
, (6)
where ui > 0 and d =∑ki=1 di. We denote the distribution of (r21 , . . . , r2k ) byMR2d1,...,dk (h(d)). Important properties of the
familyMR2d1,...,dk
(
h(d)
)
can be found in [4].
For the Student-t distribution we have the following example.
Example 2 (Student-t Distribution). Let z =
(
z′k, z
′
(k)
)′ ∼ tn (0, In, ν). Then, from (5), the marginal and conditional
generators of zk and zk|z(k) are
h(k) (u|ν) = Γ
( k+ν
2
)
νν/2
Γ
(
ν
2
)
pi k/2
(ν + u)− k+ν2 ,
u > 0, and
h(k|n)t (u|ν) =
Γ
(
k+(n−k+ν)
2
)
(ν + t)(n−k+ν)/2
Γ
( n−k+ν
2
)
pi k/2
(ν + t + u)− k+(n−k+ν)2 ,
u > 0, respectively. That is, zk ∼ tk (0, Ik, ν) and zk|(z(k) = w) ∼ tk (0, Ik, ν + t, ν + n− k), where t = ‖w‖2. In this article,
tn (µ,6, λ, ν)denotes an n-variate generalized Student-t distributionwith location parameterµ, dispersion parameter6, ν
degrees of freedom and λ > 0. Notice that tn (µ,6, λ, ν) = tn (µ, (λ/ν)6, ν). Details about this distribution can be found
in [3].
3. Inference in dependent elliptical MEM
In this section we study some Bayesian solutions to inference problems for dependent elliptical MEM. We consider
dependent elliptical MEM with nondifferential error (NDE) and also with weak nondifferential error (WNDE). For these
models, we compute the posterior distributions of the structural parameters under specific prior distributions. We consider
squared radial prior distributions for the precision parameters which depend on the generator function h. Thus, we extend
some results obtained by [7]. We start with WNDE dependent elliptical MEM with different precision parameters for the
error terms.
3.1. WNDE elliptical MEM
In this subsection we consider a dependent elliptical MEMwith weak nondifferential error. For this, we assume that the
data are given by
y, x|ξ, β,φ ∼ El2n
[
(ϒβ, ξ) , diag
(
φ−11 In, φ
−1
2 In
)
, h(2n|(2n+d))a′φ
]
, (7)
where ϒ = [1n, ξ] ,φ = (φ1, φ2)′ , a = (a1, a2)′ is a known vector with non-negative components, d is a known non-
negative integer and, by (5),
h(2n|(2n+d))a′φ (u) =
h(2n+d)
(
u+ a′φ)
h(d) (a′φ)
, (8)
where h(2n+d) is a given generator function of a (2n+ d)-dimensional elliptical distribution,which is the fullmodel generator
and some times will be denoted by h for simplicity.
The MEM (7) comes from (1) by considering (3) with the generator h = h(2n|(2n+d))a′φ . Thus, in (7) we are considering an
elliptical distribution for the observed data, which depends on the precision parameters through both the dispersionmatrix
and the generator density.
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For the parameters of (7), we consider the following prior distributions:
pi (ξ, β,φ|h) = pi (ξ, β|φ, h) pi (φ|h) , (9)
where (a1φ1, a2φ2) |h ∼MR2d1,d2
(
h(d)
)
, which by (6) means that
pi (φ|h) = a
d1/2
1 a
d2/2
2 pi
d/2
Γ
(
d1
2
)
Γ
(
d2
2
)φ d12 −11 φ d22 −12 h(d) (a′φ) , (10)
where d = d1+ d2. Since we are assuming that the interpretation of the parameters depend on h (the generator function of
the likelihood), then the generators h given in (7)–(9) have to be of the same type. However, pi (ξ, β|φ, h) could not depend
on h. In particular, if we adopt the convention that h(0)(u) = 1, then pi (ξ, β,φ|h) ∝ (φ1φ2)−1 which is the noninformative
prior used by [7].
Throughout this paper, the model defined by (7)–(10) will be called the WNDE dependent elliptical MEM. The prior pdf
(10) means that the prior belief of the precision parameters depends on the generator function. That is reasonable because
in the present context the interpretation of the precision parameter changes with the likelihood function. However, the
following theorem shows that for the WNDE dependent elliptical MEM, Bayesian inference on (ξ, β) does not depend on
the specific elliptical distribution considered in (7).
Theorem 3. For the model (7) and the priors (9)–(10) with ((ξ, β) ⊥ φ) |h, we have
f (ξ, β|y, x, h) ∝ (a1 + ‖y− φβ‖2)− n+d12 (a2 + ‖x− ξ‖2)− n+d22 pi (ξ, β|h)
and
f (φ|y, x, h) ∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(2n+d)
(
a′∗φ
)
pi (ξ, β|h) dξdβ,
where a′∗ =
(
a1 + ‖y− ϒβ‖2, a2 + ‖x− ξ‖2
)
.
Proof. From (4), (7) and (10) we have
f (y, x|ξ, β, h) =
∫
f
(
y, x|ξ, β,φ, h(2n|(2n+d))a′φ
)
pi
(
φ|h(d)) dφ
= a1
d1/2a2d2/2pid/2
Γ
(
d1
2
)
Γ
(
d2
2
) ∫ φ n+d12 −11 φ n+d22 −12 h(2n|(2n+d))a′φ [q (y, x)] h(d) (a′φ) dφ,
where q (y, x) = φ1 ‖y− ϒβ‖2 + φ2 ‖x− ξ‖2. Now, from (8) and (10),
f (y, x|ξ, β, h) =
∫
ad1/21 a
d2/2
2 pi
d/2
Γ
(
d1
2
)
Γ
(
d2
2
)φ n+d12 −11 φ n+d22 −12 h(2n+d) (q (y, x)+ a′φ) dφ
= a
d1/2
1 a
d2/2
2 pi
d/2
Γ
(
d1
2
)
Γ
(
d2
2
) ∫ φ n+d12 −11 φ n+d22 −12 h(2n+d) [φ1 (a1 + ‖y− ϒβ‖2)+ φ2(a2 + ‖x− ξ‖2)] dφ
=
Γ
(
n+d1
2
)
Γ
(
n+d2
2
)
ad1/21 a
d2/2
2
Γ
(
d1
2
)
Γ
(
d2
2
)
pin
(
a1 + ‖y− ϒβ‖2
)− n+d12 (a2 + ‖x− ξ‖2)− n+d22 .
Since ((ξ, β) ⊥ φ) |hwe obtain the first part.
On the other hand, for the posterior distribution of φwe have
f (φ|y, x, h) ∝
∫
f
(
y, x|ξ, β,φ, h(2n|(2n+d))a′φ
)
pi
(
φ|h(d))pi (ξ, β|φ, h) dξdβ
∝
∫
φ
n+d1
2 −1
1 φ
n+d2
2 −1
2 h
(2n|(2n+d))
a′φ [q (y, x)] h
(d) (a′φ)pi (ξ, β|φ, h) dξdβ
= φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(2n+d)
[
q (y, x)+ a′φ]pi (ξ, β|φ, h) dξdβ.
Again, since ((ξ, β) ⊥ φ)|hwe obtain the second part. 
Note that if the prior distribution of (ξ, β) does not depend on h, then the posterior distribution of (ξ, β) is invariant
on the class of WNDE dependent elliptical MEM, and inferences on (ξ, β) can be made under the simpler normal model.
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A similar result was proved by [7], but using pi (ξ, β,φ) ∝ φ−11 φ−12 pi (ξ, β) as prior distribution. The following corollary
expresses f (φ|y, x, h) through a real integral.
Corollary 4. Under the conditions of Theorem 3 and pi (ξ, β|h) ∝ 1 we have that f (φ|y, x, h) is proportional to
φ
n+d1−3
2
1 φ
n+d2−3
2
2
∫ (
φ2 + φ1β2
)− n−12 h(n−1+d) [a′φ+ nφ1φ2see
φ2 + φ1β2
]
dβ,
where nsee = ‖ (y− y¯1n)− β (x− x¯1n) ‖2.
Proof. From Theorem 3 and pi (ξ, β|h) ∝ 1,
f (φ|y, x, h) ∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(2n+d)
(
a′∗φ
)
dξdβ.
After some standard algebraic manipulations, we have
a′∗φ = a′φ+
φ1φ2
φ2 + φ1β2 ‖y− Xβ‖
2 + (φ2 + φ1β2) ‖ξ− ξˆφ‖2,
where X = [1n, x] and ξˆφ = φ2x+φ1β(y−α1n)φ2+φ1β2 . Thus, from (4) and (5) and defining e = y− Xβwe have
f (φ|y, x, h) ∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(2n+d)
[
a′φ+ φ1φ2
φ2 + φ1β2 ‖y− Xβ‖
2 + (φ2 + φ1β2) ‖ξ− ξˆφ‖2] dξdβ
= φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(n+d)
[
a′φ+ φ1φ2
φ2 + φ1β2 ‖y− Xβ‖
2
]
h(n|(2n+d))
a′φ+ φ1φ2
φ2+φ1β2
‖e‖2
×
[(
φ2 + φ1β2
) ‖ξ− ξˆφ‖2] dξdβ
= φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫ (
φ2 + φ1β2
)− n2 h(n+d) [a′φ+ φ1φ2
φ2 + φ1β2 ‖y− Xβ‖
2
]
dβ.
But ‖y− Xβ‖2 = ‖ (y− y¯1n)− β (x− x¯1n) ‖2 + n [α − (y¯− β x¯)]2 = nsee + n [α − (y¯− β x¯)]2. Therefore,
f (φ|y, x, h) ∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫ (
φ2 + φ1β2
)− n2 h(n+d) [a′φ+ nφ1φ2see
φ2 + φ1β2 +
nφ1φ2 [α − (y¯− β x¯)]2
φ2 + φ1β2
]
dαdβ
= φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫ (
φ2 + φ1β2
)− n2 h(n−1+d) [a′φ+ nφ1φ2see
φ2 + φ1β2
]
× h(1|(n+d))
a′φ+ nφ1φ2see
φ2+φ1β2
[
nφ1φ2
φ2 + φ1β2 [α − (y¯− β x¯)]
2
]
dαdβ
∝ φ
n−1+d1
2 −1
1 φ
n−1+d2
2 −1
2
∫ (
φ2 + φ1β2
)− n−12 h(n−1+d) [a′φ+ nφ1φ2see
φ2 + φ1β2
]
dβ. 
3.2. NDE elliptical MEM
In this subsection we study the elliptical MEM with nondifferential errors. That is, we assume that (y ⊥ x)|(ξ, β,φ),
with:
y|ξ, β, φ1 ∼ Eln
(
ϒβ, φ−11 In, h
(n|(n+d1))
a1φ1
)
, x|ξ, φ2 ∼ Eln
(
ξ, φ−12 In, g
(n|(n+d2))
a2φ2
)
, (11)
where
h(n|(n+d1))a1φ1 (u) =
h(n+d1)(u+ a1φ1)
h(d1)(a1φ1)
, g(n|(n+d2))a2φ2 (u) =
g(n+d2)(u+ a2φ2)
g(d2)(a2φ2)
. (12)
are conditional generator functions induced by h = h(n+d1) and g = g(n+d2), respectively. Notice that this model follows
from (1) by considering (2) with h1 = h(n|(n+d1))a1φ1 and h2 = g
(n|(n+d2))
a2φ2
. In what follows, we consider in (11) that g = h, but
similar results of those given below can be also obtained when g 6= h.
The prior distribution for (ξ, β,φ) depends on h, too. For this model we consider
pi(ξ, β,φ|h) = pi(ξ, β|φ, h)pi(φ|h), (13)
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where φ1 ⊥ φ2|h and aiφi|h ∼ R2di(h(di)) for i = 1, 2. Thus,
pi(φ|h) = pi(φ1|h)pi(φ2|h) =
2∏
i=1
(aipi)di/2
Γ
(
di
2
) φ di2 −1i h(di)(aiφi). (14)
Hereafter, the model given by (11)–(14) will be called the NDE dependent elliptical MEM. The following theorem is similar
to Theorem 3.
Theorem 5. For the model (11) with g = h, and the priors (13)–(14) with ((ξ, β) ⊥ φ)|h, we have
f (ξ, β|y, x, h) ∝ (a1 + ‖y− ϒβ‖2)− n+d12 (a2 + ‖x− ξ‖2)− n+d22 pi(ξ, β|h)
and
f (φ|y, x, h) ∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(n+d1) [a1φ1 + q1(y)] h(n+d2) [a2φ2 + q2(x)]pi(ξ, β|h)dξdβ,
where q1(y) = φ1 ‖y− ϒβ‖2 and q2(x) = φ2 ‖x− ξ‖2.
Proof. From (4), (11) and (14) we have
f (y, x|ξ, β, h) =
∫
f (y, x|ξ, β,φ, h)pi(φ|h)dφ
= (a1pi)
d1/2(a2pi)d2/2
Γ
(
d1
2
)
Γ
(
d2
2
) ∫ φ n+d12 −11 φ n+d22 −12 h(n|(n+d1))a1φ1 [q1(y)] h(n|(n+d2))a2φ2 [q2(x)] h(d1)(a1φ1)h(d2)(a2φ2)dφ,
where q1(y) = φ1 ‖y− ϒβ‖2 , q2(x) = φ2 ‖x− ξ‖2. Now, from (12) and (14),
f (y, x|ξ, β, h) = (a1pi)
d1/2(a2pi)d2/2
Γ
(
d1
2
)
Γ
(
d2
2
) ∫ φ n+d12 −11 φ n+d22 −12 h(n+d1) [q1(y)+ a1φ1] h(n+d2) [q2(x)+ a2φ2] dφ
= (a1pi)
d1/2(a2pi)d2/2
Γ
(
d1
2
)
Γ
(
d2
2
) ∫ φ n+d12 −11 h(n+d1) [φ1 (a1 + ‖y− ϒβ‖2)] dφ1
×
∫
φ
n+d2
2 −1
2 h
(n+d2) [φ2 (a2 + ‖x− ξ‖2)] dφ2
=
Γ
(
n+d1
2
)
Γ
(
n+d2
2
)
ad1/21 a
d2/2
2
Γ
(
d1
2
)
Γ
(
d2
2
)
pin
(
a1 + ‖y− ϒβ‖2
)− n+d12 (a2 + ‖x− ξ‖2)− n+d22 .
Since ((ξ, β) ⊥ φ)|hwe obtain the first part.
On the other hand, for the posterior distribution of φwe have
f (φ|y, x, h) ∝
∫
f (y, x|ξ, β,φ, h)pi(φ|h)pi(ξ, β|φ, h)dξdβ
∝ φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(n|(n+d1))a1φ1 [q1(y)] h
(n|(n+d2))
a2φ2
[q2(x)] h(d1)(a1φ1)h(d2)(a2φ2)pi(ξ, β|φ, h)dξdβ
= φ
n+d1
2 −1
1 φ
n+d2
2 −1
2
∫
h(n+d1) [q1(y)+ a1φ1] h(n+d2) [q2(x)+ a2φ2]pi(ξ, β|φ, h)dξdβ.
Again, since ((ξ, β) ⊥ φ)|hwe obtain the second part. 
The first parts of Theorems 3 and 5 are the same, but the second parts are somewhat different. Similarly to the WNDE
dependent elliptical MEM, under the prior distribution (13) and if pi(ξ, β|φ, h) = pi(ξ, β), the posterior distribution for
(ξ, β) in the NDE dependent elliptical MEM is invariant with respect to changes in the generator function h.
3.3. Common conditional distributions in WNDE and NDE elliptical MEM
The following corollary gives two conditional distributions which can be useful for applying Gibbs sampling algorithm
in Bayesian inference of WNDE or NDE dependent elliptical MEM.
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Corollary 6. If we assume ((ξ, β) ⊥ φ)|h in the dependent elliptical MEM (under WNDE or NDE), then f (ξ, β|y, x, h) =
f (β|ξ, y, h)f (ξ|y, x, h), where
f (β|ξ, y, h) ∝
[
a1 +
∥∥∥y− ϒβ˜∥∥∥2 + (β− β˜)′ϒ′ϒ(β− β˜)]− n+d12 pi(β|ξ, h)
with β˜ = (ϒ′ϒ)−1ϒ′y, and
f (ξ|y, x, h) ∝ |ϒ′ϒ|− 12
(
a1 +
∥∥∥y− ϒβ˜∥∥∥2)−(n−2+d1) (a2 + ‖x− ξ‖2)− n+d22 pi(ξ|h),
with |ϒ′ϒ| = n ∥∥ξ− ξ¯1n∥∥2 and ξ¯ = n−1 ξ′1n.
Proof. It follows from applying the identity ‖y− ϒβ‖2 =
∥∥∥y− ϒβ˜∥∥∥2 + (β− β˜)′ϒ′ϒ(β− β˜). 
Notice that the conditional distribution of β given ξ does not depend on x. Moreover, if pi(β|ξ, h) ∝ c > 0 (a
constant) for any fixed h, then β|ξ, y, h does not depend on h and has a generalized Student-t distribution given by
tn
[
β˜, (ϒ′ϒ)−1, a1 +
∥∥∥y− ϒβ˜∥∥∥2 , n− 2+ d1]. Due to the complexity of the expressions obtained in this section, more
specific posterior inferences are impossible, unless we make numerical computations or additional assumptions. See, for
example, the next section.
4. Inference in WNDE dependent elliptical MEM with equal variances
4.1. Posterior inference when pi(ξ, β|h) is arbitrary
In order to attain identifiability under a structural model and consistent estimators under a functional model, statistical
analyses of MEM are commonly studied under side-assumptions. The most popular of those additional assumptions is that
the ratio λ = φ2/φ1 is known. But that is equivalent to assume φ1 = φ2 = φ, with φ unknown. In this case, (7) becomes
y, x|ξ, β, φ ∼ El2n
[
(ϒβ, ξ), φ−1I2n, h
(2n|(2n+d))
aφ
]
, (15)
where a > 0. Now, we consider aφ|h(d) ∼ R2d(h(d)) as prior distribution for φ. Therefore,
pi(ξ, β, φ|h) = (api)
d/2
Γ
( d
2
) φ d2−1h(d)(aφ)pi(ξ, β|φ, h). (16)
The proof of the following theorem is similar to the proof of Theorem 3, and therefore it will be omitted.
Theorem 7. Under (15) and (16) with ((ξ, β) ⊥ φ)|h, we have
f (ξ, β|y, x, h) ∝ (a+ ‖y− ϒβ‖2 + ‖x− ξ‖2)− 2n+d2 pi(ξ, β|h)
and
f (φ|y, x, h) ∝ φ 2n+d2 −1
∫
h(2n+d) [aφ + q(y, x)]pi(ξ, β|h)dξdβ,
where q(y, x) = φ (‖y− ϒβ‖2 + ‖x− ξ‖2).
Similarly to Theorem 3, if the prior distribution of (ξ, β) does not depend on h, the posterior distribution of (ξ, β) is
invariant on the class of elliptical models and inferences on (ξ, β) can be made under the simpler normal model.
4.2. Posterior inference when pi(ξ, β|h) ∝ 1
The following corollary shows the posterior kernel pdf ofφ and the posteriormodal estimators for ξ, α and β considering
the improper prior pi(ξ, β|h) ∝ 1.
Corollary 8. Under the conditions of Theorem 7 and pi(ξ, β|h) ∝ 1, the posterior modal estimators for ξ, β and α are,
respectively,
ξˆ = x+ βˆ(y− αˆ1n)
1+ βˆ2 , βˆ =
syy − sxx +
[
(syy − sxx)2 + 4s2xy
] 1
2
2sxy
,
and αˆ = y¯− βˆ x¯, where sxx = n−1 ‖x− x¯1n‖2 , syy = n−1 ‖y− y¯1n‖2 and sxy = n−1(x− x¯1n)′(y− y¯1n).
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Moreover,
f (φ|y, x, h) ∝ φ n−1+d2 −1
∫
(1+ β2)− n−12 h(n−1+d) [aφ + qβ(y, x)] dβ, (17)
where qβ(y, x) = nφ
[
syy(1− ρˆ2)+ sxx(β − sxy/sxx)2
]
/(1+ β2) and ρˆ2 = s2xysxxsyy .
Proof. Since pi(ξ, β|h) ∝ 1, then
f (ξ, β|y, x, h) ∝ f (y, x|ξ, β) ∝ (a+ ‖y− ϒβ‖2 + ‖x− ξ‖2)− 2n+d2
=
(
a+ ‖e‖
2
1+ β2 + (1+ β
2)
∥∥∥ξ− ξˆ∥∥∥2)− 2n+d2 , (18)
where e = y − Xβ,X = [1n, x] and ξˆ = [x+ β(y− α1n)] /(1 + β2). Notice that ξˆmaximizes the previous expression for
any given α and β .
The estimators αˆ and βˆ are obtained from solving the equations
∂
∂α
ln
(
a+
∥∥∥y− α1n − β ξˆ∥∥∥2 + ∥∥∥x− ξˆ∥∥∥2) = 0
and
∂
∂β
ln
(
a+
∥∥∥y− α1n − β ξˆ∥∥∥2 + ∥∥∥x− ξˆ∥∥∥2) = 0.
On the other hand, from Theorem 7 and pi(ξ, β|h) ∝ 1,
f (φ|y, x, h) ∝ φ 2n+d2 −1
∫
h(2n+d)
[(
a+ ‖y− ϒβ‖2 + ‖x− ξ‖2)φ] dξdβ
= φ 2n+d2 −1
∫
h(2n+d)
[(
a+ ‖e‖
2
1+ β2 + (1+ β
2)
∥∥∥ξ− ξˆ∥∥∥2)φ] dξdβ
= φ 2n+d2 −1
∫
h(n+d)
[
(a+ (1+ β2)−1 ‖e‖2)φ] h(n|(2n+d))
(a+(1+β2)−1‖e‖2)φ
[
(1+ β2)
∥∥∥ξ− ξˆ∥∥∥2 φ] dξdβ.
From (4) and (5),
f (φ|y, x, h) ∝ φ n+d2 −1
∫
(1+ β2)− n2 h(n+d) [(a+ (1+ β2)−1 ‖e‖2)φ] dβ
= φ n+d2 −1
∫
(1+ β2)− n2 h(n+d)
{[
a+ nsee
1+ β2 + n
[α − (y¯− β x¯)]2
1+ β2
]
φ
}
dαdβ
= φ n+d2 −1
∫
(1+ β2)− n2 h(n−1+d)
{[
a+ nsee
1+ β2
]
φ
}
h(1|(n+d))
(a+nsee(1+β2)−1)φ
{
n
[α − (y¯− β x¯)]2
1+ β2 φ
}
dαdβ
∝ φ n−1+d2 −1
∫
(1+ β2)− n−12 h(n−1+d)
{[
a+ nsee
1+ β2
]
φ
}
dβ.
Finally, since
nsee = ‖(y− y¯1n)− β(x− x¯1n)‖2 = nsyy(1− ρˆ2)+ nsxx
(
β − sxy
sxx
)2
,
we obtain the distribution of φ|y, x, h. 
The estimators given in the Corollary 8 have been previously obtained in the literature using normal MEM; see, for
example, [15,11]. Also, [7] obtained these estimators, but considering the prior distribution pi(ξ, β, φ) ∝ φ−1. The following
corollary shows the posterior kernel pdf of β and ξ considering the improper prior pi(ξ, β|h) ∝ 1.
Corollary 9. Under the conditions of Theorem 7 and pi(ξ, β|h) ∝ 1, the posterior kernel pdf for β and ξ are given by
f (β|y, x) ∝
(
a+ 1
1+ β2 ‖y− Xβ‖
2
)− n+d2
(1+ β2)− n2
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and
f (ξ|y, x) ∝
(
a+
∥∥∥y− ϒβ˜∥∥∥2 + ‖x− ξ‖2)− 2n+d−22 |ϒ′ϒ|− 12 .
Proof. From (18) we have
f (β|y, x, h) =
∫
f (ξ, β|y, x, h)dξ
∝
∫ (
a+ 1
1+ β2 ‖y− Xβ‖
2 + (1+ β2)
∥∥∥ξ− ξˆ∥∥∥2)− 2n+d2 dξ,
where ξˆ = [x+ β(y− α1n)] /(1 + β2). But the last integral is the standardization constant of the generalized Student-t
distribution given by tn
(
ξˆ, (1+ β2)−1In, a+ 11+β2 ‖y− Xβ‖2 , n+ d
)
.
On the other hand, since pi(ξ, β|h) ∝ 1 and ‖y− ϒβ‖2 =
∥∥∥y− ϒβ˜∥∥∥2 + ∥∥∥β− β˜∥∥∥2
ϒ
, where β˜ = (ϒ′ϒ)−1ϒ′y and∥∥∥β− β˜∥∥∥2
ϒ
= (β− β˜)′ϒ′ϒ(β− β˜), we have
f (ξ|y, x, h) ∝
∫
f (ξ, β|y, x, h)dβ
∝
∫ (
a+ ‖y− ϒβ‖2 + ‖x− ξ‖2)− 2n+d2 dβ
∝
∫ [
a+
∥∥∥y− ϒβ˜∥∥∥2 + ‖x− ξ‖2 + ∥∥∥β− β˜∥∥∥2
ϒ
]− 2n+d2
dβ.
But this integral is the standardization constant of the generalized Student-t distribution t2
(
β˜, (ϒ′ϒ)−1, a+ ‖y−ϒβ˜‖2 +
‖x− ξ‖2, 2n+ d− 2
)
. 
4.3. An application to real data
The results established in this section will be illustrated by using a real data set reported by [19]. These data have also
been used by other authors to study influence measures; see for example, [1,20,16,23]. The data are pairs of measurements
of serum kanamycin levels in blood samples drawn from twenty premature babies. One of the measurements was obtained
by a heel stick method (x) and the other by using an umbilical catheter (y). Since there was measurement error in both
methods and given the special nature of the data, φ1 = φ2 was a reasonable assumption.
Thus, we assume that the data come from a WNDE dependent elliptical MEM with φ1 = φ2 = φ. Now, if we consider
the errors are Student-t distributed with ν degrees of freedom, φ ∼ (d/a)Fd,ν and pi(ξ, β|h) ∝ 1 we can use the results of
Corollary 8. Therefore, αˆ = −1.1601 and βˆ = 1.0698. Inferences on φ weremade by numerical integration of (17).We used
the quad integration subroutine of MATLAB package, which is based on the recursive adaptive Simpson quadrature method.
To show the behavior of φˆ (posterior modal estimation), we fit the data by using several ν values. Since φ ∼ (d/a)Fd,ν ,
then the prior mean and variance of φ are, respectively,
µφ = dνa(ν − 2) , ν > 2
and
σ 2φ =
2(d+ ν − 2)
d(ν − 4) µ
2
φ, ν > 4.
Fixing prior values for a ∈ R+, d ∈ N+ and ν > 4, we obtain prior values for µφ and σ 2φ . Table 1 shows φˆ and 90% HPD
intervals for φ from different values of ν, µφ and σ 2φ .
From Table 1 we can see that the parameter ν had great influence on φ estimates and that the influence of µφ and σ 2φ
on φˆ was smaller than the influence of ν. The value 4.60 is a classical estimate of σ 2 obtained by [19] under normal errors,
which is similar to our estimates of σ 2 (=φ−1) forµφ = 2, σ 2φ = 10 and ν = 5. From the results in this table, it can be seen
that the estimation of ν is an important step in making inferences with this kind of models, and we will consider this topic
in future works.
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Table 1
φˆ values and 90% HPD intervals for φ from different values of ν, µφ and σ 2φ in the serum kanamycin levels in blood samples data.
ν (µφ , σ
2
φ ) or (a, d) φˆ 90% HPD
5
(0.5, 1) or (10, 3) 0.1452 (0.0404, 0.7177)
(2, 10) or (10, 12) 0.2105 (0.0642, 0.9961)
(5, 100) or (1, 3) 0.1598 (0.0443, 0.7885)
10
(1, 1) or (5, 4) 0.1874 (0.0701, 0.5497)
(5, 10) or (10, 40) 0.4827 (0.2139, 1.2908)
(10, 100) or (0.5, 4) 0.1969 (0.0737, 0.5776)
100
(4, 1) or (12.5, 49) 0.6413 (0.4377, 0.9304)
(12, 10) or (3.5714, 42) 0.6289 (0.4227, 0.9232)
(40, 100) or (1.25, 49) 0.7218 (0.4925, 1.0470)
5. Conclusions
In this paper we have studied Bayesian inference for dependent elliptical measurement error models considering
nondifferential and differential errors. In both cases we have computed posterior distributions for structural parameters
by using squared radial prior distributions for the precision parameters. We have proved that by using squared radial
prior distributions for φ = (φ1, φ2) with ((ξ, β) ⊥ φ)|h and pi(ξ, β|h) = pi(ξ, β) the posterior distribution of (ξ, β)
does not depend on h. Hence, the inferences on (ξ, β) are the same as those obtained under normality. Only the posterior
distribution of φ is affected by departures from normality within the class of elliptical distributions, even under improper
priors considered here. Thus, for inferences on φ, it is important to choose the generator function h and, given h, the
inferences on νmust be taken into consideration.
[7] have proved that the posterior distribution of (ξ, β) is the same for all density generator functions of elliptical
distributions (h), and therefore, for the normal MEM. We extend that result by considering a more general class of prior
distributions for (ξ, β,φ). Thus, many results obtained under dependent normal MEM remain valid for dependent elliptical
MEM. In general, the results derived here for dependent elliptical MEM do not hold for independent elliptical MEM. Also,
for the particular case φ1 = φ2 = φ, we obtained the posterior modal estimators of (ξ, β) and expressed the posterior pdf
of φ through an integral.
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