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Kurzfassung 
Bestimmung der Höhenverteilung stratosphärischer Spurengase aus Emis-
sionsspektren eines bodengebundenen Millimeterwellen-Radiometers 
Zahlreiche natürliche Bestandteile der Erdatmosphäre sowie auch anthropogene Spu-
renstoffe zeigen charakteristische Spektrallinien im Millimeterwellenbereich, die durch 
Rotationsübergänge der Moleküle verursacht werden. Mit den am Institut für Meteo-
rologie und Klimaforschung des Forschungszentrums Karlsruhe und der Universität 
Karlsruhe entwickelten Millimeterwellen-Radiometernkann die von der Atmosphäre 
emittierte schwache Strahlung spektral soweit aufgelöst werden, daß über eine eindeu-
tige Stoffzuordnung hinaus eine Auswertung der Druckverbreiterung der Spektralli-
nien möglich ist. Vom Boden aus durchgeführte Messungen der Strahldichtespektren 
entsprechender Konstituenten erlauben damit die Bestimmung von Temperatur und 
Volumenmischungsverhältnis als Funktion der Höhe. 
Der Schwerpunkt der Arbeit liegt auf der Entwicklung geeigneter Algorithmen für 
die Auswertung der aufgenommenen Spektren; dabei wird besonderes Augenmerk auf 
die Effizienz der Verfahren gelegt. Es wird zunächst eingegangen auf die Berechnung 
von Strahldichtespektren aus einem vorgegebenen Zustand der Atmosphäre, allge-
mein als direktes oder Vorwärts-Problem bezeichnet. Im Gegensatz dazu beinhaltet 
der umgekehrte Fall, das inverse Problem, den Schluß von den gemessenen Spektren 
zurück auf den Zustand der Atmosphäre. Nach einer kurzen Einführung in die Theorie 
der inversen Probleme und anschließender Diskussion geeigneter Inversionsverfahren 
wird eine Erweiterung dieser Verfahren vorgeschlagen, mit der es möglich ist, Höhen-
profile mehrerer Spurengase simultan aus einem Spektrum abzuleiten. Außerdem wird 
ein neue Methode entwickelt, mit der stehende Wellen, die den Spektren häufig über-
lagert sind, bei der Auswertung gleich mitberücksichtigt werden können. 
In einer Reihe numerisch modellierter Experimente konnte die Leistungsfähigkeit 
dieser Erweiterungen demonstriert werden. Schließlich wurden die Verfahren ange-
wandt auf eine Anzahl von im Frühjahr '94 gemessenen Spektren von Ozon; dabei 




Retrieval of stratospheric trace gas proflies from emission spectra of a 
ground based radiometer in the millimeter wave range 
Several natural components of the atmosphere as well as anthropogenic trace ga-
ses show characteristic spectral lines in the millimeter wave region due to rotational 
transitions of the molecules. The millimeter wave radiometers at the institute forme-
teorology and climate research of the research center Karlsruhe and the university 
Karlsruhe were developed for measuring this weak radiation emitted by the atmos-
phere with high spectral resolution. Besides a clear attachment of trace gases the 
evaluation of the pressure broadening allows the calculation of profiles of tempera-
ture and volume mixing ratio of appropriate trace gases from the measured spectra. 
The present work is focused on the development of adequate retrieval algorithms, 
while other topics are only touched briefl.y. First the direct problem, the numerical 
simulation of the radiative transfer in the atmosphere, is discussed; special attention is 
paid to the efficiency of the forward-algorithm. Second the inverse problern (finding 
a solution of the complicated equation of radiative transfer) is described. After a 
short introduction into the theory of inverse problern and a discussion of appropriate 
retrieval algorithms a new extension of two already existing inversion techniques is 
given, which allows for the simultaneaus evaluation of several profiles of trace gases 
from one spectrum. Futhermore a new method is suggested for inverting spectra, 
which are frequently blotted out by device-caused standing waves. 
Finally several numerical experiments are performed. Derived results from spectra 
of ozone, measured in spring '94, are in good agreement with corresponding in situ 
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Es besteht kein Zweifel: Der massive Einsatz von Naturwissenschaft und Technik 
hat einen materiellen Wohlstand für alle Gruppen der Gesellschaft mit sich gebracht, 
wie er noch vor hundert Jahren unvorstellbar gewesen wäre. Die Kehrseite dieser 
Entwicklung ist ebenso wohlbekannt. Ein Teilaspekt ist die anthropogene Emission 
von Aerosolen und Spurengasen, in deren Folge die Konzentration verschiedener Spu-
renstoffe in der Atmosphäre seit Jahrzehnten proportional zu Wirtschaftswachstum 
und Bevölkerungsexplosion ansteigt. Bedingt durch die chemische Trägheit und die 
damit verbundene lange Lebensdauer vieler Spurengase sowie großräumige Transport-
vorgänge innerhalb der Atmosphäre ist die Zunahme der Konzentration dieser Gase 
nicht nur auf deren Entstehungsort und dessen Umgebung begrenzt. Vielmehr hat die 
Belastung der Atmosphäre inzwischen globale Bedeutung erlangt. Konkrete Beispiele 
für anthropogene Klimaänderungen sind der immer deutlicher werdende Abbau der 
Ozonschicht [81) sowie die Änderung der Strahlungsbilanz durch die Konzentrations-
zunahme verschiedener Spurenstoffe [90). 
Seit der Entdeckung des antarktischen Ozonlochs [20) haben große nationale und 
internationale Anstrengungen eine rapide Entwicklung der Ozonforschung eingelei-
tet. Die Ursachen des antarktischen Ozonabbaus im Frühling sind jetzt weitgehend 
bekannt [23, 24, 79, 80], wenn auch noch viele Details geklärt werden müssen. In 
diesem Zusammenhang liefert die Fernerkundung wichtige Zustandsparameter der 
Atmosphäre, wobei die aus der Atmosphäre stammende elektromagnetische Strah-
lung als Informationsträger dient. Für globale und vergleichende Beobachtungen der 
mittleren Atmosphäre liefern Fernerkundungsinstrumente auf hochfliegenden Flug-
zeugen und Satelliten hervorragende Voraussetzungen. Vom Boden aus bestehen in 
Form der Millimeterwellen-Radiometriegünstige Möglichkeiten für eine zeitlich weit-
gehend kontinuierliche Messung von Höhenpro:filen, aufgrund der Eigenschaft der Mil-
limeterwellen, Wolken und in gewissen Grenzen auch Regen zu durchdringen (siehe 
Abb. 2). 
Die Möglichkeit der Fernerkundung resultiert aus der spektral veränderlichen Ab-
sorption, Emission und Streuung der innerhalb der Atmosphäre übertragenen elek-
tromagnetischen Strahlung. Die sich aus dieser Wechselwirkung zwischen elektroma-
gnetischer Strahlung und Spurengasmolekülen ergebenden Bandenspektren stellen 
geradezu "Fingerabdrücke" eines spektralen Gases dar. Mit den im IMK entwickelten 
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2 KAPITEL 1. EINLEITUNG 
Millimeterwellen-Radiometern kann diese von der Atmosphäre emittierte schwache 
Strahlung spektral soweit aufgelöst werden, daß über eine eindeutige Stoffzuordnung 
hinaus eine Auswertung der Druckverbreiterung der Spektrallinien möglich ist. Vom 
Boden aus durchgeführte Messungen entsprechender Konstituenten erlauben damit 
die Bestimmung von Temperatur und Volumenmischungsverhältnis als Funktion der 
Höhe (32]. 
Der Zusammenhang zwischen dem Strahlungsfeld und dem Zustand der Atmos-
phäre wird durch die Strahlungsübertragungsgleichung (SÜG) beschrieben [10]. Die 
Berechnung dieses Strahlungsfeldes aus Atmosphärendaten, das sogenannte direkte 
oder Vorwärts-Problem, ist in mathematischer Hinsicht relativ einfach. Im Gegensatz 
dazu beinhaltet der umgekehrte Fall das inverse Problem, nämlich das Auffinden ei-
ner bestimmten Lösung der komplizierten SÜG. Beide Probleme sind nichtlinear, da 
die zu ermittelnden Parameter, wie die Höhenverteilungen der Volumenmischungs-
verhältnisse interessierender Spurengase oder der Temperatur, nichtlinear über die 
Transmissionsfunktion in die SÜG eingehen. Erschwerend kommt hinzu, daß das in-
verse Problem schlecht gestellt ist im Sinne von Hadamard (30]: Kleine Meßfehler 
in den Strahldichtespektren führen demnach - ohne besondere Vorkehrungen - zu 
großen Fehlern im LösungsprofiL In der Folge bedarf die Lösung einer sehr sorgfälti-
gen numerischen Behandlung [19]. 
Entsprechend aufwendig sind die hierfür bereitzustellenden Auswertealgorithmen, 
so daß Entwicklungsarbeit geleistet werden muß, bevor aus den gewonnenen Spektren 
Konzentrationsprofile interessierender Gasprofile berechnet werden können. Ein ent-
sprechendes Computerprogramm wurde im Rahmen dieser Arbeit für den Millimeter-
wellenbereich entwickelt und getestet. Dies schließt die Entwicklung eines effizienten 
Vorwärts-Programmes für die Lösung des direkten Problems mit ein. 
Die vorliegende Arbeit gliedert sich in zwei Teile: Einen theoretischen Teil, dieser 
umfaßt die Kapitel 2 bis 4, in welchen die Problematik der Inversion der SÜG dis-
kutiert und die Entwicklung eines geeigneten Algorithmus beschrieben wird. Sowie 
einen praktischen Teil, im wesentlichen bestehend aus Kapitel 5. Dieser widmet sich 
der praktischen Anwendung dieser Methode und demonstriert ihre Funktionstüchtig-
keit. Im Detail gliedert sich die Arbeit wie folgt: 
In Kapitel 2 wird zunächst die Implementierung der SÜG in ein Vorwärtsprogramm 
beschrieben und anschließend das Problem des Auffindens einer Lösung der kompli-
zierten SÜ G reduziert auf das Lösen eines linearen Gleichungssystems, welches jedoch 
schlecht gestellt ist. 
Das Kapitel 3 ist ganz der Lösung dieses linearen Gleichungssystems gewidmet. Hier-
zu wird zunächst eine Einführung in die Theorie der Inversion schlecht gestellter 
Probleme gegeben und anschließend werden drei Regularisierungsverfahren, die ab-
geschnittene Singulärwertzerlegung, die Tikhonov-Phillips-Regularisierung sowie das 
linear statistische Verfahren, vorgestellt. 
3 
In Kapitel 4 erfolgt die Erweiterung der beiden letztgenannten Regularisierungsver-
fahren auf den Fall der simultanen Inversion mehrerer Spurengase aus einem Spek-
trum. Überdies wird eine Erweiterung der Regularisierungsverfahren vorgeschlagen, 
mit der von stehenden Wellen überlagerte Spektren direkt invertiert werden können, 
ohne diese zuvor einer aufwendigen Elimination von stehenden Wellen unterziehen zu 
müssen. Beide Erweiterungen sind in diesem Kontext Neuentwicklungen. 
Im Anschluß an diesen theoretischen Teil folgt in Kapitel 5 eine Reihe von Inversi-
onsrechnungen auf der Basis synthetisch erzeugter Spektren. Hieran schließt sich die 
Auswertung einer Anzahl gemessener Spektren des Spurengases Ozon, aufgenommen 
im März und April1994 über der Hornisgrinde (Nordschwarzwald, 1165 m N.N.) an. 
Für diese Messungen wird eine detaillierte Fehlerbetrachtung durchgeführt. Schließ-
lich wird am Ende des Kapitels noch eine Untersuchung zur Meßbarkeit des Spuren-
gases ClO für den Standort Hornisgrinde angestellt. 
Den Abschluß bildet eine kurze Zusammenfassung der Arbeit in Kapitel 6. 
Hinweis: 
Um dem Leser die Übersicht über die teilweise relativ komplizierten Formeln der 
folgenden Abschnitte zu erleichtern, wurden die runden Klammern() der Kennzeich-
nung funktionaler Abhängigkeiten vorbehalten. Zur Kennzeichnung einer Klamme-




2.1 Die Strahlungsübertragungsgleichung (SÜG) 
2.1.1 Die differentielle Form der SÜG 
Die klassische Arbeit auf dem Gebiet der Strahlungsübertragung ist die von Chan-
drasekhar [10]. Ausgangspunkt seiner Betrachtungen ist die Beschreibung des Strah-
lungsfeldes über die spektrale Strahldichte L 11 • Hierunter versteht man die aus einer 
vorgegebenen Richtung bei gegebener Frequenz einfallende Strahlungsintensität, be-
zogen auf die Einheitsf:läche, Einheitsfrequenzintervall und RaumwinkeL Die Einheit 
der spektralen Strahldichte ist W / (sr m2 s-1 ). Wie in Abb. 1 skizziert, ändert sich die 
dh 
] Lv + dLv 
Abbildung 1: Änderung der spektralen Strahldichte Lv beim Durchgang durch eine 
Schicht der Dicke dh. 
spektrale Strahldichte beim Durchgang durch eine atmosphärische Schicht der Dicke 
dh aufgrund der innerhalb der Schicht emittierten Strahlung e11 dh sowie der innerhalb 
der Schicht erfolgenden Absorption kvLvdh. Dabei ist e11 der Quellterm (Emissivität) 
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Abbildung 2: Verhältnis von Streuquerschnitt 0"8 zu Absorptionsquerschnitt O"a für 
Wassertröpfchen mit Radius r nach [35]. 2 Die für die verschiedene 
Wolken typischen Tröpfchengrößen sind jeweils mit angegeben. 
und kv der Absorptionskoeffizient. Dies führt auf die differentielle Form der Strah-
lungsübertragungsgleichung (SÜG), 1 
(1) 
Streueffekte, die ebenfalls zu einer Zu- oder Abnahme der spektralen Strahldichte 
entlang der Ausbreitungsrichtung führen, werden vernachlässigt. Dies ist im Millime-
terwellenbereich gerechtfertigt, da Aerosol und typische Wolkenpartikel nur schwach 
streuen (siehe Abb. 2). Bei starker Bewölkung und Regen hingegen darf die Streu-
ung nicht mehr vernachlässigt werden, was die Lösung der SÜG erheblich kompliziert 
[10, 28, 34, 35, 87]. Liebe [42]-[4 7] stellt für diesen Fall empirische Korrekturmöglich-
keiten bereit. Andererseits kann man bei solch widrigen Witterungsverhältnissen je-
doch davon ausgehen, daß die untere Troposphäre optisch so dicht ist, daß selbst 
mit der im Vergleich zum infraroten Bereich gegenüber Witterungseinflüssen weniger 
empfindlichen Millimeterwellenradiometrie auch stark emittierende stratosphärische 
Spurengase, wie z. B. Ozon, vom Boden aus nicht mehr detektiert werden können. 
Von daher bedeutet die Beschränkung auf eine nicht streuende Atmosphäre für die 
Auswertung von Meßdaten keine wesentliche Einschränkung. 
1 In GI. (1) wird vorausgesetzt, daß die Bedingungen des lokalen thermodynamischen Gleichge-
wichts erfüllt sind, daß also der Quellterm ev gleich dem Produkt aus Absorptionskoeffizient kv und 
Planckfunktion Bv(T) ist. 
2Der Absorptions- bzw. Streukoeffizient ergibt sich aus dem Absorptions- bzw. Streuquerschnitt 
durch Multiplikation mit der Anzahldichte der absorbierenden bzw. streuenden Teilchen. 
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h': kv(h')Bv(T(h'))dh' 
Abbildung 3: Strahlungsübertragung innerhalb der Atmosphäre. 
2.1.2 Die integrale Form der SÜG 
Maßgeblich für die Berechnung der zu empfangenden Strahldichte bei bekanntem Zu-
stand der Atmosphäre (Druck, Temperatur und Zusammensetzung) ist die SÜG in 
ihrer integralen Form. Sie ergibt sich durch einfache Integration aus der differenti-
ellen Form (1). Für eine nichtstreuende Atmosphäre im lokalen thermodynamischen 
Gleichgewicht mit Blickrichtung senkrecht nach oben lautet sie [10, 89) 3 
hoo 
Lv(hs) = e-T.,(hB,hoo) Lv(hoo) + J kv(h') Bv(T(h')) e-Tv(hB,h')dh'. (2) 
hB ev(h) 
Dabei ist Lv(hs) die in der Beobachterhöhe hs bei der Frequenz v meßbare spektrale 
Strahldichte, Bv(T) die Planckfunktion, kv(h') der höhenabhängige, monochromati-
sche Volumenabsorptionskoeffizient und 
h' 
Tv(hs, h') = j kv(h")dh" (3) 
hB 
die optische Dicke der Atmosphäre zwischen Beobachterhöhe hs und h'. 
3 Im folgenden wird der besseren Übersichtlichkeit willen nur der Fall einer Blickrichtung senk-
recht nach oben behandelt. Die im Rahmen dieser Arbeit entwickelten Algorithmen unterstützen 
selbstverständlich auch die Anwendung auf frei wählbare Elevationswinkel. 
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Die Beiträge auf der rechten Seite der SÜG (2) können physikalisch leicht inter-
pretiert werden (siehe Abb. 3). Der erste Term ist der Beitrag der kosmischen Hin-
tergrundstrahlung, L11 (h00 ), die vom Weltraum kommend in die Atmosphäre eintritt, 
vermindert um die beim Durchgang durch die gesamte Atmosphäre erfolgende Ab-
sorption (Faktor e-T.,(hB,hoo)). Der zweite Term setzt sich zusammen aus den Beiträgen 
des gesamten Höhenbereichs (Integral von hB bis hoo), wobei die in der betrachteten 
Höhe h' emittierte Strahlung k11 (h')B11 (T( h') )dh', veringert wird um die auf dem Weg 
durch die Restatmosphäre erfolgende Absorption, e-Tv(hB,h'). 
2.1.3 Implementierung der SÜG 
Die SÜG in ihrer integralen Form (2) ist Ausdruck des direkten oder Vorwärts-
Problems. Zur numerischen Berechnung der in der Beobachterhöhe hB zu empfan-
genden spektralen Strahldichte Lv(hB) wird die reale, inhomogene Atmosphäre ap-
proximiert durch ein Atmosphärenmodell mit homogenen Schichten bzgl. des Druckes, 
der Temperatur und des Volumenmischungsverhältnisses. Man spricht auch von einer 
Quadratur der SÜG [10, Kap. 2]. Dabei darf 
1. die Schichtdicke nicht zu groß gewählt werden und 
2. außerdem dürfen die Schichtmittelwerte für Druck, Temperatur und Volumen-
mischungsverhältnis nicht einfach als arithmetisches Mittel der Werte an den 
Schichtgrenzen berechnet werden, sondern müssen der sich mit der Höhe ändern-
den Dichte der absorbierenden Gase Rechnung tragen. 
Es ist üblich, die Inhomogenität der Atmosphäre durch die sogenannten Curtis-
Godson-Mittelwerte zu repräsentieren [11, 22, 66]: 4 
hj+l 
J p( h')n9 ( h')dh' 
hj 
Pi = -..,...h;-.+-1 ____ _ 
J n9 (h')dh' 
hj 
hj+l 




J n9 (h')dh' 
hj 
(4) 
Dabei bedeuten pj, Tj und Cvj die gewichteten Schichtmittelwerte für Druck, Tempe-
ratur und Volumenmischungsverhältnis, n9 ist die Anzahldichte der absorbierenden 
Gasmoleküle und j die Nummer der unteren Schichtgrenze. Entsprechend der Glei-
chung ( 4) erhält man für verschiedene Spurengasprofile auch unterschiedliche Schicht-
mittelwerte. 
4 Auch die Curtis-Godson-Mittelwerte sind nur für den Fall einer Blickrichtung senkrecht nach 
oben angegeben. Im allgemeinen Fall muß die Änderung des Wegelementes mit berücksichtigt wer-
den, wie dies im Vorwärtsprogramm geschieht. 
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Für die numerische Implementierung der SÜG (2) in ein Vorwärts-Programm ist 
es zweckmäßig, zunächst die Wirkung einer einzelnen Schicht auf den Verlauf der 
Strahldichte näher zu untersuchen. Sei 6hj = hj+l - hj die Dicke der j-ten Schicht 
sowie Ph Tj und Cvj die über ( 4) berechneten Schichtmittelwerte von Druck, Tem-
peratur und Volurnenrnischungsverhältnis. Weiterhin sei kvj der aus diesen Werten 
resultierende Absorptionskoeffizient und L 11 (hj+1 ) die spektrale Strahldichte an der 
oberen Schichtgrenze hi+l· Für die Strahldichte L 11 (hj) nach Durchgang durch die 
Schicht folgt dann mit Hilfe der Gln. (2) und (3) 
so daß 
hj+l 
Lv(hi) = e-k,_jt:.hj Lv(hH1 ) + kvi Bv(Ti) j e-k,_j[h'-hildh', 
hj 
(5) 
Die resultierende spektrale Strahldichte Lv ( hj) ergibt sich also einfach als Summe der 
einfallenden Strahldichte Lv(hj+I) und der Planckfunktion Bv(Tj), gewichtet mit den 
jeweiligen, von der Dicke der Schicht und dem Absorptionkoeffizienten abhängigen 
Vorfaktoren. 
Es ist lehrreich, sich die Wirkungsweise der Gl. (5) anhand dreier Beispiele zu 
verdeutlichen [89]. Zunächst der Fall eines transparenten Mediums, kvj = 0, für das 
sich (5) vereinfacht zu L 11 (hj) = Lv(hj+I)i d. h. die Strahldichte an der unteren 
Schichtgrenze hj ist gleich der einfallenden Strahldichte, wie für ein transparentes 
Medium nicht anders zu erwarten. Zweitens der Fall eines undurchlässigen Mediums, 
ll.hjkvj ~ 1, so daß Lv(hj) = Bv(Tj); die resultierende Strahldichte ist gleich der 
innerhalb der Schicht emittierten Strahlung. Und drittens der Fall eines Mediums, 
das so temperiert ist, daß Lv(hj+t) = Bv(Tj); das Medium emittiertgenauso viel wie 
es absorbiert. Die Strahldichte ändert sich längs der Schicht nicht (unabhängig vorn 
Absorptionskoeffizienten kvj ). 
Ist die Wirkung einer einzelnen Schicht auf die spektrale Strahldichte einmal be-
kannt, kann die integrale Wirkung eines ganzen Schichtenmodells relativ einfach be-
rechnet werden. Am effizientesten erhält man die spektrale Strahldichte in Beobach-
terhöhe Lv(hB), indem man ausgehend vorn oberen Rand der Atmosphäre, also dem 
Beitrag der kosmischen Hintergrundstrahlung L11 (hoo), die Gleichung (5) sukzessive 
auf die jeweils darunterliegende Schicht anwendet. Dabei sollte die Schichtdicke mit 
abnehmender Höhe immer feiner gewählt werden, um der nach unten hin zunehmen-
den Dichte der Atmosphäre Rechnung zu tragen. Ist die Beobachterhöhe hB schließlich 
erreicht, wird das Verfahren abgebrochen. (In Anhang A.l wird ein Vergleich des im 
Rahmen dieser Arbeit entwickelten Vorwärtsprogrammes mit anderen Programmen 
durchgeführt). 
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2.2 Sensitivitäts- und Gewichtsfunktionen 
2.2.1 Zur Unterscheidung zwischen beiden Funktionen 
Von großer Bedeutung im Hinblick auf das übergeordnete Ziel- die Ableitung von 
Höhenprofilen aus den gemessenen Strahldichtespektren - ist die Frage, wie stark 
sich eine Änderung des Volumenmischungsverhältnisses Cv oder eine Änderung der 
Temperatur T in einer bestimmten Höhe auf die unten zu empfangende spektrale 
Strahldichte Lv(hB) auswirkt. 5 Die Antwort auf diese Frage führt auf den Begriff der 
Sensitivitätsfunktion. Wohl unterschieden werden hiervon muß die Frage, mit wel-
chem Gewicht das Volumenmischungsverhältnis bzw. die Temperatur einer bestimm-
ten Höhe zu der unten meßbaren spektralen Strahldichte beitragen; das Ergebnis 
dieser Betrachtungsweise führt auf den Begriff der Gewichtsfunktion. 6 
Anhand des obigen Atmosphärenmodells sei der Unterschied zwischen beiden 
Funktionen näher erläutert. Hierzu ist anzumerken, daß im folgenden die Sensiti-
vitäts- und Gewichtsfunktionen Sv(h) bzw. Gv(h)- entsprechend der diskreten Form 
des Atmosphärenmodells- zunächst nur in ihrer diskretisierten Form auftreten wer-
den, gekennzeichnet durch eine runde Klammer mit tiefgestelltem Index für die jeweili-
ge Höhenschicht, z. B. (Sv )j oder ( Gv )J. Erst gegen Ende des nächsten Abschnitts wird 
auch ein geschlossener analytischer Ausdruck für die Sensitivitätsfunktionen abgelei-
tet werden. Bis dahin jedoch soll sich der Begriff der Funktion - wenn im folgenden 
von Sensitivitäts- und Gewichtsfunktionen die Rede sein wird- auf die diskretisierte 
Form beziehen. Bezeichne nun Lv(hB)j den Beitrag der j-ten Höhenschicht zu der in 
Beobachterhöhe meßbaren spektralen Strahldichte Lv(hB) (Dämpfung auf dem Weg 
durch die Restatmosphäre inbegriffen), so daß 
Lv(hB) = 'L.Lv(hB)j· 
j 
Weiterhin seien Cvj und Tj die Mittelwerte von Volumenmischungsverhältnis und Tem-
peratur der Schicht. Für die Sensitivität (Sv cv )j, die ein Maß ist für die marginale 
Änderung der spektralen Strahldichte aufgrund einer marginalen Änderung des Vo-
lumenmischungsverhältnisses der j-ten Höhenschicht, folgt hieraus 
50der anders formuliert, wie sensibel die spektrale Strahldichte auf Änderungen des Volumenmi-
schungsverhältnisses bzw. der Temperatur in einer bestimmten Höhe reagiert. 
6Im infraroten Spektralbereich wird zusätzlich noch zwischen Gewichts- und Beitragsfunktionen 
unterschieden. Im Millimeterwellenbereich ist diese Unterscheidung obsolet, da die Planckfunktion 
der Rayleigh-Jeans-Näherung genügt. Die Planckfunktion ist also im wesentlichen proportional zur 
Temperatur, so daß die Gewichts- und die Beitragsfunktionen sich nur um einen konstanten Faktor 
unterscheiden. 
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Entsprechend ergibt sich bzgl. der Temperatur 
(s ) 
. ßLv(hB)i _ ßLv(hB) 
vT J cx ßT· - ßT· . 
J J 
Hingegen gilt für das Gewicht, mit dem das Volumenmischungsverhältnis bzw. die 
Temperatur der j-ten Schicht zu der unten meßbaren spektralen Strahldichte beiträgt 
(G ) . Lv(hB)i b (G ) . Lv(hB)j vcv J CX ZW. vT J CX T· · 
Cvj J 
Die Sensitivitäts- und Gewichtsfunktionen sind also nur dann gleich, wenn zwischen 
der spektralen Strahldichte und dem Volumenmischungsverhältnis - bzw. zwischen 
der spektralen Strahldichte und der Temperatur - ein linearer Zusammenhang be-
steht. Die SÜG (2) an sich ist jedoch nichtlinear, da sowohl das Volumenmischungs-
verhältnis als auch die Temperatur nichtlinear über den Absorptionskoeffizienten kv 
in die SÜG eingehen (siehe Gl. (3)). Zwischen Sensitivitäts- und Gewichtsfunktionen 
muß daher streng unterschieden werden. Leider wird diesem Umstand in der Mil-
limeterwellenradiometrie oftmals nicht Rechnung getragen; statt dessen werden die 
Sensitivitätsfunktionen fälschlicherweise als Gewichtsfunktionen bezeichnet oder wird 
gar bei der Inversion der SÜG statt mit den Sensitivitätsfunktionen mit Gewichts-
funktionen gerechnet. 
2.2.2 Berechnung der Sensitivitätsfunktionen 
Für die Inversion der SÜG werden, wie in Abschn. 2.3 noch deutlich wird, lediglich 
die Sensitivitätsfunktionen (SvcJi und (SvT )j bzw. die entsprechenden partiellen 
Ableitungen ßL(hB)/ßcvj und ßL(hB)/ßTj benötigt. Sie sollen deshalb im folgenden 
soweit als möglich auf analytischem Wege berechnet werden. Die Gewichtsfunktionen 
(Gvcv)i und (GvT)j hingegen spielen bei der Inversion der SÜG eine eher untergeord-
nete Rolle, fallen jedoch bei der analytischen Berechnung der Sensitivitätsfunktionen 
als Nebenprodukt quasi automatisch mit an. 
Grundsätzlich besteht die Möglichkeit, die Sensitivitätsfunktionen auch auf rein 
numerischem Wege zu erhalten. Das Vorwärtsmodell stellt in diesem Falle eine Art 
"black box" dar, welche für ein gegebenes Volumenmischungsverhältnis- und Tempe-
raturprofil die zugehörige spektrale Strahldichte Lv( hB) als Output liefert. Statt der 
obigen partiellen Ableitungen können dann die Differenzenquotienten l:lL(hB)/ &vj 
bzw. l:lL(hB)/!YI'j berechnet werden, indem man für ein gegebenes Höhenprofil sowie 
ein zweites, gegenüber dem ersten in einer bestimmten Höhe leicht variiertes Höhen-
profil die zugehörigen spektralen Strahldichten ermittelt. Diese Vorgehensweise ist 
sehr rechenzeitaufwendig, da für jeden Iterationsschritt 7 - abhängig von der Anzahl 
7Warum bei der Inversion der SÜG iteriert werden muß, wird deutlich werden in Abschn. 2.3.1 
über das Gauß-Newton-Verfahren. Es ist jedoch unmittelbar einleuchtend, daß ein nichtlineares 
Problem, wie die SÜG, immer nur iterativ gelöst werden kann, sofern überhaupt eine Lösung existiert. 
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h· J 
® 
CD + ® + ® 
Abbildung 4: In die Linearisierung der SÜG involvierte Geometrie nach (93]. Die 
in den Beiträgen CD und (2) auftretenden Exponentialfunktionen be-
schreiben die auf dem Weg durch die Restatmosphäre zum Beobachter 
erfolgende Dämpfung. 
der zu invertierenden Spurengase und der Anzahl der Höhenschichten - oft weit über 
100 Vorwärtsrechnungen durchgeführt werden müssen, welche im Falle einer ana-
lytischen Berechnung auf eine einzige Vorwärtsrechnung je Iterationsschritt hätten 
reduziert werden können. 
Für die analytische Berechnung der Sensitivitätsfunktionen ist es zweckmäßig, 
zunächst eine beliebige, dünne Schicht (die j-te) aus dem Atmosphärenmodell her-
auszugreifen, und die integrale SÜG (2) aufzuspalten in Beiträge, die von oberhalb 
dieser Schicht stammen, die innerhalb dieser Schicht emittiert werden bzw. die von 
unterhalb der Schicht kommen (93] (siehe Abb. 4). 8 
8 Eine andere Möglichkeit zur Berechnung der Sensitivitätsfunktionen existiert über die Varia-
tionsrechnung, siehe z. B. [62, S. 76]. 
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Da der Absorptionskoeffizient und die Temperatur innerhalb der dünnen Schicht als 
konstant angenommen werden können, kvj, Tj, vereinfacht sich die obige Gleichung 
in Anlehnung an Gl. (5) zu 
+ e-r"(hB,hi)[l _ e-kvjAhi)ßL,(Tj) (6) 
+ fhi kv(h') Bv(T(h')) e-Tv(hB,h')dh'. 
JhB 
Sensitivitätsfunktionen für das Volumenmischungsverhältnis 
Gesucht werden die partiellen Ableitungen der zu empfangenden spektralen Strahl-
dichte Lv(hB) nach dem Volumenmischungsverhältnis Cvj bzw. nach der Temperatur 
Tj der betrachteten Schicht. Erstere sind einfacher zu berechnen, da das Volumenmi-
schungsverhältnis- im Gegensatz zur Temperatur- lediglich über den Absorptions-
koeffizienten kv und nicht zusätzlich über die Planckfunktion in die SÜG eingeht. Aus 
(6) folgt unmittelbar 




6.hj e-r"(hB,hj) ~kvj [Bv(Tj)- Lv(hJ+I)]. 
UCvj 
(8) 
Gl. (8) liefert bereits den gesuchten Zusammenhang zwischen einer marginalen Ände-
rung des Volumenmischungsverhältnisses Cvj und der Reaktion der spektralen Strahl-
dichte Lv(hB) auf diese Variation. In ihrer diskretisierten Form (8) ist sie besonders 
für eine Implementierung im Programm geeignet, wobei die Größe Lv(hj+I) leicht 
mit Hilfe von (5) ermittelt werden kann. Die Implementierung erfolgt ähnlich wie 
bei der Integration der Gl. (5), indem wiederum ausgehend vom oberen Rand der 
Atmosphäre, das Atmosphärenmodell Schicht für Schicht abgearbeitet wird. Pro-
bleme bereitet jedoch die Transmission e-r"(hB,hi), da die optische Dicke Tv(hB, hJ) 
zwischen der Höhe des Beobachters hB und der Untergrenze der j-ten Schicht hj 
nicht von vornherein bekannt ist, sondern erst im weiteren Verlauf der Bearbeitung 
anfällt. Doch kann man die Transmission der Atmosphäre unterhalb der aktuellen 
Schicht auch darstellen als Produkt der Einzeltransmissionen aller darunterliegenden 
Schichten e-r"(hB,hj) = e-r"(hB,h2 ) • • • e-r"(hi-2 •hi-de-7"(hj-1 ,hi). Von daher besteht die 
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Möglichkeit, die Gleichung (8) zunächst bis auf die Transmission zu berechnen und 
dann im nachhinein bei Bearbeitung der darunterliegenden Schichten, wenn die op-
tischen Dicken T11 (hB, h2), ... , T11 (hj_ 1, hj), T11 (hj-2, hj-1) etc. bekannt sind, mit den 
entsprechenden Transmissionen zu multiplizieren. 
Aus Gl. (8) kann man auch einen geschlossenen analytischen Ausdruck für die Ant-
wort der spektralen Strahldichte Lv(hB) auf eine Variation des Volumenmischungs-
verhältnisses Cv in einer bestimmten Höhe h herleiten, indem man Lv(hi+1 ) darstellt 





-{ e-r(h,hoo) Lv(hoo) + 1hoo Bv(T(h'))kv(h')e-rv(h,h')dh'} l· 
Die Sv cv ( h) sind die analytischen Sensitivitätsfunktionen für das Volumenmischungs-
verhältnis. Sie enthalten die analytischen Gewichtsfunktionen Gv cv ( h) als Teilfunktio-
nen. Anhand der obigen Gleichung wird deutlich, daß die Sensitivitäts- und Gewichts-
funktionen einander nur dann entsprechen, wenn der in der geschweiften Klammer 
stehende Ausdruck klein ist gegen B11 (T(h)), d. h. nur dann, wenn die optische Dicke 
der Atmosphäre klein ist und keine Selbstabsorption auftritt. Im Falle der bodenge-
bundenen Millimeterwellenradiometrie ist diese Bedingung jedoch zumindest für die 
stärker absorbierenden Spurengase wie Ozon nicht mehr erfüllt. Dies gilt insbesondere 
dann, wenn das Radiometer nicht senkrecht nach oben, sondern unter einem relativ 
flachen Elevationswinkel auf die Atmosphäre gerichtet ist. 9 In diesem Fall sollte un-
bedingt mit den Sensitivitätsfunktionen gerechnet werden. Das bedeutet jedoch nicht, 
9Typische Einstellungen sind Elevationswinkel um 20°. Im Falle der 142,175 GHz-Signatur von 
Ozon (vom Einfluß des troposphärischen Wasserdampfes werde im Moment abgesehen) ergibt sich 
bei diesem Winkel bereits eine maximale Helligkeitstemperatur von 50-60 K in der Linienmitte 
(dies entspricht dem maximalen Wert, den die geschweifte Klammer in obiger Gleichung in etwa 
annehmen kann). Dem gegenüber ist die mittlere Temperatur der Atmosphäre von etwa 250 K zu 
sehen (dieser Wert müßte im Rahmen der Rayleigh-Jeans-Näherung für die Helligkeitstemperatur 
der Planckfunktion angesetzt werden). Wird nun anstelle der Sensitivitätsfunktionen mit den Ge-
wichtsfunktionen gerechnet, ergibt sich für die eckige Klammer in obiger Gleichung ein Wert von 
250 K gegenüber dem wahren Wert von 250 K - 55 K = 195 K. Hieraus resultiert ein relativer 
Fehler von bis zu 






um den die Gewichtsfunktionen im unteren Bereich der Atmosphäre gegenüber den Sensitivitäts-
funktionen zu groß sind. 
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daß eine Inversion der SÜG (2) allein auf der Basis der Gewichtsfunktionen grundsätz-
lich unmöglich ist. 10 Allerdings dürften- sofern das Verfahren überhaupt konvergiert 
- i. d. Regel mehr Iterationsschritte benötigt werden als bei einer Verwendung der 
Sensitivitätsfunktionen, da in diesem Fall die in jeden Iterationsschritt einfließenden 
partiellen Ableitungen (8) nicht exakt berechnet werden. 
Sensitivitätsfunktionen für die Temperatur 
Für die partielle Ableitung der spektralen Strahldichte Lv( hB) nach der sowohl in der 
Planckfunktion als auch im Absorptionskoeffizienten enthaltenen Temperatur folgt 
im Grenzfall dünner Schichten aus (6) zunächst 
ÖLv(hB) = e-r..,(hB,hi) [1 - e-k..,jl:..hj] '""!::ih· k . e-r..,(hB,hj) ÖBv(Tj) ""' J VJ 
und daraus mit Hilfe von (7) 
(10) 
Gl. (10) stellt das Analogon zur Gl. (8) bzgl. der Temperatur dar. Sie beschreibt die 
Antwort der zu empfangenden spektralen Strahldichte auf eine Variation der Tempe-
ratur der j-ten Höhenschicht. Auch sie kann leicht in ein Programm implementiert 
werden. 
Für den analytischen Ausdruck folgt in Analogie zu (9) 
(
ÖLv(hB) \ 
öT(h) )h = 5h SvT(h), 
wobei 
-r..,(hB,h) [ÖBv(T(h)) k (h) + ökv(h) (ll) 
e öT(h) v öT(h) x 
{ Bv(T(h))- e-r(h,hoo) Lv(h
00
) -1hoo Bv(T(h'))kv(h')e-r..,(h,h')dh'} ]· 
10Z. B. wird dies am Institut für Fernerkundung der Universität Bremen so gehandhabt und 
dennoch werden gute Inversionsergebnisse erzielt [36, 91). 
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Die Svr(h) sind die analytischen Temperatur-Sensitivitätsfunktionen, welche auf-
grund der meist schwachen Abhängigkeit des Absorptionskoeffizienten von der Tem-
peratur vom ersten Term in Gl. (11), d. h. den Gewichtsfunktionen Gvr(h) dominiert 
werden. Die Unterscheidung in Sensitivitäts- und Gewichtsfunktionen ist deshalb 
bzgl. der Temperatur weniger wichtig als für das Volumenmischungsverhältnis, wenn-
gleich dies auch - streng genommen - nur für den Fall 8kv / 8T = 0 gilt. 
2.3 Linearisierung der SÜG 
Im folgenden Abschnitt sollen die mit der Berechnung der Sensitivitätsfunktionen be-
gonnenen Vorarbeiten für die Ableitung von Höhenprofilen aus den aufgenommenen 
Strahldichtespektren weiter fortgeführt werden. Die SÜG (2) ist - wie bereits in Ab-
sehn. 2.2.1 deutlich wurde- nichtlinear, da das Volumenmischungsverhältnis und die 
Temperatur nichtlinear über den Absorptionskoeffizienten kv in die SÜG eingehen. 
Nun ist vom mathematischen Standpunkt aus betrachtet der Umgang mit nichtlinea-
ren Integralgleichungen äußerst kompliziert. Wesentlich einfacher hingegen sind die 
linearen Integralgleichungen zu behandeln, wenngleich auch sie gekennzeichnet sind 
durch zahlreiche, oft geradezu tückische Fallgruben [61, Kap. 18]. Wünschenswert 
wäre es deshalb, eine linearisierte Form der SÜ G zu finden, in die sowohl das Vo-
lumenmischungsverhältnis als auch die Temperatur linear eingehen. Die Gewinnung 
einer solchen linearisierten Form der SÜG verfolgt das im nächsten Abschnitt vorge-
stellte Gauß-Newton-Verfahren, worunter eine einfache Taylorreihenentwicklung der 
am Boden meßbaren spektralen Strahldichte um Anfangsschätzwerte für die Höhen-
profile von Temperatur und Volumenmischungsverhältnis zu verstehen ist. 
2.3.1 Gauß-Newton-Verfahren 
Sei Lv(hB)j wie in Abschn. 2.2.1 der Beitrag der j-ten Höhenschicht zu der in Be-
obachterhöhe meßbaren spektralen Strahldichte Lv(hB), so läßt sich die nichtlineare 
Abhängigkeit dieses Beitrages von der Temperatur Tj sowie dem Volumenmischungs-
verhältnis Cvj der j-ten Schicht darstellen als 
(12) 
Unter der Linearisierung der SÜG ist - wie bereits oben angedeutet - eine einfa-
che Taylorreihenentwicklung des direkten Modells (12) um eine vorgenommene An-
fangsschätzung T?, c~j zu verstehen, 
+ 
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+ o([Tj- TJ] [cvj- C~jD· 
Alle Terme höher als erster Ordnung werden vernachlässigt. Mit Hilfe der Gln. (8) 
und (10) läßt sich dies auch schreiben als 
Lv(hB)j ( Tj, Cvj) -Lv(hB )j (TJ, C~j) = ßhj(SvT )j I o[Tj-Tj0 ] + ßhj(SvcJji 0 [cvj-C~j] · T) CV) 
Aufsummiert bzw. aufintegriert über alle Höhenschichten folgt schließlich 
Lv(hB)(T(h),cv(h))- Lv(hB)(T0 (h),c~(h)) 
(13) 
hoo hoo 
J Svr(h')lro[T(h')- T0 (h')]dh' + J s/ICv(h')ic~[cv(h')- c~(h')]dh'. 
hB hB 
Gleichung (13) ist die gesuchte linearisierte Darstellung der SÜG und wird als die 
linearisierte Strahlungsübertragungsgleichung bezeichnet. Sie wird im folgenden Ab-
schnitt noch weiter vereinfacht und auf ein lineares Gleichungssystem reduziert wer-
den. 
Zuvor soll jedoch bemerkt werden, daß bzgl. des Volumenmischungsverhältnis-
ses Cv bisher noch nicht näher spezifiziert wurde, auf welches Gas sich diese Angabe 
denn eigentlich bezieht. Statt dessen war bisher nur ganz allgemein vom Volumenmi-
schungsverhältnis eines beliebigen Gases die Rede. Da sich die reale Atmosphäre aus 
vielen verschiedenen Gasen zusammensetzt, müßten in der linearisierten SÜG (13) 
im Prinzip die Beiträge vieler verschiedener (relevanter) Gase berücksichtigt werden, 
ein jedes mit seinem Volumenmischungsverhältnis und zugehörigen Sensitivitätsfunk-
tionen. Aus Gründen der besseren Übersichtlichkeit wurde hierauf bisher verzichtet. 
Künftig soll die mögliche Erweiterung der obigen Gleichung auf mehrere Gase jedoch 
zumindest durch Punkte angedeutet werden. 
2.3.2 Reduktion auf ein lineares Gleichungssystem 
Die linearisierte SÜG (13) ist eine homogene Integralgleichung - eine sogenannte 
Fredholmsche Integralgleichung erster Art [76, Bd. IV /1 S. 14). Nun ist die Theorie der 
homogenen Integralgleichungen in mancher Hinsicht der linearen Algebra analog, wie 
allein schon anhand der diskretisierten Form der linearisierten SÜG (13) deutlich wird. 
Berücksichtigt man überdies, daß das Strahldichtespektrum nur an endlich vielen 
spektralen Stützstellen 1/i aufgenommen wird, i = 1 ... m, so läßt sich die linearisierte 
SÜG in Matrixschreibweise darstellen als 11 
b- b0 = A~[fr- f~] + A~Jfcv- f~J + · · · · (14) 
11 Fette Großbuchstaben kennzeichnen im folgenden Matrizen, fette Kleinbuchstaben Vektoren. 
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Dabei bezeichnet der Vektor b das an m diskreten spektralen Stützstellen gemes-
sene Strahldichtespektrum. Die Vektoren fT, fc. usw. repräsentieren die diesem 
Spektrum zugrundeliegenden wahren Höhenprofile von Temperatur und Volumenmi-
schungsverhältnissen relevanter Spurengase, welche im Zuge der Inversionsrechnun-
gen aus dem Strahldichtespektrum berechnet werden sollen. 12 Die Vektoren /~, 
f~., ... kennzeichnen die Anfangsschätzwerte für die Temperatur- und Volumen-
mischungsverhältnishöhenpro:file und b0 ist das aus dieser Anfangsschätzung über 
Vorwärtsrechnung ermittelte, synthetische Strahldichtespektrum. Die ( m x n) Matri-
zen A~, A~. usw. schließlich- oder vielmehr deren Elemente- sind im wesentlichen 
gegeben durch die den spektralen Stützstellen i und Höhenschichten j entsprechen-
den partiellen Ableitungen (8) und (10) bzw. durch die zugehörigen diskretisierten 
Sensitivitätsfunktionen (siehe hierzu auch Gl. 13)), 
SOWie 
Durch geeignetes Zusammenfassen dieser sogenannten Jakobimatrizen A~, A~. usw. 
zu einer einzigen, großen Matrix A 0 und entsprechendes Untereinanderschreiben der 
Höhenprofile fT, fcv' ... sowie/~, f~"' ... vereinfacht sich die Gl. (14) weiter zu 13 
b- b0 = (A~, A~v' . .. ) 
Ao 
so daß das lineare Gleichungssystem 
entsteht. Wichtig ist, nicht zu schreiben 




12Wie bereits oben angedeutet repräsentieren die Ellipsen künftig die mögliche Erweiterung der 
linearisierten SÜG auf mehrere Gase. 
13Zur Beschreibung zusammengefaßter Matrizen und Vektoren wird die Konvention, daß runde 
Klammern ausschließlich der Kennzeichnung funktionaler Abhängigkeiten vorbehalten sein sollten, 
durchbrechen. 
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Mit der Herleitung des linearen Gleichungssystem (16) ist das vorläufig gesteckte 
Ziel, die Reduktion der nichtlinearen, integralen SÜG (2) auf ein lineares Gleichungs-
system, erreicht. Im Prinzip wurde das Problem der Inversion der SÜG dadurch 
reduziert auf das Lösen eines linearen Gleichungssystems, eine unter gewöhnlichen 
Umständen relativ einfach zu bewältigende Aufgabe. Leider erweist sich das Problem 
als schlecht gestellt im Sinne von Hadamard [30), so daß dieser vermeintlich einfachen 
Aufgabe im Anschluß gleich zwei ganze Kapitel gewidmet werden. 
Ist die Lösung des obigen linearen Gleichungssystems erst einmal bekannt, ist die 
weitere Vergehensweise klar. Anhand der ermittelten Höhenprofile von Temperatur 
und Volumenmischungsverhältnissen relevanter Spurengase können neue, verbesserte 
Jakobimatrizen A~, A~v, ... und ein neues, verbessertes synthetisches Spektrum b0 
berechnet werden. Diese führen auf ein neues, verbessertes lineares Gleichungssystem, 
welches es erneut zu lösen gilt. Auf diese Weise kann iterativ die nichtlineare SÜG 
(2) invertiert werden, bzw. können aus gegebenen Strahldichtespektren Höhenpro-
file von Temperatur und Volumenmischungsverhältnisse interessierender Spurengase 
abgeleitet werden. - Voraussetzung ist natürlich, daß der Informationsgehalt des be-
trachteten Spektralbereichs und die Qualität der Messung entsprechend hoch sind. 
In der Regel werden für eine Inversion 2-3 solcher Iterationsschritte benötigt, wobei 
häufig nach dem ersten Iterationsschritt die Lösung die wahren Höhenprofile bereits 
sehr gut wiedergibt. Offen ist bisher noch die Frage nach einem geeigneten Abbruch-
kriterium für das beschriebene Iterationsverfahren, doch kann diese erst im Anschluß 
an die Ausführungen des folgenden Kapitels beantwortet werden. 
Kapitel 3 
Inversion der linearisierten 
Strahlungsübertragungsgleichung 
3.1 Theorie der Inversion 
Das zentrale Thema des folgenden Kapitels ist die Lösung des oben abgeleiteten 
linearen Gleichungssystems (16). Man spricht auch von einer Inversion oder von ei-
nem inversen Problem, da es im Prinzip die in Gl. (16) auftretende Matrix A 0 zu 
invertieren gilt. Wie sich im weiteren Verlauf des Kapitels herausstellen wird, ist 
das Problem schlecht gestellt im Sinne von Hadamard [30] und bedarf deshalb einer 
besonders sorgfältigen numerischen Behandlung. Die Lösung muß regularisiert, d.h. 
speziellen, sie stabilisierenden Verfahren unterzogen werden. Wichtig hierbei ist zu 
beachten, daß die Auswirkungen einer solchen Regularisierung auf die Lösung stark 
davon abhängen, wie das der Lösung zugrundeliegende Gleichungssystem ursprünglich 
formuliert ist. Insbesondere bestehen zwischen den beiden linearen Gleichungssyste-
men (16) und (17), welche sich in mathematischer Hinsicht ja lediglich bzgl. ihrer 
Schreibweise unterscheiden, unter numerischen Gesichtspunkten beträchtliche Unter-
schiede. Dies wird in Abschn. 3.3 näher diskutiert. Statt dessen sei - zunächst noch 
repräsentativ für beide Gleichungssysteme - das lineare Gleichungssystem 
Af=g (18) 
betrachtet. Dabei steht die Matrix A für die in den beiden Gleichungssystemen (16) 
und (17) auftretendem x n-Matrix A 0 , f für den n-komponentigen Vektor f bzw. die 
Differenz f- f 0 sowie der m-komponentige Vektor g für die rechte Seite b-b0 +A0f 0 
bzw. b- b0 . Vereinfachend sei weiterhin angenommen, daß zunächst lediglich ein ein-
zelnes Höhenprofil aus den Meßdaten abgeleitet werden soll. Dabei ist es für die nach-
folgenden Betrachtungen unerheblich, ob es sich um ein Temperaturhöhenprofil oder 
um ein Höhenprofil des Volumenmischungsverhältnisses handelt: wichtig ist zunächst 
nur, daß der Vektor f nur einzelnes Höhenprofil repräsentiert. In diesem Fall treffen 
die nachfolgenden Ausführungen, welche den allgemeinen, interdisziplinären Wissens-
stand bzgl. der Inversion schlecht gestellter Probleme widerspiegeln, in unveränderter 
Form auch auf die bodengebundene, passive Millimeterwellenradiometrie zu. Sollen 
hingegen mehrere Höhenprofile gleichzeitig aus einem Spektrum ermittelt werden, 
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müssen einige zusätzliche Punkte beachtet werden, deren Diskussion in Kapitel 4 
folgt. 
3.1.1 Schlecht gestellte Probleme 
Die Frage nach der Lösbarkeit eines linearen Gleichungssystems- oder allgemeiner-
die Frage nach der Umkehrbarkeit einer Abbildung A von der Menge F der Parameter 
nach der Menge G der Resultate 
A:F--tG 
stellte bereits 1923 Hadamard [30]. Seiner Definition zufolge bezeichnet man ein sol-
ches Problem als gut gestellt (und damit lösbar), wenn 
i) für alle möglichen Resultate eine Lösung existiert (Existenz), 
ii) diese eindeutig ist (Eindeutigkeit) 
iii) und überdies stetig von den Resultaten abhängt (Stabilität). 
Ist eine dieser Bedingungen nicht erfüllt, bezeichnet man das Problem als inkorrekt 
oder schlecht gestellt. 1 Dabei wird vor allen Dingen dem letzten Punkt, der Stabilität 
der Lösung gegenüber Meßfehlern in den Resultaten, das Hauptaugenmerk bei der 
Behandlung inkorrekt gestellter Fragestellungen gelten, denn die Nichtexistenz läßt 
sich durch eine Ausweitung des Lösungsbegriffs und die Nichteindeutigkeit durch das 
Vorschreiben von Normierungsbedingungen meist erzwingen. 
Bezogen auf das obige, lineare Gleichungssystem bedeutet dies, daß das Problem 
(18) von vornherein schlecht gestellt ist, da die Matrix A nicht quadratisch ist. Statt 
dessen ist A einem x n-Matrix, wobei m > n, d. h. das Gleichungssystem ist über-
bestimmt. Lediglich für den Fall einer quadratischen Matrix A, die überdies nicht 
singulär sein darf (ihre Zeilen oder Spalten müssen linear unabhängig sein), ist das 
Problem gut gestellt. Das Gleichungssystem kann unter diesen Umständen sehr leicht 
gelöst werden zu 
f = A-1g. (19) 
1 Die Bezeichnung "schlecht" oder "inkorrekt" gestellte Probleme suggeriert einen Makel des 
Falschen oder Unrichtigen. Hadamard war der Meinung, daß jede korrekte mathematische Formulie-
rung einer sinnvollen physikalischen Fragestellung zu einer mathematischen Gleichung führen muß, 
welche den Bedingungen i) - iii) genügt. Daß dem nicht so ist, sondern daß sehr wohl ein korrektes 
Modell eines sinnvollen technischen Problems beschrieben werden kann, welches eine der Bedingun-
gen i) - iii) verletzt, beweist nicht zuletzt die bodengebundene, passive Millimeterwellenradiometrie. 
Nicht das Modell ist schlecht abgefaßt oder das Problem falsch formuliert, sondern die sie beschrei-
bende Gleichung erfordert eine besonders sorgfältige (numerische) Behandlung. 
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3.1.2 Methode der kleinsten Quadrate 
Man behilft sich, indem man den Lösungsbegriff erweitert und statt des ursprüngli-
chen, schlecht gestellten Problems (18) ein Ersatzproblem löst. An dieser Stelle sei 
auf die besonders lehrreichen Monographien von Louis [50], Menke [52] und Tworney 
[85] sowie auf die Kapitel 2, 15 und 18 in den "Numerical Recipes" [61] verwiesen, 
in welchen die folgenden Schritte, die im Rahmen dieser Arbeit nur grob skizziert 
werden können, im Detail behandelt werden. Anstatt nach der im Falle eines über-
bestimmten Gleichungssystems nicht existierenden exakten Lösung, sucht man nach 
derjenigen Lösung, welche alle Gleichungen des überbestimmten Gleichungssystems 
simultan möglichst gut erfüllt. Man bestimmt die Lösung mit der kleinsten Norm 
(L2 ), auch bekannt als die Methode der kleinsten Quadrate. Minimiert werden muß 
dann das Betragsquadrat der Abweichung 2 
1Af-gl2 =< Af-giAf-g > · 
Dieses Minimierungsproblem führt nach einigen Zwischenschritten (siehe Anhang 
B .1.1) auf das normale oder verallgemeinerte Gleichungssystem 
(20) 
welches nun an Stelle der ursprünglichen Gleichung tritt. Im Gegensatz zu (18) kann 
das Gleichungssystem (20) auch für den Fall einer nicht quadratischen Matrix A 
gelöst werden- vorausgesetzt das Problem verstößt nicht noch gegen Punkt iii) der 
Hadamardschen Bedingungen -, da das Produkt ATA quadratisch ist, so daß gilt 
(21) 
Man spricht von Gl. (21) als der bestapproximierten oder verallgemeinerten Lösung, 
oft auch als Moore-Penrose-Lösung [55, S. 85] bezeichnet. 3 Die Matrix A -A beti-
telt man dazu passend als verallgemeinerte Inverse oder Pseudoinverse, wobei die 
Schreibweise mit einem hochgestellten -A die enge Verwandtschaft mit der nur im 
Falle einer quadratischen Matrix A existierenden Inversen A-l symbolisieren soll. 
Penrose [60] zeigte 1955, daß für jede endliche Matrix A, reell oder komplex, eine 
solche eindeutige, verallgemeinerte Inverse A -A existiert. 
Charakteristisch für inverse Probleme ist nun, daß selbst die verallgemeinerte 
Lösung (21) nicht berechnet werden kann, da das Problem schlecht gestellt ist bzgl. 
2Das hochgestellte T kennzeichnet im folgenden die Transponierte eines Vektors oder Matrix und 
für das Skalarprodukt wird die Diracsche Notation < I > verwendet. 
3Verallgemeinert in dem Sinne, daß ein überbestimmtes Gleichungssystem keine eindeutige 
Lösung besitzt, jedoch durch das Vorschreiben einer Normierungsbedingung (L2-Norm) eindeutig 
gemacht wurde. 
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Punkt iii) der Hadamardschen Definition. Die Matrix A TA ist singulär bzw. - was dem 
unter numerischen Gesichtspunkten im Prinzip gleichkommt - nahezu singulär. (Der 
Rang der Matrix A 1_A ist kleiner als die Anzahl ihrer Zeilen bzw. Spalten.) Ursache 
dieser Nahezu-Singularität ist der geringe Informationsgehalt des zugrundeliegenden 
Gleichungssystems, d. h. sehr viele Gleichungen sind linear abhängig. Presset al. [61] 
sprechen diesbezüglich gar von einer besonderen Ironie der Mathematik, daß nämlich 
solche, auf Integralgleichungen zurückgehende Gleichungssysteme gleichzeitig über-
bestimmt (was die Anzahl der Gleichungen und die Anzahl der Unbekannten angeht) 
und unterbestimmt sind (was den Informationsgehalt des Gleichungssystems betrifft). 
3.1.3 Singulärwertzerlegung und Regularisierung 
Immer dann, wenn die herkömmlichen Verfahren, wie z. B. Gauß-Elimination oder 
LU-Zerlegung 4 [61), bei der Lösung eines linearen Gleichungssystems versagen, emp-
fiehlt sich die Durchführung einer sogenannten Singulärwertzerlegung (SVD 5 ), um 
die Ursache der auftretenden Schwierigkeiten zu diagnostizieren und gegebenenfalls 
zu eliminieren. Unter diesem Verfahren versteht man die Berechnung der Eigenwerte 
0'2 und Eigenvektoren vk der Matrix A 1_A (z. B. mit dem Jakobi- oder Hauseholder-
Verfahren [61)), 
ATAvk = O'~Vk, 
und die anschließende Darstellung der verallgemeinerten Lösung (21) in der Basis der 
Eigenvektoren Vk [6), [50, S. 23), [55, S. 85 ff.], [61, S. 59 ff.). 
n 
f = I: < fivk > Vk 
k=l 
n 
I: < [ATAt11Tuivk > vk 
k=l 
n 




f = L 0'];2 < gjAvk > vk. (22) 
k=l 
Anhand der Darstellung (22) werden die für Inversionsprobleme typischen Schwierig-
keiten deutlich. Sind nämlich einige Eigenwerte 0'~ der Matrix A TA sehr klein und die 
4Zerlegung der zu invertierenden Matrix AT A in das Produktzweier Dreieckmatrizen L und U, 
L = lower triangular matrix, U = upper triangular matrix. 
5SVD = singular value decomposition [61] 
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Daten g mit Meßfehlern behaftet (dabei genügen häufig bereits Fehler in der Größen-
ordnung des numerischen Rauschens), so werden diese Fehler aufgrund der kleinen 
Eigenwerte enorm verstärkt und die verallgemeinerte Lösung unbrauchbar. 
Um trotzdem zu einem vernünftigen Ergebnis zu gelangen, müssen alle diejeni-
gen Beiträge zu (22), die aufgrund kleiner Eigenwerte eine extreme Verstärkung von 
Meßfehlern bewirken würden, unterdrückt werden. Dahinter verbirgt sich die Philo-
sophie, daß es unter Umständen wesentlich günstiger sein kann von der Lösung etwas 
abzuschneiden, von dem man von vornherein weiß, daß es stark mit Fehlern behaftet 
ist, als blindlings über alle Beiträge aufzusummieren. Mathematisch kann dieses Un-
terdrücken erreicht werden durch den Einbau eines geeigneten Filters F"'(an), welches 
alle Beiträge zu (22), deren Eigenwerte kleiner als ein noch zu wählender Regulari-
sierungsparameter 1 sind, eliminiert. Statt von einer Filterung spricht man auch von 
einer Regularisierung der verallgemeinerten Lösung, im folgenden jeweils gekennzeich-
net durch tiefgestelltes 1, 
(23) 
Gl. (23) läßt sich auch schreiben in der Form 6 
n 
L:a~2F"'(an)vnv~AT g. (24) 
n 
D. h. selbst bei einer Regularisierung der verallgemeinerten Lösung wird im Prinzip ei-
ne Art inverse Matrix berechnet, die regularisierte verallgemeinerte Inverse A~A. Zur 
Abgrenzung gegenüber der bereits in Abschn. 3.1.2 eingeführten verallgemeinerten 
Inversen A -A wird sie im folgenden durch einen tiefgestellten Regularisierungspara-
meter 1 gekennzeichnet, A~A. 
3.1.4 Wahl des Regularisierungsparameters 
Die eigentliche Kunst der Regularisierung besteht nun in der Wahl des richtigen Re-
gularisierungsparameters 1, welcher festlegt, wie stark gefiltert werden soll, bzw. ab 
welcher Schwelle zu kleinen Eigenwerten gehörende Beiträge abgeschnitten werden 
sollen. Je nach Art des gewählten Filters bzw. Regularisierungsverfahrens können 
die richtigen Werte für den Regularisierungsparameter unterschiedlich groß sein. D.h. 
ein bestimmtes 1, welches sich für ein spezielles Regularisierungsverfahren als günstig 
6 Ein erheblicher Nachteil dieser zweiten Darstellung ist, daß sie auf dem Rechner wesentlich mehr 
Speicherplatz benötigt als die Darstellung (23). 
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herausgestellt hat, muß nicht notwendigerweise auch für ein anderes Regularisierungs-
verfahren geeignet sein. Ein jedes Regularisierungsverfahren erfordert deshalb eine 
eigene Strategie, um den Regularisierungsparameter 1 geeignet zu wählen. 
Im folgenden sollen zunächst einige grundsätzliche Überlegungen zu dieser Pro-
blematik angestellt und anschließend zwei Strategien zur Wahl des Regularisierungs-
parameters, die a priori- und die a posteriori- Parameterwahl, vorgestellt werden. 
Weitere Strategien zur Wahl des Regularisierungsparameters finden sich in [1], [31] 
und [83, S. 804 ff]. 
Ausgangspunkt der nachfolgenden Überlegungen sind die gestörten Daten g t: = 
g + e, mit e als dem Meßfehlervektor. Aus diesen gestörten Daten ergibt sich nach 
erfolgter Regularisierung mit dem Regularisierungsparameter 1 aufgrundvon (24) die 
Näherungslösung 
f"~ = A~AUt:· 
Der hierbei gemachte Gesamt- oder Rekonstruktionsfehler, d. h. die Abweichung der 
Näherungslösung f"' vom wahren Wert f (siehe die Gleichungen (21) und (24)), 
f - f = A -A - A -A = A-A e + [A -A - A-Al "~ "~ Yt: g "~ "~ g ' (25) 
'--v---' 
Datenfehler Regu/arisierungsfeh/er 
setzt sich aus zwei Anteilen zusammen [50, S. 10], vgl. auch [83, S. 804 Gl. (26)]. Der 
erste Teil ist der sogenannte Datenfehler 7 , da er in erster Linie auf Meßfehler in den 
Daten zurückzuführen ist; der zweite Teil ist der sogenannte Regularisierungsfehler, 
weil er sich als Folge der Regularisierung (des Abschneidens) ergibt. Qualitativ er-
gibt sich nun Abb. 5, welche kennzeichnend für alle inversen und schlecht gestellten 
Probleme ist. 
Wird nicht regularisiert, 1 = 0 (wird also lediglich die verallgemeinerte Lösung 
oder least squares solution (21) berechnet), so ist der Datenfehler aufgrundder stark 
fehlerbehafteten Beiträge zu kleinen Eigenwerten zunächst sehr groß. Regularisiert 
man infolgedessen stärker, nimmt der Datenfehler ab, doch wächst der Regulari-
sierungsfehler - und zwar umso stärker, je größer der Regularisierungsparameter 1 
gewählt wird. Der Gesamt- oder Rekonstruktionsfehler kann deshalb nicht beliebig 
klein gemacht werden, sondern es ist lediglich möglich, ihn bezüglich 1 zu optimieren 
- am naheliegendsten durch einen Vergleich der Näherungslösung mit der exakten 
Lösung. 
In der Praxis ist die exakte Lösung meist nicht bekannt, so daß das optimale 1 nicht 
ermittelt werden kann. Statt dessen erfolgt die Wahl des Regularisierungsparameters 1 
7Die Bezeichnung Datenfehler ist insofern irreführend, als unter dem Datenfehler nicht der Meß-
fehler E in den fehlerbehafteten Daten Ye zu verstehen ist, sondern der aus diesem Meßfehler in den 
Daten resultierende Anteil am Gesamtfehler der Lösung. Der Begriff Datenfehler greift also in der 
"Lösungsebene" an. 
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Abbildung 5: Regularisierungs- oder Abschneidefehler (gestrichelt, monoton stei-
gend), Datenfehler (gestrichelt, monoton fallend) und Gesamt- oder 
Rekonstruktionsfehler (durchgezogen) in Abhängigkeit vom Regulari-
sierungsparameter 1 (siehe Gl. (25)). 
entweder a priori, basierend auf Zusatzinformationen, die irgendwelchen Erfahrungs-
werten, früheren Messungen oder sonstigen Kenntnissen entstammen, oder a posterio-
ri über trial and error [50, S. 54]. Die a priori-Strategie, nämlich einen Wert für den 
Regularisierungsparameter 1 von vornherein fest vorzugeben, verfolgen die sogenann-
ten statistischen Regularisierungsverfahren, wie z. B. das Rodgers-Verfahren [68] oder 
das linear statistische Verfahren, welches zusammen mit der a priori-Parameterwahl 
in Abschn. 3.2.3 besprochen wird. 
Bei der a posteriori-Parameterwahl hingegen wird die Wahl abhängig gemacht 
vom Defekt zwischen den gemessenen Daten 9& und den aus der Näherungslösung f'Y 
über Vorwärtsrechnung ermittelten Daten g'Y = Af'Y, 
(26) 
Dieses gilt für die abgeschnittene Singulärwertzerlegung (siehe Abschn. 3.2.1), für die 
Tikhonov-Phillips Regularisierung (siehe Abschn. 3.2.2) oder für die iterativen Regu-
larisierungsverfahren [40]. Aus der Gl. (26) geht hervor, daß selbst im Idealfall, wenn 
die Näherungslösung f 'Y der exakten Lösung f entspricht, der Defekt iY&- g'Yi nicht 
identisch Null wird, sondern den Wert E = lt:l annimmt. Es erscheint daher nahelie-
gend, eine Näherungslösung dann als optimal (im Rahmen der Meßgenauigkeit) zu 
erachten, sobald der Defekt in den Daten den Wert E annimmt und nicht etwa zu 
versuchen - in dem Bestreben die Anpassung verbessern zu wollen - den Defekt wei-
ter zu verringern. Eine Voraussetzung für die Umsetzung dieser Beobachtung in ein 
geeignetes Kriterium zur Wahl des Regularisierungsparameters ist allerdings, daß der 
Betrag E des Meßfehlervektors zumindest ungefähr bekannt ist, wovon im folgenden 
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ausgangen werden soll. 8 
Dieaposteriori-Strategie zur Wahl des Regularisierungsparameters stellt sich nun 
wie folgt dar [50, S. 68], [83, S. 805 Gl. (30)]: Ausgehend von einem hinreichend großen 
1 wird versucht, den Defekt (26) durch sukzessives Verkleinern des Regularisierungs-
parameters weiter zu verringern. Das Verfahren wird schließlich abgebrochen, sobald 
dieser die untere Schranke f erreicht. Häufig erscheint es sinnvoll, das Verfahren be-
reits etwas früher abzubrechen, z. B. bei einem Wert rf, wobei r 2:: 1. (Dies ist 
aus Sicherheitsgründen dann erforderlich, wenn nicht erwartet werden kann, daß die 
Näherungslösung der exakten Lösung beliebig nahe kommt). Typische Werte für r lie-
gen im Falle der bodengebundenen, passiven Millimeterwellenradiometrie im Bereich 
zwischen 1,0 und 1,5. 
Als Anwender sollte man sich bei einer Verfolgung der a posteriori-Strategie zur 
Wahl des Regularisierungsparameters der Tatsache bewußt sein, daß sie keinesfalls das 
optimale 1liefert, sondern i. d. Regel etwas zu große Werte (angedeutet in Abb. 5). 
D. h. die Näherungslösung kann meist noch etwas verbessert werden (wenn häufig 
auch nur geringfügig). Andererseits ist man sich als Anwender bei einer Verwen-
dung der a posteriori-Parameterwahl jedoch sicher, daß die Näherungslösung nur 
geringfügig mit Datenfehlern behaftet ist (der Datenfehler kann ja, wie aus Abb. 5 
ersichtlich, für kleine Werte des Regularisierungsparameters 1 nahezu beliebig groß 
werden). Dies ist vor allen Dingen dann von Vorteil, wenn der Inversionsalgorithmus 
operationeil betrieben werden soll. Wird hingegen "von Hand" ausgewertet, bleibt es 
letztlich dem Ermessen des Anwenders selbst überlassen, den Regularisierungspara-
meter 1 nach eigenem Gutdünken noch etwas kleiner zu wählen, um die Lösung zu 
optimieren. 
3.1.5 Erreichbare vertikale Auflösung im Profil 
Wie Louis [50, S. 49-50] zeigt, entsprechen kleinen Eigenwerten bei schlecht gestell-
ten Operatoren stark oszillierende Eigenvektoren Vn, so daß sich der Meßfehler e in 
einem starken Oszillieren der unregularisierten Lösung bemerkbar macht (siehe auch 
[40, S. 35]). Der Einbau eines Filters F"f( o-n) wirkt daher wie ein Tiefpaß, welcher die 
hochfrequenten Anteile der unregularisierten Lösung abschneidet. Im Prinzip wird 
dieses erreicht, indem über benachbarte Elemente der unregularisierten Lösung lo- · 
kal gemittelt oder verschmiert wird. Von daher kann man die Regularisierung auch 
8Im wesentlichen hängt die Größe dieses Wertes ab von der Integrationszeit, über die das aktu-
elle Spektrum aufgenommen wurde. Geht man davon aus, daß es sich bei den Meßfehlern um rein 
statistische Fehler handelt (weißes Rauschen), so ist der Erwartungswert für den Meßfehler gleich 0. 
In diesem Falle aber ist der BetragE= 1&1 des Meßfehlervektors e gleich der Summe der Standard-
abweichungen eines jeden Elements des Meßfehlervektors. Des weiteren gilt die Radiometerformel, 
nach der die Standardabweichung der Wurzel aus der Integrationszeit umgekehrt proportional ist 
[86, 88). 
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auffassen als eine Art Faltung der unregularisierten Lösung mit einer "Fenster"-
funktion variabler Breite: man denke z. B. an eine Art Gauß- oder Sirre-Funktion 
(siehe [50, S. 86]). Letztlich führt diese Mittelung bzw. Faltung zu einer Reduktion 
der Anzahl der Unbekannten und damit zu einer Reduktion der Höhen-Auflösung. 
Man hätte sich also gleich von vornherein- sofern dies technisch realisiert werden 
kann- auf eine etwas geringere (Höhen-)Auflösung beschränken können. 9 Bei einer 
weniger feinen Diskretisierung gleich zu Beginn hätte man dann unter Umständen 
ganz auf eine Regularisierung verzichten können. Doch ist es in einem solchen Fall 
relativ schwierig, ein Maximum an Information aus den Daten zu extrahieren, da 
man im voraus leider nicht weiß, wie hoch der Informationsgehalt der Messungen 
nun tatsächlich ist. Statt dessen ist es nach Louis [50] "wesentlich günstiger, zunächst 
etwas feiner zu diskretisieren und anschließend die diskreten Probleme zu regula-
risieren". Hierzu geben die im Abschn. 3.2 vorgestellten Regularisierungsverfahren 
das notwendige numerische Rüstzeug, so daß anhand weniger Steuer- bzw. Regu-
larisierungsparameter eine vernünftige Inversion mit optimal angepaßter Auflösung 
durchgeführt werden kann. 
Aufschluß darüber, inwieweit Strukturen in der exakten Lösung f nach erfolg-
ter Regularisierung schließlich aufgelöst werden können, gibt die Auflösungsmatrix 
oder Averaging Kernel Matrix R [52, S. 64], [71]. Man erhält sie, indem man das 
Vorwärtsproblem (18) in die regularisierte Lösung f'Y (23) bzw. (24) einsetzt, 
f"~ = A~Ag = A~A Af ~ Rf. 
Die AuflösungsmatrixRist von der regularisierten verallgemeinerten Inversen A~A 
sowie der Matrix A abhängig. 10 Eine Beurteilung der Güte einer Inversion ist mit 
ihrer Hilfe also möglich, ohne eine Messung durchführen oder mit synthetischen Daten 
arbeiten zu müssen. 
Im Idealfall, wenn die Näherungslösung f 'Y der exakten Lösung entspricht, sollte 
sich für R die Einheitsmatrix I ergeben. Ansonsten zeigt die regularisierte Lösung f 'Y 
ein mehr oder weniger stark geglättetes Abbild der exakten Lösung und die Matrix 
Rist je nach erreichter Auflösung eine mehr oder weniger breite Bandmatrix (siehe 
Abb. 6). Das Band muß dabei nicht überall gleich breit sein, sondern die Auflösung 
kann sich auch mit der Höhe ändern (vgl. die Abbildungen 12 und 16 in Abschn. 5.1). 
Die Verschmierung der Höhenschichten der exakten Lösung ist durch die Zeilen-
vektoren der Matrix R gegeben. Mit Hilfe dieser "Verschmierungsfunktionen" läßt 
9 Z. B. ist bei den Horizontsondierungsverfahren die Zahl und Position der Höhenstützstellen und 
damit die Zahl der Unbekannten im allgemeinen bereits durch die Beobachtungsgeometrie festgelegt 
(12). 
10Dies gilt nur für die linearen Regularisierungsverfahren (siehe Abschn. 3.2). Bei den nichtli-
nearen, iterativen Regularisierungsverfahren, wie z. B. beim Chahineschen Verfahren oder beim 
Verfahren der konjugerten Gradienten, kann die regularisierte verallgemeinerte Inverse nicht explizit 
angegeben werden, so daß die folgenden Angaben über die erreichbare Auflösung und den Fehler 
der regularisierten Lösung bei den nichtlinearen Regularisierungsverfahren nicht möglich sind. 





Abbildung 6: Die Zeilen der Auflösungsmatrix R geben Aufschluß darüber, inwie-
weit in der exakten Lösung eventuell vorhandene Strukturen in der 
Näherungslösung noch aufgelöst werden können. Die Matrix selbst ist 
dargestellt als Höhenlinienplot, wobei das Maximum entlang der Dia-
gonalen verläuft. 
sich die mögliche (Höhen-)Auflösung der Inversion abschätzen, etwa durch die Halb-
wertsbreite einer solchen Verschmierungsfunktion (mehr hierzu in (40, S. 37 ff.]). 
3.1.6 Abschätzung des Fehlers 
Leider liefern die Regularisierungsverfahren- mit Ausnahme der statistischen Verfah-
ren- keine Aussage über den Gesamt- oder Rekonstruktionsfehler der regularisierten 
Lösung; und selbst deren Angaben über den Gesamtfehler sind meist mit einer gewis-
sen Vorsicht zur Kenntnis zu nehmen. Detaillierte Angaben sind hingegen bei allen 
linearen Regularisierungsverfahren möglich über die Größe des Datenfehlers A~A e, 
welcher- wie aus Gl. (25) hervorgeht - entscheidend zum Gesamtfehler mit beiträgt. 
Eine Voraussetzung hierfür ist allerdings, daß das statistische Verhalten des Meß-
fehlervektors in Form seiner Kovarianzmatrix Sc bekannt ist, wenn man auch den 
Meßfehlervektor e selbst nicht kennt. 11 Die Kovarianzmatrix stellt die Erweiterung 
der vom eindimensionalen Fall her bekannten Varianz auf ein Ensemble von Zufalls-
vektoren dar, wobei die Diagonalelemente der Kovarianzmatrix gegeben sind durch 
die Varianzen der Elemente der Zufallsvektoren. Die Matrixelemente außerhalb der 
Diagonalen hingegen sind ein Maß für die Korrelation der Elemente der Zufallsvek-
toren untereinander (7, S. 671] (54, S. 82 ff]. Sind die Elemente der Zufallsvektoren 
nicht korreliert, ist die Kovarianzmatrix eine reine Diagonalmatrix. 12 
Wie bereits in Abschn. 3.1.3 Gl. (24) gesehen, ergibt sich die regularisierte Lösung 
11 In Abschn. 3.2.3 über das linear statistische Verfahren werden die Eigenschaften und die De-
finition der Kovarianzmatrix ausführlicher behandelt, so daß hier lediglich die zum Verständnis 
notwendigen Erläuterungen gegeben werden. 
12Diese Annahme ist z. B. für die Meßfehlerkovarianzmatrix Se im Falle der bodengebundenen, 
passiven Millimeterwellenradiometrie weitgehend gerechtfertigt, da es sich bei den Meßfehlern im 
wesentlichen um statistische Fehler, also "Gaußsches Rauschen" handelt. 
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f "~ durch Multiplikation der regularisierten verallgemeinerten Inversen A_:;A mit der 
rechten Seite 9e, 
f'Y = A_:;A9t> 
Dies impliziert aufgrund der Rechenregeln für Kovarianzmatrizen (siehe z. B. [54, 
S. 82 ff.) für die Kovarianzmatrix S-y der regularisierten Lösung f "~ unmittelbar 
S-y = A_:;ASe [A_:;A(. (27) 
In der Physik gibt man für den (statistischen) Fehler einer Meßgröße üblicherweise 
deren Standardabweichung an, welche definiert ist als die Wurzel aus der Varianz. 
Ist daher die Kovarianzmatrix S-y bekannt, deren Diagonalelemente ja gegeben sind 
durch die Varianzen der Elemente der regularisierten Lösung f "~'kann man mit Hilfe 
von (27) den (Daten-)Fehler der regularisierten Lösung leicht abschätzen. 
Der Vollständigkeit halber sei an dieser Stelle auch gleich der entsprechende Aus-
druck für die statistischen Regularisierungsverfahren mit angegeben, ohne ihn hier je-
doch herleiten zu wollen (Näheres siehe Abschn. 3.2.3). Wie bereits eingangs erwähnt, 
erlauben die statistischen Verfahren eine Aussage über den Gesamtfehler der regula-
risierten Lösung, weshalb im Vergleich zu (27) ein zusätzlicher, den Abschneide- oder 
Regularisierungsfehler charakterisierender Term, abhängig von der Auflösungsmatrix 
Rund einer weiteren Kovarianzmatrix, der a priori-Kovarianzmatrix S h auftritt, 
(28) 
Die a priori-Kovarianzmatrix S f enthält a priori-Informationen über die Lösung, 
z. B. über deren zu erwartende Form und muß bereits vor der eigentlichen Inversion 
bekannt sein. D. h. im wesentlichen erhält man an zusätzlicher Information über den 
Regularisierungsfehler bei den statistischen Verfahren wieder das zurück, was von 
vornherein an a priori-Information über die Lösung in den Algorithmus hineingesteckt 
wurde. 
3.1. 7 Zusammenfassung 
Bevor im folgenden Unterkapitel auf einige spezielle Regularisierungsverfahren näher 
eingegangen wird, sei im folgenden Abschnitt ein kurzer Überblick über das in die-
sem Kapitel bisher Gesagte gegeben. Zusammenfassend läßt sich feststellen, daß je 
nach Beschaffenheit des linearen Gleichungssystems (18) jeweils verschiedene Wege 
zu dessen Lösung eingeschlagen werden müssen: 
1. Ist das Problem gut gestellt, d. h. ist das Gleichungssystem von vornherein 
quadratisch und sind alle Gleichungen voneinander linear unabhängig, so kann 
die inverse Matrix A-l berechnet werden, so daß 
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Dabei wird die volle (Höhen-)Auflösung erreicht, d.h. die Auflösungsmatrix 
entspricht der Einheitsmatrix, R = I. 
2. I.st das Gleichungssystem "formal" schlecht gestellt, was im vorliegenden Fall 
soviel heißt, wie das Gleichungssystem ist überbestimmt, so muß statt dessen 
die verallgemeinerte Inverse A -A aus Gl. ( 21) berechnet werden. Als Lösung 
ergibt sich die verallgemeinerte oder bestapproximierte Lösung 
Auch hier wird die volle Auflösung erreicht, R =I. 
3. Ist das Gleichungssystem hingegen überbestimmt und überdies schlecht gestellt 
bzgl. der Stabilität, sind also sehr viele Gleichungen des überbestimmten Glei-
chungssystems voneinander linear abhängig bzw. nahezu linear abhängig (dies 
ist für die bodengebundene, passive Millimeterwellenradiometrie praktisch im-
mer der Fall), muß regularisiert werden. Zu berechnen ist dann die regularisierte 
verallgemeinerte Inverse A~A (siehe die Gln. (23) und (24) oder die im folgenden 
Abschnitt besprochenen Regularisierungsverfahren) und als Näherunglösung er-
gibt sich ein geglättetes bzw. mehr oder weniger verschmiertes Abbild der ex-
akten Lösung, 
f'Y = A~A9e· 
Leider ist die Regularisierung der verallgemeinerten Lösung nur möglich auf 
Kosten der erreichbaren (Höhen-)Auflösung, so daß nicht mehr- wie bisher-
die Auflösungsmatrix der Einheitsmatrix entspricht, d. h. R =/= I. Statt dessen 
ist die Auflösungsmatrix R eine mehr oder weniger breite Bandmatrix, wobei 
die Breite des Bandes angibt, inwieweit Strukturen der exakten Lösung noch 
aufgelöst werden können. 
3. 2 Regularisierungsverfahren 
In der Literatur sind eine Vielzahl von Regularisierungsverfahren vorgeschlagen wor-
den. Eine Übersicht über die verschiedenen Regularisierungsverfahren von der mathe-
matischen Seite geben z. B. Baumeister [3), Louis [50), Natterer [55) sowie Strand [83). 
Eher anwendungsorientiert sind dagegen die Ausführungen in Ishimaru [34), Menke 
[52), Rodgers [68), Twomey [85), Ulaby [87), Westwater [93) sowie in den Numerical 
Recipes [61). 
In einer früheren Arbeit des Autors [40) wurden bereits mehrere Regularisierungs-
verfahren im Hinblick auf ihre Eignung zur Lösung von inversen Problemen aus dem 
Bereich der Fernerkundung mit Hilfe der bodengebundenen, passiven Millimeterradio-
metrie getestet. Neben der Güte der Inversionsergebnisse waren sowohl der Umfang 
der für eine Anwendung der Verfahren benötigten a priori-Information als auch die 
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Effizienz der Verfahren Gegenstand der Untersuchung. Verglichen wurden neben eini-
gen direkten (linearen) Verfahren etliche iterative Regularisierungsverfahren (sowohl 
lineare als auch nichtlineare ). 
Aus dem Bereich der direkten Verfahren kristallisierten sich dabei insbesondere 
die abgeschnittene Singulärwertzerlegung, die Tikhonov-Phillips-Regularisierung so-
wie die statistischen Verfahren als geeignet heraus. Das ebenfalls weit verbreitete 
Backus-Gilbert- Verfahren [2, 16, 49, 92) hingegen erwies sich als den anderen direk-
ten Verfahren gegenüber deutlich unterlegen, sowohl was die Effizienz des Verfahrens 
als auch die Qualität der Inversionsergebnisse betrifft. Aus der Klasse der linearen 
iterativen Regularisierungsverfahren wurden die Landweber-Iteration [41, 50, 83, 85) 
sowie eine Erweiterung dieses Verfahrens nach Strand [83) untersucht. Es zeigte sich, 
daß die Landweber-Iteration äußerst ineffizient arbeitete. Die Erweiterung des Ver-
fahrens nach Strand hingegen lieferte gute Inversionsergebnisse bei gleichzeitig hoher 
Effizienz des Algorithmus. Allerdings war das Verfahren durch die Modifikation von 
Strand der Tikhonov-Phillips-Regularisierung so ähnlich geworden, daß es als Spe-
zialfall der Tikhonov-Phillips-Regularisierung angesehen werden konnte und deshalb 
im folgenden nicht weiter betrachtet wird. Aus der Gruppe der nichtlinearen iterativen 
Verfahren wurden das Verfahren der konjugierten Gradienten [50, 61), das Chahine-
sche Verfahren [8, 9, 29) sowie eine eigene Modifikation des Chahineschen Verfahrens 
betrachtet. Es zeigte sich, daß das Verfahren der konjugierten Gradienten von allen 
betrachteten Regularisierungsverfahren am effizientesten arbeitete bei gleichzeitig ho-
her Qualität der erzielten Inversionsergebnisse. Die beiden Chahineschen Verfahren 
hingegen erwiesen sich zwar als ähnlich effizient, doch war die Qualität der Inversions-
ergebnisse in beiden Fällen allenfalls befriedigend. Dies ist darauf zurückzuführen, daß 
die Chahineschen Verfahren ursprünglich für die Nadirsondierung konzipiert wurden 
und deshalb nicht unmittelbar auch auf die bodengebundenen Messungen angewendet 
werden können. Statt dessen muß das ursprüngliche Problem zunächst in ein ande-
res, für eine Anwendung der Chahineschen Verfahren geeignetes Problem überführt 
werden [40, S. 20), [65). 13Leider ist dieses Vorgehen nur möglich auf Kosten einer er-
heblichen Verschlechterung des Signal-zu-Rausch-Verhältnisses, was sich wiederum 
negativ auf die Qualität der Inversionsergebnisse auswirkt. 
13Die wichtigste Voraussetzung für eine Anwendung der Chahineschen Verfahren ist die Diago-
naldominanz der Matrix A. Bei der Nadirsondierung der Atmosphäre vom Satelliten aus ist diese 
Bedingung automatisch erfüllt, da die Sensitivitätsfunktionen aufgrund der Beschaffenheit der At-
mosphäre von vornherein ein solches Maximum aufweisen. Dies gilt nicht für die bodengebundenen 
Messungen. Allerdings besteht hier die Möglichkeit, durch paarweise Subtraktion benachbarter Zei-
len der Matrix A und benachbarter Elemente des Datenvektors g, also, A~j = A;j - Ai+li sowie 
g/ = 9; - gi+l, das Problem in ein diagonal dominantes, "gestrichenes" Gleichungssystem 
g'=A'f 
zu überführen. Auf dieses können die Chahineschen Verfahren nun angewendet werden (65]. Aller-
dings ist der Informationsgehalt des neuen Gleichungssystems geringer als der des ursprünglichen, da 
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Von den für die bodengebundene passive Millimeterwellenradiometrie prinZ(ipi-
ell geeigneten Regularisierungsverfahren werden im folgenden nur die abgeschnittene 
Singulärwertzerlegung, das Tikhonov-Phillips-Verfahren und als Vertreter der stati-
stischen Regularisierungsverfahren das linear statistische Verfahren näher betrachtet. 
Nicht eingegangen wird hingegen auf das Verfahren der konjugierten Gradienten, 14 
da es als nichtlineares Regularisierungsverfahren keine solch umfassenden Aussagen 
über die Auflösung oder den Fehler der regularisierten Lösung erlaubt, wie dies in 
Abschn. 3.1.5 beschrieben wurde und im Prinzip für alle linearen Verfahren möglich 
ist [40]. 
3.2.1 Abgeschnittene Singulärwertzer legung 
Das aufgrund der Überlegungen in Abschn. 3.1.3 über die Regularisierung schlecht 
gestellter Probleme sicherlich naheliegendste Regularisierungsverfahren ist die abge-
schnittene Singulärwertzerlegung, (siehe [3, S. 49), [50, S. 79], [53, 83]). Dabei werden 
die in Gl. (23) gegenüber Datenfehlern stark empfindlichen Beiträge durch das spe-
zielle Filter 
für 
für an< 1 
einfach abgeschnitten, so daß für die regularisierte Lösung folgt 15 
(29) 
Die Filterwirkung dieses Verfahrens ist in Abb. 7 skizziert. Bevor die Gl. (29) jedoch 
zur Berechnung der regularisierten Lösung verwendet werden kann, müssen noch die 
durch die Subtraktion benachbarter Elemente des Datenvektors g das Signal-zu-Rausch-Verhältnis 
erheblich verschlechtert wurde. 
14Zur regularisierenden Wirkung des gemeinhin als Minimierungsverfahren bekannten Verfahrens 
der konjugierten Gradienten nur soviel: Als iteratives Verfahren benötigt das Verfahren eine geeignete 
Anfangsschätzung, von der es sich im Laufe der Iteration immer weiter entfernt und hin zur wahren 
Lösung iteriert. Normalerweise hat die Anfangsschätzung daher nur seinen sehr geringen Einfluß 
auf das Endergebnis. Ist das Problem hingegen schlecht gestellt im Sinne von Hadamard, erweist 
es sich als vorteilhaft, nicht allzu tief zu iterieren, um der Anfangsschätzung (a priori-Information) 
einen etwas stärkeren Einfluß auf das Inversionsergebnis einzuräumen. Das Inversionsergebnis erbt 
auf diese Weise quasi einen Teil der Eigenschaften der Anfangsschätzung (z. B. deren Stabilität) 
und wird dadurch regularisiert. Die Rolle des Regularisierungsparameters 1 übernimmt bei diesem 
Verfahren also die Iterationstiefe. 
15Die obere Gleichung ist die numerisch günstigere Alternative, wenngleich nur die zweite Schreib-
weise die zur Berechnung der Auflösungsmatrix R benötigte regularisierte verallgemeinerte Inverse 
A~A liefert, siehe Abschn. 3.1.5. 
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Abbildung 7: Filterwirkung der abgeschnittenen Singulärwertzerlegung für einen Re-
gularisierungsparameter 1 = 0, 25. 
Eigenwerte a~ der Matrix ATA samt den zugehörigen Eigenvektoren Vn berechnet 
werden (z. B. mit dem Jacobi- oder dem Hauseholder-Verfahren [17, 61]). Die abge-
schnittene Singulärwertzerlegung ist damit in numerischer Hinsicht ein ziemlich auf-
wendiges Verfahren. Andererseits besticht sie durch die Tatsache, daß sie praktisch 
keine a priori Information benötigt, sofern die Parameterwahlaposteriori erfolgt. Die 
abgeschnittene Singulärwertzerlegung ist also insbesondere dann sinnvoll, wenn keine 
oder nur sehr wenig a priori Information zur Verfügung steht. Überdies kann die in 
Abschn. 3.1.4 Gl. (26) beschriebene a posteriori Parameterwahl bei der abgeschnit-
tenen Singulärwertzerlegung besonders effizient durchgeführt werden [50, S. 82]. Da 
l9t:l 2 -1Af-rl 2 
l9t:l 2 -I L a;;2 < 9t:IAvn > Avni 2 
l9t:l 2 - L a;;2 < 9t:!Avn >2 , (30) 
<>n>"' 
(hierbei wurde von der Orthogonalität der Eigenvektoren Vn Gebrauch gemacht), 
kann der Defekt (26) zwischen den Meßdaten 9t: und den aus der Näherungslösung 
über Vorwärtsrechnung ermittelten Daten 9-r unter minimalem Zusatzaufwand be-
rechnet werden. Man beginnt mit einem hinreichend großen Regularisierungspara-
meter, 1 ~ oo, und subtrahiert vom Betragsquadrat l9t:l 2 so lange Terme a;; 2 < 
9t:IAvn >2 , bis das Betragsquadrat des Defekts (30) die untere Schranke r 2E2 er-
reicht. Da sowohl die Eigenwerte a~ wie auch die Skalarprodukte < 9t:IAvn > bei 
der Berechnung der Lösung (29) automatisch anfallen, ist der Zusatzaufwand entspre-
chend gering. 
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Ein weiterer Vorteil der abgeschnittenen Singulärwertzerlegung ist, daß aufgrund 
der Kenntnis der Eigenwerte die Schlechtgestelltheit des Problems klassifiziert wer-
den kann. Ordnet man nämlich die Eigenwerte der Matrix ATA entsprechend ihrer 
Größe, a; > a~ > · · · , so können anhand des Fallens der Eigenwerte schlecht gestellte 
Probleme unterschieden werden [50]. Man differenziert hierbei zwischen Problemen, 
die schlecht gestellt sind von der Ordnung a, wenn a~ = O(n-a) mit a > 0, und 
exponentiell schlecht gestellten Problemen, sofern lln a~ I ?: cnP und p > 0. Bei der 
bodengebundenen, passiven Millimeterwellenradiometrie handelt es sich insofern um 
ein exponentiell schlecht gestelltes Problem, wie anhand der in [40, S. 30 ff.] durch-
geführten abgeschnittenen Singulärwertzerlegung deutlich wird. 
Vom mathematischen Standpunkt aus betrachtet ist die abgeschnittene Singu-
lärwertzerlegung sicherlich eines der "saubersten" Regularisierungsverfahren, da im 
Verlaufe des Verfahrens lediglich die stark fehlerbehafteten Beiträge abgeschnitten 
werden, andererseits jedoch keine (unter Umständen aufgrund falscher Annahmen 
ebenso falsche) a priori Information in die Lösung mit einfließt. 
3.2. 2 Tikhonov-P hillips-Regularisierung 
Die Tikhonov-Phillips-Regularisierung [3, S. 33], [50, S. 87] ist eines der am häufig-
sten angewandten Regularisierungsverfahren und hat unter dementsprechend vielen 
Namen Eingang in die Literatur gefunden, z. B. als smoothing method [34, S. 504], 
als damped least squares solution [52, S. 52], als regularization method [61, S. 808], 
[84, S. 45], als Twomey-Tikhonov method [68] oder als linear constraint solution [85, 
S. 122]. Im Gegensatz zur abgeschnittenen Singulärwertzerlegung wird bei diesem Ver-
fahren von der verallgemeinerten Lösung (21) nicht etwas abgeschnitten, sondern zur 
Lösung etwas hinzugefügt. Das Verfahren benötigt von daher deutlich mehr a priori-
Information als die abgeschnittene Singulärwertzerlegung, bei der ja allenfalls die 
Wahl des Regularisierungsparameters 1 a priori erfolgte. 
Ausgangspunkt der Tikhonov-Phillips-Regularisierung ist die Beobachtung, daß 
die durch den Kern A und die Inhomogenität gs gegebene Information allein nicht 
ausreicht, um eine Lösung des (formal überbestimmten) linearen Gleichungssystems 
Af=ns (31) 
zu bestimmen. Deshalb sollen Zusatzinformationen über die Lösung in Form eines 
weiteren linearen Gleichungssystems, 
Bf = r, (32) 
eingeführt werden. Dies können z. B. Kenntnisse über das Verhalten der Lösung am 
Rand sein. Möglich wäre es auch, bestimmte Nebenbedingungen an die Lösung zu 
stellen. Z. B. die Forderung, die gesuchte Lösung solle möglichst glatt sein, oder 
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die Elemente des Lösungsvektors sollten betragsmäßig möglichst klein sein. Letztere 
könnte realisiert werden durch die spezielle Wahl B =I und 1' = 0. 
Gesucht wird wieder- wie in Abschn. 3.1.2 - die bestapproximierte Lösung des 
Gleichungssystems (31) (der Grund hierfür ist dessen formale Überbestimmtheit ), 
doch diesmal unter einer Restriktion, nämlich der Zusatzbedingung (32). Es handelt 
sich dabei um ein schwierig zu lösendes restringiertes Minimierungsproblem. Mit Hilfe 
eines Lagrangeschen Multiplikators, 1 2 , kann dieses jedoch überführt werden in ein 
nicht restringiertes für 
(33) 
Das Funktional J'Y(f 'Y) bezeichnet man hierbei als Tikhonov-Phillips-Funktional und 
1 2 !Bf'Y- rl 2 als Strafterm [50, S. 87]. Wie anhand von Gl. (33) deutlich wird, geben 
große Werte von 1 dem Strafterm mehr Gewicht, die Lösungen werden immer "glat-
ter". 16 Bei kleinen Werten von 1 hat statt dessen der Defekt !Af'Y-gel 2 den größeren 
Einfluß auf die Lösung f 'Y" Sind die Daten nur wenig gestört, dann wird man immer 
ein kleines 1 wählen. Hat man hingegen relativ ungenaue Daten vorliegen, wird man 
den Einfluß der Zusatzinformation durch die Wahl eines größeren 1 erhöhen. 
Aus dem Minimierungsproblem (33) folgt nach einigen Zwischenschritten (siehe 
Anhang B.1.2) das regularisierte verallgemeinerte Gleichungssystem 
[ATA + 12 BTB]f'Y- AT Ye _12 BT 1' = 0, 
welches schließlich auf die regularisierte Lösung 
!"~ = [ATA + 12 BTB] -1 [AT 9e + 12 BT r] (34) 
führt. 17 Diese kann unmittelbar für die numerische Berechnung verwendet werden. 
Etwas verwundern mag zunächst die Tatsache, daß das erklärte Ziel aller Re-
gularisierungsverfahren, die Stabilisierung der verallgemeinerten Lösung, bei der ab-
geschnittenen Singulärwertzerlegung einerseits erreicht wird durch ein Abschneiden 
der gegenüber Meßfehlern stark empfindlichen Beiträge zur verallgemeinerten Lösung 
(vgl. Gl. (29) im vorigen Abschnitt), während bei der Tikhonov-Phillips-Regulari-
sierung andererseits zur Lösung etwas hinzugefügt wird - nämlich die vorhandene 
a priori-Information. Dieser nur scheinbare Widerspruch läßt sich jedoch beseitigen 
unter der einschränkenden Annahme, daß A TA und BTB ein gemeinsames System 
von Eigenvektoren Vn besitzen und r = 0 gilt. In diesem Fall kann die Tikhonov-
Phillips-Regularisierung ebenfalls dargestellt werden als Filterung der verallgemei-
nerten Inversen (siehe Anhang B.1.3) mit einem Filter 
16Sofern man die Glattheit als Nebenbedingung an die Lösung stellt. 
17Die Matrix A~A ist die regularisierte verallgemeinerte Inverse der Tikhonov-Phillips-Regulari-
sierung, siehe Abschn. 3.1.3. 
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Abbildung 8: Filterwirkung der Tikhonov-Phillips-Regularisierung für einen Regu-
larisierungsparameter 'Y = 0, 25 und einen Parameter ß = 1. 
(35) 
Dabei sind die a~ und ß~ die Eigenwerte der Matrizen AT A und BTB. Aus Gl. (35) 
geht hervor, daß auch bei der Tikhonov-Phillips-Regularisierung letztlich wieder die 
einer starken Beeinflußung durch Meßfehler unterliegenden Anteile unterdrückt wer-
den, daß also auch hier ein "Wegdämpfen" unerwünschter Beiträge erfolgt (siehe 
Abb. 8). Die Wirkungsweise der Tikhonov-Phillips-Regularisierung (34) läßt sich 
daher wie folgt beschreiben: Ist ein Eigenwert a~ groß im Vergleich zum korrespon-
dierenden "f 2ß~, dann ist R,(un) ~ 1, d. h. die entsprechenden Anteile der Lösung 
werden nur wenig verfälscht. Ist u~ hingegen klein, so ist wegen der Bedingung an die 
ßn auch das Filter F..y( un) klein- die gegenüber Meßfehlern stark empfindlichen An-
teile werden weggedämpft. Im Gegensatz zur abgeschnittenen Singulärwertzerlegung 
werden diese Terme somit nicht weggelassen, sondern durch etwas "Falsches" ersetzt, 
das aber keinen Schaden anrichtet [50, S. 91]. 18 
In der ursprünglichen, auf Tikhonov zurückgehenden Formulierung des Verfahrens 
mit der Restriktion f ~ 0, d. h. B = I und 1' = 0 waren obige Annahmen bzgl. ATA 
und BTB natürlich erfüllt, so daß das Verfahren als Filterung der verallgemeinerten 
Inversen interpretiert werden konnte. Phillips erweiterte dann das Verfahren, indem 
er feststellte, daß Oszillationen besser durch die Bedingung f' = 0 bzw. f" = 0, das 
18In jüngerer Zeit werden auch das Verfahren der abgeschnittenen Singulärwertzerlegung und die 
Tikhonov-Phillips-Regularisierung miteinander kombiniert. Hieraus resultiert ein Regularisierungs-
verfahren, dessen Wirkungsweise für große a; der Tikhonov-Phillips-Regularisierung entspricht und 
für kleine a; in die der abgeschnittenen Singulärwertzerlegung übergeht [1, 31]. 
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Verschwinden der ersten oder zweiten Ableitung, unterdrückt werden können, d. h. 
1 -1 0 0 0 h 
0 1 -1 0 0 fz 
Bf= = 0, (36) 
0 0 0 1 -1 fn-1 
0 0 0 0 0 fn 
bzw. 
1 -2 1 0 0 0 
h 0 1 -2 0 0 0 
fz 
Bf= = 0. 
0 0 0 1 -2 1 
fn-1 0 0 0 0 0 0 
0 0 0 0 0 0 
fn 
Phillips forderte also explizit, die Lösung solle hinreichend glatt sein. Grundsätz-
lich kann jedoch jede Art von a priori Information in der Zusatzbedingung (32) mit 
berücksichtigt werden, wenngleich auch im eigentlichen Sinne regularisierend nur die 
Bedingungen f(k) = 0 mit k = 0, 1, etc. wirken. 
Überdies ist es bei der Tikhonov-Phillips-Regularisierung möglich, unterschiedli-
che Meßgenauigkeiten der Elemente des Datenvektors 9e zu berücksichtigen, indem 
man die Einzelmessungen verschieden stark gewichtet. Am einfachsten geschieht dies 
durch Anwendung einer positiv definiten Diagonalmatrix C, so daß statt des Funk-
tionals (33) nun das Funktional 
(37) 







Die Wahl des Regularisierungsparameters 1 erfolgt wie bei der abgeschnittenen Sin-
gulärwertzerlegung entweder a priori aufgrund irgendwelcher Erfahrungswerte oder 
a posteriori, wie in Abschn. 3.1.4 beschrieben. Der numerische Aufwand ist nun aller-
dings größer als bei der abgeschnittenen Singulärwertzerlegung, da für jeden neuen 
Wert des Regularisierungsparameters 1 die regularisierte Lösung (34) bzw. (38) neu 
berechnet werden, d. h. jeweils eine zusätzliche Matrixinversion durchgeführt werden 
muß. 
Ein entscheidender Vorteil der Tikhonov-Phillips-Regularisierung gegenüber der 
abgeschnittenen Singulärwertzerlegung ist jedoch , daß bei diesem Verfahren der Re-
gularisierungsparameter kontinuierlich eingestellt werden kann. Es ist somit möglich, 
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die Stärke der Regularisierung stufenlos zu regeln. Bei der abgeschnittenen Singulär-
wertzerlegung bestand dagegen nur die Möglichkeit, jeweils einen weiteren Eigenvek-
tor in die Lösung mit einzubeziehen. 
3.2.3 Linear statistisches Verfahren 
Bei den beiden bisher besprochenen Regularisierungsverfahren stellte sich jeweils die 
Frage nach der Wahl des richtigen Regularisierungsparameters 1. Diese erfolgte ent-
weder a posteriori, indem ausgehend von einer stark regularisierten Lösung der Regu-
larisierungsparameter sukzessive immer kleiner gewählt wurde, bis der Fehler in den 
Daten eine vorgegebene Schranke unterschritt (vgl. Abschn. 3.1.4), oder a priori, auf-
grund irgendwelcher Erfahrungswerte. Wie bereits in Abschn. 3.1.4 deutlich wurde, 
liefert die a posteriori-Parameterwahl keinesfalls das optimale 1, sondern i. d. Regel 
etwas zu große Werte, so daß die Lösung zwar leicht überregularisiert, andererseits 
jedoch mit Sicherheit nur geringfügig mit Datenfehlern behaftet ist; diese können ja 
- wie aus Abb. 5 hervorgeht - im Falle einer zu schwachen Regularisierung nahezu 
beliebig groß werden. Im Gegensatz dazu ist es bei der a priori-Parameterwahl sehr 
wohl möglich, das 1 optimal zu treffen, doch besteht die Gefahr, daß der voreinge-
stellte Regularisierungsparameter unter Umständen erheblich zu groß oder zu klein 
gewählt wird und die Lösung infolgedessen stark fehlerbehaftet ist. 
Die statischen Regularisierungsverfahren, für die stellvertretend hier das linear 
statistische Verfahren betrachtet werden soll, stellen den Versuch dar, diesen optima-
len Wert des Regularisierungsparameters aufgrund wahrscheinlichkeitstheoretischer 
Überlegungen zu ermitteln, basierend auf den Ergebnissen früherer Inversionsrech-
nungen, auf den Ergebnissen anderer Meßverfahren oder sonstigen Erkenntnissen. 
Doch auch die statistisch motivierte a priori-Parameterwahl schließt die Gefahr ei-
ner zu starken oder zu schwachen Regularisierung nicht aus, nämlich dann, wenn 
die aktuelle Messung stark vom bisherigen Mittelwert abweicht. Für einige Verwir-
rung beim Studium der einschlägigen Literatur sorgt nun vor allen Dingen die Tat-
sache, daß ein ganze Reihe statistischer Regularisierungsverfahren existiert, welche 
sich im individuellen Zugang zur Problematik stark unterscheiden, Gaußsehe Stati-
stik vorausgesetzt jedoch alle auf ein und diesseihe Inversionsgleichung führen [93). 
Erwähnt werden sollten in diesem Zusammenhang neben dem linear statistischen Ver-
fahren die Bayes-Schätzung [27), [50, S. 134 ff.), [67), die optimum estimation method 
[33), [68)-[70) (auch Rodgers-Verfahren genannt) sowie die minimum variance method 
[25, 26, 34, 87). 
Eine unabdingbare Voraussetzung für die Anwendung der statistischen Verfahren 
ist zunächst die Tatsache, daß ausreichend a priori-Information zur Verfügung stehen 
muß, um überhaupt Statistik betreiben zu können. Rodgers [68) spricht in diesem 
Zusammenhang gar von virtuellen Messungen, welche neben der eigentlichen Messung 
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in die Ermittlung der Lösung mit einfließen. 19 Sei f der Mittel- oder Erwartungswert 
eines Ensembles von a priori bekannten Lösungen t, i = 1, ... , N, 
- 1 ~ . 
f = E(f) = N L.-1 r, 
i=1 
so ist die Kovarianzmatrix S f dieser Verteilung von Zufallsvektoren gegeben durch 
S 1 = E ([!- !][!- tf) ~ N ~ 
1 
~[t- t][t- f]T. (39) 
Des weiteren seien die statistischen Kenngrößen des Meßfehlervektors e der aktuellen 
Messung in Form seines Erwartungswertes e = 0 sowie in Form seiner Meßfehler-
kovarianzmatrix SE = E(EET) bekannt, wenn auch der Meßfehlervektor E selbst 
nicht gegeben ist. 20 Wie in Abschn. 3.1.6 angedeutet, stellt die Kovarianzmatrix die 
Erweiterung der vom Fall einer eindimensionalen Verteilung her bekannten Varianz 
auf eine Verteilung von Zufallsvektoren dar. Sie ergibt sich direkt aus der Definition 
der zweiten zentralen Momente (siehe [7, S. 671], [52, S. 21 ff.] und [54, S. 82]). In 
den Diagonalelementen der Kovarianzmatrix steht die Varianz der Elemente der Zu-
fallsvektoren. Sie gibt an, inwieweit die Elemente der Zufallsvektoren streuen. Die 
Matrixelemente außerhalb der Diagonalen hingegen sind ein Maß für die Stärke der 
Korrelation der Zufallsvektoren untereinander. Besteht die Korrelation beispielsweise 
darin, daß die ersten und zweiten Elemente der Zufallsvektoren jeweils in einem fe-
sten Verhältnis zueinander stehen, so sind die entsprechenden Matrixelemente (1, 2) 
und (2, 1) ungleich Null und relativ groß. Sind die Zufallsvektoren hingegen nicht 
miteinander korreliert, so ist die Kovarianzmatrix eine reine Diagonalmatrix. Diese 
Annahme ist für die Meßfehlerkovarianzmatrix SE des hier am IMK des FZK ent-
wickelten Radiometers gerechtfertigt. Nimmt man überdies an, daß alle Elemente der 
Zufallsvektoren gleich stark streuen, so kann die Kovarianzmatrix SE geschrieben 
werden als SE = a~I. Dabei ist a~ die Varianz und O"E die Standardabweichung 21 
eines jeden Elements des Meßfehlervektors. 
Die bisherigen Angaben bezogen sich auf die statistischen Verfahren ganz all-
gemein. Dem linear statistischen Verfahren, auch als bester linearer Schätzer [50, 
19Diese virtuellen Messungen sind allerdings auch nichts anderes als klimatologische Daten. In-
wieweit bei diesen jedoch- wie später gefordert werden wird - a) immer von einer Gaußverteilung 
ausgegangen werden kann und b) eine Anhindung der Lösung nicht nur in ihrer Struktur sondern 
auch in ihrem Betrag an die a priori-Information sinnvoll ist, um unbekannte Phänomene zu erfor-
schen sei dahingestellt. 
20Es wird angenommen, daß es sich bei den Meßfehlern um rein statistische Fehler handelt (Gauß-
sches Rauschen), so daß der Erwartungswert ""t für den Meßfehlervektor e gleich 0 ist. 
21Im wesentlichen hängt die Größe der Standardabweichung ab von der Integrationszeit, über die 
das aktuelle Spektrum aufgenommen wird. Es gilt die Radiometerformel, nach der die Standardab-
weichung der Wurzel aus der Integrationszeit umgekehrt proportional ist (88]. 
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S. 130 ff.] oder maximum likelihood method [52, S. 79 ff.), [54, 82], [93, S. 153) bezeich-
net, liegennun die folgenden Annahmen zugrunde: 
a) Die Lösungen f sowie die Meßfehler e genügen der Gaußsehen Statistik 22 und 
b) die Lösungen f und die Meßfehler e sind nicht miteinander korreliert. 
Aus der ersten Annahme ergibt sich die Wahrscheinlichkeitsdichte für das Auftreten 




Aus der Annahme b) folgt weiterhin, daß die zusammengesetzte Wahrscheinlichkeits-
dichte PJ,e(f, e) für das gleichzeitige Auftreten einer Lösung f mit dem Meßfehler 
e sich ergibt als das Produkt der beiden Einzelwahrscheinlichkeitsdichten PJ(f) und 
pe(e), 
PJ,e(f, e) = PJ(f) pe(e). ( 42) 
In Abb. 9 ist der Verlauf dieser zusammengesetzten Wahrscheinlichkeitsdichte, welche 
bereits vor der eigentlichen Auswertung aus der vorhandenen a priori-Information 
ermittelt werden kann, durch Höhenlinien skizziert. 
Ausgangspunkt der weiteren Überlegungen ist die aktuelle Messung gE, welche 
sich zusammensetzt aus dem wahren Meßwertgundeinem (noch) unbekannten Meß-
fehler e' g E = g+e. Die Schwierigkeit besteht nun darin, abzuschätzen, welcher Anteil 
der aktuellen Messung g E dem wahren Meßwert und welcher Anteil dem Meßfehler 
entspricht. Da weder g noch e bekannt sind, läßt sich diese Frage zunächst nur schwer 
beantworten, doch kann mit Hilfe des mathematischen Modells Af = g zumindest 
ein Zusammenhang hergestellt werden zwischen dem Meßfehler e und der Lösung j, 
e = 9e- g = 9e- Af = e(j). ( 43) 
Gl. ( 43) ist Ausdruck der Tatsache, daß das Modell innerhalb der Meßfehlergrenzen 
keine eindeutige Lösung liefert (siehe z. B Abschn. 3.1.4). Je nachdem, welche Lösung 
f aus der Schar der möglichen Lösungen gerade betrachtet wird, ergibt sich ein ande-
rer Meßfehler e. In Abb. 9 ist dieser Zusammenhang durch eine durchgezogene Linie 
angedeutet, wobei jeder Punkt der Linie eine aufgrund des Modells mögliche Kombi-
nationen Meßfehler-Lösung repräsentiert. Aus dieser Schar der möglichen Lösungen 
wird die aufgrund der Gl. ( 42) wahrscheinlichste Lösung f opt ermittelt, indem man 
22Eine Annahme, die im vorliegenden Fall, in welchem die Lösungen f extrem variable klimato-
logische Verhältnisse repräsentieren nur bedingt gerechtfertigt ist. 
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Abbildung 9: Das Zustandekommen der optimalen Näherungslösung f opt durch 
Kombination der aktuellen Messung samt Meßfehler e(f) mit der zur 
Verfügung stehenden a priori Information PJ,e(f, e). 
zunächst den Meßfehler e in ( 42) ersetzt durch Gl. ( 43) und anschließend das Maxi-
mum f opt dieses dann nur noch von f abhängigen Ausdruckes bestimmt, 
dpJ,e(f,ge- Af) = 
0 dfk . 
Da f und e in ( 40) und ( 41) jeweils mit negativem Vorzeichen im Exponenten stehen, 
führt dieses Extremwertproblem auf die Minimierung des Ausdrucks 
und schließlich auf die Lösung (siehe Anhang B.1.4) 





Identische Gleichungen ergeben sich, Gaußsehe Statistik vorausgesetzt, auch für die 
anderen, hier nicht betrachteten, statistischen Verfahren. 
Auffallend ist die enge Verwandtschaft der regularisierten Lösung ( 45) mit der 
Lösung der Tikhonov-Phillips-Regularisierung (vgl. Gl. (45) mit den entsprechen-
den Gln. (34) bzw. (38) in Abschn. 3.2.2). Die inverse Meßfehlerkovarianzmatrix S[1 
spielt hierbei die Rolle der Einzelmessungen gewichtenden Matrix C und die inverse 
Kovarianzmatrix Matrix st die der Zusatzinformationen B sowie des Regularisie-
rungsparameters 1 (vgl. Gl. (44) mit den entsprechenden Ausdrücken (33) bzw. (37)). 
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Ist S[1 groß gegenüber st, d. h. wurde die Messung mit großer Präzision durch-
geführt, so dominiert der erste Term im zu minimierenden Ausdruck ( 44) gegenüber 
dem zweiten- die Lösung ist entsprechend schwach regularisiert. Im Idealfall, wenn 
gar keine Meßfehler auftreten, 9t: -t g und S[1 -t oo, geht (44) über in IAf- gl2 • 
Als Lösung ergibt sich die verallgemeinerte oder Moore-Penrose-Lösung (21), die be-
reits in Abschn. 3.1.2 für den Fall nicht fehlerbehafteter Daten vorgestellt wurde. Im 
umgekehrten Fall, wenn die Meßfehler sehr groß sind und der Informationsgehalt der 
Messung entsprechend gering, wird ( 44) zu lf- fl 2 und als Lösung ergibt sich der 
Erwartungswert f. D. h. man erhält als Resultat lediglich wieder das zurück, was man 
bereits zu Beginn an a priori-Information über die Lösung hineinsteckte, da durch 
die ungenaue Messung keine neue Information hinzukam. 
Laut Rodgers [68) ist die Inversionsgleichung ( 45) in ihrer obigen Form für prak-
tische Anwendungen weniger geeignet, da zu ihrer Auswertung mehrere relativ große 
Matrizen invertiert werden müssen. Er schlägt deshalb vor, die Gleichung (45) iden-
tisch umzuformen (siehe Anhang B.1.5), so daß nur noch eine relativ kleine Matrix 
invertiert werden muß 23 
(46) 
Aus heutiger Sicht ist die Verwendung der praktischen Inversionsgleichung ( 46) jedoch 
nicht mehr zwingend erforderlich, da die Rechnerleistung in den letzten 20 Jahren um 
ein Vielfaches verbessert wurde. In der vorliegenden Arbeit wird deshalb die Gleichung 
( 45) auch weiterhin bevorzugt werden, in erster Linie ihrer engen Verwandtschaft zur 
Inversionsgleichung der Tikhonov-Phillips-Regularisierung wegen. Auf diese Weise 
ist es möglich, beide Regularisierungsverfahren in einem Programm miteinander zu 
kombinieren, so daß während einer Inversion per Tastendruck zwischen den beiden 
Regularisierungsverfahren hin- und hergeschaltet werden kann. 24 
Über das im aktuellen Fall rein akademische Interesse hinaus liefert die Gl. ( 46) 
jedoch auch wichtige Aufschlüsse über das Fehlerverhalten der Lösung des linear sta-
tistischen Verfahrens. Z. B. kann an ihr leicht die der Vollständigkeit halber bereits 
in Abschn. 3.1.6 präsentierte GI. (28) zur Berechnung der Kovarianzmatrix S,., her-
geleitet werden, welche Aussagen über den Gesamtfehler der regularisierten Lösung 
erlaubt. Mit Hilfe der regularisierten verallgemeinerten Inversen A;A läßt sich die 
GI. ( 46) nämlich schreiben als 
- -A -
fopt = f + A,., [gc- Af] 
23Rodgers [68, S. 618 Gl. (69)] verwendet hierzu ein iteratives Verfahren, so daß er letztlich über-
haupt keine direkte Matrixinversion mehr durchführt. 
24Alle Berechnungen dieser Arbeit wurden auf einem Pentium PC mit 90 MHz und einem Ar-
beitsspeicher von 16 MB durchgeführt. Zeitlich sehr viel aufwendiger als die eigentlichen Matrixin-
versionen sind ohnehin die Vorwärtsrechnungen. 
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A -
= A~ g e + [I - R] f, 
dabei ist R = A~A A die in Abschn. 3.1.5 eingeführte Auflösungsmatrix. Aus dieser 
Darstellung der Lösung folgt aufgrundder Rechenregeln für Kovarianzmatrizen (siehe 
z. B. [52, S. 93) oder [54, S. 82 ff.]) unmittelbar die für alle statistischen Verfahren 
charakteristische Formel (28) zur Berechnung der Lösungskovarianzmatrix S-y, welche 
im Gegensatz zur Gl. (27) auch eine Aussage über den Regularisierungsfehler liefert 
(siehe Abschn. 3.1.6). 
3.3 Mögliche Fehlerquellen 
Am Ende dieses Kapitels sei noch eingegangen auf die bereits zu Beginn des Kapitels 
aufgeworfene Frage nach der Abhängigkeit der Wirkungsweise der Regularisierungs-
verfahren von der Formulierung des zugrundeliegenden linearen Gleichungssystems, 
warum zwischen den beiden Gleichungssystemen (16) und (17) aus Abschn. 2.3.2, 
welche sich in mathematischer Hinsicht ja lediglich bzgl. ihrer Schreibweise unter-
scheiden, unter numerischen Gesichtspunkten wesentliche Unterschiede bestehen. 
Im Laufe des Kapitels wurde bereits mehrfach deutlich, daß die Regularisierungs-
verfahren- und insbesondere die Tikhonov-Phillips-Regularisierung- eine Stabilisie-
rung der verallgemeinerten Lösung dadurch erreichen, daß sie a priori-Informationen 
einführen, wie z. B. die Forderung nach Glattheit der Lösung. Diese werden in Form 
von Nebenbedingungen an den Lösungsvektor f gestellt. Nun entspricht der Lösungs-
vektor f lediglich im Falle des Gleichungssystems (16) dem eigentlich gesuchten 
Höhenprofil, im Falle des Gleichungssystems (17) hingegen der Differenz aus Höhen-
profil und Anfangsschätzung (siehe die Bemerkungen zur Gl. (18)). Die Nebenbedin-
gungen werden also einmal an das Höhenprofil selbst und einmal an den Differenz-
vektor aus Höhenprofil und Anfangsschätzung gestellt, wobei letzteres zu sicherlich 
unvorhergesehenen Inversionsergebnissen führt; denn nicht die Differenz aus Lösung 
und Anfangsschätzung, sondern die Lösung selbst, das zu invertierende Höhenprofil, 
soll ja möglichst glatt sein. Im Einzelfall mag es zwar durchaus sinnvoll sein, auch 
einmal auf die Formulierung (17) zurückgreifen zu können, in der Mehrzahl der Fälle 
werden jedoch ausschließlich a priori-Informationen über die Höhenprofile selbst und 
nicht über deren Abweichungen von einer Anfangsschätzung zur Verfügung stehen. 
Überdies birgt das lineare Gleichungssystem (17) eine weitere, noch viel größere 
Gefahr. Rodgers [68, S. 621) spricht in diesem Zusammenhang gar von einer tücki-
schen Fallgrube, in die viele Autoren sicherlich ungewollt stürzen. 25 Wie in Ab-
sehn. 2.3 über die Linearisierung der SÜG deutlich wurde, muß zur Lösung der nicht-
linearen SÜG iteriert werden. D. h. nachdem das lineare Gleichungssystem (17) in 
einem ersten Schritt erfolgreich gelöst wurde, dient die Lösung als neue, verbesserte 
25 Auch der Autor dieser Arbeit lag während der Implementierungsphase seines Auswerteprogram-
mes gleich mehrmals darinnen. 
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Anfangsschätzung für den jeweils nachfolgenden Iterationsschritt. Zu diesem Zweck 
werden basierend auf der neuen Anfangsschätzung ein neues synthetisches Spektrum 
b0 sowie eine verbesserte Jakobimatrix A 0 berechnet, welche ein neues lineares Glei-
chungssystem definieren. Die große Gefahr des Gleichungssystems (17) besteht nun 
darin, daß die ursprünglich über f 0 in den Inversionsalgorithmus hineingesteckte 
(und zur Regularisierung der Lösung natürlich unbedingt erforderliche) a priori-
Information im Laufe der Iteration vom Nutzer unbemerkt immer mehr verloren geht, 
weil er auf der linken Seite von (17) für f 0 die jeweils neueste Anfangsschätzung ein-
setzte, anstatt weiterhin die ursprüngliche a priori-Information zu verwenden. 
Ein Beispiel möge dies verdeutlichen: Angenommen als Anfangsschätzung diene 
das repräsentative Höhenprofil f und die zur Regularisierung verwendete a priori-
Information laute, die Abweichung der Lösung von diesem Höhenprofil sei möglichst 
klein. Nach dem ersten Iterationsschritt ergibt sich aus (17) - wie erwünscht- eine 
Näherungslösung, welche von dem repräsentativen Höhenprofil f nur geringfügig ab-
weicht. Wird jedoch in den nachfolgenden Iterationsschritten auf der linken Seite der 
Gl. (17) für f 0 die Lösung des jeweils vorangegangenen Iterationsschritts eingesetzt 
(wie die Notation der Gl. (17) dies nahelegt ), so lautet die Nebenbedingung nicht mehr 
-wie ursprünglich beabsichtigt- die Abweichung der Lösung von dem repräsentati-
ven Höhenprofil f sei möglichst klein, sondern die Abweichung der Lösung von der 
Lösung des jeweils vorangegangenen Iterationsschritts sei möglichst klein. Im Laufe 
der Iteration wird sich die Lösung deshalb immer weiter von dem repräsentativen 
Höhenprofil f entfernen, so daß letztlich das zur Lösung des linearen Gleichungssy-
stems verwendete Regularisierungsverfahrens nicht mehr regularisierend wirkt. Statt 
dessen wird die nicht erwünschte exakte, i. a. aber instabile Lösung erreicht. 
Diese Gefahr besteht bei dem linearen Gleichungssystem (16) nicht, da in diesem 
der Vektor f 0 mit auf der rechten Seite der Gleichung steht. Vielmehr muß in (16) 
für / 0 sogar die jeweils aktuellste Anfangsschätzung eingesetzt werden, wie man dies 
aufgrundder Notation der Gl. (16) auch erwarten würde. Aus den besagten Gründen 
sollte das Gleichungssystem (16) daher unbedingt bevorzugt werden. 
Zum Schluß noch einige Bemerkungen zu einem geeigneten Abbruchkriterium 
für das iterative Gauß-Newton-Verfahren. Wie aus der Diskussion der a posteriori-
Parameterwahl in Abschn. 3.1.4 hervorgeht, sollte die Differenz zwischen den gemes-
senen Daten Oe und den aus der Lösung f 'Y über Vorwärtsrechnung ermittelten Daten 
g'Y = Af'Y keinesfalls kleiner werden als das Meßfehlerrauschen E. Zur Formulierung 
eines geeigneten Abbruchkriteriums ist der Defekt in den Daten infolgedessen we-
nig geeignet; vielmehr dient er primär der Wahl des Regularisierungsparameters I· 
Statt dessen sollte ein geeignetes Abbruchkriterium bevorzugt in der Lösungsebene 
angreifen und das iterative Gauß-Newton-Verfahren dann abgebrochen werden, wenn 
die Differenz der Lösungen zweier aufeinanderfolgendere Iterationsschritte klein wird 
und einen noch vorzugebenden Schwellenwert unterschreitet. In dieser Arbeit war dies 
nach 2-3 Iterationsschritten praktisch immer der Fall (abhängig natürlich vom Grad 
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der Nichtlinearität der SÜG). 
Damit stehen die wichtigsten, der für eine Inversion der nichtlinearen SÜG benö-
tigten, numerischen Werkzeuge nun zur Verfügung, so daß einer ersten Auswertung 
von Meßdaten im Prinzip nichts mehr im Wege stehen sollte. Bevor dies konkret in 
Angriff genommen wird, soll im nächsten Kapitel zunächst noch eingegangen wer-
den auf die Erweiterung der besprochenen Regularisierungsverfahren auf die Inversi-
on mehrerer Höhenprofile simultan aus einem Spektrum; dies ist insbesondere dann 
sinnvoll, wenn ein Spektrum Signaturen mehrerer verschiedener Gase enthält, sowie 
auf die Frage der Berücksichtigung von stehenden Wellen, welche den Spektren in 
der Millimeterwellenradiometrie häufig überlagert sind. Überdies werden in Kapitel 5 
über die Auswertung von Meßdaten noch einige gerätespezifische Anpassungen des 
Auswertealgorithmus notwendig sein. 
Kapitel 4 
Erweiterung der Inversionsverfahren 
4.1 Ableitung mehrerer Spurengaseprofile 
simultan aus Messungen vom Boden aus 
Wie bereits mehrfach erwähnt, waren die Ausführungen des vorigen Kapitels über 
die Theorie der Inversion und über die Regularisierungsverfahren eher allgemeiner 
Natur und spiegelten den aktuellen Wissensstand über die Inversion schlecht gestell-
ter Probleme wider - losgelöst von dem speziellen Problem der bodengebundenen, 
passiven Millimeterwellenradiometrie. Hierzu war bisher vereinfachend angenommen 
worden, daß lediglich versucht werden sollte, ein Höhenprofil aus dem gemessenen 
Strahldichtespektrum zu ermitteln, um dem interdisziplinären Charakter des bisher 
Gesagten Rechnung zu tragen. Diese Einschränkung soll nun fallengelassen werden, 
d. h. es soll versucht werden, aus einem Strahldichtespektrum Höhenprofile verschie-
dener Spurengase simultan abzuleiten. 1 Dieser Ansatz ist neu. Wie aus der Gl. (15) 
in Abschn. 2.3.2 hervorgeht, setzt sich der Lösungsvektor f in diesem Fall gleich aus 
mehreren Höhenprofilen zusammen und die Matrix A entsteht durch die Hinterein-
anderreihung mehrerer quadratischer Teilmatrizen, 
bzw. A =(AT, Acv, .. . ). 
Es leuchtet unmittelbar ein, daß die Regularisierungsverfahren nicht unverändert auch 
auf diesen neuen Sachverhalt übertragen werden können, sondern entsprechend mo-
difiziert werden müssen. 
Beim Tikhonov-Phillips-Verfahren erfolgte die Regularisierung der verallgemei-
nerten Lösung bisher dadurch, daß Zusatzinformationen in Form von Nebenbedin-
gungen an die Lösung eingeführt wurden; die Lösung sollte beispielsweise möglichst 
glatt sein. Diese Bedingungen dürfen nun nicht mehr an den Lösungsvektor f gestellt 
werden, sondern müssen an den Höhenprofilen f T' f cv, usw. angreifen. Nicht der 
1 Dies wird natürlich nur unter bestimmten Voraussetzungen möglich sein, deren wichtigste sicher-
lich ist, daß das Strahldichtespektrum überhaupt Signaturen alljener Spurengase aufweist, welche 
aus dem Spektrum invertiert werden sollen. 
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zusammengesetzte Lösungsvektor f, sondern die Höhenprofile von Temperatur und 
Volumenmischungsverhältnissen interessierender Gase sollen möglichst glatt sein, wo-
bei zwischen den einzelnen Lösungsprofilen keine Kopplung erwünscht ist. Des wei-
teren stellt sich bei dem Versuch der Ermittlung mehrerer Höhenprofile simultan aus 
einem Spektrum die Frage nach der Stärke der Regularisierung. Es darf sicherlich 
nicht erwartet werden, daß zur Stabilisierung aller Höhenprofile gleich stark regula-
risiert werden muß. Vielmehr ist wohl davon auszugehen, daß ein jedes Höhenprofil 
eines eigenen Regularisierungsparameters bedarf, welcher individuell auf das jeweilige 
Höhenprofil eingestellt werden muß. Dies folgt allein schon aus der Tatsache, daß die 
Signaturen verschiedener Gase innerhalb eines Spektrum in ihrer Stärke i. d. Regel 
enorm varneren. 
Diese Überlegungen führen dazu, daß - statt bisher lediglich einer - nun gleich 
mehrere Nebenbedingungen an die verallgemeinerte Lösung gestellt werden, eine jede 
für ein bestimmtes HöhenprofiL Anstelle des Tikhonov-Phillips-Funktionals (33) muß 
deshalb das modifizierte Funktional 
minimiert werden. Dabei sind die /f, ~~v' ... Langrangesche Multiplikatoren, bzw.-
mehr in Bezug auf die beabsichtigte Regularisierung der verallgemeinerten Lösung -
die einem jeden Höhenprofil zugeordneten Regularisierungsparameter. Da eine jede 
dieser~ebenbedingungen sich auf gerrau ein Höhenprofil bezieht, sind die Matrizen 
BT, Bcv' ... von der besonders einfachen Form 
usw., 
wobei die Teilmatrizen BT, Bcv, ... im wesentlichen der Matrix B aus Abschn. 3.2.2 
entsprechen. Die Matrix 0 ist die Nullmatrix. Die Vektoren iT, 1' cv, ... schließlich 
sind gegeben durch 
etc., 
dabei stehen die Teilvektoren 1'T, 1' cv ... für die einer jeden Nebenbedingung zugeord-
nete rechte Seite und entsprechen im wesentlichen der rechten Seite 1' aus Gl. (32) in 
Abschn. 3.2.2. Der Vektor o ist der Nullvektor. 
Die Minimierung des obigen Funktionals (47) erfolgt analog zum Abschn. 3.2.2 
über die Tikhonov-Phillips-Regularisierung (vgl. hierzu auch Anhang B.1.2) und 
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führt auf die regularisierte verallgemeinerte Lösung 
(48) 
Für die Implementierung in ein Programm ist diese Gleichung allerdings weniger ge-
eignet, da sie eine ernorme Verschwendung des grundsätzlich knappen Speicherplatzes 
zur Folge hätte. Schließlich bestehen die Matrizen BT, Be., ... und die rechten Seiten 
1'T , 1' c., ... im wesentlichen aus Nullen. Bezieht man dieses Wissen in die Berechnung 
der Lösung mit ein, so kann die regularisierte Lösung nach wenigen Zwischenschritten 
auch geschrieben werden als 
(49) 
Gegenüber der Gl. ( 48) bedeutet diese Schreibweise einen erheblich geringeren Spei-
cherplatzbedarf. Implementiert man die Gl. ( 49) überdies noch geschickt, indem man 
zunächst die Matrixprodukte B~BT, B~Bc., usw. berechnet und anschließend ge-
wichtet mit dem zugehörigen Regularisierungsparameter geeignet zur Matrix A TA 
hinzuaddiert, wächst der Speicherplatzbedarf nur noch proportional zu ( n2 + n) ge-
genüber (n3 +n2 ) in Gl. (48). Dabei ist n die Anzahl der gleichzeitig zu invertierenden 
Höhenprofile. 
Die hier abgeleitete Gleichung ( 49) ist die Erweiterung der einfachen Inversions-
gleichung (34) der Tikhonov-Phillips-Regularisierung auf den Fall gleich mehrerer 
Höhenprofile. Es ist dabei möglich, unterschiedliche Meßgenauigkeiten der rechten 
Seite Ye zu berücksichtigen, indem man analog zur Gl. (37) eine positiv definite Dia-
gonalmatrix C eingeführt, welche die Einzelmessungen entsprechend gewichtet. Es 
resultiert die allgemeinere Inversionsgleichung 
(50) 
Ähnlich der Tikohonov-Phillips-Regularisierung können auch die statistischen Re-
gularisierungsverfahren auf den Fall gleich mehrerer Höhenprofile erweitert werden. 
Die hieraus resultierende Inversionsgleichung soll jedoch nicht abgeleitet, sondern ein-
fach durch Vergleich der Inversionsgleichung der Tikhonov-Phillips-Regularisierung 
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(siehe Abschn. 3.2.2) mit der entsprechenden Inversionsgleichung des linear statisti-
schen Verfahrens (siehe Abschn. 3.2.3) aus obiger Gleichung ermittelt werden. Wie 
aus dem Vergleich der beiden Gln. ( 45) und (38) hervorgeht, müssen hierzu in obi-
ger Gleichung lediglich die Ausdrücke 1 2 BT B ersetzt werden durch die Inversen der 
entsprechenden a priori-Kovarianzmatrizen 8[ 1 , die Vektoren 1' durch die entspre-
chenden a priori-Profile f sowie die Matrix C durch die Inverse der Fehlerkovarianz-
matrix 8[1 . Es resultiert die Erweiterung des linear statistischen Verfahrens auf den 




Problematisch ist hingegen die Erweiterung der abgeschnittenen Singulärwert-
zerlegung auf den Fall der Ableitung mehrerer Höhenprofile simultan aus einem 
Spektrum, da bei diesem Regularisierungsverfahren keine Nebenbedingungen an die 
Lösung gestellt werden, sondern die Regularisierung durch Aufsummieren über die 
Eigenvektoren der Matrix ATA erfolgt (siehe Abschn. 3.2.1). Insbesondere ist es bei 
diesem Verfahren schwierig, die Stärke der Regularisierung für jedes Höhenprofil indi-
viduell zu regeln, da ausgehend von einer für alle Höhenprofile gleich schwachen Re-
gularisierung immer nur über einen weiteren Eigenvektor aufsummiert werden kann. 
Letzten Endes führt dies auf eine insgesamt stärkere, jedoch erneut für alle Höhen-
profile gleiche Regularisierung. Unter anderem wurde deshalb versucht, nur die einem 
jeden Höhenprofil zugeordneten Teile der besagten Eigenvektoren aufzuaddieren, um 
vielleicht auf diese Weise eine individuelle Regularisierung der Höhenprofile zu errei-
chen. Zwar war es somit möglich mehrere Spurengase simultan zu invertieren, doch 
blieb die Qualität der erzielten Inversionsergebnisse deutlich gegenüber derjenigen 
obiger beider Verfahren zurück. Über die Ursachen kann bisher nur spekuliert wer-
den. 
Als Abbruchkriterium dient auch im Falle der Ableitung mehrerer Höhenprofile 
simultan aus einem Spektrum weiterhin die Tatsache, daß die Differenz der Lösungen 
zweier aufeinanderfolgender Iterationsschritte möglichst klein sein muß und einen 
noch vorzugebenden Schwellenwert unterschreiten sollte. 
4.2 Berücksichtigung von stehenden Wellen 
Ein in der Mikro- oder Millimeterwellenradiometrie häufig auftretendes Problem sind 
stehende Wellen, welche von Mehrfachreflexionen innerhalb des Meßgerätes herrühren 
(siehe z. B. Abb. 24 auf Seite 81). Zwar ist ein teilweises Unterdrücken dieser un-
erwünschten Effekte durch periodisches Einfügen eines geeigneten Dielektrikums oder 
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durch mechanische Weglängenmodulation möglich, so daß die stehende Wellen sich 
weitgehend herausmitteirr- doch können sie im allgemeinen nicht vollständig elimi-
niert werden. Dem von der Atmosphäre emittierten Spektrum sind deshalb stehende 
Wellen der Form 
Asin(k v + <P) (52) 
überlagert. Es ist nun die Aufgabe der Auswertung, diese stehenden Wellen entweder 
im nachhinein zu eliminieren (jedoch noch vor der eigentlichen Inversion der Spektren) 
oder besser noch - falls dies irgendwie realisiert werden könnte - bei der Inversion 
der gemessenen Spektren gleich mit zu berücksichtigen. 
Bisher gehen alle in der Atmosphärenchemie tätigen Gruppen in Ermangelung 
eines geeigneten Verfahrens zur Realisation der Möglichkeit zwei nach der ersten Me-
thode vor. Das heißt sie unterziehen ihre gemessenen "Rohspektren" zunächst einer 
relativ aufwendigen Elimination von stehenden Wellen, bevor sie die von stehen-
den Wellen bereinigten Spektren dann invertieren. Es ist leicht einzusehen, daß diese 
Aufbereitung der gemessenen Spektren nicht gerade einfach zu bewerkstelligen ist, 
denn schließlich sind die stehenden Wellen einem im Prinzip unbekannten Spektrum 
überlagert. Die Gruppe des Instituts für Fernerkundung der Universität Bremen [36, 
S. 92 ff.), [64, S. 58 ff.) geht deshalb so vor, daß sie in einem Fitprogramm (least-
squares-Verfahren) gemeinsam mit den stehenden Wellen ein synthetisches Spektrum 
an das gemessene Spektrum anpaßt. Zu diesem Zweck wird ein typisches, mittels 
Vorwärtsrechnung synthetisch erzeugtes Spektrum mit drei Fitparametern (für Un-
tergrund, Steigung des Untergrundes und passende Skalierung) versehen, welche zu-
sammen mit den Amplituden und Phasen der stehenden Wellen entsprechend variiert 
werden können. Im Anschluß an die bestmögliche Anpassung wird das gemessene 
Spektrum schließlich um die gefitteten stehenden Wellen korrigiert. 
Die große Gefahr der obigen Vergehensweise besteht in einer falschen Anpas-
sung der stehenden Wellen an das gemessene Spektrum, da das mit lediglich drei 
Fitparametern versehene synthetische Spektrum das der Messung zugrundeliegende 
Spektrum nur unzulänglich beschreibt. Dies gilt insbesondere für stehende Wellen 
relativ großer Periode ([36, S. 92 unten]). So läßt sich beispielsweise eine Differenz 
zwischen dem angepaßten synthetischen Spektrum und dem gemessenen Spektrum 
in der Linienamplitude leicht durch Anpassen eines zur Linienmitte symmetrischen 
Kosinus-Terms ausgleichen. In der Folge sind alle korrigierten Spektren sehr ähnlich 
dem für die komplette Anpassung verwendeten synthetischen Spektrum und auch die 
letztlich invertierten Höhenprofile weichen in ihrer Form nur geringfügig von dem für 
die Berechnung des synthetischen Spektrums verwendeten Höhenprofil ab [36, S. 106). 
Im folgenden soll deshalb ein neues Verfahren vorgeschlagen werden, mit dem die 
stehende Wellen im Zuge der Inversion des gemessenen Spektrums gleich mit berück-
sichtigt werden können. Da in diesem Falle eine exakte Anpassung der Vorwärts-
rechnung an das wahre Spektrum möglich ist, besteht insbesondere die Gefahr einer 
Fehlanpassung von stehenden Wellen an das gemessene Spektrum nicht mehr bzw. 
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nur noch in weitaus geringerem Umfang. Überdies spielt auch der zeitliche Aspekt ei-
ne nicht unwesentliche Rolle, da die sehr aufwendige Korrektur von stehenden Wellen 
nun nicht mehr durchgeführt werden muß. 
Aus der Periode P 21r lk der stehenden Wellen im Spektrum kann über die 
Fabry-Perot-Formel 
l = _53_ 
2P 
unmittelbar auf die Länge l der Resonatoren geschlossen werden; dabei ist c die Licht-
geschwindigkeit. Da sich die Geometrie des Meßgerätes zumindest während eines Meß-
tages nicht ändert, sind die Längen der Resonatoren und folglich auch die Perioden P 
der stehenden Wellen im Spektrum konstant, von äußerst geringfügigen Schwankun-
gen, z. B. bedingt durch die geringe thermische Ausdehnung des Meßgerätes, einmal 
abgesehen. Die Ermittlung der Periode der stehenden Wellen im Spektrum bedeutet 
von daher kein großes Problem, zumal sie anhand der Längen der Resonatoren, nach-
dem diese erst einmal identifiziert wurden, relativ genau bestimmt werden können. 
Andererseits wirken sich geringfügige Schwankungen der Resonatorlänge stark aus 
auf die Phase cfy des obigen Musters der stehenden Wellen (52); 2 überdies ändern sich 
auch die Amplituden der stehenden Wellen im Spektum von Messung zu Messung 
relativ stark. Neben dem Problem der Inversion des linearen Gleichungssystems (18) 
besteht deshalb das Problem der gleichzeitigen Anpassung von Amplituden und Pha-
sen etwaiger stehenden Wellen an das gemessene Spektrum. In der Form der Gl. (52) 
ist das Problem der Anpassung der Phase einer stehenden Welle an ein Spektrum 
nichtlinear; es kann jedoch in ein lineares überführt werden, indem man Gl. (52) 
schreibt als 
a sin( k v) + b cos( k v), 
wobei A = J a2 + b2 und tan cfy = b I a. Dieses nun lineare Problem der Anpassung 
der beiden Parameter a und b (für eine jede, im Spektrum auftretende stehende 
Welle) kann in das lineare Problem der Inversion des Gleichungssystems (18) integriert 
werden; dabei werden die Perioden P = 271" I k der stehenden Wellen als bekannt 
2 Z. B. trat im Falle des am IMK des FZK entwickelten Ozonradiometers folgender Effekt auf: 
Eine im Spektrum deutlich sichtbare stehende Welle der Periode P = 0,113 GHz (dies entspricht 
einer Resonatorlänge von l = 1,33 m:) konnte eindeutig identifiziert werden als Mehrfachreflexionen 
zwischen dem Antennen-Hohlleiter-Ubergang und dem kalten Absorber. Letzterer bestand zum da-
maligen Zeitpunkt im wesentlichen aus einem mit flüssigem Stickstoff gefüllten Dewar, welches innen 
mit einem geeigneten Absorbermaterial verkleidet war. Der "Sehstrahl" wurde von oben mittels Spie-
gelumschaltung auf diese Anordnung gerichtet. Die eigentliche Ursache der stehenden Welle waren 
Reflexionen an der Stickstoffoberfläche, wobei der Stickstoffpegel im Laufe der Messungen aufgrund 
der Verdampfung von flüssigem Stickstoff kontinuierlich sank. Der Resonator wurde deshalb immer 
länger (im Laufe einer Stunde um etwa 0,5 cm, was einer relativen Änderung der Periode P um 
weniger als 0,5% entspricht; insofern konnte die Periode als konstant angenommen werden). Hinge-
gen verschob sich die Phase tjJ während dieser Zeit um etwa 10 1r. Dies war auch in den integrierten 
Spektren zu beobachten, indem sich die "stehende Welle" im Laufe einer Messung langsam verschob 
und schließlich herausmittelte. 
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vorausgesetzt. Beachtet werden muß jedoch, daß das inverse Problem schlecht gestellt 
ist, daß zu seiner Lösung also regularisiert werden muß, während die beiden Parameter 
a und b eindeutig aus der obigen Gleichung hervorgehen. 
Formal läßt sich die Überlagerung des gemessenen Spektrums bzw. der rechten 
Seite 9e des linearen Gleichungssystems (18) mit stehenden Wellen darstellen als 3 
Geschickter ist es jedoch, den Lösungsvektor f sowie die beiden Parameter a und b zu 
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Wie das ursprüngliche Gleichungssystem (18) ist natürlich auch dieses Gleichungs-
system schlecht gestellt bzgl. des "ungestrichenen Anteils" f der Lösung, so daß zu 
seiner Berechnung auf jeden Fall regularisiert werden muß. Andererseits ist das Glei-
chungssystem gut gestellt bzgl. der beiden Parameter a und b, welche eindeutig aus 
(53) hervorgehen und deshalb nicht regularisiert werden dürfen. Diese Nebenbedin-
gung einer nur teilweisen Regularisierung des Lösungsvektors f' wird realisiert in 
Gl. (54), welche sich in Anlehnung an die Inversionsgleichung (50) der Tikhonov-
Phillips-Regularisierung unmittelbar als Lösung des obigen Gleichungssystems (53) 
31m folgenden wird der besseren Übersichtlichkeit willen nur von einer dem Spektrum überla-
gerten stehenden Welle ausgegangen. Die Erweiterung des Algorithmusses auf mehrerere stehende 
Wellen ist trivial. 
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Im Vergleich zu (50) wurden in (54) lediglich die für die Regularisierung verantwort-
lichen Matrizen und Vektoren an den entsprechenden Stellen um Nullen erweitert, so 
daß eine Nicht-Regularisierung der beiden Parameter a und b gewährleistet ist. 
Gleichung (54) ist der bisher allgemeinste Fall der Lösung der Tikhonov-Phillips-
Regularisierung. Neben der Erweiterung des Verfahrens auf mehrere Höhenprofile 
beeinhaltet sie die Möglichkeit der Berücksichtigung gleich mehrerer, dem Spektrum 
überlagerter stehender Wellen bekannter Periode. 4 Analog ergibt sich aus Gl. (51) 
für die statistischen Regularisierungsverfahren die Inversionsgleichung 
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Die beiden Inversionsgleichungen (54) und (55) wurden im folgenden auch für die 
Auswertung der Meßdaten verwendet. Nicht realisiert werden konnte hingegen die 
4 Natürlich müssen hierzu der Vektor f', die Matrix A' sowie die regularisierenden Matrizen bzw. 
Vektoren in (54) auf offensichtliche Art und Weise auf den Fall gleich mehrerer stehender Wellen 
erweitert werden. 
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Erweiterung des abgeschnittenen Singulärwertzerlegung auf den Fall der Berücksich-
tigung von stehenden Wellen aus den im Prinzip gleichen Gründen wie in Abschn. 4.1. 
Es war einfach nicht klar, wie bei diesem Verfahren eine nur teilweise Regularisierung 
der gestrichenen Lösung f' realisiert werden könnte. Doch stellt bereits die Erweite-
rung der Tikhonov-Phillips-Regularisierung sowie der statistischen Regularisierungs-
verfahren auf die Inversion gleich mehrerer Spurengase und die Berücksichtigung von 
stehenden Wellen einen wichtigen Fortschritt dar. 
Kapitel 5 
Anwendung der erweiterten 
Inversionsverfahren 
Wie schon Niple 1980 allgemeingültig feststellte, besteht das Standardverfahren zum 
Testen der Inversionsprogramme aus drei Schritten: der Inversion von unverrausch-
ten synthetischen Daten, der Inversion von synthetischen Daten, denen ein Rauschen 
überlagert wurde und schließlich der Inversion von Feldmessungen [57]. Im Falle der 
Millimeterwellenradiometrie kommt häufig noch ein weiterer Aspekt hinzu, nämlich 
die Überlagerung der Spektren mit stehenden Wellen, welche von Mehrfachreflexionen 
innerhalb des Meßgerätes herrühren (siehe voriger Abschnitt). Das obige Testverfah-
ren sollte deshalb um die beiden folgenden Schritte erweitert werden: die Inversion 
von unverrauschten synthetischen Spektren, zu denen stehende Wellen addiert wurden 
sowie die Inversion von synthetischen Daten, denen Rauschen und stehende Wellen 
überlagert wurden. 
Eine Überprüfung der Inversionsverfahren für das gesamte Millimeterwellenspek-
trum wäre numerisch sehr aufwendig und würde den Rahmen dieser Arbeit spren-
gen. Statt dessen sollen nur einige wenige, repräsentative Bereiche aus dem Millime-
terwellenspektrum herausgegriffen werden. Ohnehin interessieren primär diejenigen 
Spektralbereiche, welche mit den im IMK entwickelten bzw. sich gerade im Bau be-
findlichen Millimeterwellenradiometern gemessen werden können, da nur für diese 
Meßdaten verfügbar oder zu erwarten sind. Bei systematischen Messungen im Ein-
satz befand sich bisher nur das Ozon-Radiometer bei 142 GHz (siehe Abschn. 5.2.2). 
Der mit diesem Radiometer durch Verstimmen des lokalen Oszillators (10) maximal 
erreichbare Spektralbereich erstreckt sich von 136 - 146,8 GHz. 1 In einer Einzelmes-
sung erfaßt werden kann hiervon nur ein schmalerAuschnitt der Bandbreite 1,2 GHz. 
2 Inzwischen fertiggestellt wurde das ClO-Radiometer bei 278 GHz; es befindet sich 
1 Ob über diesen gesamten angegebenen Spektralbereich auch tatsächlich gemessen werden kann, 
hängt unter anderem ab vom spektralen Verlauf der Rauschtemperatur des Systems, da eine hohe 
Rauschtemperatur mit hohen Konversionsverlusten des Mischers einhergeht. Je höher diese sind, 
desto schlechter ist das resultierende Signal-zu-Rausch-Verhältnis. Zumindest liefert die angegebe-
ne Spanne jedoch einen Anhaltspunkt dafür, welcher Bereich des Spektrums mit dem Radiometer 
maximal erreichbar ist. 
2 Bei einer spektralen Auflösung des verwendeten akusto-optischen Spektrometers (AOS) von 
:::::; 0, 7 MHz und etwa 1700 Kanälen entspricht dies gerade der maximalen Empfangsbandbreite der 
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momentan in der Testphase. Mit ihm kann prinzipiell der Frequenzbereich zwischen 
268,6 und 279,5 GHz eingestellt werden. Noch im Bau hingegen befindet sich das 
ClO-Radiometer bei 204 GHz. Mit diesem Radiometer sind die Spektralbereiche zwi-
schen 200 und 208 GHzsowie zwischen 216- 224 GHz erfaßbar. In den Abbildungen 
38- 40 in Anhang B.2 sind die für die drei Radiometer relevanten Spektralbereiche 
dargestellt. Sie wurden gerechnet für eine Blickrichtung senkrecht nach oben und eine 
Beobachterhöhe von 10 km. Diese wurde gewählt, um den Einfluß des troposphäri-
schen Wasserdampfes auf die Spektren möglichst gering zu halten. Als Folge wären die 
Spektren sonst zu stark verzerrt worden und hätten ihren eigentlichen Zweck, nämlich 
einen Überblick über die relevanten Spektralbereiche zu gewähren, nicht mehr erfüllen 
können. 
Im folgenden sollen anhand der Abbildungen 38 - 40 in Anhang B.2 die jeweils 
interessantesten Teilspektren der Bandbereite 1,2 GHz (dies entspricht, wie bereits 
erwähnt, der maximalen Empfangsbandbreite der verwendeten Radiometer) aus den 
relevanten Spektralbereichen ausgewählt und die Inversionsverfahren auf diese Kon-
stellationen angewendet werden. Dabei wird davon ausgegangen, daß die Höhenprofile 
der nicht interessierenden Spurengase, soweit diese mit zum Spektrum beitragen, so-
wie die Höhenprofile von Druck und Temperatur bekannt sind. Dies gilt insbesondere 
für den troposphärischen Wasserdampf, welcher sich in Form eines breitbandigen Un-
tergrundes durch das gesamte Millimeterwellenspektrum zieht. Diese Annahme ist 
höchst unrealistisch, da gerade der troposphärische Wasserdampf starken räumlichen 
und zeitlichen Schwankungen unterliegt (dies wird anhand der gemessenen Spektren 
der Abb. 24 in Abschn. 5.2.2 besonders deutlich). Doch soll im folgenden zunächst die 
Funktionstüchtigkeit der Inversionsalgorithmen überprüft werden, so daß eine Berück-
sichtigung des stark variierenden Wasserdampf-Untergrundes erst in Abschn. 5.2.1 
erfolgt. 
5.1 Inversion synthetischer Spektren 
5.1.1 Unverrauschte -synthetische Spektren 
Unverrauschte, synthetisch erzeugte Spektren, welche mit Hilfe des Vorwärtsmodells 
aus vorgegebenen Volumenmischungsverhältnisprofilen sowie Druck- und Tempera-
turdaten generiert werden können, erlauben eine Überprüfung der Inversionsverfahren 
auf Selbstkonsistenz, da das Inversionsergebnis und das für die Berechnung der syn-
thetischen Spektren verwendete Originalprofil übereinstimmen müssen. Wie bereits 
oben erwähnt, werden hierzu die Höhenprofile von Druck, Temperatur, sowie der 
im IMK verwendeten Radiometer. 
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Abbildung 10: In a) Ausschnitt des Millimeterwellenspektrums in 10 km Höhe mit 
Blickrichtung senkrecht nach oben, gerechnet für eine Standardat-
mosphäre für mittlere Breiten. 4 In b) Anpassung an ein unverrausch-
tes, synthetisches Spektrum (durchgezogene, gestrichelte und gestrich-
punktete Linie decken sich). 
nicht interessierenden Spurengase, soweit sie zum Spektrum mit beitragen, als be-
kannt vorausgesetzt. Abweichungen des invertierten vom exakten Volumenmischungs-
verhältnisprofil sind deshalb in erster Linie auf numerisches Rauschen (endliche Rech-
nergenauigkeit!) und geringe Interpolations-Inkonsistenzen zurückzuführen. Letzte-
re treten auf, da das Vorwärts- und das Inversionsprogramm eine unterschiedliche 
Höhenschichteneinteilung verwenden. 3 
3 Es hat sich gezeigt, daß für eine Anwendung der Tikhonov-Phillips-Regularisierung eine äqui-
distante Schichteinteilung vorteilhaft ist. Natürlich sollten die Schichten dann entsprechend fein 
gewählt (::; 2km) und durch ihre Curtis-Godson-Mittelwerte repräsentiert werden (siehe Ab-
sehn. 2.1.3). 
4Im Millimeterwellenbereich kann für die in der Atmosphäre herrschenden Temperaturen die 
Planckfunktion nach Rayleigh-Jeans angenähert werden durch 
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Abbildung 11: Gleichzeitige Inversion von a) Ozon und b) HN03 aus einem unver-
rauschten Spektrum. 
Zum Testen der Inversionsverfahren wurde ein schmaler Ausschnitt des Millimeter-
wellenspektrums zwischen 205,9 und 207,1 GHz ausgewählt. Dieser ist Teil des mit 
dem ClO-Radiometer bei 204 GHz insgesamt erreichbaren Spektralbereichs (siehe 
Abb. 40) und zeichnet sich aus durch zwei relativ starke, eng benachbarte Signaturen 
von Ozon und HN03 • Beide Signaturen liegen innerhalb der Empfangsbandbreite des 
Radiometers von 1,2 GHz, so daß dieser Ausschnitt sich für eine gleichzeitige Inver-
sion von Ozon- und HN03-Volumenmischungsverhältnisprofilen geradezu anbietet. 
In Abb. 10 a ist dieser Bereich des Spektrums noch einmal vergrößert dargestellt. 
Die Abb. 11 zeigt die unter diesen idealen Bedingungen (nur numerisches Rauschen 
bedingt durch die endliche Rechnergenauigkeit) erhaltenen Inversionsergebnisse. Den 
Ausgangspunkt der Simulation bildeten die beiden willkürlich angenommenen Höhen-
profile von Ozon und HN03 (durchgezogene Linien) - im folgenden Original- oder 
d. h. die Planckfunktion ist im wesentlichen proportional der Temperatur. Es bietet sich deshalb 
an, die SÜG auf beiden Seiten durch diesen Proportionalitätsfaktor zu dividieren. Die Strahldichte 
erhält damit die Dimension einer Temperatur, der sogenannten Helligkeitstemperatur. Im folgenden 
wird die Strahldichte deshalb jeweils in Kelvin (K) angegeben. 
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Referenzprofile genannt -, mit deren Hilfe zunächst ein synthetisches Strahldichte-
spektrumberechnet wurde. Dieses diente dann- stellvertretend für eine "ideale" Mes-
sung- als Eingabe für die nachfolgenden Inversionsrechnungen und ist in Abb. 10 b 
dargestellt (durchgezogene Linie). Als Anfangsschätzung für die Inversionrechnungen 
wurden die beiden gepunkteten Linien in Abb. 11 verwendet, welche der Standard-
atmosphäre für mittlere Breiten entstammen und die zu dem gepunkteten Strahl-
dichtespektrum in Abb. 10 b führen [13, 14]. Die gestrichelten und gestrichpunkteten 
Linien in Abb. 11 schließlich geben die mit dem Tikhonov-Phillips-Verfahren sowie 
dem linear statistischen Verfahren invertierten Höhenprofile wieder. Beide stimmen 
vorzüglich mit den Referenzprofilen überein. Dabei ist die Übereinstimmung bzgl. 
des Spurengases Ozon noch besser als für HN03 , was in erster Linie auf die deutlich 
schwächere Signatur von HN03 gegenüber derjenigen von Ozon zurückzuführen ist 
(siehe Abb. 10 a). Auch die Anpassung der Spektren an das vorgegebene synthe-
tische Spektrum ist für beide Inversionsverfahren ganz ausgezeichnet (gestrichelte, 
gestrichpunktete sowie durchgezogene Linie decken sich in Abb. 10 b ). 5 
An a priori-lnformation wurde für die Tikhonov-Phillips-Regularisierung ver-
wendet, daß die Höhenprofile möglichst glatt sein sollten (siehe Gl. (36) in Ab-
sehn. 3.2.2), wobei die Wahl des Regularisierungsparameters 1 a posteriori erfolgte 
(siehe Abschn. 3.1.4). Im Falle des linear statistischen Verfahrens dienten die beiden 
Anfangsschätzungen als a priori-Volumenmischungsverhältnisprofile und die a priori-
Kovarianzmatrizen S J03 , S JHN03 sowie die Fehlerkovarianzmatrix Se wurden als 
Diagonalmatrizen initialisiert. 6 Die Diagonalelemente selbst wurden für die a priori-
Kovarianzmatrizen mit den Werten 0, 25 ·10-12 und 1·10-18 angenommen (was einer 
Standardabweichung der a priori-Höhenprofile für Ozon sowie HN03 von ±0, 5 ppmv 
bzw. ±1 ppbv entspricht) und für die Fehlerkovarianzmatrix Se mit dem sehr klei-
nen Wert 1 ·10-16 K2 initialisiert (dies entspricht einem in der Praxis sicherlich nie 
5Dies war nicht anders zu erwarten, denn aus der Schlechtgestelltheit des Problems geht hervor, 
daß viele, wenn auch falsche Lösungen im Parameterraum das gemessene Spektrum mehr oder 
weniger exakt befriedigen. Andernfalls wäre keine Regularisierung erforderlich, da bereits alle nötige 
Information im Spektrum enthalten wäre. In diesem Falle lieferte die unrestringierte verallgemeinerte 
Inverse die richtige Lösung. 
6 Dies impliziert, daß die Volumenmischungsverhältnisse benachbarter Höhenschichten der a pri-
ori-Höhenprofile nicht korreliert sind. Wehr (91, S. 57 ff.] hat in seiner Diplomarbeit den Einfluß 
verschiedener a priori-Kovarianzmatrizen auf das Inversionsergebnis untersucht und festgestellt, daß 
bei einer zu starken Höhenkorrelation die a priori-Profile zu "steif" sind und in ihrer Form nahezu un-
verändert auf das Inversionsergebnis abgebildet werden. Statt dessen empfiehlt er, keine Korrelation 
der Höhenschichten anzunehmen. Noch günstiger wäre natürlich die Verwendung einer a priori-
Kovarianzmatrix, welche gemäß der Gl. (39) in Abschn. 3.2.3 aus einer großen Anzahl typischer, 
a priori bekannter Volumenmischungsverhältnisprofile berechnet werden könnte; doch stand eine 
solche Verteilung von a priori-Profilen leider nicht zur Verfügung. Was die Fehlerkovarianzmatrix 
angeht, so muß diese i d. Regel sogar als eine reine Diagonalmatrix angenommen werden, da es sich in 
der Millimeterwellenradiometrie bei den Meßfehlern meist um rein statistische Fehler (numerisches 
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Abbildung 12: Auflösungsmatrix des Tikhonov-Phillips-Verfahrens bei einer gleich-
zeitigen Inversion der beiden Spurengase Ozon und HN03 aus einem 
unverrauschten synthetischen Spektrum (siehe hierzu die Ausführun-
gen in Abschn. 3.1.5 auf Seite 26 ff.). Zu Darstellungszwecken wurden 
die Zeilen der Matrix in umgekehrter Reihenfolge angeordnet und die 
uninteressanten Bereiche der Matrix ausgespart. Offensichtlich kommt 
die Auflösungsmatrix der Einheitsmatrix sehr nahe. Eingezeichnet ist 
das Höhenauflösungsvermögen für beide Spurengase in 30, 46 und 63 
km Höhe, dabei wurde die Halbwertsbreite des Bandes der Auflösungs-
matrix als Kriterium verwendet. Begrenzt wird die Höhenauflösung in 
beiden Fällen letzlieh nur durch das numerische Rauschen (endliche 
Rechnergenauigkeit) und geringe lnterpolationsinkonsistenzen. 
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erreichbaren Meßfehlerrauschen von ±1 ·10-8 K und war notwendig, da diese Klasse 
von Inversionsverfahren für rauschfreie Messungen, wie sie hier betrachtet werden, 
formal nicht funktioniert). 
Auf die Berechnung der Ergebniskovarianzmatrix S-y, die- wie in Abschn. 3.1.6 
erwähnt -eine Aussage über den Fehler der Inversion liefert, wurde an dieser Stelle 
verzichtet, da sich im Falle unverrauschter Spektren ohnehin nur unrealistische Fehler-
balken ergeben hätten. Wesentlich aufschlußreicher ist hingegen die Auflösungsmatrix 
R, welche bereits in Abschn. 3.1.5 als ein weiteres Kriterium für die Abschätzung der 
Güte einer Inversion vorgestellt wurde und die eine Art obere Schranke für die unter 
realistischen Bedingungen (endliches Meßfehlerrauschen) erreichbare Höhenauflösung 
liefert. Wie aus der Abb. 12 hervorgeht, ist diese für den betrachteten Spektralbereich 
am größten im Höhenbereich zwischen 25 und 35 km mit Werten von etwa 5 km für 
Ozon und 7 km für HN03 und nimmt nach oben und unten hin deutlich ab. Als 
Kriterium für die Ermittlung der Höhenauflösung wurde dabei die Halbwertsbreite 
des Bandes einer jeden Zeile der Auflösungsmatrix verwendet (näheres hierzu in einer 
früheren Arbeit [40, S. 37 :ff.]). 
Durch Testrechnungen ohne Rauschen wurden in allen Fällen gute Ergebnisse 
erzielt, d. h. die Originalprofile wurden auch bei deutlich abweichenden Anfangsschät-
zungen nahezu exakt reproduziert. Das Ziel, die Implementierung der Algorithmen 
zu validieren wurde damit erreicht. Grobe Fehler können ausgeschlossen werden. 
5.1.2 Verrauschte synthetische Spektren 
Verrauschte synthetische Spektren zeichnen ein bereits deutlich realistischeres Bild der 
bei der Auswertung von gemessenen Spektren anzutreffenden Verhältnisse. Wie bis-
her soll hierzu der Spektralbereich zwischen 205,9 und 207,1 GHz betrachtet werden, 
wobei den Spektren nun ein Gaußsches Rauschen der Standardabweichung 1/100 K 
bzw. 1/10 K überlagert wird (siehe Abb. 13). Da bereits bei einem Rauschen von 
1/100 K Feinheiten der HN03-Signatur nicht mehr zu erkennen sind, ist zu befürch-
ten, daß sich die Qualität des zu invertierenden HN03-Profils gegenüber derjenigen 
des unverrauschten Falles stark verringern wird. Bei einem Rauschen von 1/10 K geht 
die HN03-Signatur gar vollständig im Rauschen unter, so daß fraglich ist, ob anhand 
dieses Spektrums das Spurengas HN03 überhaupt noch invertiert werden kann. Bzgl. 
Ozon sind in dieser Hinsicht sicherlich weniger Schwierigkeiten zu erwarten, da dessen 
Signatur sich doch deutlich gegen den Rauschuntergrund abhebt. 
In Abb. 14 sind die Inversionsergebnisse der Tikhonov-Phillips-Regularisierung 
sowie des linear statistischen Verfahrens dargestellt, welche die obigen Erwartungen 
im wesentlichen bestätigen. Während Ozon in belden Fällen (1/100 und 1/10 K Rau-
schen) relativ gut invertiert werden kann (Abb. 14 a und c) ergeben sich für HN03 
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Abbildung 13: In a) mit einer Standardabweichung von 1/100 K je Kanal der Band-
breite 0,7 MHz verrauschtes Szenario, in b) mit einer Standardabwei-
chung von 1/10 K verrauschtes Spektrum. Die kompletten Anpassun-
gen der Tikhonov-Phillips-Regularisierung sowie des linear statisti-
schen Verfahrens sind jeweils mit dargestellt. Beide sind so genau, daß 
sie im Bild nicht zu unterscheiden sind. 
und d). Insbesondere bei einem Rauschen von 1/10 K (dies entspricht einem Signal-
zu-Rausch-Verhältnis 7 für HN03 von 5:1 8 ) lassen die Inversionsergebnisse sowohl 
der Tikhonov-Phillips-Regularisierung als auch des linear statistischen Verfahrens 
doch sehr zu wünschen übrig. Offensichtlich ist der Informationsgehalt des Spek-
trums für eine höhenauflösende Inversion von HN03 zu gering. (Natürlich ist auch 
ein schlecht aufgelöstes Höhenprofil wertvoll, sofern mit diesem eine relativ gerraue 
integrierte Säulendichte verbunden ist). 
7Unter Signal-zu-Rausch-Verhältnis wird in diesem Zusammenhang das Verhältnis der maxima-
len Linienamplitude in der Mitte einer Signatur zu dem jeweils angegebenen Rauschen verstanden. 
Dieses wiederum ist bezogen auf eine Bandbreite von 0,7 MHz je FrequenzkanaL 
8 Dies gilt, wie eingangs erwähnt, für eine Beobachterhöhe von 10 km. Am Boden würde das 
Signal-zu-Rauschverhältnis bei unverändertem Rauschen noch ungünstiger ausfallen aufgrund der 
in der Troposphäre erfolgenden Absoption. 
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Abbildung 14: Gleichzeitige Inversion von Ozon und HN03 aus einem verrauschten 
Spektrum. In a) und b) 1/100 K Rauschen, in c) und d) 1/10 K Rau-
schen. 
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Abbildung 15: Fehlerbalken bei einer gleichzeitigen Inversion von Ozon und HN03 
mit linear statistischen Verfahren. In a) und b) 1/100 K, in c) und d) 
1/10 K Rauschen. 
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Abbildung 16: Auflösungsmatrix des Tikhonov-Phillips-Verfahrens bei einer gleich-
zeitigen Inversion von Ozon und HN03 aus einem mit 1/10 K 
verrauschten synthetischen Spektrum. Eingezeichnet ist das Höhen-
auflösungsvermögen in einer Höhe von 30 und 55 km. 
An a priori-Information wurde im Prinzip die gleiche wie im Falle des unverrausch-
ten Spektrums verwendet; lediglich die Diagonalelemente der Fehlerkovarianzmatrix 
Se wurden mit den Werten (0, 01 K) 2 bzw. (0, 1 K) 2 neu initialisiert. Die Abb. 15 
zeigt die mit diesen Eingabedaten für das linear statistischen Verfahren über eine 
Berechnung der Ergebniskovarianzmatrix S'Y erhaltenen Fehlerbalken (siehe GI. (28) 
66 KAPITEL 5. ANWENDUNG DER INVERSIONSVERFAHREN 
in Abschn. 3.1.6). 9 Wie aus der Abbildung hervorgeht, wachsen diese mit zuneh-
mendem Rauschen stark an und sind für HN03 erheblich größer als für Ozon auf-
grund des ungünstigeren Signal-zu-Rausch-Verhältnisses. Dabei bewegt man sich 
mit dem Versuch der Ableitung des HN03-Profils aus dem mit 1/10 K verrauschten 
Spektrum offensichtlich in einer Art Grenzbereich, unterhalb dessen eine Anwendung 
von höhenauflösenden Inversionsverfahren kaum mehr sinnvoll erscheint: zum einen 
gibt nämlich das invertierte HN03-Profil das Referenzprofil nur unzulänglich wieder 
und zum anderen wäre bei einer weiteren Verschlechterung des ohnehin ungünstigen 
Signal-zu-Rausch-Verhältnisses aufgrund der stark anwachsenden Fehlerbalken im 
Prinzip überhaupt keine Aussage über den Höhenverlauf von HN03 mehr möglich 
(siehe Abb. 14 d). Kleiner als 5:1 darf das Signal-zu-Rauschverhältnis daher kei-
nesfalls werden, soll überhaupt noch eine Höhenauflösung von Spurengasen möglich 
sein. Diese Auffassung wird durch die zugehörige Auflösungsmatrix im wesentlichen 
bestätigt (siehe Abb. 16). Kaum mehr als zwei Höhenstufen können für HN03 noch 
aufgelöst werden. Unter diesen Umständen wäre es vielleicht sogar sinnvoll gewesen, 
für HN03 von vornherein mit einem Zwei-Schichten-Modell zu arbeiten und dieses bei 
der Initialisierung der a priori-Kovarianzmatrix in geeigneter Form zu berücksichti-
gen; eventuell hätte man auch die Form des Höhenprofils gleich ganz vorschreiben und 
dieses anschließend für die Anpassung an das gemessene Spektrum entsprechend ska-
lieren können. Doch sind dies alles Feinheiten, welche hier nicht allgemeingültig disku-
tiert werden können, sondern jeweils von Fall zu Fall entschieden werden müssen. Als 
Quintessenz der Untersuchungen in diesem Abschnitt soll jedoch festgehalten werden, 
daß für eine einigermaßen höhenauflösende Inversionrechnung (d. h. Unterscheidung 
wenigstens zweier Höhenschichten) das Signal-zu-Rausch-Verhältnis mindestens 5:1 
betragen muß. 
5.1.3 Unverrauschte synthetische Spektren mit stehenden 
Wellen 
Im folgenden soll der Einfluß von stehenden Wellen auf die Qualität der zu invertie-
renden Höhenprofile näher untersucht werden. Zu diesem Zweck werden dem bisher 
betrachteten Spektrum drei stehende Wellen unterschiedlicher Periode, Amplitude 
und Phase überlagert (siehe Abb. 17 a). In Abschn. 4.2 über die Grundlagen zur 
Berücksichtigung von stehenden Wellen wurden die Perioden der überlagerten ste-
henden Wellen als bekannt vorausgesetzt. Dies bereitete insofern keine Probleme, als 
die Perioden der stehenden Wellen leicht über die Fabry-Perot-Formel aus der Länge 
der zugehörigen Resonatoren ermittelt werden können, nachdem diese innerhalb des 
9Im Gegensatz zu allen anderen Regularisierungsverfahren, welche nur Aussagen über den Daten-
fehler der regularisierten Lösung erlauben, ermöglichen die statistischen Verfahren eine Abschätzung 
des Gesamtfehlers der Lösung- wenngleich diese Angaben über den Fehler mit einer gewissen Skepsis 
zur Kenntnis zu nehmen sind (siehe die Ausführungen in Abschn. 3.1.6). 
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Abbildung 17: In a) unverrauschtes synthetisches, mit stehenden Wellen überlagertes 
Spektrum zusammen mit den kompletten Anpassungen der Tikhonov-
Phillips-Regularisierung sowie des linear statistischen Verfahrens (Li-
nien überdecken sich). Die überlagerten stehenden Wellen sind unten 
maßstabsgetreu (zu Darstellungszwecken um ein Kelvin nach oben ver-
setzt) mit dargestellt. Abb. b zeigt die stehenden Wellen noch einmal 
etwas vergrößert und Abb. c die Differenz zwischen dem vorgegebe-
nen Spektrum und der kompletten Anpassung der Tikhonov-Phillips-
Regularisierung an das vorgebene Spektrum (man beachte die Skalie-
rung der Ordinate in mK). 
Radiometers erst einmal identifiziert wurden. Entsprechend sollen auch hier in ei-
nem ersten Test die Perioden der stehenden Wellen bei der Inversion als bekannt 
vorausgesetzt werden. In weiteren Versuchen soll dann überprüft werden, inwieweit 
sich geringfügige Abweichungen der bei der Inversion verwendeten Perioden von den 
Perioden der dem Spektrum überlagerten stehenden Wellen auf die Qualität der In-
versionsergebnisse auswirken. 
In Tabelle 1 sind die Perioden, Amplituden und Phasen der dem synthetischen 
Spektrum überlagerten stehenden Wellen zusammengefaßt. Sie wurden in Anleh-
nung an die bei realen Messungen zu beobachtenden stehenden Wellen (vgl. Ab-
sehn. 5.2.2) willkürlich vorgegeben. Die Abb. 17 a zeigt die kompletten Anpassungen 
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Nr. Periode Ampl. Phase Ampl.* Phase* 
GHz K Grad K Grad 
1. 0,7465 0,2 30 0,200 29,94 
2. 0,403 0,15 60 0,150 59,93 
3. 0,113 0,1 90 0,100 90,01 
Tabelle 1: Liste der dem synthetischen Spektrum zusätzlich überlagerten stehenden 
Wellen. Die beiden mit einem Stern gekennzeichneten Spalten geben die 
über eine Inversion des Spektrums ermittelten Werte von Amplitude und 
Phase wieder und stimmen sehr gut mit den vorgegebenen Werten überein. 
der um die Berücksichtigung von stehenden Wellen erweiterten Tikhonov-Phillips-
Regularisierung, sowie des entsprechend erweiterten linear statistischen Verfahrens 
an das vorgegebene Spektrum; dabei wurde an a priori-lnformation wieder die des 
ungestörten Spektrums aus Abschn. 5.1.1 verwendet. Wie bereits im Falle des gänzlich 
ungestörten Spektrums ist auch hier die Übereinstimmung zwischen Anpassung und 
Spektrum ausgezeichnet (durchgezogene, gestrichelte und gepunktete Linie decken 
sich in Abb. 17 a). In Abb. 17 c ist deshalb zusätzlich die Differenz zwischen dem 
vorgegebenen Spektrum und der Anpassung der Tikhonov-Phillips-Regularisierung 
mit aufgetragen. Da letztere praktisch keine stehenden Wellen mehr enthält (man 
beachte die Skalierung der Ordinate in mK), konnten diese offensichtlich vollständig 
eliminiert werden, wobei - wie bereits mehrfach erwähnt - die Perioden der dem 
Spektrum überlagerten stehenden Wellen bei der Inversion als bekannt vorausgesetzt 
wurden. Von hoher Qualität sind auch die invertierten Höhenprofile (vergleichbar 
mit der des ungestörten Spektrums, siehe Abb. 11 ), weshalb auf deren Darstellung 
verzichtet wurde; dasselbe gilt für die Auflösungsmatrix R. Angegeben sind jedoch 
die im Zuge der Inversion des Spektrums ermittelten Amplituden und Phasen der 
drei stehenden Wellen (siehe die mit einem Stern versehenen Spalten in Tab. 1), wel-
che hervorragend mit den Amplituden und Phasen der dem synthetischen Spektrum 
überlagerten stehenden Wellen übereinstimmen. 
Um den Einfluß einer Abweichung der bei der Inversion des Spektrums verwen-
deten Perioden von den Perioden der dem Spektrum überlagerten stehenden Wellen 
näher untersuchen zu können, sollen die stehenden Wellen künftig isoliert betrachtet 
werden; d. h. dem synthetischen Spektrum wird im folgenden nur noch jeweils eine 
stehende Welle überlagert werden. Interessant sind hierbei vor allen Dingen die bei-
den Spezialfälle der Überlagerung des Spektrums mit einer stehenden Welle relativ 
kurzer Periode (Periode klein gegen die Linienbreite) sowie der Fall der Überlagerung 
des Spektrums mit einer stehenden Welle relativ langer Periode (Periode größer oder 
vergleichbar der Linienbreite). Zunächst zum Fall der Überlagerung des synthetischen 
Spektrums mit einer stehenden Welle kurzer Periode - 0,113 GHz - dies entspricht 
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der stehenden Welle 3 in Tab. 1 und ist dargestellt in Abb. 18 a (durchgezogene Li-
nie). Für die Inversion dieses Spektrums wurde eine stehende Welle der Periode 0,115 
GHz angenommen, was einer relativen Abweichung von 2% entspricht. 10 
Das Ergebnis der mit Hilfe der Tikhonov-Phillips-Regularisierung erreichten An-
passung an das vorgegebene Spektrum ist in Abb. 18 a gezeigt (gestrichelte Linie). 
Auf den ersten Blick stimmen beide gut überein, doch treten die Abweichungen be-
reits deutlich stärker hervor, sobald man Spektrum und Anpassung um die gefittete 
stehende Welle der Periode 0,115 GHz korrigiert (Abb. 18 b ); offensichtlich konnte 
die dem synthetischen Spektrum überlagerte stehende Welle nur teilweise eliminiert 
werden, da insbesondere an den beiden Rändern noch eine leichte Restwelligkeit zu 
erkennen ist. In Abb. 18 c ist deshalb zusätzlich die Differenz zwischen dem vorgegebe-
nen Spektrum und der kompletten Anpassung der Tikhonov-Phillips-Regularisierung 
aufgetragen. Letztere ist in der Mitte des Spektrums relativ klein ( ~ 0,02 K) - ein 
Hinweis darauf, daß in diesem Bereich die Anpassung relativ gut funktioniert- und 
wird nach außen hin deutlich schlechter mit Abweichungen bis zu 0,06 K. Die Am-
plitude der dem synthetischen Spektrum überlagerten stehenden Welle betrug zum 
Vergleich 0,1 K. 11 In Abb. 18 d ist weiterhin der Fehler aufgetragen, welcher sich 
theoretisch aufgrund einer Abweichung der Periode der gefitteten stehenden Welle 
von der Periode der vorgegebenen stehenden Welle ergeben sollte: dieser entspricht 
einfach der Differenz der beiden stehenden Wellen. Bis auf ein paar kleine Abwei-
chungen im Bereich der Ozon-Signatur stimmt dessen spektraler Verlauf sehr gut 
mit dem Differenzspektrum der Abb. 18 c überein, so daß man zumindest für Ozon 
eine einigermaßen gute Übereinstimmung des invertierten Höhenprofils mit dem Refe-
renzprofil erwarten würde- bzgl. HN03 ist in dieser Hinsicht sicherlich keine Aussage 
möglich, da dessen Signatur zu schwach ist. 
Tatsächlich geben die Inversionsergebnisse der Tikhonov-Phillips-Regularisierung 
sowie des linear statistischen Verfahrens den Verlauf des Referenzprofils von Ozon re-
lativ gut wieder (siehe Abb. 19 a). Dagegen weichen die invertierten HN03-Profile 
stark von dem Referenzprofil der Abb. 19 b ab. Alles in allem sind die Inversionsergeb-
nisse jedoch sehr ähnlich denen des mit 0,1 K verrauschten synthetischen Spektrums 
(vgl. Abb. 19 mit den entsprechenden Abbildungen 14 c und d), was auch plausi-
bel erscheint, da eine nicht eliminierte stehende Welle relativ kurzer Periode sich im 
Prinzip so auswirken sollte, als wäre das Spektrum stark verrauscht. Dementspre-
chend beschaffen ist auch die Auflösungsmatrix R, weshalb auf deren Darstellung an 
dieser Stelle verzichtet wurde (siehe statt dessen die Abb. 16). 
10 Als a priori-lnformation dient weiterhin die des ungestörten Spektrums aus Abschn. 5.1.1. 
11 Normalerweise würde man aus diesem Verlauf der Diffenzspektrums schließen, daß die für die 
Inversion verwendete Periode nicht optimal war und würde in einem zweiten Versuch die Periode der 
anzupassenden stehenden Welle entsprechend variieren. Im vorliegenden Fall sollen jedoch gerade die 
Auswirkungen einer falschen Annahme der Periode der stehenden Welle auf die Inversionsergebnisse 































:::c -0 1 
' 206,0 
KAPITEL 5. ANWENDUNG DER INVERSIONSVERFAHREN 
"' ,.,, 
I \J \ 
""\ I \ ... 
\ I \I ..,I \ .f \ 




















Abbildung 18: In a) vorgegebenes, mit einer stehenden Welle der Periode 0,113 GHz 
und der Amplitude 0,1 K überlagertes Spektrum (durchgezogen) so-
wie die komplette Anpassung der Tikhonov-Phillips-Regularisierung 
bei Verwendung einer stehenden Welle der Periode 0,115 GHz (gestri-
chelt und zu Darstellungszwecken um 0,3 K nach unten versetzt). In 
b) um die gefittete stehende Welle der Periode 0,115 GHz korrigierte 
Spektren. In c) Differenz zwischen dem vorgegebenen Spektrum und 
der kompletten Anpassung sowie in d) aufgrund der Abweichung der 
Perioden der stehenden Wellen theoretisch zu erwartende Abweichung 
zwischen Spektrum und kompletter Anpassung (entspricht einfach der 
Differenz obiger zweierstehenden Wellen). 
Von den Inversionsergebnissen des verrauschten Spektrums deutlich unterscheiden 
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Abbildung 19: Gleichzeitige Inversion von a) Ozon und b) HN03 aus einem unver-
rauschten, mit einer stehenden Welle der Periode 0,113 GHz überla-
gerten Spektrum. Zur Inversion wurde eine stehende Welle der Periode 
von 0,115 GHz verwendet. 
sollten sich die Resultate eines mit einer stehenden Welle relativ langer Periode überla-
gerten Spektrums. Um dieses zu überprüfen, wird dem bisher betrachteten Spektrum 
eine stehenden Welle der Periode 0,7465 GHzund Amplitude 0,2 K überlagert (dies 
entspricht der stehenden Welle 1 aus Tabelle 1). Ansonsten bleiben die Rahmenbedin-
gungen die gleichen wie bisher, lediglich die Inversion wird mit einer stehenden Welle 
veränderter Periode - 0, 76 GHz - durchgeführt, was einer relativen Abweichung von 
2% entspricht. In Abb. 20 a ist das sich hieraus ergebende Spektrum zusammen mit 
der kompletten Anpassung der Tikhonov-Phillips-Regularisierung dargestellt. Beide 
stimmen gut überein, besser noch als im Falle des mit einer stehenden Welle relativ 
kurzer Periode überlagerten Spektrums, bei dem nach der Korrektur des vorgege-
benen Spektrums um die gefittete stehende Welle noch eine gewisse Restwelligkeit 
zu erkennen war (vgl. die Abb. 20 b mit der Abb. 18 b ). In Abb. 20 c ist deshalb 
zusätzlich die Differenz zwischen Spektrum und Anpassung aufgetragen. Letztere ist 
erheblich kleiner als die entsprechende Differenz bei dem mit einer stehenden Welle 
kurzer Periode überlagerten Spektrum (vgl. mit der Abb. 18 c), obwohl die Amplitude 
der langen stehenden Welle mit 0,2 K doppelt so groß war als die der kurzen mit 0,1 K 
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Abbildung 20: In a) vorgegebenes, mit einer stehenden Welle der Periode 0,7465 GHz 
und der Amplitude 0,2 K überlagertes Spektrum (durchgezogen) sowie 
die komplette Anpassung der Tikhonov-Phillips-Regularisierung bei 
Verwendung einer stehenden Welle der Periode 0, 76 GHz (gestrichelt 
und zu Darstellungszwecken um 0,3 K nach unten versetzt). In b) um 
die gefittete stehende Welle der Periode 0, 76 GHzkorrigierte Spektren. 
In c) Differenz zwischen dem vorgegebenen Spektrum und der kom-
pletten Anpassung (man beachte die Auftragung der Ordinate in mK) 
sowie in d) aufgrundder Abweichung der Perioden der stehenden Wel-
len im Grunde zu erwartende Differenz zwischen dem Spektrum und 
der kompletten Anpassung (Differenz obigerzweierstehenden Wellen). 
(man beachte die unterschiedliche Skalierung der beiden Ordinaten). Vergleicht man 
die Differenz weiterhin mit dem Fehler, welcher sich theoretisch aufgrundder Abwei-
chung der Periode der gefitteten stehenden Welle von der Periode der vorgegebenen 
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Abbildung 21: Gleichzeitige Inversion von a) Ozon und b) HN03 aus einem unver-
rauschten, mit einer stehenden Welle der Periode 0,7465 GHz überla-
gerten Spektrum. Zur Inversion wurde eine stehende Welle der Periode 
0, 76 GHz verwendet. 
stehenden Welle ergeben sollte (dieser entspricht wieder der Differenz der beiden ste-
henden Wellen, siehe Abb. 20 d), so ist dieser ebenfalls größer. Die dem Spektrum 
überlagerte stehende Welle muß im Laufe der Inversion also falsch angepaßt worden 
sein, was nur auf Kosten der Qualität der erzielten Inversionsergebnisse erfolgt sein 
kann (siehe Abb. 21). 
Vergleicht man die Abb. 20 d mit der Abb. 20 b, so wird deutlich, wie diese 
falsche Anpassung zustande kam. Die Signaturen von 0 3 und HN03 liegen nämlich 
genau über den Maxima der Abb. 20 d, so daß durch eine Skalierung der 0 3- und 
HN03-Profile ein auf die Abweichung der Perioden der beiden stehenden Wellen 
zurückzuführender Fehler leicht kompensiert werden kann. 
In Abb. 21 sind die Inversionsergebnisse der Tikhonov-Phillips-Regularisierung 
sowie des linear statistischen Verfahrens dargestellt. Beide Verfahren geben das Re-
ferenzprofil von Ozon relativ gut wieder mit geringen Vorteilen für die Tikhonov-
Phillips-Regularisierung. Für HN03 hingegen ergeben sich bei beiden Verfahren deut-
liche Abweichungen gegenüber dem Referenzprofil mit einem ausgeprägten Peak in 20 
km Höhe. In diesem Höhenbereich erreicht die Linienbreite Werte zwischen 0,2 und 
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0,3 GHz, liegt also gerade in der Größenordnung einer halben Wellenlänge der dem 
Spektrum überlagerten stehenden Welle. Von daher ist zu vermuten, daß dieser Peak 
ursächlich zurückzuführen ist auf die erwähnte falsche Anpassung der überlagerten 
stehenden Welle. Andererseits sollte man diesen Peak natürlich auch nicht überbe-
werten, zumal die Abweichungen im Differenzspektrum mit nur wenigen mK ja doch 
sehr klein sind (siehe Abb. 20 c). Im Falle von Ozon ist ein solcher Peak nicht zu 
beobachten, da dessen Signatur gegenüber derjenigen von HN03 ungleich stärker ist. 
Damit sollen die Untersuchungen über stehende Wellen in unverrauschten Spek-
tren nun abgeschlossen werden, da alle wesentlichen Effekte bereits besprochen wur-
den. Zwar hätte man noch überprüfen können, inwieweit sich die Inversionsergebnisse 
verschlechtern, wenn dem synthetischen Spektrum gleich mehrere stehende Wellen 
unterschiedlicher Periode überlagert werden und die Perioden der für die Inversion 
verwendeten stehenden Wellen von Perioden der obigen stehenden Wellen abweichen, 
doch führt dies am Ende nur zu einer Überlagerung der besprochenen Effekte. Fest-
zuhalten bleibt jedenfalls, daß die stehende Wellen im Spektrum die Qualität der 
Inversionsergebnisse erheblich beeinträchtigen können, insbesondere dann, wenn die 
Perioden der für die Inversion verwendeten stehenden Wellen nicht mit den Perioden 
der dem Spektrum überlagerten stehenden Wellen übereinstimmen. Dabei wirken sich 
stehende Wellen kurzer Periode so aus, als wäre das Spektrum stark verrauscht. Bei 
stehenden Wellen langer Periode besteht insbesondere die Gefahr einer falschen An-
passung der überlagerten stehenden Welle mit der Folge einer Meßwertverfälschung. 
5.1.4 Verrauschte synthetische Spektren mit stehenden 
Wellen 
Wurden das Rauschen und die Überlagerung der Spektren mit stehenden Wellen bis-
her getrennt behandelt, so sollen die mit stehenden Wellen überlagerten Spektren 
nun zusätzlich verrauscht werden. Dies entspricht dem realistischen, bei einer Mes-
sung anzutreffenden Fall. Betrachtet werden soll hierzu das mit drei stehenden Wellen 
überlagerte Spektrum der Abb. 17 a, auf das zusätzlich ein Rauschen der Standard-
abweichung 1/100 K bzw. 1/10 K (bezogen auf die Kanalbreite von 0,7 MHz) addiert 
wird (siehe Abb. 22 a und b). Dies hat zur Folge dazu, daß die HN03-Signatur in 
beiden Spektren praktisch nicht mehr zu erkennen ist; insbesondere im Falle des mit 
1/10 K verrauschten Spektrums ist mit einer vernünftigen Inversion des HN03-Profils 
nicht mehr zu rechnen. 
An a priori-Information wurde im wesentlichen wieder die des Abschnitts 5.1.2 
verwendet, wobei die Perioden der dem Spektrum überlagerten stehenden Wellen bei 
der Inversion als bekannt vorausgesetzt wurden (siehe Tabelle 2). 12 In Abb. 22 sind 
12Noch realistischer wäre sicherlich der Fall, daß die Perioden der stehenden Wellen nicht genau 
bekannt sind, doch entsprechen die Auswirkungen abweichender Perioden im Falle verrauschter 
Spektren im wesentlichen denen des vorhergehenden Abschnitts. 
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Nr. Periode Ampl. Phase Ampl.* Phase* Ampl.** Phase** 
GHz K Grad K Grad K Grad 
1. 0,7465 0,2 30 0,201 30,34 0,206 27,50 
2. 0,403 0,15 60 0,150 60,02 0,159 59,48 
3. 0,113 0,1 90 0,100 90,06 0,102 91,69 
Tabelle 2: Liste der dem synthetischen Spektrum zusätzlich überlagerten stehenden 
Wellen. Die mit einem und zwei Sternen gekennzeichneten Spalten geben 
die aus dem mit 1/100 bzw. 1/10 K verrauschten Spektrum ermittelten 
Werte von Amplitude und Phase wieder. 
die kompletten Anpassungen der Tikhonov-Phillips-Regularisierung sowie die Diffe-
renzen zwischen dem jeweils vorgegebenem Spektrum und der kompletten Anpassung 
dargestellt. Da letztere praktisch frei von stehenden Wellen sind, ist anzunehmen, daß 
diese im Laufe der Inversion vollständig angepaßt werden konnten. Wie ein Blick auf 
die im Zuge der Inversion ermittelten Werte von Amplitude und Phase jedoch zeigt 
(siehe Tabelle 2), betragen die Abweichungen im Falle des mit 1/10 K verrauschten 
Spektrums immerhin noch 1/100 K in der Amplitude und bis zu 2,5 Grad in der 
Phase, was sich wiederum negativ auf die Qualität der Inversionsergebnisse auswirkt 
(siehe Abb. 22). Letztere ist deutlich geringer als im Falle des ebenfalls verrauschten, 
jedoch nicht mit stehenden Wellen behafteten Spektrums (vgl. hierzu die Abb. 14). 
Vor allem für das Höhenprofil von HN03 ist die Beeinträchtigungaufgrund der Über-
lagerung von stehenden Wellen beträchtlich. Konnte zuvor zumindest das mit 1/100 
K verrauschte Spektrum relativ gut invertiert werden, so gibt im vorliegenden Fall 
das ermittelte HN03-Profi1 den ursprünglichen Verlauf nur unzureichend wieder. Im 
Falle des mit 1/10 K verrauschten Spektrums gar kann aus der Lösung der Tikhonov-
Phillips-Regularisierung allenfalls geschlossen werden, daß sich in großer Höhe weni-
ger HN03 befindet als in der unteren Stratosphäre; für detailliertere Aussagen ist 
der Verlauf des Höhenprofils ansonsten zu glatt. 13 Auf den ersten Blick geringfügig 
besser schneidet das linear statistische Verfahren ab, doch ist dieses in erster Linie 
auf die unterschiedliche a priori-Information zurückzuführen. 14 Verzichtet wurde an 
dieser Stelle auf eine Darstellung der Fehlerbalken und der Auflösungsmatrix R, da 
im Prinzip von vornherein klar ist, daß die Fehler erheblich größer sein werden und 
die Auflösung entsprechend geringer sein wird als in den vergleichbaren Fällen der 
13Die zur Stabilisierung der Lösung verwendete a priori-Information war ja im Falle der Tikhonov-
Phillips-Regularisierung gerade die Forderung, das Höhenprofil solle möglichst glatt sein. Offensicht-
lich ist der Einfluß des Spektrums auf das Inversionsergebnis im vorliegenden Fall also äußerst gering 
und die Lösung wird durch die Regularisierung dominiert. 
141m Gegensatz zur Tikhonov-Phillips-Regularisierung, bei der die invertierten Höhenprofile 
möglichst glatt sein sollten, wurden bei dem linear statistischen Verfahren die Volumenmischungs-
verhältnisprofile der Standardatmosphäre flir mittlere Breiten [13, 14] als a priori-Information 
verwendet. 
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Abbildung 22: In a) mit drei stehenden Wellen und einem Rauschen der Standard-
abweichung 1/100 K je Kanal der Bandbreite 0,7 MHz überlagertes 
Spektrum, in b) entsprechendes, mit einer Standardabweichung von 
1/10 K verrauschtes Spektrum. Zusätzlich sind in a) und b) die kom-
pletten Anpassungen der Tikhonov-Phillips-Regularisierung mit dar-
gestellt (durchgezogene Linien). In c) und d) ist die Differenz zwischen 
dem jeweils vorgegebenen Spektrum und der kompletten Anpassung 
aufgetragen; in d) wurde zusätzlich das über jeweils 30 benachbarte 
Kanäle gemittelte Differenzspektrum mit dargestellt. 
beiden Abbildungen 15 und 16. 
Zusammenfassend läßt sich feststellen, daß mit der neuen Methode zur Berück-
sichtigung von stehenden Wellen und der simultanen Inversion mehrerer verschiedener 
Spurengase aus einem Spektrum, die Tikhonov-Phillips-Regularisierung sowie die 
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Abbildung 23: Gleichzeitige Inversion von Ozon und HN03 aus einem mit drei stehen-
den Wellen überlagerten, verrauschten Spektrum. In a) und b) 1/100 
K Rauschen, in c) und d) 1/10 K Rauschen. 
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statistischen Regularisierungsverfahren als leistungsfähige Inversionswerkzeuge be-
zeichnet werden können. Mit ihrer Hilfe können die gemessenen Spektren nun direkt, 
d. h. ohne die Spektren vorher einer aufwendigen Aufbereitung zur Elimination von 
stehenden Wellen unterziehen zu müssen, in den Inversionsalgorithmus eingespeist 
und invertiert werden. 15 
5.2 Anwendung auf gemessene Spektren 
5.2.1 Berücksichtigung des troposphärischen Wasserdampfs 
Bisher wurden die Volumenmischungsverhältnisse aller nicht relevanten Spurengase 
als bekannt vorausgesetzt. Dies galt insbesondere für den troposphärischen Wasser-
dampf, welcher starken zeitlichen und räumlichen Schwankungen unterliegt (siehe 
Abb. 24). Dessen starke Variation soll bei der Inversion künftig mit berücksichtigt 
werden. 
Nachdem die Tikhonov-Phillips-Regularisierung und das linear statistische Ver-
fahren erfolgreich auf den Fall der Ableitung gleich mehrerer Spurengase aus einem 
Spektrum erweitert werden konnten, liegt es natürlich nahe, zunächst zu versuchen, 
den troposphärischen Wasserdampf aus einem gegebenen Spektrum gleich mit zu in-
vertieren. Generell bereitet jedoch die Ableitung von Höhenprofilen alljener Spuren-
gase Probleme, deren Volumenmischungsverhältnis mit der Höhe stark abnimmt, im 
Gegensatz zu Höhenprofilen stratosphärischer Spurengase, wie z. B. Ozon, HN03 oder 
ClO, welche ein ausgeprägtes Maximum in großer Höhe besitzen. Erschwerend kommt 
hinzu, daß der troposphärische Wasserdampf sich in der Mehrzahl der Spektren le-
diglich in Form eines breitbandigen Untergrundes auswirkt, da die Linienzentren weit 
außerhalb der für die vorliegende Aufgabe relevanten Spektralbereiche liegen (siehe 
die Abbildungen 38- 40 in Anhang B.2). Deshalb ist der Informationsgehalt für eine 
höhenauflösende Inversion von Wasserdampfprofilen zu gering. 
Viele Autoren [48, 36, 59, 97] approximieren die Troposphäre deshalb durch ein 
geeignetes Einschichtenmodell und korrigieren ihre Spektren um den Einfluß des tro-
posphärischen Wasserdampfs vor der eigentlichen Inversion. 16 Eine weitere Möglich-
keit der Berücksichtigung besteht in der Verwendung eines in seiner Form fest vorge-
schriebenen, für die aktuellen Wetterverhältnisse charakteristischen Wasserdampfpro-
fils, welches zur Anpassung an das gegebene Spektrum entsprechend skaliert wird. Die-
se Möglichkeit wird im folgenden bevorzugt werden. Natürlich erfolgt auch bei diesem 
Verfahren die Skalierung des Wasserdampfprofils noch vor der eigentlichen Inversion, 
15Selbstverständlich müssen die Einzelspektren zuvor immer noch integriert und etwaige Ausreißer 
eliminiert werden. 
16Bei der Fehlerbetrachtung in Abschn. 5.2.3 wird diese Strategie ebenfalls verfolgt, so daß sich 
eine Behandlung der Methode im Detail an dieser Stelle erübrigt. 
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im Gegensatz zum Einschichtenmodell fließt die Information über den tropesphäri-
schen Wasserdampfgehalt jedoch in die Berechnung der Sensitivitätsfunktionen mit 
ein. Auf diese Weise ist es möglich, den Höhenverlauf des tropesphärischen Wasser-
dampfs zumindest näherungsweise mit zu berücksichtigen; und falls ein Höhenprofil 
aus Radiosondenaufstiegen oder sonstigen Meßverfahren zur Verfügung steht, so kann 
dieses ohne großen Aufwand in die Auswertung mit einbezogen werden. Natürlich ist 
der numerische Aufwand der zweiten Methode entsprechend größer; allerdings besteht 
die Möglichkeit, da die Absorption und Emission des tropesphärischen Wasserdampfs 
sehr breitbandig erfolgt, in jeder Höhenschicht den Einfluß des Wasserdampfs nur am 
linken und rechten Rand des Spektrums exakt zu berechnen und die Werte dazwi-
schen linear zu interpolieren. In diesem Falle arbeitet auch die zweite Methode sehr 
effizient. 
Im Großen und Ganzen funktionierte das angegebene Verfahren zur Anpassung des 
Wasserdampfs so gut, so da.ß a.uf eine eingehendere Untersuchung der Auswirkungen 
eines die aktuellen Wetterverhältnisse nicht exakt widerspiegelnden Wasserdampfpro-
fils a.n dieser Stelle verzichtet werden soll. Ohnehin sollen bei der Fehlerdiskussion in 
Abschn. 5.2.3 die Auswirkungen des tropesphärischen Wasserdampfprofils a.uf da.s 
Inversionsergebnis noch näher untersucht werden. 
5.2.2 Die 142,175 GHz-Linie von Ozon 
Am 28. und 30. März sowie a.m 26. und 28. April1994 konnten a.uf der Hornisgrinde 
(Nordschwarzwa.ld, 1165 m N.N.) erstmals Messungen mit dem Ozon-Radiometer bei 
142 GHz in einer Höhe von 1120 m N.N. durchgeführt werden. Bereits zuvor waren 
vom FZK a.us (100m N.N.) erste Testmessungen unternommen worden, doch wa.r die 
Qualität der da.ma.ls aufgenommenen Spektren für eine Auswertung nicht ausreichend. 
Charakterisierung der Messungen 
Da.s Interesse dieser Messungen galt dabei in erster Linie der starken Signatur von 
Ozon bei 142,17512 GHz. Diese wurde gewählt, da. sie neben ihrer relativen Stärke 17 
von den Signaturen anderer Spurengase gut separiert ist (siehe Abb. 38). Eine Ausnah-
me bildet in dieser Hinsicht wieder der tropesphärische Wasserdampf, dessen Einfluß 
sich in Form eines breitba.ndigen Untergrundes über das gesamte Millimeterwellen-
spektrum zieht. Anders a.ls im Spektrum der Abb. 38, welches für eine Höhe von 10 
km über Meereshöhe gerechnet wurde, ist der Wasserdampfuntergrund bei den Mes-
sungen von der Hornisgrinde jedoch deutlich stärker ausgeprägt, bedingt durch die 
geringe Höhe von lediglich 1120 m. Als weitere Komplikation empfängt das a.uf der 
17Die Linienamplitude erreicht in der trockenen Atmosphäre Werte um die 20 K bei einem Eleva-
tionswinkel von 90°. 
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Hornisgrinde eingesetzte Ozon-Radiometer beide Seitenbänder, im Gegensatz zu den 
neu konzipierten ClO-Radiometern bei 204 und 278 GHz. 18 
Dies hat zur Folge, daß dem eigentlich interessierenden Spektrum der Bandbreite 
1,2 GHzbei 142 GHzdas zweite Seitenband bei 138 GHzüberlagert ist. In einer Mes-
sung ist die 0 3-Signatur deshalb von vornherein nur halb so hoch. (Hinzu kommt die 
Dämpfung der Signatur auf dem Weg durch die Troposphäre zum Boden, siehe hierzu 
die Abbildungen 30 und 38). Dies muß bei der Auswertung entsprechend berücksich-
tigt werden; abgesehen vom doppelten numerischen Aufwand bei der Berechnung der 
Sensitivitätsfunktionen, welche nun für beide Seitenbänder berechnet werden müssen, 
bedeutet dies jedoch kein prinzipielles Problem. 
In der Abb. 24 sind die Ergebnisse sechs zeitlich aufeinanderfolgender Einzelmes-
sungen dargestellt. Sie wurden aufgenommen am 28. März 1994 unter einem Eleva-
tionswinkel von 29, 5° bei Integrationszeiten zwischen 150 und 435 s. Auffallend an 
dieser Meßreihe ist die starke Variation des Wasserdampfuntergrundes, welcher von 
einer mittleren Helligkeitstemperatur um die 65 K zu Beginn (10:53 Uhr) innerhalb 
von eineinhalb Stunden auf einen Wert von 95 K anstieg (12:18 Uhr). Um 14:00 Uhr 
erreichte der Wasserdampfuntergrund gar einen Wert von 160 K (in Abb. 24 nicht 
mit dargestellt). Die Einzelspektren konnten deshalb nicht einfach gemittelt werden, 
sondern mußten zuvor nach dem herkömmlichen Verfahren um den Einfluß der Tro-
posphäre korrigiert werden. An den anderen Meßtagen waren die Wetterverhältnisse 
hingegen deutlich stabiler. 
Weiterhin fällt die Überlagerung der Spektren mit stehenden Wellen auf. Deutlich 
zu erkennen ist eine stehende Welle relativ kurzer Periode (0,113 GHz) in den Spektren 
um 10:53, 11:17 und 11:32 Uhr. Wie sich bereits während der Messungen herausstell-
te, wurde diese hervorgerufen durch Mehrfachreflexionen zwischen dem Antennen-
Hohlleiter-Übergang und dem kalten Absorber (siehe hierzu die Ausführungen der 
18 Alle drei im FZK verwendeten Radiometer arbeiten nach dem Heterodyn-Prinzip. Dabei wird 
das zu messende Signal der Frequenz Vsp mit dem Signal eines lokalen Oszillators (LO) der Frequenz 
vLo überlagert. In einem Mischer, welcher ein nichtlineares Halbleiter-Bauteil enthält, gemeinhin 
eine Schottky-Diode, wird die zu messende Signalfrequenz anschließend auf eine Zwischenfrequenz 
vRF umgesetzt. Nach [38] ergeben sich unter der Voraussetzung, daß die Leistung des 10 groß 
gegenüber der Signalleistung ist, die beiden Empfangsfrequenzen 
Der Heterodynempfänger empfängt also, sofern keine besonderen Vorkehrungen getroffen werden, 
beide Seitenbänder (Doppelseitenbandbetrieb, DSB). Wird hingegen- wie im Falle der beiden ClO-
Radiometer- vor dem Mischen ein Seitenband unterdrückt, spricht man vom Einseitenhandbetrieb 
(SSB). 
Bei den obigen Messungen von Ozon war der 10 i. d. Regel eingestellt auf die Frequenz 139,9531 
GHz. Dem eigentlich interessierenden Seitenband zwischen 141,575 und 142,775 GHz (dies entspricht 
gerade der maximalen Bandbreite von 1,2 GHz) ist deshalb das "gespiegelte" zweite Seitenband 
zwischen 137,131 und 138,331 GHz überlagert. 
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Abbildung 24: Sechs zeitlich aufeinanderfolgende Messungen von 28. März 1994. Die 
Spektren wurden aufgenommen unter einem Elevationswinkel von 29,5 
Grad bei Integrationszeiten zwischen 150 und 435 s. 
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Fußnote 2 auf Seite 51). In den beiden Spektren um 11:50 und 12:18 Uhr ist über-
dies eine stehende Welle relativ großer Periode (0,746 GHz) zu erkennen (in Abb. 24 
hervorgehoben durch zwei zusätzlich mit eingezeichnete, gestrichelte Linien). Diese 
stehende Welle war auch allen anderen Spektren der Meßkampagne überlagert (in den 
zusätzlich mit einer stehenden Welle kurzer Periode überlagerten Spektren nur schwer 
zu erkennen) und ist zurückzuführen auf Mehrfachreflexionen zwischen der Linse und 
dem Hohlleiter-Übergang der Antenne. In einigen weiteren Spektren (nicht denen der 
Abb. 24) trat überdies eine stehende Welle mittlerer Periode (0,403 GHz) auf, her-
vorgerufen durch Mehrfachreflexionen zwischen dem Antennen-Hohleiter-Übergang 
und dem warmen Absorber. 
Ansonsten lief das Radiometer sehr stabil (lediglich drei Ausreißer im Spektrum 
vom 28. März um 10:53 Uhr, siehe die eingekreisten Werte in Abb. 24), so daß nahezu 
alle während der vier Meßtage aufgenommenen Spektren zur Auswertung herangezo-
gen werden konnten. 
Präprozessierung der Messungen 
Die eigentliche Auswertung lief nun wie folgt ab: Zunächst wurden- sofern der Was-
serdampfuntergrund zwischen den einzelnen Messungen nicht allzu stark variierte-
über mehrere Einzelspektren gemittelt, um so eine Verringerung der Rauschamplitude 
zu erreichen. 19 Dies wirkte sich unter anderem auch vorteilhaft aus auf die Überla-
gerung der Spektren mit stehenden Wellen, da insbesondere die stehenden Wellen 
kurzer Periode in ihrer Phase von Messung zu Messung stark variieren und sich im 
Laufe der Integration mit herausmitteln. 20 Anschließend wurde für jedes Spektrum 
ein geeignetes Temperaturprofil generiert. 
Eine der Voraussetzungen für die Auswertung von gemessenen Spektren ist ja 
die Kenntnis der Höhenprofile von Druck und Temperatur, welche im aktuellen Fall 
(Hornisgrinde) - von den Bodenwerten einmal abgesehen - vor Ort nicht bekannt wa-
ren. Stattdessen wurden Radiosondenprofile aus der näheren Umgebung (Stuttgart) 
[18] zur Auswertung herangezogen und nach unten hin um die aktuellen Bodenwerte, 
sowie nach oben hin um das Temperaturprofil der Standardatmosphäre für mittlere 
Breiten [13, 14] ergänzt. 21 Schließlich wurde das resultierende Temperaturprofilleicht 
geglättet, da nicht erwartet werden konnte, daß Feinheiten des Temperaturprofils aus 
Stuttgart auch auf die Hornisgrinde zutreffen würden. Ein typisches Resultat dieses 
19Nach der Radiometerformel [86, 88] ist die Rauschamplitude der Wurzel aus der Integrationszeit 
umgekehrt proportional. 
20Leider war diese Mittelung bei den sich schnell ändernden Witterungsverhältnissen vom 28. März 
nicht immer möglich, so daß die Einzelspektren entweder einzeln ausgewertet werden mußten (trotz 
des relativ starken Rauschens), oder vor der Integration um den troposphärischen Wasserdampf 
korrigiert werden mußten. 
21 Radiosonden erreichen eine Höhe von maximal 35 km, so daß oberhalb leider keine besseren 
Temperaturdaten zur Verfügung standen. 
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Abbildung 25: Temperaturprofile vom 28. März 1994, 12:00 Uhr. Für die Eingabe in 
die Inversionsrechnungen wurde das Radiosondenprofilleicht geglättet. 
Verfahrens ist in Abb. 25 dargestellt (durchgezogene Linie). 
Der nächste Schritt war die Anpassung des troposphärischen Wasserdampfun-
tergrundes an die aufintegrierten Spektren (im wesentlichen wie in Abschn. 5.2.1 
beschrieben). Als Eingabe diente dabei ein Wasserdampfprofil, welches typisch war 
für die während der Messungen auf der Hornisgrinde herrschenden Wetterverhält-
nisse und früheren Radiosondenaufstiegen im Rahmen des REKLIP-Projektes 1992 
entstammte [21, 37]. Dieses wurde zur Anpassung entsprechend skaliert. 
Inversion 
Erst im Anschluß an diese Vorarbeiten erfolgte die eigentliche Inversion. Hierzu wurde 
bevorzugt die Tikhonov-Phillips-Regularisierung angewendet, mit der Nebenbedin-
gung, das zu invertierende Höhenprofil solle möglichst glatt sein. Im Gegensatz zu den 
statistischen Inversionsverfahren, welche neben der a priori-Kovarianzmatrix als wei-
tere Eingabe ein typisches Volumenmischungsverhältnisprofil benötigen, war es somit 
möglich, eine Regularisierung der Lösung zu erreichen, ohne bereits in den Inversi-
onsalgorithmus a priori-Informationen über die Form der Lösung hineinstecken zu 
müssen. Lediglich im Höhenbereich unterhalb von 15 km wurde in einigen Fällen die 
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Form des zu invertierenden Profils in Anlehnung an die Standardatmosphäre für mitt-
lere Breiten vorgegeben; bzgl. des Volumenmischenverhältnisses war das Höhenprofil 
jedoch auch in diesem Bereich frei skalierbar. Ziel dieser Maßnahme war es, selbst 
für diejenigen Spektren, für die die Anpassung des troposphärischen Wasserdamp-
funtergrundes nicht optimal arbeitete, die Konvergenz des iterativen Gauß-Newton-
Verfahrens zu erreichen. 
Im Zuge der Inversion eines jeden Spektrums wurden die erwähnten drei stehen-
den Wellen der Perioden 0,7465, 0,403 sowie 0,133 GHz gleich mit angepaßt, wobei 
die Wahl des Regularisierungsparameters 1 i. d. Regel a posteriori erfolgte (siehe 
Abschn. 3.1.4). Die Fehlerkovarianzmatrix Se eines jeden Spektrums wurde als reine 
Diagonalmatrix angenommen und die Diagonalelemente selbst wurden gemäß der Ra-
diometerformel initialisiert, nach der die Standardabweichung der Rauschamplitude 
der Wurzel aus der Integrationszeit umgekehrt proportional ist [86, 88]. 22 Zusätzlich 
wurde auf die Diagonalelemente der Fehlerkovarianzmatrix ein Wert von 0,05 K ad-
diert, um eventuell im Zuge der Inversion der Spektren nicht vollständig angepaßte 
stehende Wellen bei der Fehlerrechnung näherungsweise mit zu berücksichtigen. 
Anhand der Messung vom 28. März 1994, 12:18 Uhr mit einer Integrationszeit 
von 435 s (siehe Abb. 24) ist in der Abb. 26 exemplarisch aufgezeigt, wie im Laufe 
der Iteration das gemessene Spektrum immer besser angepaßt wird. Dabei ist nach 
drei Iterationen die Übereinstimmung bereits so gut, daß das Verfahren abgebrochen 
werden kann. Insbesondere sind in dem Differenzspektrum der Abb. 26 unten links 
keinerlei Reste von stehenden Wellen mehr zu erkennen. 
Ergebnisse 
In Abb. 27 sind die ermittelten Ozon-Volumenmischungsverhältnisprofile zusammen 
mit Radiosondenprofilen des jeweiligen Tages aus Lindenberg (Potsdam) und vom 
Hohenpeißenberg dargestellt. Letztere wurden im Rahmen der SESAME-Kampag-
ne 1994 gemessen. Dabei ergibt sich im Vergleich mit den Radiosondenprofilen eine 
relativ gute Übereinstimmung, wobei natürlich nicht erwartet werden kann, daß Fein-
strukturen der Radiosondenprofile in den invertierten Profilen noch aufgelöst werden 
können. Ohnehin war das Höhenauflösungsvermögen der '94er Messungen auf der 
Hornisgrinde mit 5-6 Höhenschichten und einer maximalen Auflösung von 7,5 km in 
30 km Höhe nicht allzu hoch (siehe Abb. 29). Ursache hierfür war die geringe Anzahl 
der insgesamt aufgenommenen Spektren und das hieraus resultierende relativ starke 
Meßfehlerrauschen selbst nach der Integration. 23 Geringfügig besser, mit etwa sechs 
22Trotz der Überlagerung der Spektren mit stehenden Wellen wurden diese innerhalb der Fehler-
kovarianzmatrix nicht mit berücksichtigt, da diese im Laufe der Inversion ja mit invertiert werden 
sollten. 
23Häufig wurde zu Testzwecken auch die Frequenz des LO verstimmt oder der Elevationswinkel 
verändert, so daß die Spektren nicht aufintegriert werden konnten. 


















































Abbildung 26: Komplette Anpassung der Tikhonov-Phillips-Regularisierung an das 
am 28. März 1994 um 12:18 Uhr gemessene Spektrum links; Differenz 
zwischen Spektrum und kompletter Anpassung rechts. Nach drei Ite-
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Abbildung 27: Invertierte Ozon-Volumenmischungsverhältnisprofile vom März und 
April 1994 aus Messungen auf der Hornisgrinde. Zum Vergleich sind 
Radiosondenprofile aus Lindenberg (Potsdam) und vom Hohenpeißen-
berg mit dargestellt. Als Startprofil diente die Standardatmosphäre für 
mittlere Breiten [13, 14]. 
5.2. ANWENDUNG AUF GEMESSENE SPEKTREN 87 






30 ..c :o 
:c 
20 20 
I nve rsionse rgebnis - Statistischer Fehler 10 10 IW~~~11®ll Systematischer Fehler 
0 2 4 6 8 0 2 4 6 8 









4 6 2 6 
Volumenmischungsverhältnis [ppmv] Volumenmischungsverhältnis [ppmv] 
Abbildung 28: Fehlerbalken der invertierten Ozon-Volumenmischungsverhältnisprofi-
le vom März und April 1994. Berücksichtigt wurden sowohl der stati-
stische Fehler (linear statistisches Verfahren) sowie der systematische 
Fehler (siehe Abschn. 5.2.3). 
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Höhe[km] 
Abbildung 29: Auflösungsmatrix des Tikhonov-Phillips-Verfahrens für die Messun-
gen vom 28. März 1994. 
Höhenschichten, war die Höhenauflösung lediglich am 28. April 1994 aufgrund der 
etwas längeren Integrationszeit von 3850 s. 
Des weiteren sind in Abb. 28 die Meßfehler aufgetragen, welche sich aus einer Be-
rechnung der Ergebniskovarianzmatrix S-y des linear statistischen Verfahrens ergeben 
(siehe GI. (28) in Abschn. 3.1.6, dunkelgrau dargestellt in Abb. 28). Um diese zu 
ermitteln wurde die a priori-Kovarianzmatrix S f als reine Diagonalmatrix mit einem 
Wert von 1·10-12 entlang der Diagonalen initialisiert, was einer Standardabweichung 
des a priori-Volumenmischungsverhältnisprofils für Ozon von ±1 ppmv entspricht. 24 
Gleich mit dargestellt sind die Auswirkungen der systematischen Fehler auf die Inver-
sionsergebnisse (hellgrau dargestellt in Abb. 28), wie sie durch Unsicherheit der für 
die Inversion verwendeten Liniendaten (Linienstärke, Lorentzhalbwertsbreite, unteres 
Anregungsniveau, Mittenfrequenz), durch eine ungenaue Kalibration des Meßgerätes 
24Wie sich herausstellt, ist diese Annahme beinahe etwas zu optimistisch, da die invertierten 
Höhenprofile gerade noch innerhalb dieses Bereiches liegen. 
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oder durch Fehleinstellungen des Elevationswinkels zustande kommen können. Ei-
ne ausführliche Diskussion dieser Fehlerquellen und ihrer Auswirkungen erfolgt im 
nächsten Abschnitt. 
Im Mittel beträgt die Unsicherheit der invertierten Höhenprofile aller vier Meßtage 
1,5 ppmv, primär bedingt durch den relativ großen statistischen Fehler ( dunkelgrau). 
Für die Zukunft ist zu erwarten, daß dieser aufgrundlängerer Integrationszeiten und 
rauschärmerer Empfänger deutlich reduziert werden kann. Die systematischen Fehler 
(hellgrau) sind erheblich kleiner mit Werten zwischen zwischen 7-10 % (siehe hierzu 
die Ausführungen des folgenden Abschnitts). Doch werden auch sie in Zukunft um 
etwa 2-3 %reduziert werden können. 
Als Ergebnis der Messungen läßt sich festhalten, daß an den betrachteten Tagen 
keine ungewöhnlichen Veränderungen der Ozonschicht über der Hornisgrinde auftra-
ten (dies wäre sicherlich auch nicht zu erwarten gewesen). Statt dessen deuten die 
Inversionsergebnisse auf ein gegenüber der Standardatmosphäre für mittlere Breiten 
[13, 14] um etwa 15 %verringertes Volumenmischungsverhältnis von Ozon über den 
gesamten Höhenbereich hin (siehe Abb. 27). Dies ist guter Übereinstimmung mit den 
Radiosondenprofilen aus Lindenberg (Potsdam) und vom Hohenpeißenberg. 
5.2.3 Fehlerbetrachtung 
Eine vollständige Fehlerbetrachtung ist für die Inversionsrechnungen relativ schwie-
rig durchzuführen, da eine analytische Formulierung des Auswerteproblems nicht exi-
stiert. Glücklicherweise liefern die in Abschn. 3.1.6 über die Theorie der Inversion 
vorgestellten Fehlerabschätzungen jedoch zumindest eine Aussage über den Daten-
fehler, welcher aus dem Meßfehlerrauschen resultiert (siehe Gl. (27)). Im Falle der 
statistischen Regularisierungsverfahren ist darüber hinaus eine Aussage über den Re-
gularisierungsfehler möglich, (siehe Gl. (28) auf Seite 29); insofern wurden die stati-
stischen Fehler bereits erschöpfend behandelt und werden im folgenden nicht weiter 
berücksichtigt. Nicht in die obige Fehlerabschätzung mit eingeschlossen sind jedoch 
die systematischen Fehler, wie sie durch die Verwendung eines falschen Temperatur-
profils, durch die Verwendung falscher Liniendaten (Linienstärke, Lorentzhalbwerts-
breite, unteres Anregungsniveau, Mittenfrequenz) oder durch eine ungenaue Kali-
bration des Meßgeräts entstehen können. Ihre Auswirkungen auf die Qualität der 
Inversionsergebnisse sollen im folgenden näher untersucht werden. Angegeben wird 
dabei jeweils die Standardabweichung (1o--Fehler). 
Um dieses zu erleichtern, wird die Troposphäre zunächst durch ein einfaches Ein-
schichtenmodell approximiert. Dies hat den Vorteil, daß anhand dieses einfachen Mo-
dells die relevanten Zusammenhänge besser aufgezeigt werden können. Weiterhin wird 
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Abbildung 30: Einfluß der Troposphäre sowie der Frequenzumsetzung auf das Spek-
trum am Beispiel von Ozon bei 142,175 GHz, gerechnet für die Stan-
dardatmosphäre für mittlere Breiten [13, 14). In a) 0 3-Signatur und 
zweites Seitenband in 20 km Höhe, in b) Strahldichtespektrum nach 
Durchgang durch die Troposphäre und in c) resultierendes Spektrum 
nach der Frequenzumsetzung. 
der Troposphäre korrigiert wurden. 25 Beide Annahmen werden dadurch gerechtfer-
tigt, daß die Auswirkungen der systematischen Fehler auf die Inversionsergebnisse ja 
25In Abschn. 5.2.1 war ja gerade in Anlehnung an dieses gängige Verfahren ein verbessertes Ver-
fahren vorgeschlagen worden, bei dem die Spektren nicht mehr troposphärenkorrigiert zu werden 
brauchten, sondern der Einfluß der Troposphäre bei der Berechnung der Sensitivitätsfunktionen 
gleich mit berücksichtigt wurde. Insofern handelt es sich um eine Abschätzung des ungünstigsten 
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lediglich abgeschätzt werden sollen. In Abb. 30 ist für den Fall des Ozon-Radiometers 
bei 142 GHz (vgl. Abb. 38) noch einmal rekapituliert, wie das amBoden gemessene 
Signalletztlich zustande kommt. 
Sei L 0 die oberhalb der Troposphäre unter einem Elevationswinkel von 90° (Blick-
richtung senkrecht nach oben) zu beobachtende stratosphärische 0 3-Signatur, so folgt 
unter der Annahme eines Einschichtenmodells für die Troposphäre für das unter ei-
nem Elevationswinkel a am Boden meßbare Signal L~ in Anlehnung an die Gl. (5) 
aus Abschn. 2.1.3 26 
L~ = e-kt::,hfsincx sinla Lo + [1- e-kt::,hfsincx] B(Ttrop). (56) 
U' 
Dabei ist k der mittlere Absorptionskoeffizient und M die Dicke der Troposphäre. 
Die Größe B(Ttrop) ist die Planckfunktion- abhängig von der mittleren Trapaspären-
temperatur Ttrop - und U' ist der am Boden im rechten Seitenband zu beobachtende 
Strahldichteuntergrund, hervorgerufen durch die starke Emission des troposphäri-
schen Wasserdampfs (siehe Abb. 30 a und b ). Überdies wurde in Erweiterung der 
Gl. (5) die Abhängigkeit der Strahldichte vom Elevationswinkel mit berücksichtigt. 27 
Dieses am Boden zu beobachtende Spektrum L~ soll nun um den Einfluß der 
Troposphäre korrigiert werden. Wegen 
läßt sich die Transmission der Troposphäre auch schreiben als 
so daß 
-kt::,hfsincx B(Ttrop)- U' 
e = ' B(Ttrop) 
LI _ B(Ttrop)- U' .-1 L U' u - B ( Ttrop) Sill a 0 + . 
Hieraus folgt für die troposphärenkorrigierte 0 3-Signatur (Blickrichtung senkrecht 
nach oben) 
L B(Ttrop) . [L' U'] 0 = B ( Ttrop) - U' sm a u - · 
Falles. 
26Der besseren Übersichtlichkeit wegen wird die Frequenzabhängigkeit der spektralen Strahldichte 
in der Schreibweise im folgenden vernachlässigt. Ohnehin absorbiert die Troposphäre in diesem 
Frequenzbereich sehr breitbandig. 
27Dabei wurde für die Fehlerabschätzung von dem besonders einfachen Fall einer planaren At-
mosphäre ausgegangen. Diese Vereinfachung ist zulässig, da der Elevationswinkel bei Messungen 
vom Boden aus immer größer als 15° gewählt wird, so daß die Krümmung der Erdatmosphäre 
vernachlässigt werden kann. 
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Man kann sich leicht überlegen, daß für den Fall, daß dem eigentlich interessie-
renden Spektrum ein zweites Seitenband überlagert ist (siehe Abb. 30), die beiden 
obigen Gleichungen erweitert werden müssen zu 
1 B(Ttrop) . [L U] 
w B ( Ttrop) - U sm a u -
O<w<l. (57) 
L B(Ttrop)- U .-1 L U u = W B(Ttrop) sm a 0 + 
Dabei ist w das Gewicht, mit dem das interessierende rechte Seitenband zu dem 
im Doppelseitenhandbetrieb gemessenen Spektrum der Abb. 30 c beiträgt. Sind die 
Konversionsverluste bei der Frequenzumsetzung in beiden Seitenbändern gleich hoch, 
nimmt w den Wert 0,5 an. Weiterhin wurde in (57) vereinfachend angenommen, daß 
der Strahldichteuntergrund in beiden Seitenbändern etwa gleich groß ist. 
Anhand der Gl. (57) können die Einflüsse eines falsch eingestellten Elevations-
winkels, einer falschen Gewichtung der beiden Seitenbänder, einer ungenauen Ka-
libration des Meßgeräts (gemeint ist die absolute Amplitudenkalibration) sowie ei-
ner falsch angenommenen mittleren Troposphärentemperatur auf die stratosphärische 
Ü3-Signatur L 0 leicht untersucht werden. Es handelt sich hierbei sämtlich um Feh-
ler, die sich multiplikativ auf das Inversionsergebnis auswirken, dieses also lediglich 
skalieren, jedoch nicht in seiner Form verändern. 
• Auswirkungen eines falsch eingestellten Elevationswinkels 
Zunächst soll untersucht werden, wie sich ein bei der Auswertung als zu groß 
angenommener Elevationswinkel auf das Inversionsergebnis auswirkt. D. h. das 
Radiometer war bei der Messung unter einem flacheren Winkel auf die At-
mosphäre gerichtet als in der Inversion berücksichtigt. Die Unsicherheit der 
Winkeleinstellung beträgt etwa 1/2 Grad, wobei dieser Wert in Zukunft weiter 
verbessert werden dürfte. Hieraus ergibt sich für die troposphären- und winkel-
korrigierte, stratosphärische Signatur Lo und damit für das Inversionsergebnis 
ein relativer Fehler in Abhängigkeit vom eingestellten Elevationswinkel von 
Lo(a+0,5°)-Lo(a) = sin(a+0,5°) -1. 
L0 (a) sina 
Der Verlauf dieser Kurve ist in Abb. 31 a dargestellt. Demzufolge ist der relative 
Fehler bei einem Elevationswinkel von 90° (Blickrichtung senkrecht nach oben) 
und einer Abweichung von einem halben Grad vernachlässigbar klein; hingegen 
beträgt der relative Fehler bei einem Elevationswinkel von 20° bereits 2 %. 
• Auswirkungen einer falschen Gewichtung der Seitenbänder 
Wie aus dem Datenblatt des Herstellers hervorgeht, sind die Konversionsverlu-
ste des Mischers für das linke Seitenband um etwa 1 dB höher als im eigentlich 
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Abbildung 31: Relativer Fehler der invertierten Volumenmischungsverhältnisprofile. 
In a) relativer Fehler infolge eines um 1/2 Grad zu groß angenomme-
nen Elevationswinkels; in b) relativer Fehler infolge eines um 2 % zu 
groß angenommenen Gewichts des ersten Seitenbandes; in c) relativer 
Fehler infolge einer um 2 K zu hoch bestimmten Helligkeitstempera-
tur; in d) relativer Fehler infolge einer um 3 K zu hoch angenommenen 
Troposphärentemperatur. 
interessierenden rechten Seitenband bei 142 GHz [5]. Dies entspricht einem re-
lativen Gewicht des rechten Seitenbandes von w = 0,56. Leider sind die Unsi-
cherheiten der Messungen relativ hoch mit .6.w ~ 2/100. Hieraus ergibt sich für 
das Inversionsergebnis ein relativer Fehler in Abhängigkeit vom Gewicht w des 
interessierenden Seitenbandes von 
La(w + 2/100)- La(w) 
La(w) 
w -1 
w + 2/100 . 
Der Verlauf dieser Kurve ist in Abb. 31 b dargestellt. Offensichtlich wirkt sich 
eine falsch angenommene Gewichtung der beiden Seitenbänder relativ stark 
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aus auf die Qualität der lnversionsergebnisse. Z. B führt eine Abweichung von 
2/100 nach oben bei einem Gewicht w = 0, 56 auf ein um 3,5 % zu niedriges 
lnversionsergebnis. 28 
• Auswirkungen einer ungenauen Kalibration 
Die Kalibration der Meßdaten erfolgt durch Vergleich der zu messenden Strahl-
dichte mit der Strahldichtezweier Eichlasten bekannter Temperatur und unter 
der Annahme einer linearen Gesamtverstärkung. Als Eichlasten dienen dabei 
zwei Schwarzkörper unterschiedlicher physikalischer Temperatur, nämlich 77 K 
(flüssiger Stickstoff) und ca. 300 K (Umgebungstemperatur ). Die Unsicherheit 
des Kalibrationsverfahrens beträgt etwa 2 K und wirkt sich gleichermaßen aus 
auf das Signal Lu sowie den Untergrund U. Für den relativen Fehler der ln-
versionsergebnisse in Abhängigkeit von der Stärke des Untergrundes U folgt 
damit 
Lo(Lu + 2K, U + 2K)- Lo(Lu, U) 
Lo(Lu, U) 
B(Ttrop)- U _ 1. 
B(Ttrop)- U- 2K 
Der Verlauf dieser Kurve ist in Abb. 31 c dargestellt. Eine ungenaue Kalibration 
wirkt sich demnach umso stärker aus, je größer der Einfluß der Troposphäre auf 
das Spektrum, d. h. je größer der Untergrund U ist. Bei einer gegenüber dem 
wahren Wert um 2 K zu hoch angenommenen Helligkeitstemperatur und einem 
Untergrund U von 175 K führt dies auf eine Abweichung von etwa 2 %. 29 
• Auswirkungen einer falsch angenommenen Troposphärentemperatur 
Wie aus der Gl. (57) hervorgeht, muß für eine Tropesphärenkorrektur der Spek-
tren die mittlere Temperatur Ttrop der Troposphäre bekannt sein. 30 Einige Au-
toren [59, 64] gehen davon aus, daß die mittlere Temperatur der Troposphäre 
relativ gut durch die Bodentemperatur abzüglich 7 K angenähert werden kann. 
Im aktuellen Fall wurden neben den aktuellen Bodenwerten Radiosondenprofile 
aus der näheren Umgebung (Stuttgart) zur Auswertung herangezogen. Infolge-
dessen kann der Temperaturfehler relativ klein angenommen werden mit 3 K 
(Standardabweichung). Dies führt auf einen relativen Fehler in Abhängigkeit 
28Bei den beiden ClO-Radiometern stellt sich dieses Problem nicht mehr, da beide Radiometer 
im Einseitenhandbetrieb arbeiten. 
29Spektren mit einer Untergrund-Helligkeitstemperatur von mehr als 200 K sollten nicht mehr 
ausgewertet werden, da die Troposphäre in diesen Fällen wenig durchlässig und der Informationsge-
halt des Spektrums entsprechend gering ist. Die Temperatur der Troposphäre wurde für die obige 
Darstellung mit 275 K angenommen. 
301m wesentlichen wird die Stärke der Absorption der Troposphäre bestimmt aus der Stärke des 
Strahldichteuntergrundes U, welcher ein Maß ist für die innerhalb der Troposphäre emittierte Strah-
lung und in etwa dem Produkt aus Absorptionskoeffizient k und Planckfunktion B(Ttrop) entspricht. 
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von der mittleren Tropesphärentemperatur von 
Lo(Ttrov + 3K) - Lo(Ttrov) = B(Ttrov + 3K)[B(Ttrov)- U] _ 1. 
Lo(Ttrov) [B(Ttrov + 3K)- U]B(Ttrov) 
Der Verlauf dieser Kurvenschar ist in Abb. 31 d für verschiedene Werte des Un-
tergrundes U dargestellt. Z. B. führt bei einem tropesphärischen Untergrund U 
von 165 K eine um 3 K zu hoch angenommene mittlere Tropesphärentemperatur 
auf ein um 2 % zu niedriges Inversionsergebnis. Dabei sind die Auswirkungen 
umso kleiner, je geringer der Einfluß der Troposphäre, d. h. U, ist. 31 
Bisher noch nicht diskutiert wurde die Frage einer Abweichung der bei der Inversion 
verwendeten Liniendaten von den wahren Werten sowie die Frage der Verwendung ei-
nes falschen stratosphärischen Temperaturprofils. Auf Seiten der Liniendaten wird das 
primäre Interesse dabei den Auswirkungen einer falschen Linienstärke S sowie eines 
falschen Druckverbreiterungsparameter 1 gelten, welche beide katalogisierten Spekt-
raldaten [73]-[75] entstammen. Wie der Vergleich mit anderen Quellen zeigt, [63, 89], 
liegen die Unsicherheiten bzgl. der Linienstärke in der Größenordnung von 5 %. Für 
den Druckverbreiterungsparameter 1 gibt Rothman [75] einen Fehler von ebenfalls 5% 
an. Während ersterer sich jedoch multiplikativ auf das Inversionsergebnis auswirkt, 
bewirkt ein falscher Druckverbreiterungsparameter eine Höhenverschiebung des in-
vertierten Profils. Für die Unsicherheit des stratosphärischen Temperaturprofils wird 
im folgenden ein Wert von 5 K angenommen und zwar für das gesamte Profil. 
• Auswirkungen eines falschen Druckverbreiterungsparameters 1 
Um den Einfluß eines falschen Druckverbreiterungsparameters besser untersu-
chen zu können, wird im folgenden von einer isothermen Atmosphäre ausge-
gangen, da in dieser der Luftdruck mit zunehmender Höhe nach einer einfachen 
Exponentialfunktion abnimmt [39, S. 126], 
-eh P = Poe , 
wobei c ~ 0,125/km für T = 273 K. Überdies ist die Linienbreitebin diesem 
Falle dem Druck direkt proportional, b = 1 p, so daß 





31 Natürlich gilt auch in diesem Falle, daß Spektren mit einer Untergrund-Helligkeitstemperatur 
von mehr als 200 K nicht mehr invertiert werden sollten, da die Troposphäre zu undurchlässig ist. 
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Für den Fall, daß der Druckverbreiterungsparameter 1 um 5% zu groß ange-
nommen wird, ergibt sich aus (58) die neue Höhenabhängigkeit 
h'(b) = _ln(b I 1, 05/ Po), 
c 
woraus mit Hilfe von (59) folgt 
h'(b) = _ln(J poe-ch I 1, 05/ Po) = h(b) + ln(1, 05). 
c c 
Die neue Höhenabhängigkeit ist gegenüber der alten um ln(1, 05)1 c ~ 0, 39 km 
nach oben verschoben. Entsprechend führt ein um 5 % zu klein angenommener 
Druckverbreiterungsparameter auf eine Verschiebung des invertierten Höhen-
profils um 0,41 km nach unten. Beide können gegenüber der maximal erreich-
baren Höhenauflösung von 7-10 km (siehe Abb. 29) vernachlässigt werden. 
• Auswirkungen einer falsch angenommenen Linienstärke 
Wie aus einer einfachen Plausibilitätsbetrachtung hervorgeht, ist die Stärke der 
stratosphärischen 0 3-Signatur L 0 im Grenzfall schwacher Linien im wesentli-
chen proportional dem Produkt aus Volumenmischungsverhältnis, Linienstärke 
und Planckfunktion, Lo cx Cv S(T)B(T), welche ihrerseits von der Temperatur 
T abhängen, so daß 32 
Cv CX: S(T)B(T) (60) 
Wird die Linienstärke S bei der Inversion um 5% zu groß angenommen, folgt 
hieraus für das ermittelte Volumenmischungsverhältnis ein relativer Fehler von 
cv(1, 05 S(T))- cv(S(T)) __ 1_ _ ""_ 01 
cv(S(T)) - 1, 05 1 "" 570. 
Das Inversionsverfahren reagiert auf Fehler in der Linienstärke also äußerst emp-
findlich, viel stärker als auf eine falsch angenommene Stratosphärentemperatur, 
wie die folgende Betrachtung zeigt. 
• Auswirkungen eines falschen stratosphärischen Temperaturprofils 
Für jede Temperatur T läßt sich die relativ komplexe Temperaturabhängigkeit 
der Linienstärke S(T) (siehe z. B [14, 89]) vereinfacht darstellen als 33 
S(T) = aTm b . { m = EnlkBT- 2 für symmetrische Moleküle wo ei m -- EnlkBT- 2, 5 f" . h M 1 k"l ur asymmetnsc e o e u e. 
32Dabei wurde die schwache Nichtlinearität der SÜG (Eigenabsorption von Ozon in der Strato-
sphäre) vernachlässigt. Diese Vereinfachung sei für eine Fehlerbetrachtung gestattet. 
33 Approximation der Funktion S(T) durch das besonders einfache Polynom a Tm. Aus den beiden 
Gleichungen S(T) = aTm sowie oSjoT = marm-l folgt schließlich m = T/S oSjoT und hieraus 
nach etwas Rechnung der obige Zusammenhang. 
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Hierbei ist a eine Konstante, En die Energie des unteren Anregungsniveaus und 
kB die Boltzmannkonstante. Den obigen Ausdruck eingesetzt in die Gl. (60) 
führt auf eine Temperaturabhängigkeit des Volumenmischungsverhältnisses von 
34 
T -m-1 Cv CX: • 
Hieraus ergibt sich für den relativen Fehler aufgrund eines um 5 K zu hoch 
angenommenen stratosphärischen Temperaturprofils 
cv(T + 5 K) - cv(T) = [T + 5 K] -m-1 
Cv(T) T 
Im Falle der 142,175 GHz-Linie von Ozon, einem asymmetrischen Molekül, 
folgt bei einer mittleren Temperatur der Stratosphäre von 250 K für m ein 
Wert von -2, 23. Die Linienstärke ist also relativ schwach temperaturabhängig. 
Entsprechend gilt für das invertierte Volumenmischungsverhältnis Cv cx: r-1•23 , 
woraus sich ein relativer Fehler von etwa 2,5 %ergibt. 
In Tabelle 3 sind die relevanten Fehlerquellen samt ihren Auswirkungen auf das In-
versionsergebnis noch einmal zusammengefaßt. Wie bereits erwähnt, zieht die Unsi-
cherheit in der Linienstärke dabei den größten Fehler nach sich. An zweiter Stelle 
folgt die Unsicherheit in der Gewichtung der beiden Seitenbänder (dieses Problem 
wird sich in Zukunft bei den beiden ClO-Radiometern nicht mehr stellen, da diese 
im Einseitenhandbetrieb arbeiten) und erst an dritter Stelle die Auswirkungen ei-
nes falschen stratosphärischen Temperaturprofils. Sicherlich werden in naher Zukunft 
erhebliche Verbesserungen bzgl. der Einstellung des Elevationswinkels sowie der Ka-
libration erreicht werden, doch sind von diesen Verbesserungen in Anbetracht der 
großen Unsicherheit der Linienstärke nur geringfügige Verbesserungen des Gesamt-
fehlers zu erwarten. 
Indem man die Gl. (57) in die Gl. (60) einsetzt, kann man auch einen Ausdruck 
herleiten, an dem alle oben diskutierten Fehlerquellen mit Ausnahme des Druckver-
breiterungsparameters 1 gemeinsam studiert werden können. 35 Insbesondere kann 
auf diesen Ausdruck das Gaußsehe Fehlerfortpflanzungsgesetz angewendet werden, 
was aus Gründen der besseren Übersichtlichkeit hier jedoch nicht geschehen soll. 
Statt dessen wird lediglich das Endergebnis angegeben. 
Hiernach ergibt sich für die in Tabelle 3 angegebenen Parameter ein systematischer 
Fehler von 7 %. Dieser Wert ist typisch für die während der Meßtage im März und 
34Dabei wurde im wesentlichen Gebrauch gemacht von der Tatsache, daß für die Planckfunk-
tion im Millimeterwellenbereich die Rayleigh-Jeans-Näherung gilt, daß also die Planckfunktion im 
wesentlichen der Temperatur proportional ist. 
35Der Ausschluß des Druckverbreiterungsparameters bedeutet keine wesentliche Einschränkung, 
da dessen Auswirkungen auf die invertierten Profile gegenüber der maximal erreichbaren Höhen-
auflösung vernachlässigt werden können. 
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Eingabeparameter Wert Unsicherheit rel. Fehler 
Elevationswinkel 29,5° 0,5° 1,5% 
Gewicht 0,56 0,02 3,6% 
Troposphärentemperatur 270 K 3K 0,4% 
Stratosphärentemperatur 250 K 5K 2,5% 
Untergrund 75 K 
Linienstärke 5% 5,0% 
Kalibration 2K 1,0% 
gesamt 36 6,9% 
Tabelle 3: Liste der systematischen Fehler. 
April 1994 auf der Hornisgrinde herrschenden Wetterverhältnisse (der systematische 
Fehler bewegte sich zwischen 6,7 und 10 %) und muß zu dem statistischen Fehler, 
der bereits aus dem Meßfehlerrauschen resultiert, quadratisch addiert werden. In der 
Abb. 28 des vorhergehenden Abschnitts ist dieser systematische Fehler gleich mit 
berücksichtigt. 
5.3 Inversion von Chlormonoxid bei 278,631 GHz 
Im folgenden sollen noch einige Untersuchungen zum ClO-Radiometer bei 278 GHz 
durchgeführt werden. Letzteres befindet sich momentan in der Testphase, so daß 
für die Auswertung bisher keine gemessenen ClO-Spektren zu Verfügung stehen. 37 
Stattdessen erfolgen die Untersuchungen auf der Basis synthetisch erzeugter Spektren. 
Insbesondere soll in diesem Zusammenhang die Frage geklärt werden, inwieweit das 
Spurengas ClO überhaupt von der Hornisgrinde aus detektiert werden kann, oder ob 
für künftige Testmessungen von vornherein auf höhergelegene Standorte ausgewichen 
werden sollte. 38 
Wie sich aus der geringen Intensität der ClO-Signatur bei 278,631 GHz unmit-
telbar schließen läßt (siehe Abb. 39 in Anhang B.2), stellt die Messung dieses Spu-
rengases höchste Anforderungen an die zur Verfügung stehende Meßtechnik. Für die 
Auswertung resultiert aus dieser geringen Intensität der Linie bei gleicher Integrati-
onszeit wie bisher ein wesentlich ungünstigeres Signal-zu-Rausch-Verhältnis. Gerade 
36Dieser Wert entspricht der Quadratwurzel aus der Summe der Quadrate der Einzelfehler. 
37In ersten Messungen mit dem neuen ClO-Radiometer konnten zumindest die beiden starken 
Linien von Ozon bei 273,051 GHzund 274,478- bei allerdings sehr ungünstigen Witterungsverhält-
nissen vom Forschungszentrum (100m N.N.) aus- gut detektiert werden. 
38Seit März 1994 befindet sich zu Testzwecken ein Meßcontainer auf der Hornisgrinde (Nord-
schwarzwald, 1165 m N.N.). Dieser Standort wurde gewählt aufgrund seiner geringen räumlichen 
Entfernung zum Forschungszentrum Karlsruhe. Sobald das Meßgerät jedoch genügend ausgereift 
ist, sollen Messungen an hochalpinen Standorten oder in der Nähe des Polarkreises erfolgen. 
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ein günstiges Signal-zu-Rausch-Verhältnis ist jedoch mit die wichtigste Vorausset-
zung für eine erfolgreiche Inversion der Spektren (siehe die Ausführungen der Ab-
schnitte 5.1.2 und 5.1.4). Ziel der Messungen muß es deshalb sein, Spektren mit 
einem möglichst günstigen Signal-zu-Rausch-Verhältnis zu liefern. 
Im Prinzip kann eine Verbesserung des Signal-zu-Rausch-Verhältnisses auf zwei-
erlei Wegen erreicht werden, zum einen durch eine Vergrößerung des Signals bei un-
verändertem Rauschen und zum anderen durch eine Reduktion des Rauschens bei 
unverändertem Signal. Der ersten Möglichkeit, der Realisierung einer stärkeren ClO-
Signatur, sind mit der Auswahl geeigneter, möglichst hochgelegener Standorte (im 
aktuellen Fall Hornisgrinde), der Ausnutzung besonders günstiger Witterungsverhält-
nisse sowie der Einstellung eines optimalen Elevationswinkels relativ enge Grenzen 
gesetzt. 39 Eine deutliche Verbesserung des Signal-zu-Rausch-Verhältnisses ist des-
halb in erster Linie über eine Verringerung des Rauschens aufgrund rauschärmerer 
Empfänger oder aufgrundlängerer Integrationszeiten zu erreichen. Um letztere nicht 
allzu groß werden zu lassen ( de Zafra [95] und Solomon [78] berichten von Integrati-
onszeiten bis zu 36 bzw. bis zu 55 Stunden), sei im folgenden von besonders günstigen 
Witterungsverhältnissen ausgegangen, wie sie an kalten, trockenen Wintertagen auf-
treten. Zu diesem Zweck wurde als Wasserdampfprofil das Radiosondenprofil eines 
relativ kalten Januartages verwendet, aufgenommen am 30. Januar 1992 über der 
Hornisgrinde im Rahmen der REKLIP-Kampagne [21, 37], und nach oben hin um 
die Standardatmosphäre für mittlere Breiten ergänzt. Insgesamt betrug der Wasser-
dampfgehalt über der Hornisgrinde dabei 3 mm ( ausfällbare Wassermenge) gegenüber 
9 mm unter den Bedingungen der Standardatmosphäre für mittlere Breiten. Hieraus 
ergibt sich ein optimaler Elevationswinkel von etwa 15°. 
Für die nachfolgenden Betrachtungen wurde der Spektralbereich zwischen 277,9 
und 279,1 GHzausgewählt (siehe Abb. 39 in Anhang B.2). Dieser zeichnet sich durch 
eine verhältnismäßig kräftige Signatur von ClO aus. 4° Für die Auswertung kommt 
erschwerend hinzu, daß sich diese ClO-Signatur auf der Flanke einer Ozon-Linie bei 
278,522 GHz befindet, welche unter den Bedingungen der Standardatmosphäre um 
etwa einen Faktor 7 stärker ist. Es wurde deshalb versucht, Ozon und ClO simultan 
39Die Existenz eines optimalen Elevationswinkels ist unmittelbar einleuchtend. Wird das Radiome-
ter unter einem großen Elevationswinkel auf die Atmosphäre gerichtet (z. B. Blickrichtung senkrecht 
nach oben), ist das stratosphärische Signal aufgrund der geringen absorbierenden Masse entlang 
des Sehstrahls relativ klein. Richtet man das Radiometer deshalb unter einem flacheren Winkel auf 
die Atmosphäre, nimmt die absorbierende Masse der Stratosphäre zwar zu, andererseits wird die 
Troposphäre zunehmend undurchlässiger und im Grenzfall eines sehr flachen Winkels praktisch voll-
kommen dicht. Dazwischen existiert ein optimaler Elevationswinkel (bei welcher Einstellung dieser 
im konkreten Einzelfall liegt, hängt unter anderem ab von den herrschenden Witterungsverhältnissen 
d. h. dem Wasserdampfgehalt der Troposphäre), bei dem die zum Boden gelangende stratosphärische 
Signatur maximal wird. 
4°Kräftig, gemessen an den Linienzweier benachbarter Übergänge bei 204 und 241 GHz, die beide 
um einen Faktor 2-3 schwächer sind. Allerdings wird dieser Nachteil größtenteils kompensiert durch 
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Abbildung 32: In a) mit einem Rauschen der Standardabweichung 5/1000 K je Ka-
nal der Bandbreite 0,7 MHzüberlagertes Szenario, in b) entsprechen-
des, mit einer Standardabweichung von 2/100 K verrauschtes Spek-
trum. Zusätzlich sind in a) und b) die kompletten Anpassungen der 
Tikhonov-Phillips-Regularisierung mit dargestellt (durchgezogene Li-
nien). In c) und d) ist die Differenz zwischen dem jeweils vorgegebenen 
Spektrum und der kompletten Anpassung aufgetragen. 
zu invertieren. 
Den Ausgangspunkt der Simulation bildeten die beiden- in Anlehnung an Mes-
sungen von Connor [15] und de Zafra [96] in der Antarktis- willkürlich vorgegebenen 
Höhenprofile von Ozon und ClO (durchgezogene Linien in Abb. 33). Gegenüber der 
Standardatmosphäre für mittlere Breiten (gepunktete Linien) lassen diese auf eine 
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Abbildung 33: Gleichzeitige Inversion von Ozon und ClO aus einem verrauschten 
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Abbildung 34: Auflösungsmatrix des Tikhonov-Phillips-Verfahrens bei einer gleich-
zeitigen Inversion von Ozon und ClO aus einem mit 2/100 K verrausch-
ten synthetischen Spektrum. 
deutlich gestörte Atmosphärenchemie schließen. Insbesondere weist das ClO-Profil je-
ne für den antarktischen Ozonabbau im Frühling typische Zweischichtenstruktur auf. 
Aus diesen beiden Profilen wurde unter Berücksichtigung des obigen Wasserdampf-
profils ein synthetisches Strahldichtespektrum berechnet, welches dann - zusätzlich 
überlagert mit einem Rauschen der Amplitude 5/1000 bzw. 2/100 K - als Eingabe 
für die nachfolgenden Inversionsrechnungen diente (siehe Abb. 32 a und b). 
5.3. INVERSION VON CHLORMONOXID BEI 278,631 GHZ 103 
Als Anfangsschätzungen wurden die gepunkteten Linien der Abb. 33 verwendet, 
welche der Standardatmosphäre für mittlere Breiten entstammen und auf das gepunk-
tete Strahldichtespektrum der Abb. 32 a und b führten. Verglichen mit dem Spektrum 
der Standardatmosphäre für mittlere Breiten war die ClO-Signatur in den zwei zu 
invertierenden Spektren also erheblich stärket ausgeprägt. Die gestrichelten und ge-
strichpunkteten Linien der Abb. 33 schießlieh geben die mit der Tikhonov-Phillips-
Regularisierung sowie dem linear statistischen Verfahren invertierten Höhenprofile 
wieder. Während Ozon in beiden Fällen (5/1000 und 2/100 K) relativ gut invertiert 
werden konnte (Abb. 33 a und c), ergeben sich für ClO doch mehr oder weniger 
große Abweichungen von dem wahren Profil, vor allem im Höhenbereich unterhalb 
von 15 km. 
Erfreulicherweise kann jedoch selbst bei einem Rauschen von 2/100 K- dies ent-
spricht einem Signal-zu-Rausch-Verhältnis von 25:1 (Peak:Rauschen) bezogen auf 
eine Kanalbreite von 0,7 MHz-noch die Zweischichtenstruktur des ClO-Profils auf-
gelöst werden. Das Auflösungsvermögen beträgt demnach mindestens drei Höhen-
schichten, was durch die Auflösungsmatrix der Abb. 34 im wesentlichen bestätigt 
wird. Hiernach ergibt sich für Ozon ein maximales Höhenauflösungsvermögen von 
10-11 km in 30 km Höhe, entsprechend vier Höhenschichten und für ClO eine ma-
ximales Höhenauflösungsvermögen von 11 km in 30 km Höhe, entsprechend etwas 
mehr als drei Höhenschichten. Interessant· ist auch die Aussage der Auflösungsma-
trix, daß das Spurengas ClO unterhalb von 15 km nicht mehr invertiert werden kann 
(das Band der ClO-Auflösungsmatrix hört bei etwa 15 km auf bzw. wird so breit, 
daß von einer Höhenauflösung nicht mehr gesprochen werden kann). Dies steht im 
Einklang mit den Inversionsergebnissen der Abb. 33 d, welche unterhalb von 15 km 
deutlich von dem wahren Profil abweichen. Die Anpassungen der Tikhonov-Phillips-
Regularisierung sowie des linear statistischen Verfahrens stimmen in beiden Fällen 
sehr gut mit den vorgegebenen Spektren überein (siehe Abb. 32). 
An a priori Information wurde im Falle der Tikhonov-Phillips-Regularisierung 
verwendet, daß die Höhenprofile möglichst glatt sein sollten, wobei die Wahl des 
Regularisierungsparameters 1 a posteriori erfolgte. Im Falle des linear statistischen 
Verfahrens hingegen dienten die beiden Anfangsschätzungen als a priori-Volumenmi-
schungsverhältnisprofile und die a priori-Kovarianzmatrizen S J03 und S JClO wurden 
als Diagonalmatrizen mit den Werten 0, 25 ·10-12 und 9 ·10-20 initialisiert (dies ent-
spricht einer Standardabweichung der a priori-Höhenprofile von Os und ClO von 
±0,5 ppmv bzw. ±0,3 ppbv). Die Fehlerkovarianzmatrix Se wurde als reine Diago-
nalmatrix mit den Werten 2, 5 ·10-5 K2 und 4 ·10-4 K2 angenommen, entsprechend 
einem Rauschen von 5/1000 bzw. 2/100 K. 
Zusammenfassend läßt sich feststellen, daß das Spurengas ClO von der Hornisgrin-
de aus nur unter extrem günstigen Witterungsverhältnissen detektiert werden kann, 
d. h. nur an sehr kalten, trockenen Wintertagen, wenn der Wasserdampfgehalt der 
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Atmosphäre über der Hornisgrinde nicht mehr als 3 mm beträgt ( ausfällbare Wasser-
menge). Überdies sollte bei diesen Messungen ein Signal-zu-Rausch-Verhältnis von 
mindestens 25:1 erreicht werden, damit wenigstens drei Höhenschichten aufgelöst wer-
den können. Im gerade betrachteten Fall (gestörte Atmosphäre, d. h. entsprechend 
erhöhte ClO-Konzentration) würde dies einem Rauschen von 2/100 K bzw. einer 
Integrationszeit von knapp drei Stunden entsprechen. Hingegen würde unter den Be-
dingungen der Standardatmosphäre (bei unverändert geringem Wasserdampfgehalt) 
die ClO-Signatur von vornherein um einen Faktor 2-4 schwächer ausfallen (siehe 
Abb. 32). In diesem Fall müßte ein Rauschen von 5/1000 K realisiert werden, um ein 
Signal-zu-Rausch-Verhältnis 25:1 zu erreichen. Dies würde einer Integrationszeit von 
45 Stunden, d. h. zwei Tagen entsprechen. 
Kapitel 6 
Zusammenfassung 
Mit den entwickelten Spurengas-Radiometern im Millimeterwellenbereich stehen im 
Forschungszentrum günstige Meßmöglichkeiten für eine zeitlich weitgehend kontinu-
ierliche Messung von Höhenprofilen zur Verfügung. Ziel der vorliegenden Arbeit war 
es, die für die Berechnung von Konzentrationsprofilen aus den gewonnenen Strahl-
dichtespektrenbenötigten Auswerteprogramme bereitzustellen. 
Hierzu wurde aufbauend auf einem empirischen Rechenmodell von H. J. Liebe 
[42)-[47) und unter Einbeziehung der HITRAN- und AFGL-Daten zunächst ein ef-
fizientes Linie-für-Linie Vorwärtsprogramm entwickelt, mit dem die entsprechenden 
Intensitätsspektren berechnet werden konnten. In internationalen Vergleichsrechnun-
gen erwies sich dieses Programm als sehr leistungsfähig (siehe Anhang A.l). 
Sodann wurde das Problem des Auffindenseiner bestimmten Lösung der nichtli-
nearen SÜG reduziert auf das Lösen eines linearen Gleichungssystems. Dieses wurde 
erreicht über eine Taylorreihenentwicklung der nichtlinearen SÜG um ein angenomme-
nes Startprofil, wobei nur die erste Ordnung mit berücksichtigt wurde. Durch sukzes-
sives Lösen dieses linearisierten Problems konnte iterativ die Lösung der nichtlinearen 
SÜG ermittelt werden (Gauß-Newton-Iteration). Eine gewisse Besonderheit stellt in 
diesem Zusammenhang die Art und Weise dar, auf die die Sensitivitätsfunktionen im 
Programm implementiert wurden. Deren Berechnung erfolgte auf weitgehend analyti-
schem Wege, so daß die Sensitivitätsfunktionen bei der Vorwärtsrechnung gleich mit 
bestimmt werden konnten. Dies hatte eine enorme Beschleunigung des Auswertepro-
grammes zur Folge. 
Einige Schwierigkeiten bei der Lösung des obigen linearen Gleichungssystems er-
gaben sich aus der Tatsache, daß das Gleichungssystem schlecht gestellt war im Sinne 
von Hadamard [30] und einer besonders sorgfältigen numerischen Behandlung bedurf-
te. Zunächst wurde deshalb ein Einblick in die Theorie der Inversion gegeben und 
anschließend drei Regularisierungsverfahren vorgestellt, welche sich bereits in einer 
früheren Arbeit als für die Auswertung von bodengebundenen Messungen prinzipiell 
geeignet herauskristallisiert hatten [ 40]: die abgeschnittene Singulärwertzerlegung, die 
Tikhonov-Phillips-Regularisierung sowie das linear statistische Verfahren. 
Neu an dieser Arbeit war die Erweiterung der beiden letztgenannten Regulari-
sierungsverfahren auf den Fall der simultanen Inversion mehrerer Spurengase aus 
einem Spektrum. Dies ist insbesondere dann von Bedeutung, wenn in den Spektren 
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- wie im Falle der 278 GHz-Linie von ClO - der Signatur des primär interessieren-
den Gases die Signatur eines weiteren Gases -in diesem Falle Ozon- überlagert ist. 
Desweiteren wurde eine Erweiterung der Regularisierungsverfahren durchgeführt, die 
eine Einbeziehung der gerätebedingten stehenden Wellen in den Inversionsalgorith-
mus ermöglicht. Mit stehenden Wellen überlagerte Spektren konnten auf diese Weise 
direkt invertiert werden, ohne sie voher einer aufwendigen Elimination von stehenden 
Wellen unterziehen zu müssen. 
Die Implementierung der beiden erweiteren Regularisierungsverfahren in ein Pro-
gramm erfolgte so, daß während eines jedes Iterationsschritts wahlweise zwischen 
der Tikhonov-Phillips-Regularisierung und dem linear statistischen Verfahren zur 
Lösung des schlecht gestellten linearen Gleichungssystems hin- und hergeschaltet wer-
den konnte. Dies hatte den Vorteil, daß die Inversionergebnisse der beiden Verfahren 
unmittelbar miteinander verglichen werden konnten. Auch die abgeschnittene Sin-
gulärwertzerlegung wurde mit implementiert; allerdings wurden für dieses Inversions-
verfahren nur wenige Rechnungen durchgeführt, da es nicht gelang, die abgeschnittene 
Singulärwertzerlegung entsprechend den beiden obigen Verfahren zu erweitern. 
In einer Reihe von Inversionrechnungen konnte auf der Basis synthetisch erzeugter 
Spektren die Leistungsfähigkeit der erweiterten Regularisierungverfahren eindrucks-
voll demonstriert werden. Beide erwiesen sich hierbei als überaus nützliche Inver-
sionswerkzeuge, mit denen es selbst stark mit stehenden Wellen gestörte Spektren 
zu invertieren gelang. Problerne bei der Auswertung ergaben sich allenfalls dann, 
wenn die Spektren entweder zu stark verrauscht waren oder die in den Inversionsal-
gorithmus hineingesteckten Perioden von den Perioden der den Spektren überlagerten 
stehenden Wellen zu sehr abwichen. Unter anderem wurde mit dem entwickelten Aus-
werteprograrnrn auch an einem Vergleich von Inversionsprogrammen teilgenommen, 
wobei dieses vergleichsweise sehr gut abschnitt (siehe Anhang A.2). 
Schließlich wurde eine Anzahl gemessener Spektren von Ozon invertiert. Hierbei 
ergab sich eine gute Übereinstimmung der invertierten Höhenprofile mit den entspre-
chenden Radiosondenprofilen. Für die Auswertung wurde überdies eine detaillierte 
Fehlerrechnug durchgeführt; dabei erwies sich die nicht genau bekannte Linienstärke 
als der größte Unsicherheitsfaktor. 
Den Abschluß bildete eine Untersuchung auf der Basis synthetisch erzeugter Spek-
tren zur Meßbarkeit des Spurengases ClO vorn Standort Hornisgrinde. Es stellte sich 
heraus, daß das Spurengas ClO prinzipiell auch von der Hornisgrinde aus beobach-
tet werden kann, jedoch nur bei extrem günstigen Witterungsverhältnissen. Um eine 
akzeptable Höhenauflösung zu erreichen (wenigstens drei Höhenschichten) ist dabei 
mit Integrationszeiten zwischen drei Stunden und zwei Tagen zu rechnen. 
Anhang A 
Vergleichsrechnungeil 
A.l Rechnungen zum Vorwärtsproblem 
Leider liefern die Untersuchungen des Kapitels 5 keinen Aufschluß darüber, wie gut 
das entwickelte Vorwärtsprogramm die Strahlungsübertragung innerhalb der Atmos-
phäre modelliert. Z. B. bestehen Unsicherheiten bzgl. der für die Vorwärtsrechnung 
verwendeten Molekülparameter (Linienstärken, Druckverbeiterungsparameter etc. ), 
welche katalogisierten Spektraldaten [73)-[75] entstammen. Diese Frage kann im Prin-
zip nur durch einen direkten Vergleich der theoretisch berechneten mit gemessenen 
Strahldichtespektren beantwortet werden, wenngleich große Unsicherheiten bestehen 
bzgl. des Zustands der Atmosphäre zum Zeitpunkt der Messung, welcher für einen 
solchen Vergleich bekannt sein muß. 
Große Bedeutung kommt deshalb internationalen Vergleichsrechnungen zu, in wel-
chen ausgehend von einem wohldefinierten Zustand der Atmosphäre Transmissions-
und Strahldichteberechnungen mit den verschiedenen Programmen durchgeführt wer-
den. Diese liefern wichtige Erkenntnisse über Vorzüge, Schwächen und Charakteristi-
ka der verwendeten Modelle. Überdies kann ein erfolgreiches Abschneiden bei einem 
solchen Vergleich als Validierung des eigenen Programmes angesehen werden, da in 
diesen das Wissen gleich mehrerer Arbeitsgruppen mit einfließt. Diesem Zweck diente 
auch die Teilnahme an einem internationalen Vergleich von Vorwärtsprogrammen, 
initiiert von G. E. Nedoluha und R. M. Bevilacqua vom Naval Research Labaratory 
in Washington D. C., an welchem sich insgesamt acht Gruppen beteiligten. 
Zu berechnen war das Strahldichtespektrum der 22,236 GHz-Linie von Wasser-
dampf für eine Beobachterhöhe von 20 km und einen Elevationswinkel von 20° (siehe 
die Abb. 36 links). Hierzu wurden den Teilnehmern in einem ersten Test die Ab-
sorptionskoeffi.zienten für jede Höhenschicht und jede Frequenz zur Verfügung ge-
stellt. Im Prinzip brauchte also nur noch über die Strahlungsübertragungsgleichung 
integriert zu werden, natürlich unter Berücksichtigung des vorgegebenen Elevations-
winkels bei der Berechnung der Schichtmittelwerte (siehe Abschn. 2.1.3). Ziel dieses 
Schrittes war es, zunächst die Aufintegration der verschiedenen Programme unter-
einander zu vergleichen, frei von den bei der Berechnung der Absorptionskoeffizi-
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Abbildung 35: Internationaler Vergleich von Vorwärtsrechnungen am Beispiel der 
22,235 GHz-Linie von Wasserdampf. Dargestellt sind jeweils die re-
lativen Abweichungen vom gemeinsamen Mittelwert aller plausibel er-
scheinenden Vorwärtsrechnungen. In a) relative Abweichungen bei Ver-
wendung von für jede Höhenschicht und Frequenz vorgegebenen Ab-
sorptionskoeffizienten. In b) relative Abweichungen bei Verwendung ei-
gener Absorptionskoeffizienten. Beide Fälle wurden gerechnet für eine 
Höhe von 20 km und einen Elevationswinkel von 20°. 
zweiten Schritt sollten die Teilnehmer die Absorptionskoeffizienten aus einem vorge-
gebenen Wasserdampf-Volumenmischungsverhältnisprofil dann selbst berechnen. In 
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Abbildung 36: Vergleich der Eigenentwicklung mit FASCOD2. Gerechnet wurde das 
Millimeterwellenspektrum in Meereshöhe unter Bedingungen der Stan-
dardatmosphäre (mittlere Breiten) und einen Elevationswinkel von 90°. 
beiden Fällen erwies sich das neu entwickelte Vorwärtsprogramm als außerordentlich 
leistungsfähig (siehe Abb. 35). Die relativen Abweichungen vom gemeinsamen Mittel-
wert aller plausibel erscheinenden Vorwärtsrechnungen betrugen jeweils weniger als 
0,5 %. 
Darüberhinaus wurden Vergleiche mit dem international verwendeten Programm 
FASCOD2 angestellt [13]. Gerechnet wurde der Bereich des Millimeterwellenspek-
trums zwischen 50 und 250 GHz. Hierbei ergab sich eine gute Übereinstimmung bzgl. 
der Feinstruktur des Spektrums. In ihrer Grobstruktur wichen die Hellikeitstempera-
turverläufe beider Programme geringfügig voneinander ab. Dieses war nicht anders zu 
erwarten, da die Eigenentwicklung und FASCOD2 eine unterschiedliche Linienfarm-
funktion und unterschiedliche Formulierungen für das Wasserdampf-Kontinuum ver-
wenden. In Anlehnung an Liebe [42]-[47] wurde in der Eigenentwicklung ein an Mes-
sungen empirisch angepaßtes Wasserdampf-Kontinuum und eine nach Rosenkranz 
modifizierte Van-Vleck-Weißkopf-Formfunktion [72] verwendet. Manabe et alii [51] 
und Smith [77] bescheinigen diesem Modell eine gute Übereinstimmung mit dem Ex-
periment im Millimeterwellenbereich. 
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Abbildung 37: Internationaler Vergleich von Inversionsrechnungen. Aufgetragen ist 
die Streuung (Standardabweichung) der invertierten Profile um die Ori-
ginalprofile, 0'(/inv- f wa~rr)- In a) Streuung der Inversionsergebnisse der 
lediglich verrauschten Spektren, in b) Streuung der Inversionsergebnis-
se der zusätzlich mit einer stehenden Welle überlagerten Spektren. 1 
A.2 Rechnungen zum inversen Problem 
Im Anschluß an die erfolgreiche Teilnahme an dem Vergleich der Vorwärtsrechnungen 
bestand die Möglichkeit zu einem Vergleich der lnversionsprogramme, an welchem sich 
insgesamt vier Gruppen beteiligten. Zu diesem Zweck wurden einem jeden Teilnehmer 
vierzig synthetische berechnete, leicht verrauschte Spektren übersandt (als Beispiel 
diente wieder die 22,235 GHz-Linie von Wasserdampf), welche es zu invertieren galt. 
1 Weder G. N edoluha, R. Peter noch U. Raffalski verfügten über ein Programm zur gleichzeitigen 
Anpassung von stehenden Wellen, so daß letzterer sich an der Inversion der mit einer stehenden 
Welle überlagerten Spektren überhaupt nicht mehr beteiligte. R. Peter invertierte diese Spektren, 
jedoch ohne die Überlagerung der stehenden Wellen bei der Auswertung in irgendeiner Form mit 
zu berücksichtigen; dies erklärt denn auch dessen vergleichsweise schlechtes Abschneiden in der 
Abb. 37 b). G. Nedoluha berücksichtigte die Überlagerung der Spektren mit einer stehenden Welle 
hingegen in bei der Initialisierung seiner Fehler-Kovarianzmatrix- er arbeitete nach dem RodgerB-
Verfahren-und erzielte damit gute Ergebnisse [56]. 
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Von diesen vierzig Spektren waren - um die Auswertung noch etwas zu verkom-
plizieren - zwanzig zusätzlich mit einer stehenden Welle der Periode 104,72 MHz 
überlagert; allerdings war die Amplitude der stehenden Welle sehr klein, ~ 15 mK, 
so daß die Spektren näherungsweise auch ohne die Berücksichtigung der stehenden 
Welle invertiert werden konnten. 
In Abb. 37 sind die Ergebnisse dieser Vergleichrechnungen dargestellt (Vorsicht, 
aufgetragen sind keine Höhenprofile, sondern die Streuungen der invertierten Höhen-
profile um die wahren Werte). Dabei schnitt das entwickelte Inversionsprogramm in 
beiden Fällen (mit und ohne überlagerte stehende Welle) sehr gut ab. Die invertierten 
Profile streuten in beiden Fällen im interessierenden Höhenbereich zwischen 40 und 
65 km um weniger als 5 %um die wahren Profile, im Einklang mit den Inversionser-
gebnissen der anderen Teilnehmer. 2 
2Praktisch mit Abschluß dieser Arbeit wurde von G. Nedoluha im Internet eine Hornepage unter 
der Adresse http: I /wvms. nrl. navy. mil/NDSC/ndsc. html eingerichtet, unter der die Ergebnisse 




B .1.1 Zur Berechnung der verallgemeinerten Inversen 
In Abschn. 3.1.2 ist der Ausdruck 
[Af- 9]T[Af- 9] 
[fT AT- 9T][Af- 9] 
fT ATAf - fT AT 9 - 9TAf + 9T 9 
bzgl. f zu minimieren. Einfaches komponentenweises Differenzieren 1 
ef ATAf + fTATA ek- er AT9- 9TAek 
ef[A1Af- AT9] + [fTATA- 9TA]ek 
ef[A:IA.f- AT9] + [ATAf- AT9f ek 
2ef[ATAf- AT9] 
und anschließendes zu Null setzen liefert 
B.1.2 Zur Minimierung des Tikhonov-Phillips-
Funktionals 
In Abschn. 3.2.2 ist das Tikhonov-Phillips-Funktional (33) 
IAf.."- 9t:l 2 + 'llBf.."- rl 2 
[Af.."- 9t:f[Af.."- 9t:] + '"'/[Bf.."- rf[Bf.."- r] 
{;ATAf.."- {;AT 9t:- 9iAf7 + 9i9t: + 
1 2 [f~BTBf7 - f~BT T- TT Bf.." + TT r] 
1 Der Vektor ek ist der k-te Einheitsvektor. 
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bezüglich f 'Y zu minimieren. Komponentenweises Differenzieren ergibt 
fJJ'Y(/-y)jßJ'Yk = efATAf'Y + f~ATAek- efATg&- giAek + 
1 2 [efBTBf." + f~BTBek- ef BT r- rT Bek] 
so daß hieraus folgt: 
ef [A1Af."- ATg& + 1 2 BTBf." -12 BT r] + 
[f~ATA- giA + / 2 f~BTB -12rT B] ek 
2ef [A 1_Af 'Y- AT 9& + /2 BTB f 'Y _,2 BT r] ' 
B.1.3 Zur Tikhonov-Phillips Regularisierung 
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Unter der einschränkenden Annahme, daß ATA und BTB ein gemeinsames System 
von Eigenvektoren Vn besitzen, 
ATAvn = CT~Vn und BTBvn = ß~vn, 
kann auch für die Lösung der Tikhonov-Phillips-Regularisierung (34) eine Singulär-
wertzerlegung durchgeführt werden 




Für die spezielle Wahlr = 0 folgt hieraus (siehe Gl. (23) in Abschn. 3.1.3) 
f 'Y = L cr~ 2 F."( crn) < 9& IAvn > Vn 
n 
mit einem Filter 
B.1.4 Zum linear statistischen Verfahren 
Sei 
J(f) [g&- Af]TS[1[g&- Af] + [f- f?Sj 1 [f- /] 
giS&1Ye- uiS&1 Af- fr ArS[1Y& + fr ArS[1 Af + 
fT Sj1 f - fT Sj 1 f - fT Sj1 f + fT Sj1 f 
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das in Abschn. 3.2.3 Gl. ( 44) bzgl. f zu minimierende Funktional. Komponentenweises 
Differenzieren 
öJ(f)föfk = -gi8&1 Aek- efAT8&1Ut: + efAT8&1Af + fT AT 8&1 Aek 
+ T8 -1f + 1T8 -1 T8 -1f 1T8 -1 ek f f ek - ek f - f ek 
ef [AT8&1 Af + 8j1 f- AT8&1Yt:- 8j1 f] + 
+ [fT AT8&1A + fT8j1- ui8&1 A- fT 8j1] ek 
2ef [AT 8&1 Af + 8j1 f- AT 8&19&- 8j1 f] 
und anschließendes zu Null setzen liefert 
B.1.5 Zur praktischen Inversionsgleichung 
fopt [AT 8[1 A + 8jl tl [AT 8[19& + 8j1 f] 
f + [AT8&1 A + 8tt1[AT8[19& + 8tfJ- f 
- f + [ATS&l A + Sjlt1 ATS[l[g&- Af] 
f + SJ[ATS[1 A81 + It1 ATS[1[gc;- Af] 
- T-I T 1 1 -
f + 8J[8sA [A 8& A81 + I]t [gt:- Af] 
f + 81[A8! + 8t:AT-1t 1[g&- Af] 
- T T 1 -
f + 81A [A8 1A +Set [Ut:- Af] 
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Abbildung 38: Ozon bei 142GHz, Erläuterungen siehe Rückseite 
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Abbildung 38: Mit dem Ozon-Radiometer bei 142 GHz maximal erreichbarer Spek-
tralbereich, gerechnet für einen Elevationswinkel von 90° und eine Höhe 
von 10 km. Diese wurde gewählt, um den Einfluß des troposphärischen 
Wasserdampfs möglichst gering zu halten, ansonsten wäre das Spek-
trum für eine Übersichtsdarstellung zu stark verzerrt worden. 
Das Teilbild oben gewährt zunächst einen Überblick über die Intensität 
der Spektrallinien im besagten Spektralbereich und das Teilbild unten 
zeigt das Strahldichtespektrum, unterschieden nach den Beiträgen der 
verschiedenen Spurengase. Zusätzlich mit eingezeichnet sind die bei-
den Seitenbänder des Ozon-Radiometers für eine Frequenz des lokalen 
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Abbildung 39: Mit dem ClO-Radiometer bei 278 GHz überstreichbarer Spektralbe-
reich, gerechnet für einen Elevationswinkel von 90° und eine Höhe von 
10 km. Wie auch in der Abb. 38 wurde diese gewählt, um den Einfluß 
des tropesphärischen Wasserdampfs auf das Spektrum möglichst gering 
zu halten. Am Boden hätte sich dieser ansonsten in Form eines sehr 
breitbandigen Untergrundes ausgewirkt. Überdies würde die Signatur 
des tropesphärischen Spurengases N 20 am Boden sehr viel größer und 
breiter ausfallen, so daß insbesondere die ohnehin schwache Signatur 
des Spurengas ClO bei 278,631 GHz in dieser als Übersichtsdarstellung 
konzipierten Abbildung nicht mehr zu erkennen gewesen wäre. 
Das Teilbild oben gewährt zunächst einen Überblick über die Inten-
sität der Spektrallinien. Das Teilbild unten schließlich zeigt das Strahl-
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Abbildung 40: Mit dem ClO-Radiometer bei 204 GHz überstreichbarer Spektralbe-
reich, gerechnet für einen Elevationswinkel von 90° und eine Höhe von 
10 km. Diese wurde diese gewählt, um den Einfluß des tropesphärischen 
Wasserdampfs auf das Spektrum möglichst gering zu halten, welcher 
sich ansonsten in Form eines sehr breitbandigen Untergrundes ausge-
wirkt hätte. Überdies wäre die Signatur des tropesphärischen Spuren-
gases N20 am Boden sehr viel größer und breiter ausgefallen, so daß 
die Abbildung ihren eigentlichen Zweck, einen Überblick über den in-
teressierenden Spektralbereich zu gewähren nicht mehr hätte erfüllen 
können. 
Das Teilbild oben gewährt zunächst einen Überblick über die Inten-
sität der Spektrallinien. Die das Teilbild unten schließlich zeigt das 
Strahldichtespektrum, unterschieden nach den Beiträgen der verschie-
denen Spurengase. Im Gegensatz zu den beiden Radiometern bei 142 
und 278 GHzist das ClO-Radiometer bei 204 GHzvon vornherein für 
den routinemäßigen Einsatz bei verschiedenen Frequenzen vorgesehen, 
die dann rechnergesteuert angefahren werden können sollen. 
Anhang C 
Symbole und Abkürzungen 
A Eine Matrix der Dimension m x l, im wesentlichen der Kern der Integral-
gleichung, entspricht der Matrix A 0 
Transponierte der Matrix A 
durch Hintereinanderschreiben der beiden Jakobimatrizen A~ und A 0 
Cv 
entstandene große Jakobimatrix 
A' um die Berücksichtigung von stehenden Wellen erweiterte Matrix A 
A - 1 Inverse der Matrix A, sofern diese berechnet werden kann 
A -A Verallgemeinerte Inverse der Matrix A, entspricht [AT A]-1 AT 
A~A Regularisierte (gefilterte) verallgemeinerte Inverse der Matrix A, die Be-
rechnungsvorschrift hängt ab vom gewählten Regularisierungsverfahren 
A~v Jakobimatrix für das Volumenmischungsverhältnis, im wesentlichen gege-
ben durch die diskreten Sensitivitätsfunktionen (SvcJj, von der Dimensi-
on m x n 
A~ Jakobimatrix für die Temperatur, im wesentlichen gegeben durch die dis-
kreten Sensitivitätsfunktionen (SvT )j, von der Dimension m x n 
A Eine Abbildung von der Menge F der Parameter, nach der Menge G der 
Resultate 
A Amplitude einer dem Spektrum überlagerten stehenden Welle 
a ein Parameter 
B Eine Matrix der Dimension n x n, dient der Formulierung von Nebenbe-
dingungen bei der Tikhonov-Phillips-Regularisierung 
BT Transponierte der Matrix B 
Bcv Matrix mit Nebenbedingungen für das Volumenmischungsverhältnisprofil, 
von der Dimension n x n 
Bcv Matrix mit Nebenbedingungen für das Volumenmischungsverhältnisprofil, 
von der Dimension l X l 
BT Matrix mit Nebenbedingungen für das Temperaturprofil, von der Dimen-
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Matrix mit Nebenbedingungen für das Temperaturprofil, von der Dimen-
sion l x l 
Vektor der Dimension m, repräsentiert das an m spektralen Stützstellen 
gemessene Strahldichtespektrum 




Eine positiv definite Diagonalmatrix der Dimension m x m, dient der 
Gewichtung von Einzelmessungen beim Tikhonov-Phillips-Verfahren 
Lichtgeschwindigkeit 
Volumenmischungsverhältnis eines nicht näher spezifizierten Gases 
Anfangsschätzung für das Volumenmischungsverhältnis 
Volumenmischungsverhältnis der j-ten Höhenschicht 
Anfangsschätzung für das Volumenmischungsverhältnis der j-ten Höhen-
schicht 
Erwartungswert einer Verteilung 
der k-te Einheitsvektor 
Quellterm, im Falle des thermodynamischen Gleichgewichts gleich dem 
Produkt aus Absorptionskoeffizient und Planckfunktion kvBv(T) 
Vektor der Dimension m, repräsentiert den Meßfehlervektor 
Transponierte des Meßfehlervektors 
Erwartungswert des Meßfehlervektors, handelt es sich bei den Meßfehlern 
um rein statistische Fehler, entspricht dieser dem Nullvektor 
Meßfehlervektor zur optimalen Lösung f opt der statistischen Regularisie-
rungsverfahren 
Betrag des Meßfehlervektors, [ = Jt:J 
Vektor der Dimension l, repräsentiert das (die) gesuchte(n) Höhenprofil(e) 
Vertreter ~ines ganzes Ensembles von Lösungsvektoren f 
f Erwartungswert eines Ensembles von Lösungsvektoren, entspricht dem 
a priori Höhenprofil 
f 0 Anfangsschätzung für den Vektor f 
f' Um die Berücksichtigung von stehenden Wellen erweiterter Vektor f 






Anfangsschätzung für den Vektor f cv 
regularisiertes oder optimales Höhenprofil bei den statistischen Regulari-
sierungsverfahren, entspricht f -r 
Vektor der Dimension n, repräsentiert das gesuchte Temperaturprofil 
Anfangsschätzung für den Vektor f T 
regularisiertes Höhenprofil, f -r = A~Ag 
Menge der Parameter 
regularisierendes Filter, die Filterwirkung hängt ab vom gewählten Regu-
larisierungsverfahren 
k-te Komponente des Vektors f 
Vektor der Dimension m, repräsentiert die rechte Seite des entstandenen 
linearen Gleichungssystems 
gestörte rechte Seite, Ut: = g + e 
aus der regularisierten Lösung über erneute Vorwärtsrechnung erhaltene 
rechte Seite, Y-r = Af -r 
Menge der Resultate 
Gewichtsfunktion für das Volumenmischungsverhältnis: gibt an, mit wel-
chem Gewicht das Volumenmischungsverhältnis in der Höhe h beiträgt zu 
der in Beobachterhöhe meßbaren spektralen Strahldichte Lv(hB) 
Gewichtsfunktion für die Temperatur: gibt an, mit welchem Gewicht die 
Temperatur in der Höhe h beiträgt zu der in Beobachterhöhe meßbaren 
spektralen Strahldichte L11 ( hB) 
Gewicht, mit dem das Volumenmischungsverhältnis der j-ten Höhenschicht 
zu der in Beobachterhöhe meßbaren spektralen Strahldichte beiträgt 
Gewicht, mit dem die Temperatur der j-ten Höhenschicht zu der in Be-
obachterhöhe meßbaren spektralen Strahldichte beiträgt 
Höhe 
obere Höhe der Atmosphäre, im Programm 100 km 
Beobachterhöhe, Höhe des Standortes des Radiometers 




Absorptionskoeffizient der j-ten Schicht 
Maximale Amplitude einer stratosphärischen Signatur, Elevation 90° 
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Lu Maximale Amplitude eineramBoden unter einem Elevationswinkel a: im 
Zweiseitenhandbetrieb des Radiometers zu beobachtenden Signatur 
L~ Maximale Amplitude einer am Boden unter einem Elevationswinkel a: im 
Einseitenhandbetrieb des Radiometers zu beobachtenden Signatur 
Lv spektrale Strahldichte, [Lv] = W /sr m 2 s-1 
Lv(hB) in Beobachterhöhe meßbare spektrale Strahldichte 












Anzahl der zu invertierenden Höhenprofile multipliziert mit n 
Länge eines Resonators 
Anzahl der Frequenzstützstellen 
Anzahl der Lösungsvektoren im Ensemble 
Anzahl der Höhenschichten 
Anzahldichte der absorbierenden Gase 
Nullmatrix 
Nullvektor 
Landau-Symbol, kennzeichnet das Restglied einer Reihenentwicklung 
Periode einer dem Spektrum überlagerten stehenden Welle 
Druck 
Wahrscheinlichkeitsdichte für das Auftreten eines bestimmten Höhenpro-
fils f 
Wahrscheinlichkeitsdichte für das Auftreten eines bestimmten Meßfehler-
vektors e 
PJ,e(f, E) Wahrscheinlichkeitsdichte für das Auftreten eines bestimmten Höhenpro-
fils f und eines bestimmten Meßfehlervektors e 
Pi Druck der j-ten Höhenschicht 
T Vektor der Dimension n, wird benötigt als Hilfsvektor bei der Formulie-
rung der Nebenbedingungen für die Tikhonov-Phillips-Regularisierung 
T cv Hilfsvektor für das Volumenmischungsverhältnis, von der Dimension n 
T cv Hilfsvektor für das Volumenmischungsverhältnis, von der Dimension l 
TT Hilfsvektor für das Temperaturprofil, von der Dimension n 
TT HUfsvektor für das Temperaturprofil, von der Dimension l 







Parameter bei der a posteriori-Parameterwahl 
a priori-Kovarianzmatrix, von der Dimension l X l 
a priori-Kovarianzmatrix für das Volumenmischungsverhältnis eines Ga-
ses, von der Dimension n x n 
a priori-Kovarianzmatrix für die Temperatur, von der Dimension n x n 
Inverse der a priori-Kovarianzmatrix 
Fehlerkovarianzmatrix, von der Dimension m x m 
Inverse der Fehlerkovarianzmatrix 
Ergebniskovarianzmatrix der regularisierten Lösung, von der Dimension 
[ X [ 
Linienstärke 
Sensivitätsfunktion für das Volumenmischungsverhältnis: gibt an, wie stark 
sich eine marginale Änderung des Volumenischungsverhältnisses in der 
Höhe h auswirkt auf die in Beobachterhöhe meßbare spektralen Strahl-
dichte L11 ( hB) 
Sensivitätsfunktion für die Temperatur: gibt an, wie stark sich eine mar-
ginale Änderung der Temperatur in der Höhe h auswirkt auf die in Beob-
achterhöhe meßbare spektralen Strahldichte Lv(hB) 
Sensitivität für das Volumenmischungsverhältnis der j-ten Höhenschicht: 
gibt an, wie stark sich eine marginale Änderung des Volumenmischungs-
verhältnisses der j-ten Höhenschicht auswirkt auf die in Beobachterhöhe 
meßbare spektralen Strahldichte Lv(hB) 
Sensitivität für die Temperatur der j-ten Höhenschicht: gibt an, wie stark 
sich eine marginale Änderung der Temperatur der j-ten Höhenschicht aus-
wirkt auf die in Beobachterhöhe meßbare spektralen Strahldichte Lv( hB) 
Temperatur 
Anfangsschätzung für die Temperatur 
Temperatur der j-ten Höhenschicht 
Anfangsschätzung für die Temperatur der j-ten Höhenschicht 
Mittlere Temperatur der Troposphäre 
breitbandiger Wasserdampfuntergrund eines unter einem Elevationswinkel 
a im Zweiseitenhandbetrieb arbeitenden Radiometers 
breitbandiger Wasserdampfuntergrund eines unter einem Elevationswinkel 
a im Einseitenhandbetrieb arbeitenden Radiometers 
Eigenvektor der Matrix AT A zum Eigenwert er~ 
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Gewicht des interessierenden Seitenbandes 
Elevationswinkel 
Eigenwert der Matrix BTB 
Dicke der j-ten Höhenschicht, hj+l - hj 
Phase einer dem Spektrum überlagerten stehende Welle 
Regularisierungsparameter 
Druckverbreiterungspar ameter 
Regularisierungsparameter für das Volumenmischungsverhältnis 
Regularisierungsparameter für die Temperatur 
Frequenz 
Absorptionsquerschnitt, entspricht dem Absorptionskoeffizienten dividiert 
durch die Anzahldichte der absorbierenden Teilchen 
Standardabweichung eines jeden Elements des Meßfehlervektors 
Eigenwert der Matrix AT A 
Eigenwert der Matrix AT A 
Streuquerschnitt, entspricht dem Streukoeffizient dividiert durch die An-
zahldichte der streuenden Teilchen 
Optische Dicke der Atmosphäre zwischen der Höhe h' und der Höhe h" 
Klammerung 
Kennzeichnung einer funktionalen Abhängigkeit 
Betrag eines Vektors bzgl. der L2-Norm 
Betragsquadrat eines Vektors bzgl. der L2-Norm 
Skalarprodukt in Diracscher Notation 
Air Force Geophysics Laboratory 
Akusto-Optisches Spektrometer 
Fast Atmospheric Signature Code 2 
Forschungszentrum Karlsruhe 
High Transmission 
Institut für Meteorologie und Klimaforschung 
Regionales Klima Projekt 
Strahlungsübertragungsgleichung 
Lokaler Oszillator 
Singular Value Decomposition 
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