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Abstract
Equity research analysts at financial institutions play a pivotal role in capital
markets; they provide an efficient conduit between investors and companies’ man-
agement and facilitate the efficient flow of information from companies, promoting
functional and liquid markets. However, previous research in the academic finance
and behavioral economics communities has found that analysts’ estimates of fu-
ture company earnings and other financial quantities can be affected by a number
of behavioral, incentive-based and discriminatory biases and systematic errors,
which can detrimentally affect both investors and public companies. We propose
a Bayesian latent variable model for analysts’ systematic errors and biases which
we use to generate a robust bias-adjusted consensus estimate of company earnings.
Experiments using historical earnings estimates data show that our model is more
accurate than the consensus average of estimates and other related approaches.
1 Introduction
Equity research analysts at financial institutions play a pivotal role in capital markets. Both large
institutions and small investors alike lack the time and resources to analyze thousands of companies
and meet with their management. Such activity would similarly overwhelm even the largest public
companies. Analysts provide a necessary conduit between the companies’ management and investors.
In addition, regulators have a strong interest in the efficient flow of information from companies to
ensure functional, liquid markets; analysts significantly contribute to this process [Bradshaw, 2011].
One important function of analysts is forecasting companies’ future earnings and other financial
quantities, e.g. revenue and cash flow. Investors use these quantities to understand the financial
health of companies and the value of their stock. There are hundreds of academic studies which have
analyzed these forecasts and their accuracy. Analysts’ estimates of upcoming earning have been
shown to be more accurate than those produced by a range of time-series models of actual reported
earnings [Brown and Rozeff, 1978, Fried and Givoly, 1982]. Brown et al. [1987] finds that this is
due to both a timing and information advantage. Accordingly, there is a strong relationship between
analysts’ revisions to their estimates and changes in stock prices [Michaely and Womack, 2005].
Despite the value in these estimates, the academic finance and behavioral economics communities
have found significant empirical evidence of various types of analyst biases and systematic errors.
Much of this literature focuses on over-optimism in analysts’ earnings forecasts [De Bondt and
Thaler, 1990, Hong and Kubik, 2003, Elliott et al., 2010]. Common explanations for this optimism
include incentives for analysts to maintain good relations with companies’ management [Francis and
Philbrick, 1993, Richardson et al., 1999] and possible conflicts of interest with companies who are
also investment banking clients [Michaely and Womack, 1999, O’ Brien et al., 2005]. Other literature,
however, has highlighted that analysts are actually pessimistic or conservative in their estimates
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at shorter horizons and overly optimistic at longer-term horizons [Richardson et al., 1999, Brown,
1997, Eames and Glover, 2003, Elliott et al., 2010]. This literature explains this asymmetry similarly
in terms analysts incentives to maintain good relations with companies’ management: pessimistic
projections for an upcoming quarter will result in a company beating expectations and a subsequent
positive stock price reaction, whereas unrealistically optimistic projections will ultimately result in a
company missing expectations and a negative stock price reaction.
Many papers have investigated more specific behavioral biases [De Bondt and Thaler, 1990] and
asymmetries [Easterwood and Nutt, 1999] in analysts’ earnings estimates. Elliott et al. [2010] finds
that analysts systematically underweight new information and underreact to their own previous
revisions. Easterwood and Nutt [1999] finds that analysts underreact to negative information and
overreact to positive information. Ciccone [2005] shows that forecast errors are different for profit-
making companies than loss-making companies. Raedy et al. [2006] provides evidence that analysts
are less likely to make revisions in the opposite direction of previous revisions as they incur a greater
reputational cost for acknowledging they “overshot” in previous estimates. There is also evidence
analysts engage in “herding behavior” [O’Neill et al., 2011], or are unlikely to deviate too much from
other analysts. Hong et al. [2000] finds that analysts are more likely to engage in herding in their
revisions when their outstanding estimates deviate significantly from other analysts.
Furthermore, there is evidence that biases and systematic errors are stronger in some analysts than
others. Michaely and Womack [1999] finds that analysts with more experience have lower forecast
error. Hong et al. [2000] finds that experienced analysts are also more likely to revise their estimates
earlier and their estimates show more dispersion, indicating stronger conviction and willingness
to issue bold forecasts that go against the trend. Mikhail et al. [1999] finds that earnings estimate
accuracy is negatively correlated with analyst turnover. Finally, recent research has highlighted
evidence of racial, gender and political biases towards out of group company CEOs [Jannati et al.,
2019].
Many investors use the consensus earnings estimate, or the simple average of estimates from analysts
at major institutions, as a reliable forecast of a company’s upcoming earnings. However, research
has shown that inversely weighting these individual analysts’ estimates based on their historical
forecasting errors results in a more accurate “adjusted” consensus estimate [Jha and Mozes, 2001,
Michaely et al., 2018]. While this is consistent with the finding that some analysts are more accurate
than others, only considering the total forecasting error does not disentangle the systematic bias
component of forecasting error from the unsystematic (or unpredictable) general error and does
account for different types of biases and asymmetries in forecast errors. We hypothesize that a model
which accounts for the systematic and asymmetric components of analyst estimate error will produce
more robust adjusted consensus earnings estimates.
1.1 Primary contribution
We propose a Bayesian latent variable model for analysts’ earnings estimate forecasting error and
show how it can be used to infer a robust adjusted consensus earnings estimate. In our model, we
assume there are latent subgroups of analysts such that analysts within each group demonstrate
similar systematic forecasting errors. We use historical analyst estimates of company earnings and
actual reported earnings to learn the parameters of this model. We then describe a procedure for
inverse inference to generate a robust consensus estimate of future earnings from individual analysts’
estimates. We believe robust earnings estimates benefit both investors, who require accurate forecasts
of company financials, and public companies, whose stock prices may be undervalued as a result of
some analysts’ incentive biases, conflicts of interest or for discriminatory reasons.
In the following sections, we describe the proposed Bayesian latent variable model and inverse
inference procedure to generate robust company earnings estimates. We compare the resulting robust
estimates to actual reported company earnings. We find that this approach produces estimates which
are more accurate than the consensus estimate and other adjusted consensus baselines.
2 Proposed Model for Robust Earnings Estimates
The specific financial quantity we focus on modeling the forecast error of is Earnings per Share
(EPS), as this most widely considered quantity when assessing the value of a public company. EPS
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is the ratio between company’s net income during a particular reporting period after subtracting
preferred dividends and the number of outstanding common shares of that company’s stock.
We assume that there exists a latent subgrouping of analysts such that within each group, we observe
similar EPS forecasting errors. We hypothesize that analysts’ estimates for changes in EPS (the
difference between the EPS forecast for the next period and the company’s reported EPS from the
previous period) are normally distributed around a linear function of the actual resulting change in
EPS with some heteroscedastic variance. Both the variance and the parameters of the linear function
are conditioned on the latent subgroup an analyst belongs to. In this setting, the distribution of
the forwards model, or the observed forecasting error process, can be written in closed form and
parameter learning can be carried out with a gradient-based method.
2.1 The Forwards Model
For a particular reporting period, we use Xi to represent the actual change in reported EPS from the
previous period, where i is an index over the set of companies, S, and ξi is an indicator of whether
the change in EPS is positive or negative.
Now, for each analyst indexed by j in the set of
analysts, A, we draw a categorical variable zj
conditioned on the parameters θj that determines
which one of the K latent subgroups analyst j
belongs to. Finally we draw a set of parameters wj
conditioned on the analyst subgroup that interact
with the true change in EPS Xi and ξi. We show
the model in plate notation in Figure 1 and give
the explicit steps in the process below:
1. For all j ∈ A, Draw zj |θj as,
zj |θj ∼ Discrete(SOFT-MAX(θj))
2. For all i ∈ S, Draw ξi|Xi as,
ξi = 1{Xi > 0}
3. For all i ∈ S and j ∈ A ,
Draw Xˆij |Xi, {zj}Aj=1{ωk}Kk=1 as
Xˆij |· ∼ N (αzj·Xi + βzj , σ2zj ) (1)
K
<latexit sha1_base64="qQMnvb8XIEx0lTFxXVL9hX3DKns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyBIC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48auk4VQybLBax6gRUo+ASm4YbgZ1EIY0Cge1gfDPz20+oNI/lg5kk6Ed0KHnIGTVWatz1yxW36s5BVomXkwrkqPfLX71BzNII pWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5odOyZlVBiSMlS1pyFz9PZHRSOtJFNjOiJqRXvZm4n9eNzXhtZ9xmaQGJVssClNBTExmX5MBV8iMmFhCmeL2VsJGVFFmbDYlG4K3/PIqaV1UPbfqNS4rtfs8jiKcwCmcgwdXUINbqEMTGCA8 wyu8OY/Oi/PufCxaC04+cwx/4Hz+AKWhjNs=</latexit><latexit sha1_base64="qQMnvb8XIEx0lTFxXVL9hX3DKns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyBIC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48auk4VQybLBax6gRUo+ASm4YbgZ1EIY0Cge1gfDPz20+oNI/lg5kk6Ed0KHnIGTVWatz1yxW36s5BVomXkwrkqPfLX71BzNII pWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5odOyZlVBiSMlS1pyFz9PZHRSOtJFNjOiJqRXvZm4n9eNzXhtZ9xmaQGJVssClNBTExmX5MBV8iMmFhCmeL2VsJGVFFmbDYlG4K3/PIqaV1UPbfqNS4rtfs8jiKcwCmcgwdXUINbqEMTGCA8 wyu8OY/Oi/PufCxaC04+cwx/4Hz+AKWhjNs=</latexit><latexit sha1_base64="qQMnvb8XIEx0lTFxXVL9hX3DKns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyBIC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48auk4VQybLBax6gRUo+ASm4YbgZ1EIY0Cge1gfDPz20+oNI/lg5kk6Ed0KHnIGTVWatz1yxW36s5BVomXkwrkqPfLX71BzNII pWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5odOyZlVBiSMlS1pyFz9PZHRSOtJFNjOiJqRXvZm4n9eNzXhtZ9xmaQGJVssClNBTExmX5MBV8iMmFhCmeL2VsJGVFFmbDYlG4K3/PIqaV1UPbfqNS4rtfs8jiKcwCmcgwdXUINbqEMTGCA8 wyu8OY/Oi/PufCxaC04+cwx/4Hz+AKWhjNs=</latexit><latexit sha1_base64="qQMnvb8XIEx0lTFxXVL9hX3DKns=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyBIC/YD2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48auk4VQybLBax6gRUo+ASm4YbgZ1EIY0Cge1gfDPz20+oNI/lg5kk6Ed0KHnIGTVWatz1yxW36s5BVomXkwrkqPfLX71BzNII pWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5odOyZlVBiSMlS1pyFz9PZHRSOtJFNjOiJqRXvZm4n9eNzXhtZ9xmaQGJVssClNBTExmX5MBV8iMmFhCmeL2VsJGVFFmbDYlG4K3/PIqaV1UPbfqNS4rtfs8jiKcwCmcgwdXUINbqEMTGCA8 wyu8OY/Oi/PufCxaC04+cwx/4Hz+AKWhjNs=</latexit>
A
<latexit sha1_base64="A5UD8hd96oeoP1bWhBnMDnp7B6Q=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPF iydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjZt+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldp/HUYQTOIVz8OAKanAHdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8flnmM0Q==</latexit><latexit sha1_base64="A5UD8hd96oeoP1bWhBnMDnp7B6Q=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPF iydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjZt+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldp/HUYQTOIVz8OAKanAHdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8flnmM0Q==</latexit><latexit sha1_base64="A5UD8hd96oeoP1bWhBnMDnp7B6Q=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPF iydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjZt+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldp/HUYQTOIVz8OAKanAHdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8flnmM0Q==</latexit><latexit sha1_base64="A5UD8hd96oeoP1bWhBnMDnp7B6Q=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPF iydpwX5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2d++wmV5rF8MJME/YgOJQ85o8ZKjZt+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldp/HUYQTOIVz8OAKanAHdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8flnmM0Q==</latexit>
S
<latexit sha1_base64="rIbi0nHQFzOkgzLPA2A1fQlq2Dc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iydp0X5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2Z++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpfHUYQTOIVz8OAKanALdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8fscGM4w==</latexit><latexit sha1_base64="rIbi0nHQFzOkgzLPA2A1fQlq2Dc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iydp0X5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2Z++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpfHUYQTOIVz8OAKanALdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8fscGM4w==</latexit><latexit sha1_base64="rIbi0nHQFzOkgzLPA2A1fQlq2Dc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iydp0X5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2Z++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpfHUYQTOIVz8OAKanALdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8fscGM4w==</latexit><latexit sha1_base64="rIbi0nHQFzOkgzLPA2A1fQlq2Dc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iydp0X5AG8pmO2nXbjZhdyOU0F/gxYMiXv1J3vw3btsctPXBwOO9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2Mb2Z++wmV5rF8MJME/YgOJQ85o8ZKjft+ueJW3TnIKvFyUoEc9X75qzeIWRqh NExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14lrYuq51a9xmWldpfHUYQTOIVz8OAKanALdWgCA4Rn eIU359F5cd6dj0VrwclnjuEPnM8fscGM4w==</latexit>
Xi
<latexit sha1_base64="fOb56WwoQDOqGf+0X1RziUQN 4a4=">AAACEXicbVDLSgNBEOyNr7i+oh69DAbBU9gVwRwDXjxGNA9IljA76SRDZnaXmVkhLPkET4J+izfx6hf4Kd6cJH swiQUNRVU33V1hIrg2nvftFDY2t7Z3irvu3v7B4VHp+KSp41QxbLBYxKodUo2CR9gw3AhsJwqpDAW2wvHtzG89odI8jh 7NJMFA0mHEB5xRY6WHdo/3SmWv4s1B1omfkzLkqPdKP91+zFKJkWGCat3xvcQEGVWGM4FTt5tqTCgb0yF2LI2oRB1k81 On5MIqfTKIla3IkLn6dyKjUuuJDG2npGakV72Z+J/XSc2gGmQ8SlKDEVssGqSCmJjM/iZ9rpAZMbGEMsXtrYSNqKLM2H SWtmhGBSoUS59koZy6rs3KX01mnTSvKr5X8e+vy7VqnloRzuAcLsGHG6jBHdShAQyG8Ayv8Oa8OO/Oh/O5aC04+cwpLM H5+gUiYJ2q</latexit><latexit sha1_base64="fOb56WwoQDOqGf+0X1RziUQN 4a4=">AAACEXicbVDLSgNBEOyNr7i+oh69DAbBU9gVwRwDXjxGNA9IljA76SRDZnaXmVkhLPkET4J+izfx6hf4Kd6cJH swiQUNRVU33V1hIrg2nvftFDY2t7Z3irvu3v7B4VHp+KSp41QxbLBYxKodUo2CR9gw3AhsJwqpDAW2wvHtzG89odI8jh 7NJMFA0mHEB5xRY6WHdo/3SmWv4s1B1omfkzLkqPdKP91+zFKJkWGCat3xvcQEGVWGM4FTt5tqTCgb0yF2LI2oRB1k81 On5MIqfTKIla3IkLn6dyKjUuuJDG2npGakV72Z+J/XSc2gGmQ8SlKDEVssGqSCmJjM/iZ9rpAZMbGEMsXtrYSNqKLM2H SWtmhGBSoUS59koZy6rs3KX01mnTSvKr5X8e+vy7VqnloRzuAcLsGHG6jBHdShAQyG8Ayv8Oa8OO/Oh/O5aC04+cwpLM H5+gUiYJ2q</latexit><latexit sha1_base64="fOb56WwoQDOqGf+0X1RziUQN 4a4=">AAACEXicbVDLSgNBEOyNr7i+oh69DAbBU9gVwRwDXjxGNA9IljA76SRDZnaXmVkhLPkET4J+izfx6hf4Kd6cJH swiQUNRVU33V1hIrg2nvftFDY2t7Z3irvu3v7B4VHp+KSp41QxbLBYxKodUo2CR9gw3AhsJwqpDAW2wvHtzG89odI8jh 7NJMFA0mHEB5xRY6WHdo/3SmWv4s1B1omfkzLkqPdKP91+zFKJkWGCat3xvcQEGVWGM4FTt5tqTCgb0yF2LI2oRB1k81 On5MIqfTKIla3IkLn6dyKjUuuJDG2npGakV72Z+J/XSc2gGmQ8SlKDEVssGqSCmJjM/iZ9rpAZMbGEMsXtrYSNqKLM2H SWtmhGBSoUS59koZy6rs3KX01mnTSvKr5X8e+vy7VqnloRzuAcLsGHG6jBHdShAQyG8Ayv8Oa8OO/Oh/O5aC04+cwpLM H5+gUiYJ2q</latexit><latexit sha1_base64="fOb56WwoQDOqGf+0X1RziUQN 4a4=">AAACEXicbVDLSgNBEOyNr7i+oh69DAbBU9gVwRwDXjxGNA9IljA76SRDZnaXmVkhLPkET4J+izfx6hf4Kd6cJH swiQUNRVU33V1hIrg2nvftFDY2t7Z3irvu3v7B4VHp+KSp41QxbLBYxKodUo2CR9gw3AhsJwqpDAW2wvHtzG89odI8jh 7NJMFA0mHEB5xRY6WHdo/3SmWv4s1B1omfkzLkqPdKP91+zFKJkWGCat3xvcQEGVWGM4FTt5tqTCgb0yF2LI2oRB1k81 On5MIqfTKIla3IkLn6dyKjUuuJDG2npGakV72Z+J/XSc2gGmQ8SlKDEVssGqSCmJjM/iZ9rpAZMbGEMsXtrYSNqKLM2H SWtmhGBSoUS59koZy6rs3KX01mnTSvKr5X8e+vy7VqnloRzuAcLsGHG6jBHdShAQyG8Ayv8Oa8OO/Oh/O5aC04+cwpLM H5+gUiYJ2q</latexit>
zj
<latexit sha1_base64="DO6iLR55sGe64RuGj/MDRTgemkY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyepaD+gDWWznbRrN5uwuxFq6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGV1O/9YhK81jem3GCfkQHkoecUWOlu6feQ69ccavuDGSZeDmpQI56r/zV7ccs jVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsvL5PmWdVzq97teaV2k8dRhCM4hlPw4AJqcA11aACD ATzDK7w5wnlx3p2PeWvByWcO4Q+czx9ovI3n</latexit><latexit sha1_base64="DO6iLR55sGe64RuGj/MDRTgemkY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyepaD+gDWWznbRrN5uwuxFq6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGV1O/9YhK81jem3GCfkQHkoecUWOlu6feQ69ccavuDGSZeDmpQI56r/zV7ccs jVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsvL5PmWdVzq97teaV2k8dRhCM4hlPw4AJqcA11aACD ATzDK7w5wnlx3p2PeWvByWcO4Q+czx9ovI3n</latexit><latexit sha1_base64="DO6iLR55sGe64RuGj/MDRTgemkY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyepaD+gDWWznbRrN5uwuxFq6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGV1O/9YhK81jem3GCfkQHkoecUWOlu6feQ69ccavuDGSZeDmpQI56r/zV7ccs jVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsvL5PmWdVzq97teaV2k8dRhCM4hlPw4AJqcA11aACD ATzDK7w5wnlx3p2PeWvByWcO4Q+czx9ovI3n</latexit><latexit sha1_base64="DO6iLR55sGe64RuGj/MDRTgemkY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPB iyepaD+gDWWznbRrN5uwuxFq6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrK6tbxQ3S1vbO7t75f2Dpo5TxbDBYhGrdkA1Ci6xYbgR2E4U0igQ2ApGV1O/9YhK81jem3GCfkQHkoecUWOlu6feQ69ccavuDGSZeDmpQI56r/zV7ccs jVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oScWKVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsvL5PmWdVzq97teaV2k8dRhCM4hlPw4AJqcA11aACD ATzDK7w5wnlx3p2PeWvByWcO4Q+czx9ovI3n</latexit>
✓j
<latexit sha1_base64="5Odhkdpszu8lTXlKnLFrW71klsU=">AAAB73icbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa8 eJIK9gPaUDbbSbt2s4m7E6GU/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTKUw5Hnfzsrq2vrGZmGruL2zu7dfOjhsmCTTHOs8kYluhcygFArrJEhiK9XI4lBiMxxeT/3mE2ojEnVPoxSDmPWViARnZKVWhwZIrPvQLZW9ijeDu0z8nJQhR61b+ur0 Ep7FqIhLZkzb91IKxkyT4BInxU5mMGV8yPrYtlSxGE0wnt07cU+t0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUtCH4iy8vk8Z5xfcq/t1FuXqbx1GAYziBM/DhEqpwAzWo AwcJz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwAndpAR</latexit><latexit sha1_base64="5Odhkdpszu8lTXlKnLFrW71klsU=">AAAB73icbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa8 eJIK9gPaUDbbSbt2s4m7E6GU/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTKUw5Hnfzsrq2vrGZmGruL2zu7dfOjhsmCTTHOs8kYluhcygFArrJEhiK9XI4lBiMxxeT/3mE2ojEnVPoxSDmPWViARnZKVWhwZIrPvQLZW9ijeDu0z8nJQhR61b+ur0 Ep7FqIhLZkzb91IKxkyT4BInxU5mMGV8yPrYtlSxGE0wnt07cU+t0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUtCH4iy8vk8Z5xfcq/t1FuXqbx1GAYziBM/DhEqpwAzWo AwcJz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwAndpAR</latexit><latexit sha1_base64="5Odhkdpszu8lTXlKnLFrW71klsU=">AAAB73icbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa8 eJIK9gPaUDbbSbt2s4m7E6GU/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTKUw5Hnfzsrq2vrGZmGruL2zu7dfOjhsmCTTHOs8kYluhcygFArrJEhiK9XI4lBiMxxeT/3mE2ojEnVPoxSDmPWViARnZKVWhwZIrPvQLZW9ijeDu0z8nJQhR61b+ur0 Ep7FqIhLZkzb91IKxkyT4BInxU5mMGV8yPrYtlSxGE0wnt07cU+t0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUtCH4iy8vk8Z5xfcq/t1FuXqbx1GAYziBM/DhEqpwAzWo AwcJz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwAndpAR</latexit><latexit sha1_base64="5Odhkdpszu8lTXlKnLFrW71klsU=">AAAB73icbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa8 eJIK9gPaUDbbSbt2s4m7E6GU/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTKUw5Hnfzsrq2vrGZmGruL2zu7dfOjhsmCTTHOs8kYluhcygFArrJEhiK9XI4lBiMxxeT/3mE2ojEnVPoxSDmPWViARnZKVWhwZIrPvQLZW9ijeDu0z8nJQhR61b+ur0 Ep7FqIhLZkzb91IKxkyT4BInxU5mMGV8yPrYtlSxGE0wnt07cU+t0nOjRNtS5M7U3xNjFhszikPbGTMamEVvKv7ntTOKroKxUGlGqPh8UZRJlxJ3+rzbExo5yZEljGthb3X5gGnGyUZUtCH4iy8vk8Z5xfcq/t1FuXqbx1GAYziBM/DhEqpwAzWo AwcJz/AKb86j8+K8Ox/z1hUnnzmCP3A+fwAndpAR</latexit>
↵k
<latexit sha1_base64="6fsASL5XNEqQ8PiFe1m1Lfc6nDM=">AAACFnicbVBNS8NAEN3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJPtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCcCjZxJbBpmOHZShSAiju1ofDfz20+oNEvko5mkGAoYShYzCsZKnR7wdAT9cb9S9Wv+HN46CQpSJQUa/cpP b5DQTKA0lIPW3cBPTZiDMoxynLq9TGMKdAxD7FoqQaAO8/m9U+/CKgMvTpQtaby5+nciB6H1RES2U4AZ6VVvJv7ndTMT34Y5k2lmUNLFojjjnkm82fPegCmkhk8sAaqYvdWjI1BAjY1oaYumwFEhX/okj8TUdW1WwWoy66R1VQv8WvBwXa03itTK 5Iyck0sSkBtSJ/ekQZqEEk6eySt5c16cd+fD+Vy0lpxi5pQswfn6BVcnoAA=</latexit><latexit sha1_base64="6fsASL5XNEqQ8PiFe1m1Lfc6nDM=">AAACFnicbVBNS8NAEN3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJPtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCcCjZxJbBpmOHZShSAiju1ofDfz20+oNEvko5mkGAoYShYzCsZKnR7wdAT9cb9S9Wv+HN46CQpSJQUa/cpP b5DQTKA0lIPW3cBPTZiDMoxynLq9TGMKdAxD7FoqQaAO8/m9U+/CKgMvTpQtaby5+nciB6H1RES2U4AZ6VVvJv7ndTMT34Y5k2lmUNLFojjjnkm82fPegCmkhk8sAaqYvdWjI1BAjY1oaYumwFEhX/okj8TUdW1WwWoy66R1VQv8WvBwXa03itTK 5Iyck0sSkBtSJ/ekQZqEEk6eySt5c16cd+fD+Vy0lpxi5pQswfn6BVcnoAA=</latexit><latexit sha1_base64="6fsASL5XNEqQ8PiFe1m1Lfc6nDM=">AAACFnicbVBNS8NAEN3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJPtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCcCjZxJbBpmOHZShSAiju1ofDfz20+oNEvko5mkGAoYShYzCsZKnR7wdAT9cb9S9Wv+HN46CQpSJQUa/cpP b5DQTKA0lIPW3cBPTZiDMoxynLq9TGMKdAxD7FoqQaAO8/m9U+/CKgMvTpQtaby5+nciB6H1RES2U4AZ6VVvJv7ndTMT34Y5k2lmUNLFojjjnkm82fPegCmkhk8sAaqYvdWjI1BAjY1oaYumwFEhX/okj8TUdW1WwWoy66R1VQv8WvBwXa03itTK 5Iyck0sSkBtSJ/ekQZqEEk6eySt5c16cd+fD+Vy0lpxi5pQswfn6BVcnoAA=</latexit><latexit sha1_base64="6fsASL5XNEqQ8PiFe1m1Lfc6nDM=">AAACFnicbVBNS8NAEN3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJPtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCcCjZxJbBpmOHZShSAiju1ofDfz20+oNEvko5mkGAoYShYzCsZKnR7wdAT9cb9S9Wv+HN46CQpSJQUa/cpP b5DQTKA0lIPW3cBPTZiDMoxynLq9TGMKdAxD7FoqQaAO8/m9U+/CKgMvTpQtaby5+nciB6H1RES2U4AZ6VVvJv7ndTMT34Y5k2lmUNLFojjjnkm82fPegCmkhk8sAaqYvdWjI1BAjY1oaYumwFEhX/okj8TUdW1WwWoy66R1VQv8WvBwXa03itTK 5Iyck0sSkBtSJ/ekQZqEEk6eySt5c16cd+fD+Vy0lpxi5pQswfn6BVcnoAA=</latexit>
 k
<latexit sha1_base64="CPtxDX5FxpjsLDmwmZhxb8EOqJE=">AAACFXicbVBNS8NAEN34WeNX1aOXxSJ4KokIeix4 EU8V7Ae0oUy2k3bpbhJ2N0IJ/RGeBP0t3sSrZ3+KN7dtDrb1wcDjvRlm5oWp4Np43reztr6xubVd2nF39/YPDstHx02dZIphgyUiUe0QNAoeY8NwI7CdKgQZCmyFo9up33pCpXkSP5pxioGEQcwjzsBYqdUN0UBv1CtXvKo3A10lfkEqpEC9V/7p 9hOWSYwNE6B1x/dSE+SgDGcCJ24305gCG8EAO5bGIFEH+ezcCT23Sp9GibIVGzpT/07kILUey9B2SjBDvexNxf+8TmaimyDncZoZjNl8UZQJahI6/Z32uUJmxNgSYIrbWykbggJmbEILWzQDgQrFwid5KCeua7Pyl5NZJc3Lqu9V/YerSu2+SK1E TskZuSA+uSY1ckfqpEEYGZFn8krenBfn3flwPueta04xc0IW4Hz9AnyJn4Y=</latexit><latexit sha1_base64="CPtxDX5FxpjsLDmwmZhxb8EOqJE=">AAACFXicbVBNS8NAEN34WeNX1aOXxSJ4KokIeix4 EU8V7Ae0oUy2k3bpbhJ2N0IJ/RGeBP0t3sSrZ3+KN7dtDrb1wcDjvRlm5oWp4Np43reztr6xubVd2nF39/YPDstHx02dZIphgyUiUe0QNAoeY8NwI7CdKgQZCmyFo9up33pCpXkSP5pxioGEQcwjzsBYqdUN0UBv1CtXvKo3A10lfkEqpEC9V/7p 9hOWSYwNE6B1x/dSE+SgDGcCJ24305gCG8EAO5bGIFEH+ezcCT23Sp9GibIVGzpT/07kILUey9B2SjBDvexNxf+8TmaimyDncZoZjNl8UZQJahI6/Z32uUJmxNgSYIrbWykbggJmbEILWzQDgQrFwid5KCeua7Pyl5NZJc3Lqu9V/YerSu2+SK1E TskZuSA+uSY1ckfqpEEYGZFn8krenBfn3flwPueta04xc0IW4Hz9AnyJn4Y=</latexit><latexit sha1_base64="CPtxDX5FxpjsLDmwmZhxb8EOqJE=">AAACFXicbVBNS8NAEN34WeNX1aOXxSJ4KokIeix4 EU8V7Ae0oUy2k3bpbhJ2N0IJ/RGeBP0t3sSrZ3+KN7dtDrb1wcDjvRlm5oWp4Np43reztr6xubVd2nF39/YPDstHx02dZIphgyUiUe0QNAoeY8NwI7CdKgQZCmyFo9up33pCpXkSP5pxioGEQcwjzsBYqdUN0UBv1CtXvKo3A10lfkEqpEC9V/7p 9hOWSYwNE6B1x/dSE+SgDGcCJ24305gCG8EAO5bGIFEH+ezcCT23Sp9GibIVGzpT/07kILUey9B2SjBDvexNxf+8TmaimyDncZoZjNl8UZQJahI6/Z32uUJmxNgSYIrbWykbggJmbEILWzQDgQrFwid5KCeua7Pyl5NZJc3Lqu9V/YerSu2+SK1E TskZuSA+uSY1ckfqpEEYGZFn8krenBfn3flwPueta04xc0IW4Hz9AnyJn4Y=</latexit><latexit sha1_base64="CPtxDX5FxpjsLDmwmZhxb8EOqJE=">AAACFXicbVBNS8NAEN34WeNX1aOXxSJ4KokIeix4 EU8V7Ae0oUy2k3bpbhJ2N0IJ/RGeBP0t3sSrZ3+KN7dtDrb1wcDjvRlm5oWp4Np43reztr6xubVd2nF39/YPDstHx02dZIphgyUiUe0QNAoeY8NwI7CdKgQZCmyFo9up33pCpXkSP5pxioGEQcwjzsBYqdUN0UBv1CtXvKo3A10lfkEqpEC9V/7p 9hOWSYwNE6B1x/dSE+SgDGcCJ24305gCG8EAO5bGIFEH+ezcCT23Sp9GibIVGzpT/07kILUey9B2SjBDvexNxf+8TmaimyDncZoZjNl8UZQJahI6/Z32uUJmxNgSYIrbWykbggJmbEILWzQDgQrFwid5KCeua7Pyl5NZJc3Lqu9V/YerSu2+SK1E TskZuSA+uSY1ckfqpEEYGZFn8krenBfn3flwPueta04xc0IW4Hz9AnyJn4Y=</latexit>
 k
<latexit sha1_base64="2ayv2h9phq/qEVnGKNGwpPlSG2Q=">AAACFnicbVBNS8NAEJ3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJvtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCciGjmT2DTMcOykComIOLaj8d3Mbz+h0iyRj2aSYijIULKYUWKs1OlpNhSkP+5Xqn7Nn8NbJ0FBqlCg0a/8 9AYJzQRKQznRuhv4qQlzogyjHKduL9OYEjomQ+xaKolAHebze6fehVUGXpwoW9J4c/XvRE6E1hMR2U5BzEivejPxP6+bmfg2zJlMM4OSLhbFGfdM4s2e9wZMITV8YgmhitlbPToiilBjI1raoinhqJAvfZJHYuq6NqtgNZl10rqqBX4teLiu1htF amU4g3O4hABuoA730IAmUODwDK/w5rw4786H87loLTnFzCkswfn6BWnIoAs=</latexit><latexit sha1_base64="2ayv2h9phq/qEVnGKNGwpPlSG2Q=">AAACFnicbVBNS8NAEJ3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJvtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCciGjmT2DTMcOykComIOLaj8d3Mbz+h0iyRj2aSYijIULKYUWKs1OlpNhSkP+5Xqn7Nn8NbJ0FBqlCg0a/8 9AYJzQRKQznRuhv4qQlzogyjHKduL9OYEjomQ+xaKolAHebze6fehVUGXpwoW9J4c/XvRE6E1hMR2U5BzEivejPxP6+bmfg2zJlMM4OSLhbFGfdM4s2e9wZMITV8YgmhitlbPToiilBjI1raoinhqJAvfZJHYuq6NqtgNZl10rqqBX4teLiu1htF amU4g3O4hABuoA730IAmUODwDK/w5rw4786H87loLTnFzCkswfn6BWnIoAs=</latexit><latexit sha1_base64="2ayv2h9phq/qEVnGKNGwpPlSG2Q=">AAACFnicbVBNS8NAEJ3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJvtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCciGjmT2DTMcOykComIOLaj8d3Mbz+h0iyRj2aSYijIULKYUWKs1OlpNhSkP+5Xqn7Nn8NbJ0FBqlCg0a/8 9AYJzQRKQznRuhv4qQlzogyjHKduL9OYEjomQ+xaKolAHebze6fehVUGXpwoW9J4c/XvRE6E1hMR2U5BzEivejPxP6+bmfg2zJlMM4OSLhbFGfdM4s2e9wZMITV8YgmhitlbPToiilBjI1raoinhqJAvfZJHYuq6NqtgNZl10rqqBX4teLiu1htF amU4g3O4hABuoA730IAmUODwDK/w5rw4786H87loLTnFzCkswfn6BWnIoAs=</latexit><latexit sha1_base64="2ayv2h9phq/qEVnGKNGwpPlSG2Q=">AAACFnicbVBNS8NAEJ3Urxq/qh69BIvgqSQi6LHg xWMF+wFtKJvtpF26uwm7G6GE/glPgv4Wb+LVqz/Fm9s2B9v6YODx3gwz86KUM218/9spbWxube+Ud929/YPDo8rxSUsnmaLYpAlPVCciGjmT2DTMcOykComIOLaj8d3Mbz+h0iyRj2aSYijIULKYUWKs1OlpNhSkP+5Xqn7Nn8NbJ0FBqlCg0a/8 9AYJzQRKQznRuhv4qQlzogyjHKduL9OYEjomQ+xaKolAHebze6fehVUGXpwoW9J4c/XvRE6E1hMR2U5BzEivejPxP6+bmfg2zJlMM4OSLhbFGfdM4s2e9wZMITV8YgmhitlbPToiilBjI1raoinhqJAvfZJHYuq6NqtgNZl10rqqBX4teLiu1htF amU4g3O4hABuoA730IAmUODwDK/w5rw4786H87loLTnFzCkswfn6BWnIoAs=</latexit>
Xˆij
<latexit sha1_base64="yE43T1yqEvURlGE1HNAFbvsK7ag=">A AACGnicbVBNS8NAEN3Urxq/qh69LBbBU0lEsMeCF48V7Ac0pWy2k3bt7ibsboQS8jc8CfpbvIlXL/4Ub27bHGzrg4HHezPMzAsTzrTxv G+ntLG5tb1T3nX39g8OjyrHJ20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJJ7czv/MESrNYPphpAn1BRpJFjBJjpSAYE5N180HGHvNBp erVvDnwOvELUkUFmoPKTzCMaSpAGsqJ1j3fS0w/I8owyiF3g1RDQuiEjKBnqSQCdD+b35zjC6sMcRQrW9Lgufp3IiNC66kIbacgZqxXv Zn4n9dLTVTvZ0wmqQFJF4uilGMT41kAeMgUUMOnlhCqmL0V0zFRhBob09IWTQkHBXzpkywUuevarPzVZNZJ+6rmezX//rraqBepldEZO keXyEc3qIHuUBO1EEUJekav6M15cd6dD+dz0VpyiplTtATn6xcg/aH3</latexit><latexit sha1_base64="yE43T1yqEvURlGE1HNAFbvsK7ag=">A AACGnicbVBNS8NAEN3Urxq/qh69LBbBU0lEsMeCF48V7Ac0pWy2k3bt7ibsboQS8jc8CfpbvIlXL/4Ub27bHGzrg4HHezPMzAsTzrTxv G+ntLG5tb1T3nX39g8OjyrHJ20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJJ7czv/MESrNYPphpAn1BRpJFjBJjpSAYE5N180HGHvNBp erVvDnwOvELUkUFmoPKTzCMaSpAGsqJ1j3fS0w/I8owyiF3g1RDQuiEjKBnqSQCdD+b35zjC6sMcRQrW9Lgufp3IiNC66kIbacgZqxXv Zn4n9dLTVTvZ0wmqQFJF4uilGMT41kAeMgUUMOnlhCqmL0V0zFRhBob09IWTQkHBXzpkywUuevarPzVZNZJ+6rmezX//rraqBepldEZO keXyEc3qIHuUBO1EEUJekav6M15cd6dD+dz0VpyiplTtATn6xcg/aH3</latexit><latexit sha1_base64="yE43T1yqEvURlGE1HNAFbvsK7ag=">A AACGnicbVBNS8NAEN3Urxq/qh69LBbBU0lEsMeCF48V7Ac0pWy2k3bt7ibsboQS8jc8CfpbvIlXL/4Ub27bHGzrg4HHezPMzAsTzrTxv G+ntLG5tb1T3nX39g8OjyrHJ20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJJ7czv/MESrNYPphpAn1BRpJFjBJjpSAYE5N180HGHvNBp erVvDnwOvELUkUFmoPKTzCMaSpAGsqJ1j3fS0w/I8owyiF3g1RDQuiEjKBnqSQCdD+b35zjC6sMcRQrW9Lgufp3IiNC66kIbacgZqxXv Zn4n9dLTVTvZ0wmqQFJF4uilGMT41kAeMgUUMOnlhCqmL0V0zFRhBob09IWTQkHBXzpkywUuevarPzVZNZJ+6rmezX//rraqBepldEZO keXyEc3qIHuUBO1EEUJekav6M15cd6dD+dz0VpyiplTtATn6xcg/aH3</latexit><latexit sha1_base64="yE43T1yqEvURlGE1HNAFbvsK7ag=">A AACGnicbVBNS8NAEN3Urxq/qh69LBbBU0lEsMeCF48V7Ac0pWy2k3bt7ibsboQS8jc8CfpbvIlXL/4Ub27bHGzrg4HHezPMzAsTzrTxv G+ntLG5tb1T3nX39g8OjyrHJ20dp4pCi8Y8Vt2QaOBMQssww6GbKCAi5NAJJ7czv/MESrNYPphpAn1BRpJFjBJjpSAYE5N180HGHvNBp erVvDnwOvELUkUFmoPKTzCMaSpAGsqJ1j3fS0w/I8owyiF3g1RDQuiEjKBnqSQCdD+b35zjC6sMcRQrW9Lgufp3IiNC66kIbacgZqxXv Zn4n9dLTVTvZ0wmqQFJF4uilGMT41kAeMgUUMOnlhCqmL0V0zFRhBob09IWTQkHBXzpkywUuevarPzVZNZJ+6rmezX//rraqBepldEZO keXyEc3qIHuUBO1EEUJekav6M15cd6dD+dz0VpyiplTtATn6xcg/aH3</latexit>
⇠i
<latexit sha1_base64="KOf0ydfchMbrfJTewKqgUtGxVBU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPBiyepYNpCG 8pmO2mXbjZhdyOW0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfjm5nffkSleSIfzCTFIKZDySPOqLGS33vifd6v1ty6OwdZJV5BalCg2a9+9QYJy2KUhgmqdddzUxPkVBnOBE4rvUx jStmYDrFrqaQx6iCfHzslZ1YZkChRtqQhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzETXQc5lmhmUbLEoygQxCZl9TgZcITNiYgllittbCRtRRZmx+VRsCN7yy6ukdVH33Lp3f1lr3BVxlOEETuEcPLiCBtxCE3xgwOEZXuHNkc6L8+58LFpLTjFzDH/gfP4A21uOvQ==</la texit><latexit sha1_base64="KOf0ydfchMbrfJTewKqgUtGxVBU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPBiyepYNpCG 8pmO2mXbjZhdyOW0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfjm5nffkSleSIfzCTFIKZDySPOqLGS33vifd6v1ty6OwdZJV5BalCg2a9+9QYJy2KUhgmqdddzUxPkVBnOBE4rvUx jStmYDrFrqaQx6iCfHzslZ1YZkChRtqQhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzETXQc5lmhmUbLEoygQxCZl9TgZcITNiYgllittbCRtRRZmx+VRsCN7yy6ukdVH33Lp3f1lr3BVxlOEETuEcPLiCBtxCE3xgwOEZXuHNkc6L8+58LFpLTjFzDH/gfP4A21uOvQ==</la texit><latexit sha1_base64="KOf0ydfchMbrfJTewKqgUtGxVBU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPBiyepYNpCG 8pmO2mXbjZhdyOW0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfjm5nffkSleSIfzCTFIKZDySPOqLGS33vifd6v1ty6OwdZJV5BalCg2a9+9QYJy2KUhgmqdddzUxPkVBnOBE4rvUx jStmYDrFrqaQx6iCfHzslZ1YZkChRtqQhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzETXQc5lmhmUbLEoygQxCZl9TgZcITNiYgllittbCRtRRZmx+VRsCN7yy6ukdVH33Lp3f1lr3BVxlOEETuEcPLiCBtxCE3xgwOEZXuHNkc6L8+58LFpLTjFzDH/gfP4A21uOvQ==</la texit><latexit sha1_base64="KOf0ydfchMbrfJTewKqgUtGxVBU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPBiyepYNpCG 8pmO2mXbjZhdyOW0N/gxYMiXv1B3vw3btsctPXBwOO9GWbmhang2rjut1NaW9/Y3CpvV3Z29/YPqodHLZ1kiqHPEpGoTkg1Ci7RN9wI7KQKaRwKbIfjm5nffkSleSIfzCTFIKZDySPOqLGS33vifd6v1ty6OwdZJV5BalCg2a9+9QYJy2KUhgmqdddzUxPkVBnOBE4rvUx jStmYDrFrqaQx6iCfHzslZ1YZkChRtqQhc/X3RE5jrSdxaDtjakZ62ZuJ/3ndzETXQc5lmhmUbLEoygQxCZl9TgZcITNiYgllittbCRtRRZmx+VRsCN7yy6ukdVH33Lp3f1lr3BVxlOEETuEcPLiCBtxCE3xgwOEZXuHNkc6L8+58LFpLTjFzDH/gfP4A21uOvQ==</la texit>
Figure 1: The model in plate notation. A, S,
and K, represent the analysts, companies, and
latent subgroups. Xi is the actual change in
EPS for company i between reporting periods
and Xˆij is analyst j’s estimated change.
2.2 Parameter Learning
To learn the parameters Θ of the model from observed analyst estimates and actual reported EPS data
D, we want to maximize the likelihood, P (D|Θ), which we can write as follows:
P (D|Θ) = P ({{Xˆij}|A|j=1}|S|i=1, {Xi, ξi}|S|i=1|{θj}|A|j=1, {αk, βk, σk}Kk=1)
=
|S|∏
i=1
|A|∏
j=1
K∑
k=1
Pk(Xˆij |Xi, ξi, zj)P (zj |θj) (Here, Pk is as in Eq. 1)
logP (D|Θ) =
|S|∑
i=1
|A|∑
j=1
log
K∑
k=1
Pk(Xˆij |Xi, ξi, zj)P (zj |θj)
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logP (D|Θ) =
|S|∑
i=1
|A|∑
j=1
logEzj |θj
[
Pk(Xˆij |Xi, ξi, zj)
]
≥
|S|∑
i=1
|A|∑
j=1
Ezj |θj
[
logPk(Xˆij |Xi, ξi, zj)
]
(From Jensen’s Inequality)
, ELBO(Θ;D)
Here, ELBO(Θ;D) is the Evidence Lower Bound, which is commonly used when carrying out
Variational Inference with Graphical Models [Blei et al., 2017]. In the vernacular of Variational
Inference, our approximating distribution, q(Z) of the True Posterior is the posterior distribution of
Z given θ, p(Zi|θi).
2.3 Optimization
For parameter learning we utilize the popular First Order optimizer Adam [Kingma and Ba, 2015],
which has a learning rate of 1× 10−4. We do not perform any minibatching and stop optimization as
soon as we overfit the validation set.
The ELBO as defined in the previous section is explicitly optimized in the following form:
ELBO(θ;D) = −
|S|∑
i=1
|A|∑
j=1
K∑
k=1
SOFT-MAX(k)(θj) ·
( ||(α(ξi)k · Xˆij + β(ξi)k )−Xi||22
σk
)
2.4 Identification
For purposes of identification and to ensure convergence to a good local minimum, we fix the hyper
parameters corresponding to the latent group K = 1 as α = 1 and β = 0. Thus, the semantic
interpretation of this latent group is that estimates from this group are accurate and unbiased.
2.5 Parameter Initialization
For all subgroups K 6= 1, we initialize αk and βk using the coefficient of Ridge regression estimates
by regressing the estimates {{Xˆij}|A|j=1}Ni=1 on the corresponding set of changes in actual EPS
{Xi}Ni=1. We further set the initial variance of each latent group σ2k to 1.0. We observe that in
practice using these initial values leads to better convergence.
3 Inverse Inference for Generating Robust Estimates
At test time, we want to infer a robust estimate for change in EPS from the analysts’ estimatesXij and
the learned model parameters Θ. For a company i, this is equivalent of inferring P (xi|{xˆij}|A|j=1,Θ).
In our formulation, inference at test time is harder than parameter learning. This is primarily because
the posterior over the latent variables is intractable. We can, however, express the conditional
distributions of each variable in closed form, which allows us to use Gibbs Sampling, a Markov
Chain Monte Carlo technique that allows inference by sampling from the conditional distributions, to
overcome this challenge. Sampling from the full conditionals is easy for all of the variables except
the changes in EPS actuals Xi. Proposition 1 gives the posterior distribution of Xi given the analyst
estimates, {Xˆij}|A|j=1, and model parameters, {αk, βk, σk}Kk=1, in closed form to allow sampling.
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Proposition 1 Under the DAG model assumptions in Figure 1, the Posterior Distribution of Xi
conditioned on its Markov Blanket, or set of variable such that Xi is conditionally independent of all
other variables in the model, is given as
Xi|[˜X], {zj}|A|j=1 ∼ Multivariate-Normal
(
[µ] , [Σ]
)
where,
[Σ] =
(
σ0 + [α]
>[α]
)−1
, [µ] = [Σ]([α]> [˜X])
and, [˜X] =

Xˆi0−βz0
Xˆi1−βz1
...
Xˆi|A|−βz|A|
 , [α] =
 αz0αz1...
αz|A|
 , [σ2] =

σ2z0
σ2z1
. . .
σ2z|A|

Proof Sketch.
The Proof of the following proposition, involves adding a weak conjugate prior on Xi ∼ N (0, σ0).
Now,
Xˆij |Xi, zj ∼ N (αzj·Xi + βzj , σ2zj )
Xˆij − βzj |Xi, zj ∼ N (αzj·Xi , σ2zj )
{Xˆij − βzj}|A|j=1|Xi, {zj}|A|j=1 ∼
|A|∏
j=1
N (αzj·Xi , σ2zj )
Rewriting in matrix form, we get
[˜X]|Xi, {zj}|A|j=1 ∼ Multivariate-Normal
(
X>i [α] , [σ
2]
)
(2)
Now, from Equation 2 and the result in Cepeda and Gamerman [2000, 2005] pertaining to Bayesian
Linear Regressions under Heteroscedasticity, we arrive at the posterior. 
Algorithm 1 provides the steps in the Gibbs sampling procedure for inverse inference of Xi by
sampling from the full posterior conditionals.
Algorithm 1: Gibb’s Sampler for P ({Xi, ξi}|S|i=1|·)
Input: {{Xˆij}|S|i=1}|A|j=1, {αk, βk, σk}Kk=1, {θj}|A|j=1
Initialize:
for i← 1 to |S| do
X
(0)
i =
1
|A|
∑
j Xˆij ; (Consensus Estimate)
ξ
(0)
i = 1{X(0)i > 0};
end
for n← 1 to N do
for j ← 1 to A do
z
(n)
j ∼ Discrete(SOFT-MAX(θj));
end
for i← 1 to S do
X
(n)
i ∼ Pposterior(X(n)i |{z(n)j }|A|j=1, ξ(n)i , {αk, βk, σk}Kk=1); (As in Prop. 1)
ξ
(n)
i = 1{X(n)i > 0};
end
end
Output: {X(0)i , X(1)i , · · · , X(1)i }
We evaluate this procedure using historical EPS estimates and actuals in the next section.
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4 Experiments
We evaluate the ability of our model and inverse inference procedure to generate robust consensus
estimates by first learning parameters from historical EPS estimates and actuals and then carrying out
inverse inference to predict changes in EPS actuals Xi from test data estimates Xij . We compare
these estimates using our approach, which we refer to as Latent Bayesian Averaging (LBA), to the
simple consensus estimates and other reference baselines, which we describe below.
4.1 Reference Baselines
We consider the following reference baselines to benchmark our approach:
No Adjustment (NA): The estimate of Xi is the simple consensus estimate, or average of all of the
analysts’ estimates {Xˆij}|A|j=1.
Xˆi =
1
|A|
|A|∑
j=1
Xˆij
Weighted Adjustment (WA): Instead of averaging over the estimates, {Xˆij}|A|j=1 naively, we perform
a weighted averaging such that wj ∝ 1errorj , i.e. the weight given to an analyst’s estimate is inversely
proportional to the analyst’s historical forecast accuracy.
Xˆi =
1
|A|
|A|∑
j=1
wj · Xˆij
Regression Adjustment (RA): We regress the set of true values, {X}Ni=1 against the corresponding
estimates, {Xˆ}|A|a=1. At test time, we perform the learnt regression on {Xˆ}|A|a=1 to get adjusted
estimates for X . The final estimate is the average of the adjusted estimates.
We consider two different regression functions, a parametric ridge regression RA-Ridge and a
non-parametric regression consisting of an Random Forest of Decision Trees RA-Ensemble.
Xˆi =
1
|A|
|A|∑
j=1
f(Xˆij , θ)
where f(.) is the learnt regression function.
Bayesian Regression Adjustment (BA) : Instead of regressing the actual Xi on the estimates,
{Xˆij}|A|j=1. We first learn a regression of {Xˆij}|A|j=1 on the actuals Xi with a linear link function
f(β>Xi). At test time we condition on β and place a weak conjugate prior on Xi. The final adjusted
estimate ofXi is then recovered as the expectation ofXi under the posterior conditioned on {Xˆij}|A|j=1
and β.
Xˆi = EXi∼p(.|{Xˆij}|A|j=1,β)[Xi]
Note that Bayesian Regression Adjustment is equivalent to our model when the number of latent
groups K = 1.
4.2 Dataset
We use the Thompson Reuters’ Institutional Brokers Estimate System (I/B/E/S) Dataset which
records estimated earnings forecasts of different analysts for different companies and upcoming
periods across multiple time horizons. For our experiments we look at a smaller subset of the I/B/E/S
data consisting of the top 200 companies followed by the most analysts over a 19 year period from
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January 1st, 2000 to January 1st, 2019. We consider forecasts at the horizons of the next Fiscal Year
(FY1) and Second Fiscal Year (FY2). Some analysts have multiple revisions during this period. We
only consider a revision if it was recorded at least 6 months (or 12 months) before the forecast period
end date for the next Fiscal Year (Second Fiscal Year). We use the data from January 1st, 2000 to
January 1st, 2012 for training, data from January 1st, 2012 to January 1st, 2014 for validation and data
from January 1st, 2014 to January 1st, 2019 for testing.
5 Results
We consider the difference between the actual reported change in EPS and forecasted change using
our method and each of the reference baselines. We report the micro averaged Root Mean Squared
Error (RMSE), the Mean absolute Error (MAE) and the Coefficient of Determination (R2) across all
companies for Fiscal Year 1 in Table 1 and Fiscal Year 2 in Table 2. We also report the 95%-CI which
we generate by bootstrapping the inferred results for the test data points 1000 times. For completeness,
we also report the RMSE and MAE values Macro Averaged over the individual companies.
MACRO AVERAGE MICRO AVERAGE
MODEL RMSE MAE RMSE MAE R2
NA 0.4872± 0.001 0.4104± 0.001 0.7076± 0.001 0.4093± 0.001 0.7722± 0.002
WA 0.5062± 0.001 0.4271± 0.001 0.7287± 0.001 0.4252± 0.001 0.7620± 0.002
RA 0.5044± 0.001 0.4286± 0.001 0.7257± 0.001 0.4277± 0.001 0.7647± 0.001
BA 0.9940± 0.002 0.8536± 0.002 1.5714± 0.005 0.8432± 0.001 ∗
LBA 0.4809± 0.001 0.4039± 0.001 0.6980± 0.001 0.4029± 0.001 0.7809± 0.002
Table 1: Results on the Fiscal Year 1 (FY1) Year Estimates
MACRO AVERAGE MICRO AVERAGE
MODEL RMSE MAE RMSE MAE R2
NA 1.0150± 0.002 0.8620± 0.002 1.6251± 0.005 0.8553± 0.001 0.4658± 0.002
WA 1.0140± 0.002 0.8595± 0.002 1.6246± 0.005 0.8513± 0.001 0.4696± 0.002
RA 1.0920± 0.002 0.9377± 0.002 1.7267± 0.005 0.9309± 0.002 0.3986± 0.002
BA 1.2831± 0.002 1.1206± 0.002 1.7698± 0.004 1.1098± 0.001 *
LBA 1.0055± 0.002 0.8494± 0.002 1.5877± 0.005 0.8386± 0.001 0.4837± 0.002
Table 2: Results on the Fiscal Year 2 (FY2) Year Estimates
From the results in Tables 1 and 2, it is evident that analysts are reasonably accurate in their predictions
of future earnings, as evidenced by the low RMSE for the unadjusted consensus estimates (NA).
However, as expected, we see that analysts tend to err more as the forecast horizon is increased, as is
evident from the higher FY2 errors. Although Weighted Averaging (WA) reduces errors in the FY2
consensus estimates, this benefit is not significant given the large confidence intervals around the
results. Interestingly, we observed that Regression Adjustment (RA) reduced the consensus error
by a large margin on the training dataset, but had worse performance on the test set. This was true
for both Parametric Ridge Regression and Non-Parametric Random Forest Regression, suggesting
that these models have a large tendency to overfit. Furthermore, amongst all the proposed baselines,
Bayesian Adjustment BA has the highest errors (we do not report the R2 for BA for this reason). We
hypothesize that this is because Bayesian Adjustment does not allow for the flexibility of discovering
analysts who are unbiased. In contrast, our proposed Latent Bayesian Adjustment (LBA) reduces
forecast error across all reported metrics for both FY1 and FY2 and the reductions are significant in
each case, demonstrating its effectiveness as an improved consensus model.
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6 Discussion and Future Work
Biases and systematic errors in earnings forecasts can negatively impact both investors and public
companies. Accurate, unbiased consensus earnings are important to investors to understand the
financial health of companies and value of their stock so they can make well-informed investment
decisions. Similarly, if analysts’ estimates are affected by behavioral, incentive-based or discrimina-
tory biases, this may result in companies’ stocks being undervalued. We proposed a Bayesian latent
variable model and inverse inference procedure that we demonstrated produces estimates which are
more robust than consensus estimates as well as other adjusted baselines.
There are a number of possible directions to pursue to further improve the model. Research has
shown that analysts whose buy and sell recommendations are more profitable also produce more
accurate estimates [Loh and Mianc, 2006]. Adding analysts’ recommendations to the model might
result in more robust identification of latent subgroups and more accurate estimates. Additionally,
while our model incorporates the asymmetry in systematic errors for profit-making and loss-making
companies, it does not incorporate other specific biases and asymmetries that have been identified,
such as effects for different types of companies, investment banking relationships and discriminatory
out of group effects. Additional data identifying some of these attributes for individual analysts and
companies could further improve the model and make it more robust to these types of forecasting
errors. Furthermore, the model we proposed is linear. Given the observed asymmetries in analysts’
systematic forecasting errors, a nonlinear model might further improve the estimation procedure.
While the focus of this paper is generating robust consensus earnings estimates, we note that the
proposed model is applicable to any other problem where we have a quantity that is measured by
multiple instruments or individuals, which may be subject to machine error or human subjectivity.
There are many other close applications in finance and economics, such as GDP and unemployment
forecasting, where this model may prove to be more robust than existing approaches. It might also
prove useful in more distant applications like elections forecasting or combining sensor readings.
Disclaimer
This paper was prepared for information purposes by the AI Research Group of JPMorgan Chase &
Co and its affiliates (“J.P. Morgan”), and is not a product of the Research Department of J.P. Morgan.
J.P. Morgan makes no explicit or implied representation and warranty and accepts no liability, for
the completeness, accuracy or reliability of information, or the legal, compliance, financial, tax or
accounting effects of matters contained herein. This document is not intended as investment research
or investment advice, or a recommendation, offer or solicitation for the purchase or sale of any
security, financial instrument, financial product or service, or to be used in any way for evaluating the
merits of participating in any transaction.
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