Abstract. Suppose that H is a finite dimensional discrete quantum group and K is a Hilbert space. This paper shows that if there exists an action γ of H on L(K) so that L(K) is a modular algebra and the inner product on K is H-invariant, then there is a unique C*-representation θ of H on K supplemented by the γ.
Preliminaries
This paper presents a duality theory between a finite dimensional discrete quantum group and its fix-point subalgebra of an operator algebra L(K) where K is a Hilbert space.
As we have known, if G is a finite group with a unit e and A is the algebra of functions from G to C with pointwise operation, then A can be made into a Hopf algebra if we define comultiplication, counit and antipode by (∆ (f )) (s, t) = f (st) , ε(f ) = f (e) , (Sf ) (t) = f t −1 ,
where f ∈ A and s, t ∈ G. We have ∆ (A) ⊆ A ⊗ A if we identify A ⊗ A with functions on G × G. However this is no longer possible if G is infinite since the range of ∆ is no longer in A ⊗ A. This leads to the concept of a multiplier Hopf algebra [3] , which is the generalized notion of a Hopf algebra such that the above example, with an infinite group, is exactly a multiplier Hopf algebra. A discrete quantum group [4] , which was studied first as duals of compact quantum matrix groups, is a multiplier Hopf * -algebra (A, ∆) where the algebra A is a direct sum of full matrix algebras over C with the natural involution. This paper proves that if H is a finite dimensional discrete quantum group and L(K) is an Hmodular algebra where K is a Hilbert space with an H-invariant inner product and L(K) is the algebra of linear bounded operators, then there is a duality between H and its fix-point subalgebra of L(K).
In fact, this duality property has its inherent physics meaning. Suppose that G is a finite group. The G-spin models can provide the simplest examples of lattice field theories exhibiting quantum symmetry. In general, the G-spin models with an Abelian group G, are known to have a symmetry group G × G, where G denotes the Pontryagin dual of G (the group of characters of G). If G is non-Abelian, the Pontryagin dual G loses its meaning and the models have a symmetry of a double algebra D(G) [14] , which is an algebra defined as the crossed product of C(G) and CG with the adjoint action of the latter on the former ( [2] , [5] ). In detail, letting F be the field algebra of a G-spin model [14] , there is a natural action of D(G) on F so that F becomes a D(G)-modular algebra. Then the C*-algebra A, which is a D(G)-invariant subalgebra of F , is obtained. When an irreducible representation, associated to a D(G)-invariant state, π of F is given, there emerges a realization of D(G) so that D(G) and π (A) are exactly the commutants of each other. It is easy to see that the double algebra D(G) of G is a discrete quantum group, and this example fits into the scheme.
Besides the duality theory in G-spin models, there are many duality results; for example, the Schur-Weyl duality between the symmetric group and the general linear group ( [6] , [15] ), the Jimbo-Schur-Weyl duality between the quantum group of type A and Hecke ( [7] , [8] ), and so on, fit into this scheme. As an application of the duality theorem, not using the highest weight representation of the general linear group anymore, we give a new proof of the classical Schur-Weyl duality of type A. Notice that the discrete quantum group in this paper is finite dimensional. As to the infinite dimensional case, it is under consideration now.
All algebras in this paper will be *-algebras over the complex field C. For general results on Hopf algebras one can refer to the books of Abe [1] and Sweedler [13] . We shall use their notation; so we shall use m, ∆, ε and S for the multiplication, the comultiplication, the counit and the antipode respectively. Also we shall adopt the summation convention, which is standard in Hopf algebra theory: (2) and so on. The formula m • (id ⊗ S) • (a) = ε (a) 1 can be written, for example, as
2. Construction of a C*-algebra related to a finite dimensional discrete quantum group
Let us recall the definition of a discrete quantum group.
Definition 2.1 ([3], [4]).
A discrete quantum group is a pair (A, ∆) where A is a direct sum of full matrix algebras with the natural * -structure and ∆ is a comultiplication on A making A into a multiplier Hopf * -algebra.
The discrete quantum group was studied first as a dual of a compact quantum matrix group [12] . It is clear that if G is a finite group, the group algebra CG and the double algebra D(G) of G are both discrete quantum groups.
In this paper, let H be a finite dimensional discrete quantum group. One can suppose that H = α∈I ⊕A α where I is a finite index set and A α are full matrix algebras. There is a unique C * -norm in H so that it becomes a C * -algebra. Also [4] is a general involutive Hopf algebra (i.e. H is a Hopf algebra and S 2 = id) since it has a unit 1 and a unique element z (call it an integral) satisfying z = z * = z 2 , ε (z) = 1 and ∀h ∈ H,
Without loss of generality, one can suppose that
Proof. Using Proposition 4.3 of [4] , the lemma is clear.
Definition 2.2.
Suppose that A is an algebra. We call A an H-modular algebra if there is a linear action γ of H on A so that
and that
In the following, suppose that K is a Hilbert space and L(K), the algebra of all linear bounded operators, is an H-modular algebra. Also, by γ a (a ∈ A) we denote the mapping γ (a) .
Then A is a nonzero *-algebra.
then A is closed under the * -operation. Now it suffices to prove that A is an algebra.
Remark 2.1. It is easy to see that
In other words, A is an H-invariant subalgebra of L(K).
Theorem 2.3. A is a C*-algebra.
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The proof involves several steps, which are of interest in their own right.
Lemma 2.4 ([10]).
Suppose that A is a C * -algebra with a unit 1. If there exists a positive linear map P : A → A satisfying P (1) = 1 and for ∀a,
Since the sum of positive elements is also a positive element, γ z (GG * ) is a positive operator and thus γ z is a positive linear map.
2) (bi-modular property)
Thus γ z is a conditional expectation since γ z (1) = 1 is clear. By Lemma 2.4, γ z is a projection of norm one from L(K) onto A.
Now we give the proof of Theorem 2.3.
Proof. In order to prove that A is a C * -algebra, it suffices to prove A is closed under the operator norm topology. Indeed, suppose that ∃x n ∈ A: lim n→∞ x n = x, i.e.
x ∈ A, the norm closure of A in L(K). Since γ z is a bounded projection,
That is to say, x = γ z (x) ∈ A, and A is completed under the C * -norm. Therefore A is a C * -algebra.
The duality between A and H
This section will build a duality between A and H on the Hilbert space K.
Then there exists a unique
Since H is involutive, i.e. S 2 = id, by [9] , for all h ∈ H,
where 1 denotes the unit of H. Then ∀P, T ∈ L(K) and a ∈ H,
where for x ∈ C, x means the complex conjugate of x. We therefore have
and have γ a (T )Ω = 0 if T Ω = 0. Thus ∀a ∈ H the linear map
By the principle of uniform boundedness, lim n→∞ γ a (T n ) Ω = γ a (T ) Ω. Thus θ (a) is continuous.
2
) The representation θ : H → L(K) has properties (3.2) and (3.3). Indeed, (3.3) is clear. As to (3.2), ∀T, G ∈ L(K),
(a) θ(a (1) )T θ(S(a (2) ))(GΩ) = (a) θ(a (1) )T γ S(a (2) ) (G)Ω (by (3.8)) = (a) γ a (1) (T γ S(a (2) ) (G))Ω (by (3.8)) = (a) γ a (1) (T )γ a (2) S(a (3) ) (G)Ω (by (2.3)) = (a) γ a (1) (T )γ ε(a (2) )1 (G)Ω = (a) γ a (1) ε(a (2) ) (T )(GΩ) = γ a (T )(GΩ). Thus ∀a ∈ H, T ∈ L(K), (a) θ a (1) T θ Sa (2) = γ a (T ) .
3) (Uniqueness) If there exists another
C * -homomorphism θ : H → L(K) with properties (3.2) and (3.3), then ∀T ∈ L(K), θ(a)(T Ω) = γ a (T )Ω = (a) θ a (1) T θ Sa (2) Ω = (a) θ a (1) T ε(S(a (2) ))Ω = (a) θ a (1) T ε(a (2) )Ω = (a) θ ε(a (2) )a (1) (T Ω) = θ (a)(T Ω).
This means ∀a ∈ H, θ (a) = θ(a).
Thus θ = θ and we complete the proof.
Using the mapping θ, we can build our main result, which states that there is a duality between H and A.
Theorem 3.2. Assumptions and notation as in Proposition
3.1. Then, (3.9) θ(H) = A; θ(H) = A ,
where the prime denotes the commutant in L(K).
we have θ(a)P = P θ (a) . This implies that θ(H)A = Aθ (H) and that
where the bar means the weak closure. On the other hand, supposing that P ∈ θ(H) , i.e. θ(a)P = P θ (a) (∀a ∈ H), we have
Thus by (2.7), P ∈ A and θ(H) ⊆ A. Therefore θ(H) = A and θ(H)
, the second equality of Theorem 3.2 is clear. Furthermore, assume that F is a C*-algebra and that there is a continuous action γ of H on F so that F becomes an H-module algebra.
Corollary 3.3. Suppose that π is an irreducible representation of F on a Hilbert space K = (π(F )Ω)
− with a vacuum vector Ω giving rise to an H-invariant state on K : ∀a ∈ H, G ∈ F,
and satisfies the equalities
The proof is similar to that of Theorem 3.2 and we omit it here.
Examples related to the symmetric group
This section gives an application of Theorem 3.2. Let S m be the symmetric group on the set {1, 2, · · · , m} and CS m the group algebra of S m . Then CS m is a finite discrete quantum group with g * = g −1 and a unique integral z =
Such an action can be extended linearly to CS m and denoted by γ too. Clearly under the action γ, End((C n ) ⊗m ) is a CS m -modular algebra. Denote γ z (End(C n ) ⊗m ) by A. By Theorem 3.2, A = (ρ (S m )) . On the other hand, let GL(n) be the general linear group of order n, and let π be the natural representation of the group GL(n) on the space C n . Clearly π (GL(n)) is the set of all invertible operators in End (C n ) and π can be extended to a representation π of the group GL(n) on the space (C n ) ⊗m : ∀g ∈ GL(n),
In this section we will prove A = π (GLn)) , the algebra generated by the set {π (g) : g ∈ GL(n)}. Namely, we will give a new proof of the well-known classical Schur-Weyl duality of type A. In the following, by
Therefore,
and π (GLn)) ⊆ A.
Lemma 4.2. Suppose that
Proof. Similar to the proof of Lemma 4.1, one can see ∀σ ∈ S m ,
Now by a tedious but very straightforward calculation, the result is clear.
Proof. We need only to prove A ⊆ π (GLn)) . To show this, it suffices to show that ∀T i ∈ End (C n ) (1 ≤ i ≤ n) , γ z (T 1 ⊗ T 2 ⊗ · · · ⊗ T m ) ∈ π (GLn)) . By [11] , ∀T ∈ End (C n ), T can be represented as 
Using Lemma 4.2, one can see that
Therefore π (GLn)) = A and we complete the proof. 
