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Abstract
This thesis investigates the problem of producing perceptually realistic facial animation of expres­
sions and speech. It spans several different areas of work, from capture and representation of facial 
dynamics through to analysis and synthesis of expressive 3D animation sequences. For this pur­
pose, a database of 3D facial scans was collected from 16 subjects each performing 7 expressions. 
Ekman’s set of 6 cross-culturally recognised emotions and a neutral emotion were used. Several 
representations of facial expressions are compared: morphable model, its extension to tensor space 
and so on. A multilinear tensor-based morphable model is a powerful tool as it permits to inde­
pendently control identity and expression. However, its high computational cost and non-intuitive 
set of parameters have motivated us to opt for a standard 3D morphable modelling approach.
We propose a novel algorithm for mapping between motion capture data, projected to spatially 
low resolution (19 markers) 3D model space, and spatially high resolution (3300 vertices and 
colour texture) 3D morphable model space. This radial basis function based mapping preserves 
the temporal characteristics of motion capture data and the level of detail of high resolution 3D 
scans. The single-subject model is extended to animate other subjects based on a single 3D scan 
or a photograph. An additional model is needed to represent the variation between individual 
expression styles.
The relation between audio and visual features is analysed based on a 4D dataset of expres­
sive speech. The dataset consists of 3D scans of a single subject, recorded at 60 Hz, and a 
synchronised audio at 44.1 kHz. The speech corpus contains 235 phonetically balanced expressive 
English sentences, recorded in 6 emotions and neutral. Audio features consist of fundamental 
frequency FO, duration, energy and Mel-frequency cepstral coefficients. Face was separated into 
overlapping facial regions. Visual signal was then used to compute temporal visual features for 
each facial region. We concentrate on the upper face region due to its high expressive content and 
lesser contamination by articulation. Phoneme, word and sentence level audio-visual analysis is 
performed within each emotional category and among all emotional categories. Although, initial 
results show a promising connection between dynamics of audio and visual features for some emo­
tions, significant intra-class variation exists for the others. Results demonstrate that dynamics and 
intensity of expressive content within and across sentences are highly influenced by their linguistic 
content. This work shows that the effect of temporal variation of expressive content is statistically 
significant and should be taken into account in visual speech synthesis. Further investigation is 
necessary with a more controlled setup.
This thesis provides the foundation for further research towards the understanding of the con­
nection between expressive content and visual dynamics during speech and achieving perceptually 
realistic animation of a talking head.
K ey  w ords: Morphable Models, Principal Component Analysis, Facial Animation
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Chapter 1
Introduction
His face bespoke his soul. (Voltaire)
Within the domain of computer generated character animation, facial animation has its special 
place. It is directly linked to the perceived naturalness of the character and its emotive impact on 
audience. Believable facial animation remains a particularly challenging task because the human 
observer is highly sensitive to the slightest nuances of facial performance.
In recent years, realistic computer generated animated characters have become a widespread phe­
nomenon throughout all types of visual media. The computer game industry and film production 
rely more and more on three-dimensional (3D) content. Moreover, there is a need for realistic 
virtual doubles as social agents. They provide the means for more natural computer-machine 
interface. The late 1990s and early 2000s have seen some key developments in high-fidelity face 
capture and rendering in the film industry. Landmark films, such as. The Lord of the Rings 
(New Line Cinema, 2002), The Matrix Reloaded (Warner Brothers, 2003), The Polar Express 
(Castle Rock Entertainment, 2004), Monster House (Sony Pictures 2006), Beowulf (Paramount 
Pictures, 2007), The Curious Case of Benjamin Button (Warner Brothers Pictures et al, 2008), 
Avatar (Twentieth Century Fox, 2009) have set a high threshold for quality of facial animation. 
All these films rely heavily on performance-based animation techniques, where the data, recorded 
from the actors, drives animated characters. Performance-based animation may use interactive 
input devices, for example, remote facial animation controllers, waldos, data gloves, or active or 
passive motion capture systems. Moreover, the feature points, tracked in 2D or 3D with or without 
markers, are often used to generate an equivalent of motion capture data. In facial animation.
motion capture can be used to directly drive the animation [55]. The multitude of data-driven 
methods are described in great detail in [44]. For instance, Polar Express and Beowulf films used 
marker-based face motion capture to drive facial expressions of several different characters. Avatar 
relies on painted visual markers. Alternatively, markerless face tracking was applied in The Curi­
ous Case of Benjamin Button and in the Matrix sequel.
In spite of the recent advances in modeling of human characters and 3D data capture, a lot 
of skilled and expensive artist work is necessary to produce a believable animation, indistinguish­
able from a real actor. At the moment of writing, there are very few animations that cross the 
perceptual barrier between a synthetic-looking face and a real animated expressive person. One 
of them is the animated sequence from the Digital Emily project [2] 2008. The animation method 
used is representative of other modern animation approaches. In order to achieve realistic results, 
it combines several facial modelling and animation techniques with some manual intervention. 
The face of the actress was scanned with the University of South California Light Stage version
5. The light stage [42, 68] allows the photography of the face under hundreds of illumination 
directions. This permits accurate modeling of skin texture detail under different illumination con­
ditions. We further discuss the light stage in Section 2.4. The facial animation is produced by 
blending between a set of fixed facial shapes called blend shapes (please refer to Section 2.6 for 
an introduction to blend shape based animation). Forty visual markers (dots painted on the face) 
were used to densely register the input facial scans. The team of rigging artists worked to clean 
up any registration errors. The final 3D animation was driven from the markerless video data. 
Facial features were tracked at subpixel resolution with model based tracking. Manually marked 
frames were used to initialise and to guide the tracking process. Although, this animation pipeline 
produces believable results, its main drawback is being person specific. In order to assure realistic 
results for another actor, the whole process has to be repeated from the beginning. Moreover, 
a large amount of artist intervention is needed. This example is representative of other realistic 
facial animation techniques. The requirement for highly skilled artists’ work significantly limits 
the widespread use of realistic animation. This research is driven by a need for automatic methods 
that allow cost effective production of realistic expressive visual speech.
Some of the most realistic synthesised animation sequences are produced by replaying the recorded 
performance or by rearranging frames or stitching together parts of original performance based
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Figure 1.1: An illustration of uncanny valley effect from [91]
on some model [56]. A majority of animation techniques rely upon interpolation between a set 
of frames or shapes, so called key-frame approach. Facial movements are modelled with little 
attention to the dynamic properties of real performance. As the realism of animated characters 
improves in terms of visual fidelity, it makes viewers more sensitive to its motion and appearance 
attributes. A highly realistic facial model coupled with insufficient level of realism of facial motion 
produces a mixed impression on a viewer. Such computer characters are often described as looking 
strange, a little repulsive, lacking fluidity of motion of a real person and looking eerie and some­
what ‘zombie’ like. The emotional response of humans towards computer generated characters can 
be characterised by the so-called ‘uncanny valley’ effect (see Figure 1.1). The concept of uncanny 
valley was originally introduced by M. Mori in 1970 [91] to explain an effect of an increasing degree 
of human likeness of robots on the perception of these robots by human observers. Nowadays, 
this term, which originated from the field of robotics, is commonly used to illustrate the emotive 
impact of computer generated animated characters.
While the hypothesis of the existence of the uncanny valley is widely known and recognised 
throughout the media, there are several criticisms of this concept. David Hanson’s [65] counter- 
experiment, where he presents a number of photographs of morphs between androids and humans, 
proves that with the right design some androids can become more appealing. In his results no 
uncanny valley effect was observed. On the other hand, with another experiment David Hanson 
shows that an effect of uncanny exists at any degree of human likeness. With respect to facial
animation in particular, more research has to be done on moving artificial characters in order to 
verify validity of this concept for animated faces. With respect to this question, [26] presents an 
interesting study on the perception of biological nature of motion presented at different degree of 
rendering. There is a negative correlation between the realism of moving characters (point-light 
display being the least realistic) and the perception of naturalness of biological motion. In spite of 
this possible criticism, the concept of uncanny valley in this current research is assumed to be valid.
It is well established that visual information improves understanding speech [130]. While the 
majority of current speech animation techniques concentrate on generation of mouth shapes and 
facial deformations that match the verbal content of speech, they mostly ignore the emotive, non­
verbal component of speech. This results in emotionless, robotic like virtual actors. Although, 
it is acceptable for some applications, where most importance is placed on the verbal content, 
such as audio speech to video translator for the hearing-impaired, many other uses of computer 
animated virtual characters would benefit from a better model of the non-verbal speech component.
A study of the uncanny valley effect in the perception of expressive virtual characters [136] empha­
sises the significance of the dynamic aspects of non-verbal content. Results, presented by Tinwell, 
show an important role for the upper part of the face on perceived emotion. This is in line with 
our decision to concentrate our audio-visual analysis on the upper face region. Tinwell shows 
that the motion of the upper part of the face for selected emotions (fear, sadness, surprise and 
disgust) is directly linked with the perception of the uncanny valley in virtual characters. Hence, 
an accurate model of the facial dynamics in the upper facial region is required. However, this area 
of the face is often ignored in speech animation. Chapter 5 presents research on audio-visual data 
of expressive speech, where we concentrate on the visual data of the upper face region based on a 
3D video dataset of emotional speech. The results of this part of the research were presented in [96].
This thesis is concerned with animation of expressive visual data. We compare several parame- 
terisation schemes (principal component analysis based Morphable Model, tensor based singular 
value decomposition). Several animation approaches are also presented for high resolution three 
dimensional facial animation. Moreover, a novel framework for modeling of facial dynamics is 
introduced. It allows generation of spatially high density 3D facial animation based on low spatial 
density motion capture data.
1.1 M otivation
Facial expressions are an integral part of social life. Non-verbal cues communicate our inner state 
to others. In early childhood, we learn to detect, recognise and reproduce facial expressions. This 
ability further develops throughout life. People are all capable of distinguishing between emotions 
based on the finest nuances of facial appearance and movement. That is why the production of 
convincing 3D models for animation of speech and expression remains such an important and 
challenging task.
Computer generated facial animation is not a recent phenomena. It has significantly developed 
since the pioneering work of Fred Parke ’Computer generated animation of faces’ in 1972 [110]. 
In his early work, facial animations were generated by linearly interpolating between a predefined 
set of key-frames.
Within the last decades, technology advanced to a level that permits collection of high fidelity 3D 
video data. One of the consequences of this development is a growing use of realistic 3D charac­
ters in film industry. Modern film directors often opt for scenarios largely comprised of computer 
graphics (CG) animated characters. For instance, computer generated characters have been used 
in cases where a significantly large change in actors appearance was required. An example of this 
is the film, released in 2008, The Curious Case of Benjamin Button. For a large part of the film the 
facial performance of the principal character was replaced by a computer generated aged double.
A large amount of highly skilled artist work is needed in order to produce a believable and engaging 
result. In spite of the ever-growing demand for low cost realistic computer generated characters, at 
the present time, there is still no character model which could replace a real actor. This is mainly 
due to the requirement for animation of arbitrary emotional speech to be indistinguishable from 
actors performance. Thus, up to the present day, a fully realistic computer generated character 
remains the Holy Grail of computer animation.
Most of the existing speech animation techniques concentrate on depicting the nuances of fa­
cial movements during speech, while paying little or no attention to realism of produced facial 
motion. However, multiple studies with point-light display techniques [72] suggest the great im-
Figure 1.2: Example of 3D raw facial surface data recorded with SdMDFace^^ 3D capture system
portance of kinematic properties of facial expressions. The motion pattern of the cloud of markers, 
which are set on an actor’s face or body, conveys not only the actors’ emotional state, but also in­
formation about the actor’s gender and their age. Motion patterns aid speech recognition in noisy 
environments. Thus, one should not underestimate the importance of the temporal component 
for successful facial animation.
In this work, we develop a novel low-cost automatic framework for realistic facial animation of 
facial expressions. It takes into account real facial dynamics of an actor and gives a detailed 
model of facial shape and appearance for an expression sequence. In the second part of the thesis, 
we present detailed analysis of expressive speech, aiming to link audio speech parameters with 
observed visual changes of facial shape. This analysis is a step towards an automatic high quality 
realistic facial animation driven solely from audio.
This research relies upon a three dimensional representation of face. This choice is motivated 
by the pose and scale invariability of 3D data. Moreover, it reflects the recent wide deployment of 
this data format in computer games and film production. In the first part of this work we combine 
the 3D facial motion capture (Mocap) data, recorded with a commercial motion capture system 
and 3D facial scans (shape and colour texture), recorded with 3dMDFace^^^ system.
Mocap devices are widely used in performance-based animation techniques. Mo cap data allows 
to drive synthetic characters, using information derived by measuring real human actions. The
advantage of mocap data, is that it provides relatively accurate (order of 0.1mm accuracy) 3D 
data with high temporal resolution. Thus, it permits to accurately depict the natural facial dy­
namics and the individual style of an actor’s motions. However, due to the physical limitations 
of the maximal number of facial markers, the system provides spatially sparse information of fa­
cial motion. Although, facial mocap systems may work well in combination with a sophisticated 
animation rig, they fail to provide sufficient level of spatial detail of facial motion if used on their 
own. An additional argument against using mocap systems is that the markers restrain facial 
movement and this may impact the naturalness of recorded performance.
Figure 1.2 shows an example of 3D surface detail (colour texture is not displayed) that was 
recorded with the SdMDFace^^ system. This common framework allows us to exploit the ad­
vantages of high temporal resolution of motion capture data and high spatial resolution of the 
static 3D scans. The end result is a 3D animation of facial expressions that preserves the dynamic 
qualities of the real performance and the high resolution of 3D scans.
In the second part of the thesis, we aim to model a relation between characteristics of an audio 
signal and a visual signal (3D animation) from expressive speech data. Such a model can be used 
to extract the emotion component from a speech signal and to generate a corresponding visual 
animation sequence, coherent with a given emotion. We used SdMDFace^^ dynamic capture 
system to record a 3D video dataset of emotional speech. The system consists of two stereo pairs 
(left/right) which use a projected infra-red pattern to aid stereo registration. Two further cameras 
capture colour texture information simultaneously with the surface geometry. The data consists 
of a temporal sequence of 3D scans and synchronised audio. All cameras operate at 60Hz, and the 
output 3D models have in the order of 30, 000 vertices. Since each data-frame is reconstructed 
independently, there is no initial temporal registration. Audio data is captured simultaneously 
with the 3D geometry and texture. The conclusion of this part of the thesis is that the dynamic 
characteristics of natural facial motion play an important role for animation of realistic computer 
generated characters.
1.2 Thesis outline
This thesis is organised in chapters chained on the time and purpose basis. The current chapter 
presents the topic of the research along with supporting motivation. It also contains a list of 
contributions and publications derived from this work.
The next chapter is an introduction to facial animation. The beginning of this chapter covers 
different theories of emotion and highlights the importance of the dynamic component of facial 
animation. The following part discusses audio features that correspond to the prosodic (emo­
tional) component of expressive speech and their connection with their visual counterparts. The 
remainder of this chapter provides a brief synthesis of the state of the art in acquisition of facial 
data, face modelling and animation. Particular attention is given to statistical modelling of faces 
in 3D, based on tensor Singular Value Decomposition (SVD) and the morphable models.
Chapter 3 describes implementation of a 3D model of expression and identity based on singu­
lar value decomposition performed on 3D expressive data of 16 subjects arranged in a tensor 
form (see [20, 142, 143]). The results of the tensor based model are compared with the results 
of a morphable model based on the same data. In both cases, the animation was done based on 
an interpolation between manually chosen points in the model space. The key advantage of the 
tensor-based model is that it enables independent control over identity and expression parameters. 
The main disadvantage of this model is its high computational cost, thus, supporting the need 
for another modelling technique. None of the two compared methods includes any information of 
realistic facial dynamics as they are based on the input static data only.
Chapter 4 presents a novel approach for high resolution animation driven from motion capture 
data. The achieved results preserve the dynamic component, recovered from motion capture data.
The fifth chapter re-applies the methodology of the morphable model to analysis of correlation of 
non-verbal visual cues given 3D video data with the prosodic audio parameters of synchronised 
audio. While the initial results show a promising relationship between the fundamental frequency 
and changes of shape in the upper facial region, further research is needed in order to use it for 
facial animation.
The final chapter summarises the contributions that were made and highlights possible directions 
for future work.
1.3 C ontributions
This work has produced a number of contributions, which include:
• A tensor-based model of 3D facial expression across multiple expressions and multiple individuals
• A study of several schemes for animation of high resolution 3D facial scans of a single individual 
driven from motion capture data.
• A method for learning a mapping between sparse 3D motion capture data of facial dynamics 
and high-resolution static 3D face scans.
• Automatic high-resolution animation of facial dynamics from motion capture with the detailed 
wrinkles and facial appearance captured in static 3D scans.
• Retargeting of captured facial dynamics to novel subjects in order to animate high resolution 
models from a single photograph.
• Database collection and annotation of 3D expressive speech
• Statistical analysis of the emotion related components of visual speech and their correlation with 
audio parameters.
1.4 Publications
The research covered in this thesis was presented at a number of national and international con­
ferences and scientific meetings. The following publications have resulted from this work in col­
laboration with other researchers in the field:
1. N. Nadtoka, A. Hilton, J.R. Tena, J.D. Edge and RJ.B . Jackson, Representing Dynamics of 
Facial Expressions. In European Conference on Visual Media Production^ 2006 [98].
2. N. Nadtoka, J.R. Tena, A. Hilton, and J.D. Edge, High-resolution Animation of Facial 
Dynamics. In European Conference on Visual Media Production, 2007. [99]
3. N. Nadtoka, J.D. Edge, A. Hilton, RJ.B. Jackson, 3D video analysis of emotional speech. 
In UK Speech Meeting, 2008. [94]
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4. J.D. Edge, A. Hilton, N. Nadtoka, 3D Video Face Capture and Registration. In BMVA 
symposium 3D Video - Analysis, Display and Applications, 2008. [50]
5. N. Nadtoka, J.D. Edge, A. Hilton and RJ.B. Jackson, Emotion Analysis for Expressive 3D 
Video Speech Synthesis. In BMVA symposium on Facial Analysis and Animation, 2009. [95]
6. N. Nadtoka, J.D. Edge, RJ.B. Jackson, A. Hilton, Expressive factors in facial animation. In 
Workshop on Face Behaviour and Interaction, 2009. [97]
7. N. Nadtoka, J.D. Edge, RJ.B. Jackson, A. Hilton, Isolated face region analysis for emotional 
speech synthesis. In European Conference on Visual Media Production, 2009. [96]
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Chapter 2
Background: Facial expressions of
em otion
Slight movements or the scarcely perceptible drawing down of the corners of the mouth, 
are the last remnants or rudiments of strongly marked and intelligible movements.
They are as full of significance to us in regard to expression, as are ordinary rudiments 
to the naturalist in the classification and genealogy of organic beings.
Charles Darwin, The Expression of the Emotions in Man and Animals, 1872
Computer facial animation is a challenging task. The end-result of computer animation has to go 
through a vigorous check by the most demanding critics, humans, which have perfected their ability 
to notice any subtle difference in facial appearance during the process of evolution. The smallest 
motions of the face and combinations of facial actions reflect a rich variety of emotional states. 
Those facial movements are then interpreted by other people in a multitude of ways depending on 
the cultural background, situation and other factors. While this thesis concentrates on animation 
of emotion, the exact definition of human emotion categories and corresponding facial expressions 
is still a m atter of scientific debate. This chapter discusses human emotions and resulting facial 
expressions from the point of view of modern psychology research.
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2.1 Theories o f em otion
The aim of this thesis is to give a framework for the animation of natural expressive speech. Since 
any facial expression is a manifestation of a certain emotional state, this chapter starts with a 
brief introduction into three main theories of emotion. All emotional theories attem pt to explain 
and to model a natural phenomena. While none of them can claim absolute correctness of the 
model, some of them are more recognised and accepted than the others. In this work we are 
particularly interested in emotion theories with respect to facial animation. This section presents 
a brief overview of three main theories in the field of emotion modelling.
An overview of emotional theories can be found in [124]. The emotions have been often de­
scribed in terms of discrete theories, based on the assumption of existence of some universal basic 
emotions. Although, there is a notable variation in number and types of emotions, most popular 
classification categories of discrete emotions is based on the study of Ekman [52]. Ekman’s list of 
basic emotions consists of happiness, anger, disgust, fear, sadness and surprise. Even though this 
categorisation scheme is widely used in computer science due to its clarity and simplicity, it fails 
to describe the range of all possible human emotions. In [104] Ortony argues that the phenomena 
of basic emotions has to be revised. More on the concept of basic expressions can be found in the 
following Section 2.1.2.
Another way to describe emotions is to present them in terms of dimensions which include eval­
uation, activation, control, power and so on. This is widely knows as a dimensional theory of 
emotion. Activation and evaluation are two principal dimensions in this scheme. All emotions are 
presented as points in this space, as shown in Figure 2.1. Within this representation, the degree 
of activation ranges from passive (for example, relaxed) to active (for example, anger), while the 
degree of pleasantness ranges between unpleasant (for example, sadness and disgust) to pleasant 
(for example, happiness, hope). This emotion presentation is based on the research of Cowie et 
al. [35], Russell et al. [121] and Scherer [122].
2.1.1 D ictionary of affect
The dimensional theory of emotion permits the expression of a wide range of emotional states and 
their intensities. In Chapter 5, we use a dictionary of affect [153] in order to select phrases with
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VERY ACTIVE
furious
exhilarated
excitedterrified
delightedinterested
disgusted
blissful
VERY NEGATIVE VERY POSITIVE
sad
relaxed
bored content
despairing serene
depressei
VERY PASSIVE
Figure 2.1; Feel Trace emotion representation from [35]. The evaluation dimension depicts a 
pleasantness of a certain emotion, whereas the activation dimension reflects the degree of activeness 
of a given emotional state. The neutral state lies at the intersection of the two dimensions
the high expressive content. The dictionary contains 4000 English words, numerically ranked in 
terms of their (activation, evaluation) value. An additional score, called imagery, is assigned to 
each word to describe how easy it is to form its mental picture. The numerical scores are rational 
real numbers between 1 and 3. For activation, the numerical value 1 corresponds to passive and 
3 to active. The scores for pleasantness range from 1, unpleasant, to 3, pleasant. Scores for the 
imagery parameter range from 1, difficult to form a mental picture of the word, to 3, easy to form 
a mental picture. A brief extract from the dictionary of affect is given in Table 2.1. Please refer 
to the original publication [153] for further details.
Table 2.1: An abstract from the dictionary of affect in language, Whissell 1989 [153]
word pleasantness activation imagery
scream 1.7500 2.5714 3.0
screamed 1.2727 2.6000 2.0
screaming 1.6250 2.8571 2.8
screech 1.4286 2.3333 3.0
screen 1.8000 1.5556 2.4
screens 1.8889 1.6250 2.0
screw 1.6000 2.0000 2.8
scull 1.5714 1.1667 2.8
In spite of its obvious advantages over the discrete theory, this approach has a number of lirni-
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tâtions. Restriction of a number of dimensions (2 dimensions in Figure 2.1, 3 dimensions in the 
dictionary of affect, see Table 2.1) inevitably results in some loss of information. For facial expres­
sion analysis the main disadvantage of this emotion space is that the visually distinct emotions, 
e.g. anger and fear, fall closely in the same quadrant of the graph. Ideally, we would like large dif­
ferences in visual appearance to correspond to a large change within a chosen representation space.
One of the best known theories, derived from the dimensional approach, is known as appraisal 
theory [122]. This scheme describes emotion in terms of motivational and somatic response to a 
stimulus. In [123], Scherer develops this concept into a multi-level sequential check model. He 
explained the appraisal process as a number of stimulus evaluation checks which include checks 
of the novelty and relevance to goals, followed by intrinsic pleasantness check, coping potential 
and compatibility with one’s standards. The implementation of this approach for facial animation 
remains a challenging issue.
2.1.2 Basic em otions: tim eline
One can not over-estimate the importance of facial expressions for every-day inter-personal com­
munication. There, the face serves a function of a display, which conveys the information of one’s 
current emotional state, gender, health, weight, age and so on. Facial expressions provide means 
to build inter-personal relationships. The ability to perceive facial expressions and to discriminate 
between them starts very early in infancy [16]. Studies conducted by Ekman in the 1960s show 
that people who experience lack of facial expressiveness due to Mobius syndrome (facial paral­
ysis) or as a result of Parkinson disease have severe problems to maintain even casual relationships.
One of the first documented research studies of facial expressions dates back to the 1640-s, when 
John Bulwer [22] investigated the impact of the actions of facial muscles on resulting facial expres­
sion. Duchenne extended this idea with a large number of experiments [48]. He used electrodes 
to stimulate key motor points on the facial surface. The groups of muscles are then classified by 
their effect on the resulting facial appearance. The result of this experiment is fundamental to 
modern research on facial expressions.
Charles Darwin identified the universality of facial expressions between human and animals and 
suggests their evolutionary nature [40]. Ekman followed Duchene’s theory and distinguished be­
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tween basic and compound emotions. Ekman’s research [52] provided evidence that facial expres­
sions of basic emotions are inter-culturally recognised. For example, the images of actors showing 
joy, sadness, fear, anger, disgust and surprise were correctly identified by international viewers.
Ekman and Friesen [54] proposed the separation of facial expressions into sets of facial actions, 
where each action is produced by a muscle or group of muscles. Those muscles groups are called 
action units, see Figure 2.2. Any gradable expression is represented as a superposition of actions of 
several action units. This approach received the name of the Facial Action Coding System (FACS).
Due to the availability of still photography as a research media in previous decades, research 
on facial expressions has mainly concentrated on the static aspects of facial expressions instead of 
their dynamic properties. Most of the data, which is used to define facial actions in the FACS, 
was collected in the 1970s. Several high budget film productions, including ‘The Curious Case of 
Benjamin Button’ (Warner Brothers Pictures et al, 2008), rely upon the FACS-based parameteri- 
sation scheme. The intuitively clear description of FACS is the reason why it remains a preferred 
method for animators.
2.2 D ynam ics o f expression
Chapter 1 discussed the importance of temporal characteristics for facial animation. The per­
ceptual effect of dynamical properties of human motion has been investigated in a number of 
experiments. The effect of kinematic aspects of human motion was analysed after abstraction 
from the visual information of original video sequence. Johansson [72] pioneered the research 
based on point-light display data. In his work, all unnecessary visual information about body 
shape of the actor is removed to visualise the motion as a set of points placed on the body (for 
example, head, shoulders, elbows, wrists, hips, knees, and ankles). Similar experiments show 
that the pattern of motion of an individual is sufficient for human experts to identify the gender 
[37, 137], identity [37] and emotion [46] of an actor. One of the main drawbacks of this study 
is that real life objects are very rarely seen as a collection of point attributes. Nevertheless, the 
conclusions of the study demonstrate the high importance of temporal aspects of facial animation. 
The point light display research demonstrates that dynamic facial expressions are perceptually 
superior to static facial expressions.
15
Figure 2.2: Muscles that control the facial actions in the upper face. Action units 1 and 2 -  inner 
and outer parts of the frontalis pull the medial and lateral parts of the forehead skin up. Action 
unit 4, a combination of corrugator, procerus, and depressor supercilii, pulls the brow down and 
together. Action units 6 and 7 -  outer and inner parts of orbicularis oculi affect the raise of the 
cheek around the eye and tighten the eyelid. Image is taken from a revised, published in 2002, 
CD-ROM version of Facial Action Coding System by Paul Ekman, Wallace Friesen, and Joseph 
Hager [106]
The correct model of facial dynamics is especially important for highly realistic facial models. 
A highly realistic facial model moving in an unrealistic fashion results in characters which are 
described as repulsive, lacking fluidity of motion of a real person and somewhat ‘zombie' like. In 
order to overcome an uncanny valley effect [91] (see Figure 1.1 from Chapter 1), we need a facial 
model capable of reproducing natural dynamics of human gestures.
2.3 Expressive speech
Emotions expressed via speech play a significant role in communication. They provide additional 
information to the phonetic content. A story, recited without any emotional content, will appear 
dull. Similarly, a fairy tale, told without any intonation, will hardly captivate a child’s attention. 
This section gives an overview of basic terms, which are commonly used in the analysis of emotional 
speech. Research on expressive speech mostly relies upon a small set of cross-culturally recognised 
expressions (see Section 2.1.2).
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2.3.1 Speech prosody
The rate of vibration of vocal cords during speech production determines the fundamental frequency 
FO of the audio signal. Pitch is the perceptual response to fundamental frequency FO. A variation 
of pitch during speech is described as an intonation. In the English language, the different pitch 
patterns affect the sentence type. In such a way, one can distinguish between affirmative and 
negative sentences, as well as between question and statement. We differentiate between several 
intonation types:
• Rising intonation describes the pitch of the voice that is increasing with time
• Falling intonation defines the pitch decreasing over time
• Peaking intonation is used to describe the intonation that rises and then falls
• Dipping intonation is characterised by falling and then rising pitch.
Stress is the relative emphasis that may be given to certain syllables in a word or to a word as a 
whole. The way certain words or syllables are stressed is language dependent.
The term prosody refers to the whole class of variations in voice pitch and intensity that have 
both non-lexical and lexical linguistic functions. The typical prosodic characteristics of speech 
are: pitch contour, accents, rhythm, amplitude, prosodic boundaries, length of pauses.
There are four groups of speech features that are used to extract emotions:
• Tone of speech. It is common to describe the prosody of English language in terms of used 
intonation. Different emotions are associated with different types of tones and specifics of 
their production. This approach claims a relation between tone shape (for example, rising 
or falling) that is given in its phonetic realisation (high rise versus low rise) and emotion 
136].
• Pitch Contour. Pitch variation presented in terms of geometric patterns or pitch contours 
can be used to judge emotional content of speech. Some disagreement exists between whether 
the pitch contour reflects the physiological arousal or speaker’s emotional state or attitude. 
For further details, please refer to the work of Scherer et al. [125]. The drawback of this
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variable for audio-visual analysis and animation is the fact that pitch is not defined for 
periods of silence.
• Continuous Acoustic variables. Many experimental studies focus on measuring a number 
of continuous spectral variables that are considered to be relevant for emotional content in 
speech such as pitch (FO height and range), duration, intensity, and spectral makeup.Listeners 
are tested to see if they can recognise the emotional content from FO alone. In fact, this 
research presented in the last part of the thesis suggests a close relation between FO content 
and emotion-related changes in the upper face.
• Voice Quality.Voice quality is often used in a reference to full-blown emotions. It is important 
to include this component as it may affect the way auditory qualities map onto spectral 
patterns [5, 34].
2.3.2 Speech Phonetics
Understanding the mapping between the human generated sounds and corresponding visual ar­
ticulatory gestures is essential for audio-visual speech analysis and synthesis. The connection of 
sound production and speech apparatus has been investigated since a long time ago [73]. Pho­
netics research can be subdivided into three main branches: articulatory, acoustic and auditory. 
Articulatory phonetics is concerned with the subdivision of the speech sounds with respect to how 
they are produced. Acoustic phonetics is interested in physical properties of the sound. Auditory 
phonetics studies the perception of the sound. For the purposes of analysis and synthesis of ex­
pressive speech, we rely upon articulatory phonetics since it allows us to subdivide the speech into 
a number of atomic units, such as phonemes. The International Phonetic Alphabet (IPA) provides 
a means to transcribe speech performance [70]. Here, we rely upon a variation of IPA, Speech As­
sessment Methods Phonetic Alphabet (SAMPA) [151, 152]. As it is based on the ASCII character 
set, it is more suitable for automatic computer based processing. This research is entirely based on 
the English language (British English), which does not have a direct symbol-to-sound relationship. 
The most important categorisations of phonetics are vowels and consonants. Most audio analysis 
and synthesis relies on these categories, although, several different units, for example, such as 
syllables or triphones, can be used.
18
2.3.3 V isem es
The viseme is a basic unit of visual speech. It is a visible equivalent of phoneme. Visemes describe 
unique face, mouth, teeth and tongue movements that occur alongside the voicing of phonemes. 
There exist no standard accepted viseme classification scheme that would be comparable to IPA. 
The usual convention is that visemes are classified as equivalent to a chosen audio-phoneme clas­
sification method. Viseme sets are typically significantly smaller than phonetic alphabets because 
not all voiced phonemes correspond to distinct visemes. For example, the plosives 6, p  and m  
visually appear to be indistinct to lip readers [71]. This can result in perception of video-audio 
data to be confused due to an interaction between perception of audio and visual content. This 
perceptual phenomenon is known as the McGurk effect [90].
2.3.4 C oarticulation
Coarticulation describes the transition between chosen atomic units of either audio or visual speech 
[77]. These transitions result in the overlap of the boundaries between the units (phonemes or 
visemes) due to the physical constraints of the speech production apparatus. These physical re­
strictions prevent an instantaneous transition between different configurations of the vocal tracts 
used in speech production. In the visual domain this corresponds to the blurring of the boundaries 
between the different speech related facial gestures. Coarticulation can be separated into back­
wards coarticulation (for example, lip protrusion in boots), where the effect is carried over from a 
previous gesture, and anticipatory coarticulation, when the vocal tract prepares for an upcoming 
gesture (for example, lip rounding in two). It had been shown that the current mouth position 
can be affected by phonemes up to five positions before or after the current one[77].
There are several known techniques for estimation of coarticulation effect. Pelachaud [114] clus­
ters lip shapes based on a deformability rank. Forward and backward articulation rules are then 
applied and resulting lip shape is adjusted with the previous and next vowel shapes. Another well 
known approach was introduced by Lofqvist [86]. It relies upon dominance functions to model 
the coarticulation phenomena. It is an extension of Ohman’s research on the effects of coartic­
ulation on non-symmetric vowel-consonant-vowel syllables {V1 CV2 ) [101, 102] to general speech. 
Cohen and Massaro [28] propose a model - an implementation of Lofqvist’s theory of coarticu­
lation, which is capable of modelling a relationship between speech coarticulation and resulting
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face motion. This model remains the most commonly used in visual synthesis due to its relative 
simplicity.
2.3.5 Non-verbal visual com m unicational cues
As well as conveying the audio content, some other body gestures and movements have biological 
character such as blinking to wet eyes, swallowing saliva and so on. Body language carries habitual 
patterns of the speaker. Most people under normal conditions tend to move slightly to contract 
or relax some muscles. In fact, being completely still requires a great amount of effort.
Busso and Narayanan [23] show that there is a direct connection between facial motions and 
prosody. The movement of head and face during speech vary in patterns. The patterns depend 
on personality, mood, speech content, cultural background and other factors. Despite large inter­
personal variability of the patterns, head and facial movements have strong correlation with the 
prosodic structure of the speech. Graf et al [63] found that, although, speakers vary in the am­
plitude of head and facial movements during speech, the timing of larger scale head and facial 
movements (for instance, nodding and eyebrow movements) shows consistency between speakers. 
Rises of eyebrows often signal prosodic events.
Visual prosody is not nearly as rigidly defined as acoustic prosody, but it can be correlated with 
speech. Ekman and Friesen [53] identified existing non-emotional facial movements that corre­
spond to prosodic elements of text that are driven by text semantics, for example nods that mark 
agreement. This research (see Chapter 5) shows that the emphasis of sentences is often marked 
with raise of the eyebrows.
2.4 Face m odelling
At the present time, there are no existing models that take into account all levels of facial anatomy 
which consists of bones, muscles, cartilage, nerves, blood vessels, glands, fatty tissue, and skin. 
All modern face modelling techniques choose some level of abstraction. Ideally the model should 
generate plausible results with limited computational complexity and an intuitive set of control 
parameters. Moreover, the chosen model must satisfy the requirements of a particular applica­
tion. For example, surgical planning may require a high degree of accuracy and very high level of
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detail in the final face model. Animation may require this model to be highly flexible and allow 
easy manipulation to produce expressions. Face recognition may be more interested in general 
facial shape modelling and not necessarily concerned with preservation of fine details, such as 
wrinkles. The varying application requirements define the choice of input data. For some ap­
plications it is necessary to use a 3D format (for example, 3D films, 3D-based computer games), 
whereas for others (for example, audio to visual speech synthesis systems) a 2D format is sufficient.
Due to the fact that the human face is three dimensional, the conventional approach is to model 
it as a 3D structure [112]. This tendency can be seen in the face models developed over the last 30 
years. In the 3D model-based approach, facial animation is produced using geometric, articulatory 
or muscle-based models. Due to the high complexity of the face, up to the present day, there is 
no full anatomic model capable to produce a facial animation indistinguishable from a real human.
In this work, we selected the data-driven approach. We build models based on the three di­
mensional data of a real performer. The data allows us to learn the emotional specific changes 
of facial shape and appearance and their dynamic properties. We opted for 3D data format due 
to its scale and pose invariance. The next section describes existing methods for 3D facial data 
collection.
2.4.1 Three-dim ensional data formats
One can use different types of data to create 3D facial models:
• Volume data. Obtained by computer tomography [7] or magnetic resonance techniques, 
volume data can be used to extract a surface geometry, the underlying bone structure, fat 
and muscle density.
• Contour reconstruction. Fuchs [60] introduced a technique to reconstruct a three-dimensional 
surface from the two-dimensional contour information for multiple stacked data slices.
• Three-dimensional digitisers. These devices rely upon mechanical, acoustic or electromag­
netic measurements to define three-dimensional coordinates of facial points. The drawback 
of this technique is that it requires a considerable amount of time to measure a large number 
of points, during which the subject has to be completely still. Therefore, such devices are 
not practical for natural face measurements.
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Figure 2.3: Example of images used for photogrammetric method from [110]
• Laser Scanning devices. One of the best known laser scanners was developed by Cyberware 
(for example, [39]). Such devices produce a dense face mesh in a cylindrical coordinate 
system. However, they still require some time during which the facial pose has to be held 
constant. This prevents capturing of realistic facial dynamic sequences with reasonable time 
resolution.
• Photogrammetric, image-based surface reconstruction. In this approach, a pattern is drawn 
on the face of the subject. Multiple images are taken from several view points. The found 
correspondences are further used to compute three-dimensional facial data [107, 131]. See 
Figure 2.3. The stereo reconstruction can be assisted by a structured light pattern, [1, 157].
• Motion capture. Actors movements (motion capture data) can be recorded with a set of 
markers, placed on the actor’s body. The markers 3D positions are either computed during 
the performance or are estimated in post processing step.
M otion  cap tu re
Motion capture systems are commonly used as a method to record human motion. In such sys­
tems, a set of markers is placed on the actor’s body. The markers’ positions are recorded with 
multiple motion capture cameras during the actor’s performance. 3D positions of markers are 
then computed via a triangulation step. Among a number of other types of motion capture sys­
tems, one can separate passive and active optical motion capture systems. Active motion capture 
systems use infra-red emitting markers, whereas the passive systems use reflective markers. In 
passive systems, the 3D positions of markers are triangulated from the multiple motion capture 
cameras. Active markers often require the user to wear wires and electronic equipment.
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Although, marker based motion capture (Mocap) devices come in different variations, they have 
one common property. Motion capture technique provides the data with relatively low spatial 
resolution, which is sampled with high temporal resolution (100 — 400Hz). The most spatially 
dense results which are produced with commercial mocap systems have in the order of hundreds 
of points and record both face and body simultaneously. Optical motion capture systems are used 
for various animation applications in film and games production.
A ctive and passive sensing techniques
Depending on the capture setup, 3D reconstruction methods can be separated into passive and 
active techniques.
Passive sensing techniques use a number of photographs of the subject taken simultaneously from 
different points of view to compute the correspondences and to reconstruct 3D facial shape and 
texture information via standard triangulation techniques. Such systems typically require a precise 
calibration. Passive approaches suffer from the limitations of image matching in areas of uniform 
appearance. One can overcome this limitation by increasing the resolution of input images. For 
example, in the case of image matching of faces that do not have any wrinkles and lack details, 
one can use images taken at very high resolution. Since these images capture very fine detail of 
facial appearance, for example, the pores, they improve matching results. [140] gives an example 
where higher resolution digital cameras provide the necessary information even in low-detail areas 
of the face. The other concern of such techniques was their accuracy limitations. To improve the 
accuracy, [59] uses a prior generic facial model for shape reconstruction. However, the use of any 
prior shape model for face reconstruction is potentially error prone as faces present a great degree 
of variation.
Active sensing techniques use projected structured light patterns to compute the 3D reconstruc­
tion. An example of such technique - space time stereo method [158] computes the 3D shape 
estimate utilising spatial and temporal variation learned from a pair of video streams. There 
are two main system designs: time-of-fiight; and triangulation. Time-of-fiight systems rely upon 
time measurements which are needed for a projected illumination pulse to be reflected from the 
object surface. The time resolution of such systems is of the order of nanoseconds. Triangulation
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Figure 2.4: Actress Emily O’Brien being scanned in Light Stage 5 at the University of South­
ern California for the Digital Emily project [3, 2],{Courtesy of Image Metrics and University of 
Southern California)
based systems reconstruct the depth information by triangulation between projector-to-camera 
or camera-to-camera. Some systems use a point or stripe which is scanned across the scene to 
reconstruct the object’s surface. In such systems, the acquisition time depends on the camera 
frame-rate. Kalberer and Van Cool [74] combine markers with active structured light acquisition 
to record dynamic sequence of 3D faces. The main drawback of such approaches is the need for 
visible markers and structured light. It does not allow simultaneous capture of facial appearance. 
[157] introduces a method for the simultaneous dynamic capture of 3D shape and appearance.
Commercial systems for facial capture require an acquisition time of approximately 5-20 sec­
onds (Minolta, Cyberware, Hamamatsu) during which the subject has to be completely still. This 
requirement prevents the use of such systems to record facial dynamics. The use of infra-red pro­
jection patterns and infra-red cameras in combination with colour cameras solves this problem. 
It allows simultaneous reconstruction of facial geometry and colour information. This approach 
is used in a number of commercial systems, 3D-Matic, SdMDFace^^ and SdMDFace^^ dynamic 
capture, SurHm and others. The following sections briefly introduce several state of the art 3D 
facial shape and texture capture systems.
24
2.4.2 Light Stage
This section introduces the Light Stage 5 (see Figure 2.4), released in 2005, one of the designed 
versions of the light stage system [42], designed by Paul Debevec at University of South California. 
The Light Stage 5 was used to record the facial data that was used to build a 3D facial model in 
the digital Emily project [2, 3]. This prototype consists of 156 white LED light sources, set on the 
spherical structure, that can be run in an arbitrary pattern synchronised to a high speed camera. 
The matting background is used to automatically extract a silhouette of a captured subject. The 
system illuminates the subject in a certain set of illumination patters. The structured light patterns 
are used to aid the tracking of facial features and 3D reconstruction. The face is photographed 
with the high speed stereo cameras, capable of recording up to 4000 images per second, under 
different lighting conditions to capture the face’s geometry and reflectance. The full set of lights 
is acquired up to 22 times per second. Optical flow is used to compensate for fast motions of 
face. Detailed normal maps are estimated from photometric stereo. The captured images are used 
to calculate detailed character’s specular (for example, shine from the skin’s surface) and diffuse 
(sub-surface) texture maps as well as to derive a high-resolution surface normal map. The system 
is capable of providing high-resolution face geometry of order of several polygons and textures with 
resolution that shows the details of skin pores and fine wrinkles. While the light stage provides 
the means to acquire 3D facial model with an unprecedented level of shape and texture detail, 
its obvious drawbacks are the high storage needed and the high computational cost required to 
process the data.
2.4.3 M ova Contour R eality Capture system
Mova Contour Reality Capture system [92] relies upon phosphorescent makeup applied to an 
actor’s face in order to improve 3D reconstruction process. The makeup paint matches normal 
skin-tones. The randomly distributed elements in the paint are used to automatically track facial 
motions. This allows to automatically perform temporal registration of 3D scans of facial geometry 
and texture. Figure 2.5 shows the five principal stages of 3D capture in the Mova capture system. 
Before the capture begins a phosphorescent paint is applied to a subject’s face (Figure 2.6 (a) and 
(b)). To capture a performance, the actor stands in an operational volume, as shown in Figure 
2.6 (c). The makeup pattern is only visible under the flickering UV light. Alternating between 
the UV and normal light at a high frequency allows to capture both shape and colour appearance
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Figure 2.5: Mova Contour Reality Capture System. Five steps in dense motion capture, from 
left to right: live actor, phosphorescence paint, surface geometry, textured geometry and polygon 
topology {Courtesy of Mova Contour Reality Capture system\^2])
Figure 2.6: Mova Contour Reality Capture System: (a) The phosphorescent makeup follows flesh- 
tones; (b) The makeup under UV light; (c) The capture setup. {Courtesy of Mova Contour Reality 
Capture system[92])
of 3D performance.
2.4.4 SdMDFace^^ 3D and 4D capture system s
This research is based on data recorded with SdMDFace^^ three-dimensional (3D) (also referred 
to as SdMDFace^^ static system) and SdMDFace^^ four-dimensional (4D) capture systems (also 
referred to as SdMDFace^^ dynamic system). Both systems are commercial 3D imaging devices, 
manufactured by 3dMD company. The systems rely upon stereophotogrammetry to compute de­
tailed 3D shape (number of vertices varies between 20, 000 for the dynamic system and 30, 000 
for the static system) and colour facial appearance. Synchronised stereo camera pairs and infra­
red projected patterns are used to determine 3D location of points of a face surface. During the 
recording, the actor’s face has to be within an operational capture volume.
The SdMDFace^^^ static system is capable of recording 3D snapshots with approximately 30 
seconds delay between the captured frames. Computed 3D shapes and texture maps preserve 
large scale facial wrinkles and some fine scale ones. The sophisticated SdMDFace^^ dynamic 4D
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capture system allows to acquire the 3D snapshots at 60Rz. The frame rate is comparable to that 
of regular video cameras. The 4D dynamic system also records a synchronised audio signal at 
AA.lkHz. Thus, the dynamic capture setup is particularly suitable for analysis of facial dynamics 
in expressions and speech. There is, however, some difference in the level of shape and texture 
detail, recorded with both systems. The SdMDFace^^ static system records higher resolution 
scans of facial shape and appearance. Figure 2.7 shows an example of 3D data recorded with 
this face capture system. The presented scan, recorded for a dataset of 3D face emotions and 
identity, shows extreme deformation of facial shape corresponding to fear. Shape details such as 
skin creases and wrinkles are preserved in the data.
The SdMDFace^^ dynamic system provides meshes which are somewhat more noisy than the 
ones recorded from the static SdMDFace^^ capture system. The noise may appear because the 
actor strays out of focus in the stereo cameras. Three dimensional reconstruction may be better 
or worse in some areas of the face due to varying sharpness of the infra red speckle pattern. Some 
very fine wrinkles may be entirely absent in the reconstructed data. The ones that are preserved 
in the shape data have a magnitude comparable to the magnitude of noise. Thus, it is difficult to 
preserve these fine shape details during noise filtering. Another factor, further complicating the 
matter, is the random nature of the reconstruction errors. Consequently, some level of recorded 
shape detail is lost in the post processing during noise removal.
The lost wrinkle detail can be later added back as described by Edge et al in [50]. The method 
uses original texture frames to estimate the unit normals at each point of the facial surface based 
on shape from shading [155]. The technique is commonly used in image processing. The nor­
mals of the surface are recovered using derivatives in image intensity. Shape from shading results 
complement the filtered surface data by adding back a high frequency component to the low fre­
quency low-pass filtered surface data. Figure 2.8 shows an example of the 3D shape, recorded with 
SdMDFace^^ 4D dynamic capture system. The scan is low pass filtered. The fine wrinkle detail, 
extracted from the stereo pair of texture images, is added back with normal maps.
Both static and dynamic capture systems reconstruct each 3D scan independently. The resulting 
scans differ in their number of vertices and their mesh structure. Thus, an additional step is 
needed to conform the 3D scans to a common model. Here, it is accomplished based on a set of
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Figure 2.7: 3D scan and texture recorded with SdMDFace^^ capture system: (a) a stereo pair of 
colour texture images; (b) from left to right, 3D face shape and textured 3D scan.
corresponding features. For static scans, we have selected the features manually. However, for 
dynamic data, sampled at 60 Hz, it is preferable to use an automatic method to define feature cor­
respondence. Figure 2.8 (a) shows blue markers, which were painted on the face of subjects to aid 
the registration algorithm. The tracked marker positions served as a set of known correspondences 
between scans. Extracted 3D marker positions captured underlying facial movements, resulting
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Raw Data Low-pass filter normal map
Figure 2.8; 3D scan and texture recorded with SdMDFace^^^ 4D dynamic capture system: (a) 
from left to right, two stereo texture images and two corresponding normal maps; (b) from left to 
right: original data, filtered facial shape and filtered shape displayed with computed normal map. 
Presented in [50].
in data similar to the one recorded with a standard facial motion capture system. The tracked lip 
contours allowed to have a level of detail higher than the one with usual motion capture setup, 
thus, offering an advantage for speech animation.
2.4.5 Facial representation
The most popular facial representations for facial animation are currently either image based, 
where the face is modelled in two dimensions [11, 30, 126, 149] or a 3D face model, where the 
face is modelled as a surface and a texture map. An obvious limitation of the 2D based model 
is the dependence on the depicted facial pose. In order to change the view point, one would 
need another image. Using 3D representations of faces - a combination of geometry and texture 
information, solves this problem as one can use the same 3D face to generate novel images from 
any chosen point of view. 3D shape of faces can be described either in terms of implicit surfaces 
[15, 156], parametric surfaces [6, 145, 146] or by polygon-based 3D meshes [62]. The animation 
can be modelled as a mesh deformation. No prior assumptions of the mesh topology are required.
29
For statistical face modelling, it is desirable to have a unified representation of 3D faces, a canon­
ical model (here also called generic model). Some of the commonly used canonical face models 
have a polygon as their structural element. In our framework we have chosen triangular polygon 
type as a structural element of common 3D face representation. Triangles make it easy to tile a 
surface that has a combination of high detail and low detail areas. One can subdivide the mesh in 
the areas of the face with high surface curvature and have lower density of polygons in the areas 
with low spatial variation. For example, eyes, mouth and edge of the chin need more polygons 
to represent them, whereas in the smooth areas, such as cheeks and forehead a lower number of 
polygons can be sufficient. Polygon edges typically coincide with the colour edge boundaries, for 
example, the mouth contour. One of the advantages of a canonical model is that it offers a com­
mon representation. Thus, the texture mapping needs to be defined only once. There are many 
methods for fitting arbitrary 3D face data to a chosen facial model topology [83, 84]. Sometimes, it 
is advantageous to combine a low spatial resolution canonical model with a detailed colour texture 
map.
Texture maps
Texture maps are commonly used to specify two-dimensional colour pattern across a surface [25]. 
The pattern can be either generated synthetically or from an image. Two-dimensional texture 
coordinate space is typically denoted with a UV  parameter coordinate system. For polygonal 
surfaces each vertex corresponds to an assigned UV texture coordinate. For points on the surface 
situated between vertices, the UV  texture coordinates are interpolated. The colour of a certain 
point of a surface is defined by first finding its corresponding UV  coordinate position in the texture 
map and then looking up the colour value of the texture in this position.
A texture map is essentially a two-dimensional array of colour values, defined at discrete loca­
tions in UV  space. If the interpolated UV  values fall between the discrete positions, bilinear 
interpolation is typically used to compute the texture value. Please consult Appendix B.2 for a 
mathematical introduction to bilinear interpolation.
Texture maps provide a mechanism to dramatically increase the perceived surface detail. For 
faces texture maps can be used to provide variation in skin colour and skin surface details. For
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example, the texture maps that contain an image of fine facial details (for example, wrinkles) can 
compensate the lack of detail in facial geometry of the 3D scan.
Due to the relatively simplicity and computational inexpensiveness of texture maps, there ex­
ist some variations of texture maps. For example, bump maps (normal maps) are used to specify 
the variations of surface normals. Bump maps can be defined in UV  space similarly to texture 
maps. Often bump maps correspond to vector valued arrays, where each UV  coordinate in the 
map has a vector value. A three dimensional bump map, normalised to RGB colour image space 
rage, can be visualised as an image, as shown in Figure 2.8 (a).
2.5 M odelling Facial A nim ation
Realistic facial animation is a complex task due to complexity of the physical phenomena associated 
with the facial movement. An animation model needs to be able to accurately recreate the skin 
deformations cased by an interaction of muscles, bones and soft tissues, involved in facial actions. 
It is a challenging task, given the high complexity of facial structure. On the other hand, the 
model has to be able to reproduce realistic facial dynamics. Some facial animation applications, 
such as speech synthesis, have additional constraints as they must generate a plausible animation 
of speech content, suitable for lipreading. Moreover, a parameterisation scheme should provide a 
set of intuitive controls of facial performance (for example, smile intensity).
This section contains an overview of modelling techniques suitable for facial animation. These can 
be separated into two following principal categories:
• Geometric modelling techniques - these model surface deformation via manipulation of geo­
metric control structure (see Section 2.5.3)
• Physical modelling techniques - these model the facial surface deformation as an elastic tissue 
deformed by application of muscle forces (for example, [117, 147]). An overview of physical 
modelling techniques is given later in Section 2.5.4.
2.5.1 Param etrisation of Facial A nim ation
Parameterisation schemes for facial animation [28, 107, 108, 111] attem pt to model any possible 
variations of faces as a combination of independent parameter values [111]. The advantages of
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using some parameterisation model with respect to key-frame interpolation, where all key frames 
have to be stored, is its ability to represent a large range of facial shapes [116] in a compact manner.
In his early work, Parke [107] introduced the concept of an intuitive facial parametrisation. The 
two different sets of parameters were applied to model inter-personal variation of facial structure 
(conformation parameters) and expressive changes (expression parameters). Generally speaking, a 
good parametrisation scheme must be complete, capable to realistically recreate factual, observed, 
changes in facial shape and appearance. These changes may be:
• identity-related, arising from the differences in physical structure of a face of an individual.
• expression-related, resulting from a certain emotional state of a character.
• for speech animation, speech content related articulatory changes.
There exists some notion of an ideal, so called universal, facial parameterisation, initially intro­
duced by Parke [109]. This parameterisation must have the following properties:
• Complete. All possible facial changes (for example, identity, emotion or articulation related), 
have to be modelled.
• Parameter independence. Following the principle of maximal entropy, introduced by Shan­
non [128], the parameters should not reproduce each other. Thus they should be statistically 
independent (orthogonal).
• Minimal. The parameter set has to be concise with as few parameters as possible. This 
property directly follows from the parameter independence.
• Intuitive. Parameters should be easy to understand and have intuitive labels (for example, 
blink).
• Physically plausible. Parameters should only generate physically plausible, realistic results.
In spite of numerous attempts (for example, [43, 76, 79, 107, 147]) that have been made to produce 
a facial parameterisation that would satisfy the above requirements, up to the present day, there 
is no known parameterisation that achieved it. One of the most notable results of these attempts 
is the FACS [54] parameterisation scheme, which was previously introduced in Section 2.1.2.
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In 1982, Parke [108] presented a practical implementation of an ad-hoc (also known as direct) 
parameterisation scheme, which selected the parameters based on subjective observations of their 
influence on changes in facial surface. In his model, rather than specifying the target shapes 
directly, the geometry transformations are applied in the separate facial regions. The vertex dis­
placements are presented as a combination of transformations such as translation, rotation and 
scaling. The facial animation parameters are divided into facial expression parameters such as 
eye gaze, eye-lid opening, jaw rotation, mouth width and such, and the conformation parameters 
which represent the inter-personal variation in the jaw width, forehead width and so on. Some 
other examples of ad-hoc parameterisation are given by [28, 85, 103]. The chosen set of control 
parameters allows to achieve a sufficient level of abstraction from the actual 3D positions of ver­
tices. However, the subjective choice of the model parameters is ambiguous. In the same time, 
the model parameters are not necessary independent. Generation of high level details such as 
wrinkles and furrows is difficult and a wrong choice of model parameters can produce un-realistic, 
not physically plausible, results.
This research relies upon statistical modelling techniques to build a parameterised model of facial 
dynamics. Such modelling learns a variation from the data and is capable of synthesis of a novel 
facial shape and appearance. Statistical models can present a compact and computationally in­
expensive model. However, this modelling scheme has several limitations. While it is data-driven 
technique, it is highly dependent on the data content and can only successfully model the vari­
ation of the data used to build the model. A very large dataset is needed in order to represent 
all possible identity, expression and speech related changes of facial shape and appearance. This 
makes it very difficult, if not impossible, to achieve a complete parameterisation requirement of an 
ideal parameterisation. Moreover, statistical models do not necessarily result in an intuitive set of 
parameters. The next section presents statistical models for parameterisation of facial animation.
2.5.2 Statistical m odels
Generative statistical parameterisation techniques apply data-driven methods for face modelling. 
These techniques provide a basis for modelling changes in facial shape and appearance by observed 
variations of discretely sampled input data. These techniques are highly dependent upon the 
completeness of the dataset. The model’s ability to represent a variation of a certain parameter 
depends on the assumption that the variation is fully evident in the model’s data.
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A particular advantage of statistical models is that they allow for some dataset dimensionality 
reduction and noise removal, by leaving out the parameters with low variation. Examples of models 
that are based on statistical parametrisation techniques include Active Appearance Model (AAM), 
[30], Morphable Model (MM) [12, 13, 120] and tensor-based model of identity and expression [144].
Principal com ponent analysis
Principal Component Analysis (PGA) was introduced by K. Pearson in 1901 [113]. Today it is 
a commonly used technique for computational multivariate statistics. This method deploys an 
orthogonal transform to convert a set of possibly correlated parameters defined by a covariance 
matrix into a set of uncorrelated variables, called principal components. The orthogonal basis is 
either computed via an eigenvalue decomposition of the covariance matrix, or via a Singular Value 
Decomposition (SVD) of a data matrix, mean-centred for each component.
Following the transformation, any data sample of the original dataset can be represented us­
ing equation 2.1, where, p is the mean vector, e* is the Vh principal component and a* are weights 
corresponding to v in the PGA representation.
N
V — /I  ^   ^d iG i  (2.1)
i=l
The principal components e* can be calculated as the eigenvectors of the covariance matrix of 
the dataset. The corresponding A, eigenvalues of the covariance matrix represent the amount of 
variance 5i, accounted for by each principal component e*. The principal components with small 
eigenvalues account for small variations in the dataset. Hence, they may be left out at a price of 
little loss to the model’s accuracy.
This simple and powerful technique has been used by several authors to create statistical fa­
cial models. One usually distinguishes between texture and shape of the object and analyses them 
either separately, as a point distribution model [31], or combined. A set of 2D images with the 
marked facial features was used in the Active Appearance Model (AAM) of Gootes et al. [30] to 
model changes of facial shape and appearance based on statistics modelled using Principal Gom- 
ponent Analysis (PGA).
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For facial animation, a particular advantage of PCA is that it allows to reduce the dimensionality 
of the dataset via culling of principal components with smallest variance. Thus, it allows for a 
compact model representation. Another benefit of this technique is the orthogonality and statisti­
cal independence of its set of parameters. One of the disadvantages of this technique is a general 
lack of intuitive correspondence between principal components and model parameters affecting 
produced facial configurations. For example, a single principal component may affect mouth cor­
ner positions, as well as cause changes in the upper face. One can overcome this problem by 
separating the face into multiple regions and performing their independent analysis. Nevertheless, 
such assumption of independence of facial regions does not reflect the inter-connected nature of 
the facial actions.
In 3D face modelling PCA gives the basis of the morphable model method, capable of the synthesis 
of novel 3D faces based on learned statistics.
M orphable M odel
The morphable model approach was pioneered by Blanz and Vetter [12, 13, 120]. The majority of 
literature on the morphable models is based on their work. The morphable model is constructed 
from a number of 3D face scans. Morphing between faces requires them to be in full correspon­
dence, meaning that all of scans must share a single 3D mesh topology and the corresponding 
texture maps must fit to a common template. Under this premise, the geometry of the face is 
represented with a shape vector S  = { x i ,y i ,z i ,X 2 , ..., %/», Zn)'^ G which contains the (X, V, Z) 
coordinates of its n  vertices. Accordingly, each vertex has an associated colour value of texture. 
The face texture can be expressed as a vector T  = {r i,g i,b i,r 2 , g n , b n ) ' ^  G that contains 
the {R, G, B)  colour values of the n  vertices. Based on a dataset of m faces, each corresponding to 
its shape vector S i  and its texture vector T ,^ new shapes S m od  and textures T m od  can be expressed 
in terms of Morphable Model (MM) space as:
m  m  m  m
Rmod ~  ^  ] djSj,  Tmod ~  ^  j^bjTj, ^  ^Qt — ^  ^ — 1. (2.2)
i=l i=l i=l i=l
The morphable model is then expressed as the set of faces {Smod{a),Tmod{b)), parameterised by 
the coefficients a = (o i,0 2 , . . . ,flm)^ and b =  ( & i , •••> &m)^- New faces can be generated by 
modifying the parameters a and b that control shape and texture respectively.
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Figure 2.9: Tensor: generalisation of vectors and matrices to multiple indices. From left to right: 
vector - first order tensor, matrix - second order tensor and third order tensor.
Morphable models can be used in variety of applications, including facial animation and face 
recognition. In face animation the generative capability of the morphable models is exploited to 
create novel 3D facial poses (consisting of 3D shape and corresponding colour texture) based on the 
learned statistical variation of the input data. In face recognition, the morphable models are used 
to infer the 3D information from a 2D image via an iterative procedure. There, the 3D estimation 
of a face is projected back into the 2D image with rendering parameters, such as camera position, 
camera focal length and lighting. The resulting image is compared to the original one. The model 
parameters are then updated, in accordance with the residual difference between the image to be 
matched and the one rendered from the 3D model. The procedure is repeated until the residual 
difference is smaller than a chosen value e. In this work, we use such an iterative estimation of 3D 
facial shape from 2D photographs of a subject’s face within an animation framework (Chapter 4) 
in order to produce a 3D facial animation of a subject from a single 2D photograph.
Tensor-based Singular Value Decom position
A tensor, a natural generalisation of vectors (D^ order tensors) matrixes {2^^ order tensors) to 
multiple indices, permits to define multilinear operators over a set of vector spaces. An A^^-order 
tensor can be described as a block data, indexed by N  indices: =  (^tiiz. iAr)- The figure 2.9
shows first, second and third order tensor. There exist some variations of the PCA technique to 
multi-linear algebra - the algebra of higher-order tensors. The multi-mode analysis, which permits 
to decouple variations due to more than two factors, was initially introduced by Tucker [138] and
36
Figure 2.10: Unfolding of matrix to vector form. Each row of the matrix is concatenated into a 
single vector.
mode 3
ode 2
(1)
mode 1 ^ 1,1,1 2,1,1 1,1,2 2,1,2
1,2,1 2,2,1 1,2,2 2,2,2
(3)
1,1,1 1,1,2 1,2,1 1,2,2
2,1,1 2,1,2 2,2,1 2,2,2
1,1,1 1,2,1 2,1,1 2,2,1
1,1,2 1,2,2 2,1,2 2,2,2
(a) (b)
Figure 2.11: In (a) we show a S’^ ^-order tensor. In (b) we show unfolding of the tensor elements 
along its 1®*, 2^^ and 3’’^  modes respectively.
later formalised and improved by Kroonenberg and de Leeuw [80]. It was further developed by 
De Lathauwer [41, 81]. These techniques were later applied in computer graphics for multilinear 
analysis of images by Vasilescu [141, 142], Vlasic [143] and Brand [20].
Tensor analysis assumes that a dataset (for example, texture images or a set of 3D shapes) is 
formed as a result of some multi-factor confluence. Each factor or mode is allowed to vary in 
turn, while the remaining factors or modes are held constant [9]. In this research (see Chapter 
3) we use the higher-order generalisation of PCA and SVD of matrices to higher-order tensors. 
Unfortunately, unlike for the matrix case the uniqueness of the higher-order tensors SVD is not 
assured. There are multiple ways to decompose tensors orthogonally. However, N  — mode SVD - 
a multilinear extension of the matrix SVD to tensors is most natural. The resulting representa­
tion separates the different modes of variation of the dataset. While PCA addresses single-factor 
variations (for example, expression), higher-order tensor SVD is more powerful technique as it 
allows independent control of multiple dataset parameters (for example, expression and identity). 
Similarly to unfolding of a matrix to a vector form shown in Figure 2.10, a tensor can be unfolded
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into matrix form its directions of variation or modes. Figure 2.11 shows unfolding of a 3^^-order 
(or 3-mode) tensor with a total of dl x  d2 x  d3 elements along its three directions corresponding 
to mode 1, mode 2 and mode 3. The resulting matrices T(„) contain the original data of tensor, 
rewritten into a matrix form. Each element of resulting mode unfolding of the tensor corre­
sponds to the original tensor element. The right hand side of Figure 2.10 shows the indices of 
original tensor elements that build mode unfolding of the tensor.
The most natural way of manipulating mode spaces is via linear transformation, referred to as 
the mode-n product. It is defined between a tensor ^  and a matrix M  for unfolding of a ten­
sor for specific mode n. The n — mode product is written as a multiplication with a subscript 
n: x„: x„ M. This notation defines a linear transformation of vectors in tensors’s ^
mode space (vectors of a matrix T(„) - result of mode unfolding of the tensor) by the ma­
trix M . For example, X2  M  would replace each mode-2 vector v  with a transformed vector M v.
An important linear transformation of tensor data is the A^-mode singular value decomposition 
(here N  corresponds to the total number of modes of tensor). Analogously to matrix singular value 
decomposition (SVD), it rotates the mode spaces of a data tensor producing a core tensor 
Within each mode of the core tensor the variance monotonically decreases from the first to
the last vector, similarly to the variance of principal components of PCA space. This enables
us to truncate insignificant components within each mode and to reduce model dimensionality. 
Mathematical expressions for N-mode SVD, presented with mode products, are given below:
< r= ,5 ^ X iU f  X sU i’ x g U j...  XjvU?; (2.3)
— X i  X 2  U 2  X 3  U 3 . . .  X jv  U j v  (2.4)
Here ^  is data tensor, If  is the core tensor and rotates the mode spaces. Columns of each
Un contain left singular vectors of the mode space unfolding of a tensor and can be computed 
via regular SVD of the matrices corresponding to mode unfolding of a tensor [81]. Since the
variance is concentrated in one corner of the core tensor, the model can be approximated by
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^  Ru ^ r e d u c e d  ^ 1  U i  X 2  U 2  X 3  U 3 . . .  X^y XJjy, (2 .5 )
where Ùi-s are truncated versions of U*-s with several last columns removed. This truncation 
leads to high quality approximations; however, it is not optimal due to several matrix properties 
that do not generalise to higher order tensor algebra. For more details, please consult De Lath- 
auwer’s dissertation [41] that provides more comprehensive treatment of the topic.
Chapter 3 presents our implementation of tensor SVD for models of identity and expression. 
This is inspired by work of Vlasic et al [144]. To construct a facial model, tensor modes corre­
spond to different data attributes, such as expression, identity and so on. Three model dimensions 
are vertices for a shape model (or image pixels for a texture model), identity and expression. In 
spite of its higher computational complexity, compared to a traditional PCA-based approach, the 
tensor model was found to have a number of advantages:
• Separability of the modelled factors. One can separately study expression versus identity. 
For instance, expression can be varied while identity stays constant, and vice versa.
• Consistency of the model. For example, the tensor model presented in the practical thesis 
results depicts individual characteristics of expression for every subject. In this way, the 
same expression parameters that encode a smile for one person, will encode a smile for every 
person spanned by the model. The style of the smile will be appropriate to their facial shape 
configuration and style of smiling.
The major drawback of this model is its high computation complexity. Moreover, an additional 
optimisation procedure is needed in order to estimate the model parameters of a new input face if 
it presents a new facial expression, which was not previously presented in the training dataset. As 
with any other statistics-based method, this one highly depends on completeness of the dataset. 
It requires a relatively large number of 3D scans in order to span all possible degrees of variation 
present in the real world. The presented method relies upon the assumptions of linearity of 
changes of facial shape and appearance, which does not correspond to the high non-linearity of 
face deformations. Thus, a more complex non-linear model is required in order to be able to 
represent non-linear deformations.
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2.5.3 G eom etric m odelling o f facial expression
Most methods used for the modelling of facial expressions use geometric manipulations to modify 
facial surface. Such manipulations do not typically take into account an underlying structure of 
face (skin, bones, muscles, the soft tissue and so on). Such abstraction from the physical structure 
and function of a facial mask avoids computational complexity, associated with physical models. 
The following methods manipulate the facial surface (via vertices or control points) based on a 
small number of facial geometry parameters.
Interpolation Techniques
Linear interpolation is one of the most basic examples of a geometric modelling approach. There,
the model space is formed based on a linear combination of morph targets (extremes). Given two
facial expressions vectors v% and vg, we can estimate the morph wmorph by transitioning between 
the two based on equation 2.6 for a  6 [0,1]. The values that lie beyond the range [0,1] can be 
used to generate caricatures by extrapolation.
m orph  — n V j  "f" (1  0 ;)v 2 . (^•®)
Unlike principal analysis or tensor SVD based models, the morph-target based model does not 
guarantee the orthogonality of its parameter space. The morph targets soon become cumbersome 
for the modelling of complex facial expressions. It is necessary to assure the correct morph by 
localising its action area. In such a way, Pighin et al. [116] uses masks to explicitly define the 
region over which the morph has affect. For example, a blink morph affects only the eye region. 
One can extend the morph interpolation to morph between multiple expression vectors based on 
the equation 2.7:
^m orph  =  (2-7)
The space of v^ of facial expression vectors defines a manifold in a high dimensional parameter 
space, which is used to derive a new facial expressions vmorph- The generative capability of the 
model directly depends on the number of morph targets and the interpolation method (linear vs. 
spline interpolation) with which the morph is approximated. The intuitiveness of the parameter- 
isation highly depends on the chosen targets.
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Free-form deformation
Free-Form Deformation (FFD) deforms volumetric objects by using a set of control points arranged 
in a three-dimensional cubic lattice [32, 76,127]. These techniques rely on a small, compared to the 
number of vertices, number of of control primitives. An example of such techniques is a piecewise 
linear triangulation of vertices. The FFDs permit to sculpt an object’s shape via some deformation 
function /  : —> R^, applied to each point (vertex or control point). FFD-based approaches can
be separated in the following categories depending on the form of controlling structure:
• Point-based deformations
In this approach a weighted combination of displacements from defined control points, which 
surround or lie on the target surface, is used to deform the mesh vertices. The deformed 
vertices V( are generated by addition of the weighted linear combination of the distance 
between the control points Pi and target positions P / to the vertices Vi (see equation 2.8):
V  = V +  ^ a i ( P i - P ! )  (2 .8 )
i=\
An important aspect of such techniques is selection of appropriate weights ai.
Point based deformation can be also implemented based on Radial Basis Functions (REF), 
a commonly used technique for scattered data interpolation [139]. The value of the radial 
basis function depends upon only the distance from its centre. By placing a RBF, centred 
at each of the control points, the deformed point position is defined as:
V'=p„,(V)+'£,<^i4,t(\\V-Pi\\).  (2.9)
i —1
Here the new position V ' is defined as a linear combination of radial basis functions cen­
tred at the control points Pi. The linear weights a*, the polynomial term pm and the choice 
of basis function ^  serves as the RBF interpolation parameters. Description of radial basis 
functions can be found in Appendix B.3.
In this work, RBFs were used in R^ to morph a 3D canonical facial mesh to fit to the 
positions of motion capture markers. This approach has a number of advantages. RBFs 
allow to interpolate smooth hyper-surfaces such as human face meshes and to interpolate
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the missing points [139]. The method ensures that a morphed mesh approaches the target 
sampled data points [118]. The requirement for continuous surface distance metric for RBF 
makes it difficult to account for discontinuities (for example, inner mouth contour) in the 
target mesh. Thus, we have finally opted for a different model for facial animation, which 
was capable to account the discontinuities of inner mouth contour.
Planar deformations
The main difference between planar-element deformers and point-based deformers is that 
the first ones fully parametrize the target surface, whereas the last ones can only interpo­
late displacements. The planar deformation is based on a mapping between a number of 
polygonal surface elements (for example, triangles or quads) and each point in the target 
surface. Each planar deformer will consist of n control points and the deformed surface point 
is expressed as a linearly weighted combination of these. The point is projected onto the 
planar element, defined by the set of control points P{. The barycentric coordinates of the 
point’s projection and an offset vector of length dy  along the surface normal n' are used to 
define the mapping between the planar element and the target surface, as shown in equation 
2 .10:
V ' = n 'd v + '^ ^ i P i .  (2.10)
i=\
In such a way, the planar deformers are fully parameterising the target surface. This tech­
nique requires an entirety of the target surface to be encased in a control structure.
Piecewise-polynomial deformations
Piecewise-polynomial primitives allow for a greater flexibility by permitting to control the 
continuity of the deformation in the target surface. The continuity of the deformation now 
depends on the continuity of the underlying polynomial basis. The basis can be modified 
based upon the required deformation. Some of the possible basis choices include a Bézier or 
B-spline (quadratic, cubic and so on).
Splines Surface deformations are produced by manipulation of splines that lie on or close to 
a target surface [82]. The parametrisation of each vertex of the target surface is done based 
on its distance to the closest point on the spline deformer. Some solution is needed in order
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to resolve the situation when more then one point of the spline is equidistant to a vertex of 
the target surface.
• Patches
The patches can be used in a scheme where the vertices of the target mesh are approximated 
by evaluating the patch elements and their respective normal maps [27]. The deformation of 
the target surface is determined by the deformer patch surface and given shape constraints. 
Common examples of the patches are Bezier and NURBS (non-uniform rational B-spline 
surfaces).
• Volumes
This form of FFDs is limited to three dimensional cubic lattice structure. It requires the 
target surface to be locally parameterised within the lattice structure. The weighted rational 
basis functions, defined on cubic lattice, are used for facial modelling by Kalra et al. [76]. 
This method is further extended to allow lattices of arbitrary topology by Coauillart [32].
• Muscle functions
Muscle functions were introduced by Waters [147] to approximate the affect of muscle actions 
on the skin surface of the face. In his model. Waters distinguishes between two muscle types: 
linear and sphincter muscles. For the sphincter muscle, the displacement of the vertex V  
and V'  is estimated based on the distance between vertex and the centre of ellipse. The 
action of linear muscle is reflected in a position of vertex within conic section towards its 
apex.
2.5.4 Physics-based m odels
Contrary to geometric model’s level of abstraction from the complex physical structure of facial 
mask, physics-based models attempt to produce a physically inspired model of the face. This 
model should be capable to reproduce both the anatomy and the facial actions. The anatomy of 
the face is complex as it consists of many components which are difficult to model: muscles, layers 
of tissue and skin. Facial expressions are generated as a result of application of muscle forces to the 
facial mask. Applied muscle forces cause stretching of the skin and result in formation of the skin 
creases and wrinkles. An additional difficulty exists to build a general model, as generated effect 
can vary greatly with the age, physical properties of the skin (dry, fat and so on) and weight of
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individual. One can distinguish between mass spring systems and Finite Element Models (FEM) 
models:
• Mass-spring methods. Mass-spring methods (also referred to as tension networks) [83, 117] 
use elastic spring meshes to model the skin deformation due to muscle actions. The changes in 
facial shape are modelled by propagation of muscle forces in the set of interconnected masses 
and springs. To increase the realism some approaches use a layered spring mesh system that 
consists of 3 layers. P latt and Badler [117] present another approach focused on modelling 
of the facial structure. Facial expressions are produced by applying the muscle forces to 
elastic meshes through muscle arcs. This approach is further extended to model the muscles 
of selected face regions as a collection of 38 functional blocks that are interconnected via a 
spring network. Choice of network structure is vital to a model based on tension networks.
• FEM-based models. FEM models are used to model the deformation of facial skin surface as 
a result of muscles actions [79, 115, 135, 148]. These models separate the skin into a number 
of interconnected geometric primitives which are used to approximate solutions to differen­
tial equations, modelling the muscle actions. The combination of internal (skin resistance 
to bending and stretching) and external (muscle forces) energy terms is optimised with a 
number of boundary constraints. The muscles are assumed to act as external forces applied 
directly to the surface. FEM methods describe a facial expression with the combination of 
the muscle parameters.
The main distinction between mass-spring methods, based on finite differences, and the FEM 
models, based on finite element, is that the first group of methods takes into account the area 
properties of the surface.
2.6 Facial anim ation
A goal of an animation is to make an animated object or a character appear lifelike. The previous 
sections present a comprehensive review of a number of facial parametrisation techniques. Once 
a facial model is defined, the next step is to produce an animation sequence corresponding to the 
desired facial actions. The ultimate goal of a facial animation system is a system, operating in real 
time, requiring as little artist intervention as possible, providing an intuitive set of parameters and, 
finally, capable of generation of realistic facial animation sequences which reflect characteristic dif­
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ferences of facial appearance of an individual and preserve the realism of produced facial dynamics.
There exist a multitude of facial animation approaches. Among them are key framing, based 
on shape and texture interpolation, image morphing, blendshapes, performance-driven animation, 
parameterised models, muscle-based, pseudomuscle-based and language-driven animation tech­
niques. The entirety of animation methods can be also subdivided into image-based and geometry 
based approaches. Image-based techniques produce the animation by manipulating images (mor­
phing or blending between images).
Geometry based approaches generate an animation sequence as a result of direct or indirect (for 
example, via a set of control points) manipulation of the facial surface. Generally speaking, 
the geometry manipulation methods can be roughly separated into key-framing, parametrisation, 
pseudo-muscle-based and physics-based methods. Performance-driven animation techniques, as 
defined by the name of the technique, drive an animation of a character from recorded actors 
performance.
It is often difficult to subdivide animation methodologies because successful animations typically 
result from a combination of two or more approaches. Moreover, skilled artist’s intervention is 
often used at many stages of the animation process in order to produce the desired effect. For 
example, the ‘Gollum’ model, used in the Lord of the Rings trilogy, combines performance based 
animation with blend shape interpolation. In order to achieve the highly realistic final animation 
result, a vast amount of artist intervention was needed. The aim of this section is to briefly intro­
duce existing animation techniques with respect to the topic of this research. A detailed overview 
of animation techniques can be found in [1 0 0 , 1 1 2 ].
2.6.1 Interpolation
One of the most widely used animation approaches is interpolation. In the one-dimensional case, 
interpolation (new value u')between two values v\ and V2 is specified by a fractional interpolation 
coefficient a  (2 .1 1 ):
v ' =  av i  +  {1.0 -  a )v 2 - (2.11)
This concept is easily expanded to more than one dimension by applying a similar procedure in
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each dimension. For further discussion of interpolation techniques, please consult Section 2.5.3.
For 3D animation, interpolation corresponds to specifying a number of key-frames - key surface 
configurations, also known as static blend shapes (or poses). A computer algorithm is then used 
to fill-in the intermediate frames between the key shapes to produce an animated sequence. Such 
approaches generally lead to non-realistic results as they fail to portray the subtle motions, present 
in the real data, which are important for the realistic facial dynamics. A poor approximation of 
natural human motion produces non natural looking results, even when the original frames are 
highly realistic. Another disadvantage of such a system is its requirement to store a complete set 
of model geometry for each facial expression.
In order to interpolate between two or more key expression poses, an interpolation function can 
be defined in simplest case as a linear function of the two endpoints (for example, the first and the 
last frame of a sequence). As natural facial motion is of non-linear nature, attempts were made 
to approximate it by selecting a non-linear function to serve as the a  interpolation coefficient. 
For example, [110] uses cosines of fractional time intervals in order to model acceleration and 
deceleration of facial dynamics.
Blend shapes is an approach which is essentially another form of surface shape interpolation. 
A number of shapes are used to define one base shape and target shapes. The vector displace­
ments of the base shape from the the target shapes are used to define the model space. The 
interpolation is produced by blending between the base and the target shape based on some inter­
polation coefficient a  E [0 , 1 ], whith the value 1 . 0  corresponding to the target surface shape and 
value 0.0 corresponding to the base surface shape. If more than one blend shape is used, each 
surface point is defined as a weighted combination of the blend shapes.
While storing explicit data for each key-frame was feasible in 1972, today’s demand for realism 
and the number of vertices of models is significantly higher, making such an animation technique 
no longer efficient.
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2.6.2 Facial rigging
The animator’s objective is to create a new animation by manipulation of the control parameters 
of the model. The interactive animation tools allow to specify the desired motions, preview and 
to modify them to achieve the desired performance characteristics.
Facial rigging is the process of definition of the animation controls for a facial model and design 
of the animator’s interface. Interactive animation systems provide a way to link user interactions 
and produced facial actions. An early example of such a system was developed by Hanrahan and 
Sturman [64]. It allowed animators to translate the signals from interactive input devices into 
animation control parameters.
Facial rigging systems differ in their user interface, chosen level of abstraction and control scheme. 
For example some systems model facial actions as a result of surface deformation based on ar­
ticulated joints. Each surface point is likely to have differently weighted influence from one or 
a number of joints. For examples of this approach, please consult [105]. Many other facial rig­
ging systems rely on blend shapes, a form of surface interpolation, previously discussed in Section 
2.6.1. Other types of commonly used rigging techniques rely on clusters of points that are used 
to control the shape transformation. Typically several clusters are applied to control the shape of 
each feature (for example, eyelids, nose, upper and lower lip and so on). Many animation systems 
allow the user to develop certain functional relationships between the control parameter values 
and the desired effect on the surface points.
2.6.3 D irect param etrisation
One of the best known examples of the direct parametrisation scheme is the work of Parke 
[107, 108, 111]. There, the facial expressions are manipulated based on a set of chosen control 
parameters. The underlying principles are based on key-framing and interpolation. The conflict 
between animation parameters resulted in unnaturally looking expressions. The set of parameters 
was difficult to extend to other face topologies. In order to animate another character, the set of 
parameters had to be rewritten.
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2.6.4 Pseudo-m uscle based approach
The idea of the pseudo-muscle based techniques is to emulate the basic face muscle actions with a 
small set of control parameters. The muscle actions are simulated based on geometry deformations, 
e.g. FFD [76, 127]. Mangenant-Thalmann et al. [87] propose Abstract Muscle Actions (AMA)- 
based system which is based on empirical models. They define a parameterisation scheme similar 
to FACS. Animation of expressions is formed by manipulating AMA controls for emotions and 
phonemes in the groups. This technique is more computationally expensive than key-framing and 
direct parameterisation and produces somewhat better results than the last two. Nevertheless, the 
pseudo-muscle based approach fails to portray the subtle movements of the skin surface. Moreover, 
produced skin deformations lack wrinkles and bulges.
2.6.5 M uscle based approach
The muscle-based technique, in contrast to the previous one, attempts to simulate the actual 
muscles and not only the effect of their action upon skin surface. The earliest work in muscle- 
based animation belongs to P latt and Badler [117]. Please refer to Section 2.5.4 for more details 
on physics-based models. One of the most recent and advanced examples of facial muscle models 
is the work of Sifakis et al. [129] based on the finite element method. In spite of the increased 
realism of the facial expressions, compared to the results of the early muscle based techniques, the 
model fails to produce realistic facial expressions. A better model of lip deformations is needed.
2.6.6 Im age-based techniques
Due to requirement for the photo-realistic facial animation, many of the animation sequences are 
produced based on the image-based techniques. An animation sequence is generated by manipu­
lation of image data, for example, morphing between photographs, texture manipulation, image 
blending and vascular expressions (for example, blushing). An early example of morphing be­
tween images is the work of Beier and Neely, [8 ]. Pighin et al. [116] use a combination of 2D 
morphing techniques and image blending with 3D facial model to produce realistic 3D expressions.
Bregler et al. [2 1 ] introduce a video-rewrite technique, where the generated mouth poses are 
overlaid on the background image. Ezzat et al. [56] implement a similar approach with several 
improvements and a smaller expression database. Cosatto and Graf [33] show the most photoreal-
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istic results of the three presented techniques. This method is also capable of working in real-time.
Image-based animation techniques remain the method of choice when photorealistic results are 
needed, for example, in the film industry.
2.6.7 Perform ance based anim ation
Some of the most successful computer animated characters are produced based on performance 
based animation. For example, Gollum from the Lord of the Rings was animated using a combina­
tion of motion capture of an actor, Andy Serkis, and artists work. The realistic facial animation is 
a matter of orchestrating a number of facial motions, with the smallest facial motions (for example, 
wrinkles around the eyes) being interleaved by the larger scale motions with different dynamics. 
Instead of attempting to model the complex nature of facial dynamics, one can capture an actor’s 
performance movements and action and use it to animate synthetic characters. These techniques 
can be implemented based on both geometry and image manipulation.
Early attempts on performance-driven animation can be traced back to 1980-s with an early ex­
ample of this technique being an animated short film ‘Tony de Peltrie’ by Bergeron and Lachapelle 
[10]. Williams [154] synthesised expressive facial animation based on changing 2D texture coordi­
nates extracted from video sequence.
In the Matrix Reloaded (Warner Brosers) [17, 18] performance capture is used to accurately 
recreate actor’s motion nuances. Facial motion capture is computed based on the optical flow 
method. One of the main issues of optical flow is error accumulation over time that happens due 
to the optical flow principles [18]. Data acquisition for performance-driven animation is a topic 
beyond the scope of this section and is another research problem in itself. For more details on 
motion capture techniques please consult Section 2.4.1.
2.7 Sum m ary
This chapter offers an introduction into expression analysis based on visual data or speech. It 
presents the variety of methods for parameterisation, modelling and animation of facial expres­
sions. Modelling techniques allow to manipulate geometry in order to produce novel facial shapes.
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The parametrisation approaches provide a set of controls that can be used by animators or an 
animation technique within an animation interface.
Modelling techniques can be split into two principal categories based on their approach to mod­
elling the facial shape and appearance based on geometry or physical structure of the face. Geomet­
ric modelling is an efficient way to represent facial expressions by directly manipulating geometry 
of a facial mask. The main drawback of this technique is that the information of physical structure 
of the face is not taken into account. The discontinuities (for example, lip opening) have to be 
modelled explicitly. Physics-based approaches model the changes of facial mask as an elastic tissue 
deformed by application of muscle forces. These techniques attempt to model muscle actions on 
the facial surface using differential equations. There is currently no physics-based model capable 
of realistically simulating facial deformations in real time.
It is often difficult to separate individual animations techniques, as a successful animation of­
ten requires a combination of several animation techniques and some artist intervention. The 
animation methods presented here include direct parametrisation, interpolation, facial rigging, 
muscle and pseudomuscle-based approaches and performance based animation. Although, some 
attempts were made to analyse the dynamic component of speech based on video and motion 
capture data, this aspect of facial performance is vastly understudied. Yet, it has been proven 
very important for the perception of naturalness of produced facial animation. Generation of high 
resolution animation sequence driven from motion capture often requires a large amount of skilled 
artist intervention.
The main direction of evolution of the facial animation is to incorporate the model of natural 
facial dynamics into the facial animation framework in an automatic fashion. The following chap­
ters address this question first by presenting an animation of expressions based on learned data 
statistics. Later, we expand our animation framework to include the natural facial dynamics 
of facial expressions. Finally, we present a multi-modal audio-visual analysis of the dataset of 
expressive speech.
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Chapter 3
Expression and identity m odel
One of the biggest challenges in facial animation is the generalisation of the animation model across 
the entire population of faces. The shape, scale and appearance of the facial features vary greatly 
with the sex, age, weight and ethnic background. As a consequence of varying facial morphology, 
there is a deviation in individual expression style. In addition to this, cultural background and 
personal character may affect the intensity of expressions, adding an extra degree of complexity. 
For all these reasons, a facial model is needed that is capable of reproduction of the person-specific 
nuances of expression which would be applicable to all types of face representation. The desired 
model has to provide an orthogonal set of control parameters and ideally allow for compact and 
intuitive representation. This chapter addresses this problem by an implementation of the tensor 
based model of expression and identity, inspired by work of Vlasic et al [144]. The synthesis results 
of the tensor-based model are compared with results of other state-of the art techniques, such as 
the morphable model.
Although, both parts of this research presented in this chapter and in the following chapter differ 
in the type of input data, the registration algorithm and the modeling techniques, they share 
a common framework. Please refer to Section 2.5.2 and related references [12, 13, 120] for an 
in-depth review of the morphable models. The modelling process can be subdivided into:
• Data capture
• Registration
• Modelling
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•  Analysis and animation
• Results evaluation
A tensor-based model of facial expression and identity is constructed, following the approach 
presented in [144]. The first modelling step is collection of a suitable database of 3D face scans 
(3D shape and texture). The following section details the data capture, which was performed in 
order to build the expression and identity model.
3.1 C ontributions
This part of the thesis presents a number of contributions, which include:
• Collection of a 3D dataset of expression and identity;
• An implementation of a tensor-based model of 3D facial expression that provides an inde­
pendent control over expression and identity.
• Critical evaluation of the tensor-based approach for producing of realistic facial animation 
versus another standard 3D modelling method - the morphable model.
3.2 D ata  C apture
In order to build a model capable of representing interpersonal variations of facial expressions, we 
recorded a dataset of 3D face scans of 16 subjects (3 white females and 13 males from which 2 
were of Asian origin and others were white). The participants were asked to show Ekman’s basic 
expressions, which included happiness, surprise, fear, sadness, disgust and anger. The neutral 
face, without any expression, was also recorded for each participant. None of the participants were 
trained actors. The feedback was given to the participants with respect to the performed expression 
intensity, in order to assure the quality of the recorded data. The scans from 4 additional subjects 
(in addition to the 16 subjects kept in the dataset) were discarded as they failed to perform anger 
and fear. Many other subjects required extra repetitions for certain expressions. This resulted in 
a total of 112 scans. Ideally in order to capture gender specific expression variation, the dataset 
would contain an equal number of females and males, but this is not the case. This database is 
biased towards males due to the larger number of male participants. It would have been best for 
all samples to be recorded without any hair occlusions and under uniform lighting conditions so
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as to avoid shadows or specular reflections contaminating the texture data. However, this was 
not assured during the capture process. Some samples present hair occlusions. All face data were 
recorded with a SdMDFace^^ sensor within our department.
3.3 R egistration
One of the key-steps for building a model, whether it is a morphable model or its extension 
to multidimensional tensor space, is assuring dense correspondences across the database of face 
scans. Each recorded face scan consists of a 3D mesh and an associated 2 D RGB texture map. 
The (rc, y, z) vertex coordinates of the 3D mesh of the i^h scan can be concatenated into a shape 
vector Si =  y2 , Xn,yn,Zn)'^• Similarly, the RGB values of the pixels of the texture
map can be assembled into a vector T* =  {r i ,g i ,b i ,r 2 ,g2 , For each recorded 3D
scan the numbers n  and m  will be different because they are not conformed to a single 3D mesh 
topology. Moreover, the different raw face scans will not be aligned due to the variations of pose 
during capture. This problem is solved by registering the scans to a common morphology with 
a dense registration algorithm and then aligning the resulting conformed models using Ordinary 
Procrustes analysis (OPA) [47], described in Appendix G.
The work presented in this chapter relies upon the registration method described in great de­
tail in the dissertation of Tena Rodriguez [134]. On a given 3D face, a target model M d and a 
generic mesh M q , a number of landmarks points are hand marked and later used for registration.
The Iterative Multi-resolution Dense 3D Registration (IMDR) method of Tena is an improved 
(the fitting errors are minimised) version of the conformation algorithm proposed by Mao et al. 
in [8 8 ]. The key changes in IMDR, compared to the algorithm of Mao et al. are:
• Curvature shape index was added to the computation of the similarity score between the 
target model M d and the generic model M q .
• Due to it’s error prone nature thresholding was removed. The thresholding was initially used 
to decide if a pair of matched vertices should be an outlier in the distribution of similarity 
scores for all matched pairs. Thresholding assumed that similarity scores should be alike for 
all matched pairs, but this underestimates the diversity of human faces.
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• The surface normals, previously used in computation of similarity scores, were discarded as 
they provided similar information to the shape index.
• Adaptive search radius was introduced in order to cope with variation of human faces. The 
search radius was defined at each vertex as a linear function with values between Tmin and 
f'max according to the distance of the vertex to the closest landmark (the landmarks of both 
models M d and M q are brought into a perfect alignment by an earlier step).
• The fitting error of the algorithm is further reduced by an iterative multi-resolution approach, 
which essentially consists of a repetition of successive local matching and energy minimisation 
stages at multiple resolutions.
• The symmetry of human facial features is enforced with a symmetry constraint. Since not 
all faces are perfectly symmetric, the symmetry is enforced only during the first iteration 
of the conformation process to allow for non-symmetric matches to be found later in the 
registration.
The iteration procedure of the algorithm proceeds as follows:
1. In order to remove data spikes and noise, target model M d  is filtered with curvature filter 
|133]
2. Global matching is performed based on iterative closest point algorithm [58]
3. Local matching is performed
• Similarity of vertices in M q and M d is calculated based on the distance between them.
• The matches are searched within a sphere of a radius defined as a function of the 
distance to the closest landmark
• The vertices of M g for which no match in M o is found are assigned the value of their 
symmetric vertex on M g if that match is defined. If no match is found for either the 
vertex or for its symmetric counterpart, the value is interpolated from the matched 
neighbour vertices.
4. An energy function is minimised
5. Symmetric mirroring in local matching in step 4 is disabled and steps 3 and 4 are repeated.
6 . M g is subdivided to increase the resolution
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7. M g is filtered to smooth out the noise
8 . Steps 3 and 4 are repeated twice
9. Steps 6  to 8  are repeated until a specified resolution is reached.
The average registration error reported for the algorithm is 0.148 mm with standard deviation
0.109.
The recorded 3D data, acquired with the SdMDFace^^ 3D capture system, consists of a 3D 
surface and a corresponding RGB colour texture map. The 3D mesh M d has a colour RGB value 
or a (w, v) texture coordinate, associated to each of its vertices. Following shape registration, a 
textured mesh M d is conformed to the generic model M g - A texture map for the resulting con­
formed model M g (a deformed version of the generic model M g) is extracted based on the texture 
map o ïM d - Following the registration M g and M d are aligned. Therefore, the texture values can 
be estimated for each point pmc on the surface M d based on projection of pmc onto the surface of 
M d . Resulting point pmd , which lies on the surface M d , can be used to extract the corresponding 
colour value. This is done based on barycentric coordinates. We express pmd that lies within the 
triangle, defined by vertices V2md nnd in terms of its barycentric coordinates. The
triangle, defined by vertices V2md nnd is associated with the triangle in the texture
map, which is defined by texture map coordinates , 1 7 1 2 ^ 0  &nd . The point pmd can 
be expressed in barycentric coordinates (see Appendix B .l) as:
Pm d  ^ ^ I md "b P^2md "b
There, (o;,/3,7 ) are barycentric coordinates that can be used to find the texture coordinates of 
TnMD of Pm d ’
rriMD = + 7^ 3m d  (3 2 )
The RGB values bpM at uimd  texture coordinates are interpolated from the RGB values of the 
four pixels, surrounding tumd, based on bilinear interpolation as described in Appendix B.2. The 
texture value p m c  is then assigned the value bpM- The texture map of the generic face model 
M g is defined in a way that preserves the geodesic distance, the shortest path that connects two 
points on a surface, between its vertices. It is done based on the isomap algorithm. For more
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input
texture
shaded
generic conformed
mesh
Figure 3.1; Results of IMDR registration algorithm [134]. First column: input 3D scan with 
texture, shaded and mesh representation. Second column: generic mesh with low resolution, 
shaded and twice subdivided. Third column: conformed 3D model with texture, shaded and mesh 
representation.
details please consult [134]. This procedure is shown in Figure 3.1. There, the first column M p  
shows the original data, second column shows the generic mesh M g and the third column shows 
a conformed model Me-
3.4 M odelling
An introduction to tensor-based singular value decomposition is given in Section 2.5.2. Although, 
this technique for multi-mode analysis dates back to the work of Tucker [138] in the 1960-s, it was
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introduced to the computer graphics community by Vasilescu [141, 142] in 2 0 0 2 . Since then, a 
number of works have tested this approach on their data, including Vlasic [143] and Brand [20].
This chapter presents an implementation of tensor-based singular value decomposition. Here, 
it is also referred to as a tensor morphable model or multi-linear morphable model, following the 
methodology proposed by [143]. The key differences of implementation is the use of IM D R  al­
gorithm for registration of 3D scans, which allows for the construction of the tensor-based model 
using any kind of textured 3D facial models. The algorithm was implemented in C-f-f based on 
the RAVL library [38].
Following one of the most important steps in model construction, the registration step, we have 
established dense correspondence across the database of facial scans. Each facial scan consists of a 
3D mesh and a 2D RGB texture map. The shape vectors Si = ^i, rcz,..., yn , z n Y'  and tex­
ture vectors Ti = ( r i , , 6 i , rz, can be defined, where N is the number of vertices of the
generic model that all scans are registered to and M is the number of pixels given for the registered 
texture maps. The vectors that correspond to registered shapes Si — {xi^y i,z \ ,X 2 , ...,2/N, are 
then rearranged into 3rd order (3-mode) tensor with dimensions: 3300 vertices x 7 expressions x 16 
identities. Similar procedure is done with texture - texture vectors Ti — {r\,g\, 6 i, r z , ..., gM, ^mY'  
are then rearranged into a 3rd order (3-mode) tensor with dimensions: 795 x 700 pixels x 7 
expressions x l 6  identities. The tensor-based singular value decomposition is then used to build 
a model space, one for the shape and another one for the texture. The chosen tensor space con­
struction framework makes it possible to independently control identity and expression parameter 
changes.
3.5 R esu lts and evaluation
In order to assess the precision of expression modelling and the suitability of the method for the 
facial analysis and animation of expressions, we use generated shape and model spaces to produce 
facial animation as a transition between the data-points within the space. We manually define the 
transition as an interpolation within the space in order to generate the animation sequence. The 
timings are defined manually. Independence of the person and expression style parameters of the 
dataset was first tested by generation of the novel face as shown on the right-hand side of Figure
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(a)
vertices
(b) (c)
Figure 3.2: Tensor space from left to right: (a) Example of database scans varying in identities 
and expressions; (b) tensor data arrangement, where 1 st mode refers to vertices, 2 nd mode to 
expressions and 3rd mode to identity; (c) example of a novel face generated with the tensor model 
for expressions of fear, sadness, anger.
3.3.
Selected frames from the generated animation sequence are shown in Figure 3.3 (a). The ten­
sor model permits independent control of expression and identity while preserving person-specific 
characteristics of produced expressions. The main drawback of this approach is its requirement for 
a large amount of input data. For instance, for every person in the database we collected 7 expres­
sions. Such extensive data collection may be excessive and is rarely possible. The amount of data 
results in high computational complexity. Computational cost of shape model was in the order of 
3000 X 15 X 7 floating points operations. Computational cost of texture model was in the order of 
795 X 700 X 15 X 7 floating points operations. It is far from being a real-time animation approach. 
It took approximately 10 hours to compute the tensor model on a Pentium 4 workstation based 
on the tensor with 15 identities and 7 expressions with a C-f-1-, RAVL-based implementation. A 
computationally expensive optimisation procedure is needed to estimate model parameters when 
a new 3D scan of an unknown person with an unseen facial expression is presented.
Another drawback of this model, is the loss of high frequency spatial details in the results. This 
happens because the model approximates the data in terms of the original data points, projected 
into model space. For shape this over smoothing is equivalent to the loss of fine wrinkles, for 
texture it is seen as a blurring of facial features in the generated texture. Figure 3.2 (c) shows an
58
expression
variation
identity
variation
Happiness Surprise Happy surprise
Surprise
Based on S 
people, 7 
expressions:
Mean face, new 
expression ■
10* happiness ♦ 
20 * surptse
Mean face, new 
expression ■ 
1 0 'fear ♦
20 * surplse
Figure 3.3: Tensor results from left to right: (a) we vary the parameters of model to morph 
between two expressions, and then between two identities; (b) the mean identity (average across 
all subjects) with new expression as a linear combination of two different expressions
average of all identities, which were used to construct the tensor space, and an average of three 
different expressions across all individuals of the dataset. Some blurring is clearly noticeable in 
the presented results.
Although, the tensor model is capable of representation of the data with a high number of in­
dependent factors of variation, it is rather cumbersome to manipulate. The further analysis and 
animation work relies upon a less computationally expensive and more transparent modelling 
technique that is based on principal component analysis.
3.6 Sum m ary
This chapter presented a comprehensive review and comparison of two data driven approaches for 
3D animation of facial expressions, the 3D morphable model and its extension to tensor space, 
3D tensor model of identity and expressions. The conclusion is that, although, the tensor-based 
model offers an independent control of identity versus expressions, its high computational cost 
makes it less suitable for the purpose of current work.
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Chapter 4
High resolution anim ation from  
m otion capture data
Production of convincing 3D animated models of speech and expressions is a difficult problem 
due to the sensitivity of human perception to nuances of facial appearance and movement. The 
research that is presented in the previous chapter does not take into account natural facial dynam­
ics as it fully relies on static data. Further this research concentrated on analysis and animation 
that reflect timing of real expressive sequences. The correct temporal characteristic of animation 
largely affects the perceived realism of the animation sequence. A recent study by Tinwell et 
al. [136] emphasises the significance of dynamic aspects of non-verbal emotional content of facial 
actions on perception of the character as natural, human-like. Up to the present day, there is no 
existing animation model, capable of synthesising fully realistic animation sequences, preserving 
the details of real facial motions. It is a challenging task due to variation in human dynamic 
motion patterns, similarly to the diversity of facial morphology.
One of the commonly used data types, which permits the study of facial dynamics, is motion 
capture of an actors’ performance. The majority of the performance-based animations of 3D 
scans, driven from motion capture data, require a high amount of skilled artist intervention in 
order to produce a realistic animation sequence. This chapter presents a novel technique, which 
permits to automatically animate a high resolution 3D facial model based on sparse facial motion 
capture data. Resulting facial animation respects the natural dynamics, present in the motion 
capture data. The animation sequences are then retargeted to animate other subjects based on a
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single 3D scan or a photograph.
In film production two approaches are used to achieve believable facial animation of real actors:
1. Highly skilled manual animation using morph-target face poses
2 . Performance driven animation, which maps the movement of an actors face, captured using 
visual markers, onto a 3D face model [116].
Performance-based animation can achieve highly realistic facial dynamics. However, it requires 
mapping the movement of sparse marker points to the high-resolution model. Manipulation of 
facial models to achieve realistic animation driven from motion capture is a highly skilled and 
time consuming manual process.
This section introduces the main stages of a framework for an automated production of 3D facial 
animation of expressions from motion capture data, illustrated in Figure 4.2. Our objective is a 
high-resolution animation of faces with a level of details of static 3D scans and a natural dynamics 
similar to motion capture.
4.1 C ontributions
Contributions of the proposed framework include:
• A method for learning a mapping between sparse 3D motion capture data of facial dynamics 
and high-resolution static 3D face scans.
• Automatic high-resolution animation of facial dynamics from motion capture with the detailed 
wrinkles and facial appearance captured in static 3D scans.
• Retargeting of captured facial dynamics to novel subjects in order to animate high resolution 
models from a single photograph.
The proposed approach overcomes the limitation of previous performance based animation tech­
niques that require highly skilled and time-consuming manipulation for animation of facial models 
from motion capture. It is also an improvement with respect to the standard high resolution 3D 
animation techniques that do not take into account the dynamics of natural facial motion. Cur­
rently the approach is limited to animation of facial expressions. An extension of this technique 
to the animation of expressive speech can be cumbersome and would require more markers placed
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around mouth area in order to be able to accurately model mouth shapes.
4.2 D ata  capture
The data collection is done in the studio at CVSSP with a commercial scanner and an existing 
optical motion capture system. Several sequences of 19 facial markers were recorded at 100 Hz. 
The high resolution static 3D scans consist of 30, 000 vertices per mesh on average and an RGB 
texture map. The resulting triangular meshes differ in their structure, number of vertices, pose, 
scale and orientation. Therefore, before one can start with modelling based on this data, one 
needs to bring the scans into one-to-one correspondence. This is done during the registration step, 
previously discussed in Section 3.3.
4.3 O verview  o f th e  anim ation framework
The presented approach combines a set of static 3D scans of facial expressions, giving high spatial 
resolution of shape and appearance 1 0 0 ÜT points) but no temporal information, with marker- 
based motion capture sequences, providing high-temporal resolution (100—40017%) but low spatial 
resolution (15 — 100 points). Motion capture data here compensates for the lack of temporal in­
formation of static 3D face scans. The similar technique of high resolution 3D scans and facial 
motion data, extracted from the video of facial performance, was used in the digital Emily project 
[2, 3] to drive high resolution 3D facial animation from motion capture. Digital Domain produced 
an animation of the aged version of Brad P itt by animating a facial rig, built from high resolution 
3D scans, based on the video of facial performance.
The principal differences of the mentioned approaches is the amount of artist intervention used 
during the entire animation process. Artists were used to construct the set of quality assured 
expression blend shapes and later during the animation and animation post-processing to correct 
the automatic method. In contrast, our method directly relies on the data, recorded from the 
system. Thus, it avoids the blend shape construction stage. As well as that there is no final data 
clean-up of the animation.
As shown in Figure 4.2, the work presented here can be subdivided into two parts:
1. Subject specific animation model.
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Figure 4.1: Framework for expression modelling.
• Learnt sparse model of facial dynamics
• Model of high resolution facial shape and appearance.
2. Retargeting the animation to a novel subject.
• Subject specific morphable model of shape and appearance
• Learnt intra-person model of facial expressions for 3D shape and appearance
The learnt model in the first part of the method is based on the scans and recorded motion data 
of the same subject. This allows to automatically cross-map the dynamics from motion capture 
to animate high resolution 3D scans. In the common animation scenario, one would like to retar­
get the performance from one subject to another person, who may not be present for recording. 
An extension of the current method permits the retargeting of the expressive animation to novel 
subjects. This allows to generate a high resolution animated 3D models from a single photograph 
or a single 3D scan.
The method allows the automatic mapping of a low-resolution space of facial expression dy­
namics (based on motion capture data) to a high-resolution facial expression space (based on 3D 
scans). The mapping allows to render facial animation with high-resolution shape and appearance 
from a motion capture performance. Facial animation reproduces the details of skin deformation, 
learnt from the static scans (based on texture maps, as shown in Figure 4.9), and the natural 
dynamics of the subject’s performance. This provides an automated procedure for high-resolution 
performance-based facial animation without the requirement for highly skilled manual instrumen­
tation of a facial model.
The drawback of proposed method is that it is person specific. It requires a set of 3D scans
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Figure 4.2; Animation framework of high resolution animation of facial dynamics driven from 
motion capture.
of facial expressions together with the motion capture of the subject. To facilitate animation of a 
different person from a single photograph or 3D scan we introduce a method of re-targeting the 
learnt model, while taking into account observed facial shape differences. If a single photograph 
is given as input, an inter-person morphable model of facial shape and appearance [13] is used to 
reconstruct the novel subject.
Retargeting of the learnt model to a novel subject permits an animation of this subject driven
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from the motion capture of the original person. The scheme preserves detailed skin deformations 
of the person specific model. We present results of a facial animation of two actors, derived from 
a single photograph.
4.4 M odelling
This work combines two different types of 3D data;
• 3D static scans, which offer high geometric fidelity of the mesh, but low temporal resolution.
•  Motion capture data, which can be recorded at a high framerate, but with spatially low 
resolution.
The presented animation framework consists of two PCA-based models. In order to distinguish 
them we will refer to them based on their spatial resolution:
• Model of the low resolution mocap data, also referred to as sparse model.
• Model of the high resolution scans based on standard methodology of the morphable models, 
presented in Section 2.5.2, also referred to as dense model.
These two different data sources are combined in a common framework. In order to establish one- 
to-one correspondences between the high resolution facial scans and the motion capture marker 
positions, we painted small dots, marking the locations of motion capture markers, which were 
visible in the colour texture of 3D scans. The textures were later manually post-processed to 
remove the markers. These correspondences were then used to establish a mapping between low 
and high resolution spaces. The next sections present the high resolution and low resolution 
models and give the details of the mapping procedure.
4.5 H igh-resolution expression m odel space
A single subject dataset comprising 45 high-resolution static 3D scans (3D shape and RGB colour 
textures) of 7 basic facial expressions, recorded with several degrees of intensity, was captured 
with a commercial 3D scanner {SdMDFace^^ System). The facial meshes vary in the number of 
vertices and mesh structure, therefore a registration procedure (see Figure 3.1) is needed in order 
to assure one-to-one correspondence.
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Figure 4.3: 3D expression scans are subsampled at the labelled locations which correspond to the 
positions of motion capture markers.
4.5.1 R egistration
The high resolution raw 3D scans are registered based on a framework, previously described in 
detail in Section 3.3. A set of landmark points is labelled on a generic mesh and every 3D 
expression scan. These points are chosen to mark distinctive facial features (for example, tip of 
the nose). The landmarks points are set at the same locations as the 3D motion capture markers 
during mocap data collection step. Those point locations were chosen as they are consistent and 
easily identifiable across the scans. We refer to the landmark points as for the i-th face scan 
(see Figure 4.3). Selecting the points for registration assures that these mesh coordinates undergo 
minimal changes (less than 0.1 mm of magnitude) during the registration process. Figure 3.1 in 
Section 3.3 shows the data at different stages of the registration process. The first column shows 
the original data, the second column shows the generic mesh and the third column shows the 
conformed model.
Following initial shape registration, corresponding RGB colour texture maps are obtained as de­
scribed in Section 3.3. A resolution of 6600 vertices was found to be sufficient to preserve facial 
surface detail close to the raw 3D data. The registered RGB texture images had 1024 by 1024 
pixels.
4.5.2 M odel o f facial 3D shape and appearance
Given the registration of all 3D scans with a common 3D model (registered scans Di), we con­
struct the morphable models (please consult Section 2.5.2 for a mathematical introduction of the 
method). The learnt model, used here, is a variation of work of Blanz and Vetter [13]. The differ­
ence is the registration step which enables the method to be used on any kind of 3D facial data.
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Figure 4.4: First two principal components of the 3D shape morphable model. The green stars 
mark the locations of original 3D scans.
PC A is used here to derive a low dimensional model from 3D scans (as described in Section 4.6). 
This allows us to extract the common modes of variation within the inpnt static data scans. A 
3D shape of a face is presented as a vector, consisting of x, y, z triplets:
-Df =  % G 1,45.
Similarly, a single texture can be presented as a vector of R,G,B triplets:
D\ = (i?i, Gi, Ri, (?2 , B 2 , . . . ,  Rn, Gm BjiY^ i G 1,45. After performing PGA [119] each shape 
Df and texture Dj can be represented within the model space as vectors of parameters:
D I  =  ( o ! i ,c k 2 , . . .  , o ; a / ) (4.1)
M
D ‘ = D ’ + '£ c< i-d t
Dl = D‘ + Y,/di-4
3 = 1
(4.2)
(4.3)
(4.4)
The number of principal components is then reduced to m =  41 for shape and to n =  43 for 
texture which preserves 99% of the observed variance. Figure 4.4 shows the first two principal 
components of the morphable model space. This model can be used to produce novel expressive 
facial animations via interpolation within the model space. The parameters of this model are 
derived to produce a high resolution version of the face matching dynamics of an input mocap 
sequence.
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4.6 Low resolution m odel o f facial dynam ics
The motion data was recorded using an infra-red optical motion capture system with active mark­
ers (Coda). 19 markers were placed on the face of performer. 3D markers positions were recorded 
at 100 Hz. The system delivers raw 3D data. The data is post processed to compensate for the 
noise and errors. To allow further statistical analysis, data is rigidly aligned to the same coordinate 
system. The recorded motion capture data consisted of a 30 seconds sequence and included the 
transitions between selected expression states: happy, surprise, angry, neutral, sad, disgust and 
fear.
The PCA model, based on registered high resolution 3D scans, is used to animate the face from 
captured motion data. Each high resolution 3D facial mesh is sampled, at the locations
corresponding to positions of the motion capture markers. We automatically select a set of key­
frames from motion capture frames S, which have the minimal distance to the subset of 3D 
facial meshes The similarity measure is the sum of square differences. 3D motion capture
key-frames i = 6  1,45 were rearranged into a vector form. Each vector is a 3D motion capture 
frame stored in terms of x,y ,  z coordinates of all vertices fc, fc G 1,19.
= { x i , y i , z i ,x 2 ,y 2 ,Z2 , . .. ,xk,yk,zk)'^,i = e  1,45 (4.5)
Finally, we perform PCA to define a parametric space for the facial dynamics. The number of 
principal components is then reduced to m =  12 to preserve 99% variance of original data. Each 
motion capture frame can now be represented as a linear combination of m  orthogonal eigenvectors:
=  S +  (4.6)
J = 1
Projection of motion capture frames from the sparse model space built in this fashion onto the 
orthogonal basis of the morphable model space is done based on RBF interpolation. The known 
correspondences between data points in low and high resolution spaces are used to define RBF- 
based projection between the two spaces. In such a way, each frame corresponds to a parameter 
vector within this space =  (7 1 , 7 2 , • • •, 7m)-
Using the orthogonal basis of the sparse model, the subset of 3D facial meshes i 1,45
68
Figure 4.5: Motion capture representation within the model space plotted across two first principal 
components. Blue curve is the motion capture frames projected into the model space. Projections 
of subset of 3D facial meshes i = e  1,45 onto the model are marked with green stars.
is then also projected onto the model space. Figure 4.5 shows the first two principal components 
of the sparse model space. The blue curve corresponds to the motion capture frames within the 
model space. The data points corresponding to projection of onto the sparse model
space, are marked with green stars. As you see on figure, there is some distance between the 
motion capture trajectory and the subset of 3D facial meshes. We explain this by the fact that 
the motion capture markers were lying at a small distance from the facial skin (less than 0.4 cm).
4.7 M apping w ithin  m odel space
4.7.1 Correspondence
There is a direct correspondence between the subset of 3D mesh data and the full 3D mesh 
D f .  This gives a direct relation between their projections and D f  into the sparse model, 
built based on selected motion capture frames and into dense model spaces, built based on 
dense 3D scans Dh
• a parameter vector Df'^^ = (7 1 , 7 2 ,--.  7m) - a projection of into the sparse model 
space, that has been built based on the key-frames of motion capture.
• a parameter vector D f  =  (cri, « 2 , . .  . . a n )  - a projection of D f  into the dense model space 
that has been constructed from the full 3D meshes.
The parameter vectors Df^^  and D f  are then rearranged into matrix form: and D® corre­
spondingly.
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4.7.2 RBF-m apping
Based on the known correspondences between and D^, we define radial basis functions(RBF)- 
based mapping. In the generic case an interpolation based on radial basis functions has the 
following form:
N
= (4.7)
i=l
In this implementation, we used thin-plate splines as the radial basis function :
^{r) =  • log{r) (4.8)
Here, the approximated function y{x) is represented as a sum of N  radial basis functions, each 
associated with a different centre c*, and weighted by W{.
Based on the constructed mapping, every parameter vector which results from projection
of motion capture data inside the sparse model space, is projected onto the parameter
vector within the dense model space. A novel 3D face can be generated as a weighted sum of 
principal components for each parameter vector. This means that a high resolution 3D mesh is 
associated with every motion capture frame. Moreover, RBFs have the useful properties to pre­
serve the relative distances between data samples during the mapping process, which maintains 
the realism of generated animation sequence. As this can be seen in Figure 4.6 the trajectory 
of motion capture within the sparse model space has similar characteristics to its projection into 
dense model space. The motion capture trajectory is mapped to the texture morphable model in 
a similar fashion. Please consult Section 4.9 for further evaluation of the obtained results.
4.8 R etargeting o f th e  anim ation to  other subjects
It is essential to be able to retarget motion capture data of one performer to animate a 3D face 
model (a single 3D scan or a number of scans) of another subject. In a generic case, a single 
photograph of a second subject can be used to estimate a corresponding 3D model. After the cor­
responding 3D model has been reconstructed, retargeting follows the process illustrated in Figure 
4.2 with the red rectangle: expression transfer, modelling and animation. Figures 4.7 (a) and (b) 
show examples of 3D estimation results.
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Figure 4.6: A mapping from sparse to dense model space. The green stars mark the corresponding 
frames that were used to build the mapping. Blue curve in the sparse model space corresponds 
to a time sequence of motion capture frames. In the dense model space the blue curve marks the 
projection of motion capture trajectory within the model space.
(a)
(b)
Figure 4.7: A single photograph is used to estimate a corresponding 3D shape and texture infor­
mation based on morphable model of identity.
To extract a full 3D model from a single 2D photogiaph we used a morphable model [13, 14] of
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Figure 4.8: A scheme of expression transfer.
identity. The data base consists of 70 human faces of males and females of different age groups and 
races, and was collected using a 3dMDFace^^ system. The database for building the morphable 
model was also registered using the method in [134]. Any 3D reconstruction, obtained by fitting 
the model to a 2D photograph, can be readily used in the expression transfer process described 
in Section 4.8.1. Please find the further details of the 3D shape and texture estimation based on 
a single photograph in [134].
4.8.1 Expression transfer
Expression transfer is performed directly on the facial geometry (without using the morphable 
model space) by measuring the vertex displacement that occurs between two different expressive 
states of a 3D face and then mapping the displacement to a different 3D face for which one of the 
two expressive states is known. In this work, we use a scan in neutral expression as a reference 
from which we measure the vertex displacement to other expressions.
To transfer an expression from face A  to face D, we use a neutral 3D sample of each {AN  and 
B N  respectively) and a 3D sample of A  bearing the desired expression {AE). A subset of 8 
vertices (landmark points) is identified on the three samples: AN , B N  and AE. We use selected 
landmark points to calculate the transformation matrix between the data based on ordinary Pro­
crustes analysis (see Appendix C). B N  and A E  are aligned to the subset of AN.  The resulting 
transformations are applied to B N  and A E  respectively bringing all three samples to alignment. 
To estimate a sample of B {BE) bearing the same expression as AE,  a displacement vector Vi for
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Figure 4.9: The masked texture differences between expression scan and neutral expressions are 
used to add wrinkle detail, (a) The first row presents the original neutral and expression texture 
of subject A  and the detail in the mouth area. The second row presents the neutral texture image 
of a subject B  and the result of adding the expression difference from subject A  to subject B  using 
our method, (b) From left to right: the textured scan of subject B  before and after transfer of 
wrinkle detail in the mouth region.
each vertex i is calculated by subtracting the vertex of A N  vani from the vertex of AE,
VAEi'-
Vi =  V AE i  -  V A N i (4.9)
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VBEi - i-th vertex of B E  is then found by adding vl to the vertex of B N , vsNi-
V B E i  — Vi  +  V B N i  (4.10)
Note that v l  can be weighted by a constant k  to emphasise { k  > 1) or de-emphasise (0 < fc < 1) 
the transferred expression:
V B E i  =  k * V i +  V B N i  (4.11)
Since the anatomy of A  and B  may vary considerably, the addition of the displacement vectors 
to B N  can cause structural distortion of the polygons in B E ,  and some times over-folding. To 
avoid this effect, local and global mean filtering is applied to B E .  The local filter acts only on 
those polygons, which are found to over-fold by replacing each vertex by the mean value of its 
connected second order neighbourhood.
A polygon is identified as over-folded when the signs of the x, y, and z components of its normal 
in B N  are inverted in BE.  The global filter replaces the value of each vertex by the mean value 
of its connected neighbours smoothing the mesh structure of BE.  Figure 4.8 shows the result of 
transferring a smile from a 3D scan of a female to that of a male.
Despite of its disadvantages caused by not taking into account inter-personal variation of fa­
cial shape and appearance, this approach’s main advantage is a low computational intensity and 
simplicity of an implementation.
4.8.2 A ddition o f the details
The high resolution texture details such as wrinkles add significant realism to the animation. A 
procedure, similar to the transfer of the shape deformations, is applied to add the expression details 
in texture. The RGB textures may contain some lighting variations as well as expression specific 
colour changes (wrinkles and skin folds), therefore special care has to be taken while retargeting 
texture differences from actor A  to another subject B. A mask is used to select the regions of 
interest in the texture map, specific to the wrinkles, such as mouth furrows and the region around 
the eyes. To avoid the colour changes that may be specific to the skin colour of performer the 
texture differences are then converted to grayscale. The resulting greyscale image (computed as
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Figure 4.10: Selected frames from the animation results. Upper row: original motion capture 
frames of expressions of the first subject, results of the mapping to the morphable model space 
for the same subject. Lower two rows: expression retargeting to animate a single 3D scan of other 
subjects.
a masked texture difference) is then added to the RGB texture channels of the subject B. Figure 
4.9 shows the results of adding the texture detail for the happy expression.
4.8.3 A nim ation retargeting
A straightforward way to retarget the animation is to independently transfer expressions for every 
frame of the dense 3D animation sequence. This approach gives plausible results, as shown in 
Figure 4.10; however, one drawback of it is that one needs to store every frame of the animation 
sequence.
This can be solved by applying a parametrisation scheme to the data, which allows a compact 
representation of animation within the model space. Given the one-to-one correspondence between 
expressions of person A and transferred expressions of person B, our technique is extended to map 
between the motion capture trajectory within the sparse model space of person A to the person 
specific morphable model of expressions, built for person B. A final animation of high resolution 
3D scans of person B is produced by reconstructing corresponding 3D frames from their parameter 
vectors within the model space.
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Figure 4.11: Comparison of the result of expression retargeting of a happy expression. From left 
to right: original photograph, expression transfer result for happy expression, a photograph of the 
same subject with similar expression.
4.9 R esu lts and conclusions
One of the possible evaluation schemes of produced facial animation is a frame-by-frame com­
parison of animation results to the original motion capture data. Figure 4.10 presents such a 
comparison. In the first two rows of Figure 4.10 the reader can see the animation results for a 
retargeting of facial dynamics from motion capture data to the dense 3D scans of the same per­
son. Dense 3D animation frames reflect the expressions changes which are present in the motion 
capture frames.
Quantitative analysis of animation results is done here by comparing original motion capture 
points which are representative of facial expressions to corresponding vertices of the resulting 3D 
dense scan animation frames which were sampled at the locations where motion capture markers 
have been placed. The Y coordinate of the points on the middle of the outer contour of the 
upper and lower lips is displayed for the original motion capture data. Our results are compared 
with key-frame interpolation (where the key-frames were selected by hand). We chose to display 
a single Y component of the original and generated animation signal, in order to eliminate any 
possible effect of the chosen model space representation (for example, PCA space) on the visu­
alisation of the data component. Figures 4.12 (a) and (b) show that the results of our method 
give a smoother trajectory which is closer to the original motion data, compared to an animation 
produced with our implementation of standard key-frame interpolation approach. There, the an­
imation was produced based on the high resolution 3D scans, closest to the selected key-frames
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Figure 4.12: (a) Y coordinate of 3D point which corresponds to motion capture sensor location 
on the middle of outer contour of the upper lip plotted for consecutive frames.
(b)Y coordinate of 3D point which corresponds to motion capture sensor location on the middle 
of outer contour of the lower lip plotted for consecutive frames.
facial configurations, defined by motion capture. However, the results of our method are still far 
from real motion capture coordinate positions. One possible explanation of this is that there was 
a significant offset between skin and the recorded motion marker position caused by the large 
motion capture markers. One can solve this by improving the mapping procedure in order to take 
this into account.
A comparison of a retargeted expression with an original photograph can be seen in Figure 4.11. It 
shows an original photograph that is used here to estimate 3D shape and texture of the subject B, 
expression retargeting result for a happy expression and a real photograph of the same individual 
in the different lighting conditions performing a similar expression. One may see that, although the 
results of expression retargeting preserve the realism of resulting expression, there are noticeable 
differences in the expression style from the real smile of the same individual. It happens due to 
the fact that proposed morphable model is based on the data of a single performer (performer A).
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Thus, it can not accurately represent inter-personal variations for different expressions. Therefore, 
during the expression transfer stage, it can not reliably model specific personal characteristics of 
the style of smile.
Selected frames from the animation sequence of expression retargeting to animate the dense scans 
of another subjects are presented in the lower two rows of Figure 4.10. The results demonstrate 
that the current method works for the expression retargeting to animate a single photograph or 
3D scan of other subjects. This is important as it allows automating of a standard animation 
pipeline when motion capture is used to animate a photograph or a 3D mesh of an performer 
which is not available for recording in the studio. The realism of expression retargeting results 
can be increased by adding a person-specific model of facial expressions.
4.10 Sum m ary
This chapter presented a novel approach for generation of high resolution 3D animated facial 
expressive sequences driven from motion capture data. The proposed framework allows automatic 
animation that reproduces details of facial appearance, such as wrinkles (captured in texture), 
and dynamics of original facial motion. The model is based on the single subject, but it allows 
to retarget the animation to new subjects given a single 3D scan or a photograph. However, a 
more complex model is needed in order to preserve inter-personal variation of expression styles. 
The research presented in the following chapter takes an advantage of 4D data capture system by 
SdMDFace^^ which became available at our research centre towards the end of my PhD degree. 
4D data directly provided a temporal sequence of facial scans (surface and colour texture) with high 
spatial resolution. This allowed to skip the mapping step between motion capture data and high 
resolution 3D scans, eliminating an effect of possible errors of such mapping. Another advantage 
of using this particular capture setup was that it permitted to record audio signal simultaneously 
with the 4D data. The next chapter presents the analysis based on recorded audio and visual 
modalities.
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Chapter 5
Isolated face region analysis for 
synthesis of expressive speech
Non-verbal cues are important for natural speech synthesis. State of the art animation models, 
described in [19, 21, 29, 45, 49, 56], are capable of automated synthesis of plausible novel ani­
mated speech, given arbitrary speech as an input. However, the results are still far from the real 
performance due to the lack of correct model of non-verbal cues, such as emotion. Our work aims 
to learn and reproduce emotional characteristics for expressive content synthesis. Given such a 
model of facial expressions one can add emotional content into existing neutral speech produced 
by visual neutral speech synthesis techniques. The interconnected nature of visual speech and 
non-verbal content complicates the matter. The expressive emotional gestures in the upper half 
of the face are less contaminated by the speech production related movements [23].
In order to perform an audio-visual analysis of emotional speech, we have recorded a single subject 
4D database of expressive speech. The data are suitable for multimodal analysis and 3D anima­
tion synthesis. The dataset was recorded in a controlled environment in order to assure a highly 
expressive content of visual speech as well as good phonetic coverage of sentences. We performed 
initial perceptual evaluation of expressed emotions for a part of dataset sentences, which were 
recorded in all emotions. The quality assessment was performed in a series of subjective evalua­
tion tests given audio only, visual only and combined audio-visual sentence data. Due to the high 
time demands for data capture, post processing and annotation, the dataset was recorded from a 
single subject only. Although, the current size of the database is limited, it can be extended in
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future to include multiple male and female speakers.
The subject recorded in the database presented here was a male, native English speaker with 
a clearly noticeable Scottish accent. At the time of recording he was 27 years old and was pur­
suing a graduate degree at University of Surrey. He had some previous acting experience. The 
speaker participated in the data recording on a voluntary basis. The following sections explain 
the design of corpus of the dataset and give an overview of data capture process, data post pro­
cessing and annotation, and subjective quality evaluation of the dataset. The final part of this 
chapter presents an audio visual feature selection process and performed multi-model analysis of 
audio-visual expressive speech.
5.1 C ontributions
The work presented in this chapter relies on audio and visual 4D data (a temporal sequence of 
3D scans or 3D shape and corresponding 2D colour texture). At the time of the research there 
were none publicly available 4D audio visual dataset of expressive speech. The contributions of 
this part of the research are:
• Design of phonetically balanced dataset of expressive speech.
• Capture of the 4D audio visual dataset of expressive speech.
• Evaluation of expressive content of the part of the dataset.
• Phonetic annotation of audio sequences.
• Detailed statistical analysis of the relationship between emotion related components of visual 
speech and audio parameters.
5.2 Corpus design
The larger part of expressive, emotion specific, text material (107 out of total of 110 sentences), 
used here, consists of the phrases which we manually selected from film scripts (Gone with the 
wind, American Pie 2 and others) and literary fiction material. The choice criteria were both ex­
pressive and phonetic content. We have seen that using the sentences with high expressive content 
helped the actor to perform them in a certain emotion. The sentences were selected in a three
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steps procedure.
First, an initial pool of phrases was selected in 6 emotional categories: anger, happiness, sur­
prise, sadness, fear and disgust. Our choice of emotional classification is consistent with the 
discrete theory of emotion. In particular, with the conclusions of research of Ekman on basic 
emotions, previously presented in Section 2.1.2. Studies that he conducted [52] show that there 
exist a set of cross-culturally recognised so-called basic emotions. Most of the research in facial 
animation is directly influenced by Ekman's theory and its derivation - facial action coding scheme 
[54] previously discussed in Chapter 2.
Second, sentences in each category are ranked in terms of their expressiveness based on the di­
mensional theory of emotion [35, 121, 122]. The dimensional theory of emotion (see Section 2.1) 
permits parameterisation of emotional content using several dimensions of variation. Activation 
and evaluation are the two main dimensions in this scheme. In this work, we use a dictionary 
of affect [153] (see Section 2.1.1), a derivation of dimensional theory of emotion, to compute an 
average score that corresponds to emotional component of the sentence. The dictionary contains 
4000 English words, numerically ranked in terms of their activation, evaluation and imagery weight 
(how easy it is to mentally imagine the words meaning). The numerical scores are rational real 
numbers between 1 and 3. For activation the value 1 corresponds to passive and 3 to active. The 
scores for pleasantness range from 1, unpleasant, to 3, pleasant. Scores for imagery range from 1, 
difficult to form a mental picture of the word, to 3, easy to form a mental picture.
Each word for every sentence was compared to the dictionary of affect. Only the words, which 
were found in the dictionary of affect, contributed to the final per-sentence average score. The 
sentences were ranked based on their average imagery score. A preference was given to sentences 
with higher imagery score. We believe that sentences, which are easy to mentally picture, help 
an actor to correctly perform the sentence in a certain emotion. Although, this claim has not 
been factually verified within this work, this hypothesis can be investigated based on perceptual 
evaluation of the dataset and computed per-sentence average imagery scores.
Third, the remaining sentences were selected in such a way to cover all phonemes for each class 
of emotion. The selected text comprised of phonetically-diverse sentences of various types. The
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sentences varied in word count (length). Depending on the length of sentences, the number of 
emotion-specific sentences per emotional class varies between 14 (disgust) and 20 (surprise). An 
average number of sentences per emotional category is approximately 18 (rounded result of devi­
sion of 107 by 6).
The emotion specific sentences were recorded in a single emotion only. In order to enable a 
common analysis of the data, we selected an additional 3 sentences that were common for all 
emotions. These common sentences were selected from the TIMIT database (TIMIT Acoustic- 
Phonetic Continuous Speech Corpus) [61], which is widely used in speech research. The reason 
behind this selection was to provide a link with the TIMIT-based speech corpus of 2D video 
database SAVEE from University of Surrey [66], [67]. However, an initial plan to combine both 
databases in a joint research framework was later abandoned due to the tight time constraints of 
the project.
The total number of sentences per emotion is given in Table 5.2. All emotion-specific sentences and 
3 common sentences were also recorded as neutral (even though they did not have a specifically 
neutral content), resulting in a total of 110 neutral sentences.
Table 5.1: Number of sentences per emotional group of audio-visual dataset of expressive speech
Emotion Number of emotion 
specific sentences
Number of common 
sentences
Total number of 
sentences
anger 15 3 18
happiness 20 3 23
sadness 18 3 21
disgust 14 3 17
fear 20 3 23
surprise 20 3 23
The three common (here, numbered) and 15 emotion specific sentences, recorded in anger emotion 
(marked with A), are listed below.
1. She had your dark suit in greasy wash water all year.
2. Don’t ask me to carry an oily rag like that.
3. Will you tell me why?
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A Who’s gonna volunteer to save me?
A Because no m atter how many thousands of us die after being exploited,
we will never be visible to you.
A I would like nothing better than to see you die and rot in hell!
A And for all of these reasons I have decided to scalp you and burn your
village to the ground.
A If I ’m too old for this, then I got nothing, is that enough tru th  to suit
you?
A Now get the hell out of here, get off this street you punk, and stay away
from this hospital!
A You’re not my mother!
A Good God, who is there that, could properly describe the rage that filled
my heart when I saw myself dealt with in this fashion?
A How dare you intrude upon me, in my private office, in this unheard of
fashion, like a herd of escaped lunatics?
A I do not enter into these metaphysical distinctions; I hate the very sound
of them.
A I loathe her beyond any measure because she’s a living lie!
A I do then utterly despise, scorn, and abominate him, and all such as him.
A It is not enough to conquer traitors; they must be crushed, before the
country can be safe from their treachery.
A You became a spy, a traitor, a total disgrace to your home and to your
family.
A I shall now with the less scruple take your life, because you are willing to
save it at the cost of betraying your friends and relations.
The full list of sentences can be found in Appendix A.
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Emotion and text prompts for 
capture of 
4D dataset of expressive speech
Anger
Anger
• Who's gonna volunteer to save me?
• Because no matter how many 
thousands of us die after being 
exploited, we will never be visffile to 
you.
• 1 would like nothing better than to se e  
you die and rot in hell!
D isgust
D isgust
• That's disgusting!
• Just one little boM, see , isn't that the most 
disgusting thing you've ever seen?
• All sorts of ugly creatures prefer the 
seclusion of night.
Fear
Fear
• Please, God, no, don’t make me do ft!
• Help, please, I'm at the post office, 
please, he's going to kill me!
• Please, Pm all she has In the world.
• Help, somebody, can anybody hear me?
• Are you injured, are you shot?
S urp rise
Surprise
• Jim, iKsly potatoes, you are really here!
• There is a  girt in there!
• 'A#iat a death, what a chance, what a 
surprise!
• How could you find that what my 
txightest and bravest could not?
S a d n e ss
S a d n e ss
• She had a terrible time trying to get the 
Surrey county police to recognize that 
her daughter was missing,
• The chaplain said my son would not live 
long enough for me to get to the 
hospital wfach was one hour away.
• 1 miss you so  much.
H app iness
H appiness
• Being with you was the most 
meaningfui thing i've ever done, it was 
magic, and it v/as every day.
• 1 cam e here tonight because when you 
realize you want to spend the rest of 
your life \with somebody, you want the 
rest of your iife to start a s soon as 
possible!
Neutral
• Tv NEWS priraem»!
Neutral
• Who's gonna volunteer to save me?
• Because no matter how many 
thousands of us die after being 
exploited, we will never be visible to 
you.
• 1 would Hke nothing tsetter than to se e  
you die and rot in neH!
• And for all of these reasons 1 have 
decided to scalp you and bum your 
village to the ground.
Figure 5.1; Text and emotion capture prompts used in data capture of 4D dataset of expressive 
speech
5.3 D ata  capture
5.3.1 Prom pts
During the data capture, we used emotion and text prompts. The text prompts comprised of 
the selected sentences (see Appendix A). Emotion prompts consisted of a short movie clip with 
the strong emotional content for a given emotion. The numbers of sentences for each of emotion 
group is given in the right-most column of Table 5.2. The text for each emotion group was
Figure 5.2: Data capture setup for 4D database of expressive speech
separated into sets consisting of 2-3 sentences per set. This allowed our subject to concentrate 
on particular sentences. The sentences were separated into 7 groups corresponding to 7 emotion 
categories (including neutral). The subject had several breaks of approximately 10 minutes during 
the recording process to minimise errors in performance due to fatigue. Selection of the texture 
and emotion prompts for a subset of each emotion is shown in Figure 5.1. A snapshot of used 
emotion video prompt is shown for each emotion category with the first slide used for each emotion 
category during recording process.
5.3.2 4D audio visual capture system
Many different types of data have been used for audio-visual speech analysis and synthesis. They 
range from photographs of visemes [57], 2D video of a speaker [21, 56], motion capture data [24] to 
3D surface scans of a subject during articulation [93]. This research relies upon the data recorded 
using a SdMDFace^^^ dynamic facial capture system [1]. The system was previously introduced in 
Section 2.4.4. The system uses stereophotogrammetry principle for 3D reconstruction. The pairs 
of cameras are used to determine 3D location of points of a face surface. Two stereo pairs (left 
and right) use a projected infra-red pattern to guide stereo registration. Two additional colour 
cameras record colour texture information simultaneously with the surface geometry. The data 
capture setup is shown in Figure 5.2. Figure 5.3 gives an example of images, recorded by the
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Figure 5.3: The images from the stereo pairs of SdMDFace^^ dynamic capture system that 
correspond to a single 3D frame during anger expression capture. The images la, lb, 2a and 2b 
show the infra-red pattern that aids stereo registration. Ic and 2 c show two images from stereo 
pair of colour cameras.
system for each 3D model. All cameras are synchronised and operate at 60Hz. The output 3D 
models have of the order of 20, 000 vertices. There is no initial temporal registration of the surface 
and colour texture data. Audio data was captured simultaneously with 3D geometry and texture 
using Beyer dynamic microphone. The sampling rate of audio was 44.1 kHz.
The 4D dataset of expressive speech, presented here, was recorded in the Centre for Vision, 
Speech and Signal Processing (CVSSP) at the University of Surrey, Guildford, United Kingdom. 
The data capture was performed in January 2008. The speaker was placed at the distance of 
approximately 1 0 0  cm from the camera system, with the distance between the microphone and
face being in the order of 20 cm. The dataset was recorded with a black background.
The raw data from the SdMDFace^^ dynamic capture system is initially temporally unregis­
tered. For a given point on the face surface in the initial frame we do not know its corresponding 
point in subsequent frames. To solve the correspondence problem, we use visual markers painted 
on the face of the subject. These, in the form of blue dots on the skin, were sparsely painted on the 
face of the subject. The markers covered important features of the face with respect to registra­
tion of expressive data. They were placed on the forehead, eyebrows, nose, cheeks, and jaw. The 
number and placement of the markers was restricted by the requirements of the marker tracking 
algorithm. The markers had to be visible during all possible facial movements. If two markers 
were painted too close, they risked to be merged into a single blob in the tracking step. Moreover, 
blue lipstick was used to track the contours of the lips. Two distinct shades of blue were used for 
upper and lower lip, in order to aid the contour tracking procedure. The key advantage of using 
contour markers on the lips over traditional motion capture technology is that the contours do not 
have the physical limitations of the latter. Thus, combined with the surface capture technology, 
the contour tracking provides a highly detailed model of the lips.
At the beginning of the capture session, the actor has practiced performing different emotions. He 
was instructed to perform all emotions, except for neutral, with high intensity. Both emotion and 
text prompts were displayed in front of the subject during the recording session. The sentences 
were recorded in 4 or 5 capture cycles per emotion with a small pause between them. Moreover, 
there were some short pauses between the sentences during each recording session. The speaker 
was given a longer pause when he had to change to another emotional category. The actor then 
used this time to rest and to practice the next expression prior to recording. Feedback regard­
ing the quality of expressive performance was given by two members of the recording crew. At 
the end of the capture, the actor repeated all the 110 sentences in neutral emotion. During this 
recording, he was given more rest pauses in order to assure the high quality of recorded material. 
We recorded a total of 235 sentences, which resulted in approximately 14 minutes of 3D video and 
audio data.
87
5.4 D ata  post processing and annotation
5.4.1 Marker Tracking
Since the system reconstructed each frame of data independently without any prior model, an 
additional registration step was performed to conform the scans to a common model. The marker 
tracking is an essential step of this régularisation procedure to register the geometry data over time.
The markers were manually labelled for the first frame of the sequence in the colour images 
of the system. The rest of the sequence was tracked automatically using this initial frame. The 
colour texture images were initially thresholded in the blue channel, corresponding to colour of 
the markers. Blobs smaller than a certain size were discarded. The remaining blobs were used as 
candidates for a possible match to markers from the previous frame. The match chosen was that 
with the minimal displacement from the position in the previous frame. The marker was assumed 
to be occluded in the current frame if no match was found within a certain distance. In this case, 
the marker position remained frozen (unchanged) until the marker became visible again. Such a 
procedure allowed to deal with expressive data, where occasionally some markers became occluded 
due to skin wrinkles and extreme facial changes. Marker tracking was unable to reliably track 
two markers next to the outer corners of the mouth. These markers were left out in the further 
registration and data analysis step. Since they were located very close to the mouth contour, the 
tracked mouth corners, extracted from the mouth contour, compensated for this loss.
Since the markers were tracked in texture images, it was straightforward to calculate the cor­
responding 3D coordinates of facial geometry. The geometry location was estimated given the 
known mapping between texture map and 3D mesh. The 3D coordinates of a point on the facial 
surface Pm, corresponding to a marker location pt in two-dimensional UV  texture map coordinates, 
are calculated using barycentric coordinates [150] (see Appendix B.l). The point of the texture 
Pt lies within a triangle t, defined by the texture map coordinates m i, m 2  and m 3 ; each of which 
is associated with vertices in 3D space %, V2 and V3 . Accordingly, pt can be expressed in terms of 
vertices of t using barycentric coordinates [4] as:
P t = a m i  +  ^ m 2  + ^rri3. (5.1)
There, {a,P,'y) are the barycentric coordinates. The 3D coordinates of Pm corresponding to 
texture location pt are expressed as:
Pm = avi  +  /3v2 +  7 U3 . (5.2)
The resulting pm is a 3D {x, y, z) coordinates, with the values of x, y and z rounded to 4 digits 
after the decimal sign. We repeat the same procedure for every marker in UV  coordinate. In such 
manner, we obtained the temporal sequence of tracked marker positions in 3D scans. These mark­
ers defined the necessary correspondences between the frames, thus allowing to perform temporal 
registration of the 3D geometry and corresponding colour textures to a common representation.
5.4.2 Marker filtering
The results of marker-less or marker-based motion capture usually contain a certain degree of 
sensor noise. Moreover, parts of markers motions may be incomplete due to self occlusion and 
tracking errors, among other factors. Prior to further processing, any noise in the gathered signal 
must be removed. The data was filtered by using a Kalman filtering techniques. Given the nature 
of the data and the relatively high frequency sampling (60 Hz)  we can smooth the motions and 
recover missing data using standard filtering techniques. Care has to be taken not to over-smooth 
the motion to the point when the micro-facial movements are removed together with the noise.
One of the common methods of noise filtering is the Discrete Cosine Transform (DCT). It al­
lows removal of the high frequencies of the data that are assumed to be noise. However, the 
high sensitivity of this method to spikes in the data results in significant distortions in the low 
frequency DCT components. As the high frequency components compensate for it, a low-pass 
filter can result in notable oscillations in the resulting trajectory.
The unsatisfactory results of this method motivated us to choose a more sophisticated filter­
ing approach, the Kalman filter [75]. The filter models the motion of the markers as a stochastic 
process built around a linear model. The particular advantage of Kalman filter is that it allows to 
both eliminate the signal noise by smoothing out the data and to recover missing data. The noise, 
resulting from the measurement error of the motion, such as tracking error, is assumed to have 
a Gaussian distribution with zero mean. The trajectories, resulting from Kalman filtering once
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Figure 5.4: Tracked marker positions in the texture image are marked with yellow dots. They are 
displayed in an image recorded with SdMDFace^^^ dynamic capture system.
the filter parameters are properly attuned, satisfactory discard the high frequency noise. At the 
same time, a dynamic model of the filter prevents the destabilisation of the estimate from spurious 
spikes, as they are not considered as a part of an estimate. Thus this method is advantageous 
over low-pass filtering with the DCT.
5.4.3 Temporal registration
The temporal registration of a sequence of surface scans is performed based on the tracked markers. 
Figure 5.4 illustrates the marker positions for a single frame of an expressive animation sequence. 
The filtered 3D markers positions are used to temporally register the frames to a chosen canonical 
triangulated model. The temporal alignment of surface positions between markers is performed 
by calculating the geodesic distance across the facial surface. The method proceeded somewhat 
similarly to an interpolation scheme with barycentric coordinates (see Appendix B.l). Geodesic 
distance was computed between a vertex in the first frame and its surrounding markers. In
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Figure 5.5: The marker, which was used to calculate the translation is in yellow.
the subsequent frames, the location on the surface with the same relative position to surrounding 
markers is taken as the matching point. In such a way, a dense registered surface was estimated for 
every frame of the sequence. The registered data captured the movement of the skin surrounding 
the lips and cheeks and the details of skin deformations of the upper face. A particular advantage 
of using lip contours over a traditional motion capture methods is that it provides a detailed model 
of the lips.
5.4.4 E stim ation and removal of rigid transform ation
Facial motion that is captured by the system consists of both rigid head motion and other motion. 
Figure 5.6 shows selected frames from the temporally registered sequence of 3D scans from an 4D 
expressive dataset of emotional speech (anger emotion). The translation was calculated by taking 
a marker on the tip of the nose (centre of this marker is shown in Figure 5.5 in yellow colour) as 
a reference.
The markers locations were calculated by subtracting the coordinates of the reference marker from 
the positions of the markers. Non-articulatory rigid head motion has been removed by aligning 
the resulting conformed models using Ordinary Procrustes analysis (OPA) [47], that is described 
in Appendix C.
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Figure 5.6: Selected frames from a sequence of 3D scans (shape and colour texture) after temporal 
registration step. The rigid head motion was removed following the registration step.
5.4.5 Speech labelling
The sequence of sentences were recorded in several capture cycles per emotion with a small pause 
between sentences. Each capture cycle contained multiple sentences. The corresponding audio 
files were manually phonetically annotated using Speech Filing System software [69]. The raw 
speech waveforms were parameterised by 13 Mel-frequericy cepstral coefficients (MFCCs) and 
delta features. The MFCCs and delta features were extracted using the Hidden Markov Model 
Toolkit (HTK). HTK is a toolkit that allows to perform Hidden Markov Model (HMM) training. 
This toolkit is widely used in speech analysis and recognition. The Hamming window was set to 
25 ms and a step size to 16.67 ms in order to produce the signal frequency close to the one of the 
visual signal, sampled at 60 Hz. The fundamental frequency (FO) is also extracted from the audio 
signal using the Speech Filing System.
In addition, the peak-to-peak amplitude of the audio signal was calculated using the following 
scheme:
• The signal is filtered into the following frequency bands (Butterworth filter): [0 500], [500 
1000], [1000 2 0 0 0 ] , [2000 4 0 0 0 ] , [4000 8000] kHz.
• For each frequency band, we calculate the following parameters based on a shifting window 
of 25 milliseconds with overlap of 16.67 milliseconds:
— minimum and maximum values per window.
— Peak-to-peak amplitude is calculated per window as a difference between max and min 
of signal.
— Energy of the signal is calculated using a shifting window of 25 milliseconds with overlap 
of 16.67 milliseconds. For a window, the energy was calculated as the sum of squared
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values of a signal, divided by a number of values per window.
— Average value of a signal was also computed per each window as a sum of values of a 
signal per window, divided by a number of values per window.
All together with 12 MFCCs coefficients and energy of MFCCs, we have 37 audio features, sam­
pled at 60 Hz. The sampling frequency directly corresponds to the one of visual frames. These 
features are further used in the audio-visual analysis.
In order to facilitate further audio-visual analysis, the fundamental frequency signal was post 
processed to avoid the sharp drops of the signal to 0  at the absence of speech (i.e., pause between 
words). The reason for this post-processing was the fact that the visual signal does not typically 
follow the behaviour of FO during silence. For example, blinking and expression related facial 
movements do not stop during speech pauses. At the same time, the articulatory apparatus may 
continue to move to prepare for the next sound. The zero values of FO that corresponded to pauses 
between words were linearly interpolated. The value was set to an average between the last value 
prior to the pause and the first value after the pause.
In addition to the dynamic features, we have also taken into account duration of the sentence, 
duration of phoneme and pauses between the words. Figure 5.7 shows the average sentence 
duration for each emotion group for 3 sentences, common across all emotions. Although, some 
variations exist between neutral and expressive sentences, the variation of the sentence duration 
between the emotions is less significant than the variation for a given emotion group. Thus, this 
doesn’t allow to draw certain conclusions given these 3 sentences.
5.5 Subjective quality evaluation
The sentences, common for all emotion groups (see Section 5.2), are highly important for further 
analysis and animation of expressive speech. By providing means for analysis of emotion specific 
variations, these sentences are vital to connect the data for different emotions in a common frame­
work. Due to time constraints, the subjective quality evaluation of the data concentrated on this 
subset of data. Expressive quality of the recorded data was tested with regard to the expressed 
emotion. The performance was evaluated in a series of subjective tests: audio, visual and joint
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Figure 5.7: Average duration of 3 sentences in the number of frames (the common sentences across 
all emotions).
audio-visual. Figure 5.8 shows an example of slides used during the evaluation. A total of 21 
clips (3 per emotion, including neutral) were created in audio-only, video-only and audio-visual 
form. For each evaluator we used a different slide content. This was picked using balanced latin 
square methodology [51], in order to remove systematic bias from the responses. No training was 
provided prior to evaluation. Subjects were asked to play each clip and to select from one of 7 
emotions presented on a response sheet see Figure 5.9. Three different response sheets were used 
for each subject. They corresponded to audio-only, video-only and audio-visual evaluation. The 
average response across all subjects were computed for each experiment type.
5.5.1 Evaluation protocol
We selected four subjects to evaluate the subset of the recorded database that corresponded to 
common sentences, recorded in all emotions. All evaluators were either students or faculty mem­
bers of University of Surrey. Some previous studies have reported that women and men differ in 
perception and expression of emotions [132]. Therefore, half of the selected evaluators were female
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Figure 5.8: Subjective evaluation of 4D dataset of expressive speech at utterance level
in order to avoid any bias due to gender. Out of four subjects, one was a native English speaker. 
The remaining evaluators had been living in UK for over a year. The age of subjects was between 
24 and 33 years.
Subjective evaluation was performed at sentence level using audio, visual and audio-visual data 
representation. The video data clips (with or without sound) were generated based on the images 
from a single view of the 4D dynamic capture system. We decided against using the rendered 3D 
data for subjective evaluation in order to eliminate any possible effect of the choice of an unfamiliar 
3D format on the evaluation of the expressive content.
5.5.2 Evaluation results
The evaluation of the dataset presented here (see Table 5.4) is based on a small subset of the 
dataset. Although, the results are valid for the common sentences recorded in all emotions, they 
should not be extrapolated to make conclusions about the complete dataset. The quality analy­
sis has indicated that performed expressions were recognised significantly better from the visual 
data or audio-visual combination, than from audio only. One of the possible explanations of this 
phenomenon is that during the expression capture process the actor has concentrated on correctly 
performing the visual modality of capture. Based on audio modality fear, surprise and happiness 
were often confused with anger. Neutral and sadness were confused between each other.
Although, overall classification accuracy was higher for visual or audio-visual data, some con­
fusion existed between certain emotions. For visual-only quality assessment experiment, surprise 
and fear were confused in 16.7% of cases. Whereas, disgust was confused with sadness and sadness 
with neutral emotion.
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Subjective Evaluation of 4D dataset of expressive speech  
Experiment type: Audio-Visual Evaluator: MK
Num Neutral Anger Disgust Fear Happy Sadness Surprise
1 X
2 >r
3 X
4 X
5 y
6 X
7
8 X
9
10
11
12
13
14
15 X
16 X
17 X
18 X
19 X
20 X
21 X
Figure 5.9: Evaluation sheet for subjective evaluation of 4D expressive dataset
The evaluators recognised an emotion from the video data with higher accuracy compared to 
audio data only. Overall classification performance improved for a combination of audio and 
video. The two modalities have facilitated emotion recognition by providing a complementary 
information. The best recognised emotions were neutral and anger.
Surprisingly, the addition of audio modality to visual data dropped the recognition rate of neutral 
and happiness. Happiness then was confused with surprise in 33.3% of cases. Nevertheless, the 
addition of audio has improved the recognition rate for other emotions, such as disgust, sadness 
and surprise. The average classification rate for all emotions went up by only 1.2% based on joint 
audio visual modality compared to using visual data only.
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Table 5.4: Average human emotion recognition accuracy for the subjective evaluation of 4D dataset 
of expressive speech. From top to bottom, we present audio experiment, visual experiment and 
audio-visual experiment results.
Audio experim ent, average recognition rate 45.2% ±  27.2
Actual
Em otion
Recognised Em otion
N A D F H Sa Su
N 66.7 8.3 0.0 0.0 0.0 25.0 0.0
A 8.3 8&3 0.0 0.0 0.0 8.3 0.0
D 41.7 16.7 33.3 8.3 0.0 0.0 0.0
F 0.0 50.0 0.0 8.3 0.0 8.3 33.3
H 8.3 25.0 0.0 0.0 25.0 0.0 41.7
Sa 25.0 0.0 8.3 0.0 0.0 66.7 0.0
Su 0.0 41.7 8.3 0.0 16.7 0.0 33.3
Visual experim ent, average recognition rate 82.1% ±  11.2
N 100.0 0.0 0.0 0.0 0.0 0.0 0.0
A 0.0 91.7 8.3 0.0 0.0 0.0 0.0
D 0.0 8.3 75.0 0.0 0.0 16.7 0.0
F 0.0 8.3 0.0 66.7 0.0 8.3 16.7
H 8.3 0.0 0.0 0.0 8&3 8.3 0.0
Sa 16.7 0.0 0.0 0.0 0.0 8&3 0.0
Su 0.0 8.3 0.0 16.7 0.0 0.0 75.0
Audio-visual experim ent, average recognition rate 83.3% ±  11.8
N 91.7 8.3 0.0 0.0 0.0 0.0 0.0
A 0.0 91.7 8.3 0.0 0.0 0.0 0.0
D 0.0 8.3 8&3 0.0 0.0 8.3 0.0
F 0.0 16.7 0.0 66.7 0.0 0.0 16.7
H 0.0 0.0 0.0 0.0 66.7 0.0 33.3
Sa 8.3 0.0 0.0 0.0 0.0 91.7 0.0
Su 0.0 0.0 0.0 8.3 0.0 0.0 91.7
5.6 Audio V isual A nalysis
In our analysis, we have compared the audio and visual signal for the same utterance in order 
to estimate the correlation between these two modalities of emotional speech. The used audio 
features consisted of 37 features, described in Section 5.4.5. Used audio features were estimated 
at 60 Hz, which facilitates direct comparison with visual signal, also sampled at 60 Hz.
Upper, middle and lower face regions, shown in Figure 5.10, have different roles in speech pro­
duction and expressions. The configuration of the lower face is directly influenced by articulation 
and expressions. While the upper facial region is less involved in articulation, we subsequently 
found it more suitable for analysis of emotion-related changes. The middle face region carries 
some effects of articulation, as the shape of the nose and motions of the upper cheeks are directly 
connected with the articulated sentence and jaw motion. Although our initial analysis took into 
account the features in three regions, we found that the lower region in the recorded dataset was
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less suitable for the analysis of emotion-related changes. The cross-contamination of emotion- 
related and articulatory facial actions significantly complicated the analysis. The multiple factors 
such as co-articulation changes, contextual accents in the sentences and varying emotion content 
made it impossible to single out the emotion-specific variation in the lower facial region. We 
found that another dataset with more restricted parameters of variation was needed to analyse 
the inter-relationship between expressive content and speech production. However, due to the time 
limitations of the data capture such analysis was no longer possible in terms of the current work. 
The following sections present a set of visual facial features used in analysis, analysis framework 
and the results. Please refer to Section 5.4.5 for a description of auditory parameters.
5.6.1 V isual features
Since the blue painted markers were used in our capture and post-processing process, the following 
visual features rely on 3D facial shape information only and do not include the colour texture.
Our analysis included a number of variables, which directly related to the facial features of the 
three facial regions that are shown in Figure 5.10. The facial features were chosen in such a way 
that they would be easy to interpret in an intuitive fashion. For example, we defined per-frame 
variables that corresponded to the mouth features, such as roundness of the lips, height of mouth 
opening and width of lips (see Figure 5.14). In the upper facial region, we calculate a three point 
angle that was reflecting the eye-brow configuration for each eyebrow. In Figure 5.11, it is iB C D . 
It is calculated as an arccosine of an angle between vectors B C  and DC. There, cos{lBCD) is 
calculated as a dot product of vectors B C  and DC, normalised by the product of their magnitudes:
R C  TÏC
IB C D  =  arccos( - . ' - . ) (5.3)
l|BC||||DC|r
The angle on the opposite side of the face was calculated based on the same scheme. The distance 
between the eyebrows was estimated as ||AB||.
Roundness of the lips is estimated by fitting an ellipse to the lip contour, as shown in Figure 
5.12. If a is the length of the major axis and h is the length of the minor axis of an ellipse, the 
measure of roundness R  is defined as:
R  = — (5.4)
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Figure 5.10: Face regions used in audio-visual analysis: upper, middle and lower face regions.
R ^  1 for circular, more round, lip shapes.
An example of a sequence with fitted ellipse is given in Figure 5.13. We calculated the lip width 
and height using a euclidean distance between the markers shown in Figure 5.14.
In addition to a number of hand-picked parameters, which intuitively described observed changes 
in facial shape during speech and expressions, we have also used the 3D positions of tracked mark­
ers. The markers were grouped based on the corresponding region. Among them, we distinguished 
between lower, upper region and middle facial region markers, as shown in Figure 5.10. Addition­
ally, we have selected the markers, placed on the inner and outer contour of the lips in order to 
refine our analysis. The subsets of markers from all sentences were used to build a PCA-based 
model space. The marker positions for each subset were then projected onto the principal com­
ponents of the space. The projection of the marker signal on the first principal component of the 
corresponding space was then used in our analysis.
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Figure 5.11: The eyebrow features included the angle that reflects the curvature of eyebrows, as 
well as the distance between eyebrows. Similarly an angle was calculated on the other side of the 
face.
•40
-60 -4C -20 0 20
(b)
Figure 5.12: Lip roundness is calculated by fitting an ellipse.
5.6.2 Analysis framework
There were some timing variations between an utterance recorded in neutral emotion and its ex­
pressive counterpart recorded in a certain emotion. We have used the known phoneme boundaries 
in order to time wrap the neutral signal to the same duration as its emotion counterpart. We com­
pared several variants of dynamic warping algorithm and found that the derivative based version 
(see [78]), computed based on the subset of markers on the lip contour resulted in the smallest 
error of the algorithm (see figures 5.16, 5.17, 5.18, 5.19 for examples). We explain this by the 
fact that the neutral and expressive sequences had a common phonetic content (it was the same 
sentence). Thus, the recorded sequences had roughly the same coarticulation motion, making the 
mouth region particularly interesting for the computation of dynamic time warping.
Phonetic annotation of the sentences was exploited in order to establish frame-to-frame correspon-
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Figure 5.13: Lip roundness features shown for selected frames from the from the sentence ‘She 
had your dark suit in greasy wash water all year’ in emotion anger.
Figure 5.14: Lip width and height are calculated as a distance between the points in the centre of 
the lips and outer corners of the lips respectively.
Region of interest
Figure 5.15: Selected landmarks of the upper face region were used to compute PC A features.
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Shape based dynamic time warping using all markers
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Figure 5.16: Dynamic time warping based on the full set of facial markers, using 3D coordinates 
directly. From top to bottom: the estimation of optimal time warping path; the distance of 
mapping function from the diagonal; Grayscale error measure for every point of the path; per 
phoneme error measure for selected phonemes corresponding to beginning of the sentence ‘She 
had your dark suit in greasy wash water all year’.
deuces for each phoneme. Occasionally, an expressive and neutral version of the same sentence 
differed in the phonetic content which was actually recorded. Some phonemes were either missing 
or appearing. This was caused by some variation in coarticulation. This mainly occurred in two 
scenarios. Either the phoneme existed in the expressive sequence, but was skipped in its neutral 
counterpart, or the phoneme that didn’t exist in the expressive sequence then appeared in the 
neutral one. We have resolved this in the following manner.
For the cases where the phoneme existed in the sequence performed in neutral expression (source), 
but was skipped in the expressive version (target), we have left it out in the final warped result. 
In the opposite case, when the phoneme which didn’t exist in the sequence performed in neutral 
emotion (source), but, on the other hand, it existed in expressive sequence, we have used linear in­
terpolation between the last frame of the phoneme before and the first frame following the missing 
phoneme to estimate the signal for the missing frames of the missing phoneme of the source signal 
(neutral). Although, linear interpolation is generally not the most accurate estimate, due to the
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Velocity: Dynamic time warping computed using all markers
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Figure 5.17: Dynamic time warping based on the full set of facial markers, using velocity computed 
based on 3D marker positions. From top to bottom: the estimation of optimal time warping path; 
the distance of mapping function from the diagonal; Grayscale error measure for every point of the 
path; per phoneme error measure or selected phonemes corresponding to beginning of the sentence 
‘She had your dark suit in greasy wash water all year’.
very small number of frames corresponding to the missing phoneme, it produced acceptable results.
Once the dynamic time warping is defined, based on the mouth signal, it is then applied to 
the entirety of audio and visual features in order to ensure their temporal correspondence. Follow­
ing the dynamic time warping step, we have computed the delta features (both audio and visual). 
The delta features were computed by subtracting the feature vectors of the neutral utterance from 
their counterpart computed for the same utterance repeated in emotional manner. This was done 
in an attempt to isolate the emotion-specific component of the visual and audio signals.
The analysis of the inter-relationship between audio and visual features was then performed di­
rectly based on the obtained delta features, as well as based on the original signal. We have 
used Affine Minimum Mean Square Error estimator (AMMSE), an optimum linear estimator in 
a mean square sense (orthogonal to any possible estimator), detailed in [23], in order to map the 
acoustic features into the visual features space. It is defined by its transformation matrix T  and
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Shape: Lip contour (markers 44 to 91) based dynamic time warping
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Figure 5.18: Dynamic time warping based on the subset of facial markers corresponding to lips, 
using 3D coordinates directly. From top to bottom: the estimation of optimal time warping path; 
the distance of mapping function from the diagonal; Grayscale error measure for every point of 
the path; per phoneme error measure for selected phonemes corresponding to beginning of the 
sentence ‘She had your dark suit in greasy wash water all year’.
its translation vector M, so that
F  =  T  X Fspeech +  M (5 .5 )
T  = K p s  X K g (5 .6 )
M  =  —K p s  X K g ^  X U s  U p (5 .7 )
where K p s  the cross covariance matrix between the audio and visual features, K s  and Us are 
the covariance and mean vector of the speech features, and U p  is the mean vector of visual features.
The final step is to compute the Pearson’s correlation between the estimated facial features (pro­
jection of the audio features into facial features space). Similarly to Busso et al [23] we compute
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Velocity: lip contour (44 to 91) based dynamic time warping
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Figure 5.19: Dynamic time warping based on the subset of facial markers corresponding to lips, 
using velocity computed based on 3D marker positions. From top to bottom: the estimation 
of optimal time warping path; the distance of mapping function from the diagonal; Grayscale 
error measure for every point of the path; per phoneme error measure for selected phonemes 
corresponding to beginning of the sentence ‘She had your dark suit in greasy wash water all year’.
Pearson’s correlation at two levels, at sentence level, here also referred to as global-level, as well 
as at word level or phoneme level, here also referred to as local level. We compare the correla­
tion results, obtained with this approach (AMMSE, followed by Pearson’s correlation) with the 
results obtained using a standard implementation of a canonical correlation algorithm, provided 
in Matlab [89].
5.6.3 R esults
The results obtained with canonical correlation following AMMSE mapping (see Table 5.5) suggest 
an overly optimistic conclusion of the connection (unjustified large correlation values) overall 
compared to the correlation analysis based on Pearson coefficient.
This happens mainly due to the procedure of canonical correlation. It rotates the two sets of 
variables (treated as scattered data) in order to maximise the correlation value, computed along 
a projection axis. Nevertheless, given this result an important conclusion can be drawn: there is 
a stronger link of MFGGs audio features to visual features of mouth region and lower face overall
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Table 5.5: Canonical correlation analysis based on AMMSE mapped MFCCs features at global 
(sentence based) level for each facial region
lower
face
middle
face
upper
face
m outh
N eutral
mean 0.91 0.59 0.62 0.9
standard deviation 0.07 0.21 0.20 0.21
Anger
mean 0.91 0.52 0.53 0^8
standard deviation 0.07 0.17 0.18 0.17
Disgust
mean 0.91 0.55 0.57 0.89
standard deviation 0.08 0.19 0.2 0.19
Fear
mean 0.99 0.7 0.73 0.98
standard deviation 0.02 0.14 0.15 0.14
Happy
mean 0.98 0.72 0.76 0.97
standard deviation 0.05 0.16 0.17 0.16
Sadness
mean 0.91 0.55 0^8 0.9
standard deviation 0.06 0.2 0.2 0.2
Surprise
mean 0.98 0.72 0.76 0.97
standard deviation 0.05 0.16 0.17 0.16
than to other facial areas. This conclusion is supported by the important role of lower face (and 
mouth specifically) in sound production and articulation. MFCCs features are commonly used 
for speech analysis and recognition and strongly relate to the phonetic component of the speech. 
This research result motivated us to concentrate our visual analysis on the upper facial region 
and to consider the possible connection with other emotion related speech characteristics such as 
fundamental frequency.
Table 5.6: Pearson correlation between first principal component of lower facial region signal 
(influence on mouth opening/closing) and the set of MFCCs for neutral and anger emotions. 
Comparison of global versus local correlation and correlation based on delta features
Global
anger
Global
neutral
Local
anger
Local
neutral
Global
d elta=
anger-
neutral
Local delta  
=  anger - 
neutral
mean 0.32 0.42 0.6 0.64 0.09 0.51
standard
deviation
0.14 0.19 0.12 0.13 0.14 0.13
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Table 5.7: Pearson correlation between first principal component of the upper facial region signal 
(influence on eyebrow raise) and the set of MFCCs for neutral and anger emotions. Comparison 
of global versus local correlation and correlation based on delta features
Global
anger
Global
neutral
Local
anger
Local
neutral
Global
d elta=
anger-
neutral
Local delta  
=  anger - 
neutral
mean 0.16 0.003 0.56 0.45 0.15 0.52
standard
deviation
0.15 0.16 0.12 0.15 0.2 0.14
Table 5.8: Clobal level Pearson correlation based on delta features computed between first principal 
component for different face regions and the set of MFCCs across all emotions: average value across 
all sentences.
Anger Disgust Fear Happinesi 5 Sadness Surprise
Lower
region
0.09 0.12 0.15 0.18 0.11 0.16
M iddle
region
0.06 0.08 0.07 0.02 0.01 0.29
Upper
region
0.15 0.06 0.06 0.1 0.04 0.15
M outh 0.08 0.11 0.17 0.17 0.11 0.18
Tables 5.6, 5.7, 5.8, 5.9, 5.10 and 5.11 give the results of the analysis based on regular Pearson 
correlation coefficient. Pearson correlation coefficient is widely used in statistics as a measure of a 
linear dependency between random variables. It is defined as the covariance of the two variables 
divided by the product of their standard deviations. The correlations equal to 1 or -1 imply that 
a linear equation can perfectly describe the relation between the random variables. Zero value of 
Pearson correlation coefficient implies that there is no linear correlation between the variables. We 
performed the analysis using the correlation given the actual signal, as well as the delta features. 
Tables 5.6 and 5.7 present the results where we compare correlation of anger and neutral visual
Table 5.9: Global level Pearson correlation based on delta features computed between first principal 
component for different face regions and the set of MFCCs across all emotions: Standard deviation 
across all sentences.
Anger Disgust Fear Happinesi ; Sadness Surprise
Lower
region
0.14 0.16 0.24 0.2 0.23 0.24
M iddle
region
0.13 0.14 0.17 0.19 0.13 0.2
Upper
region
0.2 0.14 0.19 0.14 0.12 0.25
M outh 0.13 0.15 0.26 0.21 0.23 0.25
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Table 5.10; Local level Pearson correlation based on delta features computed between first principal 
component for different face regions and the set of MFCCs across all emotions: average value across 
all sentences.
A nger D isgust F ear Happines! i Sadness S urprise
Lower
region
0.51 0.48 0.68 0.57 0.51 0.69
M iddle
region
0.5 0.48 0.67 0.56 0.53 0.68
U p p er
region
0.52 0.46 0.63 0.54 0.49 0.64
M o u th 0.53 0.47 0.68 0.57 0.52 0.69
Table 5.11: Local level Pearson correlation based on delta features computed between first principal 
component for different face regions and the set of MFCCs across all emotions: Standard deviation 
across all sentences.
A nger D isgust Fear H appinesi 5 Sadness S urprise
Lower region 0.13 0.17 0.13 0.18 0.14 0.16
M iddle region 0.14 0.12 0.13 0.19 0.16 0.15
U p p e r region 0.15 0.14 0.11 0.15 0.15 0.18
M o u th 0.14 0.18 0.13 0.18 0.13 0.16
features in particular for the mouth region, found to be representative of the actions of lower face 
and upper face features, corresponding to eye-brow rise. Tables 5.8 and 5.9 present the correlation 
analysis based on the delta features at global level, calculated by subtracting neutral features from 
emotion features of the same sentence repeated in emotion and neutral. Table 5.8 presents the 
mean (average across all sentences per emotion group) correlation values and 5.9 gives the corre­
sponding standard deviation values. Tables 5.10 and 5.11 present the local level analysis with a 
word used as a unit of analysis. In this case, the correlation values appear much higher than the 
ones computed at the global level.
There is some relationship between facial gestures and speech, however, it varies greatly with 
respect to the linguistic content of the sentence, thus, making it impossible to extract a direct 
relationship between the compared visual and audio features. More complex modelling methods 
and a dataset with less variation are required to decouple emotional and contextual components. 
Clobal versus local level mapping shows significant differences in correlation levels between audio 
and visual data. For example, for the first principal component of the upper facial region and 
all MFCCs, average global correlation for anger is 0.16 (standard deviation 0.15), average local 
correlation is significantly higher, reaching the value of 0.56 (standard deviation 0.14).
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Computation of the correlation based on the delta features has produced similar results with 
average global correlation being at 0.15 (standard deviation: 0.2) and average local correlation 
equal to 0.52 (standard deviation of 0.15). Although delta features resulted in comparable correla­
tion values, occasionally they produce even lower correlation values than the correlations computed 
using the audio visual features directly. We suggest that the reason for this, is that the contex­
tual information is not fully removed by the simple subtraction operation of dynamically warped 
neutral signal from its emotional counterpart.
There is a visibly different behaviour between different emotional groups (anger, sadness, neu­
tral) with respect to correlation of audio visual features. Fear, Happy and Surprise show the 
strongest correlation with the actions of the lower face region. The actions of the middle facial 
region have the strongest correlation with MFFCS for Surprise. Surprise, Happy and Anger show 
the strongest correlations for the actions of the upper facial region .
We further perform an analysis centred on the upper face region. We extract the components 
directly related to the upper face actions. Eyebrow motion can be related to the configuration of 
the three landmarks highlighted in Figure 5.15. Figure 5.20 shows an example of such principal 
component analysis for the second sentence out of the three emotion common sentences of the 
dataset.
The fundamental frequency signal is then compared to the first principal component of the given 
facial feature. Visual (first principal component) and auditory (FO) signals show similar trends in 
the differences of their mean value between neutral and fear, which is reflected in Figure 5.21. We 
suggest that the fundamental frequency of the audio signal for this emotion can be used to drive 
the visual animation. For other emotions, first principal component varies greatly in the upper 
facial region, whereas FO does not show distinctive behaviour patterns. In examples corresponding 
to sadness the eyebrows are constantly lower than for its neutral counterparts, whereas average 
FO signal levels do not show much of the difference between sadness and neutral.
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Figure 5.20: Emotion signals projected onto first, second and third principal component for the 
second of the three sentences recorded in all emotions. The bottom row shows the durations of 
the phonemes for each emotion.
We found that the upper facial actions, for example, eyebrow raises, do not only participate in the 
emotion production, but are also used to mark the emphasised words or parts of sentence. Figure 
5.22 shows the upper face region with frames sampled at the centre of every word within the 
sentence. The key-words (the beginning and the end of emphasis) were manually marked based 
on the speech signal.
5.7 Conclusions
Some interesting conclusions were drawn from the audio-visual analysis, with regard to the rela­
tion between fundamental frequency coefTicient and actions of the upper face. Nevertheless, the
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Figure 5.21: From left to right, top to bottom: Mean value and standard deviation (vertical bars) 
of the first principal component of the upper face subregion for each sentence; red corresponds to 
fear and blue to neutral emotion. The arrows show the main directions of variation of the first 
principal component. Mean and standard deviation of FO for corresponding audio signals for each 
sentence.
Sentence 1
Sadness
Surprise
Figure 5.22: The upper region of emotional sequences for the same sentence (1st in the list of 
sentences), repeated in all expressions. The frames are sampled at the centre of every word. The 
key-words are marked with a translucent red colour mask.
multiple variation factors within the given dataset and the complex inter-relationship of emotion 
and speech have made it difficult to find a set of audio visual parameters that would be directly
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related and usable to drive expressive visual face from audio signal.
We found that some correlation computation methods have lead to unjustifiably high correlation 
results (for example, canonical correlation) within others, previously advertised methods such as 
AMMSE, didn’t result in a correlation estimate that could be directly related to the animation 
parameters. We found that the global sentence level correlation was significantly lower than the 
word-based local-level correlation. We believe that due to the durational differences, with words 
corresponding to a smaller number of frames, the higher results of the local-level correlation do 
not reflect the real connection between audio visual signals since the computations were based on 
an insufficiently low number of samples.
The research also highlights other important factors of natural speech such as emphasising parts 
of the sentence. We suggest that emphasis, for example key words, correspond to the actions of 
the upper face and, thus, require a separate model of corresponding facial dynamics.
In order to confirm the conclusions of the current research, another dataset with more limited 
factors of variation is needed. However, its collection was not possible due to the time limitation 
of the capture process.
5.8 Sum m ary
The current chapter has presented the dataset design, collection, audio visual annotation and 
audio-visual analysis for animation of expressive speech. Extensive two level (local and global) 
correlation analysis results were presented. The visual and audio data correlations were computed 
based on the hand-picked visual features and a standard set of audio-features used in audio analysis. 
Several approaches to computing correlations were examined with respect to their suitability 
for analysis for facial animation. Our results highlight the complex inter-relationship between 
emotions and speech within dynamic sequences. The lower face was found to be correlated with 
MFCCs features of the audio signal. The fundamental frequency was shown to be related to the 
motion of the upper face. The work presented in this chapter suggests that further examination 
of the problem is needed with a more controlled setup (a dataset with less factors of variation).
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Chapter 6
Conclusions and future work
This thesis presented several modelling techniques for expressive facial animation. The areas 
of work spanned capture and representation of dynamic sequences of facial expressions for facial 
animation synthesis. A novel method was reported for the automatic production of high resolution 
expressive facial animation from a spatially low resolution motion capture data. We designed and 
captured a 4D (temporal sequence of 3D scans and synchronised audio) dataset of expressive 
speech in order to extend this work to multiple factors of variation such as speech and expressions. 
A joint audio visual analysis of the expressive speech data demonstrated the high complexity of the 
issue due to the multiple factors of variation present simultaneously. We found that articulatory 
movements were coupled with expressive facial gestures, especially in the middle and lower face 
regions.
6.1 A nim ation  of facial expressions
The aim of the work presented in Chapters 3 and 4 was to compare several schemes for modelling 
of facial expressions. Chapter 3 presented our implementation of a tensor SVD-based model. The 
motivation behind using this method is that it permits to present inter-personal variation of expres­
sion styles. We recorded a dataset of 3D facial scans of 16 participants that were asked to perform 
6 basic expressions defined by Ekman as cross-culturally recognised. The expressions consisted of 
anger, happiness, sadness, surprise, fear and disgust. Neutral facial expression was also recorded 
as a reference. Although, we found the built model capable of preserving an individual style of 
facial expressions of participants, its high computational cost has motivated us to refrain from
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using it for modeling of facial dynamics. Instead, we opted for the less computationally expensive, 
standard PCA-based models (one of the well-known examples of such models is the morphable 
model). As this method is based on data statistics, it is highly sensitive to the input data. In 
order to be able to model all possible variations across the human population, a significantly large 
dataset is required. A possible improvement for this method would be to use a computationally 
optimised implementation, for example, the hierarchical singular value decomposition for tensors.
Chapter 4 presented a novel framework for high resolution animation of facial expressions driven 
from sparse motion capture data. Motion capture sequence, presents transitions between 6 basic 
expressions. The high resolution scans present facial configurations for the same 6 basic expres­
sions, and several transitions between them. PGA is used to build two model spaces - a high 
resolution model space built given a number of 3D facial scans and low resolution model space, 
built, given motion capture data frames, closest (based on a sum of squared différences) to the 
original subsampled 3D scans. The facial scans were sampled at the positions where motion cap­
ture markers were placed in order to provide a number of known correspondences between low and 
high resolution model spaces. Radial basis function interpolation is used to map motion capture 
trajectories of facial dynamics from the low to high resolution space. Results demonstrate that 
this enables high-resolution animation of facial expressions with the detailed skin wrinkling and 
appearance captured in 3D face scans and the natural dynamics from motion capture.
Evaluation shows that this low to high resolution mapping reproduces facial dynamics similar 
to the captured data. Realistic facial dynamics is very important for perception of facial anima­
tion. Moreover, as it is an automatic method, there is less chance of errors in animation timings 
compared to the classical approach, where the animation is done between a number of blend- 
shapes with timings defined by an animation artist.
The principal limitation of this approach is the requirement to separately capture the subject 
both with motion capture and dense 3D scans. Although the model is person specific, it is further 
extended to multiple subjects by animation transfer. The shape deformation, equal to a weighted 
difference between each 3D frame of expressive sequence of the first subject and the neutral face 
scan, is then added to a neutral scan of a novel subject. The colour texture for frames of animation 
of a novel subject is produced in a similar fashion. The main drawback of such animation trans-
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fer is that it doesn’t take into account the actual physical differences of facial structure among 
individuals, thus it is not capable of reproducing individual expression-specific traits. A possible 
improvement of the expression transfer would be to add a more complex model of identity and 
expression. For example, a tensor-based SVD model, computed for a large number of individuals. 
However, this will dramatically increase the computational cost of this approach.
6.2 Isolated face region analysis for synthesis o f expressive  
speech
In Chapter 5 of this thesis we attempted to tackle the complex problem of modelling and anima­
tion of inter-coupled factors such as speech and expression based on designed and recorded 4D 
(temporal sequence of 3D scans and synchronised audio) dataset of expressive speech. Our moti­
vation was to use the available technology that permits to capture a detailed 3D facial shape and 
appearance at 60 Hz with synchronised audio, in order to derive the relationship between audio 
and visual parameters for animation of expressive speech. The most challenging task that would 
enable such animation is to perform an in-depth analysis of audio-visual changes and to establish 
the differences and/or similarities across the used emotion groups (anger, happiness, sadness, sur­
prise, fear and disgust and neutral). Our aim was to learn a relationship between audio and visual 
features that would reflect an emotional content and its intensity and permit us, in the ideal case, 
to drive expressive facial animation directly from the audio data.
The recorded corpus presented significant variations in sentence duration and type (for exam­
ple, declarative, interrogative, imperative). Although, we have asked an actor to perform all 
sentences, except for neutral expression, with maximal intensity of expression and the database 
was designed based on utterances with high emotional content, significant variation of intensity 
of expressive content can be clearly noticed across the sentences. In addition, an initial subjective 
quality evaluation of a small part of the dataset indicated that the expressive content was recog­
nised better based on the visual data, compared to the audio signal.
As blue markers were used during the recording of the visual data, our analysis concentrates 
on 3D shape and leaves out the colour texture component. We rely on the audio features that are 
commonly used in the analysis of expressive speech (among them, MFCCs, fundamental frequency,
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durational features and so on). A number of visual features were chosen to reflect emotion-specific 
changes of facial shape. They consisted of the sub-sets of 3D facial markers, projected onto the 
first and second principal components of PC A space, and a set of proposed features that described 
changes, related to facial expressions (eye-brow shape, width and height of lips and so forth).
The correlations were computed between pairs of audio and visual features at the frame-level, 
at phoneme level (vowels and consonants were treated separately due to the varying properties), 
at word-level and finally at the sentences level. The computation of the signal correlation was 
done either directly between audio and visual features or after a transformation of audio signal to 
visual signal domain based on affine minimum mean square error estimator (AMMSE). However, 
we have not found this transformation to improve the correlation results. Later, we performed 
an analysis based on the difference signals for audio and visual signal. A difference signal was 
computed between the emotional and neutral signal components (where neutral signal was time 
warped to the emotional signal). Nevertheless, it was not found to improve the correlation results.
The correlations were found to be higher given shorter time-scale analysis level (phoneme, word- 
level) than the correlations based on the longer time-scale analysis at the sentence level. Never­
theless, the sentence level correlation values are more indicative of the connection between audio 
and visual signals. The sentence-level results presented a great variation in correlation level and 
were not found to be consistent within each emotion group.
The cross-emotion analysis given 3 sentences, common across all emotions, has indicated that 
the facial dynamics in the lower facial region was similar across all groups of emotions. Thus, 
leading to our conclusion that the expressive components in the lower face are over-contaminated 
by an articulatory motion. Hence, our subsequent research mainly concentrated on the upper 
facial region, as it was suggested to be less involved in the articulatory actions.
We have found a promising connection between the fundamental frequency of the audio signal 
and the principal component features of the upper face for some emotions such as fear. However, 
this relationship was not observed in a small subset of the sentences. A possible explanation for 
this is that the actor performance style has deviated significantly for these utterances, hence lead­
ing to the varying results.
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To conclude, an exhaustive analysis was performed with an aim to establish a connection be­
tween audio and visual features of expressive speech, while keeping the visual features easy to 
interpret for an animator. The dynamics of facial animation was found to be a very important 
factor for realistic facial animation that preserves the quality of a real facial motion.
Although, for some emotions a direct relation can exist between audio and visual features of 
the upper face, in order to verify this conclusion another dataset is needed, which would contain 
a limited number of factors of variation. Due to the time limitation of the capture process and 
data post-processing the acquisition of an additional dataset was not possible within the current 
research.
This work introduces a novel approach to analysis of audio-visual facial dynamics. To validate 
this work three steps are required:
1. An extension of the analysis framework to a dataset with less factors of variation, for example, 
a single word repeated in different intensities of expression.
2. Animation driven from the learned temporal relationships between audio-visual features
3. Model of interaction of co-articulation with expression production.
Further analysis is needed in order to define a consistent relation between audio and visual param­
eters that will permit to directly relate the changes of audio parameters to corresponding facial 
expression changes.
The research presented in this thesis indicates the importance of dynamical modelling of ex­
pressive content. The analysis presented and techniques introduced for modelling and synthesis 
of facial dynamics during expressions and expressive speech provide the foundation for further re­
search towards achieving perceptually realistic animation of virtual actors and the understanding 
of visual dynamics and connection of it to audio signal for expressive speech.
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A ppendix A
List of sentences of the 4D
database of expressive speech
Table A.l: List of of sentences of audio-visual dataset of expressive speech for Anger, Disgust, Fear, 
Surprise, Sadness, Happiness and Neutral emotion
S entence E m otion Sentence
n um ber
1 A She had your dark suit in greasy wash water all year.
2 A Don’t ask me to carry an oily rag like that.
3 A Will you tell me why?
4 A Who’s gonna volunteer to save me?
5 A Because no m atter how many thousands of us die after being exploited, 
we will never be visible to you.
6 A I would like nothing better than to see you die and rotten in hell!
7 A And for all of these reasons I have decided to scalp you and burn your 
village to the ground.
8 A If I ’m too old for this, then I got nothing, is that enough truth to suit 
you?
9 A Now get the hell out of here, get off this street you punk, and stay away 
from this hospital!
Continued on next page
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Sentence
n um ber
E m otion S entence
10 A You’re not my mother!
11 A Good God, who is there that, could properly describe the rage that filled 
my heart when I saw myself dealt with in this fashion?
12 A How dare you intrude upon me, in my private office, in this unheard of 
fashion, like a herd of escaped lunatics?
13 A I do not enter into these metaphysical distinctions; I hate the very sound 
of them.
14 A I loathe her beyond any measure because she’s a living lie!
15 A I do then utterly despise, scorn, and abominate him, and all such as him.
16 A It is not enough to conquer traitors; they must be crushed, before the 
country can be safe from their treachery.
17 A You became a spy, a traitor, a total disgrace to your home and to your 
family.
18 A I shall now with the less scruple take your life, because you are willing to 
save it at the cost of betraying your friends and relations.
19 D She had your dark suit in greasy wash water all year.
20 D Don’t ask me to carry an oily rag like that.
21 D Will you tell me why?
22 D T hat’s disgusting!
23 D Just one little boil, see, isn’t that the most disgusting thing you’ve ever 
seen?
24 D All sorts of ugly creatures prefer the seclusion of night.
25 D The rotten onion was pretty disgusting, some liquid came out and it had 
a very intense odour.
26 D Look at this Maria, a dish of left over Chinese food that has all kinds of 
yellow, blue, green and white mould on it.
27 D Now we’re in a bigger office, but even so, the two people who sit closest 
to him keep fans on their desks to redirect the smell.
Continued on next page
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Sentence
num ber
E m otion Sentence
28 D In all my life there’s nothing that has given my heart so keen a pang of 
loathing, as this individual’s repulsive face has done.
29 D Dude, I wish you wouldn’t do that.
30 D He described with vivid and disgusting gestures how he had cut off the 
man’s head, and he clicked his tongue to give the sound of it.
31 D From their weariness and inevitable dirtiness, from the sweat of their 
bodies, there came to one’s nostrils a sickening odour.
32 D It was a horrible and sickening sight from which one turned away shud­
dering with a cold sweat.
33 D There came such a terrible stench from him that I nearly dropped him, 
and vomited as I carried him along.
34 D His repulsive, revolting and possibly incurable wounds could be seen 
through his rags.
35 D There was one objection to the house, and that was, the very powerful 
sickening odour of dried fish, of macerated meat, and of sour milk.
36 F She had your dark suit in greasy wash water all year.
37 F Don’t ask me to carry an oily rag like that.
38 F Will you tell me why?
39 F This is a mistake, I haven’t done anything.
40 F Listen, there is a danger here.
41 F He appeared before us out of nothing, a skeleton in a dress suit and then 
he was gone!
42 F Lie down!
43 F There’s something out there, waiting for us.
44 F Look out, behind you!
45 F You’re not going to hurt her, are you?
46 F W hat’s the noise?
47 F There are men who are coming to try to kill you, but I ’m with you now.
Continued on next page
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num b er
E m otion Sentence
48 F They could make me an accomplice to their murder.
49 F I don’t know, she keeps screaming the same thing over and over.
50 F Listen to me, this plane will explode on take-off!
51 F The air raids are getting worse, the noise is terrifying.
52 F Steer now or we’ll have a collision!
53 F My temperature is up.
54 F Please, God, no, don’t make me do it!
55 F Help, please. I ’m at the post office, please, he’s going to kill me!
56 F Please, I ’m all she has in the world.
57 F Help, somebody, can anybody hear me?
58 F Are you injured, are you shot?
59 Su She had your dark suit in greasy wash water all year.
60 Su Don’t ask me to carry an oily rag like that.
61 Su Will you tell me why?
62 Su Jim, holly potatoes, you are really here!
63 Su There is a girl in there!
64 Su What a death, what a chance, what a surprise!
65 Su How could you find that what my brightest and bravest could not?
66 Su W hat’s the big deal about being on television?
67 Su I’m saying I love you, is that so wrong, is that not allowed anymore?
68 Su Wait, you’re running from what I ’ve searched for all my life.
69 Su Don’t you sometimes feel like you’re gonna jump out of your skin?
70 Su Something has changed, suddenly I ’m lonely, suddenly I want her near 
me.
71 Su His name’s not there in the programme!
72 Su This walk of hers, it was like a comet shooting through my body and then, 
suddenly, she stopped and that was it, it was over.
73 Su God, she’s beautiful.
Continued on next page
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74 Su You’re laughing now?
75 Su You are enjoying it?
76 Su I can’t believe how fast things move on the outside, I saw an automobile 
once when I was a kid, but now they’re everywhere.
77 Su W hat are you talking about?
78 Su And who are you?
79 Su He used those exact words?
80 Su Rehabilitated?
81 Su What a bizarre idea!
82 Sa She had your dark suit in greasy wash water all year.
83 Sa Don’t  ask me to carry an oily rag like that.
84 Sa Will you tell me why?
85 Sa She had a terrible time trying to get the Surrey county police to recognise 
that her daughter was missing.
86 Sa The chaplain said my son would not live long enough for me to get to the 
hospital which was one hour away.
87 Sa I miss you so much.
88 Sa I look at other people and wonder how they can act so normal when such 
a tragedy has happened.
89 Sa They don’t need me.
90 Sa Your father’s gone.
91 Sa That was his hope, should any free soul come across that place, in all the 
countless centuries yet to be.
92 Sa I t’s sad when a mother has to speak the words that condemn her own 
son.
93 Sa After all that is bewitching in the idea of one’s happiness depending en­
tirely upon one person, it is not always possible.
Continued on next page
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94 Sa I don’t think it’s fair for some people to have plenty of expensive things, 
and other people nothing at all.
95 Sa A strange destiny lay in ambush for me among the palms.
96 Sa My life is a rather ugly blend of luxury and loneliness, and it seems I 
ought to have some plan for the future beyond the next three days, but I 
don’t.
97 Sa Pounds and cents cannot measure the disruption, anguish or despair of 
conflict we live in.
98 Sa The first casualty of war is innocence.
99 Sa The saddest feature of the Depression was the endless queue of unem­
ployed workers.
100 Sa I think lunchtime is about the worst time of the day for me, always having 
to sit here alone.
101 Sa I know why you’re sad, it’s because you feel like a lonely, scared little kid 
and this world is too big for you.
102 Sa But you can’t, not if you care for me!
103 H She had your dark suit in greasy wash water all year.
104 H Don’t ask me to carry an oily rag like that.
105 H Will you tell me why?
106 H Being with you was the most meaningful thing Pve ever done, it was 
magic, and it was every day.
107 H I came here tonight because when you realise you want to spend the rest 
of your life with somebody, you want the rest of your life to start as soon 
as possible!
108 H That was the best day of my life, I enjoyed every minute of it!
109 H This praise from my quiet father made me happier than anything in the 
world.
110 H Pm so happy to have finally met you and I hope that it’s mutual.
Continued on next page
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1 1 1 H You’d allow that for me and for the store, th a t’s incredible!
1 1 2 H The woman who is coming here is kind and funny, she has the most 
wonderful sense of humour!
113 H Oh, she’s a wonderful woman; I ’ve never known any wonderful women, 
what do you do with them?
114 H I’m not usually like this on a first date, it’s just, that you’ve been so 
amazing all night!
115 H I mean, we have this totally unbelievable, life altering connection!
116 H She’s, she’s really beautiful and she agreed to marry me, I think I ’m in 
love!
117 H But at the same time, we’re so thrilled to have the opportunity to be 
involved.
118 H The place looked fantastic, the energy was awesome; there were smiles on 
faces everywhere.
119 H T hat’s what I love the most about her, is that she’s completely genuine 
in that.
1 2 0 H It’s incredible, you know, some people say you go in reverse once you hit 
the 30 mark, but I think I’m going the other way.
1 2 1 H Things are great!
1 2 2 H Oh, my dear, dear Jane, I am so happy!
123 H You are alive!
124 H Am not I the happiest guy in Chicago right now?
125 H We’ve done it!
126 N She had your dark suit in greasy wash water all year.
127 N Don’t ask me to carry an oily rag like that.
128 N Will you tell me why?
129 N Who’s gonna volunteer to save me?
Continued on next page
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130 N Because no m atter how many thousands of us die after being exploited, 
we will never be visible to you.
131 N I would like nothing better than to see you die and rotten in hell!
132 N And for all of these reasons I have decided to scalp you and burn your 
village to the ground.
133 N If I’m too old for this, then I got nothing, is that enough truth to suit 
you?
134 N Now get the hell out of here, get off this street you punk, and stay away 
from this hospital!
135 N You’re not my mother!
136 N Good God, who is there that, could properly describe the rage that filled 
my heart when I saw myself dealt with in this fashion?
137 N How dare you intrude upon me, in my private office, in this unheard of 
fashion, like a herd of escaped lunatics?
138 N I do not enter into these metaphysical distinctions; I hate the very sound 
of them.
139 N I loathe her beyond any measure because she’s a living lie!
140 N I do then utterly despise, scorn, and abominate him, and all such as him.
141 N It is not enough to conquer traitors; they must be crushed, before the 
country can be safe from their treachery.
142 N You became a spy, a traitor, a total disgrace to your home and to your 
family.
143 N I shall now with the less scruple take your life, because you are willing to 
save it at the cost of betraying your friends and relations.
144 N T hat’s disgusting!
145 N Just one little boil, see, isn’t that the most disgusting thing you’ve ever 
seen?
146 N All sorts of ugly creatures prefer the seclusion of night.
Continued on next page
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147 N The rotten onion was pretty disgusting, some liquid came out and it had 
a very intense odour.
148 N Look at this Maria, a dish of left over Chinese food that has all kinds of 
yellow, blue, green and white mould on it.
149 N Now we’re in a bigger office, but even so, the two people who sit closest 
to him keep fans on their desks to redirect the smell.
150 N In all my life there’s nothing that has given my heart so keen a pang of 
loathing, as this individual’s repulsive face has done.
151 N Dude, I wish you wouldn’t do that.
152 N He described with vivid and disgusting gestures how he had cut off the 
man’s head, and he clicked his tongue to give the sound of it.
153 N From their weariness and inevitable dirtiness, from the sweat of their 
bodies, there came to one’s nostrils a sickening odour.
154 N It was a horrible and sickening sight from which one turned away shud­
dering with a cold sweat.
155 N There came such a terrible stench from him that I nearly dropped him, 
and vomited as I carried him along.
156 N His repulsive, revolting and possibly incurable wounds could be seen 
through his rags.
157 N There was one objection to the house, and that was, the very powerful 
sickening odour of dried fish, of macerated meat, and of sour milk.
158 N This is a mistake, I haven’t done anything.
159 N Listen, there is a danger here.
160 N He appeared before us out of nothing, a skeleton in a dress suit and then 
he was gone!
161 N Lie down!
162 N There’s something out there, waiting for us.
163 N Look out, behind you!
Continued on next page
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164 N You’re not going to hurt her, are you?
165 N W hat’s the noise?
166 N There are men who are coming to try to kill you, but I’m with you now.
167 N They could make me an accomplice to their murder.
168 N I don’t know, she keeps screaming the same thing over and over.
169 N Listen to me, this plane will explode on take-off!
170 N The air raids are getting worse, the noise is terrifying.
171 N Steer now or we’ll have a collision!
172 N My temperature is up.
173 N Please, God, no, don’t make me do it!
174 N Help, please, I ’m at the post office, please, he’s going to kill me!
175 N Please, I ’m all she has in the world.
176 N Help, somebody, can anybody hear me?
177 N Are you injured, are you shot?
178 N Jim, holly potatoes, you are really here!
179 N There is a girl in there!
180 N What a death, what a chance, what a surprise!
181 N How could you find that what my brightest and bravest could not?
182 N W hat’s the big deal about being on television?
183 N I’m saying I love you, is that so wrong, is that not allowed anymore?
184 N Wait, you’re running from what I ’ve searched for all my life.
185 N Don’t you sometimes feel like you’re gonna jump out of your skin?
186 N Something has changed, suddenly I ’m lonely, suddenly I want her near 
me.
187 N His name’s not there in the programme!
188 N This walk of hers, it was like a comet shooting through my body and then, 
suddenly, she stopped and that was it, it was over.
189 N God, she’s beautiful.
Continued on next page
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190 N You’re laughing now?
191 N You are enjoying it?
192 N I can’t believe how fast things move on the outside, I saw an automobile 
once when I was a kid, but now they’re everywhere.
193 N What are you talking about?
194 N And who are you?
195 N He used those exact words?
196 N Rehabilitated?
197 N What a bizarre idea!
198 N She had a terrible time trying to get the Surrey county police to recognise 
that her daughter was missing.
199 N The chaplain said my son would not live long enough for me to get to the 
hospital which was one hour away.
2 0 0 N I miss you so much.
2 0 1 N I look at other people and wonder how they can act so normal when such 
a tragedy has happened.
2 0 2 N They don’t need me.
203 N Your father’s gone.
204 N That was his hope, should any free soul come across that place, in all the 
countless centuries yet to be.
205 N I t ’s sad when a mother has to speak the words that condemn her own 
son.
206 N After all that is bewitching in the idea of one’s happiness depending en­
tirely upon one person, it is not always possible.
207 N I don’t think it’s fair for some people to have plenty of expensive things, 
and other people nothing at all.
208 N A strange destiny lay in ambush for me among the palms.
Continued on next page
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209 N My life is a rather ugly blend of luxury and loneliness, and it seems I 
ought to have some plan for the future beyond the next three days, but I 
don’t.
2 1 0 N Pounds and cents cannot measure the disruption, anguish or despair of 
conflict we live in.
2 1 1 N The first casualty of war is innocence.
2 1 2 N The saddest feature of the Depression was the endless queue of unem­
ployed workers.
213 N I think lunchtime is about the worst time of the day for me, always having 
to sit here alone.
214 N I know why you’re sad, it’s because you feel like a lonely, scared little kid 
and this world is too big for you.
215 N But you can’t, not if you care for me!
216 N Being with you was the most meaningful thing Pve ever done, it was 
magic, and it was every day.
217 N I came here tonight because when you realize you want to spend the rest 
of your life with somebody, you want the rest of your life to start as soon 
as possible!
218 N That was the best day of my life, I enjoyed every minute of it!
219 N This praise from my quiet father made me happier than anything in the 
world.
2 2 0 N Pm so happy to have finally met you and I hope that i t’s mutual.
2 2 1 N You’d allow that for me and for the store, th a t’s incredible!
2 2 2 N The woman who is coming here is kind and funny, she has the most 
wonderful sense of humor!
223 N Oh, she’s a wonderful woman; Pve never known any wonderful women, 
what do you do with them?
Continued on next page
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224 N I’m not usually like this on a first date, it’s just, that you’ve been so 
amazing all night!
225 N I mean, we have this totally unbelievable, life altering connection!
226 N She’s, she’s really beautiful and she agreed to marry me, I think I’m in 
love!
227 N But at the same time, we’re so thrilled to have the opportunity to be 
involved.
228 N The place looked fantastic, the energy was awesome; there were smiles on 
faces everywhere.
229 N T hat’s what I love the most about her, is that she’s completely genuine 
in that.
230 N I t’s incredible, you know, some people say you go in reverse once you hit 
the 30 mark, but I think I ’m going the other way.
231 N Things are great!
232 N Oh, my dear, dear Jane, I am so happy!
233 N You are alive!
234 N Am not I the happiest guy in Chicago right now?
235 N We’ve done it!
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A ppendix B
Interpolation Techniques
Barycentric coordinates based interpolation is commonly used in computer graphics. Although, 
barycentric coordinates can be defined for interpolation in any domain, this method is most- 
commonly used in the triangular domain, such as triangulated mesh (see Figure B .l (a)). Bilinear 
interpolation, shown in Figure B .l (b), is another interpolation technique which is widely used 
for interpolating the certain feature value across a polygon using the values of that feature at the 
polygon’s vertices [4]. Barycentric coordinates were used in this work to estimate the 3D position 
at the inter-vertex locations of the visual markers, tracked in the texture coordinates of the 3D 
scan. This representation describes the relative position of a point inside a triangle in terms of the 
triangles vertices. Moreover, the estimation of the texture map during the registration step relies 
upon a combination of barycentric coordinates interpolation approach and bilinear interpolation. 
There, the last one was used to estimate the RGB colour at inter-pixel locations during the 
extraction of texture map.
B .l  Barycentric C oordinates
Consider the triangle in Figure B .l (a). In the triangular domain, barycentric coordinates are 
defined as triplets of numbers ((1 ,( 2 , (3 ), which correspond to masses that, when placed on the 
vertices of the reference triangle (ui,U2 ,%3 ), set the triangle’s geometric centroid to point p [150]. 
The areas of the triangles (ui,U2 ,p), (%i,%3 ,p) and (u2 ,%3 ,p) are proportional to the barycentric 
coordinates of p 3^ , ( 2  and t\ .  Thus, one can find the barycentric coordinates of p based on the 
areas of triangles (ui,U2 ,%3 ), (ui,%3 dP) and (u2 ,%3 ,p)- These, in turn, can be estimated using the
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Figure B.l: Interpolation schemes: barycentric coordinates (a) and bilinear interpolation (b).
cross product of the vectors, created by two of the edges of each triangle. The area of triangle is 
equal to a half of the cross product. Let A denote the area of a triangle, then:
2A (u i,'Ü 2 ,U 3 ) = T t  — {V2 — f l )  X (V3 — Vi) (B.l)
2 A(t?2 , U3,p) =  Ti =  (V3 — V2 ) X (p — V2 ) (B.2)
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2A(ui, U3,p) =  T2  =  (ui -  V3 ) X ( p -  V3 ) (B.3)
Using the areas, calculated with equations B .l, B.2 and B.3, and the property of barycentric 
coordinates, we obtain the barycentric coordinates of p, { ti ,t2 , t 3 ) :
t i  = Ti /T t  (B.4)
t 2 =  T2 /TT  (B.5)
ts = 1 — ti — t 2 (B.6 )
B .2 B ilinear interpolation
Consider the array of pixels in Figure B .l (b). The colour values ci, C2 , C3  and C4  correspond 
to the four pixels, with the centres of the pixels marked correspondingly in Figure B .l (b). The 
inter-pixel colour value Cp can be expressed as a linear interpolation of colour values C2 3  and C1 4 , 
which in turn are calculated as follows:
C2 3  =  (1 — 0é)c2 +  (XC3  (B.7)
ci4 =  (1 — oi)ci +  ac 4  (B.8 )
The estimated colour values C2 3  and C1 4  can be then used to connect the colour values along the 
edge where Cp lies using linear interpolation:
Cp =  ( 1  -  ^)C14 +  ^C23 (B.9)
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B .3 R adial basis functions
Radial Basis Functions (RBF) interpolation is a technique, which is commonly used for scattered 
data interpolation problems. In scattered interpolation problems smooth plots, for example, splines 
or surfaces, are fitted in such a way that they pass through a set of data points. The resulting 
interpolation is required to be smooth and afhne invariant. Given n  pairs of data points pi, % 6 
the scatter point interpolation defines a continuous function /  : ^  R.^ . The radial basis
functions use a set of basis functions to model the behaviour of each segment over the length 
of the curve (e.g. a linear drop-off for the linear case). The value of the radial basis function 
depends upon only the distance from its centre. RBF interpolation constructs a curve from a 
linear combination of radial basis functions.
f{ x )= p m { x )+ ^ a i(p i{ d i{ x ) )  (B.IO)
i=l
In the equation B.IO the resulting RBF interpolation is defined as a linear combination of (j)i 
basis functions weighted by the interpolation weights a*. The value of each (f)i basis function is 
calculated based on the euclidean distance from its centre to the point x: di{x) =  \\x — Ci||. The 
polynomial term Pmix) is an affine transformation of the data points which ensures a degree m  
of polynomial precision. Given f{x )  ~  Pmix). A model without polynomial term
is referred to as a pure radial sum. Nevertheless, for the points placed away from the influence 
of the basis centres such models may provide a poor approximation of a curve, thus causing the 
interpolation result to tend to zero. The commonly used radial basis functions include:
• linear function: (p{x) = x.
• thin-plate spline function: ^(æ) =  {x/ a)Hog{x/ a ), where a > 0.
• cubic spline function: (j){x) = ||æ^||^.
• multi-quadratic function: (f){x) = (æ^  + 6)+^, where p. > 0, S > 0.
•  inverse multi-quadratic function: (pix) = [x^ +  <5)“ ^, where /i > 0, 5 > 0.
• Gaussian function: 4>{x) =  where a  > 0.
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A ppendix C
Ordinary Procrustes Analysis
Ordinary Procrustes analysis (OPA) is used to align two different configurations of n-dimensional 
vectors, bringing them as close as possible, according to Euclidean distance, using least squares 
method. Please consult [47] for detailed explanation of OPA. In this work OPA was used to align 
two different sets of landmarks Li and L 2  OPA method finds rotation matrix R  and translation 
matrix T  that if applied to L 2  brings the resulting L 2  as close as possible to Li (equation C .l).
L(, =  R L 2  +  T (C .l)
^ 20  • ® 2n Rm Roi R o2 X2 0  • X2n T o . . T o
2/20 • - 2/L Rio R ii R i 2 2/20 • ■ y2n + T i  . . T i
(C.2)
^20 • - 4 » R 2 0 R 21 R 22 %0 • ^2n T 2 . . T 2
In equation C.2 Rij are the rotation coefficients. Translation coefficients Ti are written in matrix 
form T  by repeating the translation column elements. In such manner, each landmark L 2  is shifted 
by the same translation vector. In order to compute rotation matrix R  and translation matrix 
T, we transform (here only translation is used) the landmark matrices Li and L 2  , so that their 
centroids lie at the origin of the Cartesian coordinate system [X, Y, Z). This is done by calculating 
the means of Li and L 2  and subtracting them from each landmark:
Li = xi yi zi 1 1 1 Y ^n (C.3)
135
Lo = æ 2 3/2 % 1 ^  1 1 n Z ^ i= l  2i ^  Z ^ i= l  2/2% ^  Z ^ i= l  2% (C.4)
3:10 — x± X l n - X i 3:20 — X2 X 2n - X 2
C l x  =. 2/10 - ÿ i y i n - ÿ i C 1l2 — 2/20 — V2 ■ V2 n — V2
^10 — Zi Z i n -  Zl -220 — Z2 Z2 n — Z2
(C.5)
There, Li and L 2  are the means and C li  and C^a are the landmarks, translated to the origin of 
the Cartesian coordinate system. The rotational matrix R  is found based on the Singular Value 
Decomposition (SVD) of the matrix S:
(C.6)
There, thé factorisation U D V ^ is the singular value decomposition of S. The coefficients Ti of 
translation matrix are found based on computed rotational matrix R  and the means Li and L 2  
of the landmarks:
Ti T2 T3 =  Li — R L 2 (C.7)
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