A two step algorithm to predict portal dose images in arbitrary detector systems has been developed recently. The current work provides a validation of this algorithm on a clinically available, amorphous silicon flat panel imager. The high-atomic number, indirect amorphous silicon detector incorporates a gadolinium oxysulfide phosphor scintillating screen to convert deposited radiation energy to optical photons which form the portal image. A water equivalent solid slab phantom and an anthropomorphic phantom were examined at beam energies of 6 and 18 MV and over a range of air gaps ͑ϳ20-50 cm͒. In the many examples presented here, portal dose images in the phosphor were predicted to within 5% in low-dose gradient regions, and to within 5 mm ͑isodose line shift͒ in high-dose gradient regions. Other basic dosimetric characteristics of the amorphous silicon detector were investigated, such as linearity with dose rate ͑Ϯ0.5%͒, repeatability ͑Ϯ2%͒, and response with variations in gantry rotation and source to detector distance. The latter investigation revealed a significant contribution to the image from optical photon spread in the phosphor layer of the detector. This phenomenon is generally known as ''glare,'' and has been characterized and modeled here as a radially symmetric blurring kernel. This kernel is applied to the calculated dose images as a convolution, and is successfully demonstrated to account for the optical photon spread. This work demonstrates the flexibility and accuracy of the two step algorithm for a high-atomic number detector. The algorithm may be applied to improve performance of dosimetric treatment verification applications, such as direct image comparison, backprojected patient dose calculation, and scatter correction in megavoltage computed tomography. The algorithm allows for dosimetric applications of the new, flat panel portal imager technology in the indirect configuration, taking advantage of a greater than tenfold increase in detector sensitivity over a direct configuration.
I. INTRODUCTION
Geometric treatment verification of external beam radiation therapy portals is crucial to ensure proper target coverage and normal tissue avoidance. Most often verification is performed through the use of radiographic film or electronic portal imaging devices ͑EPIDs͒. Over the last several years, much effort has been devoted to expand the use of megavoltage imaging to include dosimetric applications, with the ultimate purpose of dosimetric treatment verification. A simple, yet effective application discussed by Leong et al., 1 
Wong et al.,
2 and more recently demonstrated by Kroonwijk et al., 18 consists of a direct and real-time comparison of a measured portal dose image with a theoretically predicted portal dose image. Discrepancies between the measured and predicted image indicate treatment delivery errors, which may be corrected once identified. This is such a powerful application that Leong 1 suggests the potential for ''total elimination of procedural errors in the delivery of radiation.'' Ideally the comparison step would be fully computerized using artificial intelligence software and performed within the first few monitor units delivered in a treatment fraction.
Another dosimetric treatment verification application of EPIDs involves the removal of scatter from the measured portal image, then backprojecting the remaining primary component through the patient computed tomography ͑CT͒ data set which allows a calculation of deposited dose in the patient. 4, 17 Others have used simpler approaches to relate measured portal images with patient mid-plane and/or exit dose estimates, 6, 7, 11, [13] [14] [15] [20] [21] [22] [23] but still require separate primary and scatter estimates in the portal image. Megavoltage CT imaging is also a related application since it greatly benefits from the removal of the predicted scatter component from the measured image. the patient and the dose deposited within the detector system. The fluence calculation involves geometric ray tracing to calculate the primary fluence entering the detector and a twodimensional ͑2D͒ convolution between the incident treatment beam fluence and pencil beam fluence kernels representing the behavior of the scattered photons. The scattered fluence kernels are calculated using Monte Carlo techniques and take a large amount of computational effort to generate, but need only be calculated once. It has been demonstrated that these scattered fluence kernels are not strongly dependent upon the details of the incident photon spectrum used to generate them. 25 The predicted fluence is then convolved with dose kernels which are specific to a particular detector system. Each detector system has a unique set of dose kernels, which may be generated with an elementary knowledge of the freely available EGS4 package 26 and user code DOSRZ. The dose kernels are generated for a range of monoenergetic photon energies using Monte Carlo methods, providing the algorithm with many exciting features. For example, variations in energy response are accurately accounted for, dose deposition in any type of material ͑low-or high-atomic number͒ is modeled, electronic disequilibrium in thin, multilayered detector systems is modeled, and selfscatter contributions from the detector system itself are included.
The algorithm was shown to predict measured data within Ϯ3% for a variety of phantoms, air gaps, beam energies, and two different detector configurations. 19 Due to the widespread use of metal screen/phosphor based detectors, and the recent commercial availability of next-generation flat panel, amorphous silicon detectors ͑which may also incorporate metal screen/phosphor detector layers͒, a rigorous validation of the algorithm on this type of detector is of great interest. In this work, the portal dose image algorithm is refined and validated against measurements made with the indirect detection PortalVision aS500 ͑Varian Medical Systems, Palo Alto, CA͒ amorphous silicon flat panel imager. The term ''indirect'' implies that the photodiodes have an overlying metal-phosphor layer which converts the incident radiation to optical photons which are subsequently detected by the amorphous silicon array producing the image signal. 27 Some basic dosimetric characteristics of the aS500 imager are also investigated here, including linearity of response with dose rate and frame acquisition, and response with varying source to detector distance ͑SDD͒. The collected data reveal that a small amount of optical photon spread occurs within the phosphor layer of the detector. This phenomenon is known as glare and has been previously identified as a major effect in camera based metal screen-phosphor detectors, 8, 28 and primarily attributed to multiple reflections between screen and mirror. 29, 30 The presence of glare in amorphous silicon EPIDs implies some difficulty for dosimetric applications using these systems. It is demonstrated that the effect may be accounted for by using a radially symmetric glare kernel to model the optical photon spread. The kernel is derived from collected data and when applied to predicted dose images substantially improves comparison with measurement. The finding of a significant contribution of glare to the amorphous silicon EPID images here is in contrast with previous work 31 indicating this effect to be insignificant for indirect detection flat panel detectors. This apparent contradiction is explained in Sec. III A 3.
II. MATERIALS AND METHODS

A. Flat panel detector characteristics
Detector description
The aS500 detector consists of a metal plate ͑1 mm copper͒ overlying a scintillating layer of phosphor ͑ϳ0.5 mm͒ which converts incident radiation into optical photons. The generated light image is sensed by an array of photodiodes directly adhered to an amorphous silicon panel. 32 Each pixel on the amorphous silicon panel consists of a light sensitive photodiode and a thin film transistor. The photodiode behaves like a capacitor, since incident light is integrated and captured as an electric charge while the thin film transistor acts as a switch to control the signal readout which is digitized through a 14 bit analog to digital converter. The sensitive area of the aS500 detector is ϳ40ϫ30 cm 2 , with a pixel size of 0.784ϫ0.784 cm 2 resulting in an image size of 512 ϫ384 pixels. The detector used in this work is mounted on a Varian 2100EX dual energy ͑6 and 18 MV͒ linear accelerator and has a thickness of 4 cm, a mass of 7 kg, and is mounted on a retractable arm which allows variable SDDs.
Flat panel detectors have been divided into two classifications 27 called ''direct'' and ''indirect'' configurations. The indirect configuration employs a scintillator screen to convert deposited radiation energy to optical photons for readout. This is in contrast to the direct configuration where no scintillator is used and the photodiode array directly senses the radiation energy. While direct flat panel detectors have been shown to possess a radiation response similar to than of an ionization chamber, their sensitivity to incident radiation is lower by at least a factor of 10 when compared to indirect detectors. 27 Therefore, a great sensitivity advantage is gained if indirect detection configurations are used for dosimetric applications.
Energy response
The portal dose calculation algorithm requires a set of dose kernels which score the dose deposited in the detector layer ͑phosphor͒ due to an incident pencil beam of monoenergetic photons. As described in Sec. II B, EGS4 with usercode DOSRZ was employed to generate this set of dose kernels. This approach has previously been shown to yield accurate results, and has been verified 19 against published data available on several detector configurations by calculating detector response functions. A detector response function is computed by integrating the deposited energy of the scored dose kernel over all radii, for each incident photon energy.
In the clinical configuration of the detector, the thickness of the overlying metal plate is insufficient to provide electronic equilibrium in the phosphor layer. This is of concern since the image will be more susceptible to secondary electrons generated within the patient, which may increase image noise and reduce subject contrast. Furthermore, the overlying layer of metal serves to preferentially attenuate lower energy photons ͑i.e., a disproportionate amount of scatter͒ and therefore improve image quality by increasing the primary to scatter ratio. With the water equivalent thickness of the metal plate and other overlying materials being ϳ1 cm, the concern is significant when using the higher energy 18 MV photon beam. To investigate the consequence of this lack of buildup, images were gathered with the aS500 EPID in two different configurations. The first configuration ͑configura-tion ''A''͒ was the standard clinical situation with no additional buildup, while the second configuration ͑configuration ''B''͒ added a 3.0 cm slab of solid water equivalent material directly on the top surface of the EPID. Note that the collision touch detection guard was removed to make this possible. The response of a water equivalent detector was also calculated for comparison. The water detector was defined as a 20 cm diameter cylinder of water with a thickness of 40 cm and with a detector layer defined between 3.3 and 3.6 cm below the surface.
The user code DOSRZ separately scores dose from scattered photons, thus allowing an investigation into the importance of this portion of the total detector signal. Selfgenerated scatter contributions as a percentage of total signal were examined for the aS500 in both A and B configurations, and for the water equivalent detector.
The work of Kausch et al. 33 used Monte Carlo modeling of both radiation and optical photon transport within metalphosphor detectors. An interesting result was the strong dependence of the escape probability on depth of an optical photon generated in the phosphor ͑and therefore, on where the radiation dose is deposited͒. Due to this result, the phosphor layer in the aS500 detector was split into three equal phosphor thicknesses for the Monte Carlo simulations in this work. This allows an investigation into the dependence of the detector response on the relative depth in the phosphor. However, since the findings of Kausch et al. 33 indicated that optical photons created in the ''lowest'' layer ͑closest to the exit side͒ of the phosphor had the highest escape probability, the dose kernels generated in the exit layer of the phosphor are used for portal dose image prediction in this work.
Linearity
The linearity of the detector response to incident radiation was investigated with two experiments. Linearity with respect to the number of acquired frames ͑which are then averaged into a single image͒ was examined using images acquired with 1-10 and 100 frames. The linac was configured for a fixed 15ϫ15 cm 2 open field with gantry at 0°, and the detector was positioned at 150 cm SDD. The pixel average and standard deviation over a ϳ1 cm 2 (13ϫ13 pixels) region of interest ͑ROI͒ at field center were recorded and used as the signal and error estimate, respectively.
Linearity with respect to dose rate was explored by acquiring images using a constant number of frames ͑10 frames͒ and varying the dose rate of the linear accelerator from 100 to 600 MU/min in steps of 100 MU/min. The linac was configured for a fixed 15ϫ15 cm 2 open field with gantry at 0°, and the detector was positioned at 150 cm SDD. Two, 13ϫ13 pixel regions of interest were examined, one inside and one outside of the field. One region was aligned to the field center, while the other was placed ϳ4.3 cm outside the field edge ͑as measured at the detector͒.
Glare
The problem of optical photon scatter ͑or glare͒ in camera based metal-phosphor EPID's is a well-known phenomenon. 8, [28] [29] [30] The effect is primarily attributed to multiple reflections between the screen and mirror, 29, 30 but may also arise due to optical diffusion within the translucent phosphor layer. The multiple optical reflection events have been modeled by Munro et al. 29 and Partridge et al. 30 and shown to be highly asymmetrical in the gun-target axis for screen mirror systems. Furthermore, Partridge et al. 30 demonstrated that these multiple reflections may contribute as much as 20% of the primary signal in the field center, and dominate other potential sources of glare. Heijman et al. 8 modeled the glare phenomenon for a video based SRI-100 ͑Elekta Oncology Systems, Crawley, UK͒ EPID ͑metal-phosphor detector viewed by a CCD camera through two front surface mirrors͒, through a convolution process between the dose image and a radially symmetric glare kernel representing the spread of optical photons, combined with a measured sensitivity matrix which helps account for the asymmetric portion of the glare phenomenon. The aS500 detector does not possess any mirrors or lenses, however, it does incorporate a translucent phosphor layer, hence a symmetrical glare effect ͑which would be much smaller than that due to multiple reflections͒ may be present. If this glare effect is due to optical dispersion within the phosphor layer itself, the use of a louvre grid which was shown 30 to significantly reduce multiple reflections in screen-camera systems would likely be ineffective.
A series of measurements was performed demonstrating the presence of the glare effect in the aS500 detector. Images were acquired at a gantry angle of 0°for an open 15 ϫ15 cm 2 field at SDDs of 120, 150, and 180 cm for both the 6 and 18 MV beam energies. These measurements were repeated with the gantry at 270°to remove the possible influence of backscattered photons that may be present when the gantry was set to 0°and the detector was in close proximity to the floor. This was a concern since metal-phosphor detectors demonstrate increased response to 180°backscattered photons which have an energy of 0.25 MeV independent of incident beam energy. An increased response due to backscattered photons should show up as an increase in background signal in situations where backscattering material ͑such as floors and walls͒ are closer to the detector.
The glare effect was modeled using an iterative approach. The glare kernel of Heijman et al. 8 was fitted using two exponential functions added to a delta function ͑strictly speak-ing, the delta function is actually a rect͑ ͒ function when applied, due to the discrete coordinate system of the image͒. This was used as the first estimate of the glare kernel. The predicted dose image was convolved with the kernel and the result compared to the measured EPID image. The delta portion of the glare kernel was increased or decreased until no further improvement in image comparison was measured. It is well known that the convolution of any image with a delta function simply returns the image ͑scaled by the area under the delta function͒. Therefore, while the approach outlined above assumes a specific functionality, it allows a convergence to the correct magnitude of glare contribution. The appropriateness of the nondelta component is clear when comparing the measured and predicted images at points outside the field.
B. Portal dose prediction algorithm
The portal dose image prediction algorithm used in this work has been detailed elsewhere, 19, 25, 34 so only details relevant to the current application are presented here.
The incident energy spectra used were generated via Monte Carlo techniques 35, 36 ͑6 and 18 MV by interpolating 15 and 24 MV͒. The 2D maps of relative incident fluence are measured using a scanning ionization chamber with appropriate polymethyl methacrylate ͑PMMA͒ buildup cap, to remove contaminant electrons. Currently this is not an efficient method for collecting this data, and future work will explore the feasibility of using incident fluence matrix export options available in some commercial treatment planning systems. Alternative methods to estimate the incident beam fluence include Monte Carlo simulation 37 and head scatter models. The libraries of scattered fluence kernels were recalculated for this work with EGS4 and user code DOSRZ using water slabs of finite radius ͑17.5 cm͒ to reduce the small overestimation of the multiply scattered photon fluence component, as described previously. 34 Furthermore, the fluence was scored in 0.1 MeV wide energy bins allowing access to the full fluence spectrum data for these scattered fluence kernels, not just mean energies was previously done. The fluence kernels were compared to the previous generated data set for consistancy, while the fluence kernels and the fluence spectra for the singly scattered photon component were compared to results of a computer program which calculated this using an analytical approach involving Klein-Nishina cross sections, Compton kinematics, and inverse square fall off. Using the new scatter fluence kernel libraries, fluence spectra of the scattered photons are contributed by every pencil beam transported through the patient and are tallied in each scoring voxel in the detector plane. This results in an estimate of the energy spectrum of the scatter fluence at all scoring points in the detector plane.
The pre-calculated dose deposition kernels unique to a specific detector configuration are also generated using EGS4 and user code DOSRZ. For a given detector, the radially symmetric dose pattern due to a perpendicularly incident, monoenergetic photon pencil beam is scored. In the case of the aS500 detector, dose kernels are scored in the phosphor layer which generates the portal image signal, for a range of incident energies ͑0.1-0.6 in steps of 0.1, 0.8, 1.0, 1.25, 1.5, 2.0-6.0 in steps of 1.0, 8.0, 10.0-24.0 in steps of 2.0; units of MeV͒. ECUT and PCUT represent the lower energy limit for electron transport and photon transport, respectively, and are set to 0.516 and 0.005 MeV. Resulting statistical errors in the scored dose kernels are Ϯ3.6% ͑for the aS500 configuration A͒, Ϯ2.6% ͑for the aS500 configuration B͒, and Ϯ1.5% ͑for the water detector͒, averaged over all incident energies and radial bins. For any individual scoring bin, the statistical uncertainty does not exceed Ϯ0.8% of the dose scored in the smallest radial bin for all incident energies and detectors described here.
The scattered energy fluence is converted to dose by a superposition process. A polyenergetic dose kernel for a specific scoring voxel is formed by summing monoenergetic dose kernels weighted by the appropriate relative scatter energy fluence. Summing this over all scoring voxels results in the scatter dose image.
C. Experimental validation
The algorithm output was compared to measured data acquired with the aS500 EPID for several phantom configurations. These included a 26 cm thick simple solid water slab phantom and an anthropomorphic phantom ͑Rando, Alderson Corp.͒. Three treatment sites on the anthropomorphic phantom were studied: Lung, pelvis, and head at nominal photon beam energies of 6, 18, and 6 MV, respectively. A range of air gaps ͑ϳ20-50 cm͒ was examined. CT data for the anthropomorphic phantom was collected on a Picker PQ5000 CT scanner, and converted to electron density information using e ϭ0.001*HU for HUр1100 and e ϭ0.000 525*HUϩ1.047 46 for HUϾ1100, based on linear fits to measured data and work by Battista. 38 Incident field fluence data was measured using a scanning ionization chamber ͑PTW corp.͒ with a PMMA build-up cap. The aS500 EPID was used to measure image data in both configurations ͑A and B͒ as described in Sec. II A 2.
III. RESULTS AND DISCUSSION
A. Flat panel detector characteristics
Energy response
Scored dose kernels for the aS500 EPID ͑configurations A and B͒ are presented in Fig. 1 . The dose kernels for an incident photon energy of 1 and 10 MeV in Fig. 1͑a͒ demonstrate peaked kernels with exponential tails. The width of the dose kernels increases at higher energies due to the greater energy ͑and, therefore, range͒ of electrons generated. The width of the dose kernels is generally greater for the detector in configuration B, since the greater buildup thickness allows more electron scattering before the phosphor layer is reached, and also because more scattered photons are generated in the thicker build-up layer.
The dose kernels as a function of radius and incident photon energy are presented in Fig. 1͑b͒ , with configuration A using solid lines and configuration B using dotted lines. The regions where photoelectric effect, Compton scatter, and pair production interactions dominate ͑as calculated by the XCOM package 39 ͒ are labeled. Configuration B exhibits wider kernels ͑especially in the high Compton and pair production regimes for radii Ͼ0.2 cm͒ due to the reasons mentioned above.
When the dose kernels are converted into deposited energy and integrated over all scoring bins, a detector response function is generated. These results are presented in Fig. 2 . The response due to scatter within the detector itself is available since the user code DOSRZ separates scatter dose from the total dose, and becomes important only at lower incident photon energies. It is apparent from Fig. 2͑a͒ that the standard configuration ͑A͒ of the aS500 detector does not have enough buildup to achieve electronic equilibrium in the phosphor layer at higher photon beam energies. For this detector, the response levels off at ϳ7 MeV, in contrast to configuration B where the response begins to level off around 24 MeV. The curves begin to separate at ϳ4 MeV. Therefore, a thicker build-up layer than currently exists will serve to increase the detector response to incident photons of energy greater than ϳ4 MeV. This will increase image quality for all incident beam energies greater than 4 MV, since scatter will be preferentially attenuated and the higher energy primary photons will generate a greater relative response in the detector. This is an important finding for improving detector design in the future for improved image quality. Furthermore, this implies that researchers using the detector for megavoltage CT will need to have the optimal buildup for the beam energy used in order to maximize image signal while minimizing noise and dose to the patient.
The relative detector responses are presented in Fig. 2͑b͒ , with a water equivalent detector added for comparison. The response curves are normalized to 10 MeV. The aS500 detector exhibits the characteristic increase in response at lower-photon energies known to occur for metal-phosphor detectors ͑due to the importance of the photoelectric effect in the high-atomic number phosphor layer͒, as may be observed in previous work. 19, 40 Note that the aS500 in configuration B exhibits better low-energy filtration ͑ϳ1-10 MeV͒ than the FIG. 1. ͑a͒ Dose kernels for the aS500 detector in configuration A ͑solid line͒ and B ͑dotted line͒, for 1 and 10 MeV incident photon energy. ͑b͒ All dose kernels for the aS500 detector in configuration A ͑solid lines͒ and B ͑dotted lines͒, as a function of scoring bin radius and incident photon energy. Dose contours are labeled in units of Gy/incident particle.
FIG. 2. ͑a͒ Detector response for the aS500 detector in configuration A ͑solid lines͒ and B ͑dotted lines͒. ͑b͒ Relative detector response normalized to 10 MeV for the aS500 detector in configuration A ͑solid line͒ and B ͑dotted line͒, and a water detector ͑dashed line͒. ͑c͒ Percentage of total deposited energy which is attributable to scattered photons arising in the detector itself, for the aS500 detector in configuration A ͑solid line͒ and B ͑dotted line͒, and a water detector ͑dashed line͒.
water detector, and also a greater relative response at energies over 10 MeV. The percentage of energy deposited due to scattered radiation within the detector itself is important for energies below ϳ2-4 MeV, as illustrated in Fig. 2͑c͒ . The aS500 EPID in configuration B demonstrates an overall higher selfscatter contribution than configuration A, due to the larger layer of buildup ͑and thus larger amount of scattering material͒. This figure demonstrates the significance of the scatter signal, and the importance of being able to accurately model it. Note that the Monte Carlo generated dose kernels of the approach presented in this work inherently incorporate this effect.
The variation in detector response with depth in the phosphor layer was examined. Figure 3 presents the detector response curves for the aS500 EPID in configurations A and B. Again the lack of electronic equilibrium above ϳ7 MeV for the aS500 in configuration A is observed, since the exit layer has a greater response than the entrance layer above this energy. In configuration B, the adequate choice of buildup over all incident energies examined here results in the exit layer yielding a smaller response function than the entrance layer. The difference in detector response with phosphor layer is small here, but these differences will likely increase if the phosphor thickness is increased.
Linearity
The linearity of detector response with an increasing number of frames being integrated into the image is presented for both 6 and 18 MV beam energies in Fig. 4͑a͒ . The detector responds within Ϯ0.5% except for one outlier.
The linearity of detector response with dose rate for a 6 MV beam is presented in Fig. 4͑b͒ . A central axis ROI is examined, as well as a ROI outside the field edge. The nominal dose rate ͑valid for the calibration geometry͒ was varied between 100 and 600 MU/min. A constant 10 frame average acquisition time of 2 s was used, resulting in smaller error bars with increasing dose rate. The detector responds within Ϯ2% ͑with one outlier͒ of ideal linearity. This is higher than earlier investigations 27 which have found Ϯ1% linearity, but is based on only one measurement series. Linear accelerator stability will also contribute to this result.
Glare
Profiles of aS500 images ͑configuration A͒ of an open field (15ϫ15 cm 2 ) taken at various SDDs are presented in Fig. 5 . The central axis greyscale decreases in a manner very closely reproducing the inverse square law. By taking the average greyscale in a 1 cm 2 ROI at the image center and normalizing to the 120 SDD image, the inverse square law was held within 1.7% for the 6 MV data and within 0.6% for the 18 MV data. However, if a region outside the field is examined, no appreciable decrease in greyscale is observed ͑in fact, there appears to be a very slight increase͒. Since there was no absorber in the beam path, the effects of scattered radiation should be negligible. In addition, the spatial dependence of the energy spectra incident on the detector should simply move along linear dimensions with increasing SDD. For example, the energy spectra incident at point P ϭr cm off central axis for SDDϭ100 cm should be the same as at point Qϭ1.5•r cm off central axis for SDDϭ150 cm. This will not be strictly true since an ideal point source is assumed, but should be relatively accurate since the contribution of flattening filter and collimator effects is only ϳ9%-13% of the total fluence for an open field. 35 Thus, the compensation of the inverse square law in regions outside of the field may not be explained through energy spectrum arguments. However, an optical photon effect ͑glare͒ does explain this behavior, as follows. The glare effect has been previously modeled as a convolution of some blurring kernel ͑a point spread function describing the glare effect͒ with the incident dose image, which produces the optical photon image. 8 The glare kernel in that work was depicted essentially as a delta function added to a slowly decreasing tail component. When the SDD is increased, field dimensions scale linearly, and therefore, the incident field area ͑as measured at the detector͒ increases by the square. Therefore, for a point outside the main field, a glare effect ͑if present͒ would be proportional to the area of the incident field through the convolution relationship. This would explain an exact compensation of the decrease expected by the inverse square fall off. It is observed in Fig. 5 that this accurately describes the acquired data. Furthermore, if the effect is an optical one, then it should be present in a magnitude independent of incident beam energy. This is observed in Figs. 5 and 6. Figure 6 presents relative profiles which are normalized to the greyscale value on the central axis. Notice that the magnitude of the effect outside the field is similar when comparing images acquired at 6 and 18 MV beam energies.
One small effect which may be of concern here, is the presence of back scattered photons from the floor. Compton kinematics indicates that 180°backscattered photons possess an energy ϳ0.25 MeV, independent of incident photon energy. It is known that metal-phosphor detectors exhibit an increase in response at lower energies, and thus this effect is a concern here. A second set of open field (15ϫ15 cm 2 ) images were taken at various SDDs, but with the gantry at 270°to greatly increase the distance between the detector and backscatter ͑in this instance, the wall͒, and therefore, allow the inverse square effect to remove most of the backscatter fluence. The data indicates that this orientation does not change the profiles significantly ͑Ͻ1%͒, and thus backscattered photons are not responsible for the observed effect. Therefore, the glare effect is present in the aS500 detector, and is likely to be present in all flat panel detectors incorpo- rating scintillation layers which allow optical photon spread.
The glare effect was specifically investigated by Munro and Bouius 31 for a similar flat panel detector and they concluded that the effect was negligible. This is probably due to the small range of illuminated areas studied in that work. The pertinent experiment involved a very small detector (9.6 ϫ9.6 cm 2 ) and a change in illuminated area on the detector surface from 67.2 to 91.9 cm 2 . Based on the current work, less than a 1% effect would be expected from this magnitude of illuminated area change, which agrees with their negligible observed effect.
The glare effect is modeled with a radially symmetric function which is convolved with the calculated portal dose image. This was performed iteratively, using the kernel first proposed by Heijman et al. 8 as the initial estimate. This proposed kernel was fitted using the function g(r)ϭ0.021 96
•exp(Ϫ2.7015•r)ϩ0.001 26•exp(Ϫ0.1271•r) and then added to a delta function. A predicted open field (15 ϫ15 cm 2 ) dose image ( P d ) was convolved with the glare kernel and the result compared to the corresponding measured aS500 image. The delta function portion of the glare kernel was adjusted until differences between the convolution product and measured image no longer decreased. The spatial resolution of the glare kernel used here is 1 ϫ1 mm 2 , and the delta function was defined as a single pixel at the center of the glare function. The resulting glare function and raw data are plotted in Fig. 7͑a͒ . Note that the magnitude of the delta function component is an order of magnitude greater than that used by Heijmen et al., 8 indicating that the glare being modeled by this kernel is of much lower magnitude than that modeled in the screen-camera system of Heijmen et al. 8 This glare kernel is applied to predicted dose images throughout the rest of this work. Profiles through the predicted dose image, dose image after convolution with the glare kernel, and corresponding measured aS500 image are presented in Fig. 7͑b͒ , for an SDD of 120 cm and 6 MV beam. Excellent agreement is obtained throughout the profile, with a significant gain in signal outside of the field ͑ϳ3% to 4% of central axis signal for this example͒. It is interesting to note here that the measured images exhibit profiles which have sharper penumbras than the predicted images. This is due to the use of an incident fluence matrix ͑in the prediction algorithm͒ which was measured with a scanning ionization chamber of inner diameter ϳ6 mm, serving to spread the penumbra of the predicted dose profile more than the measured profile ͑recall pixel widths of 0.784 mm͒. The glare function derived from the images taken at SDD's of 120, 150, and 180 cm demonstrated variations of Ͻ1.5% in the delta function height, indicating independence on SDD, as expected from the glare effect.
B. Experimental validation of dose algorithm
Scatter fluence spectra kernels
To verify the accuracy of the scatter fluence spectra kernels, comparison of the singly scattered photon fluence component to results of analytical calculations is made in Figs. 8͑a͒ and 9͑a͒. Comparison is excellent throughout the data set, except for minor discrepancies at small radius, due to the analytical calculation not modeling in-air scatter. When compared to similar distributions in previous work, 25 small differences are observed due to the use of a finite radius phantom, including differences in singly scattered fluence at larger radii and small air gap, and a small decrease in multiple scatter fluence magnitude at any given air gap-radius. The spatial locations labeled ␣ and ␤ ͑marked by stars͒ representing radii 0-0.25 cm and 19.75-20.0 cm both at air gap 30 cm, have been chosen for closer examination. Figures  8͑b͒ and 8͑c͒ and 9͑b͒ and 9͑c͒ illustrate the energy fluence of the scattered photons through those scoring bins. For both the 6 and 18 MV beam energies, several observations may be made. An overall decrease in fluence is observed in moving from location ␣ to ␤, as expected from the Klein-Nishina cross section. The bulk of the singly scattered photon fluence decreases in energy, also expected since higher angle scatter results in lower energy scattered photons. The multiple scattered energy fluence maintains its shape ͑heavily weighted to lower energies͒ while decreasing in magnitude. Singly and multiply scattered photon fluence is of greater magnitude at the 6 MV beam energy, while the bremsstrahlung and positron annihilation component becomes more important at the 18 MV beam energy. For the 18 MV beam ͑and somewhat less noticeable in the 6 MV beam͒ a spike in the bremsstrahlung and positron annihilation component is observed in the 0.5-0.6 MeV energy bin. This is due to the two photon pos- itron annihilation process requiring a minimum of 1.022 MeV energy in the positron in order to yield two 0.511 MeV photons.
Another verification of the Monte Carlo scored energy fluence spectra is presented in Figs. 8͑d͒ and 9͑d͒ . The analytical calculation results were tallied by energy bin ͑bin width 0.25 for 6 MV beam and 0.5 for 18 MV beam͒, and overlaid with the Monte Carlo results ͑bin width 0.1 MeV͒ for points ␣ and ␤. Due to the different bin widths, the distributions were converted to counts/MeV and normalized to unit area, to allow comparison. It is evident that the analytical and the Monte Carlo results are similar. These comparisons establish confidence in the Monte Carlo simulations of the scatter energy fluence kernels.
Comparison of predicted and measured images
Predicted and measured profiles in the cross plane ͑x direction͒ through the central axis are presented for the simple slab phantom in Fig. 10 . The predicted dose data is presented in three parts: The predicted total dose (D p ), the scatter dose component, and the predicted dose convolved with the glare kernel (D p g(r) ). Data in Figs. 10͑a͒ and 10͑b͒ was generated with an incident 15ϫ15 cm 2 , 6 MV field using the aS500 detector in configuration A at an SDD of 150 cm. Data in Figures 10͑c͒ and 10͑d͒ was generated with an incident 15ϫ15 cm 2 , 18 MV field using the aS500 detector in configuration B at an SDD of 120 cm. The inclusion of the glare effect is observed to improve the agreement in both these cases ͑especially for the 18 MV example͒. Analysis of comparisons of the predicted and measured images has been performed in accordance with recommendations of Van Dyk et al. 41 Data points are broken into three categories: Relative dose Ͻ7% and dose gradient Ͻ30%/cm ͑low-dose gradient͒, relative dose Ͼ7% and dose gradient Ͻ30%/cm, and dose gradient Ͼ30%/cm ͑high-dose gradient͒. For the first two categories, histograms of the percent differences are presented, while for the third category, histograms of the isodose line separation are presented. Dose gradients were calculated as the maximum gradient around a dose point, while the isodose line separations were estimated as the deviation between measured and predicted relative dose values divided by the gradient. 16 In the images presented here, none possess low-dose gradient pixels under 7% relative magnitude. This is because situations where a large contribution of scattered dose to the portal imager were deliberately investigated to ensure the portal dose prediction algorithm was adequately challenged. In Fig. 10͑b͒, 91 .5% of the predicted low-dose gradient pixels Ͼ7% compared to within Ϯ5% of the measured values, while 95.0% of the predicted high-dose gradient pixels compared to within Ϯ5 mm of the measured values. In Fig. 10͑d͒, 91 .9% of the predicted low-dose gradient pixels Ͼ7% compared to within Ϯ5% of the measured values, while 97.8% of the predicted high-dose gradient pixels compared to within Ϯ5 mm of the measured values. Figure 11 presents data generated by an incident 15 ϫ15 cm 2 , 6 MV field incident perpendicularly onto the chest of the Rando phantom, and using the aS500 detector in configuration A at an SDD of 130 cm. Notice that the heart and spinal column are located in the central image region. In Fig.  11͑c͒ , the glare modeling is demonstrated to have a significant improvement in the regions outside of the primary field. The histogram analysis reveals 86.1% of the predicted lowdose gradient pixels Ͼ7% compared to within Ϯ5% of the measured values, while 93.5% of the predicted high-dose gradient pixels compared to within Ϯ5 mm of the measured values. Figure 12 presents data generated using a 15ϫ15 cm 2 , 18 MV field and the aS500 detector in configuration A at an SDD of 130 cm. The field is perpendicularly incident on the pelvis region of the Rando phantom. Note that the images presented in Figures 12͑a͒ and 12͑b͒ have been contrast enhanced ͑in equal amounts͒ for presentation purposes only. The glare modeling is demonstrated to significantly improve the predicted profile in the regions outside of the primary field. The histogram analysis reveals 91.1% of the predicted low-dose gradient pixels Ͼ7% compared to within Ϯ5% of the measured values, while 98.2% of the predicted high-dose gradient pixels compared to within Ϯ5 mm of the measured values. Figure 13 presents data generated using a 15ϫ15 cm 2 , 6 MV field and the aS500 detector in configuration A at an SDD of 130 cm. The field is laterally incident on the head of the Rando phantom. In Fig. 13͑c͒ , the glare modeling is dem- onstrated to have a significant improvement in the regions outside of the primary field. Notice the misalignment between the measured and predicted images ͑the head appears to be slightly rotated in the counter-clockwise direction in the predicted image͒, which also shows up in a poor profile comparison in Fig. 13͑c͒ . This tilt was likely introduced by a poor alignment of phantom with lasers when the CT data set was acquired. This visual assessment of poor alignment is confirmed in the quantitative analysis. The histogram analysis reveals only 83.9% of the predicted low-dose gradient pixels Ͼ7% compared to within Ϯ5% of the measured values, while 93.5% of the predicted high-dose gradient pixels compared to within Ϯ5 mm of the measured values.
In the simple phantom situation the quality of performance of the portal dose prediction algorithm is within the current recommendations for treatment planning algorithms. 42 In the more complex anthropomorphic phantom situations, the quality decreases due to the increased difficulty in reproducibility of setup, as well as inexact modeling of the scattered photons. The quality of performance found here is similar to the current recommendations for treatment planning algorithms. 42 In addition to accuracy, the algorithm speed is an issue of importance. This is due to the trend towards more complex radiation treatments involving many or even moving beams. The total time to calculate a portal dose image at a 1 ϫ1 mm 2 resolution over a 40ϫ40 cm 2 scoring plane is ϳ2 minutes on a Pentium PIII-550 MHz computer when coded in the Interactive Data Language ͑Research Systems Inc., Boulder, CO͒ programming environment. The majority of this time ͑ϳ75%͒ is spent on ray tracing through the CT data set to calculate the exact diverging radiological pathlength. Porting just this portion of the code into a lower level language is expected to bring the total calculation time to under thirty seconds per portal dose image on the current hardware platform.
IV. CONCLUSIONS
The basic dosimetric characteristics of the aS500 amorphous silicon EPID have been investigated. The linearity with dose rate was found to be Ϯ2% and the linearity with frame averaging was found to be Ϯ0.5%, sufficient for utilization in dosimetry. An examination of EPID images with increasing SDD indicated the presence of additional signal in the image which could not be accounted for through energy spectra and detector response arguments. However, this image data could be successfully explained through an optical glare effect occurring in the phosphor layer. The effect was modeled here by convolving a glare kernel with the predicted dose image to yield a result which may then be directly compared to the measured image. The glare kernel used was derived from the work of Heijman et al. 8 on a video based FIG. 12. ͑a͒ Measured image at 130 cm SDD for a 15ϫ15 cm 2 , 6 MV field incident on the pelvis of the Rando phantom. ͑b͒ Associated predicted image for configuration in ͑a͒. ͑c͒ Profiles taken transversely through the images in the location indicated by the white line in ͑a͒ and ͑b͒. Included are the measured data ͑solid line͒, predicted dose convolved with glare ͑dot-ted line͒, predicted dose without glare ͑dashed line͒, and scatter dose component ͑dash-dot line͒. ͑d͒ Analysis of comparison of measured and predicted images presented in ͑a͒ and ͑b͒. Note that in ͑a͒ and ͑b͒, a contrast enhancement function was applied equally to each image, strictly for improved clarity in publication and not for analysis.
metal-phosphor detector and modified to optimize the open field predictions in the aS500 EPID. The identification of a significant glare component in this type of detector is in contrast to previous work. 29 It was proposed here that the previous null finding was due to a small detector size ͑relative to the aS500͒ combined with a correspondingly small range of illuminated areas. The glare kernel in this work may be used in two ways. The convolution of the glare kernel with the predicted dose image provides a result which is comparable to the measured image. It is also possible to iteratively deconvolve the glare kernel from the measured image, to yield a dose image. However, only the former approach is investigated here.
Monte Carlo generated dose kernels for the aS500 detector in two configurations ͑with and without additional buildup͒ were studied. Detector response analysis revealed that the inherent buildup is only adequate up to ϳ4 MeV photons, and that the photon scatter occurring within the detector became significant at low energies ͑Ͻ2 to 3 MeV͒. Furthermore, the addition of buildup should improve image quality for photon beams Ͼ6 MV, due to the increased detector response to primary photons.
A two step algorithm for predicting portal dose images 19 was refined and validated on the aS500 amorphous silicon EPID, which served as a high-atomic number detector. A water equivalent solid water slab phantom and three simulated treatment fields ͑mediastinum, pelvis, and lateral head͒ on an anthropomorphic phantom were studied. Beam energies of 6 and 18 MV and a range of air gaps ͑ϳ20-50 cm͒ were used. Modeling of the glare effect was demonstrated to show improved comparison to measured data, especially in image areas outside of the primary field. Portal dose images in the phosphor and coupled to the glare model generally allowed prediction to within 5% in low-dose gradient regions, and to within 5 mm ͑isodose line shift͒ in high-dose gradient regions, of the measured image.
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