In this paper, we present a method to analyze the weak repetitions in Sturmian strings and show that an optimally efficient algorithm to compute the weak repetitions in Sturmian strings according to an output encoding defined in the literature is quadratic in the string length.
Introduction
Sturmian strings are the family of infinite strings on a binary alphabet A={a,b} which have the minimum number of distinct substrings and which are not ultimately periodic. Consider the notation N t (x) where t is a letter in the alphabet and x is a finite string, or a word on the alphabet to denote the number of occurrences of the letter t in word x. For any two finite substrings u and v of equal length of a Sturmian string s, the following property, which we refer to as the balance property, holds true A word x is said to be a weak repetition of order n if it is of the form x=u 1 u 2 ...u n , a concatenation of the substrings u i for i=1..n where
In such a repetition, we call each u i the i-th period, |u i | the period length, and the position m in x where x[m]=u 1 [1], namely the position where the weak repetition starts, the position of the repetition. When such a word is of order 2, we call it a weak square. For example, abba is a weak square since ab and ba contain the same number of letters for each letter in the alphabet, but abaa is not since it fails to satisfy the condition.
In this paper, we present a method to analyze the weak repetitions in Sturmian strings and show that an algorithm to compute the weak repetitions in a Sturmian string with maximum efficiency to produce an output encoding defined in the literature is O(n 2 ) where n is the string length. In the next section, we present a straightforward method based on the balance property of Sturmian strings to look into the weak repetitions in these strings. In Section 3, we examine the two encodings defined in the literature to represent the weak repetitions, and analyze the efficiency of algorithms based on these encodings. Finally in the last section, we present without proof an output encoding for weak repetitions in Sturmian strings which can be generated in time linear in the string length.
Analyzing Weak Repetitions In A Sturmian String:
The following proofs, based solely on the balance property of Sturmian strings, indicate a very simple method to look into the weak repetitions in these strings. Before going further, we define a unary relationship ω on a word x so that ω(x)=1 if x is a weak square, ω(x)=0 otherwise. From the result of Lemma 2, a Sturmian string can be examined, starting from the leftmost smallest possible weak square, namely the first two letters distinctively at even and odd positions, by iterating to check the next two letters to see whether there exists a letter b to invert the weak square condition of the current word. Following is a demonstrative example:
Eg : Consider the Fibonacci string, a well-known Sturmian string as an example:
This string, based on the premises of the above finding, can be encoded into two tables W e (F ) and W o (F ) which are the key for the weak squares respectively at even and odd positions in F and which together give us all information about the weak squares in F: 
Encodings
Two different encodings are defined in the literature for representing the weak repetitions in a string: C-encoding [Cr81] and R-encoding [CS97] .
C-Encoding C-encoding, originally defined by Crochemore [Cr81] to represent the strong repetitions in a string, can be extended to apply for the weak repetitions as well [CS97] . An entry in Cencoding is a triple ( i, p, k ) to represent a unique repetition where i is the position of the repetition in the string, and p and k are respectively the period length and order of the repetition. With the addition of a forth entry to this triple, the repetitions with identical period length and order at consecutive positions can be packed into a single entry. According to this, a 4-tuple ( i, p, k, r ) represents the repetitions ( i, p, k ), ( i +1, p, k ), ( i +2, p, k ), ..., ( i +r-1, p, k ) . We call such a 4-tuple a C-run. We name the repetition at the leftmost position of the string represented by a C-run as the base repetition of that run. Observe that, any C-run can be transformed into another 4-tuple of which the base repetition is a square.
Eg.: Following is the representation of weak repetitions in x = abababaa in C-encoding:
C(x) = { (1,2,3), (2,2,3), (7,1,2), (3,3,2) }.
There are three C-runs x: (1,2,3,2), (7,1,2,1) and (3,3,2,1). These runs can be normalized into runs of which base repetitions are squares: (1,2,2,4), (7,1,2,1) and (3,3,2,1). 
where 8k+2=|s|. Even in the best case when the corresponding words at odd positions of each of these runs are also weak squares so that K is the exact number of C-runs in s, the number of Cruns in s is quadratic in string length.
R-Encoding
Is based on (c, p) pairs. A (c, p) pair represents a weak square of period length p around center c where c is the position in x that the second period starts. Weak squares centered around the same position with consecutive period length values can be packed into an R-run with the extension of (c,p) pairs into (c, p 1 , p 2 ) triples to represent the weak squares (c, p 1 ), (c, p 1 +1), ..., (c,
Eg.: Following is the representation of weak repetitions in x = abaabab in R-encoding:
R(x) = { (4,1), (4,2), (4,3), (6,2) } These squares can be packed into R-runs: (4,1,3), (6,2,2).
In W e table of a Sturmian string, the repetitions at even positions in of the string which are constituents of an R-run are represented by a sequence of consecutive entries in W e at cells of which the column and row indices add up to the same value, namely the consecutive entries which are parallel to the "reverse" diagonal of the table. Consider again the Sturmian word s=(aabaaaba) k aa where k >1. From the pattern in W e (s ) we described above, the total number of such sequences of 1 entries in W e (s) parallel to the "reverse" diagonal i =j is
Again, even in the best case when the corresponding words at odd positions of each of these runs are also weak squares so that K is the exact number of R-runs in s, the number of Rruns in s is quadratic in string length since 8k+2=|s|. This completes the facts to support the argument that the maximum efficiency of an algorithm to compute the weak repetitions in a Sturmian string s is O(|s | 2 ).
Conclusion
Suppose any two rows in W e ( or W o ) table which have the same entries in identical columns and no other row, if exists, in between them has the same entries as these two in corresponding columns. It can be proven that the number of 1 entries in row which has a smaller index of the two is one greater than that of the other row. Elaborating on this, each of W e and W o tables can be reduced in θ(n) time to two distinct tuples which alltogether represent the entire weak squares in the given Sturmian string. Consider the following demonstrative example: Consider the interpretation of each of these tuples so that each entry i in the left-hand side of ";" represents the starting position of a weak square, each entry j in the right-hand side of ";" represents the ending position of a weak square, and each (i,j) pair in one tuple represents a weak square provided that i<j. Then, these two tuples together represent all and only weak squares at even positions of the string. With a similar argument, the W o table can also be encoded into two distinct tuples which together are the key for the weak squares at odd positions and in turn all of these four tuples represent the entire weak squares in the string. Although we do not provide the proofs of these arguments for now due to time limitations, we present the expected results for they are significant to the subject of this paper.
