ABSTRACT A homotopy approach for solving constrained parameter optimization problems is examined. The first order necessary conditions with the conditions on the inequality constraints, represented using a technique due to Mangasarian, are solved. The equations are augmented to avoid singularities which occur when the active constraint changes. The ChowYorke algorithm is used to track the solutions to the modified set which result in the solution to the desired problem at the terminal point. A simple example is presented which illustrates the technique and applications to a few fuel optimal orbital transfer problems are presented.
INTRODUCTION
In solving constrained parameter optimization problems, a known solution to some problems is often used as an initial estimate for solving a similar problem with different constants. The reasoning behind this being that if there -are small variations in the problem constants, the problem characteristics are essentially unchanged, and the solution to the new problem should be in the neighborhood of the initial guess. Unfortunately-, as many would attest, this procedure often fails to provide a solution.
In spite of these failures, this method of obtaining solutions by systematically varying the problem constants is very appealing. The procedure of varying the system constants either in a discrete manner or in a continuous manner has been successfully applied to a number of problems. Gfrerer, Guddat and Wacker [1] proposed an algorithm based on this continuation idea coupled with an active constraint set strategy to solve constrained optimization problems. The algorithm starts with the solution to some known problem, with an index set keeping track of the active constraints. An estimate of the solution at the next parameter point is obtained based on the Jacobian matrix at the current point. Th1s estimate is then used in a corrector iteration. The inequality constraints and their associated Lagrange multipliers are -monitored. If at any step the status of an inequality constraint changes, the precise point at which it changes is found. The index set is then updated and the method proceeds as before until [2) for handling bifurcation problems, giving us different procedures for different situations. Also, there exist situations where if a hitherto active constraint is removed from the constraint set-when the associated Lagrange multiplier becomes zero, the solution becomes vastly different than if the constraint were left in with a zero multiplier. Thus an appropriate active constraint strategy is required.
Our effort stems from attempting to devise a procedure which is able to handle inequality constraints with ease, and at the same time uniformly deal with problems where the Jacobian matrix becomes singular. Our approach is based on using the Chow-Yorke algorithm 13) to solve the Fritz-John [43 equations .
T he complementarrity conditions on the inequality constraints are represented using a technique of Mangasarian [5] .
We have used this algorithm to solve several problems, including a fuel-optimal orbital rendezvous.
FIRST ORDER NECESSARY CONDITIONS FOR OPTIMALITY Con-sider a constrained optimization problem: Often, we are interested in obtaining solutions to some problems with small variations in. the system parameters. These parameters may occur in the cost function, in the equality constraints, in the inequality constraints, or in all of them. In principle we would start with the solution to a known problem and then in some systematic manner solve a sequence of problems varying these system parameters until the desired solution is attained. We could scale these parameters in such a way so that we have to monitor only one parameter a, for example,
where cl is the parameter vector for the known problem and c2 is the final desired value.
We could do this tracking by solving the equality expressions of the Kuhn-Tucker conditions and successively varying this parameter a. This procedure will indeed provide a solution if the second order necessary conditions are satisf ied with strict complementary slackness, i.e., for each index i, pi > 0 or g (x,a) > 0, and if the gradients of the active constraints remain linearly independent [6] . Thus, if the variation of the parameter causes the active constraint set to change, one is liable to obtain erroneous results.
Hence, we need some way of representing the conditions on the inequality constraints (4), (5) in the form of an equality to allow us to use curve tracking schemes to solve these as a set of nonlinear algebraic equations. Note that conditions (4), (5) are in the complementarity form. This enables us to make use of a result due to Mangasarian [5] . can be written as (8) It is assumed that e(. ) is chosen to be at least C2. It is now a simple matter to use a curve tracking algorithm to connect the solution to the problem at a = C to the problem of interest at a -1. However, as is immediately transparent on examining the Jacobian matrix of the above system of non-linear equations with respect to {x,A ),aI} , the Jacobian matrix becomes singular if pi= gi(x,a) -0 for some index i, which is something we would like to avoid. Such a situation occurs when going on or off a constraint, and indeed forms the basis for the logic associated with most active constraint strategies.
Here we make use of a suggestion due to Watson [7) to avoid this singularity. We modify (8) as follows:
where acRn is chosen such that equation (9) is satisfied at a -0. With this modification, the path of solutions -to the system of non-linear equations given by (2a), (3a) and (9) yields a candidate optimal solution only at a -1.
Another possibility is to use the same type of modification to (2a) and (3a), i.e. If one were to use a simple continuation method as that of Gfrerer, Guddat and Wacker [1) , starting at the solution to the problem at a -0. 0 the marching procedure breaks down at a = 0.25 since the Jacobian matrix is sikngular at this value of a. So one has to resort to the homotopy curve tracking procedure with the arclength as the -parameter and use a as simply another dependent variable.
The Mangasarian complementarity function used for our problems is a cubic, i.e., e(t) -t', s-ince this gives us the simplest function which is Cz. We started with the solution at a -0 and used the map given by (2b), (3b), and (9 ), assuming p, -1 . The curve tracking procedure required 69 Jacobian fiunction evaluations, and the arc length of the connecting path -3.297855. Figure 1 also gives the plot of xl vs x2 while varying a from a -0 to a = 1. As can be seen, the constraints are not satisfied except at a -0 and a -1. Figure  2 gives the history of the, variable-s and the Lagrange multipliers for a -0 to a -1(a -3). The radius vector given by r(.)Tue ) . The veloc i ty vrector giVen by where C)' refers to the derivative of () with respect to the change in true anomaly.
' Therefore, knowing initial conditions on any subarc and tne change in true anomaly, the conditions at any other point can be obtained as
and similarly for the uni't vectors as:
The time of flight T on any subare can be obtained by integrating 1. Perigee radius in case of perigee passage.
Min (rinitial'rfinal)
The minimum radius constraint as given above is not C2, consequently for the moment we have chosen a stiffer constraint of requiring the perigee radius of any transfer are to be greater than the minimum allowable radius.
Non-negativity of the radius constraint gj(x) w umin 2 0 J 2 nim + 3, 3 nim (25) This too is a semi-infinite constraint, and here we require the apogee radius to be positive. This constraint was considered to disallow the possibility of negative distances which are mathematically possible from the nature of its governing equations.
The known problem, solution to which is known from some earlier work: 1 
