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Abstract 
A new numerical discretization method for solving conservation laws is being devel-
oped. This new approach differs substantially in both concept and methodology from 
the well-established methods-i.e., finite difference, finite volume, finite element, and spec-
tral methods. It is motivated by several important physical/numerical considerations and 
designed to avoid several key limitations of the above traditional methods. 
As a result of the above considerations, a set of key principles for the design of numer-
ical schemes was put forth in a previous report. These principles were used to construct 
several numerical schemes that model a I-D time-dependent convection-diffusion equation. 
These schemes were then extended to solve the time-dependent Euler and Navier-Stokes 
equations of a perfect gas. It was shown that the above schemes compared favorably with 
the traditional schemes in simplicity, generality, and accuracy. 
In this report, the 2-D versions of the above schemes, except the Navier-Stokes solver, 
are constructed using the same set of design principles. Their constructions are simplified 
greatly by the use of a nontraditional space-time mesh. Its use results in the simplest 
stencil possible, i.e., a tetrahedron in a 3-D space-time with a vertex at the upper time 
level and other three at the lower time level. Because of the similarity in their design, each 
of the present 2-D solvers virtually shares with its I-D counterpart the same fundamental 
characteristics. Moreover, it will be shown that the present Euler solver is capable of 
generating highly accurate solutions for a famous 2-D shock reflection problem. Specifically, 
both the incident and the reflected shocks can be resolved by a single data point without 
the presence of numerical oscillations near the discontinuity. 
1. Introduction 
A new numerical discretization method for solving conservation laws is being devel-
oped [1-8]. This new approach differs substantially in both concept and methodology 
from the well-established methods-i.e., finite difference, finite volume, finite element, and 
spectral methods [9-13]. It is conceptually simple and designed to overcome several key 
limitations of the above traditional methods. 
A two-level explicit scheme for solving a I-D convection-diffusion equation was con-
structed in [1] using this new method. Because the convection speed and the viscosity 
coefficient in the above equation are denoted by a and 1-', respectively, the new scheme is 
referred to as the I-D a-I-' scheme. In [1], this scheme is subjected to a thorough theoretical 
and numerical analysis on stability, dissipation, dispersion, consistency, truncation error, 
and accuracy. The I-D a-I-' scheme is a two-way marching scheme [5], i.e., the forward 
marching scheme can be inverted t~ become the backw¥d marching scheme. In other 
words, the marching variables at a lower time level can also be determined in terms of 
those at higher time levels. The special case of the the I-D a-I-' scheme which solves only 
the convection equation is referred to as the I-D a ~cheIl).e. This scheme is the only two-
level explicit scheme known to the authors to be neutrally stable, i.e., free from numerical 
diffusion. Note that the solution of a pure convection problem has three fundamental prop-
erties: (i) it does not dissipate with time, (ii) its value at a spatial point at a later time has 
a finite domain of dependence at an earlier time, and (iii) it is completely determined by 
the initial data at a given time. Because the a scheme is a two-level, explicit, and neutrally 
stable scheme, the above three properties are also shared by a solution of the a scheme. 
Contrarily, (i) a solution of a diffusive scheme will (Jissipate with time; (ii) the value of 
a solution of an implicit scheme at any space-time mesh point is dependent on all initial 
data, and all the boundary data up to the time level of the mesh point under considera-
tion; and (iii) the unique determination of a solution of a multi-level scheme requires the 
specification of the initial data at two or more time levels. 
Because the a scheme is free from numerical difi"usion and it is a special case of the 
a-I-' scheme with I-' = 0, the a-I-' scheme has a special property that a classical scheme 
generally lacks, i.e., as the physical diffusion approaches zero, so does the numerical dif-
fusion. Without this property, numerical dissipation may overwhelm physical dissipation 
and cause a complete distortion of solutions for probl~~_with small viscosity. 
The 1-D a-I-' scheme was derived again in [5] using a different type of conservation 
element and solution element. In [5], it also was extended to solve the I-D time-dependent 
Navier-Stokes equations of a perfect gas. In spite of the fact that it does not use (i) 
any techniques related to the high-resolution upwind methods, (ii) any mesh-refinement 
techniques, (iii) any moving meshes, and (iv)- any ad-hoc parameter, the new Navier-
Stokes solver is capable of generating highly accurate shQclt tube solutions. Particularly, 
for high-Renolds-number flows, shock discontinuities can be resolved almost Within one 
mesh interval. 
The I-D a scheme is neutrally stable and reversible in time. It is well known that such 
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a scheme generally becomes unstable when it is extended to model the Euler equations. It 
is also obvious that a scheme that is reversible in time cannot model a physical problem 
that is irreversible in time, e.g., an inviscid flow problem involving shocks. As a result, 
the 1-0 a scheme was modified in [5]. Stability of this modified scheme,_ referred to as 
the 1-0 a-€ scheme, is limited by the CFL condition and 0 < € < 1 where € is a special 
parameter that controls numerical diffusion. The 1-0 a-€ scheme is reduced to the 1-0 a 
scheme (which is free of numerical diffusion) when € = o. 
The 1-0 a-€ scheme also was extended in [51 to become an Euler solver. The stability 
conditions of the Euler solver are similar to those of the 1-0 a-€ scheme. It was shown in 
[5] that the Euler solver is capable of generating- accurate shock tube solutions within a 
wide range of CFL number.--~-·~ .-.~.---
In this report, it will be explained how the 2-0 versions of the a-p., the a, and the 
a-€ schemes can be constructed using the same set of design principles which were used to 
construct their 1-0 counterparts. Because of this similarity in design,e~h of these 2-0 
versions virtually shares with its 1-0 counterpart the same fundamental characteristics. 
Moreover, the 2-0 a-€ scheme will also be extended to hecome an Euler solver. This ex-
tension is also very similar to its 1-0 counterpart. We will not, however, discuss in this 
report the Navier-Stokes extension of the 2-0 a-p. scheme. Because a Navier-Stokes prob-
lem is fundamentally an initial-value/boundary value problem, the above extension (which 
is explicit and thus can not transmit information from one end of the boundary to another 
end in one time step) obviously cannot model such a problem unless the contribution of 
the viscous terms is small comparf!d to tha~Qf tb.e. c~nvection (inertial) te~~ IIl.general, 
this implies that the Navier-Stoke extension of the 2-0 a-p. sCheme 15-applicable only to 
high-Reynolds-nUUl'l>~_fiows. In a future report, this extension will be introduced as a 
special case of a m()re ge:o.eral Navier~Stokes-soTver. 
The current method emphasizes simplicity, generality, and accuracy. It represents a 
clear break from the traditional methods in the basic· ~C)n~~pt~oT g,{scretizatl()n. Most of 
the considerations that motivate its development and the key differences that separate the 
current method from the traditional methods were discussed in [5]. In the following, we 
present a more up-to:g~te v~rsion ()f these discussions:- ~.~. 
- - -= - ~- - - --------=----;:------------- - ------ -
(a) A set of physical conservation laws is a collecti~~ of statements of Bux conservation In 
spa.ce-time. Mathematically, these laws are represented by a set of integral equations. 
The differential form of these laws is obtained from the integral form with the assump-
tion that the physical solution is smooth. For a physical solution in a region of rapid 
change (e.g., a boundary layer), this smoothness CtS~umption is difficult to realize by 
a numerical approximation that can use only a liIDited nUmber of discrete variables. 
This difficulty becomes even worse in the presence of discontinuities (e.g., shocks). 
Thus, a method designed to.obtain numerical solutions to the differential form with-
out enforcing flux conservation is at a fundamental disadvantage in modeling physical 
phenomena with high-gradient regions. Particularly, it may not be used to solve flow 
problems involving shocks. Contrarily, a numerical solution obtained from a method 
that also enforces flux-conservation locally (i.e., down to a computational cell) and 
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globally (i.e., over the entire computational domain) will always retain the basic phys-
ical reality of flux conservation even in a region involving discontinuities. For this 
reason, the enforcement of both local and global DUx conservation in space and time 
is a tenet in the current development. The concept of space-time conservation element 
is introduced to serve this purpose. 
Among the traditional methods, finite difference, finite element, and spectral 
methods are designed to solve the differrential form of the conservation laws. Note 
that the set of integral equations usually solved in a finite-element scheme is equiv-
alent to the differential form of the conservation laws assuming certain smoothness 
conditions. However, these integral equations generally are different from the integral 
equations representing the conservation laws. Even if they are cast into a conservative 
form, the resulting flux-conservation conditions generally do not represent the physical 
conservation laws. 
The finite volume method is the only traditional method designed to enforce flux 
conservation. A finite-volume scheme may enforce flux conservation in space only, 
or in both space and time. As a preliminary to this enforcement, a flux must be 
assigned at any interface separating two neighboring conservation cells. In a typical 
finite-volume scheme, it is evaluated by extrapolating or interpolating the mesh values 
at the neighboring cells. This evaluation generally requires an ad hoc choice of a 
special flux model among many models available [14-16]. Generally numerical results 
obtained are dependent on which model one chooses. Also this process of interpolation 
and extrapolation generally is time consuming and may result in numerical smearing. 
Contrarily, by using the concept of space-time solution element, and considering 
the spatial derivatives of dynamic variables as independent variables (to be discussed 
further shortly), in the current method, flux evaluation at an interface is carried out 
without interpolation or extrapolation. It is an integral part of the solution procedure. 
(b) The numerical variables used in a spectral method, i.e., the expansion coefficients, 
are global parameters pertaining to the entire computational domain. As a result, a 
spectral method generally (i) lacks local flexibility and thus may be applied only to 
problems with simple geometry, and (ii) is hindered by the fact that it must deal with 
a full matrix that is difficult to invert. 
By design, only local parameters will be used in the current method. Moreover, the 
set of discrete variables in anyone of the numerical equations to be solved generally is 
associated with only two neighboring solution elements. The exception to this general 
rule occurs only in the situation in which numerical diffusion is to be introduced 
deliberately (see [5], [6], and Secs. 3 and 4). Even in this special case, only the discrete 
variables associated with a few immediately neighboring solution elements will enter 
any equation to be solved. Thus, one needs only to deal with a very sparse matrix. 
Moreover, the maximum number of solution elements involved in a numerical equation 
of the current discretization framework is independent of the order of accuracy of a 
particular scheme. Contrarily, the order of accuracy of a classical finite-difference 
scheme generally can be increased only by using variables at more mesh points in 
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each of its equations. Usually, a side effect of this practice is an increase in numerical 
diffusion. Also it may be difficult to implement a high-order finite-difference scheme 
near a boundary because there are no real mesh points outside the boundary. Note 
that, in the absence of body force, direct physical interactions occur only among the 
immediate neighbors. The current design is also consistent with this physical reality. 
( c) Space and time traditionally are treated separately in the time marching schemes. 
Generally one obtains a system of ordinary differential equations with time being the 
independent variable after a spatial di~<:retization. As an eXaInple, elements in the 
finite element method usually are used for spatial discretization. These elements are 
domains in space only. 
Because flux conservation is fundamentally a property in space-time, space and time 
are unified and treated on the same footing in the current method. Thus, conservation 
elements and solution elements used in the time-dependent version of the current 
method are domains in space-time. The significance ()f tl:li~~l!l;fied apprQ~ch cannot 
be overemphasized. It makes it easier for a numerical analogue to share the same 
space-time symmetry of the physical laws (see [2], [5], [6] and the following sections). 
(d) In a finite-difference scheme, derivatives at mesh points are expressed in terms of mesh 
values of dependent variables by using finite-difference approximations. Accuracy of 
these approximations, especially those of higher-order accuracy, generally is excellent 
as long as dependent variables vary slowly across a mesh interval. However, it may 
not be adequate if these variables vary too rapidly. Thus, in a high-gradient region, 
e.g., a boundary layer, accuracy may demand the use of an extremely fine mesh. In 
turn, a prohibitively high computing cost may result. 
The current method avoids the above pitfall by expressing the numerical solu-
tion within a solution element as an expansion in terms of certain base functions. 
As in a spectral method, the expansion coefficients are considered as tbe indepen-
dent numerical variables to be solved for simultaneously. For simplicity, Taylor's 
expansions will be used in the current paper. For this special case, the expansion 
coefficients are interpreted as the numerical analogues of the derivatives. Note that: 
(i) Because the derivatives are considered as independent variables, their values at 
the initial/boundary surfaces may be specified as a part of the initial/boundary con-
ditions. Tbis specification may result in more accurate initial/boundazy conditions; 
(ii) van Leer [17] also has attempted to improve accuracy by introducing two indepen-
dent numerical variables for each independent physical variable, and (iii) thec\lI'rent 
solution procedure has no resemblance with those used in compact difference schemes. 
( e) With a few exceptions, numerical diffusion generally appears in a numerical solution 
of a time-marching problem. In other words, the numerical solution dissipates faster 
than the corresponding physical solution. For a nearly inviscid problem, e.g., flow with 
a high Reynolds number, this could be very serious because numerical dissipation may 
overwhelm physical dissipation and cause a complete distortion of solutions. One may 
argue that numerical diffusion can be reduced by increasing the order of accuracy of 
the scheme used. However, because the order of accuracy of a scheme is generally 
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determined with the aid of Taylor's expansion, and the latter is valid only for a 
smooth solution, it has meaning only for a smooth solution. Thus the use of a scheme 
of higher-order accuracy may not reduce numerical diffusion associated with high-
frequency Fourier components of a numerical solution. This is the reason that the 
Leapfrog scheme, which is free from numerical diffusion, can outperform schemes with 
higher-order accuracy in solving some wave equations [18]. 
In a study of finite-difference analogues of a simple convection equation [2], it was 
shown that a numerical analogue will be free from numerical diffusion if it does not 
violate certain space-time invariant properties of the convection equation. In other 
words, numerical diffusion may be considered as a result of symmetry-breaking by 
the numerical scheme. Because of its intrinsic nature of space-time unity, the current 
framework is an excellent vehicle for constructing a numerical analogue that shares 
the same space-time invariant properties with the physical equation (see [5], [6], and 
the following sections). 
It is recognized that a certain amount of numerical diffusion may be needed to pre-
vent large dispersive errors [19] that are often caused by the presence of high-frequency 
disturbances (such as round-off errors). Therefore, schemes were constructed such that 
the numerical diffusion can be controlled by a single adjustable parameter (see [5], [6], 
and Secs. 3 and 4). The numerical diffusion is shut off when this parameter is set to 
zero. 
(f) High-resolution upwind methods [13], which we consider to be a branch of the :finite 
volume method, are heavily dependent on characteristics-based techniques. For the 
I-D time-dependent case, the characteristics are curves in space-time, and the coeffi-
cient matrix associated with the Euler equations [20] also can be diagonalized easily. 
As a result, these techniques are easy to apply. However, for multidimensional cases, 
the characteristics are 2-D or 3-D surfaces in space-time [21]. Moreover, the coefficient 
matrices cannot be diagonalized simultaneously by the same matrix [20]. Because of 
the above complexites, application of these techniques to multi-dimensional problems 
is much more diffucult. Furthermore, high-resolution methods generally require the 
use of ad hoc parameters, e.g., flux-limiters and/or slope-limiters, and other ad hoc 
techniques. These ad hoc techniques may lead to numerical diffusion which varies 
from one place to another and from one Fourier component to another. In other 
words, numerical solutions may suffer annihilation of sharply different degrees at dif-
ferent locations and different frequencies [22]. Also, these techniques generally are 
also difficult to extend to a space of higher dimension. 
Because the current framework is developed to solve multidimensional problems 
(see the following sections), simplicity and generality weigh heavily in its design. Thus, 
we do not use the characteristics-based techniques, and also try to avoid the use of ad 
hoc techniques. Moreover, the concept of characteristics generally is not applicable 
to the Navier-Stokes equations, which are non-hyperbolic in nature. Therefore, the 
above decision also makes it easier for the current framework to solve the Navier-Stokes 
equations [5]. 
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This completes the discussion of the motivation for the current development. In sum-
mary, the development is guided by the following requirements: (i) To enforce both local 
and global flux consevation in space and time with flux evaluation at an interface being 
an integral part of the solution procedure and requiring no interpolation or extrapolation; 
(ii) To use local discrete variables such that the set of variables in anyone of the numer-
ical equations to be solved is associated with a set of immediately neighboring cells; (iii) 
Space and time are unified and treated on the same footing; (iv) M~sh _va!u~ of dependent 
variables and their derivatives are considered as independent:cXNi~k!~~s }q,,-~~ ~o~lY~<l for 
simultaneously; (v) To minimize numerical diffusion, a numerical analogue should be con-
structed, as much as possible, to be compatible with the space-time invariant properties 
of the corresponding physical equations; and (vi) To exclude the use of the cbaracteristics-
based techniques, and to avoid the use of ad hoc techniques as much as possible. It is 
the purpose of this report to show that the above requirements can be met with a simple 
unified numerical :framework even for multidimensional problems. 
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2. The a-I-' Scheme 
In this section, we consider a dimensionless form of the 2-D convection-diffusion equa-
tion, i.e., 
(2.1) 
where ax, all' and I-' (> 0) are constants. Let Xl = X, X2 = y, and X3 = t be the coordinates 
of a three-dimensional Euclidean space E3 • By using Gauss' divergence theorem in the 
space-time E3 , it can be shown that Eq. (2.1) Js the differential form of the integral 
conservation law . 
1 h·ds= O. 
)S(V) 
Here (i) S(V) is the boundary of an arbitrary space-time region V in E3 , (ii) 
~ def h = (axu -1-'8u/8x, ayu -l-'au/8y, U) 
(2.2) 
(2.3) 
is a current density vector in E3 , and (iii) ds = du it with du and it, respectively, being the 
area and the outward unit normal of a surface element on S(V). Note that (i) h . ds is the 
space-time flux of h leaving the region V through the surface element ds, and (ii) all math-
ematical operations can be carried out as though E3 were an ordinary three-dimensional 
Euclidean space. As will be shown shortly, E3 will be divided into nonoverlapping space-
time regions referred to as conservation elements (CEs). 
Let n denote the time level and 
t n def t = na, n = 0, ±1/2, ±1, ±3/2, .... (2.4) 
Let j and k be spatial mesh indices with j, k = 0, ±1/3, ±2/3, ±1, ... (see Figs. 1-
4). Let 0 1 denote the set of mesh points (j, k, n) with j, k = 0, ±1, ±2, ... , and n = 
±1/2, ±3/2, ±5/2, .... These mesh points are marked. bl' solid circles. Let fh denote the 
set of mesh points (j, k, n) with j, k = 1/3, 1/3 ± 1, 1/3 ± 2, ... , and n = 0, ±1, ±2, .... 
These mesh points are marked by open circles. The union of 0 1 and O2 will be denoted 
by O. 
Each mesh point (j, k, n+1/2) in 0 1 (by definition, this implies that n = 0, ±1, ±2, ... ) 
is associated with three CEs, denoted by CE}l)(j, k,n+1/2), l = 1,2,3 (see Fig. 5(a». It is 
also associated with a solution element (SE), denoted by SE(l)(j, k, n+ 1/2) (see Fig. 5(b». 
Similarly, each mesh point (j, k, n + 1) in O2 is associated with three conservation elements 
CE~2)(j,k,n + 1), l = 1,2,3 (see Fig. 6(a», and a solution element SE(2)(j,k,n + 1) (see 
Fig. 6(b ». Each CE is a quadrilateral cylinder iIl_sE~e-~imewhile each SE is the union of 
three vertical planes, a horizontal plane, and their immediate neighborhood. The geometry 
of the hexagon ABCDEF, which appears in both Figs. 5(a) and 6(a), is determined by 
three positive parameters w, b and h (see Fig. 7(a». Without any loss of generality, we 
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assume that the line seginent joining points D and A in Fig. 7(a) is parallel to the x-axis. 
Note that the form of Eq. (2.1) will not change under an orthogonal transformation on the 
x-y plane. Thus one always can introduce a set of Cartesian coordinates (x, y) such that 
the above line segment is parallel to the x-axis. However, the values of a z and a y may 
change as a result of such a transformation. 
According to Fig. 1, E3 can be filled with the CEs defined above. Moreover, it is seen 
from Figs. 5(a), 5(b), 6(a), and 6(b) that tbe boundary of a CE is formed by tbe subsets 
of two neigbboring SEs. .~. 
Let the space-time mesh be uniform, i.e., the parameters At, w, b, and h be constants. 
Let Xj,k and Yj,k be the x- and y- coordinates of any mesh points (j, k, n) E il. Let xO,o = 0 
and Yo,o = O. Then information provided by Figs. 7(a) and 7(b) implies that 
Xj,k = (j + k)w + (k - j)b, Yi,k = (k - j)h. (2.5) 
Let nl, n2, n3, n4, ns, and n6 be the vectors depicted in Fig. 7(a). They lie on the x-y 
plaAe and are the outward unit normals to AB, BC, CD, DE, EF, and FA, respectively. 
It can be shown that . 
... (h, -b + w/3, 0) ... ... (2.6a) 
nl = V h2 +(b-w/3)2' n4 = -nl, 
n2 = (0,1,0), ... ... (2.6b) ns = -n2, 
and 
... (-h,b+w/3,0) ... ... (2.6c) 
n3 = Vh2 + (b+ w/3)2' n6 = -n3, 
For any (j, k, n) E il, let 
{ SE(l)(j k n) if (j, k, n) E illi 
. del " , SE(),k,n) = (2.7) 
SE(2)(j,k,n), if (j, k, n) E il2. 
For any (x, y, t) E SE(j, k, n), u(x, y, t) and hex, y, t), respectively, are approximated by 
. 
u*(x., y, tij, k, n) del Uj,k + (Uz)j,k(X - x i,k) + (Uy )j,k(Y - Yi,k) + (Ut)j,k(t - t n ), (2.8) 
and 
h*(x, y, tjj, k, n) del [azu*(x, y, tjj, k, n) - p.8u*(x, y, tjj, k, n)/ox, 
ayu*( x, y, ti j, k, n) __ p.ou*(x, 1I,.t; j, ~,-rj)/ lJ?;,u*( x, y, tj j, k, n)] , 
(2.9) 
where Uj,k' (Uz)j,k' (Uy)j,k' and (Ut)j,k are constants within SE(j,k,n). The last four 
coefficients, respectively, can be considered as the numerical analogues of the values of u, 
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au/ax, au/fJy, and au/at at (x;, Yk, tn). As a result, the expression on the right side of 
Eq. (2.8) can be considered as the first-order Taylor's expansion of u(x, y, t) at (Xj, Yk, tn). 
Also note that Eq. (2.9) is the numerical analogue of Eq. (2.3). 
We shall require that u = u*(x, y, tjj, k, n) satisfies Eq. (2.1) within SE(j, k, n). As a 
result, 
(2.10) 
Because Eq. (2.8) is a first-order Taylor's expansion, the diffusion term in Eq. (2.1) has 
no counterpart in Eq. (2.10). As a result, the diffusion term has no impact on how 
u*(x, y, tjj, k, n) varies with time within SE(j, k, n). However, as will be shown shortly, 
through its role in the numerical analogue of Eq. (2.2), it does influence time-dependence 
of numerical solutions. Note that, for a higher-order scheme, how u*(x, y, tjj, k, n) varies 
with time within SE(j, k, n) will be influenced by the presence of the diffusion term. Sub-
stituting Eq. (2.10) into Eq. (2.8), one has 
u*(X, y, tj j, k, n) = U'J.k + (Uz)i,k [(x - Xj,k) - az(t - tn)] 
+ (Uy)i,k [(y - Yj,k) - ay(t - t n)]. (2.11) 
Thus there are three independent marching variables, i.e., ul,k' (Uz)j,k' and (Uy)j,k asso-
ciated with a mesh point (j, k, n) E n. For any (j, k, n + 1/2) E nIl these variables will 
be determined in terms of those associated with the mesh points (j + 1/3, k + 1/3, n), 
(j - 2/3, k + 1/3, n), and (j + 1/3, k - 2/3, n) (see Fig. 8(a)) by using the flux conservation 
relations: 
1 h*· ds= 0, l = 1,2,3. (2.12) 
!S(CE?)(j,k,n+l/2» 
Similarly, the marching variables at any (j, k, n + 1) E n2 are determined in terms of those 
associated with the mesh points (j - 1/3, k + 2/3, n + 1/2), (j - 1/3, k - 1/3, n + 1/2), and 
(j + 2/3, k - 1/3, n + 1/2) (see Fig. 8(b)) by using the flux conservation relations: 
1 h*.ds=O, 
!S(CE;2)(j,k,n+I» 
l = 1,2,3. (2.13) 
Obviously, Eqs. (2.12) and (2.13) are the numerical analogues of Eq. (2.2). 
As a result of Eqs. (2.12) and (2.13), the total flux leaving the boundary of any CE 
is zero. Because the flux at any interface separating two neighboring CEs is calculated 
using the information from a single SE, the flux entering one of these CEs is equal to that 
leaving another. It follows that the local conservation conditions Eqs. (2.12) and (2.13) 
will lead to a global conservation condition, i.e., the total Bux leaving the boundary of any 
space-time region that is the union of any combination of CEs will also vanish. 
In the following, several preliminaries will be given prior to the evaluation of Eqs. (2.12) 
and (2.13). To proceed, note that a mesh line with j and n being constant or a mesh line 
with k and n being constant is not aligned with the x-axis or the y-axis. We shall introduce 
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a new spatial coordinate system «(, "I) with its axes aligned with the above mesh lines (see 
Fig. 7(c)). 
Let ez and ey be the unit vectors in the x- and the y- directions, respectively. Let 
eC; and e'l be the unit vectors in the directions of DF and DB (i.e., the j- and the k-
directions-see Figs. 7(a)-(c)), respectively. It can be shown that 
ec; = [(w - b)ez - hey] fA(, (2.14) 
and 
e'l = [(w + b)ez + hey] fA"I, (2.15) 
where 
A( de! IMI = J(w - b)2 + h2, (2.16) 
and 
A"I de! IDBI = J(w + b)2 + h2 • (2.17) 
Let the origin of (x, y) also be that of «(, 7]). Then the spatial coordinates (x, y) and «(, "I ) 
of any point in E3 are related by the condition 
(2.18) 
Substituting Eqs. (2.14) and (2.15) intoEq. (2.18), one has 
(;)=T(~), (2.19) 
and 
(~) = T-1 (;). (2.20) 
Here 
w-b w+b 
A( A"I 
Tdef (2.21) 
h h 
A( AT] 
and 
A( (w + b)A( 
2w 2wh 
T-1 de! (2.22) 
A7] (w - b)AT] - "- ~',-'c _- - : _. - : 
2w 2wh 
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j 
• .
-
-
! 
-
-
~ 
-
-
~= 
-
--
-
I 
~ 
~ 
Note that the existence of T-l, the inverse of T, is assured if wh =I O. 
With the aid of Eqs. (2.5), (2.20), and (2.22), it can be shown that the coordinates 
«(, 7]) of any mesh point (j, k, n) E n are given by 
( = j a(, and '1 = k a7], (2.23) 
i.e., a( and a7] are the mesh intervals in the (- and the '1- directions, respectively. 
Next we shall introduce several coefficients which are tied to the coordinate system 
«(, 7]). Let 
( :~) del T-1 (::) • (2.24) 
Also, for any (j, k, n) E n, let 
(2.25) 
where Tt is the transpose of T. For those who are familiar with tensor analysis, the 
following comments will clarify the meaning of the above definitions: 
(a) (a" a'1) are the contravariant components with respect to the coordinates «(, '1) for 
the spatial vector whose x- and y- components are ax and a" respectively. 
(b) «Uc:)j,k' (U'1)j,k) are the covariant components with respect to the coordinates «(,'1) 
for the spatial vector whose x- and y- components are (ux)j,k and (U,)j,k' respectively. 
( c) Because the contraction of the contravariant components of a vector and the covariant 
components of another is a scalar, Eq. (2.10) can be rewritten as 
(2.26) 
(d) Under the linear coordinate transformation defined by Eqs. (2.19) and (2.20), «( -
j a(, '1 - ka'1) are the contravariant components with respect to the coordinates «(, '1) 
for the spatial vector whose x- and y- components are X-Xj,k and Y-Yj,k, respectively. 
Using the same reason given in (c), Eq. (2.11) implies that 
where 
u*(X,y,tjj,k,n) = u*«(''1,tjj,k,n), 
u*«(, 7], tjj, k, n) del U'j,k + (Uc:)j,k [«( - ja() - a,(t - tn)] 
+ (u'1 )'1,10 [(7] - ka7]) - a'1( t - tn)] . 
(2.27) 
(2.28) 
Note that Eqs. (2.26) and (2.27) can also be verified directly using Eqs. (2.20), (2.22), 
(2.24), and (2.25). 
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Next, let (i) 
(ii) 
(iii) 
and (iv) 
( +)R def A( ( )R U,. . k = - U,. . k 
,1, 6' 1, ' 
and 
and 
and 
t def 9 J.L At ( 1")2 ~, 8 w2 h2 Ao, , t de! 9 J.L At ( )2 ~'1 - 8W2 ",2 AT/ , 
where 
( +)R def AT/ ( )R. U'1 j,k - 6 u'1 j,k, 
and t def 9J.LAt ( )2 o,r - 8 w2 h2 AT , 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
(2.33) 
The coefficients defined in Eqs. (2.29) and (2.30) can be considered as the normalized 
counterparts of those defined in Eqs. (2.24) and (2.25). Also noteth~~A(, AT/, and AT, 
respectively, are the lengths of the three sides DF, BD, and FB of ~BDF-d.epicted in 
Figs. 7(a)-(c). Moreover, by substituting Eq. (2.29) into Eq. (2.31), one has 
and a'1 At 2 ----v AT/ - 3 '1. (2.34) 
In other words, (2/3)v, and (2/3)v'1 are the Courant numbers in the (- and T/- directions, 
respectively. 
I (1)+ (1)-Furthermore, et (111 ,(111 , ••• , be defined by 
(1g)± de! ±(1 - V, - v'1)(1 + V'1) + e, + er - e'1' 
(1)± del 1 + 
(1:U = V" 
(1~~)± def =F(1 + V, )(2 - v,) - 2~'1' 
(1~~)± def ±(1 + vd(1 + v'1) + e, + e'1 - er, 
(1)± de! 
(131 = 1 + V'1' 
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(2.35) 
(2.36) 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
(2.41) 
and 
u~;)± de! ±(1 + v,,)(l + ve) + e, + e" - en 
u~~)± de! =f(1 + v,,)(2 - v,,) - 2e" 
(2)± de! 
U11 = 1 + v, + v", 
ug)± de! =f(1 + V, + v,,)(l - ve) - e" - eT + e" 
ug)± de! =f(1 + V, + v,,)(l - v,,) - e, - eT + e", 
(2)± de! 1 
u21 = - V" 
u~~)± de! ±(1 - vd(2 + ve) + 2e", 
u~;)± de! =f(1 - v,)(l - v,,) - e, - e" + en 
(2)± de! 1 
u31 = - v", 
(2)± de! 
U 3 2 = =f(1 - v,,)(l - ve) - e, - e" + eT, 
(2)± de! ) 
U 33 = ±(1 - v,,)(2 + V" + 2e,. 
(2.42) 
(2.43) 
(2.44) 
(2.45) 
(2.46) 
(2.47) 
(2.48) 
(2.49) 
(2.50) 
(2.51) 
(2.52) 
Note that: 
(a) Each of Eqs. (2.35)-(2.52) represents two equations. One corresponds to the upper 
signs while another, to the lower signs. 
(b) The definitions given in Eqs. (2.35)-(2.43) will be used in the first marching step of 
the a-I-' scheme; while those given in Eqs. (2.44)-(2.52) will be used in the second 
marching step. It is seen that the expressions on the right sides of the former can 
be converted to those of the latter, respectively, by reversing the "+" and "-" signs. 
Moreover, for every pair of m and.e, u~t and u~~- are converted to u~~+ and u~~+, 
respectively, if V" v", e" e", and eT are replaced by -v" -v"' -e" -e", and -eT' 
respectively. 
Equations (2.12) and (2.13) are evaluated in Appendix A. With the aid of the above 
definitions, the results are summarized as follows: 
(a) Eq. (2.12) with .e = 1: 
[U(I)+ u + U(I)+ u+ + u(l)+ u+] n+l/2 = [u(I)- u + u(I)-u+ + U(I)-u+] n . 11 12, 13 "j,k 11 12, 13 "j+l/3,k+l/3 
(2.53) 
(b) Eq. (2.12) with .e = 2: 
[U(I)+ u + U(I)+ u+ + u(l)+ u+] n+l/2 = [U(I)- u + u(I)-u+ + u(I}-u+] n . 21 22, 23 ", k 21 22, 23 "'-2/3 k+l/3 J, J , 
(2.54) 
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(c) Eq. (2.12) with l = 3: 
[17(1)+ u + 17(1)+ U+ + 17(1)+ u+] n+l/2 = [17(1)- u + 17(1)-U+ + 17(1)- U+] n . 31 32, 33 ". k 31 32, 33 "'+1/3 k-2/3 ), ) , 
(2.55) 
(d) Eq. (2.13) with l = 1: 
[17(2)+ u + 17(2)+ U+ + 17(2)+ U+] n+l = [17(2)- u + 17(2)-U+ + 17(2)-U+] n+l/2 . 11 12, 13 ";,k 11 12, 13 ";-1/3,k-l/3 
(2.56) 
(e) Eq. (2.13) with l = 2: 
[17(2)+ U + 17(2)+ u+ + 17(2)+ u+] n+l = [17(2)- U + 17(2)-u+ + u(2)- u+] n+1/2 . 21 22, 23 ";,k 21 22, 23 ";+2/3,k-l/3 
(2.57) 
(f) Eq. (2.13) with l ~ 3: 
[17(2)+ U + 17(2)+ u+ + 17(2)+ u+] n+l = [17(2)- U + 17(2)-u+ + 17(2)- u+] n+l/2 . 31 32, 33 ";,k 31 32, 33 "j-l/3,k+2/3 
(2.58) 
Here (j, k, n+1/2) E 0 1 is assumed in Eqs. (2.53)-(2.55); while (j, k, n+1) E O2 is assumed 
in Eqs. (2.56)-(2.58). Also, to simplify notation, in the above and hereafter we adopt a 
convention that can be explained using the expression on the left side of Eq. (2.56) as an 
example, i.e., 
[17(2)+ U + 17(2)+ u+ + 17(2)+ u+] n+l def [17(2)+ u'.l+1 + u(2)+(u+)'.l+1 + u(2)+(U+)'.l+I] 11 12, 13 "j,k 11 ),k 12 t; ),k 13 ,,),k' 
~- = 
Consider the spe<j~_ case with p. = O. It follows from Eq. (2.32) that ~~- --
_ .- .- ': _.-~" _~~=-~o_o ___ ~~ '. ~ __ 
(I-' =0) (2.59) 
C b·· Eq ( ). h -( -:\ (-) 1 d (1)± (1)± d (1)± om Imng . 2.59 WIt Eqs. 2.35r 2.37 , one conc u es that 1711 ,1712 ,an 1713 
contain a common factor (1 - v, - v,,). Similarly, each _of three consecutive pairs of 
coefficients defined in Eqs. (2.38)-(2.52) aJso contain a common factor. As a result, one 
concludes that: -- --- -
(a) Eq. (2.53) is satisfied by either 1 - v, - v" = 0 or 
[ ]
n+l/2 [ ]n 
U + (1 + vdut + (1 + v,,)u~. = U - (1 + vdut - (1 + V'1)u~ . • ),k - )+1/3,k+l/3 
(2.60) 
(b) Eq. (2.54) is satisfied by either 1 + Vt; = 0 or 
[ ]
n+l/2 [ _ ]n 
U - (2 - vt;}ut + (1 + v" )ut. = u + (2 - vdut - (1 + V'l)ut . • ),k 1-2/3,k+1/3 
(2.61) 
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(c) Eq. (2.55) is satisfied by either 1 + v" = 0 or 
[ ]
n+l/2 [ ]n 
U + (1 + vc)ut - (2 - V'1)u;. = U - (1 + vc;)ut + (2 - v,,)u; . . ),k )+1/3,k-2/3 
(2.62) 
(d) Eq. (2.56) is satisfied by either 1 + v( + v" = 0 or 
[ ] 
n+l [ ] n+l/2 
u - (1 - vc;)ut - (1 - v,,)u;. = u + (1 - vc;)ut + (1 - v'1)u~ . . ),k )-1/3,k-l/3 
(2.63) 
(e) Eq. (2.57) is satisfied by either 1 - v( = 0 or 
[ ] 
n+l [ ] n+l/2 
u + (2 + vc;)ut - (1- v,,)u;. = u - (2 + vc;)ut + (1- v,,)u~ . . 
"k )+2/3,k-l/3 
(2.64) 
(f) Eq. (2.58) is satisfied by either 1 - v" = 0 or 
[u - (1 - vc;)ut + (2 + V'1)U;] ~+1 = [u + (1 - vc;)ut - (2 + V'1)ut] ~+1/2 . ),k )-1/3,k+2/3 
(2.65) 
Here (j, k, n+1/2) E 0 1 is assumed in Eqs. (2.60)-(2.62); while (j, k, n+1) E O2 is assumed 
in Eqs. (2.63)-(2.65). The current eta" scheme, i.e., the scheme tbat solves Eq. (2.1) with 
p. = 0, will be constructed using Eqs. (2.60)-{2.65) instead ofEqs. (2.53)-(2.58). Assuming 
p. = 0, Eqs. (2.60)-(2.65) imply Eqs. (2.53)-(2.58). However, the reverse is false unless one 
assumes that 
[1 - (V( + v,,?] (1 - vn (1 - v~) "# o. (2.66) 
Note that the expressions within the brackets in the first three equations in Eqs. (2.60)-
(2.65), respectively, can be converted to those in the last three by reversing the "+" and 
"-" signs. 
Let 8(1) 8(1) 8(1) i2) 8(2) and 8(2) denote the expressions on the right sides of 1'2'3'1'2, 3 
Eqs. (2.60)-(2.65), respectively. Then it can be shown that Eqs. (2.60)-(2.62) are equiva-
lent to 
n+l/2 1 [( ) (1) ( ) (1) ( ) (1)] Uj,k = '3 1 - V( - V'1 81 + 1 + V( 8 2 + 1 + V'1 8 3 , (2.67) 
( +)n+l/2 _ ~ ( (1) (1») U( j,k - 3 8 1 - S2 , (2.68) 
and 
( +)n+l/2 _ 1 ( (1) (1») U" j,k - '3 8 1 - S3 , (2.69) 
where (j, k, n + 1/2) E n1 . Also Eqs. (2.63)-(2.65) are equivalent to 
n+l 1 [( ) (2) ( ) (2) ( ) (2)] Uj,k = 3 1 + V( + v" 8 1 + 1 - v( 8 2 + 1 - v" S3 , (2.70) 
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(.,+)n+l _ ! (S(2) S(2») 
...... 'k - 2 - 1 , 
.. ). 3 (2.71) 
and 
(U+)~+l = ! (s(2) _ S<2») 
,,),1: 3 3 l' (2.72) 
where (j, k, n + 1) E n2 • 
To proceed, for any (j, k, n) E n, let 
n 
u 
-+(. k ) def •• + q ), ,n = "'e: (2.73) 
u+ 
" j,l: 
Let the column matrices dtk ) and iftk ), k = 1,2, and e = 1,2,3, be defined by 
(
1- ve: - v ) 
::o(1) def ! 1" 
°1 - , 
3 1 
and ,t911) def (-(1 ~ Ve:)) , 
-(1 + v,,) 
(2.74) 
(2.75) 
(l+V) ::o(1) def 1 0 " °3 - 3 ' 
-1 
and if31) def (-(1 ~ vd) , 
2 - v" 
(2.76) 
~2) def _ -1 , 1 
(
1 + Ve: + V'') 
3 -1 
and (2.77) 
and 122} def (-(2 ~ Ve:)) , 
1- v" 
(2.78) 
and 
(I-V) ::o(2) def ! 0 " °3 - , 3 1 and R(2) de! ( 1 1 ) P3 - - Ve: . 
-(2 + v,,) 
(2.79) 
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Let the 3 x 3 matrices of rank one Q}k), k = 1,2, and f. = 1,2,3, be defined by 
Q(k) def d"k) (r.;(k») t t - at fJt , (2.80) 
where the row matrix (,8?») t is the transpose of the column matrix 1ft"). Note that 
the explicit forms of the matrices Q}") defined above, respectively, can be obtained from 
Eqs. (3.50)-{3.55) by letting f = O. 
By their definitions, each of s}k), k = 1,2, and f = 1,2,3, can be expressed as the 
product of one of the row matrices (.B1k ») t, k = I~ 2 and f. = 1,2,3, and one of the column 
matrices defined in Eq. (2.73). As an example, 
s~I) = (.811»), q(j + 1/3, k + 1/3, n). (2.81) 
Thus, Eqs. (2.67)-(2.69) can be expressed as 
q(j, k, n + 1/2) = Q~l) q(j + 1/3, k + 1/3, n) + Q~l) qU - 2/3, k + 1/3, n) 
+ Q~l)qU + 1/3, k - 2/3, n), (j, k, n + 1/2) E n1. 
(2.82) 
Similarly, Eqs. (2.70)-(2.72) can be expressed as 
q(j, k, n + 1) = Q~2) q(j - 1/3, k -1/3, n + 1/2) + Q~2) q(j + 2/3, k - 1/3, n + 1/2) 
+ Q;2)q(j -1/3,k + 2/3,n + 1/2), (j,k,n + 1) E n2 • 
(2.83) 
The marching procedure in the a scheme is formed by applying the marching steps defined 
by Eqs. (2.82) and (2.83) successively. 
As a preliminary for future development, we apply Eq. (2.82) and then Eq. (2.83). 
The result is: 
q(j,k,n + 1/2) = QP)Q~2)q(j + I,k,n -1/2) + Q~1)Q;2)qU,k + I,n -1/2) 
+ Q~l) Q~2) q(j _ 1, k, n _ 1/2) + Q~l) Q~2) q(j - 1, k + 1, n - 1/2) 
+ Q~1)Q~2)qU,k -1,n -1/2) + Q~1)Q~2)qU + l,k -l,n -1/2) 
+ (Q~1)Q~2) + Q~1)Q~2) + Q;1)Q;2» ij(j, k, n - 1/2), 
(2.84) 
where (j,k,n + 1/2) E nl . Similarly, by applying Eq. (2.83) and then Eq. (2.82), one 
concludes that 
... (. k + 1) Q(2)Q(1) ... ( . 1 k ) Q(2)Q(1) ... ( . k 1 ) q), ,n = 1 2 q ) - , ,n + 1 3 q), - ,n 
+ Q~2)QP)q(j + 1, k, n) + Q~2)Q~1)q(j + 1, k - 1, n) 
+ Q~2)QP)q(j, k + 1, n) + Q;2)Q~1)ij(j - 1, k + 1, n) 
+ (Q~2)QP) + Q~2)Q~1) + Q~2)Q~1» q(j, k, n), 
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(2.85) 
where (j, k, n + 1) E fh.· 
Next we shall consider the flux conservation conditions Eqs. (2.53)-(2.58) assuming 
J.L > O. Let .::l (I) and .::l (2) be the determinants of the matrices formed by (Tk~)+ and (Tk~)+' 
k,f. = 1,2,3, respectively. It is shown in Appendix A that, for any J.L, 
(2.86) 
and 
(2.87) 
-
Because J.L > 0, e, > 0, e" > 0, and er > 0, it follows from Eqs. (2.86) and (2.87) that 
.::l(I) > 0 and .::l(2) > 0 if 
and (2.88) 
In the following dicussions, we assume .::l (1) =F 0 and .::l (2) =F o. 
Let S<I) 8(1) 8(1) S<2) 8(2) and 8(2) denote the expressions on the right sides of 1'2'3'1'2' 3 
Eqs. (2.53)-(2.58), respectively. Let 
p~;) def [-3(1 + v,,)(1 - v, - v,,) - (3 - 2v, - v,,)e, + (1 + v")(e,, - er)] /.::l (I), 
p~;) def [(2v, + v" )e, + (2 - v,,)( er - e,,)] / .::l (1), 
(2.90) 
(2.91) 
p~~) def [3(1 + vd(1 + v,,) + (3 + v, + 2v")e,, + (1 + vd(e, - er)] / .::l(I), (2.92) 
p~;) def [(v, + 2v")e,, + (2 - vd(er - edJ /.::l(I), (2.93) 
p~~) def [-3(1 + vd(1 - v, - v,,)_ - (3 - v, - 2v")e,, + (1 + vd(e, - er)] /.::l (1), 
~ - - -- - - ~ -: - --- -
p~;) del [-3(1 - vd(1 - v,,) - (3 - 2v, - V,,)e, + (1 - V,,)(er - e,,)] /.::l (2), 
p~;) del [3(1 - v,,)(1 + v, + v,,) + (3 + 2V( + V,,)e, + (1 - V,,)(er - e,,)] /.::l (2), 
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(2.94) 
(2.95) 
(2.96) 
p~;) def [(2v( + v" )e( + (2 + v,,)( e" - er)] / t1 (2), (2.97) 
p~~) def [-3(1 - vd(l - v,,) - (3 - v( - 2v")e,, + (1 - Vd(eT - ed] / t1 (2), (2.98) 
p~;) def [eve + 2v")e,, + (2 + vd(e( - eT)] / t1 (2), (2.99) 
and 
Then it can be shown that Eqs. (2.53)-(2.55) are equivalent to 
nH/2 1 (,(1) + ,(1) + ,(1») 
Ui,k = 3 8 1 8 2 83 , (2.101) 
( +)n+l/2 _ (1) ,(1) + (1) ,(1) + (1) ,(1) U( i,k - P21 8 1 P22 8 2 P23 8 3 , (2.102) 
and 
( +)n+l/2 (1) ,(1) + (1) ,(1) + (1) ,(1) U" i,l: = P31 8 1 P32 8 2 P33 8 3 , (2.103) 
where (j, k, n + 1/2) E n1 . Also Eqs. (2.56)-(2.58) are equivalent to 
nH 1 (,(2) + ,(2) + ,(2») 
U j,l: = 3 8 1 8 2 S3 , (2.104) 
(2.105) 
and 
(2.106) 
where (j, k, n + 1) E n2 • Eqations (2.101)-(2.103), and Eqs. (2.104)-(2.106), respectively, 
can be expressed as Eqs. (2.82) and (2.83) if one defines 
Q(Ie) def t -
1 
'3 
(Ie) 
Pu 
(l:) 
P3t 
( (l:)- (k)- (k)- ) k 1 2 d /J 1 2 3 0' tl 0' t2 0' t3 ' =" an (. = , , . (2.107) 
This follows from the fact that s~l:) is the product of the row matrix which appears on 
the right side of Eq. (2.107) and one of the column matrices defined in Eq. (2.73). With 
the above definition, the marching procedure in the current a-I-' scheme, i.e., the scheme 
which solves Eq. (2.1) with I-' > 0, is formed by applying the marching steps defined by 
Eqs. (2.82) and (2.83) successively. Obviously, Eqs. (2.84) and (2.85) are also valid for the 
a-I-' scheme. 
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Note that the a-I-' scheme can also be used to solve Eq. (2.1) with I-' = 0 as long as 
a (1) # 0 and a (2) # O. According to Eqs. (2.32), (2.86) and (2.87), the last two conditions 
are reduced to Eq. (2.66) if I-' = o. The current a scheme, however, is still applicable even 
if Eq. (2.66) is violated. 
The a-I-' scheme has several nontraditional features. They are summarized in the 
following remarks: 
(a) Both the a and the a-I-' schemes have the simplest stencil in each of their two marching 
steps, i.e., a tetrah~<h:Q:p,_with_a vertex at the upper time level and the other three 
vertices at the lower time level. - -----
(b) Each of the conservation conditions Eqs. (2.53)-(2.58) represents a relation among the 
marching variables associated with only two neigbboring SEs. This is a fundamental 
difference between the current meth9d and other traditional methods. 
( c) For both the a and the a-I-' schemes, we have 
q(j, k, n + 1) --+ q(j, k, n) as at -+ 0, (j, k,n) E n, (2.108) 
if a, 1-', and ax are held constant. The above property usually is not shared by other 
schemes which uses a mesh that is staggered in time, e.g., the Lax: scheme [9, p.97]. 
The proof of Eq. (2.108) follows from Eqs. (2.84) and (2.85), and the fact that, as 
At --+ 0, 
Q (1)Q(2) 0 1 2 --+ , Q (1)Q(2) 0 1 3 --+ , Q (1)Q(2) 0 Q(1)Q(2) 0 21-+' 23--+' 
Q (1)Q(2) --+ 0 3 1 , Q (1)Q(2) 0 3 2 --+ , (QP)Q~2) + Q~1)Q~2) + Q;1)Q;2») -+ 1, 
Q (2)Q(1) 0 1 2 --+ , Q (2)Q(1) 0 1 3 --+ , Q(2)Q(1) 0 Q(2)Q(1) 0 21--+' 23--+' 
(Q~2)QP) + Q~2)Q~1) + Q;2)Q~1») --+ 1. 
(2.109) 
Alternatively, Eq. (2.108) can be proved using a line of argument involving flux con-
servation similar to that given in the last paragraph on p.8 of [5]. 
Q (2)Q(1) --+ 0 3 1 , Q (2)Q(1) 0 3 2 -+ , 
(d) Both the a and the a-I-' schemes are so called "two-way" marching schemes [5, p.ll]. 
In other words, the same flux conservation relations Eqs. (2.12) and (2.13) can be used 
to constrn_ct tbe b~ward time marching versions of the a_ tmd a-I-' schemes. More 
discussions on this subject are given in Appendix C. --
( e) It will be shown in Sec. 5 that the a scheme is stable if 
Iv,1 < 1.5, IV'11 < 1.5, and (2.110) 
As depicted in Fig. 9, the domain of stability defined by Eq. (2.110) is a hexagonal 
region in the v,-v" space. Moreover, it will be shown that (i) Eq. (2.110) can be 
interpreted as the requirement that the physical dc:>~ain of dependence of Eq. (3.1) 
should fall within the numerical domain of dependence; and (ii) the a scheme is 
neutrally stable, i.e., free from numerical diffusion, if it is stable. 
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Also it will be shown that the a-p. scheme is unconditionally stable for the pure 
diffusion case, i.e., when a = O. The stability conditions of the a-p. scheme with p. :/= 0 
and a :/= 0 are more complex. They also will be discussed in Sec. 5. 
Finally, it should be emphasized that, with the aid of Eqs. (2.19)-(2.22), (2.24), and 
(2.25), the a and the a-p. schemes can also be expressed in terms of the marching variables 
and the coefficients tied to the coordinates (x,y). In other words, the coordinates ((,1]) 
are introduced solely for the purpose of simplifying the current development. Tbe essence 
of tbe a and a-p. schemes, and tbe schemes to be introduced in tbe following sections, is not 
dependent on tbe choice of tbe coordinates in terms of which tbese schemes are expressed. 
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3. The a-f Scheme 
The a scheme is neutrally stable and reversible in time. It is well known that a 
neutrally stable numerical analogue of 
(3.1) 
such as the a scheme, generally becomes unstable when it is extended to model the Euler 
equations. It is also obvious that a scheme that is reversible in time cannot model a physical 
problem that is irreversible in time, e.g., an inviscid flow problem involving shocks. In this 
section, we consider Eq. (3.1) and attempt to modify the a scheme such that it can be 
extended to model the Euler equations. 
To proceed, note that the CEs used in Sec. 2 will not be used in this section. As a 
result, Eqs. (2.12) and (2.13) will no longer be assumed. Instead, the CEs to be used are 
CE(l)(j, k, n + 1/2) 
def [ (1)( . /)] [ (1)( . /] [ (1)( . / )] = CE1 ), k, n + 1 2 U CE2 ), k, n + 1 2) U CEs ), k, n + 1 2 , 
(3.2) 
where (j, k, n + 1/2) E Ol, and 
CE(2)(j,k,n+ 1) def [CE?>(j,k,n+1)] U [CE~2)(j,k,n+1)] U [CE~2)(j,k,n+1)], 
(3.3) 
where (j, k, n + 1) E O2 , We shall assume that the total flux leaving the boundary of any 
new CE vanishes, i.e., 
1. ;;'* . ds= 0, 
lS(CE(1)(j,k,n+1/2» 
(3.4) 
and 
1 ;;'* . dS = O. (3.5) 
ls(cE(2)(j,k,nH» 
Obviously, (i) Ea can be filled with the new CEs, and (ii) the total flux leaving the boundary 
of any space-time region that is the union of any new CEs will also vanish. 
Moreover, it can be shown that Eqs. (3.4) and (3.5), respectively, are equivalent to 
Eqs. (2.67) and (2.70). 
Proof: By subtracting the expressions on the right sides of Eqs. (2.53)-(2.55), respectively, 
from those on the left sides, and then multiplying the results by 2wh/3, we obtain the fluxes 
leaving CEP)(j, k, n + 1/2), CE~l)(j, k, n + 1/2), and CE~l)(j, k, n + 1/2), respectively (see 
Appendix A). Because the flux leaving an interface from the CE on on.es{de is the negative 
of that leaving the same interface from the CE on the other side, it is easy to see that 
the flux leaving CE(l)(j, k, n + 1/2) (which is the union of CE~l)(j, k, n + 1/2), l = 1,2,3) 
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is the sum of the fluxes leaving CE~I) (j, k, n + 1/2), l = 1,2,3. Thus, the flux leaving 
CE(I)(j, k, n + 1/2) can be obtained by subtracting the sum of the expressions on the right 
sides of Eqs. (2.53)-(2.55) from that on the left side, and then multiplying the result by 
2wh/3. Furthermore, we have 
(k)± + (k)± + (k)± - 3 
0"11 0"21 0"31 -, k = 1,2, (3.6) 
and 
(k)± + (k)± + (k)± (k)± + (k)± + (k)± 0 
0"12 0"22 0"32 = 0"13 0"23 0"33 = , k = 1,2. (3.7) 
With the aid of the above considerations, and the fact that the expressions on the left sides 
of Eqs. (2.53)-(2.55) are all evaluated at the same mesh point (j, k, n + 1/2), it becomes 
obvious that Eq. (3.4) is equivalent to the statement that uj,;1/2 is 1/3 of the sum on the 
right sides of Eqs. (2.53)-{2.55). By using Eqs. (2.35)-(2.43) and the assumption J.L = 0, 
we arrive at the conclusion that Eq. (3.4) is equivalent to Eq. (2.67). By invoking a similar 
argument involving Eqs. (2.56)-(2.58), and (2.44)-(2.52), we also conclude that Eq. (3.5) 
is equivalent to Eq. (2.70). QED. 
As a result, Eqs. (2.67) and (2.70) are shared by the a scheme and the current modified 
scheme. In this section we shall describe how the other equations in the a scheme i.e., 
Eqs. (2.68), (2.69), (2.71), and (2.72), can be modified such that the numerical diffusion 
of the resulting new scheme can be controlled by an adjustable parameter f. 
To proceed, for any (j, k, n + 1/2) E n1 , let 
( )
n 
I n+l/2 def at 
Uj + 1/ 3 ,k+1/3 = U + "2Ut , 
j+1/3,k+l/3 
(3.8) 
( )
n 
I n+1/2 def at 
Uj - 2/ 3,k+1/3 = U + "2Ut , 
j-2/3,k+l/3 
(3.9) 
and 
( )
n 
I n+1/2 def at 
Uj +I/3,k-2/3 = U + "2Ut . 
i+I/3,k-2/3 
(3.10) 
B h · d fini' In+1/2 In+1/2 d In+l/2 b'd d h y t elr e tIOns, Uj +l /3 ,k+1/3' Uj - 2/3 ,k+l/3' an U j + 1/3,k-2/3 can e COnsl ere as t e 
finite-difference approximations of U at (j + 1/3, k+1/3, n+1/2), (j -2/3, k+ 1/3, n+ 1/2), 
and (j + 1/3, k - 2/3, n+ 1/2), respectively. With the aid of Eqs. (2.10), (A.10) and (2.31), 
Eqs. (3.8)-(3.10) imply that 
U n - U - 2 v u+ + v u+ I +1/2 [( )] n 
i+l/3,k+1/3 - ~ ~ "" j+I/3,k+1/3 ' (3.11) 
U. = u-2 vu +VU I n+ 1/2 [ (+ +)] n )-2/3,k+1/3 ,~"" j-2/3,k+1/3 ' (3.12) 
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and 
U,.n+l/2 = [U - 2 (v U+ + v U+)] n . 
1+1/3,k-2/3 """ j+1/3,k-2/3 (3.13) 
In Fig. 10(a), P, Q, and R are three points in the (-fJ-U space. Using the coordinates 
given in the same figure, it can be shown that these points are on a plane represented by 
_ ( , )n+1/2«( . () + ( , )n+l/2( _ k ) + ' n+l/2 U - U, j,k - JA U" j,k fJ AfJ uj,k , (3.14) 
where 
, n+I/2 def 1 ( , n+l/2 I n+l/2 I n+l/2 ) 
uj,k - 3' u j +1/3,k+I/3 + u j - 2/ 3,k+1/3 + Uj +I/ 3,k-2/3 ' (3.15) 
( , )n+I/2 def ( In+I/2 ,n+l/2) / ( U, i,k = Uj+I/3,k+1/3 - Uj - 2/3,k+I/3 A, (3.16) 
and 
( I )n+I/2 def ( In+I/2 In+I/2) / U" i,k_~j}.1!3,kH/3 - Uj +I / 3,k-?J3 AfJ· ~ (3.17) 
c_~-" ~ = -
- -
----
Equation (3.14) implies that point 0 depicted in Fig. 10(~) is also a point' on the plane 
spanned by P, Q, and R (i.e., the plane that contains P, Q, R). Moreover, for every point 
on the plane represented by Eq. (3.14), including point 0, we have 
(8u) = ( t )~H/2 a( u, 1,k , 
" 
and (8u) = ( I )~+1/2 ar" U" 1,k • (3.18) 
As a result of the above considerations, uj~H/2, (u')i.t1/ 2 , and (U~);,tl/2 can be considered 
as the finite-difference approximations of u, au/a(, and au/aT! at the mesh point (j, k, n + 
1/2), respectively. Note that u1'·~+1/2 generally is different from u~tl/2 which is defined 
, 1, 
by Eq. (2.67). Furthermore, the former has no role in the future development. Let 
( t+)n+I/2 de( A( t )n+l/2 U, j,k -"6 U, j,k , and ( I+)R+I/2 def AfJ( t )RH/2 U" i,k -"6 U" i,k , (3.19) 
and 
( o+)n+I/2 def 1 ( (1) (I») u, j,k - 3' sl - s2 , and ( o+)n+I/2 def 1 ( (I) (I») u" i,k - 3 8 1 - s3 • (3.20) 
where sP), s~I), and s;l) are the expressions on the right sides of Eqs. (2.60)-(2.62), 
respectively. Because these expressions are functions of the marching variables at the nth 
time level, so are (uC+)i.tl/2 and (u~+)j,tl/2. Moreover, Eqs. (2.68), (2.69) and (3.20) 
imply that the counterparts of (u~+)j,11/2 and (u~+)i.tl/2 in the a scheme are (uC+)j,tl /2 
d ( o+)R+l/2 t' I an u" i,k ,respec lve y. 
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Let 
(d +)n+l/2 def 2 [( I+)n+l/2 _ ( o+)n+I/2] u, i,k - u, i,k u, i,k , (j, k, n + 1/2) E n1 , (3.21) 
and 
(d +)~+1/2 def 2 [( I+)~+1/2 _ ( o+)~+I/2] u" ),k u" ),k u" ),k , (j, k, n + 1/2) E n1 • (3.22) 
Then, with the aid of Eqs. (3.11)-(3.13), (3.16), (3.17), (3.19), and (3.20), one has 
(dU+t+ 1/2 = ~ [(u + 4u+ - 2u+)n ~ "(u - 2u+ - 2u+)n 1 (3.23) 
, i,k 3 ,,, i-2/3,k+1/3 ,,, i+1/3,k+1/3 ' 
and 
du + ~ = - U - 2u + + 4u + - U - 2u + - 2u + . +1/2 1 [( )n ( )n 1( " ) ),k 3 ,,, i+1/3,k-2/3 ,,, i+1/3,k+1/3 (3.24) 
Thus both (dut)i.t1/2 and (dut)j,t1/2 are functions of the marching variables at the nth 
time level. As will be shown shortly, they playa key role in the first marching step of the 
modified scheme. 
Next we consider Fig. lOeb). For any (j, k, n + 1) E n2 , let 
( )
n+I/2 In+l def at 
u i - 1/ 3,k-l/3 = u + "2Ut ° ' )-1/3,k-l/3 
(3.25) 
( )
n+I/2 In+l def at 
Ui +2/ 3,k-1/3 - U + "2Ut , i+2/3,k-l/3 
(3.26) 
and 
( )
n+1/2 
I n+1 def at 
Ui - 1/3,k+2/3 = U + "2Ut . i-1/3,k+2/3 
(3.27) 
B th ' d finit' In+l In+l d In+l b 'd d th Y elr e IOns, Ui - 1/3,k-l/3' Ui +2/3,k-l/3' an Uj - 1/ 3,k+2/3 can e conSl ere as e 
finite-difference approximations of U at (j - 1/3, k - 1/3, n + 1), (j + 2/3, k - 1/3, n + 1), 
and (j - 1/3, k + 2/3, n + 1), respectively. With the aid of Eqs. (2.10), (A.I0) and (2.31), 
Eqs. (3.25)-(3.27) imply that 
In+1 [2 (+ +)] n+1/2 U)o_1/3 k-1/3 = U - v,u, + v"u". , 
, )-1/3,k-1/3 (3.28) 
[ ( )] 
n+I/2 
u
'
.
n+1 = u - 2 v u+ + v u+ , 
1+2/ 3,k-1/3 """ i+2/3,k-1/3 
(3.29) 
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and 
u'.n+1 = [u _ 2 (v u+ + v U+)] n+1/2 . )-1/3,1:+2/3 (("" j-1/3,1:+2/3 
In Fig. 10(h), the points P, Q, and R are on a plane represented by 
u = (u
'
)' ~+l«( - ja() + (u
' 
)~+1(f]- kaf]) + u
'
.
n+1 ( ),1: " ),k ,,1: , 
where 
In+l def 1.( In+1 In+l In+l) 
uj,1: = '3 Uj - 1/ 3,I:-l/3 + uj+2/3,k-1/3 + uj - 1/3,1:+2/3 , 
( I )n+l def ( In+l In+l) / I' Uc j,1: = U i+2/3,k-l/3 - ui - 1/3,k-1/3 a~, 
and 
( , )n+1 def ( In+l In+1) / u" i,1: = ui - 1 / 3,k+2/3 - u j - 1/3,1:-1/3 af]. 
Moreover, we introduce the current counterparts to Eqs. (3.19) and (3.20), i.e., 
( U'+)~+l de{ a(u' )~+l (),I: 6 (),k' 
and 
( o+)n+l def 1 ( (2) (2)) U, j,k - '3 82 - 8 1 , 
and 
and 
( '+)n+1 def af] ( , )n+l U" i,k - 6"" U" i,k , 
( o+)n+1 def .!. ( (2) (2») U" i,1: - 3 8 3 - 8 1 • 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
where 8~2), 8~2), and 8~2) are the expressions on the right sides of Eqs. (2.63)-(2.65), 
respectively. Because these expressions are functions of the marching variables at the 
(n + 1/2)th time level, so are (u,+)j,t1 and (u;+)j,t1. Moreover, Eqs. (2.71), (2.72) and 
(3.36) imply that the counterparts of (U,+)j,t1 and (U~+)j:tl in the a scheme are (u,+)j,t1 
and (uo+)~+l respectively 
" ),10' • 
With the above preparations, the current counterparts to Eqs. (3.21) and (3.22) are 
(dU+)~+l def 2 [(Ul+)~+l _ (uO+)~+l] (. k + 1) E n 
,),k ,),1: C ),10 , ), ,n H2, (3.37) 
and (du+)~+l def 2 [(4,t+)~+1 _ (.,O+)~+1] (. k . + 1) E n .. 10 ..... L ..... 10 , ) , ,n H2 , 
'f ), 'f ),'" 'f), 
(3.38) 
respectively. With the aid of Eqs. (3.28)-(3.30) and (3.33)-(3.36), Eqs. (3.37) and (3.38) 
imply that 
du + ~+1 = - U + 2u + + 2u + - U - 4u + + 2u+ 1 [( )n+1/2 ( )n+l/2 1 ( ,)),10 3 ,,, j-1/3,I:-l/3 ,,, ;+2/3,1:-1/3 ' (3.39) 
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and 
du+ ~+1 = - u + 2u + + 2u+ - u + 2u + - 4u + . 1 [( )n+l/2 ( )n+l/2 1 ( '1 »),k 3 ' '1 j-l/3,k-l/3 ,'1 j-l/3,k+2/3 (3.40) 
Thus both (dut)i.t1 and (dut)j,tl are functions of the marching variables at the (n+l/2)th 
time level. 
The modified scheme can now be stated using the above definitions. It consists of two 
marching steps. The first is formed by Eq. (2.67), 
( +)n+l/2 _ ( 0+)n+1/2 + (d +)n+l/2 u, j,k - u, j,k € u, j,k , (3.41) 
and 
( +)~+1/2 = ( 0+)~+1/2 + (d +)~+1/2 u'1 ),k u'1 ),k € u'1 ),k , (3.42) 
where (j, k, n + 1/2) E fh, and € is an adjustable parameter. It was explained earlier that 
the expressions on the right sides of Eqs. (3.41) and (3.42) are functions of the marching 
variables at the nth time level. Moreover, according to Eqs. (3.21) and (3.22), Eqs. (3.41) 
and (3.42) can also be expressed as 
( +)n+1/2 _ ( I+)n+l/2 + ( 1/2)(d +)n+l/2 U, j,k - U, j,k € - U, j,k , (3.43) 
and 
( +)n+l/2 _ ( I+)n+l/2 + ( _ 1/2)(d +)n+l/2 u'1 j,k - u'1 j,k € u'1 j,k , (3.44) 
respectively. 
The second marching step is formed by Eq. (2.70), 
(u+)~+l = (uO+)~+1 + €(du+)~+1 , ),k ,),k , ),k , (3.45) 
and 
(U+)~+1 = (uo+)~+1 + €(du+)~+1 
'1 ),k '1 ),k '1 ),k , (3.46) 
where (j, k, n + 1) E O2 • It was explained earlier that the expressions on the right sides 
of Eqs. (3.45) and (3.46) are functions of the marching variables at the (n + 1/2)th time 
level. Furthermore, according to Eqs. (3.37) and (3.38), Eqs. (3.45) and (3.46) can also be 
expressed as 
(3.47) 
and 
(3.48) 
respectively. 
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Because the modified scheme is characterized by two parameters a and f, hereafter it 
is referred to as the a-f scheme. 
At this juncture, note that: 
(a) With the aid of Eqs. (3.20) and (3.36), it is seen that Eqs. (3.41), (3.42), (3.45), and 
(3.46), respectively, are reduced to Eqs. (2.68), (2.69), (2.71), and (2.72) when f = O. 
As a result, the a-f scheme becomes the a scheme when f = O. 
(b) For the special case with f = 1/2, Eqs. (3.43), (3.44), (3.47), and (3.48) are reduced 
to the forms that represent the finite-difference approximations defined in Eqs. (3.16), 
(3.17), (3.19), (3.33), (3.34) and (3.35). However, Eqs. (2.67) -~d--(2. 70), which are 
independent of f and therefore always part of the a-€ scheme, are the results of the 
flux conservation conditions Eqs. (3.4) and (3.5). 
(c) With the aid of Eqs. (2.30) and (3.23), Eq. (3.41) can be rewritten as 
( )n+l/2 _ 6 ( o+)n+l/2 U, ;,1: - a( u, ;,k 
f [(6U 2a7J )n (6U 2a7J )n ] + - - + 4u, - -u'l - - - 2u, - -u'l . 
3 a( a( ;-2/3,1:+1/3 a( a( ;+1/3,k+1/3 
(3.49) 
Let (i) u']-2/3,k+1/3' (Uc)']-2/3,I:+l/3 and (Uf/)'J-2/3,I:+l/3 be identified with the values 
of u, aulae and au/ar, at the mesh point (j - 2/3, k + 1/3, n), respectively; and (ii) 
u']+1/3,k+l/3' (u')']+1/3,k+1/3 and (Uf/).i+l/3,k+1/3 be identif!~~~ith the ~ues o! u, 
aulae and au/ar, at the mesh point (j + 1/3, k + 1/3, n), respectively. Then it can 
be shown that the expression within the brackets on the right side of Eq. (3.49) is 
O(a(,a7J). Furthermore, because Eq. (2.28) is applicable within SE(j,k,n) only, the 
expression that is enclosed within the first bracket on the right side of Eq. (2.28) is 
O(a(, at). From the above considerations, one concludes that the addition of the 
extra term. involving f on the right side of Eq. (3.49) may result in errors that are 
second order in a(, a7J, and at. In other words, the addition of the term involving 
€ does not result in a scheme of lower order of accuracy. A similar conclusion is also 
applicable to Eqs. (3.42), (3.45), and (3.46). 
(d) Equations (3.16), (3.18) and (3.19) imply that (ut);,t1/ 2 is proportional to the di-
rectional derivative along the (-direction on the plane spanned by points P, Q, and R 
depicted in Fig. 10(a). According to Eq. (3.21), (dut);,t1/2 is twice the difference be-
tween (ut)i.t1/ 2 and its counterpart in the a scheme. Note that the variable (du x )'\ 
that appears in Eqs. (3.2) and (3.10) of [5], plays a role in the I-D a-€ scheme (51 
similar to that of (dut)i.t1/2 in the present 2-D a-€ scheme. It can be shown that 
(dUx)'] is equal to the difference between two slopes. The first is the slope of a line 
spanned by uJ+1/ 2 and uj~I/2' which are defined in Eq. (3.11) in [5]. The second is 
the counterpart of the first in the 1-D a scheme. Thus the 2-D a-€ scheme is a natural 
extension of the I-D a-€ scheme. 
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and 
The a-e scheme will take the form of Eqs. (2.82) and (2.83) if 
1- v( - v." -(1 - v( - v.,,)(1 + vd 
Q(I) del! 
1 - 3 l-e -(1 + v( - 2e) 
l-e -(1 + v( - 2e) 
1 +v( (1 + vd(2 - vd 
Q~I) def ! 
3 -(1- e) -(2 - v( - 4e) 
0 0 
1 + v." -(1 + v.,,)(1 + vd 
Q(l) def ! 
3 - 3 0 0 
-(1- e) 1 + v( - 2f 
Q(2) def ! -(1 _ e) 
1 - 3 
-(1 - e) 
-(1 - v( - 2e) 
-(1 - v( - 2e) 
-(1 - v( - v.,,)(1 + v,,) 
-(1 + v." - 2e) 
-(1 + v." - 2f) 
-(1 + v()(1 + v,,) 
1 + v." - 2e 
0 
(1 + v,,)(2 - v.,,) 
0 
-(2 - v" - 4e) 
-(1- v." -2e) 
-(1- v." - 2e) 
1 - v( -(1 - vd(2 + vd (1 - vd(1 - v.,,) 
1- v." - 2e 
o o o 
1 - v." (1 - v,,)(1 - vd -(1 - v,,)(2 + v.,,) 
o o o 
l-e 1- v( - 2e -(2+v.,,-4e) 
Note that: 
(3.50) 
(3.51) 
(3.52) 
(3.53) 
(3.54) 
(3.55) 
(a) The matrices Q~k) defined above are reduced to those defined in Eq. (2.80) when e = O. 
(b) With the above definitions, Eqs. (2.84) and (2.85) are also valid for the a-e scheme. 
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In Sec. 5, it will be shown that (i) the a-€ scheme is unstable if € < 0 or € > 1, and 
(ii) numerical diffusion increases as E increases, at least in the range of 0 ~ € < 0.65. In 
order to suppress numerical oscillations near a discontinuity, one may be forced to choose 
a large E. However, with such a choice, the smooth part of a solution may become highly 
diffusive. To solve this dilemma, in the following, we shall construct a generalization of 
the a-E scheme. 
To proceed, let (j, k, n + 1/2) E !ll and consider Fig. 11( a). This figure is essentially 
identical to Fig. 10(a) except that point 0 in the latter is replaced by point O· in the 
former. The coordinates of point O· are (jA(, kA1], Ui,tl/2) where ui,11/ 2 is that defined 
in Eq. (2.67). Thus point O· generally is not on the plane spanned by points P, Q, and R. 
Let planes #1, #2, and #3, respectively, be the planes spanned by the following trios of 
points: (i) points 0·, Q, and R; (ii) points 0·, R, and Pj and (iii) points 0·, P, and Q. 
Then in general these planes differ from each other and from the plane spanned by points 
P, Q, and R. In the following, first we shall study the former three planes. 
As a preliminary, let 
de! I n+I/2 n+I/2 
Xl = Uj + 1/ 3,k+l/3 - uj,k , (3.56) 
de! In+I/2 n+I/2 
X2 = u j - 2/ 3,k+1/3 - Uj,k , (3.57) 
de! , n+I/2 n+I/2 
X3 = u j + I / 3 ,k-2/3 - u j,k , (3.58) 
( (l)t+I / 2 de! -(2 + )/ A( u, j,k - X2 X3 , (3.59) 
( (l)t+I / 2 def ( + 2 )/ U'l j,k - - X2 X3 A1], (3.60) 
( (2)t+I / 2 def (2 + )/ ( U, j,k - Xl X3 A, (3.61) 
( (2)t+I/2 def ( )/ 
u'l i,k - Xl - X3 A1], (3.62) 
( (3)t+I/2 def ( )/ ( U, i,k - Xl - X2 A, (3.63) 
and 
( (3)t+I / 2 def (2 + )/ A 
u'l i,k - Xl X2 1]. (3.64) 
Moreover, let 
i = 1,2,3, (3.65) 
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and 
( (t»)n+l/2 de! ( (t»)n+l/2 B( + ( (t»)n+l/2 8TJ 
. U y i,k - U, i,k Oy U'I i,k By' £=1,2,3 . (3.66) 
With the aid of Eqs. (2.20) and (2.22), we have 
£=1,2,3, (3.67) 
and 
(U(t»)~+1/2 = _ (w + b).t.( (u(t»)~+1/2 + (w - b).t.TJ (u(t»)~+l/2, 0 1 2 3 y ),k 2wh' ),k 2wh" ),k .t. = , , . (3.68) 
Combining Eqs. (3.59)-(3.64) with Eqs. (3.67) and (3.68), one has 
(3.69) 
( (1»)n+l/2 _ (3b + W)X2 + (3b - W)X3 uy i,k - 2wh ' (3.70) 
( U(2) )~+1/2 = 3Xl 
z ),k 2w' (3.71) 
( (2»)n+l/2 _ (3b + W)Xl + 2WX3 uy i,k - - 2wh ' (3.72) 
( (3»)n+l/2 _ 3Xl U z i,k - 2w' (3.73) 
and 
( (3»)n+l/2 _ (w - 3b)Xl + 2WX2 u, i,k - 2wh . (3.74) 
With the above preparations, it can be shown that planes # £, £ = 1,2,3, are repre-
sented by 
_ ( (t»)n+l/2 (I" _ . 1") + ( (t»)n+l/2 ( k ) + n+l/2 
U - u, i,k ':. )1::JJ.':. u" i,k TJ - 1::JJ.TJ ui,k , £ = 1,2,3, (3.75) 
respectively, if the coordinates ((, TJ) are used. Alternatively, they can be represented by 
_ ( (t»)n+l/2 ( _ . ) + ( (l»)n+l/2 ( _ . ) + n+l/2 
U - U z i,k X X),k uy i,k Y Y),k ui,k , £ = 1,2,3, (3.76) 
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respectively, if the coordinates (x,y) are used. Using Eqs. (3.75) and (3.76), one concludes 
that, at any point on plane # i, i = 1,2,3, we have 
(au) = ( (1»~H/2 a( u, },I; , 
" 
and (au) = ( (1»~+1/2 a'1, u" },I; , (3.77) 
and (au) _ ( (1»n+l/2 ax - U z i,1; , 
y 
and (au) = ( (1»~+1/2 By % U y },I; • (3.78) 
Note that Eq. (3.77) is the current counterpart to Eq. (3.18) which is applicable to any 
point on the plane spanned by points P, Q,and R. Let Vu be the gradient of u. Then 
Eq. (3.78) implies that, at any point on plane # i, i = 1,2,3, we nave 
[ 
n+l/2 
IVul = (91)i.11/2 de! (u~I»)2 + (u~I»)2 
i,1; 
(3.79) 
To proceed further, we introduce the current counterpart to Eq. (3.19), i.e., 
( (IH)n+l/2 de! ~( (1»nH/2 U.,. . I; - - U,. . I; , 
,,}t 6" ), d «
IH)n+l/2 de! ~'1 ( (1»nH /2 
an u" i,1; - 6"' U" it I; • (3.80) 
Then Eqs. (3.16), (3.17), (3.19), and (3.56)-(3.64) imply that 
(3.81) 
and 
(UI+)~+1/2 = ~ [u(l)+ + u(2)+ + u(3)+] nH/2 
,,},I; 3" " " it I; , (3.82) 
i.e., (i) (u,+)i.11/2 is the simple average of 
( (lH)n+l/2 u, it k , ( (2)+)nH/2 u, itk , and ( (3)+)n+l/2 u, it k , (3.83) 
and (ii) (u~+)i.11/2 is the simple average of 
( (lH)nH/2 u" itk , ( (2)+)nH/2 u" itl; , and ( (3)+)n+l/2 u" itl; • (3.84) 
The first marching step of the generalized a-€ scheme will be formed using Eqs. (2.67), 
(3.43), and (3.44) except that (i) (ut)i.t1/ 2 in Eq. (3.43) is replaced by the weighted 
average of those given in Eq. (3.83); and (ii) (u~+)j,tl/2 in Eq. (3.44) is replaced by the 
weighted average of those given in Eq. (3.84). The design of these weighted averages will 
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be guided by the requirement that the weight assigned to a quantity associated with plane 
#l is bigger if «(Jt)'l.t1/ 2 is smaller. This requirement is similar to that put forward on 
p.28 of [5]. 
For any Ct ~ 0, the weighted-average counterparts to (U~+)'l.tl/2 and (u~+)j,tl/2 are 
(3.85) 
otherwise, 
and 
(3.86) 
otherwise, 
respectively. Here, for simplicity, we suppress the indices j, k, and n + 1/2 which are 
associated with all symbols in Eqs. (3.85) and (3.86). Because the denominators of the 
fractions on the right sides of Eqs. (3.85) and (3.86) vanish if Ct > 0, and any two of 8J, 82 , 
and 83 vanish, consistency of the above definitions requires the proof of the proposition: 
81 = 82 = 83 = 0, if any two ol81, 82 , and (J3 vanish. 
Proof: As an example, let 81 = 82 = 0. Then Eq. (3.79) implies that u~t) = u~t) = 0, 
l = 1,2. In turn, Eqs. (3.69)-(3.72) imply that Xl = X2 = X3 = 0. 83 = 0 now follows 
from Eqs. (3.73), (3.74), and (3.79). QED. 
Next we consider several special cases of Eq. (3.85). We have 
Assuming 8t > 0, l = 1,2,3, we have 
and 83 > OJ 
and 83 > OJ 
and 82 > O. 
U
W
+ _ (1/81)OU~1)+ + (1/(J2)Ou~2)+ + (1/83)Ou~3)+ 
,- (1/81)0 + (1/(J2)0 + (1/83)° 
(3.87) 
(3.88) 
Thus the weight assigned to u~t)+ is proportional to (1/8t )0. By using Eqs. (3.81), (3.85), 
and (3.88), one arrives at the conclusion that 
if (3.89) 
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Obviously Eqs. (3.87)-(3.89) are still valid if each symbol ( in them is replaced by the 
symbol.,.,. 
On the smooth part of a solution, Ih, 82 , and 83 are nearly equal. Thus the weighted 
averages u w+ and u:+ are nearly equal to the simple averages u~+, and u~+, respectively 
(see Eqs. (~.81) and (3.82)). In other words, tbe effect of weigbted-averaging generally is 
not discernible on tbe smootb part of a solution. 
Next let (j,k,n+l) E O2 and consider Fig. l1(b). The third coordinate uj,tl of point 
0* is that defined in Eq. (2.70). Let planes #1, #2, and #3, respectively, be the planes 
spanned by the following trios of points: (i) points 0·, Q, and Rj (ii) points 0*, R, and 
P; and (iii) points 0*, P, and Q. In the following, we shall study these planes. 
As a preliminary, let 
and 
Moreover, let 
and 
del In+l n+l 
Yl = U j - 1/ 3,k-l/3 - Uj,k 
del In+l n+l 
Y2 = U j +2/ 3,k-l/3 - Uj,k 
del In+l n+l 
Y3 = Uj - 1/ 3,k+2/3 - Uj,k , 
( (l»)n+l del ( )/ ,. Uc jtk = 2Y2 + Y3 a~, 
( (2»)n+l del (2 - )/-,. Uc j,k = - Yl + Y3 a~, 
( (3»)n+l del ( )/ Uc j,k = Y2 - Yl a(, 
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(3.90) 
(3.91) 
(3.92) 
(3.93) 
(3.94) 
(3.95) 
(3.96) 
(3.97) 
(3.98) 
£ = 1,2,3, (3.99) 
£=1,2,3. (3.100) 
With the above definitions, Eqs. (3.67) and (3.68) remain valid if each upper index n + 1/2 
is replaced by n + 1. As a result, Eqs. (3.93)-(3.98) imply that 
(3.101) 
(3.102) 
( U(2) )~+I = _ 3Yl 
% "k 2w' (3.103) 
( (2»R+l _ (3b + W)Yl + 2WY3 
u y j,k - 2wh ' (3.104) 
(U(3»~+I = _ 3Yl 
% "k 2w' (3.105) 
and 
(3.106) 
With the above preparations, the earlier developments that involve Eqs. (3.75)-(3.89) 
can be repeated for the current case with the only change being the replacement of each 
upper index n + 1/2 by n + 1. Particularly, (u,+)j,t1 and (u~+)j,tl can be defined using 
Eqs. (3.85) and (3.86) with the understanding that each symbol in these equations is 
associated with the mesh point (j, k, n + 1). 
The generalized a-€ scheme, referred to as the weighted-average a-€ scheme, can now 
be stated. It consists of two marching steps. The first is formed by Eq. (2.67), 
( +)R+I/2 _ ( W+)R+I/2 + ( 1/2)(d +)R+l/2 Uc ;,k - Uc ;,k € - Uc ;,k , (3.107) 
and 
( +)~+1/2 = ( w+)~+1/2 + ( _ 1/2)(d +)~+1/2 u" "k u" "k € u" "k , (3.108) 
where (j, k, n + 1/2) E 0 1 . The second is formed by Eq. (2.70), 
(ut)j,tl = (uc+);,t1 + (€ - 1/2)(dut);,t1 , (3.109) 
and 
(U+)~+l = (uw+)~+I + (€ - 1/2)(du+)~+I 
" "k ""k " "k , 
(3.110) 
where (j, k, n + 1) E O2 • 
Note that, according to Eq. (3.79), the evaluation of (8lt does not involve a fractional 
power if a is an even integer. Because a fractional power is costly to evaluate, the use of 
the generalized a-€ scheme is less costly when a is an even integer. 
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4. The Euler Solver 
We consider a dimensionless form of the 2-D unsteady Euler equations of a perfect 
gas. Let p, u, v, p, and"Y be the mass density, x-velocity component, y-velocity component, 
static pressure, and constant specific heat ratio, respectively. Let 
Ul = p, U3 = pv, (4.1) 
ff = U2, (4.2) 
I: = ("'( - 1)U4 + (3 - "Y)(U2)2 /(2Ul) - ("Y -1)(U3? /(2Ul), (4.3) 
(4.4) 
f: = "YU2U4/Ul - (1/2)("'( -1)U2 [(U2)2 + (U3)2] /( Ul)2, (4.5) 
ff = U3, (4.6) 
I~ = U2 U3/Ul, (4.7) 
ff = ("'( - 1)U4 + (3 - "Y)(U3)2 j(2uJ) - c"y - 1)(U2)2/(2ul), (4.8) 
and 
11 = "YU3U4ju l - (1/2)("'( -1)U3 [(U2)2 + (U3)2] j(Ul)2. (4.9) 
Then the Euler equations can be expressed as 
Oum + a I~ + a If,. = 0 
at ax 8y , 
The integral form of Eq. (4.10) in space-time E3 is 
where 
1 hm • ds= 0, 
!S(V) 
... 
hm = (f;', f!n, um ), 
m = 1,2,3,4. (4.10) 
m = 1,2,3,4, (4.11) 
m = 1,2,3,4, ( 4.12) 
are the space-time mass, x-momemtum component, y-momemtum component, and energy 
current density vectors, respectively. 
As a preliminary, let 
and m,i = 1,2,3,4, (4.13) 
-C-~} ._~ - ." 
I. = 2,3,4, (4.14) . 
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I 
and 
(4.15) 
Let F% and F' denote the matrices formed by f;",l and f!,l' m,f. = 1,2,3,4, respectively. 
Then 
0 1 0 0 
1 - 1 A2 C)2 (3 - 1)U2 (1 - 1)U3 1- 1 --u - U2 
F% = 2 
-U2U3 U3 U2 0 
(1 - 1 )U2U2 - 1U2U4 " 1- 1 [2C)2 "2] (1 - 1 )U2U3 1U2 1U4 - -2- U2 + U 
( 4.16) 
and 
0 0 1 0 
-U2U3 U3 U2 0 
F'= 1 - 1 A2 C)2 
--U - U3 (1 - 1 )U2 (3 -1)U3 1- 1 2 
( If A2 "" (1 - 1)U2U3 A 1-1 [2C )2 + A2] 1U3 1 - U3U - 1U3U4 1U4 - -2- U3 U 
(4.17) 
Because f;. and f~, m = 1,2,3,4, are homogeneous functions of degree 1 [23] in u}, 
U2, U3, and U4, we have 
4 4 
f;" = L f;",l Ul, and f~ = Lf!,lUl. ( 4.18) 
l=l l=l 
For any (x, y, t) E SE(j, k, n), um(x, y, t), f;'(x, y, t), f~(x, y, t), and hm(x, y, t), re-
spectively, are approximated by u~(x,y,t;j,k,n), f;'*(x,y,tjj,k,n), fln*(x,y,t;j,k,n), 
and h:n ( x, y, t ; j, k, n). They will be defined shortly. Let 
U:n( x, y, t; j, k, n) del (Um)j,k + (Um%)j,k(X - X j,k) + (Um,)j,k(y - yj,k) 
+ (Umt)j,k(t - tn), m = 1,2,3,4, 
(4.19) 
where (um)j,k' (Um%)j,k' (um,)j,k' and (umt)j,k are constants in SE(j,k,n). Obviously, 
they can be considered as the numerical analogues of the values of Um, aum/ax, aum/ay, 
and Gum/at at (XhYk,tn), respectively. 
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Let Cf:')'J,k' Cf~)'],J;l Cf:',l)'J"P and Cf!,l)'J,k denote the values of f:', f~, f!,l' and 
f!,l' respectively, when U m , m = 1,2,3,4, respectively, assume the values of (Um)'],k' 
m = 1,2,3,4. Let 
and 
Because (i) 
4 
(f!x)'J,k def 'L,cf!,l)'],kCUl%)'J,k' 
l=1 
4 
(f!,)'J,k def L(f!,l)'J,k(Ul,)'J,k, 
l=1 
4 
(f!t)'J,k def L(f!,l)'J,k(Ult)'J,k, 
l=1 
4 
U~%)'J.k def L(f!,l)'J,k(Ul%)'J,k, 
l=1 
4 
(f~,)'J,k def L(f!,lY],k(Ul,)'],k, 
l=1 
4 
U!t)'J,1: def L(f!,l)'],I:(Ult)'],k, 
l=1 
af:' _ ~ IX aUl 
ax - L.J m,l ax ' 
l=1 
m = 1,2,3,4, ( 4.20) 
m = 1,2,3,4, (4.21) 
m = 1,2,3,4, (4.22) 
m = 1,2,3,4, (4.23) 
m = 1,2,3,4, (4.24) 
m = 1,2,3,4. ( 4.25) 
m = 1,2,3,4j (4.26) 
and (ii) the expression on the right side ofEq. (4.20) is the numerical analogue of that on the 
right side of Eq. (4.26) at (x;, Yk, tn), U:'x)'],k can be considered as the numerical analogue 
of the value of af:./ax at (Xj, Yk, tn). Similarly, (f:',)'J,k' U:'t)j,k' (f~x)'],k' (f~y)'],k' and 
(f!t)']k can be considered as the numerical analogues of the values of 8f:'/8y, af!./at, 
8fln/'8x, 8fln/By, and 8f~/at at(Xj,Yk,tn), respectively. As a result, we assume that 
f!*(x, Y, t ;j, k, n) def (f!YJ,1: + (!!%YJ,I:(X - Xj,l:) + (!!,Yj,I:(Y - Yj,l:) 
+ (!!t)'J,k(t - tn), m = 1,2,3,4, 
(4.27) 
and 
f~*(x, Y, t jj, k, n) del (f~)'],k + U~x)'J.k(X - Xj,k) + (f~,)'J,k(Y - Yj,k) 
+ (f!t)'J,k(t - tn), m = 1,2,3,4, (4.28) 
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Also, as an analogue to Eq. (4.12), we assume that 
h~(x, y, t ;j, k, n) del (f~*(x, y, t; j, k, n), f!n*(x, y, t; j, k, n), 
U~(x, y, t ;j, k, n»), (4.29) m = 1,2,3,4. 
Note that, by their definitions: (i) f~, fln, f!,b and f!,l' m,i = 1,2,3,4, are functions 
of (um)'J,,., m = 1,2,3,4; (ii) U~:l)'J,,. and (f~uY;',., m = 1,2,3,4, are functions of (um)'J,,. 
and (umz)j,,., m = 1,2,3,4; (iii) (f~y)j,,. and (f~,)'],,., m = 1,2,3,4, are functions of 
(Urn)].,. and (um,)'J,,., m = 1,2,3,4; and (iv) (f~t)'],,, and (f!t)j,,. are functions of (Urn)'],,. 
and ~Umt)j,,., m = 1,2,3,4. 
Moreover, we assume that, for any (x,y,t) E SE(j,k,n), and m = 1,2,3,4, 
8u~(x,y,tjj,k,n) 8f~*(x,y,tjj,k,n) 8f~*(x,y,tjj,k,n)_0 
~ + & + ~ -. (4.30) 
Note that Eq. (4.30) is the numerical analogue of Eq. (4.10). With the aid of Eqs. (4.19), 
(4.27), (4.28), (4.20), and (4.24), Eq. (4.30) implies that, for m = 1,2,3,4, 
4 n 
(Umt)j,,. = -U~z)'],,. - (fln,),],,, = - L [f!,l Ulz + f:",l UlY ] ." • 
l==1 ), 
(4.31) 
Thus (umt)']." are functions of (urn)'],,., (u mz )'];", and (urn,),],,.. From this result and the 
facts stated following Eq. (4.29), one concludes that the only independent discrete variables 
needed to be solved in the current marching scheme are (Urn)'];,., (umz )'],,., and (Urn,),].". 
Consider the conservation elements depicted in Figs. 5(a) and 6(a). The Euler coun-
terparts to Eqs. (2.12) and (2.13), respectively, are (i) 
1 h~ ·ds= 0, !S(CE~1)(j,,,,n+1/2» i=1,2,3, m = 1,2,3,4, (4.32) 
where (j, k, n + 1/2) E n1 ; and (ii) 
1 h~ ·ds= 0, 
!S(CE;2)(j,,.,n+1» 
i = 1,2,3, m = 1,2,3,4, (4.33) 
where (j, k, n + 1) E {l2. 
Next we shall introduce the Euler· counterparts of Eqs. (2.24), (2.25), (2.30), and 
(2.31). For any (j, k, n) E n, let 
( 
(~.,):.) del T-1 ((f:~):.) , 
(fm,l)j,,. Um,l)j," 
m,i = 1,2,3,4, (4.34) 
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--
~ 
and 
( 
(Umdi,k) def Tt ( umz)i,k) , 
(um'1 )'],k (um , )'J,k 
m,l = 1,2,3,4, (4.35) 
The normalized counterparts of those parameters defined in Eqs. (4.34) and (4.35) are 
and 
(f'1+)n def 3.t.t (·f:-'1~---)n m,l j,k - 2.t.1J m,l j,k, (4.36) 
(4.37) 
In the following development, for simplicity, we may strip from every variable in an 
equation its indices j, k, and n if all variables are associated with the same mesh point 
(j, k, n) E n. Let F(+ and F'1+, respectively, denote the matrices formed by I;"+t and 
, 
I:::;t, m, l = 1,2,3,4. Let I be the 4 x 4 identity matrix. Then the current counterparts 
to Eqs. (2.35)-(2.52) are 
EU)± def 1- F(+ - F'1+, (4.38) 
~~~)± def ±(I - F(+ - F'1+)(I + F(+), (4.39) 
~~;)± def ±(I - F(+ - F'1+)(I + F'1+), (4.40) 
E~~)± del 1+ F(+, (4.41) 
~~~)± del =F(I + F(+)(21 - FC+), ( 4.42) 
E~i)± del ±(I + F(+)(I + F'1+), ( 4.43) 
E~~)± del I + F'1+ , (4.44) 
E;~)± del ±(I + F'1+)(I + F(+), ( 4.45) 
E;;)± del =F(I + F'1+)(21 - F'1+), (4.46) 
E~;)± del 1+ F(+ + F'1+, (4.47) 
~g)± del =F(I + F(+ + F'1+)(I - F(+), (4.48) 
Eg)± del =F(I + F(+ + F'1+)(I - F'1+), (4.49) 
E(2)± del I - F(+ 21 - , (4.50) 
E~;)± del ±(I - F(+)(21 + FC+), ~ (4.51) 
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and 
E~;)± del =f(I - pC+)(I - P"'+), 
~(2)± del I _ p"'+ 
Ll31 - , 
E~;)± del =f(I - pq+)(I - pC+), 
(4.52) 
(4.53) 
( 4.54) 
(4.55) 
Note that, for the case Jl. = 0, Eqs. (2.35)-(2.52) become Eqs. (4.38)-(4.55), respectively, 
if (i) 1, IIc, and II,." are replaced by I, pC+, and P"'+, respectively, and (ii) O'~;± and O'~;± 
are replaced by E~~± and E~~±, m, l = 1,2,3, respectively. 
Equations (4.32) and (4.33) are evaluated in Appendix B. Let it, itt, and it;; , respec-
tively, be the 4 x 1 column matrices formed by Urn, u:C' and u~,." m = 1,2,3,4. Then the 
results can be expressed as: 
(a) Eq. (4.32) with l = 1: 
[E(I)+ - + E(I)+ -+ + E(I)+ -+] n+l/2 _ [E(I)- - + E(I)- _+ + E(I)- _+] n 11 U 12 Uc 13 U,., j,k - 11 U 12 Uc 13 U,., i+l/3,k+l/3' 
(4.56) 
(b) Eq. (4.32) with l = 2: 
[E(I)+ - + E(I)+ -+ + E(I)+ -+] n+1/2 _ [E(I)- - + E(I)- _+ + E(I)- _+] n 21 U 22 Uc 23 U,., j,k - 21 U 22 Uc 23 U,., i-2/3,k+1/3' 
(4.57) 
(c) Eq. (4.32) with l = 3: 
[E(I)+ - + E(I)+ -+ + E(I)+ -+] n+l/2 _ [E(I)- ... + E(I)- -+ + E(I)- _+] n 31 U 32 Uc 33 U,., i,k - 31 U 32 Uc 33 U,., j+l/3,k-2/3' 
(4.58) 
(d) Eq. (4.33) with l = 1: 
[E(2)+ - + E(2)+ -+ + E(2)+ -+] n+l _ [E(2)- - + E(2)- -+ + E(2)- _+] n+1/2 11 U 12 U( 13 U,., j,k - 11 U 12 Uc 13 U,., j-l/3,k-l/3' 
(4.59) 
(e) Eq. (4.33) with l = 2: 
[E(2)+ - + E(2)+ -+ + E(2)+ -+] n+l _ [E(2)- - + E(2)- -+ + E(2)- _+] n+l/2 21 U 22 Uc 23 U,., i,k - 21 U 22 Uc 23 U,., i+2/3,k-l/3' 
(4.60) 
(f) Eq. (4.33) with l = 3: 
[
E(2)+ - + E(2)+ -+ + E(2)+ -+] n+l _ [E(2)- - + E(2)- -+ + E(2)- _+] n+1/2 
31 U 32 Uc 33 U,., j,k - 31 U 32 Uc 33 U,., j-l/3,k+2/3' 
(4.61) 
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Here (j, k, n+1/2) E 0 1 is assumed in Eqs. (4.56)-(4.58) while (j, k, n+1) E O2 is assumed 
in Eqs. (4.59)-(4.61). Note that the forms of Eqs. (4.56)-(4.61) are very similar to those 
of Eqs. (2.53)-(2.58). 
and 
As a result of Eqs. (4.38)-(4.55), we have 
~(I:)± + ~(I:)± + ~(k)± - 31 
.un .u21 .u31 - , k = 1,2, (4.62) 
}J~~)± + }J~;)± + :r:~;)± = L:~~)± + }J~~)± + }J~;)± = 0, k = 1,2. (4.63) 
Equations (4.62) and (4.63) are the Euler counterparts of Eqs. (3.6) and (3.7), respectively. 
By summing over Eqs. (4.56)-(4.58), and using Eqs. (4.62) and (4.63) with k = 1, one 
concludes that, for any (j, k, n + 1/2) E n1 , 
fr+l/2 = !{ [L:(I)-a + }J(I)-a+ + :r:(I)-a+] n 
],1: 3 11 12 < 13" ;+1/3,1:+1/3 
+ [:r:(I)-a + L:(I)-a+ + }J(I)-a+] n 
21 22 < 23" ;-2/3,1:+1/3 (4.64) 
+ [:r:(I)-a + :r:(I)-a+ + :r:(I)-a+] n }. 
31 32 < 33" ;+1/3,1:-2/3 
As a result, aj,tl/2 can be evaluated in terms of the marching variables at the nth time 
level. Similarly, by summing over Eqs. (4.59)-(4.61), and using Eqs. (4.62) and (4.63) with 
k = 2, one concludes that, for any (j, k, n + 1) E n2 , 
-on+l _ ! { [:r:(2)- - + }J(2)- -+ + :r:(2)- ... +] n"!"I/2 c--- • _ .. 
'U;,I: - 3 n 'U 12 'U< 13 'U" ;"--1/3,1:-1/3·· 
+ [}J(2)-a + :r:(2)-a+ + :r:(2)-a+] n+l/2 
21 22 < 23" ;+2/3,1:-1/3 (4.65) 
+ [}J(2)-a + :r:(2)- it+ + :r:(2)- it+] n+l/2 }. 
31 32 < 33" ;-1/3,1:+2/3 
As a result, itj,tl can be evaluated in terms of the marching ~ablesat theJn +_l./2)th 
time level. 
For any (j,k,n + 1/2) E Ot, the matrices (:r:~~+)iJl/2, m,i = 1)2,3, are functions 
of iti,11/ 2 • Thus they are also functions of the marching variables a.t.the nth time level. 
Assuming the existence of the inverse of each of the matrices (}J~~+)i,11/2, m = 1,2,3, 
one can define 
§(1) de! [(:r:(I)+) n+l/2] -1 [L:(I)- it + }J(I)-it+ + :r:(I)- it+] n (4.66) 
1 11 ;,1: 11 12 < 13" ;+1/3,1:+1/3' 
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5 
i ; 
I , 
§(1) de! [(E(I)+) n+I/2j-l [E(I)- it + E(I)- it+ + E(I)- it+] n , (4.67) 
2 21 j,k 21 22 ~ 23 11 j-2/3,k+l/3 
and 
S(I) de! [(E(I)+) n+l/2j-l [E(I)- it + E(I)-a+ + E(I)-a+] n (4.68) 
3 31 j,k 31 32 ~ 33 11 j+l/3,k-2/3' 
where the inverse of a matrix A is denoted by [A]-I. As a result of their definitions, SP), 
.e = 1,2,3, can be evaluated using the marching variables at the nth time level. 
For any (j, k, n + 1) E O2, the matrices (E~~+)j,tl, m,.e = 1,2,3, are functions of 
iIj,tl. Thus they are also functions of the marching variables at the (n + 1/2)th time level. 
Assuming the existence of the inverse of each of the matrices (E~~+)j,tl, m = 1,2,3, one 
can define 
8(2) de! [(E(2)+) n+lj-l [E(2)- it + E(2)-a+ + E(2)-a+] n+l/2 , (4.69) 
1 11 j,k 11 12 ~ 13 11 j-l/3,k-l/3 
S(2) de! [(E(2)+) n+lj-l [E(2)- 71 + E(2)-a+ + E(2)-a+] n+l/2 , (4.70) 
2 21 j,k 21 22 ~ 23 11 j+2/3,k-l/3 
and 
§,(2) de! [(E(2)+) n+lj-l [E(2)-71 + E(2)-71+ + E(2)-a+] n+l/2 . 
3 31 j,k 31 32 ~ 33 11 j-l/3,k+2/3 (4.71) 
As a result of their definitions, S?), .e = 1,2,3, can be evaluated using the marching 
variables at the (n + 1/2)th time level. 
Using Eqs. (4.38), (4.41), (4.44), (4.47), (4.50), (4.53), and (4.66)-(4.71), Eqs. (4.64) 
and (4.65) can be recast as 
Uj,tl/2 = ~ [(I - F~+ - F11+);';1/2 SP) + (I + F~+);';1/2 S?) + (I + F11+)7,!1/2 SP)] , 
(4.72) 
and 
~+l = ! [(I + F~+ + F11+)~+1 5(2) + (I _ F~+)~+I §(2) + (I _ F11+)~+1 S(2)] ],k 3 },k 1 },k 2 },k 3 , 
(4.73) 
respectively. Equations (4.72) and (4.73) are the Euler counterparts of Eqs. (2.67) and 
(2.70), respectively. 
Furthermore, Eqs. (4.38)-(4.55) imply that: 
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(a) At any (j, k, n + 1/2) E n1, we have 
[Eg>+] -1 E~;)± = ± (I + FC+) , (4.74) 
(4.75) 
(4.76) 
(4.77) 
(4.78) 
and 
[E~~>+] -1 E~~)± = =f (21 - F'1+). (4.79) 
(b) At any (j, k,n + 1) E n2 , we have 
(4.80) 
[Eg>+] -1 Eg)± = =f (I - F'1+) , (4.81) 
-
~~-
~ ~ 
[E~i>+] -1 E~;)± = ± (21 + FC+) , (4.82) ~ 
[E~;>+] -1 E~;)± = =f (I - F'1+) , (4.83) 
[E~i>+] -1 E~;)± = =f (I - p(+) , (4.84) 
and -
[E~;>+] -1 E~~± = ± (21 + F'1+) . = (4.85) -
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By using Eqs. (4.74)-(4.85), Eqs. (4.56)-(4.61) imply that 
(4.86) 
(4.87) 
[a + (I + FC+) at - (21 - F71+) a:] ~:1/2 = §P), 
), 
(4.88) 
[a- (I - FC+) at - (I _ F71+) a:] ~:1 = §?), 
), 
( 4.89) 
[11 + (21 + FC+) iIt - (I - F71+) a:] ~:1 = §P), 
J, 
(4.90) 
(4.91) 
where (j,k,n + 1/2) E 0 1 is assumed in Eqs. (4.86)-(4.88), while (j,k,n + 1) E O2 is 
d · E ( ) () (1) (1) (1) (2) (2) d (2) d h assume In qs. 4.89 - 4.91. Because 81 ,82 , 83 ,81 ,82 , an 83 , enote t e 
expressions on the right sides of Eqs. (2.60)-(2.65), respectively, a comparison between 
these equations and Eqs. (4.86)-(4.91) reveals that the latter are the Euler counterparts 
of the former, respectively. 
Note that, by multiplying Eqs. (4.86)-(4.88) from left with (I - FC+ - F71+);,11/ 2, 
(I+FC+)j,11/ 2, and (I+F71+)j,tl/2, respectively, and summing over the resulting equations, 
one can obtain Eq. (4.72). Similarly, one can obtain Eq. (4.73) from Eqs. (4.89)-(4.91). 
Moreover, (i) Eqs. (4.86)-(4.88) also imply that 
and ( _+)n+l/2 = ! (S-(I) _ S-(I») u 71 . k 3 1 3' ), (4.92) 
where (j,k,n+ 1/2) E 0 1 ; and (li) Eqs. (4.89)-(4.91) also imply that 
and ( _+)n+l = ! (S-(2) _ S-(2») u 71 . k 3 3 l' ), (4.93) 
where (j, k, n + 1) E O2 , By using the above results, and directly substituting Eqs. (4.72), 
(4.73), (4.92), and (4.93) into Eqs. (4.86)-(4.91), one concludes that: (i) Eqs. (4.72) and 
(4.92) are equivalent_ to Eqs. (4.86)-(4.88); and (ii) Eqs. (4.73) and (4.93) are equivalent 
to Eqs. (4.89)-(4.91). 
With the above preparations, an Euler sOlver can now be defined. It consists of two 
marching steps. The first is formed by Eqs. (4.64) and (4.92), while the second is formed 
by Eqs. (4.65) and (4.93). As explained earlier, Sl(k), k = 1,2, and £. = 1,2,3, become 
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known after tt;,t1/ 2 and i1j,t1 are evaluated using Eqs. (4.64) and (4.65), respectively. This 
Euler solver has a two-way marching nature similar to that of the a scheme. As a result, it 
must be neutrally stable, (i.e., no numerical diffusion) if it is stable. Because it is reversible 
in time, this solver cannot model a physical problem that is irreversible in time, e.g., an 
inviscid flow problem involving shocks. Hereafter, this new Euler solver will be referred to 
as the Euler a scheme. 
At this juncture, note that the Euler a scheme is greatly simplified by the fact that 
u;,t 1/2 and i1'J,t 1, respectively, can be directly evaluated in terms of the marching variables 
at the nth and (n + 1/2)th time levels (see Eqs. (4.64) and (4.65». As a result, the 
matrices (E(1)+)',l+1/2 and (E(2)+)~+1 which are nonlinear functions of iJ',lH/2 and ~+l 
ml J,k ml J,k' J,k J,k , 
respectively, can be evaluated easily. In other words, nonlinearity of the above matrix 
functions does not cause a particular problem for the Euler a scheme. 
To explain how Eqs. (4.64) and (4.65) arise, note that 
1 h~. ds= 0, 
lS(CE(1)(i,k,n+l/2» 
(j, k, n + 1/2) E f!b (4.94) 
and 
1 h:". ds= O. 
ls( C E( 2) (j,k, n+ 1» (4.95) 
respectively, are the direct results of Eqs. (4.32) and (4.33), the basic assumptions of the 
Euler a scheme. According to Eq. (3.2), CE(l)(j, k, n + 1/2) is the hexagonal cylinder 
A' B'G' D' E' F' ABGDEF depicted in Fig. 5(a). Except for the top face A' B'G' D' E' F', 
the other boundaries of this cylinder are the subsets of three solution elements at the 
nth time level. Thus, for any m = 1,2,3,4, the flux of h:n leaving C E(l) (j, k, n + 1/2) 
through all the boundaries except the top face can be evaluated in terms of the marching 
variables at the nth time level. On the other hand, because the toPJace is a subset of 
SE(j, k, n + 1/2), the flux leaving there is a function of the marching variables aSsociated 
with SE(j, k, n + 1/2). Furthermore, because the outwardn9:t'IIlal to the top fa&e has no 
spatial component, Eq. (4.29) implies that the total:flux of h:" leaving CE(l)(j, k, n + 1/2) 
through the top face is the surface integration of u:n over the top face. Because tbe center 
of SE(j, k, n + 1/2) coincides witb tbe center of tbe top face, it is easy to see that the 
first-order terms in Eqs. (4.19) do not contribute to the total:flux leaving the top face. It 
follows that the total flux leaving the top face is a function of (um )j,tl/2 only. As a result 
of the above considerations, itJ.t1/2 can be determined in terms of the marching variables 
at the nth time level by using Eq. (4.94) only. Similarly, i1j,t 1 can be determined in terms 
of the marching variables at the (n+ 1/2)th time level by using Eq. (4.95) only. Eqs. (4.64) 
and (4.65) are the d.i.~ect results of Eqs. (4.94) and (4.95), respectively. 
In an extension currently under development, the mesh used is not uniform lnS~e-; 
As a result, point G' depicted in Fig. 5(a) generally is not the center of the top face referred 
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to earlier. To simplify the development, we have moved the center of SE(j, k, n + 1/2) to 
the center of the top face, i.e., away from point G'. 
Next we shall construct the Euler a-€ scheme, i.e., the Euler version of the a-€ scheme. 
For this scheme, we shall use the CEs defined in Eqs. (3.2) and (3.3), i.e., Eqs. (4.94) and 
(4.95) will be assumed. Thus Eqs. (4.64) and (4.65) will also be part of the Euler a-€ 
scheme. In the following, we shall describe the rest of the Euler a-€ scheme. 
As a result of their definitions, evaluation of §P') involves the inversion of the 4 x 4 
matrices (E~~+) ~+1/2, and (E~~+) ~+1, m = 1,2,3. To simplify computation, we shall 
1,k 1,k 
assume that 
( (lH) n+1/2 (IH) n Ell j,k = Ell j+l/3,k+1/3 ' (j, k, n + 1/2) E 01, (4.96) 
( (lH) n+1/2 (lH) n E21 0 k = E21 0 -2/3 k+1/3 ' 
" " 
(j, k, n + 1/2) E 0 1, (4.97) 
( (lH)ft+1/2 (lH)n E31 j,k = E31 j+1/3,k-2/3 ' (j, k, n + 1/2) E O}, (4.98) 
( (2H)n+l _ ( (2H)n+1/2 Ell j,k - Ell j-1/3,k-1/3 ' (4.99) 
( (2H)n+1 _ ( (2H)n+1/2 E21 0 k - E21 0+2/3 k-1/3 ' 
1, " 
(j,k,n + 1) E O2 , (4.100) 
and 
( (2H) n+1 _ ( (2H) n+1/2 E31 j,k - E31 j-1/3,k+2/3 ' (j, k, n + 1) E O2 • ( 4.101) 
By using Eqs. (4.38), (4.41), (4.44), (4.47), (4.50), (4.53), (4.74)-(4.85), and (4.96)-(4.101), 
Eqs. (4.66)-(4.71) imply that (i) 
8(1) = ;(1) def [u- (I + F'+) u+ _ (I + F'I+) u+] n , 
1 1 , 'I j+l/3,k+1/3 (4.102) 
8(1) = ;(1) def [u + (21 _ F'+).a+ _ (I + F'I+) u+] n , 
2 2 ''  j-2/3,k+1/3 (4.103) 
and 
8(1) = ;(1) def [u- (I + F'+) a+ + (21 _ F'I+) u+] n , 
3 3 , 'I j+1/3,k-2/3 ( 4.104) 
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where (j, k, n + 1/2) E fl 1 ; and (ii) 
8(2) = ;(2) def [it + (I _ FC+) t1+ + (I _ F,,~-)~~-]-~i{fi - -.~ , 
1 1 C " j-1/3,k-1/3 
(4.105) 
5(2) = g(2) def [it _ (21 + FC+) t7+ + (I _ F"+) t7+] n+1/2 , 
2 2 C  j+2/3,k-1/3 
(4.106) 
and 
(4.107) 
where (j,k,n+1) E O2 , Note that it), k = 1,2, and f = 1,2,3, respectively, are 
structually similar to s~k), k = 1,2, and f = 1,2,3, which were defined in Sec. 2. 
Equation (4.92) coupled with Eqs. (4.102)-(4.104) implies that 
(it+) n+1/2 = (t70+) n+1/2 C"k C"k' J, J, and (4.108) 
where (j, k, n + 1/2) E flt, and 
( "'0+) n+1/2 d.,!f !. ( __ (I) __ (1») Uc;. - Sl S2 , 
J'k 3 
and 
( ) 
n+1/2 n+1/2 
Note that: (i) As a result of Eqs. (4.102)-(4.104) and (4.109), t7,+. and (t7;+) " k 
J,k J, 
can be evaluated in terms of the marching variables at the nth time level; and (ii) 
Eq. (4.109) is the Euler version of Eq. (3.20). 
Similarly, Eq. (4.93) coupled with Eqs. (4.105)-(4.107) impli~ that 
( t7+) n+1 = (t70+) n+1 C'k C;"k ' J, J, and (
_+)n+1 = (_0+)n+1 
u" " k u". k ' J, ), (4.110) 
where (j, k, n + 1) E O2 , and 
( ... 0+)n+1 ~f 1 (_(2) ::0(2») Uc " - -3 s2 - Sl , J,k and (4.111) 
Note that: (i) As a result of Eqs. (4.105)-(4.107) and (4.111), (it,+)~+l and (t7;+)~:1 ),k J, 
ean be evaluated in terms of the marching variables at the (n + 1/2)th time level; and (ii) 
Eq. (4.111) is the Euler version of Eq. (3.36). 
Furthermore, for any (j, k, n) E il, let (itt),l,k denote the column matrix formed by 
(umt)j,k 1 m = 1,2,3,4. Then Eq. (4.31) coupled with Eq. (B.5) implies that 
(4.112) 
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With the aid ofEq. (4.112), we shall carry out a development parallel to an earlier one that 
involves Eqs. (3.8)-(3.48). As will be shown, equations obtained in the new development 
are essentially the "images" of Eqs. (3.8)-(3.48) under the following mapping: 
and 
U -+ iI, U
' 
-+ iI' , 
I -I U" -+ U", 
v -+ F"+ 
" , 
+ -+ u" -+ U" , 
and U
'
+ -+ U-
'
+ 
" " . 
To proceed, for any (j, k, n + 1/2) E OJ, let 
( )
n 
_I n+l/2 deC _ .o.t _ 
U j+l/3,k+l/3 = U + 2Ut , j+l/3,k+l/3 
( )
n 
_I n+l/2 del _ .o.t _ 
Uj - 2/3,k+1/3 = U + 2Ut , 
;-2/3,k+l/3 
_I n+l/2 deC (_ .o.t .... ) n 
Uj+1/3,k-2/3 = U + 2Ut • 
;+1/3,k-2/3 
With the aid of Eq. (4.112), Eqs. (4.114)-(4.116) imply that 
_In+l/2 _ [ .... _ 2 (FC+ .... + + F"+ _+)] n 
Uj+1/3,k+l/3 - U Uc U" ;+1/3,k+l/3 ' 
[ ( )]
n 
_, n+1/2 _ ,+ _+ ,,+ _+ 
U '-2/3 k+l/3 = U - 2 F UI" + F u" , J , .. ;-2/3,k+l/3 
and 
_I n+l/2 _ [- _ 2 (FC+ -+ + F"+ _+)] n 
Uj+1/3,k-2/3 - U U, U" ;+1/3,k-2/3 . 
(4.113) 
(4.114) 
(4.115) 
(4.116) 
(4.117) 
( 4.118) 
(4.119) 
For each m = 1,2,3,4, the earlier geometric argument involving Fig. lO(a) can be re-
d h . h In+l/2 In+l/2 d In+l/2 . F' 10() b . 1 d peate ere WIt Uj+1/3,k+l/3' uj - 2/3,k+1/3' an U;+l/3,k-2/3'1O Ig. a e10g rep ace 
b h h f _I n+l/2 .... 1 n+l/2 d .... 1 n+l/2 t' I Thi y t e m-t components 0 u;+1/3,k+1/3' u;-2/3,k+l/3 an u;+1/3,k-2/3' respec lve y. s 
new argument leads to the definitions: 
( _,)n+l/2deC (_In+l/2 _In+l/2)/ ~ U, j,k - u j +1/3,k+1/3 - u;-2/3,k+l/3 .o.~, (4.120) 
( _I)n+l/2deC (_In+l/2 _In+l/2)/ U" ;,k = Uj +1/3,k+l/3 - uj+l/3,k-2/3 .0..", ( 4.121) 
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and 
( _,+)n+1/2 def a'(_,)n+l/2 Uc; ;,1: - 6 Uc; i,1: , and ( _,+)n+1/2 def a'7(_,)n+l/2 U'1 i,1: - 6 U'1 i,k . (4.122) 
Equations (4.120)-(4.122) are the Euler versions of Eqs. C3.16), (3.17) and (3.19), respec-
tively. 
Next we introduce the Euler versions of Eqs. (3.21) and (3.22), i.e., 
Cd :ff)n+l/2 def 2 [c_,+)n+l/2 _ (_o+)n+l/2] U,. , I: - c U,. , I: U,. , 
.. ), .. ), .. i,k (j,k,n + 1/2) E ill, (4.123) 
and 
(d:t+)~+1/2 def 2 [( ""+)~+1/2 _ (_o+)n+l/2] U'1 ),1: U'1 ),k U'1 ;,k ' (j, k, n + 1/2) E nl . ( 4.124) 
Then, with the aid of Eqs. (4.102)-(4.104), (4.109) and (4.117)-(4.122), one has 
(du+t+1/2 - ! [(11 + 411+ - 211+)n - (it- 2i1+ - 2u+)n 1 
< ),k - 3 C; '1 ;-2/3,10+1/3 c;" i+l/3,k+1/3 ' 
(4.125) 
and 
(d :ff)n+1/2 1 [(- 2-+ + 4-+) n (- 2-+ 2-+) n 1 u' =- u- u U - u- u - u 
" ),k 3 <" ;+1/3,k-2/3 <" ;+1/3,10+1/3 . 
(4.126) 
Thus both (dat) i,t 1/2 and (dit;n;,t 1/2 are functions of the marching variables at the nth 
time level. 
Similarly, for any (j, k, n + IrE O2, let 
( )
n+l/2 
-'n+l def... at_ 
Ui - l / 3,k-l/3 = U + '2Ut.. , i-1/3,k-l/3 
(4.121) 
( )
n+l/2 
-In+l def _ at _ 
U i+2/ 3,k-l/3 = U + '2Ut , j+2/3,k-l/3 
(4.128) 
and 
-In+l def (_ at _ )n+1/2 
U j - l / 3,k+2/3 = U + '2Ut • 
i-l/3,k+2/3 
(4.129) 
With the aid of Eq. (4.112), Eqs. (4.127)-(4.128) imply that 
[ ( )] 
n+l/2 
-I n+l - c;+ -+ ,,+ -+ 
u)'_1/3 k-1/3 = U - 2 F u, + F u", , 
, )-1/3,1:-1/3 (4.130) 
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I 
I 
! 
-'n+1 - - _ 2 F'+-+ + F'I+-+ [( )] 
n+1/2 
ui+2/3,1e-1/3 - u U, u'l i+2/3,1e-1/3 ' 
( 4.131) 
and 
(4.132) 
The Euler versions of Eqs. (3.33)-(3.35), (3.37), and (3.38) are 
( -,)n+1 de! (-,n+1 -'n+1 ) / ,.. U, i,1e = Ui+2/3,1e-1/3 - Ui - 1/3,1e-1/3 a':" (4.133) 
(4.134) 
and (4.135) 
(dU+)~+1 de! 2 [(it'+)~+1 - (u- o+) n+1] , (. k + 1) E n , },Ie ,},Ie ,. L ), ,n 2, 
},I/O 
(4.136) 
and (d ::t+)~+1 def 2 [( -'+)~+1 _ (-0+) n+1] U'I },k U'1 },Ie U'1 i,k ' (4.137) 
Combining Eqs. (4.105)-(4.107), and (4.130)-(4.137), one has 
(dU+)~+1 = ! [(it + 2it+ + 2it+) n+1/2 - (it- 4it+ + 2it+) n+1/2 1, (4.138) 
,},Ie 3 ' '1 i-l / 3 ,Ie-l/3 ,'1 i+2/3,k-1/3 
and 
(dU+)~+l = ! [(it + 2it+ + 2it+)n+l/2 - (it + 2it+ - 4it+)n+l/2 1 (4.139) 
'1 },Ie 3 ' '1 i-l/3,Ie-l/3 ,'1 i-l/3,1e+2/3 . 
Thus both (dut);'!l and (dit;n;'!1 are functions of the marching variables at the (n+ 1/2)th 
time level. 
The Euler a-€ scheme can now be stated using the above definitions. It consists of 
two marching steps. The first is formed by Eq. (4.64), . 
( ) n+1/2 ( ) n+1/2 / -+ _ -0+ + (d::t+)n+l 2 u,. - U,. € U, j,k , J,k },k (4.140) 
and 
( _+)n+1/2 = (_0+)n+l/2 + (d::t+)~+1/2 U'I . Ie U'1. Ie € U'1 J Ie , ), }, , (4.141) 
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where (j, k, n + 1/2) E O}, and € is an adjustable parameter. It was explained earlier 
that the expressions on the right sides of Eqs. (4.140) and (4.141) are functions of the 
marching variables at the nth time level. Moreover, according to Eqs. (4.123) and (4.124), 
Eqs. (4.140) and (4.141) can also be expressed as 
(tIt) ;:1/2 = (tIt)i.t1/2 + (€ -1/2)(dut)j,t1/2, (4.142) 
and 
( .... +)n+1/2 _ ( .... ,+)~+1./2 + ( _1/2)(d:1+)~H/2 u" j,k - u" J,k.. _ ..€ . u" J,k , (4.143) 
respectively. 
The second marching step is formed by Eq. (4.65), 
( 4.144) 
and 
( .... +)n+1 = (_0+)n+1 + (d:1+)~H u" . k u'1. k € u'1 J k , J, J, , (4.145) 
where (j, k, n + 1) E O2 • It was explained earlier that the expressions on the right sides of 
Eqs. (4.144) and (4.145) are functions of the marching variables at the (n + 1/2)th time 
level. Furthermore, according to Eqs. (4.136) and (4.137), Eqs. (4.144) and (4.145) can 
also be expressed as 
(4.146) 
and 
(tI+)~+l = (tI'+)~+l + (€ _ 1/2)(dU+)~+1 
"J,k "J,k " J,k , (4.147) 
respectively. 
Note that, because oftbe assumptions made in Eqs. (4.96)-(4.101), tbe Euler a scbeme 
is not tbe special case of tbe Euler a-€ scbeme witb € = o. 
Finally we shall construct the weighted-average Euler a-€ scheme, i.e., the Euler version 
of the weighted-average a-€ scheme. The development follows a line of argument similar 
to that used in the construction of the weighted-average a-€ scheme. Thus only the key 
definitions will be given. 
For any (j,k,n + 1/2) E 01, the Euler versions of Eqs. (3.56)-(3.66), (3.69)-(3.74), 
and (3.80) are 
.... del .... ' n+1/2 -on+1/2 
Xl = Uj + 1/ 3,k+1/3 - Uj,k , (4.148) 
.... del .... , n+1/2 -on+1/2 
X2 = Uj - 2/ 3 ,k+1/3 - Uj,k , (4.149) 
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_ def _I n+l/2 -n+l/2 
X3 = Ui +l / 3,k-2/3 - Ui,k , (4.150) 
( _(1»)n+l/2 def -(2 -+ + -+ )/ '" I' U,. 0 k - X2 X3 Q':" 
.. J, ( 4.151) 
(4.152) 
( -+(2»)n+l/2 def (2- + - )/"'1' U, i,k - Xl X3 ~':" (4.153) 
( _(2»)n+l/2 def (-+ _ -+ )/"'1 U 0 L - Xl X3 Q, 
'1 ],Ifi (4.154) 
( _(3) )n+l/2 def (- _ -+ )/ '" I' U, i,k - Xl X2 ~':" ( 4.155) 
(4.156) 
(U(l»)~+1/2 def (i1(l»)~+1/2 a( + (i1(l)r+l/2 81] , 
:r; J,k , J,k ax '1 J,k ax l = 1,2,3, (4.157) 
( -(l»)n+l/2 def (_(l»)n+l/2 a( + (-o(l»)n+1/2 81] U 0 L - U,. 0 L Un 0 La' 
, J,1fi .. J,1fi ay 0, J,1fi Y l = 1,2,3, (4.158) 
( -O(1»)~+1/2 = -~(i + i ) u:r; J,k 2w 2 3, (4.159) 
( -(1»)n+1/2 _ (3b + w)i2 + (3b - W)i3 U, i,k - 2wh ' (4.160) 
( ",(2) )n+1/2 _ 3i1 U:r; i,k - 2w' (4.161) 
( "'(2»)n+1/2 _ (3b + W)i1 + 2wi3 U, i,k - - 2wh ' (4.162) 
( -0(3) )n+1/2 _ 3i1 
U:r; i,k - 2w' (4.163) 
( _(3»)n+l/2 _ (W - 3b)i1 + 2wi2 U, j,k - 2wh ' ( 4.164) 
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and 
( .... (tH)n+l/2 ~ £).(c .... (t»n+l/2 u... . k - - U... . L , 
..), 6" ), .. d C .... (tH)n+l/2 def £).'1]C .... (t»n+l/2 an U'1 j,k - 6" U'1 j,k , (4.165) 
respectively. 
Let the mth components of the 4 x 1 column matrices (t1?H);,t1/2, Ct1JtH)j,tl/2, 
( .... (t»n+l/2 d ( .... (t»n+l/2 b d t d b ( (tH )n+l/2 ( (t)+)n+l/2 ( (t) )n+l/2 d U x j,k ,an Uy j,k , e eno e y u m ( j,k ,Um " j,k , umx j,k , an 
(U~~);'11/2, respectively. Then, for m = 1,2,3,4, and t = 1,2,3, the Euler versions of 
Eqs. (3.79), (3.85), and (3.86) are 
(4.166) 
otherwise, 
( 4.167) 
and 
otherwise, 
(4.168) 
respectively. Here (i) a > 0, and (ii) e~ syml>ol in the last two equations is associated 
with the mesh point (j, k, n + 1/2). . 
Next we c()nsider the case with (j, k, n + 1) E 02. The Euler versions of Eqs. (3.90)-
(3.106) are 
.... def .... , n+l -m+l 
Yl = Uj - 1/ 3,k-l/3 - Uj,k , (4.169) 
.... def .... , n+l ,.,.,.+1 
Y2 = Uj+2/ 3,k-l/3 - Uj,k , (4.170) 
.... def .... , n+l ,.,.,.+1 
Y3 = Uj - 1/ 3,k+2/3 - Uj,k (4.171) 
( .... (I»n+l def (2 .... + .... )/ ,.. U( i,k - Y2 Y3 £).~, (4.172) 
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("'(I)t+ 1 def ( ... +2"')/ U" j,k - Y2 Y3 ~7}, (4.173) 
( ... (2)t+ 1 def -(2'" + ... )/ ( Uc; j,k - Yl Y3 ~, (4.174) 
("'(2»)"+1 def (... ... )/ 
U" j,k - Y3 - Yl ~7}, (4.175) 
( ... (3»)n+l def ( ... _ ... )/ ( 
Uc; j,k - Y2 Yl ~, (4.176) 
and 
("'(3)t+ 1 def (2'" + ... )/ U" j,k - - Yl Y2 A7}, (4.177) 
(t1(l»)'~+1 del (t7(t)t+1 a( + (t7(t)r+1 ar, 
~ ],k C; ],k ax ,,],k ax' £ = 1,2,3, (4.178) 
( ... (t)t+1 del ( .... (t»)"+1 a( + ( ... (t»)"+1 ar, U . Ie - Uc; . Ie u· k , 11 ], ], ay "], ay £=1,2,3, (4.179) 
( ... (1»)"+1 3( ........ ) u~ j,k = 2w Y2 + Y3 , (4.180) 
( "'(I»)n+1 _ (3b + w)Yi + (3b - W)Y3 u, j,k - - 2wh ' (4.181) 
(4.182) 
( "'(2»)n+1 _ (3b + W)Yl + 2wya u, j,k - 2wh ' (4.183) 
( "'(3»)n+1 __ 3Yl u~ j,k - 2w' (4.184) 
and 
( "'(3»)n+1 __ (w - 3b)Yl + 2wY2 
u y j,k - 2wh ' (4.185) 
respectively. Moreover, with the understanding that all symbols are associated with the 
mesh point (j,k,n+ 1) E !l2, Eqs. (4.165)-{4.168) remain valid for the current case. 
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The weighted-average Euler a-€ scheme can now be stated. It consists of two marching 
steps. The first is formed by Eq. (4.64), 
( ilf)n+l/2 = (u,!D+t11/2 + (€ -1/2)(dutt11/2, 
.. i,k ..], .. ], (4.186) 
and 
( ~+)n+l/2 = (~w+)~H/2 + ( _ 1/2)(d::O+)~+1/2 u" i,k u" ],k €c .. U" ],k , (4.187) 
where (j, k,n + 1/2) E 0 1 . The second is formed by Eq. (4.65), 
( )
n+l 
u+ = (ilW+)~H + (€ -1/2)(dU+)~+1 ( . k (],k ( ],k , 
], 
(4.188) 
and 
(il+)~+1 = (i1W+)~+1 + (€ _ 1/2)(dU+)~+1 
"],k ,,],k " ],k , (4.189) 
where (j, k, n + 1) E n2 • 
Because (i) a fractional power is costly to evaluate, and (ii) evaluation of (Omit does 
not involve a fractional power if a is an even integer, the weighted-average Euler a-€ scheme 
is more computationally efficient if a is an even integer. 
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5. Stability Analysis 
The stability of the a, the a-p., and the a-€ schemes will be studied using the von 
Neumann analysis. For all (j, k, n) E n, let 
(5.1) 
where ?*(n, 8" 8'1) is a 3 x 1 column matrix. Substituting Eq. (5.1) into Eqs. (2.84) and 
(2.85), one obtains 
?*(n + m -1/2,8,,8'1) = [M(1)(8"8")M(2)(8,, 8,,)] m ?*(n -1/2,8,,8,,), (5.2) 
and 
f*(n + m, 8,,8,,) = [M(2)(8" 8'1)M(1)(8" 8,,)] m q*(n, 8" 8,,), (5.3) 
respectively. Here (i) n = 0, ±1, ±2, ... j (ii) m = 0,1,2, ... j and (iii) 
(5.4) 
and 
M(2)(8,,8,,) del Q~2)e-(i/3)(8c+8,,) + Q~2)e-(i/3)(-28,+8,,) + Q;2)e-(i/3)(8c-28,,). (5.5) 
Note that Eqs. (2.84) and (2.85) are valid for the above three schemes if Q~k), k = 1,2, 
and f. = 1,2,3, are defined using (i) Eq. (2.80) for the a scheme, (ii) Eq. (2.107) for the 
a-p. scheme, and (iii) Eqs. (3.50)-(3.55) for the a-€ scheme. Equation (5.2) implies that 
the amplification matrix among the half-integer time levels is M(1)(8" 8")M(2)(8,, 8,,)j 
while Eq. (5.3) implies that the amp1i:6.cation matrix among the whole-integer time levels 
is M(2)(8"8")M(1)(8,, 8,,). 
According to a theorem given in Appendix C, the above two amplification matrices 
have the same eigenvalues. These eigenvalues may be referred to as the amp1i:6.cation 
factors. The amplification factors are functions of phase angles 8, and 8". In addition, 
they are functions of a set of coefficients which are dependent on the physical properties 
and the mesh parameters. These coefficients are (i) v, and v'l for the a scheme; (ii) v" 
v", and € for the a-€ scheme; and (iii) v" v'l' e" e", and er for the a-p. scheme. Let Ab 
A2, and A3 denote the amplification factors. In the present paper, a scheme is said to be 
stable in a domain of the above coefficients if, for all coefficients belonging to this domain, 
and all 8, and 8" with -1r < 8"8,, < 1r, 
and (5.6) 
Consider the a scheme. By using its two-way marching nature (see Fig. 12), it is 
shown in Appendix C that, for any given v" v'l' 8" and 8'1' 
(5.7) 
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It follows from Eqs. (5.6) and (5.7) that the a scheme must be neutrally stable, i.e., 
IAlLJ~21 JA!L~)l ~,,-.~ :'!~"":~ ~~(_,8'L -Sc7r,~_ (5.8) 
if it is stable. In other words, the a scheme is free of numerical diffusion [5, p.18) if it is 
stable. Moreover, a systematic numerical evaluation of AI, A2, and A3, fordiffer~~t values 
of V(, v"' 8(, and 8", has confirmed that the a scheme is indeed neutrally stable in the 
stability domain defined by Eq. (2.110). In theJ()llowing, we shall discuss the meaning of 
this stability domain. -- -- ". . 
Let (j, k, n + 1/2) E fh. According to Eq. (2.84), the marching variables at (j, k, n + 
1/2)- are completely determined by those of seven mesh points at the (n - 1/2)th time 
level. According to Fig. 13(a), one of them, i.e., the mesh point (j, k, n - 1/2), is located 
directly "below" the mesh point (j, k, n + 1/2). The other six are the vertices of a hexagon. 
As a result, in this paper, the interior and boundary of the hexagon shall be considered as 
the numerical domain of dependence of (j, k, n + 1/2) at the (n - 1/2)th thne level. Note 
that the dashed lines depicted in Figs. 13(a) and 13(b) are the spatial projections of the 
boundaries of CEs. 
The a scheme is designed to solve Eq. (3.1). For Eq. (3.1), the value of u is a constant 
along a characteristic line. The characteristic line passing through the mesh point (j, k, n + 
1/2) will intersect a point on the plane t = t n - l / 2 . The latter, referred to as the backward 
characteristic projection of the former at the (n - 1/2)th time level, is the "domain" of 
dependence of the former at the (n-l/2)th time level. It is shown in Appendix C that the 
backward characteristic projection is in the interior of the numerical domain of dependence 
if and only if Eq. (2.110) is satisfied. 
Let (j, k, n + 1) E O2 and consider Fig. 13(b). Using a line of argument similar to 
that presented above, it can be shown that the backward characteristic projectIon of the 
mesh point (j, k, n + 1) at the nth time level is in the interior of the numerical domain of 
dependence at the nth time level if and only if Eq. (2.110) is satisfied. 
At this juncture, note that the concept of characteristics was never used in the design 
of the a scheme. Nevertheless, its stability condition is completely consistent with the 
general requirement that an explicit scheme for Eq. (3.1) is sta.ble~ when the domain of 
dependence of Eq. (3.1) is a subset of the numerical domain of dependence. 
Next we consider the stability of the a-€ scheme. Recall that the I-D a-€ scheme [5] is 
not stable for any Courant number v if € < 0, or € > 1. Similarly, the results of numerical 
experiments indicate that the current a-€ scheme, except for some possible isolated points, 
is not stable in any domain on the v(-v" plane if € < 0 or € > 1. For any € with 0 < € ~ 1, 
the a-€ scheme has a stability domain on the v(-v" plane. The stabilibity domains for 
several values of € were obtained numerically. As shown in Figs. 14( a )-( c), these domains 
(shaded areas) vary only slightly in ~hape and size from that depicted in Fig. 9. They 
become sma.Uer iJ) size as € increases.:~ 
Let AI, A2, and A3 be defined such that 
(5.9) 
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Then Al can be referred to as the principal amplification factor; while A2 and A3 referred 
to as the spurious amplification factors [1]. In general, the principal amplification factor is 
the deciding factor in detennining the accuracy of computation [1]. Particularly, numerical 
solutions may suffer annihilations of sharply different degrees at different locations and 
different frequencies if numerical diffusion associated with Al Varies-greatly with respect 
to 8" 8", v" and v" [5, p.20]. Assuming Eq. (5.6), then (1 - IAtD is a measure of the 
numerical diffusion associated with At, l = 1,2,3 [5, p.18]. For a given €, let D(€) denote 
the stability domain of the a-€ scheme on the vcv" plane. Let 
Xt( €) del max (1 - IAtD, l = 1,2,3; 0 :s; € < 1. (5.10) 
-'lr<'(,'.,~'Ir; (1I(,II.,)eD(€) 
Then, for a given € and each l, (1 -IAtD is bounded uniformly from above by Xt(€). The 
numerically estimated values of Xt( €) are plotted in Fig. 15. From this figure, one con-
cludes that the numerical diffusion, particularly that associated with AI, can be bounded 
uniformly from above by an arbitrary small number by choosing an € small enough. Note 
that this property is also shared by the 1-D a-€ scheme (see Eq. (3.19) in [5]). Moreover, 
the results shown in Fig. 15 indicate that X2(€) and X3(€) are much larger than XI(€) in 
the range of 0 < € < 0.5. Thus, in this range, the spurious part of a numerical solution is 
annihilated much faster than the principal part. Also it is seen that the numerical diffusion 
associated with the principal solution, measured by XI(€), increases with € in the range of 
o < € :s; 0.7. 
Finally we discuss the stability of the a-p. scheme. Note that this scheme is not defined 
if ~ (1) = 0 or ~ (2) = O. One form of ~ (1) and ~ (2) is given in Eqs. (2.86) and (2.87). Another 
form is given in Eqs. (A.15) and (A.16). Let p. = o. Then ~(I) = 0 or ~(2) = 0 occurs 
only on the six straight lines on the v,-v" plane which are depicted in Fig. 16. The shaded 
area depicted in the same figure is the region that satisfies Eq. (2.88). It was explained in 
Sec. 2 that the curves of singularity on which ~ (1) = 0 or ~ (2) = 0 cannot enter the shaded 
region if p. > o. In general, for a given set of e, > 0, eFt > 0 and er > 0, the v,-v" plane 
can be divided into two regions by the curves of singularity. The "inside" region RI is the 
maximal connected open set on the v,-v" plane that contains (i) the shaded area depicted 
in Fig. 16, and (ii) no point at which ~ (1) = 0, or ~ (2) = o. The "outside" region R2 is the 
rest of the v,-v" plane. 
For the a-p. scheme, At, l = 1,2,3, are functions of the phase angles 8, and 8", and 
the coefficients v" v", e" eFt, and er. For a given set of e" eFt, and eFt, the stability domain 
on the v,-v" plane generally covers part of RI and part of R2 • In the following discussion, 
only the stability domains in Rl are considered. 
For the special case with ~, = ~." = ~T, e" eFt, and er share a common value, saye· 
The stability domains (shaded areas) for e = 10-5 , e = 10-3 , and e = 0.1 are plotted in 
Figs. 17( a)-( c), respectively. 
Next we assume that ~,= ~.". Then e, = eFt. Let a be the angle fonned by the sides 
DB and IfF which are depicted in Figs. 7(a)-(c). Then Eq. (2.32) implies that 
er = 2(1 - cosa)e, (5.11) 
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where e is the common value of e( and e'l' The stability domains for two pairs of (e, a) 
are depicted in Figs. 18( a) and {b t_~ " Jc';-:-'2, ..• -7 ---______~c~'_._ .. __ .~ ___ _ 
From the results shown in Figs. 17 and 18, and the results of other numerical exper..; 
iments, it appears that the a-I-' scheme is unconditionally stable when v( = v" = O. The 
last condition is equivalent to a( = a" = 0 or az = ay = O. 
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6. Numerical Results 
In [8], several numerical solutions of Eqs. (2.1) and (3.1) generated using the a-p. and 
the a-f schemes are compared with the ex:act solutions or the numerical solutions generated 
using traditional methods. These comparisons show that the a-f scheme, which includes 
the a scheme as a special case with f = 0, is an accurate solver for Eq. (3.1). They also 
show that the a-p. scheme can obtain highly accurate solutions of Eq. (2.1) as long as 
the viscosity coefficient p. is not too large. Note that a convection-diffusion probelm is 
fundamentally an initial-value/boundary-value problem. The current explicit a-p. scheme 
obviously cannot model such a problem unless the contribution of the diffusion term is 
small compared to that of the convection term. 
The a-f scheme was also generalized in [8] to solve the 2-D inviscid Burgers' equation. 
In spite of its simplicity, particularly the fact that it does not use (i) any mesh refinement 
technique, and (ii) any moving meshes, this new solver is capable of generating highly 
accurate shock solutions. The shock discontinuities are almost resolved within one mesh 
intervals. 
In this section, accuracy of the weighted-average Euler a-f scheme defined in Sec. 4 will 
be evaluated using a steady-state shock reflection problem [24]. The computation domain 
and the shock locations (AE and EF) are depicted in Fig. 19. The lower boundary is a 
solid wall. Assuming "I = 1.4, the exact Euler solution to this problem is: 
(a) In the region ABE, 
u = 2.9, v = 0., p = 1.0, p = 1.0/1.4. (6.1) 
(b) In the region AEFD, 
u = 2.6193, v = -0.50632, p = 1.7000, p = 1.5282. (6.2) 
(c) In the region ECF, 
u = 2.4015, v = 0., p = 2.6872, p = 2.9340. (6.3) 
Note that the Mach number is equal to (i) 2.9 in the region ABE; (ii) 2.3781 in the region 
AEFD; and (iii) 1.9424 in the region ECF. 
The mesh used in the current numerical calculations is depicted in Fig. 20. Again 
a mesh point E 0 1 is marked by a solid circle; while a mesh point E f22 is marked by 
an open circle. The mesh is a special case of that depicted in Figs. 1-4 with b = O. 
Note that (i) only the mesh points E f22 are present at the inflow boundary, and (ii) the 
mesh parameter w is so chosen that only the mesh points E O2 are present at the outflow 
boundary. Moreover, for simplicity, a mesh point and the corresponding marching variable 
will be identified by the time-level number n, and two new mesh indices r and s which are 
given in Fig. 20 as a pair of integers enclosed in a parenthesis. Note that, for the mesh 
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- .. ~.-------
points E n1 , r = 1,2,3, ... , R, R + 1, and s = 1,2,3, ... , S. On the other hand, for the 
mesh points E fh, r = 1,2,3, ... , R, R + 1, and s = 1,2,3, ... , S,S + 1. Obviously two 
different mesh points at the same time level always have different pairs of r and s. 
In the current numerical calculation, at tp.etiI!!~)evel n = 0, U m , m = 1,2,3,4, at all 
mesh points are calculated using Eq. (6.1). Also we assume that· 
U + - u+ - 0 m' -._m".-=- '. m = 1,2,3,4. (6.4) 
The above initial conditions are also assumed at the inflow boundary for all n = 1,2,3, .... 
At the upper boundary, for all n = 1/2,1,3/2,2, .... ,Eq. (6.4) is_ also assumed. Moreover, 
Um, m = 1,2,3,4, are calculated using Eq. (6.2). ~~;~c~~f~~ _:·~.cO ,-~ .~--
o_~ 
To impose the proper boundary conditions at the lower boundary, note that the solid 
wall boundary conditions at BC (see Fig. 19) are equivalent to the condition that the flow 
field below BC is the mirror image of that above. By ~ing Eq. (4.1) and the fact that 
y = 0 at any point on BC, it can be shown that the last condition implies that 
Um(X, -y) = um(x, y), m = 1,2,4, and U3(X, -y) = -U3(X, y). (6.5) 
lJum(x, -y) 8um(x,y) 
and 8um(x, -y) =-8um(x,y) m = 1,2,4, (6.6) 8x - 8x 8y 8y 
and 
8U3(X, -y) 8U3(X, y) 
and 8U3(X, -y) _ 8u3(x, y) (6.7) 8x =- 8x , 8y 8y 
Consider the mesh depicted in Fig. 20. Then it becomes clear that the numerical analogues 
of Eqs. (6.5)-(6.7) are 
(6.9) 
and 
(6.10) 
respectively. According to Fig. 20, the range of s in Eqs. (6.8)-(6.10) is dependent on 
the time level n. Let (i) S+ de! S + 1, and S- de! S if S is even; and (ii) S+ de! S, 
and S- de! S - 1 if S is odd. Then (i) s = 2,4,6, ... , S- if n = 1/2,3/2, ... , and (ii) 
s = 1,3,5, ... , S+ if n = 1,2, .... Furthermore, by using Eq. (B.4) with b = 0, it can be 
shown that Eqs. (6.9) and (6.10) are eqivalent to 
u+ - u+ ( )
n n 
m' R+l, .. - ( m,,) R, .. ' and ( +)n _ ( + )n um" R+l, .. - um, R, .. ' m = 1,2,4, (6.11) 
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'" 
and ( +)n (+ n + n (+)n Ua, RH,", = - Ua,,) R,", ' and (Ua,,) R+l,", = - Ua, R,",' (6.12) 
respectively. Equations (6.8), (6.11) and (6.12) are the boundary conditions at the lower 
wall (a solid wall) in the current numerical calculations. In other words, the marching 
variables associated with the mesh points below the solid wall will be determined using 
Eqs. (6.8), (6.11), and (6.12). 
Next we discuss the outflow boundary conditions. For any n = 1,2,3, ... , and r = 
1,2,3, ... , R, we assume that 
and 
( ) n ()n-l/2 Urn r,S+l = Urn r,S ' 
(urnx):,S+l = 0, 
m = 1,2,3,4, 
m = 1,2,3,4, 
(6.13) 
(6.14) 
( ) n () n-l/2 ( ) Urny r,S+l = Urny r,S' m = 1,2,3,4. 6.15 
When the time-marching solution reaches its steady-state limit, the above conditions can 
be considered as a result of the requirement that the partial derivatives of the flow variables 
with respect to x are zero at the outflow boundary. By using Eq. (B.4) with b = 0, it can 
be shown that Eqs. (6.14) and (6.15) are equivalent to 
( 
+ ) n _ 1 ( + + ) n-l/2 
urn, r,S+l - 2' urn, - urn" r,S ' m = 1,2,3,4, (6.16) 
and ( +)n _ 1 ( + + ) n-l/2 um" r,S+l - 2' urn" - urn, r 5 ' 
, 
m = 1,2,3,4, (6.17) 
where n = 1,2,3,""", and r = 1,2,3, ... , R. Equations (6.13), (6.16), and (6.17) are 
the outflow boundary conditions in the current numerical calculations. As a result, the 
marching variables at the outflow boundary will be determined using these equations. 
With the aid of the above initial and. boundary conditions~ the marching variables at 
all time levels can be determined using the weighted-averaged Euler a-€ scheme. As an 
example, at any n = 1/2,3/2,."., the marching variables associated with the mesh point 
(2,1) (marked by a solid circle in Fig. 20) can be determined in terms of those associated 
with the mesh points (1,1), (2,1), and (2,2) at the (n -1/2)th time level (marked by open 
circles). As another example, at any n = 1,2,3,."", the marching variables associated 
with the mesh point (1,3) (marked by an open circle) can be determined in terms of 
those associated with the mesh points (1,-2)~(2, 3), and (1,3) at the (n -1/2)th time level 
(marked by solid circles). - -- - .. 
According to Fig. 19, the distance between the inflow and the outflow boundaries is 
4., while the distance between the upper and the lower boupdaries is 1.. On the other 
hand, according to Fig. 20, the above two distances are w . S and 2h "R, respectively. Thus 
4 1 
w = S' and h = 2R' (6.18) 
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Because b = 0, the geometric parameters w, h, and b are determined if Rand S are given. 
In addition to the initial conditions, the boundary conditions, and the integers R and 
S, the other input parameters for the current numerical calculations are €, a, At, and a 
positive integer nt. Here we assume that the time marching ends at the ntth time level, 
• de! - _. __ . 
I.e., at t = T = nt . At; __ 
It is shown in Appendix D that, for any Euler solver constructedi~ S~~. -4, -a-Iocal-
CFL number lie associated with any mesh point (j,k,n) En can be defined in terms of 
ti, v, C, w, h and At. Here ti, v, and c are the x-velocity, the y-velocity, and the sonic 
speed at the mesh point, respectively. Two global C F L numbers are cOJlsidered in the 
current calculations. The first, denoted by lIem3 , is the maximum of lie with respect to the 
steady-state solution given in Eqs. (6.1)-(6.3). The second, denoted by lIem' is the largest 
value of lie ever reached at any mesh point (j, k, n) E 0, where n = 0,1/2,2,3/2,2, ... ,nt. 
Excluding the initial and the boundary conditions, lIem3 is dependent on R, S, and At 
only. On the other hand, lIem is a function of R, S, At, nt, €, and a. According to a series 
of numerical experiments, the value of a plays only a minor role on the stability of the 
weighted-average Euler a-€ scheme. Generally the scheme is stable if 
and lIem < 1. (6.19) 
To measure the convergence of a time-marching solution to the corresponding steady-
state solution (note: this steady-state solution generally differs from the exact solution 
given in Eqs. (6.1)-(6.3», for any n = 1,2,3, ... ,nt, and m = 1,2,3,4, let 
(6.20) 
Here, for any m = 1,2,3,4, Cm is the maximal value of ltim I within the exact steady-state 
soll!tiondefined by Eqs. (6.1)-(6.3). It can be shown that Cl = 2.6872, C2 = 604534, 
C3 = 0.86073, and C4 = 15.084. MoreOver, -
res) def {I, if s is odd; 
2, otherwise. (6.21) 
According to Fig. 20, the summation which takes place in Eq. (6.20) involves all the mesh 
points at the nth time level excluding those located (i) il.t th~ jnfiow b()undary, (ii) at 
the upper boundary, and (iii) below the lower boundary. Because n = 1,2,3,.· .. , nt-,ilie 
mesh points involved in summation are all marked by opell circles in Fig. 20. The values 
of tim at the inflow and the upper boundaries do not change with time, vihlletliose at 
the mesh points in (iii) are dependent on the values of tim at other interior mesh points. 
Note that the values of tim at the outflow boundary change with time and are dependent 
on those at a lower time level. Because the summation involves a total of R x S mesh 
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points, the result of this summation divided by R x S is the average value of the change 
of Urn at the same spatial mesh point (measured by the absolute'value of this change) 
from the (n - l)th time level to the nth time level per mesh point. This average value is 
further normalized using the constant Crn. IT we further assume that the time-marching 
solution converges to a steady-state solution which is similar to the exact steady-state 
solution (such that the normalization by Crn makes sense), then Ern(n) more or less can 
be interpreted as the average number of correct significant figures in Urn at the nth time 
level as compared with the converged value of Urn (which, of course, is not identical to that 
given in Eqs. (6.1)-(6.3». 
Because the time marching solution can not reach a steady-state solution before the 
boundary conditions are fully felt at all interior points, rapid convergence generally can not 
occur before the time has elapsed which allows a fluid particle to travel the full length of 
the computation domain. It can be shown that, for the solution given in Eqs. (6.1)-(6.3), 
the average value of U over the computational domain is 2.6261. Thus an average fluid 
particle requires 4.0/2.6261 = 1.5232 time units to travel from the inflow boundary to the 
outflow boundary. The number of time steps corresponding to the above number of time 
uints is 
def 1.5232 
nc = ---At 
(6.22) 
i.e., rapid convergence can not occur before n > nco 
With the above preliminaries, the numerical results generated using the weighted-
average Euler a-€ scheme can now be presented. Six test problems, with different combi-
nations of f, Ct, R, S, At, and nt, are defined in Table 1. For each problem, the values 
of T, Vern", Vern, and nc are also given in the same table. In Figs. 22-27, the numerical 
results (triangular symbols) of the pressure coefficient cp at n = nt for Problems #1-#6 
are compared with the exact solution (solid lines). Here 
C def _2_ (..L -1) 
p I M'tto Poo ' 
(6.23) 
with Moo = 2.9 and Poo = 1.0/1.4 being the inflow Mach number and pressure, respectively. 
Note that: (i) at the mid-section of the computation domain (y = 0.5 in Fig. 19), two 
neighboring mesh points at the same time level are separated by a distance = 2w, and (ii) 
the mesh points at the ntth time level are marked by open circles in Fig. 20 because nt 
is a whole number. In Figs. 22-27, the values of Ern(n), m = 1,2,3,4, are also plotted 
against n for all six test problems. In Fig. 28, twenty-six pressure contour levels between 
the values of 0.6 and 3.1 with uniform increment 0.1 were used for the contour plots of 
Problem #3. Finally, for Problem #3, a 3-D pressure-distribution plot is shown in Fig. 29. 
The significance of the results shown in Figs. 22-29 is discussed in the following 
remarks: 
(a) From Table 1 and the results shown in Figs. 22-24, it appears that the convergence to 
steady-state is much faster with a smaller value of Vern (or vern,,)' As a matter of fact, 
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(b) 
(c) 
convergence to steady-state can reach a plateau representing some number of correct 
significant figures if Vern is too close to 1. From Table 1 and a comparison among 
Figs. 22, 25, and 26, one also concludes that slower convergence generally occurs with 
a value of f much smaller than 0.5. A comparison between Figs. 22 and 27 reveals 
that a change of the value of a from 2 to 1 also cause a slight decrease in convergence 
rate. Because numerical diffusion generally increases with (i) a smaller value of Vern' 
(ii) a larger value of f, and (iii) a larger value of a, one may conclude that faster 
convergence generally occurs with larger numerical diffusion. This treIldj~_<:onsistent 
with the fact that shocks cannot be formed without physical or numerical diffusion. 
The effectiveness of the weighted-averaging as a ~~tt~ surpre~s numerical oscilla-
tions near discontinuities is clearly demonstrated by the results shown in Figs. 22-29. 
Moreover, the present weighted-averaging does not cause the smearing of shock dis-
continuities and has no discernible effect on the smooth part of the solution~ . From 
table 1 and a comparison between Fig. 22 and 21,_~~~~so concludes that the increase 
of the value of a from 1 to 2 has a marginal impa&t on the n'UllJ.~Iical r~~.t~. _ .. 
Comparing the numerical results shown in Figs. 22-27 with the exact solution, one 
concludes that the weighted-average Euler a-f scheme is capable of generating highly 
accurate solutions for the steady-state shock reflection problem under consideration. 
Also a comparison of the results shown in Figs. 22, 23, and 25-27 reveals that accuracy 
of the numerical results generally is not sensitive to the change of the values of Vern, 
€, and f. An exception is that numerical results may become more diffusive and thus 
shock resolution becomes less sharp if the value of f is too large, e.g., € = 0.8 in 
Problem #5. Finally, a comparison of the results shown in Fig. 24 (Problem #3) with 
the results of other test problems reveals that accuracy increases sharply with the 
decrease of the mesh size. It is seen that both the primary and the reflected shocks 
are resolved by a single data point in Fig. 24. 
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7. Conclusions and Discussions 
A new numerical method is being developed for solving one-dimensional and multidi-
mensional How problems. This new method represents a clear break from the traditional 
methods in the basic concept of numerical discretization. It emphasizes simplicity, gener-
ality, and accuracy. The history of this new method and the considerations that motivates 
its development are clearly described in Sec. 1. 
In this report, we explain how the same set of design principles which was used to 
construct several solvers for 1-D time-marching problems [5] can be used to construct 
their 2-D counterparts. Because of the similarity in their design, each of the present 2-
D solvers virtually shares with its I-D counterpart the same fundamental characteristics. 
Furthermore, it has been shown that the 2-D solvers, as in the case of the 1-D solvers, 
generally are more accurate than the traditional solvers in spite of the advantage the 
present solvers have over the latter "in simplicity and generality. Accuracy of the present 
2-D Euler solver is most vividly demonstrated by the pressure-contour plot (Fig. 28) and 
the 3-D pressure-distribution plot (Fig. 29) it generates for a famous shock reflection 
problem [24]. Both the primary and the reHected shocks are resolved by a single data 
point without the presence of numerical oscillations near the discontinuity. 
The construction of the 1-D solvers referred to above is simplified by the use of a 
mesh which is staggered in time [5]. Its use results in the simplest stencil possible, i.e., a 
triangle in a 2-D space-time with a vertex at the upper time level and other two at the 
lower time level. Similarly, the construction of the present 2-D solvers is simplified by the 
use of a nontraditional space-time mesh which is also staggered in time (Figs. 1-4). Its 
use results in the simplest stencil possible, i.e., a tetrahedron (Fig. 8) in a 3-D space-time 
with a vertex at the upper time level and other three at the lower time levels. 
The meshes used by the I-D and the 2-D solvers consist of whole-integer and half-
integer time levels with a half-integer time level being sandwiched between two whole-
integer time levels and vice versa. The spatial positions of the mesh points at a whole-
integer (half-integer) time level coincide with those at another whole-integer (half-integer) 
time level. However, the spatial positions of the mesh points at a whole-integer time level 
shift from those at a half-integer time level. For the mesh used by the 1-D solvers, the 
spatial projection of a mesh point at a whole-integer time level is right at the center of 
those of two neighboring mesh points at a half-integer time level and vice versa [5]. It 
follows that the stencil of the 1-D solvers is always an isosceles triangle, i.e., one cannot 
distinguish a stencil with its upper vertex at a whole-integer time level from another with 
its upper vertex at a half-integer time level. As a result, each of the 1-D solvers constructed 
in [5] is formed by two identical marching steps. Contrarily, for the present 2-D solvers, a 
stencil (a tetrahedron) with it vertex at a whole-integer time level is different from another 
with its vertex at a half-integer time level (Fig. 8). Thus each of the present 2-D solvers is 
formed by two distinctly different marching steps. In spite of their structural differences, 
the last two marching steps compensate each other and its combination results in several 
important symmetric properties which were discussed in Sec. 5 and Appendix C. 
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The Euler a scheme constructed in Sec. 4 is free from numerical diffusion when it 
is stable. This scheme is a limiting case of a Navier-Stokes solver currently under devel-
opment, i.e., the former is a special case of the latter when the viscosity vanishes. As 
a result, the new Navier-Stokes solver will have a special property that a classical solver 
lacks, i.e., as the physical diffusion (viscosity) approaches zero, so does the numerical dif-
fusion. Without this property, numerical dissipation may overwhelm pbysical dissipation 
and cause a complete distortion of solutions for problems with small viscosity. Because 
a Navier-5tokes problem fundamentally is an initial-value/boUDclary-value problem, i.e., 
information from any spatial point can be felt instantly by other sPatial points, the new 
Navier-Stokes solver is implicit when the viscosity is present. However, it is reduced to the 
Euler a-f scheme, i.e., an explicit scheme, when the viscosity is absent. 
Finally, an alternate space-time mesh is depicted in Fig. 30. The intrinsic geometry of 
this mesh is determined by four parameters h, r, w, and (J with 0 < r < 1. The use of this 
mesh also results in a stencil with the shape of a tetrahedron in a 3-D space-time. In this 
Figure, mesh points marked with solid circles are centers of the SEs at the half-integer time 
levels; while those marked with open circles are centers of the 5Es at the whole-integ~!~ t!me 
levels. Also spatial projections of the interfaces which divi<i~ G~~~~ m~ked wiih~9~<J.§h 
lines. It is easy to see that each SE is associated with three CEs. According to adis~~siQn 
given in Sec. 4 (p.46), there is an advantage that the center of eacl!~S~F;b~ loca.ted·at the 
geometric center of the top face of the union of the three CEs which are aswdatecl with 
this SE. It can be shown that the mesh has the above property if x = v'I9 - 4 ~ 0.3589. 
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Appendix A 
The proofs for several results presented in Sec. 2 are given here. 
To prove Eqs. (2.53)-{2.58), first we shall evaluate the flux leaving each of six quadri-
laterals that form the boundary of a CE (see Figs. 5(a) and 6(a)). As a preliminary, note 
that, in Fig. 5( a), 
2wh 
area of ABGF = area of CDGB = area of EFGD = -3-' (A.I) 
In Fig. 6( a), we have 
2wh 
area of BCGA = area of DEGC = area of FAGE = -3-' (A.2) 
Equations (A.I) and (A.2) can be proved easily using the information provided in Fig. 7(a). 
Moreover, because u*(x, y, tjj, k, n) is linear in x, y, and t (see Eq. (2.11)), its average value 
over any quadrilateral is equal to its value at the geometric center of the quadrilateral. 
With the above preparations, flux evaluation can be carried out easily using Eqs. (2.6a)-
(2.6c), (2.9), (2.11), (A.I), and (A.2). 
For each quadrilateral, the result of flux evaluation is a formula involving ax, ay, U'J,k' 
(Ux)j;k' and (Uy)j,k' It can be converted to another formula involving at, a~, uj,k' (ut)j,k' 
and (ut)j,k' To carry out the above conversion, note that Eqs. (2.24), (2.25), (2.29), and 
(2.30) imply that 
(
ax) = ~ (W - b W +b) (at) , (A.3) 
a,l -h h at 
and, for any (j, k, n) E 0, 
(
(UX)j'k) =! ( I 
( ) n W _ W + b u y j,k h 
I ) ((u+)~ ) , ),10 
w-b + n . 
-h- (u'l )j,k 
(A.4) 
Let (ux)j,k' (U,l)j,k"'" be abbreviated as ux, uY'"'' respectively. Then Eqs. (A.3) and 
(A.4) imply that 
h (+ +) ay = 6" a'l - a, ' (A.5) 
(W) wh ( + +) hax + 3' - b a,l = 9 a, + 2a'l ' (A.6) 
(W) wh (+ +) hax - 3' + b ay =""9 2a, + a'l ' (A.7) 
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(A.S) 
U y = :h [{w - b)u~ - {w + b)ut] , (A.9) 
(A.10) 
(A.ll) 
- - - u + -u = u - 2u .. ( b W) h + + 2 6 x 2 y " .. ' (A.12) 
- -
(W) 3 [( w
2 
2Wb) + ( w2 4Wb) ] hux + "3 - b u y = wh h2 + b2 - "3 + 3 u, + h2 + b2 + 3"" - 3 ut ' 
(A.13) 
and 
(W) 3 [( 2 2 W
2 
4Wb) + (2 2 W 2 2Wb) +] hu x - "3 + b U y = wh h + b +"3 + 3 u, + h + b -""'3 - 3 u" . 
(A.14) 
The conversion referred to above can be carried out using Eqs. (~.5)-(A.14)~ 
Consider Fig. 5(a). The results of flux evaluation involving th~~ q~~drii~terals that 
form the boundaries of CE~l)(j, k, n + 1/2), l = 1,2,3, and (j, k, n + 1/2) E !21 , are: 
(1) The flux leaving CE~l)(j, k, n + 1/2) through G' F' A' B' is 
2wh ( + +) n+l/2 
-3- u+u, +u". . ),k 
(2) The flux leaving CEP\j, k, n + 1/2) through G'GFF' is 
-~t { ~h (at +2at) [U+ 2ut -ut + :t (aN +atut)] 
2 2 }n+1/2 
3J.l [(h2 b2 w 2wb) + (h2 b2 w 4wb) +] 
- - + - - + - u .. + + + - - - u 
wh 3 3 .. 3 3 " j,k 
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(3) The flux leaving CEP>(j, k, n + 1/2) through G' B' BG is 
At {_ wh (2a+ + a+) [u _ u+ + 2u+ + At (a+u+ + a+u+)] 
2 9 ''I , 'I 4 " 'I 'I 
2 2 }n+l/2 
3j.l [(h2 b2 w 4wb) + (h2 b2 w 2wb) +] +- + +-+- u + + ---- u wh 3 3 , 3 3 'I • 
i,k 
(4) The flux leaving CE~l>(j, k, n + 1/2) through AFGB is 
2wh ( + +)n 
--- u-u -u 3 ''I i+I/3,k+l/3' 
(5) The flux leaving CEP>Cj, k, n + 1/2) through ABB' A' is 
At {Wh (a+ + 2a+) [u _ 2u+ + u+ _ At (a+u+ + a+u+)] 
29' 'I ''14'' '1'1 
3j.l [(h2 b2 w2 2wb) + (h2 b2 w2 4wb) +]} n 
-- + --+- u + + +--- u . 
wh 3 3 , 3 3 'I 
i+l/3,k+l/3 
(6) The flux leaving CEP>(j, k,n + 1/2) through AA'F'F is 
-~t {_ ~h (2at +an [u+ut - 2u; - :t (aN +a;u;)] 
3j.l [(h2 b2 w2 4wb) + (h2 b2 w2 2wb) +]} n +- + +-+- u + + ---- u . 
wh 3 3 , 3 3 'I 
i+l/3,k+l/3 
(7) The flux leaving CE~l)(j, k, n + 1/2) through G' B'C' D' is 
2wh ( + +) n+I/2 
-3 u -2u, +u'l. . ),k 
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(9) The flux leaving CE~l)(j, k, n + 1/2) through G' D' DG is 
(10) The flux leaving CE~l)(j, k, n + 1/2) through CBGD is 
2wh ( + +)n 
--- u+2u -u . 3 ,,, ;-2/3,k+l/3 
(11) The flux leaving CE~l)(j, k,n + 1/2) through CDD'C' is 
~t {_ W:(2at + a~) [u +ut -2u~ -:t (aN +a~u~)] 
3Jl [(h2 b2 w2 4wb) + (h2 b2 w2 2wb) +]} n +- + +-+- u + + ---- u . 
wh 3 3 , 3 3 " 
;-2/3,k+l/3 
(12) The flux leaving CE~l)(j, k, n + 1/2) through CC' B' B is 
wAt {_ h (a+ _ a+) [u + u+ + u+ _ At (a+u+ + a+u+)] 
3 6'" ,,, 4" "" 
+ ![(W+b)ut-(W-b)U~]}n . 
;-2/3,k+l/3 
(13) The flux leaving CE~l)(j, k, n + 1/2) through G' D' E' F' is 
2wh ( )n+1/2 
-3- u+ut-2u~ ;,k . 
(14) The flux leaving CE~l)(j, k, n + 1/2) through G'GDD' is 
wAt { h (+ +) [ + + At ( + + + +)] 3" - '6 a, - a" u - u, - u" +"'4 a, u, + a" u" 
}
n+l/2 
+ ~ [(w + b)ut - (w - b)u~] 
;,k 
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(15) The flux leaving CE;l)(j, k, n + 1/2) through G' F' FG is 
~t { ~h ( at + 2a~ ) [u + 2ut - u~ + :t (aN + a~ u~ ) ] 
2 }"+1/2 
31-' [(h2 b2 W 2wb) + (h2 b2 w2 4wb) +] 
- wh + -3+3 Uc; + + +3-3 u" j,k 
(16) The flux leaving CE~l)(j, k,n + 1/2) through EDGF is 
_2wh (u-U++2u+)" . 
3 C;" j+l/3,k-2/3 
(17) The flux leaving CE;l)(j, k, n + 1/2) through EFF' E' is 
WAt { h (+ +) [ + + At ( + + + +)] 
- -3- -'6 aC; - a" U + Uc; + u'1 -"'4 aC; Uc; + a" u'1 
+ ![(W+b)ut-(W-b)utJ}" . 
j+l/3,k-2/3 
(18) The flux leaving CE;l)(j, k, n + 1/2) through EE' D' D is 
At { wh ( + +) [ + + At ( + + + +)] 
- 2'" 9 ac; + 2a" u - 2uc; + u" -"'4 ac; Uc; + a" u" 
31-' [(h2 b2 w
2 
2wb) + (h2 b2 w2 4wb) +]}" 
-- + --+- u + + +--- u . 
wh 3 3 C; 3 3 " j+l/3,k-2/3 
Consider Fig. 6(a). The results of flux evaluation involving the quadrilaterals that 
form the boundaries of CE~2)(j, k, n + 1), l = 1,2,3, and (j, k, n + 1) E !l2, are: 
(19) The flux leaving CE~2)(j, k, n + 1) through G'G' D' E' is 
2wh ( + +)"+1 
-3- u - Uc; - u" . . 
"k 
(20) The flux leaving CE~2)(j, k,n + 1) through G'GGG' is 
At { wh ( + +) [ + + At ( + + + +)] 2 ""9 ac; + 2a" u - 2uc; + U'1 +"4 a, u, + a" u" 
}
"+1 
31-' [(h2 b2 w2 2wb) + (h2 b2 w2 4wb) +] 
-- + --+- u + + +--- u 
wh 3 3 C; 3 3 " j,k 
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(21) The flux leaving CE~2)(j, k, n + 1) through G' E' EG is 
at { wh (+ +) [ + + At ( + + + +)] 
- 2" -9 2a, + a" u + u( - 2u" +"'4 a, u( + a" u" 
[ 
2 2] }n+l 3" (h2 b2 w 4wb) + (h2 b2 w 2wb) + +- + +-+- u + + ---- u 
wh 3 3 , 3 3 " j,k 
(22) The flux leaving CE~2)(j, k, n + 1) through DCGE is 
2wh ( + +)n+l/2 
--- u+u +u . 3 (" j-l/3,k-l/3 
(23) The flux leaving CE~2)(j, k, n +-1) thro~~h DEE'D"is 
At { wh ( + +) [ + + at ( + + + +)] 
- 2" "9 a, + 2a" u + 2u( - u" -"'4 a, u( + a" u" 
2 2 }n+l/2 
3" [(h2 b2 w 2wb) + (h2 b2 w 4wb) +] 
- - + - - + - u,. + + + - - - u . 
wh 3 3 .. 3 3 " j-l/3,k-l/3 
(24) The flux leaving CE~2)(j, k, n + 1) through DD'C'C is 
at { wh (+ +) [ + + At ( + + + +)] 2" -"9 2a, + a" u - u( + 2u" -"'4 a( u( + a" u" 
2 2 }n+l/2 
3" [(h2 . b2 w 4wb) + (h2 b2 W 2wb) +] + - + + - + - u,. + + - - - - u . 
wh 3 3 .. 3 3 " j-l/3,k-l/3 
(25) The flux leaving CE~2)(j, k, n + 1) through G' E' F' A' is 
2wh ( + +)n+l 
-3 u + 2u, - u" . . 
J,k 
(26) The flux leaving CE~2)(j, k, n + 1) through G'GEE' is 
At { wh (+ +) [ + + at ( + + + +)] 2" -9 2a, + a" u + u, - 2u" +"'4 a( u( + a" U" . 
3" [(h2 b2 w2 4wb) + (h2 b2 w2 2wb) +] }n+l +- + +-+- u + + ---- u 
wh 3 3 , 3 3 " j,k 
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(27) The flux leaving CE~2)(j, k, n + 1) through G' A' AG is 
wat { h (+ +) [ + + at ( + + + +)] 
-3- '6 a'1 - a, u + u, + u'1 +"4 a, u, + a'1 u'1 
}
n+l 
+ ~ [(w + b)ut - (w - b)u~] 
i,k 
(28) The flux leaving CE~2)(j, k,n + 1) through FEGA is 
2wh ( + +) n+1/2 
--- u-2u +u . 3 ,'1 i+2/3,k-1/3 
(29) The flux leaving CE~2)(j, k,n + 1) through FAA'F' is 
at { wh (+ +) [ + + at ( + + + +)] 
- 2" - 9 2a, + a'1 u - u, + 2u'1 -"4 a, u, + a'1 u'1 
2 2 }nH/2 
31-' [(h2 b2 w 4wb) + (h2 b2 W 2wb) +] +- + +-+- u + + ---- u . wh 3 3 , 3 3 '1 
j+2/3,k-1/3 
(30) The flux leaving CE~2)(j, k,n + 1) through FF'E'E is 
(31) The flux leaving CE~2)(j, k, n + 1) through G' A' B'G' is 
2wh ( + +)n+l 
-3- u - u, + 2u'1 . . 
1,k 
(32) The flux leaving CE~2)(j, k, n + 1) through G'GAA' is 
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(33) The flux leaving CE~2)(j, k, n + 1) through G'C'CG is 
At{Wh( + +)[ + + At( + + + +)] 
- 2" 9" ae + 2a" u - 2ue + u" +""4 ae ue + a" u" 
2 2 }n+l 31-' [(h2 b2 W 2wb) + (h2 b2 w 4wb) +] 
-- + --+- u + + +--- u 
wh 3 3 e 3 3 " j,k 
(34) The flux leaving CE~2)(j, k,n + 1) through BAGC is 
2wh ( + )n+1/2 
-- u+u -2u+ . 
3 e" j-l/3,k+2/3 
-
(35) The flux leaving CE~2)(j, k, n + 1) through BCC' B' is 
w;t { ~ (a~ - at) [u -ut - u~ - :t ( at ut + a~ u~ ) ] 
}
n+1/2 
+ ! [{w +b)ut - (w = b)u~ J i-I/3.k+2/3· 
(36) The flux leaving CE~2)(j, k, n + 1) through BB' A' A is 
At { wh ( + +) [ + + At ( + + + +)] 2" 9 a( + 2a" u + 2ue - u" -""4 a, u, + a" u" 
[ 
2 2 }n+1/2 
31-' (h2 b2 W 2wb) + (h2 b2 w 4wb) +] 
-- + --+- u + + +--- u wh 3 3 , 3 3 T/ • j-l/3,k+2/3 . 
With the aid of Eqs. (2.31), (2.32) and (2.35)-(2.52), Eqs. (2.53)-(2.58) are the results 
of (1)-(36) and Eqs. (2.12) and (2.13). QED. 
To prove Eqs. (2.86) and (2.87), we evaluate A(1) and A(2) using Eqs. (2.35)-(2.52). 
After simplifications, the results are 
A(l) = 3[3(1 + vc;)(l + v,,)(I-ve -v'1) +2(1 + vc;)(1-v, -v,,)ee 
+ 2(1 + v,,)(l - ve - v'1)e" + 2(1 + vc;)(1 + V,,)eT 
- (ed2 - (e,,)2 - cer)2 + 2eee" + 2e,er + 2e'1eT] ' 
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(A.15) 
and 
A (2) = 3 [3(1 - vc)(l - v'1)(l + v, + v'1) + 2(1 - vc)(l + v, + v'1)e, 
+ 2(1 - v'1)(1 + v, + v'1)e'1 + 2(1 - vc)(1 - v'1)er (A.16) 
- (ec)2 - (e'1)2 - (er)2 + 2e,e'1 + 2e,er + 2e'1er ] . 
By comparing Eqs. (2.86) and (2.87) with Eqs. (A.15) and (A.16), it is seen that the proof 
of the former is completed if one can prove 
(A.17) 
Proof of Eq. (A.17): The area of the hexagon ABCDEF depicted in Fig. 7(a) is 2wh. The 
area of 6.BDF depicted in the same figure is half of that. Thus 
the area of 6.BDF = who 
Moreover, because A(, A1], and AT are the lengths of the three sides of 6.BDF, 
the area of 6.BDF 
1 
16(A( + A1] + AT)(A( + A1] - AT)(A( + AT - A1])(A1] + AT - A(). 
Combining Eqs. (A.18)-(A.19), one has 
(A( + A1] + AT)(A( + A1] - AT)(A( + AT - A1])(A1] + AT - A() = 16w2h2 • 
A direct result of Eq. (2.32) is 
Because 
- (A()4 - (A1])4 - (AT)4 + 2(A(?(A1])2 + 2(A(?(AT)2 + 2(A1])2(AT? 
= (A( + A1] + AT)(A( + A1] - AT)(A(+ AT - A1])(A1] + AT - A(). 
Equation (A.17) is a direct result of Eqs. (A.20) and (A.21). QED. 
77 
(A.18) 
(A.19) 
(A.20) 
(A.21) 
(A.22) 
Appendix B 
The proof for Eqs. (4.56)-(4.61) is given here. 
As a preliminary, note that Eqs. (4.22), (4.25), and (4.31) can be used to obtain 
4 
f!t = - L f!,l (fl,quq% + fl,q'IL qy ) , (B.1) 
l,q=1 
and 
4 
f!t = - L f!,l (fl,quq% + fl,qU qy ) . (B.2) 
l,q=1 
In this appendix, we adopt the Same convention stated following Eq. (4.37). It follows 
from Eqs. (4.34)-( 4.37) t~a.t 
( f!,l) = ~ (W - b w + b) (f:n~t)-, fY 3~t -h h f"+-~,l ~,l m = 1,2,3,4, (B.3) 
and 
( 'IL~%) = ! (_ wI + b w ~ b )-
u~Y h h 
m = 1,2,3,4. (BA) 
An immediate result of Eqs. (B.3) and (BA) is 
4 4 
L (f!,l 'lLl% + f!,l 'ILlY) = :t L (f~~l ute + I'/,:;l ut,,) , 
l=1 l=1 
m = 1,2,3,4. (B.5) 
By using Eqs. (4.18), (4.20)-(4.25), and (B.1)-(B.5), it can be shown that 
(B.6) 
(B.7) 
( b w) h _ + + 2 - 6" u~% + '2 u~Y - u~" - 2'IL~" (B.8) 
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4 
hfx (W b) Y 4wh ~ ( (+ '1+) 
m + 3" - fm = 9at L...J fm,l + 2fm ,l Ul, 
l=l 
(B.9) 
4 
hfx (W b) Y 4wh ~ ( f(+ '1+) 
m - 3" + fm = 9at L...J 2 m,l + fm,l Ul, 
l=l 
(B.lO) 
4 _4wh~( (+ '1+)( + +) 
- 9at L...J 2fm ,l + fm,l 2ul '1 - Ul ( , 
l=l 
(B.ll) 
(B.12) 
4 
hfx (W b) Y _ 16wh ~ ( (+ '1+) ( (+ + '1+ +) 
mt + 3" - fmt - - 9(at)2 L...J fm,l + 2fm ,l fl,g Ug( + fl,g uqTI , 
l,g=l 
(B.13) 
4 
-hfX (W b) fY - 16wh ~ ((+ '1+) ( (+ + f'1+ +) 
mt + 3 + mt - 9(at)2 L...J 2fm ,l + fm,l fl,g u g( + l,g uqTI , 
l,g=l 
(B.14) 
(B.15) 
and 
(B.16) 
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Note that each of Eqs. (B.15) and (B.16) represents two equations. One corresponds to 
the upper signs; while the other, to the lower signs. 
Next we shall evaluate the flux of h:n leaving each of the six quadrilaterals that form 
the boundary of a CE (see Figs. 5(a) and 6(a». The evaluation procedure is similar to that 
described in Appendix A. For the current case, the key equations used are Eqs. (2.6a)-
(2.6c), (4.19), (4.27)-(4.29), and (B.6)-(B.16). 
Consider Fig. 5(a). The results of flux evaluation involving the quadrilaterals that 
form the boundaries of CE?) (j, k, n + 1/2), l = 1,2,3, and (j, k, n + 1/2) E n1 , are: 
(1) The flux of h:n leaving CEP\j, k, n + 1/2) through 0' F' A' B' is 
2wh ( )n+1/2 
-3- U m + u~, + u~'l .. . ),k 
(2) The flux of h:n leaving CE~l)(j,k,n + 1/2) through O'GFF' is 
(3) The flux of h:n leaving CE~l)(j, k, n + 1/2) through 0' B' BG is 
(4) The flux of h:n leaving CEP)(j, k, n + 1/2) through AFOB is 
2wh ( + + )n 
--- Um-U -u 3 m' m'l i+1/3,k+1/3· 
(5) The flux of h:n leaving CEP)(j, k, n + 1/2) through ABB' A' is 
2~h {t (/~;l + 2/:::;l) [Ul - 2ut + U~ - t (/f.~U:-, + /:'~U~'l)]}n 
l=l q=l i+1/3,k+1/3 
(6) The flux of h:n leaving CEP)(j, k, n + 1/2) through AA' F'F is 
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(7) The flux of h:n leaving CE~l)(j, k, n + 1/2) through G' B'C' D' is 
2wh ( + ) n+l/2 
-3- Um - 2u m , + u~'1. . ),k 
(8) The flux of h:n leaving CE~l)(j, k, n + 1/2) through G'GBB' is 
(9) The flux of h:n leaving CE~l)(j, k, n + 1/2) through G' D' DG is 
(10) The flux of h:n leaving CE~l)(j, k, n + 1/2) through CBGD is 
2wh ( + + )n 
-- U +2u -u 3 m m' m'1 ;-2/3,k+l/3· 
(11) The flux of h:n leaving CE~l)(j, k, n + 1/2) through eDD'C' is 
- 2;h {t (2f~-;1 + f!-;I) [UI + u"l( - 2u~ - t (ff.~u~, + f~~U~'1)]}n 
I=l q=l ;-2/3,k+1/3 
(12) The flux of h:n leaving CE~l)(j, k, n + 1/2) through CC' B' B is 
(13) The flux of h:n leaving CE~l)(j, k, n + 1/2) through G' D' E' P' is 
2wh ( + + )n+l/2 
-3- U m + um, - 2um'1. . ),k 
(14) The flux of h:n leaving CE~l)(j, k, n + 1/2) through G'GDD' is 
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(15) The flux of h:n leaving CE~I)(j, k, n + 1/2) through G' F' FG is 
(16) The flux of h:n leaving CE~I)(j, k, n + 1/2) through EDGF is 
2wh ( + + )n 
--- U m -u +2u 3 mC mil i+l/3,1.-2/3· 
(17) The flux of h:n leaving CE~I)(j, k, n + 1/2) through EFF' E' is 
(18) The flux of h:n leaving CE~I)(j, k, n + 1/2) through EE' D' Dis 
- 2;h {t (f~~l + 2f!~l) [Ul - 2utc + ub, - t (ff,;utc + fZ;u;,,)]}n 
l=1 __ q=1 i+l/3,1.-2/3 
Consider Fig. 6( a). The results of flux evaluation involving the quadrilaterals that 
form the boundaries of CE~2)(j, k, n + 1), i = 1,2,3, and (j, k, n + 1) E O2, are: 
(19) The flux of h:n leaving CE~2)(j, k, n + 1) through G'G' D' E' is 
(20) The flux of h:n leaving CE~2)(j, k, n + 1) through G'GGG' is 
(21) The flux of h:n leaving CE~2)(j, k, n + 1) through G' E' EG is 
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(22) The flux of h:n leaving CE~2)(j, k, n + 1) through DCGE is 
2wh ( + + )n+l/2 
--- U +u +u 3 m m( m'l ;-1/3,10-1/3· 
(23) The flux of h:n leaving CE~2)(j, k, n + 1) through DEE'D' is 
{ 
4 [ 4 ] }n+l/2 
- 2;h L (f~;l + 2f!;l) Ul + 2u1( - ut" - L (fi,;u;( + fZ;ut,,) 
l=1 q=1 ;-1/3,10-1/3 
(24) The flux of h:n leaving CE~2)(j, k, n + 1) through DD'C'C is 
- 2;h {t (2f~;l + f!;l) [ul - utc + 2ut" - t (ff.;u~( + fZiut,,)] }n+I/2 
l=1 q=l ;-1/3,10-1/3 
(25) The flux of h:n leaving CE~2)(j, k, n + 1) through G' E' F' A' is 
2wh ( + + )n+l 
-- Um + 2um ( - um". • 3 ),10 
(26) The flux of h:n leaving CE~2)(j, k, n + 1) through G'GEE' is 
(27) The flux of h:n leaving CE~2)(j,k,n + 1) through G'A'AG is 
(28) The flux of h:n leaving CE~2)(j, k, n + 1) through FEGA is 
2wh ( + + )n+l/2 
--- U -2u +u 3 m m( m" ;+2/3,10-1/3· 
(29) The flux of h:n leaving CE~2)(j, k, n + 1) through FAA' F' is 
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(30) The flux of h:" leaving CE~2)(j,k,n+ 1) through FF'E'E is 
(31) The flux of h:" leaving CE~2)(j, k, n + 1) through G' A' B'C' is 
2wh ( + + )n+1 
-3- U m - um' + 2um". . J,k 
(32) The flux of h:" leaving CE;2)(j, k, n + 1) through G'GAA' is 
(33) The flux of h:" leaving CE;2)(j, k, n + 1) through G'G'CG is 
(34) The flux of h:" leaving CE~2)(j,k,n + 1) through BAGG is 
2wh ( + + )n+1/2 
--- U +U -2u 3 m m' m" j-l/3,k+2/3' 
(35) The flux of h:,. leaving CE~2)(j, k, n + 1) through BGG' B' is 
(36) The flux of h:,. leaving CE~2)(j, k, n + 1) through BB' A' A is 
With the aid of Eqs. (4.38)-(4.55), Eqs. (4.56)-(4.61) are the results of (1)-(36) and 
Eqs. (4.32) and (4.33). QED. 
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Appendix C 
In this appendix, first we shall prove the following theorem. 
Theorem. Let A and B be two arbitrary n x n matrices. Then AB and BA have the 
same eigenvalues. 
Proof: We have (i) 
AB = A(BA)A-1 if A-I exists; (C.l) 
and (ii) 
if B-1 exists. (C.2) 
Thus AB "" BA, i.e., AB is similar to BA, if either A, or B, is nonsingular. Because two 
similar matrices have the same eigenvalues [25, pA5], the proof is complete if either A, or 
B is nonsingular. 
Let both A and B be singular. Because the determinant of AB (or BA) is the product 
of the determinant of A and the determinant of B, both AB and B A are singular. Thus 
o is an eigenvalue for both AB and B A. We shall prove that a nonzero eigenvalue of AB 
must also be an eigenvalue of BA, and vice versa. 
Let i be an eigenvector of AB with the eigenvalue A :f; O. Then 
... ... 
AB</J = A</J. (C.3) 
Because A :f; 0 and, by definition, i is not a null vector, Eq. (C.3) implies that Bi is not 
a null vector too. The last result coupled with another result of Eq. (C.3), i.e., 
... ... 
BA(B</J) = A(B</J), (C.4) 
implies that A is also an eigenvalue of BA. Conversely, it can be shown that an eigenvalue 
A =F 0 of BA is also an eigenvalue of AB. QED. 
An immediate result of the above theorem is that the amplification matrices that 
appear on the right sides of Eqs. (5.2) and (5.3) have the same eigenvalues. Next, as a 
part of stability study, we shall investigate the two-way marching nature of the a scheme. 
According to Figs. 5(a) and 6(a), there are three CEs located immediately below any 
mesh point G' E n. By definition, the mesh indices of these CEs are those of the mesh 
point G'. As shown in Figs. l2(a) and l2(b), there are also three CEs located immediately 
above any mesh point GEn. However, the mesh indices of these CEs differ from those of 
the mesh point G. 
In Fig. l2(a), B' E nil D' E nil F' E fh, and G E n2 • The three CEs located imme-
diately above point G have their mesh indices tied to points B', D', and F', respectively. 
In Fig. l2(b), A' E n2 , C' E n2 , E' E n2 , and G E n1 • The three CEs located immediately 
above point G have their mesh indices tied to points A', C', and E', respectively. 
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From Figs. 5(a), 6(a), 12(a), and 12(b), one concludes that each CE is in contact with 
(i) one and only one mesh point E 111, and (ii) one and only one mesh point E 112 • Each 
CE is located immediately below one of these two mesh poitltl:j aI,l<i above the other. As an 
example, let (j, k, n + 1/2) E 111• Then (j + 1/3, k + 1/3, n) E 112. Accordin.g- to Fig. 5(a), 
CEP)(j, k, n + 1/2) is located immediately below the mesh point (j, k, n + 1/2) and above 
the mesh point (j + 1/3, k + 1/3, n). Note that Eq. (2.60) represents a relation among the 
marching variables associated with the above two mesh points. A similar interpretation 
can be given to each of Eqs. (2.61)-(2.65). In Sec. 2, it is shown that Eqs. (2.60)-(2.65) 
are equivalent to the defining equations of the a scheme, i.e., Eqs. (2.67)-(2.72). In the 
following, it will be shown that the former also are equivalent to the defining equations of 
the backward-marching version of the a scheme. 
Let (j,k,n) E 112 and consider Fig. 12(a). Then (j -1/3,k -1/3,n + 1/2) E 111, 
(j + 2/3, k - 1/3, n + 1/2) E 111 , and (j - 1/3, k + 2/3, n + 1/2) E 111 . By making some 
substitutions in mesh indices and exchanging expressions on the left and the right sides, 
Eqs. (2.60)-(2.62) imply that 
(C.5) 
(C.6) 
and 
(C.7) 
respectively. Let s~l), s~l), and S~l) denote the expressions on the right sides of Eqs. (C.5), 
(C.6), and (C.7), respectively. Then these equations are equivalent to 
(C.8) 
(c.g) 
and 
(C.10) 
In other words, the marching ~(l.hl~~9~cj~ted with poil!t" G.~ be expres~d ill terms 
of those associated with points B', D', andF'. ~~ . .,-
Let (j, k, n + 1/2) E 111 and consider Fig. 12(b). Then (j + 1/3, k + 1/3, n + 1) E fi2 , 
(j - 2/3, k + 1/3, n + 1) E 112, and (j + 1/3, k - 2/3, n + 1) E 112 • By making some 
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substitutions in mesh indices and exchanging expressions on the left and the right sides, 
Eqs. (2.63)-(2.65) imply that 
[ ] 
n+l/2 [ ] n+l U + (1 - IIc)Ut + (1 - II,,)U~. = U - (1 - IIc)Ut - (1 - II,,)U~ . , 
J,k }+1/3,k+l/3 
(C.Il) 
[ ] 
n+l/2 [ ] n+l U - (2 + IIc)Ut + (1 - II,,)U;. = U + (2 + IIdut - (1 - II,,)U~ . , },k }-2/3,k+l/3 
(C.I2) 
and 
[ ] 
n+I/2 [ ] n+l U + (1 - IIc)Ut - (2 + II,,)U~. = U - (1- 1I,)Ut + (2 + II,,)U~ . , },k }+I/3,k-2/3 
(C.I3) 
respectively. Let s~2), s~2), and s~2) denote the expressions on the right sides of Eqs. (C.Il), 
(C.I2), and (C.I3), respectively. Then these equations are equivalent to 
n+I/2 1 [( )~(2) ( ) A(2) ( ) A(2)] 
uj,k = 3" 1 + ", + "" 81 + 1 - ", 8 2 + 1 - "" 8 3 , (C.I4) 
(C.I5) 
and 
( +)n+I/2 _ 1 (~(2) _ ~(2») U . k - - 8 1 8 3 . 
" ), 3 (C.I6) 
In other words, the marching variables associated with point G can be expressed in terms 
of those associated with points A', C', and E'. 
The backward marching version of the a scheme consists of two marching steps. The 
first is formed by Eqs. (C.I4)-(C.I6)j while the second is formed by Eqs. (C.8)-(C.IO). To 
express these steps in the forms of Eqs. (2.82) and (2.83), let the column matrices 1;;k) and 
-:..(k) 
Pl ,k = 1,2, and f = 1,2,3, be defined by 
(
1- II,. -II ) ~(1) def 1 .." 
a l = 3" -1 , 
-1 
(C.I7) 
~(l) def ! (1 +1 "') 
a 2 3 ' 
o 
and 1;1) def (-(2 ~ lid) , 
1 + "" 
(C.I8) 
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(1+V) ~1) def ( 1 ) :..(1) de! 1 0 '1 and 
a3 - 3' ' /33 = 1 + 11< , 
1 -(2 - 11'1) 
(C.19) 
• (2) 1 (1 + v, + v. ) ~2) dd ( 1 ) ~ def 1 and a 1 = - , f31 = -(1 - lid , 3 1 
-(1 - V'1) 
(C.20) 
i;~2) def ~ C P), and ~2) def ( 1 ) f32 = 2 + 11< , 
-(1 - 11'1) 
(C.21) 
and 
c-V) ~2) ~f ( 1 ) :..(2) de! ! 0 '1 and a3 - , /33 = -(1 - lid . 3 -1 2 + 11'1 
-
(C.22) 
Let the 3 x 3 matrices of rank one Q~k), k = 1,2, and I, = 1,2,3, be defined by 
A(k) def :..(k) (:"(k»)t Qt = at /3t , (C.23) 
(~~)t ~~ where the row matrix f3 t is the transpose of the column matrix Pt . Then Eqs. (C.8)-
(C .10) can be expressed a.s 
q(j, k, n) = QP) q(j - 1/3, k - 1/3, n + 1/2) + Q~1) q(j + 2/3, k - 1/3, n + 1/2) (C.24) 
+ Q~l)q(j _ 1/3, k + 2/3, n + 1/2), __ (j, kJ n) E fh. 
Similarly, Eqs. (C.14)-(C.16) can be expressed as 
q(j, k,n + 1/2) = Q~2)q(j + 1/3, k + 1/3,n + 1) + Q~2)q(j - 2/3,k + 1/3,n + 1) 
+ Q~2) q(j + 1/3, k - 2/3, n + 1), (j, k, n + 1/2) E n1 • 
(C.25) 
Next we shall establish several mathematical relations involving the column matrices 
=-<k) Q(k) :..(k) :..(k) 
at ,f3t ,at ,and f3t . To proceed, let 
1 1 + v< 1 + v'1 
M2) def 1 -(2 - vd 1 + V'1 
1 1 + v< -(2 - v'1) 
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(C.26) 
1 ~(1 + vc) -(1 + v'1) 
M(1) del 
R - 1 2-v, -(1 + v'1) (C.27) 
1 -(1 + v,) 2 - v'1 
1 -(1 - v,) -(1 - v'1) 
M(2) del 
L - 1 2+v, -(1 - v'1) (C.28) 
1 -(1- v,) 2 + v'1 
and 
1 1- v, 1- v'1 
M(2) del 
R - 1 -(2+vc) 1- v'1 (C.29) 
1 1- v, -(2 + v'1) 
Note that: (i) M2) is the coefficient matrix of the expressions on the left sides of Eqs. (2.60) 
-(2.62). It is also that of the expressions on the right side of Eqs. (C.5)-(C.7); (ii) M11) 
is the coefficient matrix of the expressions on the right sides of Eqs. (2.60)-(2.62). It is 
also that of the expressions on the left side of Eqs. (C.5)-( C. 7); (iii) M12 ) is the coefficient 
matrix of the expressions on the left sides of Eqs. (2.63)-(2.65). It is also that of the 
expressions on the right side of Eqs. (C.ll)-(C.13)j and (iv) Mji) is the coefficient matrix 
of the expressions on the right sides of Eqs. (2.63)-(2.65). It is also that of the expressions 
on the left side of Eqs. (C.11)-(C.13). 
Moreover, for each k = 1,2, let (i) A (k) be the 3 x 3 matrix formed by the column 
matrices ~k), l = 1,2,3; (ii) B(k) be the 3 x 3 matrix formed by the column matrices i!;.k) , 
l = 1,2,3; (iii) ....i(k) be the 3 x 3 matrix formed by the column matrices i;~k), l = 1,2,3; 
- ~~ 
and (iv) B(k) be the 3 x 3 matrix formed by the column matrices Pi , l = 1,2,3. 
With the above preliminaries, it is easy to shown that 
Mlk) = [A(k)]-l = [.b(k)f, k = 1,2, (C.30) 
and 
k = 1,2. (C.31) 
Here [Ar1 and [A]t denote the inverse and the transpose of any matrix A. It follows from 
Eqs. (C.30) and (C.31) that 
and k = 1,2, (C.32) 
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and 
and k = 1,2, (C.33) 
where I is the 3 X 3 identity nlatfiX~ ! 
Recall the definitions Qf tbe m~trices A(k), B(kl,A(k), and fJ(k), k = 1,2. Then the 
first parts of Eqs. (C.32) and (C.33) can be expressed as 
(oJ»), ,<» Pl (Xl' =CU', k = 1,2, and i, i' = 1, 2, 3, (C.34) 
and 
(Q(k)r ~(k) Pl (Xt' = cu', k = 1,2, and i,i' = 1,2,3, (C.35) 
respectively. Here CU' is the Kronecker delta symbol. Also, the second parts of Eqs. (C.32) 
and (C.33) can be expressed as 
k = 1,2, (C.36) 
and 
k = 1,2, (G.37) 
respectively. 
To proceed further, let 
1 0 0 
p def 0 -1 0 (C.38) 
0 0 -1 
We have 
p-l = P, and pt =P, (G.39) 
and 
M(k) - M(k) P L - R , k = 1,2. (GAO) 
By taking the transpose of the expression on each side ofEq. (CAO), and using Eqs. (C.30), 
(C.31), and (C.39), one concludes that 
-:..(k) Q(k) Pt = P f3l , k = 1,2, and l = 1,2,3. (C.41) 
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By taking the inverse of the expression on each side of Eq. (CAO), and using Eqs. (C.30), 
(C.31), and (C.39), one concludes that 
k = 1,2, and i = 1,2,3. (CA2) 
Equations (C.34)-(C.37), (CAl), and (CA2) will be used in the following development. 
By using Eqs. (2.80), (C.23), (C.34), and (C.35), one has 
k = 1,2, and i,i' = 1,2,3, (CA3) 
and 
Q~ (k)Q(k) _ c :.(k) (j!k») t 1 l' - °U,Q1 l' , k = 1,2, and i,l = 1,2,3. (C.44) 
It follows from Eqs. (CA3) and (C.44) that, 
Q( k) QA (k) _ QA (k) Q{ k) _ 0 ·f i 4 i' 1 l' - 1 l' - , 1 r· (k = 1,2, and i,i' = 1,2,3.) (CA5) 
With the aid of Eqs. (C.36), and (C.37), Eqs. (C.43) and (C.44) also imply that 
3 3 L Q~k)Q~k) = L Q~k)Q~k) = I, k = 1,2. (C.46) 
1=1 1=1 
Furthermore, by using Eqs. (2.80), (C.23), (CAl), and (CA2), one has 
(k = 1,2, and i,i' = 1,2,3.) (CA7) 
Equations (C.45) and (C.46) can be obtained from a more direct but less revealing 
approach. To proceed, we substitute Eq. (C.24) into the expression on the right side of 
(2.82). The result is 
qU, k, n + 1/2) = Q~I)Q~l)qU + 1, k, n + 1/2) + Q~I)Q~I)qU, k + 1, n + 1/2) 
+ Q~I)Q~I)qU - 1, k, n + 1/2) + Q~l)Q~l)qU - 1, k + 1, n + 1/2) 
+ Q~I)Q~I)qU,k -l,n + 1/2) + Q~I)Q~l)qU + l,k -l,n + 1/2) 
+ (Q~I)Q~l) + Q~I)Q~I) + Q~I)Q~I» q(j, k, n + 1/2), 
(C.48) 
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where (j, k, n + 1/2) E fh. By substituting Eq. (2.82) into the expression on the right side 
of Eq. (C.24), one has 
... (. k ) QA (l)Q(l) -+( . 1 k ) QA (l)Q(l) .... (. k 1 ) q), ,n = 1 2 q ) - , ,n + 1 3 q), - ,n 
+QA(1)Q(1) .... (·+1 k )+QA(l)Q(l) .... (·+1 k-1 ) 2 1 q J "n 2 3 q ) , ,n 
+ QA (1)Q(1) .... (. k + 1 ) + QA (1}Q(1) .... ( . _ 1 k + 1 ) 3 1 q }, ,n 3 2 q) , ,n 
(C.49) 
+ (Q~1)Q~1) + Q~1)Q~1) + Q~1)Q~1» q(j, k, n), 
where (j, k, n) E O2 • Similarly, Eqs. (C.25) and (2.83) imply that 
... (. k 1) Q(2)QA (2) .... ( . 1 k 1) Q(2)QA (2) -+(. k 1 1) q }, ,n + = 1 2 q ) - , ,n + + 1 3 q), - ,n + 
+ Q~2) Q~2) q(j + 1, k, n + 1) + Q~2) Q~2) q(j + 1, k - 1, n + 1) 
+ Q;2)Q~2)q(j, k + 1, n + 1) + Q~2)Q~2)q(j -1,k + 1, n + 1) 
+ (Qi2)Q~2) + Q~2)Q;2) .~ Q~2)Q;2» q(j:~~, n ~i), 
(C.50) 
where (j, k, n + 1) E O2 ; and 
q(j, k, n + 1/2) = Qi2)Q~2) q(j + l,k, n + 1/2) + Q~2) Q~2) q(j, k + 1, n + 1/2) 
+ Q~2) Q~2) q(j _ 1, k, n + 1/2) + Q~2iQ~2) q(j~ l,k + 1,n + 1/2) 
+ Q~2)Qi2)q(j, k - 1, n + 1/2) + Q~2)Q~2) q(j + 1, k - 1, n + 1/2) 
+ (Qi2)Qi2) + Q;2)Q~2) + Q~2)Q;2» q(j, k,n + 1/2), 
(C.51) 
where (j, k, n+ 1/2) E 0 1 • Because (i) and time level no can be considered as the initial time 
level, i.e., one can assign arbitrary values to the members of the set {q(j, k, no) I (j, k, no) E 
51}; (ii) the column matrices in each of Eqs. (C.48)-(C.51) are associated with the same 
time level; and (iii) Eqs. (C.48)-(C.51) are valid no matter what values are assigned to the 
elements of the column matrices in these equations, a comparison of the expressions on 
the left and the right sides of each of these equations reveals that, in each of Eqs. (C.48)-
(C.51), the first six coefficient matrices on the right side (each of _th~m is .~he _pr~duct 
of two matrices) must vanish; while the last coefficient matrix (the sum of three. iIia:t~ 
products) must be equal to the identity matrix. As a result, Eqs. (C.45) and (C.46) follow 
from Eqs. (C.48)-(C.51). QED. 
Next Eqs. (C.45)-(C.47) will be used in a study of the amplification matrices of the 
a scheme. To proceed, let 
(C.52) 
and 
(C.53) 
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where i = yCI, and -71" < 8"8,, 5 71". Equations (5.4), (5.5), (C.52), and (C.53) coupled 
with Eqs. (C.45) and (C.46) imply that 
k = 1,2. (C.54) 
In other words, M(k)(8,,8,,) is the inverse of M(k)(8,,8,,) and vice versa. As a result, both 
are nonsingular. Equation (C.54) can be used to show that 
[M(2) ( 8" 8,,)M(1) ( 8,,8,,)] [M(l) (8" 8,,)M(2) (8,,8,,)] 
= [M(I) (8" 8,,)M(2) (8" 8,,)] [M(2) (8" 8,,)M(I) (8" 8,,)] = I. 
(C.55) 
Let [M(k)(8,,8,,)]* and [M(k'(8" 8,,)r, denote the component-wise complex conju-
gates of M(k)(8,,8,,) and M(k)(8,,8,,), respectively. Then Eqs. (5.4), (5.5), (C.52), (C.53) 
coupled with Eq. (C.47) imply that 
[ (k) ] [ ~ (k) ] * M (8,,8,,) = P M (8,,8,,) P, k = 1,2. (C.56) 
Combining Eqs. (C.39), (C.54), and (C.56), one arrives at 
M(2)( 8" 8,,)M(I)( 8,,8,,) 
= {p [M(2)(e" e.)l"} [M(1)(e"e.)M(2)(e"e.)r {P[M(2)(e" e.)l"} -1 (C.57) 
Thus 
(C.58) 
Let AI, A2, and A3 be the eigenvalues of the matrix on the left side of Eq. (C.58). According 
to Eq. (5.3), the last matrix is the amplification matrix for any two consecutive whole-
integer time levels. Equation (C.58) implies that Ab A2, and A3 are also the eigenvalues 
of the matrix on the right side of this equation [25, p.45]. Because the eigenvalues of 
the matrix A *, the component-wise complex conjugate of a matrix A, are the complex 
conjugates of the eigenvalues of the matrix A, A!, Ai, and A;, the complex conjugates of 
AI, A2, and A3, are the eigenvalues of the matrix enclosed within the brackets on the right 
side of Eq. (C.58). According to Eq. (C.55), the last matrix is the inverse of the matrix 
on the left side of Eq. (C.58). Because the eigenvalues of the matrix A-I, the inverse of 
a matrix A, are the reciprocals of the eigenvalues of A, one concludes that the set of Ai, 
f = 1,2,3, is identical to the set of I/At, f = 1,2,3. It does not implies that Al = I/At, 
f = 1, 2, 3. However, it does implies that the product of Ai, f = 1, 2, 3, is equal to the 
product of 1/ At, f = 1,2,3. As a result, we arrive at Eq. (5.7). 
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Next we shall prove that the backward characteristic projection of the mesh point 
(j, k, n + 1/2) E 0 1 at the (n -1/2)th time level is in the illterioIoQfthe D,wn~~~~9Qmain 
of dependence of (j, k, n + 1/2) at the same time level if and only if Eq. (2.110) is s~tisfied. 
In Fig. l3( c), the mesh point (j, k, n + 1/2) is represented by point OJ while its backward 
characteristic projection at the (n -1/2)th time level is represented by point P. Without 
any loss of generality, we will assume that j - k _ O. Thus 
(= '1 = 0, and t = (n + 1/2)at, (C.59) 
for point O. Note that only the coordinates «(,71) are given in Fig. 13(a). 
To simplify the discussion, Eq. (3.1) is converted to an equivalent form in which (, TJ, 
and t are the independent variables, i.e., 
au au au 
at + a, a( + a" 811 ..... 0. (C.60) 
~ ~ 
- -
The characteristics of Eq. (C.60) is the family of straight lines defined by 
and (C.61) 
where C1 and C2 are constant along a characteristic, and vary from one characteristic to 
another. Because points 0 and P share the same characteristic line, Eqs. (C.59) and 
(C.61) imply that 
'1 = -a"at, and t =(n_- 1/2)at, (C.62) 
for point P. 
The numerical domain of dependence of point 0 referred to in Sec. 5, a hexagon lying 
on the plane t = (n-l/2)At, is depicted in Fig. 13(c). The coordinates «(, TJ) of the vertices 
A, B, C, D, E, and F are also given in the same figure. The six edges of the hexagon and 
their equations on the (-'1 plane are 
AB: A1] . ( + A( . '1 = A(ATJ, 
DE: ATJ' ( + A( . '1 = -a(A'1, 
BC: TJ = A1], (C.63) 
- EF-= '1 = -A'1, 
CD: (= -A(, 
FA: (= A(. 
As a result, a point «(, TJ) is in the interior of the hexagon ABCDEF if and only if 
(C.64) 
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Equations (C.62) and (C.64) coupled with Eqs. (2.29) and (2.31) imply that point P is in 
the interior of the hexagon ABCDEF if and only if Eq. (2.110) is satisfied. QED. 
Next we turn to the a-I-' scheme. Recall that the equations used to construct the 
backward marching version of the a scheme, i.e., Eqs. (C.5)-(C.7) and (C.11)-(C.13), are 
obtained from Eqs. (2.60)-(2.65) by making substitutions in mesh indices and exchanging 
expressions on the left and the right sides. In a similar manner, the backward marching 
version of the a-I-' scheme can be constructed using Eqs. (2.53)-(2.58) as the starting 
point. Let i:& (1) and i:& (2)· be the determinants of the matrices formed by O"i~)- and O'i~)-, 
k, e = 1,2,3, respectively. Without going into the details, it can be shown that (i) 
(C.65) 
and 
(C.66) 
and (ii) the backward marching version of the a-I-' scheme exists if 
i:& (1) :f: 0, and ~ (2) ::/: O. (C.67) 
Recall that the forward marching version exists if 
A (1) ::/: 0, and (C.68) 
• .. (k) We assume Eqs. (C.67) and (C.6S). Then the matnces Ql , k = 1,2, and e = 1,2,3, 
can be constructed such that the backward marching version of the a-I-' scheme can also be 
represented by Eqs. (C.24) and (C.25). By using an earlier argument involving Eqs. (C,4S)-
(C.51), Eqs. (C,45) and (C,46) can also be established. Equations (C.54) and (C.55) follows 
immediately. However, it should be noted that Eq. (C,47) is not applicable for the a-I-' 
scheme except for the case I-' = O. Thus Eq. (5.7) generally is not valid for the a-I-' scheme. 
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Appendix D 
The definition of the local CFL number lie ~seQ.il!~~~c:~~)s~~v{!n here.~_~ 
In Fig. 21, point Po is a mesh point (i, k, n) E n. Without any loss of generality,we 
assume that it is also the origin of the x-y plane. As explained in Sec. 5 and A p~~ndix 
C (see Figs. 13(a)-(c)), the numerical domain of depelld~ct!_9f.po on the pllillc-;n,th 
t = (n -1)At (i.e., the (n -l)th time level) is the hexagonABCDEF depicted in Pig. 21. 
Because b = 0, the coordinates (x,y) of the vertices A, B, C, D, E, and F are those given 
in Fig. 21. 
The intersection of (i) the Mach cone [26, p.425] with point Po being its vertex, and 
(ii) the plane with t = (n -l)At, is the circle depicted in Fig. 21. Here a circlel.~ in the 
case of the hexagon mentioned above, implies its boundary andiJ;lterior,. For the Euler 
equations Eq. (4.10), and in the limit of At --+ 0, this circle is the domain of dependence of 
point Po on the plane with t = (n -l)At. Let u, v, and c, bELth~_;_-yelocity, the y-velocity, 
and the sonic speed at the point Po, respectively. Then (i) CAt is the radius of the circle, 
and (ii) x = -UAt and y = -VAt are the coordinates of the center of the circle (point Pl ). 
The number lie will be defined such that lie < 1 if and only if the domain of dependence 
of the Euler equations (i.e., the circle) is within the interior of the numerical domain of 
dependence (i.e., the hexagon ABCDEF). 
In Fig. 21, we assume that U ~ 0 and V < O. Thus x > 0 and y > 0 for point Pl' Also 
we have 
(0 < 8 < 7r/2) (D.1) 
and 
{
arctan Iv /ul, if u =I OJ 
8' del 7r/2, ~ U = 0 and V =I OJ 
0, if u -:- V = O. 
(D.2) 
Here we assume that 0 < arctan Iv/ul < 7r/2. Moreover, the lengths of the line segments 
POP2 , POP3, PoP" and PoPs are 
IPoP2 1 = (c + \UDAt, 
_=I~I = w, _~::: __ 
IPoP,1 = (c + y'u2 + v2 cos (8 - 8')) At, 
and 
IPoPsl = 2hsin8, 
respectively. As a result of Eqs. (D.3)-(D.6), we have 
, ~f 1]5J5;1 _ (c + luDAt 
lie - - , IPOP3 1 w 
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(D.3) 
(D.4) 
(D.5) 
(D.6) 
(D.7) 
! 
~ 
~ 
-
and 
" de! 1J.5;.1{1 _ [c+ Vu2 + V 2 cos (8 - 8')] At 
~ - - . IPoPsl 2hsin8 
(D.B) 
By their definitions, (i) V/ < 1 if and only if the entire circle is within the domain to the 
left of the straight line Ali; and (ii) ve" < 1 if and only if the entire circle is within the 
domain below the straight line BC. Because x 2:: 0 and y > 0 for point Po, the center of the 
circle, one concludes that the entire circle is within the interior of the hexagon ABCDEF 
if and only if Ve < 1 where 
deC {'''} Ve = max Ve , Ve • (D.9) 
By using an argument similar to that presented above, it can be shown that, regardless 
of the signs of u and v, the entire circle is within the interior of the hexagon ABCDEF if 
and only if Ve < 1 where Ve is defined using Eqs. (D.l)-(D.9). 
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1 0.5 
2 .5 
3 .5 
4 .2 
5 .8 
6 .5 
Table I.-Definitions of test problems numbers 1 to 6 and the 
corresponding values of T, v ems' vern' and nc 
a R S ~t 11 T Verns vern 
2 20 60 0.01 600 6 0.585 0.6204 
2 20 60 .015 400 6 .8775 .9305 
2 40 120 .0075 800 6 .8775 .9302 
2 20 60 .01 600 6 .585 .6303 
2 20 60 .01 600 6 .585 .6212 
1 20 60 .01 600 6 .585 .6206 
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nc 
152.32 
101.55 
203.09 
152.32 
152.32 
152.32 
Figure 1.-The relative spatial positi0!1s of the mesh points_ E 0 1 anif the meSh 
points E ~ (dash lines are spatial boundaries of the conservation elements 
depicted in figs 5(a) and 5(b». 
(-2.4) 
• (-3.2) (-2. ~~(-1. 4) 
• • • k ~2~ "-t1.~ ~ (0.4) ~
. . ~ (-2.~ ~1~ ~o.~ ~1.4) 
• • • • ~1.~ ~.~ ~1.~ 
• • • (-1.~ ~o.~ ~1.~ ~2.3) 
• • • • 
....... (0.0)~~.~~2.~ Y 
· · · L (O.-~ ~1.~ ~.~ ~3.2) 
• _1\~· • • x ~.:y ~.~ ~3.~
• • • (1.-~ ~2,~ ~3.~ ~4.1) 
• • • • ~2,~ ~.~ ~4.~ 
• • • ~~~ ~~~ ~5~0) ~. 
J 
Figure 2.-The spatial mesh indices G. k) of the mesh pOints E 01 (n = ±112. ±312. -3:5/2 • ••• ). 
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k 
0 0 0 0 0 
• • • • 
8 
3 
7 0 0 0 0 0 3 
2 • • • • 
§ 
3 
4 0 0 0 0 0 3 
1 • • • • 
.,g 
3 
1 0 0 0 0 0 3 
0 + I~ j 
1 ~ 1 4 .§ 2 1 .§ 3 1Q 11 4 3 3 3 3 3 3 3 "3 
Figure 4.-The spatial mesh positions of the mesh points marked 
by. and those marked by o. 
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(a) 
F' 
I 
F 
B 
(b) 
0' 
G'=a,k,n+i) 
1 1 A = a + "3' k + "3' n) 
C = (j -%, k + i, n) 
1 2 E = a +"3' k -"3' n) 
CE(~} (j, k, n + 1/2) = box ASGFA'S'G'F 
CEg) (j, k, ;~;+ 1/2)';; bqx seOGs'c'O'G' 
CE(~) G, k, n + 1/2) = box OEFGO'E'FG' 
0" 1 
:M 
2 
+ \ .1t G'=a,k,n+~) \ -
,CO 2 
0 1 :J... I S' = (j - 1., k + ~ n +1.) 3 3' 2 
I 
I 0' = G - 1. k _.1. n + .1.) 3' 3' 2 
F'=(j+~,k-1..n+.!) 
3 3 2 
-.-..y 
sE<1} G, k, n + 1/2) = the union of four 
planes A'S'C'O'E'F', GSS"G", GOO-G-, 
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Figure 5.-{a) Conservation elements CE~} 0, k, n + 1/2), e = 1,2, 3, 
and j, k, n = 0, ±1, ±2, .... (b) Solution elements SE(1) G, k, n + 112), 
j, k, n = 0, ±1, ±2, ... ). 
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Figure 6.-(a) Conservation elements CE(~) O. k, n + 1). e = 1,2,3. 
j. k. = 1/3, 1/3 ±1. 1/3 ±2. "', and n = 0, f1. ±2 •.... (b) Solution 
elements SEl2) O. k, n + 1). i. k = 1/3. 1/3 ±1, 1/3 ±2. "', and n = O. 
±1. ±2 •... ). 
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Figure 7.-Geometry of the hexagon ABCDEF. (a) Relative positions of the vertices in terms of (x, y). 
(b) Relative positions of the vertices in terms of 0, k). (c) Relative positions of the vertices in terms 
of (t, "Il)' 
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Figure 9.-The stability domain of the a scheme. 
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Figure 10.-The ~-ll-U space. (a) G. k. n + 1/2) E 01' (b) G. k. n + 1) E 02' 
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Figure 12,-{a) Three CE's located immedicately above the mesh 
point GE02 0, k = 1/3, 1/3 ±1, 1/3 ±2, "', and n = 0, ±l, ±2, ... ). 
(b) Three CE's located immedicately above the mesh point GE01 
0, k, n = 0, ±1, ±2, ... j. 
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Figure 13.-Numerical domain of dependence. 
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Figure 14.-(a) The stability domain of a-E scheme forE = 0.1. (b) The stability domain of a-E scheme forE = 0.5. (e) The stability domain of a-E 
scheme for E = 0.8. 
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Figure 15.-The numerical diffusion versus E. 
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Figure 16.-The straight lines on which 4(1) = 0 or 4(2) = 0 
when p. = O. 
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Figure 17.-{a) The stability domain of a-ILscheme for ~ = 10-5. (b) The stability domain of a-.... scheme for~ = 10-3. (e) The stability domain of 
a;a. scheme for ~ = 1(t-1. 
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Figure 18.-(a) The stability domain of a-lLscheme for ~ = 0.1, a = 45°. (b) The stability domain of a-IL scheme for ~ = 0.1, a = 75°. 
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Figure 19.-The computation domain and the shock locations of a 
steady-state shock reflection problem. 
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Figure 20.-The spatial locations and the new mesh indices (r, s) of mesh points (R = S = 4). 
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Figure 21.-Definition of the CFL number. 
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Figure 22.-Numerical results and convergence histories for 
problem #1. (a) Pressure coefficients at the mid-section of the 
computation domain (y = 0.5 in Fig. 19). (b) Convergence histories 
for um, m = 1, 2, 3, 4. 
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Figure 24.-Numerical results and convergence histories for 
problem #3. (a) Pressure coefficients at the mid-section of the 
computation domain (y = 0.5 in Fig. 19). (b) Convergence histories 
for um, m = 1, 2, 3, 4. 
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Figure 25.-Numerical results and convergence histories for 
problem '4. (a) Pressure coefficients at the mid-section of the 
computation domain (y = 0.5 in Fig. 19). (b) Convergence histories 
for Um, m = 1, 2, 3, 4. 
118 
119 
-0.75 ,. 
0.50 t-
e. 0.25 I-0 
0 
(a) 
-0.25 
0 
15 
~ 12 
ri 
N 
..: 9 
D 
E 6 ~ 3 
(b) 
0 
I 
1 
---
E1(n) 
E2(n) 
E3(n) 
E4(n) 
I 
2 
X 
n 
.. 
I I 
3 4 
Figure 27.-Numerical results and convergence histories for 
problem #6. (a) Pressure coefficients at the mid-section of the 
computation domain (y = 0.5 in Fig. 19). (b) Convergence histories 
forum, m = 1,2,3,4. 
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Figure 28.-Pressure contours for problem #3. 
120 
4 
-
;; 
o 
Figure 29.-Pressure distribution for problem #3. 
Figure 30.-The spatial projection of an alternative space-time mesh 
(dash lines are spatial projections of the interfaces which divide eE's). 
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