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Введение 
Принято считать, что история изучения белого шума (БШ) восходит к теории броуновского 
движения А. Эйнштейна и М. Смолуховского. Из этой теории следует,  что смещение частицы в 
броуновском движении пропорционально  √, где   – время. Поэтому скорость частицы пропор-
циональна (2√) !  и, стало быть, не определена в момент времени   = 0.  Следующий шаг в 
этом направлении был сделан Н. Винером, который предположил, что смещение частицы опре-
деляется случайным процессом, впоследствии получившим его имя. Итак, винеровским называ-
ется случайный процесс  "(),  обладающий следующими свойствами: 
(W1)  "(0) = 0   почти наверное (п.н.), и выборочные траектории  "()  п.н. непрерывны; 
(W2) математическое ожидание  #$"()% = 0, и автокорреляционная функция 
# &$"() − "(*)%+, = | − *|; 
(W3) выборочные траектории  "()  п.н. недифференцируемы при всех   ∈ [0, +∞)  и на лю-
бом сколь угодно малом промежутке имеют неограниченную вариацию. 
Обычно под белым шумом (БШ) понимают обобщенную производную винеровского процес-
са (так как  «обычной» производной в силу (W3) не существует). Именно в таком смысле БШ вы-
ступает, например, в линейных стохастических дифференциальных уравнениях вида 
45 = (65 + 7)4 + 89".                                                         (1) 
Здесь в правой части символом δω  обозначен обобщенный дифференциал от винеровского 
процесса  "(),  т. е. БШ. Первым уравнения вида (1) начал изучать К. Ито, затем к исследовани-
ям подключились Р.Л. Стратонович и А.В. Скороход. Их подходы различаются, главным обра-
зом, в трактовке интеграла  ∫ 89"()<> ,  который возникает в правой части (1) после интегрирова-
ния. Подход Ито – Стратоновича – Скорохода возник и долгое время развивался в конечномер-
ных пространствах (см. например [1, 2]). Однако в последнее время появились удачные попытки 
распространения данного подхода на бесконечномерную ситуацию [3, 4]. Кроме того, необходи-
мо отметить новое направление, возникшее в школе И.В. Мельниковой [5, 6]. Здесь уравнение (1) 
рассматривается в виде 
5̇ = 65 + 7 + "̇,                                                                    (2) 
где все производные рассматриваются в пространстве Шварца. Таким образом, обобщенная про-
изводная винеровского процесса в правой части (2) – аддитивный БШ. 
Наш подход к измерению динамически искаженных сигналов в качестве математической мо-
дели измерительного устройства (ИУ) использует уравнения леонтьевского типа [7] 
@5̇ = A5 + 7,                                                                      (3) 
где  @  и  A  – квадратные матрицы, причем  det @ = 0. Если воспользоваться известной теорией 
Кронекера – Вейерштрасса (см. например [8], гл. 12), то в случае регулярности пучка  B@ − A   
систему (1) можно привести к эквивалентной системе 
@C5Ḋ = AE5D + 7D,                                                                      (4) 
УДК 517.9 
ДИНАМИЧЕСКИЕ ИЗМЕРЕНИЯ В ПРОСТРАНСТВАХ «ШУМОВ» 
А.Л. Шестаков, Г.А. Свиридюк, Ю.В. Худяков 
 
 
Ранее была предложена новая концепция «белого шума», под которым понима-
ется производная Нельсона – Гликлиха винеровского процесса. Данный подход 
распространяется и на другие «шумы», которые в совокупности составляют про-
странство «шумов». В этих пространствах посредством математической модели из-
мерительного устройства, представленной уравнениями леонтьевского типа, произ-
водятся точные динамические измерения «шумов». В качестве примера измерен 
«шум», имеющий вид импульса, амплитуда которого является гауссовой случайной 
величиной. Приведены точные результаты измерения. 
Ключевые слова: винеровский процесс, производная Нельсона – Гликлиха, «бе-
лый шум», динамические измерения, пространство «шумов». 
 
 
Динамические измерения в пространствах «шумов» 
 
2013, том 13, № 2  5 
где матрицы  @C = 4FGHIJKL , JKM , … , JKN , OPQ,   AE = 4FGH{OR, 6},  JKS  – жордановы клетки порядка 
 TU,   V = 1, XYYYYY,  с нулями на главных диагоналях;  OP  и  OR – единичные матрицы,  Z = \ − ],  
 ] = ∑ TU_U`! ;  6  – квадратная матрица порядка  Z. В (4) ] компонент вектор-функции  5D = 5D()  
соответствует выходному сигналу, а остальные компоненты характеризуют состояние ИУ; век-
тор-функция  7D = 7D()  моделирует входной сигнал. То же самое необходимо сказать про их про-
образы из (3). 
Теперь, если в (3) в правой части окажется аддитивный БШ, то он, очевидно, окажется и в 
правой части (4) (возможно, с некоторым матричным множителем слева). Система (4) разбивает-
ся на две независимые части, первая из которых решается интегрированием (как например, (1) 
или (2)), а вторая – многократным дифференцированием правой части. Подход Ито –
 Стратоновича – Скорохода нам кажется здесь малоперспективным потому, что уж если первая 
производная винеровского процесса вызвала столько дискуссий, то сколько дискуссий вызовет 
вторая, третья и т. д. производные?! Трудности использования подхода Мельниковой –
 Филинкова – Альшанского заключаются в том, что все рассмотрения проводятся в локально-
выпуклых пространствах, а нам в теории оптимальных измерений [9] приходится опираться на 
теорию оптимального управления уравнениями соболевского типа (см. например [10], гл. 7), ко-
торая развита в гильбертовых пространствах. 
Выход авторами видится в использовании вместо обобщенной производной винеровского 
процесса производной в среднем. Основы теории таких производных заложил Нельсон [11], а 
саму теорию до ее нынешнего состояния развил Ю.Е. Гликлих [2]. Одним из важнейших объек-
тов этой теории является симметрическая производная в среднем случайного процесса называе-
мая еще текущей скоростью этого процесса. В дальнейшем, краткости ради, именно эту произ-
водную будем называть производной Нельсона – Гликлиха, причем обозначение этой производ-
ной возьмем из [9]. Например, производную Нельсона – Гликлиха винеровского процесса  "()  
мы будем обозначать символом ab"() = "
° (). 
Перечислим преимущества такой замены. Во-первых, производная Нельсона – Гликлиха в 
случае детерминированного (т. е. неслучайного) гладкого процесса совпадает с «обычной» про-
изводной точно так же, как обобщенная производная совпадает с «обычной» производной глад-
кой функции. Во-вторых, производная Нельсона – Гликлиха винеровского процесса  "° ()
 
 посчи-
тана и имеет следующий вид:  "° () = (2) !"().  Именно этот случайный процесс мы называем 
«белым шумом» («БШ»), обращая внимание на кавычки. Как и обобщенная производная вине-
ровского процесса, наш «БШ» в силу (W2) имеет нулевое математическое ожидание. Наконец, в-
третьих, если винеровский процесс  "()  моделирует смещение частицы в броуновском движе-
нии, то согласно теории Эйнштейна – Смолуховского его выборочные траектории п.н. эквива-
лентны  √.  Отсюда  "° ()  п.н. эквивалентно  (2√) !,  что просто-таки совпадает с «обычной» 
производной броуновского движения. 
И хотя исследования белого «БШ» еще только начинаются [9, 12] и далеки от завершения, в 
данной статье мы делаем следующий шаг – вводим в обиход пространства «шумов», которые 
состоят из случайных процессов, имеющих производные Нельсона – Гликлиха определенного 
порядка. Данное нововведение позволит рассматривать все «шумы» (включая «БШ») с единой 
точки зрения. Определение пространств «шумов» мы приводим в первой части статьи, а также 
устанавливаем их непустоту. Во второй части статьи мы рассматриваем математическую модель 
ИУ, причем как детерминистскую, так и стохастическую. В третьей части мы разместим пример 
ИУ, имеющий реальный прототип [13]. Здесь же обсуждается понятие динамического измерения. 
В заключение для полноты картины отметим перенос подхода Ито – Стратоновича – Скорохода 
на уравнения соболевского типа [14, 15]. 
 
1. Пространства шумов 
Пусть   ≡ (, , )  – полное вероятностное пространство,  ℝ!  – конечномерное векторное 
пространство, наделенное борелевской σ-алгеброй. Измеримое отображение  ":  → ℝ!  назовем 
случайной величиной, множество случайных величин обозначим символом  $ ≡ $(; ℝ!).  В 
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этом множестве выделим пространство  %& ≡ %&(; ℝ!) = '" ∈ $: ∫
Ω
‖"(-)‖&.(-) < +∞1,  где 
через  ‖∙‖  обозначена евклидова норма в  ℝ!.  Пространство  %&  заведомо непусто, так как  со-
держит гауссовы случайные величины. Пусть далее  3  – некоторая σ-алгебра на  ,  причем 
 3 ⊂ ;  обозначим через  3 ≡ (, 3, )  соответствующее полное вероятностное простран-
ство. Подпространство  %&3 ≡ %&3 (3; ℝ!)  замкнуто в  %&, обозначим через  5: %& → %&3  ортопроек-
тор. 
Определение 1. Пусть   " ∈ %&.  Случайная величина  5" ∈ %&3   называется условным мате-
матическим ожиданием  "  относительно  3  и обозначается  7("|3). 
Из определения 1 непосредственно вытекает, что  7("|) = "  и  7("|3) = 7("),  если 
 3 = {Ø, }. 
Пусть  ℐ9> ⊂ ℝ  – некоторый промежуток,  −∞ ≤ A < B ≤ +∞.  Рассмотрим следующие ото-
бражения:  C: ℐ9> → $,  которое каждому  D ∈ ℐ9>  ставит в соответствие  " ∈ $  и  E: $ ×  → ℝ!,  
которое каждой паре  (", -)  ставит в соответствиие  "(-) ∈ ℝ!.  Случайным процессом мы назы-
ваем отображение  F: ℐ9> ×  → ℝ!,  имеющее вид  F = F(D, -)) = E(C(D), -).  Таким образом, при 
каждом фиксированном  D ∈ ℐ9>  случайный процесс  F = F(D,∙)  является случайной величиной, 
т.е.  F(D,∙) ∈ $,  а при каждом фиксированном  - ∈   случайный процесс  F = F(∙, -)  называется 
(выборочной) траекторией. Множество случайных процессов мы обозначим символом  G ≡G(ℐ9> × ; ℝ!). 
С каждой случайной величиной  " ∈ $  мы связываем σ-алгебру  H ⊂ ,  т.е. минимальную 
σ-подалгебру  ,  относительно которой  "  измерима.  H  называется σ-алгеброй, порожденной 
 ". Эквивалентное определение  H  – это минимальная σ-алгебра, содержащая прообразы всех 
борелевских множеств в ℝ! при отображении  ":  → ℝ!.  С каждым случайным процессом 
 " ∈ G  мы связываем три семейства σ-подалгебр σ-алгебры  : 
– прошлое  ℬJK,  порожденное случайными величинами  F(L,∙)  при всех  A ≤ L < D; 
– будущее  ℱJK,  порожденное случайными величинами  F(L,∙)  при всех  D < L ≤ B; 
– настоящее  NJK,  порожденное случайной величиной  F(D,∙). 
Все σ-алгебры считаем полными, т.е. содержащими множества вероятности нуль. 
Напомним, что случайный процесс  F ∈ $  называется случайным процессом с п.н. непрерыв-
ными траекториями, если для почти всех (п.в.)  - ∈   траектории  F = F(∙, -)  непрерывны на 
 ℐ9>. Во множестве  $  выделим пространство  O%&  случайных процессов, чьи траектории п.н. не-
прерывны на  [A, B],  а случайные величины  F(D,∙) ∈ %&  при всех  D ∈ [A, B].  Заметим, что если 
 A, B ∈ ℝP Q  (≡ {0} ∪ ℝQ),  то пространство  O%&  содержит винеровский процесс. Переобозначим 
еще краткости ради  7JK = 7TFUNJKV. 
Определение 2.  Пусть  F ∈ O%&,  производной в среднем справа  WF(D,∙)  (слева  W∗F(D,∙)) слу-
чайного процессаFв точке  D ∈ (A, B)   называется случайная величина 
WF(D,∙) = lim∆J→3Q 7JK ZF(D + ∆D,∙) − F(D,∙)∆D \ 
^W∗F(D,∙) = lim∆J→3_ 7JK ZF(D,∙) − F(D − ∆D,∙)∆D \`, 
если предел существует в смысле равномерной метрики на  ℝ!. Случайный процесс  F называет-
ся дифференцируемым в среднем справа (слева) на  (A, B),  если в каждой точке  D ∈ (A, B)  суще-
ствует производная в среднем справа (слева). 
Итак, пусть случайный процесс  F ∈ O%&  дифференцируем в среднем справа (слева) 
на (A, B). Его производная в среднем справа (слева) тоже будет случайным процессом, который 
мы обозначим символом  WF  (W∗F).  Если случайный процесс  F ∈ O%&  дифференцируем в сред-
нем как справа, так и слева на  (A, B),  то можно определить симметрическую (антисимметриче-
скую) производную в среднем  WaF = bc(W + W∗)FTWdF = bc(W∗ − W)FV.  В дальнейшем, краткости 
ради,симметрическую производную в среднем  Wa  случайного процесса будем называть произ-
водной Нельсона – Гликлиха  и обозначать  F° ,  т.е.  WaF ≡ F° .  Через  F(e)°   обозначим  k-тую произ-
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водную Нельсона – Гликлиха случайного процесса  F,  f = 2,3, ….  Отметим, что если траектории 
случайного процесса  F п.н. непрерывно дифференцируемы в «обычном смысле» на  (A, B),  то их 
производная Нельсона – Гликлиха совпадает с «обычной» производной. Так, например, обстоит 
дело со случайным процессом  F = j sin(kD),  где  j  – гауссова случайная величина,  k ∈ ℝQ  – 
некоторая фиксированная константа, а  D ∈ ℝ  имеет физический смысл времени. Введем в рас-
смотрение пространства  Oe%&,   f ∈ ℕ,  случайных процессов из  O%& , чьи траектории п.н. не-
прерывно дифференцируемы по Нельсону – Гликлиху на  (A, B)  до порядка  f  включительно. 
Теорема 1 (Ю.Е. Гликлих). Пусть - – винеровский процесс, тогда  -(e)° (D) = = (−1)eQq(2D)_e-(D)  при всех  D ∈ ℝQ и  f ∈ ℕ. 
Здесь  -(q)° (D) = -° . Из теоремы 1 немедленно вытекает, что «БШ»  -° ∈ Oq%&,  если  A, B ∈ ℝP Q  
(≡ {0} ∪ ℝQ).  Именно поэтому мы предлагаем впредь пространства  Oe%&,   f ∈ ℕ, именовать 
пространствами «шумов». Заметим еще, что «черный шум» (т. е. «абсолютная» тишина) – слу-
чайный процесс, чьи траектории п.н. совпадают с точкой нуль, – тоже лежит в  Oe%&  при любом 
 f ∈ ℕ  и любом  [A, B]. 
 
2. Математическая модель ИУ 
Пусть    и    – квадратные матрицы порядка  !. Согласно [8, гл. 12] пучок  " −    будем 
называть регулярным, если  det (% −  ) ≠ 0  при некотором   % ∈ ℂ.  Если пучок  " −    регу-
лярен, то  L-резольвента  (" −  )+,  матрицы    будет в точке  ∞  иметь либо устранимую 
особую точку, либо полюс порядка  . ∈ ℕ. Считая устранимую особую точку полюсом порядка 
нуль, назовем регулярный пучок  " −    p-регулярным,  . ∈ {0} ∪ ℕ. 
Итак пусть пучок  " −    p-регулярен,  . ∈ {0} ∪ ℕ. Рассмотрим уравнения леонтьевского 
типа 
2̇ =  2 + 5,                                                                   (5) 
где  5 = 5(6)  некоторая вектор-функция, которая в дальнейшем будет определена. Вектор-
функцию  2 = 2(6)  назовем решением системы (5), если она удовлетворяет этой системе. Реше-
ние  2 = 2(6)  системы (5) назовем решением задачи Шоуолтера – Сидорова 
[78
9 ( )]:;,(2(0) − 2<) = 0                                                           (6) 
для системы (5) (или просто – решением задачи (5), (6)), если оно удовлетворяет (5), (6). Заме-
тим, что задача (6) для системы (5) в случае  det  = 0  предпочтительнее, нежели задача Коши 
 2(0) = 2<  [13]. (В случае  det  ≠ 0  обе эти задачи совпадают). Подробности см. в [16]. 











9 ( )C",                                    (7) 
где  7B
9( ) = (" −  )+,  – правая, а  B
9 ( ) = (" −  )+,  – левая L-резольвенты матрицы 
 .  Замкнутый контур  E ⊂ ℂ  ограничивает область, содержащую все корни многочлена 
 det(" −  ) = 0. 
Лемма 1.  Пусть пучок  " −   p-регулярен,  . ∈ {0} ∪ ℕ,  тогда dim ker > =  dim ker D,  
> = D,  > = D . 
Ввиду p-регулярности пучка  " −    можно, не теряя общности, считать  det  ≠ 0.  (Дей-
ствительно, сделав в (5) замену  G(6) = 2(6)8H,  где  %  не является корнем многочлена  det(" −
)=0,  придем к системе вида (5), причем в правой части будет матрица  ′=−"#.  Очевидно, 
 det  ′ ≠ 0.)  
Построим матрицу  (JK − >) 
+,(JK − D)(JK − >) ≡ M. 
Лемма 2. Пусть пучок  " −    p-регулярен,  . ∈ {0} ∪ ℕ,   det  ≠ 0,  тогда матрица  M  
нильпотентна степени не выше  .. 
Лемма 3. Пусть пучок  " −    p-регулярен,  . ∈ {0} ∪ ℕ,  det  ≠ 0, тогда существует 
квадратная матрица  N  порядка !, такая, что  ND = >N = COPQ{RS, JU}  с точностью до 
перестановки строчек и столбцов, где  V =dim ker > ,  W = ! − V. 
Замечание 1.  Как следует из лемм 1–3, в случае 0-регулярности пучка  " −     ker >= ker . 
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Наконец,   =  ∫
γ
 !"(#)$!%&,                                                           (8) 
где контур ' такой же как в (7). Как нетрудно видеть, семейство  {: * ∈ ℝ}  образует группу, 
причем ее единица    $.|/0 = 1. 
Теорема 2.  Пусть пучок  &2 − # p-регулярен,   4 ∈ {0} ∪ ℕ,   det # ≠ 0,   9 ∈ ;<([0, ?); ℝA).  
Тогда для любого  B0 ∈ ℝA  существует единственное решение   B ∈ ;<([0, ?); ℝA),  которое к 
тому же имеет вид 
B(*) = − D EF#G(HA − I)9(F)(*) + B0 + K GLMI9(N)%N0
O
F/0 . 
Теперь рассмотрим стохастическую модель ИУ, в качестве которой выступит стохастическая 
система уравнений леонтьевского типа 2Q° = #Q + R,                                                                     (9) 
где матрицы  2  и  #  такие же как выше. Случайный процесс  Q ∈ ;2  мы назовем решением 
(9), если на  (S, ?)  он удовлетворяет (9) (в смысле Нельсона – Гликлиха). Решение  Q = Q(*)  сис-
темы (9) назовем решением задачи Шоуолтера – Сидорова [ T" (#)]OU(Q(S) − V) = 0,                                                       (10) 
если он вдобавок удовлетворяет (10) при некоторой случайной величине  V ∈ 2. 
Теорема 3.  Пусть пучок   &2 − #  p-регулярен,  4 ∈ {0} ∪ ℕ,   det # ≠ 0. Тогда для любого 
 R ∈ ;OU2  и любой независимой от  R   V ∈ 2  существует единственное решение задачи (9), 
(10), которое к тому же имеет вид 
Q(*) = − D EF#G(HA − I)R(F)° (*) + GWV + K GLMIR(N)%NW
O
F/0 . 
Здесь матрицы  I,  ,  M  имеют тот же смысл, что и в теореме 2. Доказательство теоремы 3 
аналогично доказательству теоремы 2 и поэтому опускается. Рассмотрим еще один полезный в 
дальнейшем результат. 
Следствие 1.  Пусть пучок  &2 − #  0-регулярен,  det # ≠ 0.  Тогда для любого  R ∈ ;2  и 
любой независимой от  R   V ∈ 2 существует единственное решение задачи 2(Q(S) − V) = 0                                                                  (11) 
для системы (9), которое к тому же имеет вид 
Q(*) = −#G(HA − I)R(*) + GWV + K GLMIR(N)%NW . 
3. Пример ИУ 
В качестве примера возьмем уже неоднократно опробованную [7, 13] математическую мо-
дель ИУ, где  X = 3,  матрицы  2 = %Z\^{1,1,0}, 
# = `a 0 0a ab 0c c −1f, &2 − # = `
& − a 0 0−a & − ab 0−c −c 1f. 
Мы считаем, что  aab ≠ 0,  тем самым условие  det # ≠ 0  выполняется само собой. Кроме 
того, простоты ради, считаем  a ≠ ab.  Из этих условий находим L-спектр  g"(#) = {a, ab}  
матрицы  #  и заключаем, что пучок  &2 − #  0-регулярен. Находим  L-резольвенту матрицы  # 
(&2 − #)G = ∆!G ` & − ab 0 0a & − a 0−c(& − ab) + ca c(& − ab) 1f, 
где  ∆!= det(&2 − #) = (& − a)(& − ab).  Отсюда сразу вытекает, что 
#G = i aG 0 0−aaGabG abG 0−caG − caaGabG caG −1j. 
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По формулам (7), где контур  ' ⊂ ℂ  ограничивает область, содержащую точки  a  и  ab,  
находим проекторы 
1 = ` 1 0 00 1 0c c 0f и I = `
1 0 00 1 00 0 0f. 
Поскольку  21 = I2,  то можно положить  M = 2  (или  M = I,  если угодно!) Затем по фор-
муле (8) построим 
 = m $
no 0 0npnoGnq ($no − $nq) $nq 0rpnpnoGnq ($ − ) +  !  ! 0". 
Как нетрудно проверить, семейство  {#: $ ∈ ℝ}  является группой, причем проектор  '  – 
единица этой группы, т.е.  ' = #(. 
Наконец, в качестве правой части в (9) возьмем «шум»  *($) =  -.(/ sin(1$), 0,0),  где  α  – 
случайная величина, распределенная по нормальному закону, моделирует амплитуду входного 
импульса, а  1 ∈ ℝ3  – его частоту. Исходя из рассуждений (3), (4) и вида матриц  4  и  5 , вы-
ходной сигнал, т. е. динамическое измерение входного сигнала  *,  будет иметь вид 67($) =  868($) +  !6!($), (12) 
где 68($) = (9;)<8 + / ∫ (9?) sin(1@)A@; , (13) 
и 6!($) = (9;)<! + B!B8 − B7 C(9;) − (9;)D<8 + 
  + EF9 ∫ C(9?) − (9?)D @GH(1@)A@;                     (14) 
моделирует состояние ИУ. Понятно, что в (12) в силу инженерного смысла должно быть  | 8| +| !| ≠ 0  (иначе выходного сигнала мы не получим!) Формулы (12)–(14) получены из формулы 
решения задачи (9), (11) в следствии 1 и в совокупности дают точное решение этой задачи с теми 
матрицами 4 и 5, что описаны выше, а также случайным процессом  *  и некоей случайной ве-
личиной  < ∈ 4!,   < = (<8, <!, <7),  причем  <8  и  <!  независимы от  /.  Случайная величина  <7  
нас не интересует, поскольку обнуляется в силу условия (11). Интегрируя (13), (14) и подставляя 
в (12), окончательно получим 67($) = KL 8 +  !B!B8 − B7M (9;) −  !B!B8 − B7 (9;)N <8 +  !(9;)<! + + /B8! + 1! L 8 +  !B!B8 − B7M (B8 sin(1$) + 1 cos(1$))C(9;) − 1D − − EF3PF Q RFF9S (B7 sin(1$) + 1 cos(1$))C(9;) − 1D.                            (15) 
Полученный результат оформим в виде следующего утверждения. 
Предложение 1.  Пусть  B8 ≠ B7,   B8B7 ≠ 0,   | 8| + | !| ≠ 0,  тогда в модели ИУ (9), (11) 
точное динамическое измерение на  [T, U]  «шума»  *($) =  -.(/ @GH(1$), 0,0)  при случайных на-
чальных данных  <8  и  <! , независимых от  /, будет иметь вид (15). 
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The new concept of the «white noise» was proposed by the authors, it is understood 
by the Nelson – Gliklikh’s derivative of the Wiener process. This approach extends to 
other «noise», which together make up the space of «noise». Precise dynamic measure-
ment «noise» produced in these spaces through a mathematical model of the measuring 
device provided by the equations of Leontief type. As an example, the measured «noise» 
having the form a pulse, the amplitude of which is the Gauss random variable. The results 
of measurements are precise. 
Keywords: the Wiener process, the Nelson – Gliklikh’s derivative, «white noise», dy-
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