In recent times, the construction of deterministic matrices has gained popularity as an alternative of random matrices as they provide guarantees for recovery of sparse signals. In particular, the construction of binary matrices has attained significance due to their potential for hardware-friendly implementation and appealing applications. Our present work aims at constructing incoherent binary matrices consisting of orthogonal blocks with small block coherence. We show that the binary matrices constructed from Euler squares exhibit block orthogonality and possess low block coherence. With a goal of obtaining better aspect ratios, the present work generalizes the notion of Euler Squares and obtains a new class of deterministic binary matrices of more general size. For realizing the stated objectives, to begin with, the paper revisits the connection of finite field theory to Euler Squares and their construction. Using the stated connection, the work proposes Generalized Euler Squares (GES) and then presents a construction procedure. Binary matrices with low coherence and general row-sizes are obtained, whose column size is in the maximum possible order. Finally, the paper shows that the special structure possessed by GES is helpful in resulting in block orthogonal structure with small block coherence, which supports the recovery of block sparse signals.
Introduction
Recent developments at the intersection of algebra, probability and optimization theory, by the name of Compressed Sensing (CS), aim at providing sparse descriptions to linear systems. These developments are found to have tremendous potential for several applications [7] [20] . Sparse representations of a vector are a powerful analytic tool in many application areas such as image/signal processing and numerical computation [13] , to name a few. The need for sparse representation arises from the fact that several real life applications demand expressing data in terms of as few basis elements as possible. The developments of CS theory depend typically on sparsity and incoherence [13] [14] .
For minimizing the computational complexity associated with the matrix-vector multiplication, it is desirable that a CS matrix has smaller density. Here, a CS matrix refers to a matrix that satisfies sparse recovery properties and density refers to the ratio of number of nonzero entries to the total number of entries of the matrix. Sparse CS matrices, especially binary matrices, contribute to fast processing with low computational complexity in CS [20] . The low coherence of a CS matrix, on the other hand, provides guarantees for recovering sparse signals via basis pursuit (BP) and orthogonal matching pursuit (OMP). In case of recovery of block sparse signals, the block coherence of a CS matrix plays an important role [25] . To date, less attention has been paid to constructing binary matrices with small coherence which also possess low block coherence. Our present work is on the construction of block orthogonal binary matrices with small coherence and block coherence so that they support recovery of sparse signals and block sparse signals simultaneously.
In recent literature on deterministic CS matrices, several authors [4] , [5] , [6] , [18] , [19] , [21] , [22] , [23] , [24] have made pioneering contributions using novel ideas. Nevertheless, in most of these constructions, the associated CS matrices have been constructed for sizes that are dictated by a certain family of prime numbers. Additionally, none of the these constructions are known to exhibit block orthogonal structure.
Recently in [3] , the authors have proposed a method to construct compressed sensing matrices from Euler Square. In particular, given a positive integer m different from p, p 2 for a prime p, the authors [3] have shown that it is possible to construct a binary sensing matrix of size m×c(mµ) 2 using Euler Squares, where µ is the coherence of the matrix (the maximum off-diagonal entry, in magnitude, of Gram matrix) and c ∈ [1, 2). One of the objectives of present work is to improve upon the aspect ratio (the ratio of column size to row size) of the CS matrices. To realize this objective, we propose a generalization of the concept of the Euler Square, namely, Generalized Euler Square (GES). To begin with, we construct an Euler Square of index p, k, where p is a prime or prime power, using polynomials of degree at most one over a finite field of order p. Generalized Euler Square of index p, k, t are then constructed using polynomials of degree at most t. Using a composition rule a new GES for non-prime sizes are obtained from the combination of two GES of prime sizes. Further, we propose a methodology to construct compressed sensing matrices from GES. The matrices designed from GES show significant improvements in terms of column size. In particular, the binary matrix constructed from GES(n, k, t) has n t number of orthogonal blocks, each of size nk × n. We discuss the structure of the binary matrices generated from generalized Euler Squares, and show that they possess block orthogonality. We also derive that binary matrices constructed from Euler Square and GES possess low block coherence, providing thereby guarantees for recovering block sparse signals. The contributions of the present work may be summarized as follows:
• presenting Euler Squares with a different perspective and associating them with polynomials of degree at most one over a finite field.
• establishing block orthogonal structure of binary matrices constructed via Euler Squares in [3] and showing their compliance with block sparse recovery properties
• introducing Generalized Euler Squares (GES) and providing their construction procedure
• bringing significant increment in column size compared to the ones obtained via Euler Squares
• establishing block orthogonal structure of the GES based binary matrices.
The paper is organized in several sections. In section 2, we provide basics of CS theory and Euler Squares. While in sections 3 and 4, we discuss respectively the block sparse recovery through Euler Square based matrices and block orthogonality, and construction of Euler Square based matrices using polynomials of degree at most one over finite field. In sections 5 and 6, we introduce Generalized Euler Squares and their construction respectively. In sections 7 and 8, we present respectively the construction of Euler Squares for composite order and construction of binary matrices using GES. In sections 9 and 10, we present GES as a rectangular array and the recovery guarantees for block sparse signals via GES. The paper ends with concluding remarks in Section 11.
Basics of Compressed Sensing and Euler Squares:
The objective of compressed sensing is to recover
M from a few of its linear measurements y ∈ R m through a stable and efficient reconstruction process via the concept of sparsity. From the measurement vector y and the sensing mechanism, one gets a system y = Φx, where Φ is an m × M (m < M) measurement matrix. An excellent overview of Compressed Sensing and the applicability of several sensing matrices may be seen in [16] .
Given the pair (y, Φ), the problem of recovering x can be formulated as finding the sparsest solution (solution containing most number of zero entries) of linear system of equations y = Φx. Sparsity is measured by . 0 "norm". x 0 denotes the number of non-zero entries in x, that is, x 0 = |{j : x j = 0}|, where . 0 is neither a norm nor a quasi-norm. Now finding the sparsest solution can be formulated as the following minimization problem, generally denoted as P 0 problem:
This is a combinatorial optimization problem and is known to be NP-hard [7] . One may use greedy methods and convex relaxation of P 0 problem to recover the k−sparse signals (i.e., signals for which x 0 ≤ k). The convex relaxation of P 0 problem can be posed as P 1 problem [8] [11] , which is defined as follows:
Candes and Tao [9] have introduced the following isometry condition on matrices Φ and have established its important role in CS. An m×M matrix Φ is said to satisfy the Restricted Proof. From the construction procedure given in [3] , a binary matrix Φ n k of size nk × n 2 is obtained from ES(n, k). Every column of Φ n k corresponds to a unique k−tuple of ES(n, k). We arrange the columns of Φ n k to form a block orthogonal matrix. We form the ℓ−th block (of block size n) by taking n columns of Φ n k corresponding to n k−tuples coming from ℓ−th column of ES(n, k). From the definition of Euler Squares, two distinct k−tuples belonging to same column of an Euler Square do not have any intersection. As a result, the inner product between any two distinct columns within a block is zero, implying thereby that each block is orthogonal. Consequently, the block matrix
has n orthonormal blocks, where each block is of size nk × n. 
Now it is easy to see that the blocks are orthogonal. Therefore Φ 3 2 consists of 3 orthogonal blocks, where each block is of size 6 × 3.
Construction of Euler Squares using finite fields
In [1] , the author has used group theoretical results to construct Euler Squares. In [2] , R. C. Bose has constructed Euler square using polynomials over finite field. In this section, we revisit the construction given in [2] and present a construction of Euler square using polynomials of degree at most one over finite fields.
4.1. Construction procedure for prime or prime power order Theorem 4.1. Suppose p is prime prime power. Then ES(p, p − 1) exists.
. . , p} denote polynomials of degree at most one over a finite field F p = {f 0 = 0, f 1 . . . , f p−1 } of order p. There are p 2 number of polynomials of degree at most one. Form the k−tuple,
We now claim that S 1 k forms an Euler square of index p, k, where i and j denote row and column indices respectively. To show that S can have at most one common root, which shows that (P
Therefore, for prime or prime power p and k ≤ p − 1, one can construct ES(p, k) using polynomials of degree at most one.
Example in a prime or prime power case
For constructing the Euler Square of index 3, 2, we consider the field F 3 = Z 3 = {0, 1, 2}. Then, the set D 
Euler Square for composite order
Once ES(p, k) is obtained for p being a prime or prime power, one can follow the composition rule described in [1] to obtain ES(n, k) for composite n = 2 r p 
Generalized Euler Square
In this section, we propose a generalization of Euler Squares.
Definition 5.1. Generalized Euler Square (GES): A GES of index n, k, t, denoted GES(n, k, t), with n > k > t, is a hyper-rectangle of l . In the next section, we use higher degree polynomials over finite field for constructing GES.
Construction of Generalized Euler Squares
One of the main objectives of proposing Generalized Euler Square is to obtain a binary matrix possessing a larger number of columns. However, this comes at the cost of increased number of intersections between the k−tuples. Therefore, in GES we allow more than one intersections in order to produce large number of k−tuples. The intersection between any two distinct k−tuples is the number of common roots between the two corresponding polynomials. The use of polynomials of higher degree allows for more intersections between the k−tuples.
Construction of GES of index p, k, t where p is a prime or prime power
Consider the polynomials of degree at most t over a finite field 
Construction of GES for composite order
In this section, we construct GES for composite dimensions. We now describe a procedure to combine two GES to produce a new GES. The resulting GES can have more general row sizes which are different from prime or prime powers.
Let p ′ and p ′′ be two primes or prime powers. Then, with 1 ≤ t < k < p ′′ ≤ p ′ , we can obtain one GES of index p ′ , k, t and another GES of index p ′′ , k, t from the previous construction. Let {(c
is=1 denote the GES(p ′ , k, t) and
t). Let us define that
. It is clear that
It is now shown that the k-ads consisting of elements c m 1 ,m 2 ,...,m t+1 ,r for r = 1, 2, · · · , k for 
GES for general order
A natural extension of the above composition can be stated as follows: 
Then the existence of GES(n, k, t) implies that GES(n, k ′ , t) exists.
Construction of binary matrices via GES
In this section, a construction of CS matrices from GES(n, k, t) is proposed. Let us represent n t+1 number of k−tuples as {(t 
Using n t+1 number of k−tuples, n t+1 binary vectors, each of length nk, are obtained. By taking the binary vectors as columns, we obtain a binary matrix Φ(n, k, t) of size nk × n t+1 . We treat Φ(n, k, t) as the GES matrix of index n, k, t.
Properties of GES matrix
1. Φ(n, k, t) has k number of blocks with each block size being n. 2. Each column of Φ(n, k, t) has exactly k number of ones and contains a single 1 in each block. 3. As intersection between any two distinct k−tuples of GES(n, k, t) is at most t, the non-zero overlap between any two distinct columns of Φ(n, k, t) is at most t.
Lemma 8.1. The coherence µ Φ(n,k,r) of Φ(n, k, r) is at most equal to r k .
Proof. Each column of Φ(n, k, r) has exactly k number of ones, which implies ℓ 2 −norm of each column is √ k. Also the non-zero overlap between any two distinct columns of Φ(n, k, r) is at most r. So, the absolute value of the inner product between any two distinct columns is at most r. Hence the coherence µ Φ(n,k,r) of Φ(n, k, r) is at most [19] , where m is the row size, k is the number of ones in each column and t is the maximum overlap between any two columns. If m = nk, which is the case for Φ(n, k, t), and t is fixed, then the maximum possible column size is
where a = Θ(b) implies that, there exist two constants c 1 , c 2 such that c 1 b ≤ a ≤ c 2 b. Hence the column size of Φ(n, k, t) is in the maximum possible order.
From lemma 8.1 and Proposition 2.2, it follows that the matrix Φ(n, k, t) so constructed satisfies RIP.
9. GES as rectangular array Definition 9.1. (Rectangular Array:) A rectangular array is a two dimensional array of k-tuples with the following properties:
• (GES 1) : each array entry is a k−tuple of numbers obtained from {0, . . . , n − 1},
• (GES 2) : two distinct k−tuples from the same column do not intersect,
• (GES 3) : two distinct k−tuples from same row have at most t − 1 intersections,
• (GES 4) : any two distinct k−tuples in the array can have at most t intersections.
Theorem 9.2. For p being a prime or prime power, ES(p, p − 1) is a p × p square matrix of (p − 1)−tuple such that
• each entry is a (p − 1)−tuple of numbers obtained from {0, . . . , p − 1},
• there is no intersection between any two (p − 1)−tuples on the same row and same column,
• there is exactly one intersection between any two distinct (p − 1)−tuples which are not from the same row or column.
Proof. Consider the finite field F p = {f 0 = 0, f 1 , . . . , f p−1 } where p is a prime or a prime power. Let S p be the collection of polynomials of degree at most 1, with zero being the constant term. It is easy to check that the cardinality of
with k = p − 1. For simplicity, we consider z = (f 1 , . . . , f p−1 ). An ordered (p − 1)−tuple is formed after evaluating P j at each of the points of z, that is, d
In order to make d P j a (p − 1)−tuple of numbers on {0, · · · , p − 1}, we replace f i with its index i. Now d P j for j = 0, . . . , p − 1 forms one column and as |S p | = p, there are p such columns. Therefore we get a matrix of size p × p with each entry being (p − 1)−tuples.
Let us take two (p − 1)−tuples from same column. As they belong to same column the corresponding polynomials are of the form P + f i and P + f j for i = j and P being a polynomial of degree at most 1, with zero being the constant term. Since P + f i and P + f j does not share any common root, there is no intersection between the tuples coming from same column.
Let us take two (p − 1)−tuples from same row. As they belong to same row the corresponding polynomials are of the form P 1 + f i and P 2 + f i for P 1 and P 2 being a polynomial of degree at most 1 with zero being the constant term. Since P 1 + f i and P 2 + f i share zero as their only common root, there is no intersection between the tuples coming from same row as the polynomials are not evaluated at zero while forming the tuples. Let us take two (p − 1)−tuples from different row and column. As they belong to different row and different column the corresponding polynomials are of the form P 1 + f i and P 2 + f j for i = j with P 1 and P 2 being polynomials of degree at most 1 and zero being the constant term. Since P 1 + f i and P 1 + f j share exactly one nonzero common root, there is exactly one intersection between the tuples coming from different row and different column. After evaluating the polynomials at Z 2 3 , we get GES(3, 2, 1) as a 3 × 3 square matrix with entries being 2−tuples:
One may observe that GES(3, 2, 1) satisfies the properties of theorem 9.2.
Remark 9.4. Note that, the third condition of theorem 9.2 is stronger than (ES 3) given in Section 3. Later, we use this property while calculating block coherence of binary matrices coming Euler Square.
GES(p, k, t) as a rectangular array
Consider a two dimensional matrix where the rows correspond to the p different values of the dimension (corresponding to the degree t in the polynomials) and the columns correspond to particular values for the other t dimensions (0, 1, 2, · · · , t − 1). The entries of each column are the k-tuples obtained by evaluating the p number of polynomials in the dimension t. The matrix obtained is of size p × p t , with each entry being a k−tuple, and satisfies (GES 1),(GES 2), (GES 3) and(GES 4).
Consider the finite field F p = {f 0 = 0, f 1 , . . . , f p−1 } where p is a prime or a prime power. Let S p be the collection of polynomials of degree at most t (where t < p −1), with zero being the constant term. It is easy to check that the cardinality of S p is |S p | = p t . For P ∈ S p , define the set S p P = {P j = P + f j : j = 0, . . . , p − 1}. Fix any ordered k−tuple z ∈ F k p with t < k ≤ p − 1. For simplicity, we consider z = (f 1 , . . . , f k ). An ordered k−tuple is formed after evaluating P j at each of the points of z, that is, d
In order to make d P j a k−tuple of numbers on {0, · · · , p − 1}, we replace f i with its index i. Now d P j for j = 0, . . . , p − 1 forms one column and as |S p | = p t there are p t such columns. Therefore we get a matrix of size p × p t with each entry being a k−tuple. Let us take two k−tuples from same column. As they belong to same column, the corresponding polynomials are of the form P + f i and P + f j for i = j and P being a polynomial of degree at most t, with zero being the constant term. Since P + f i and P + f j does not share any common root, there is no intersection between the tuples coming from same column.
Let us take two k−tuples from same row. As they belong to same row the corresponding polynomials are of the form P 1 + f i and P 2 + f i for P 1 and P 2 being a polynomial of degree at most t with zero being the constant term. Since P 1 + f i and P 2 + f i share at most t − 1 non zero common roots and 0 as a common root, there is at most t − 1 intersection between the tuples coming from same row as the polynomials are not evaluated at zero while forming the tuples.
Let us take two k−tuples from different row and column. As they belong to different row and column the corresponding polynomials are of the form P 1 + f i and P 2 + f j for i = j and P 1 and P 2 being a polynomial of degree at most r with zero being the constant term. Since P 1 + f i and P 1 + f j share at most r non zero common root, there is at most r intersection between the tuples coming from different row and column. Example: Let us first take F 5 = Z 5 = {0, 1, 2, 3, 4} and fix the ordered 5−tuple Z 
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