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ABSTRACT
Fourier Transform Infrared (FT-IR) Spectroscopic Imaging is an optical tech-
nique that simultaneously provides morphological (two dimensional) and
mid-infrared spectral (one dimensional) information for a thin specimen un-
der observation. In this dissertation, we develop a new instrument that
extends the capabilities of FT-IR imaging to provide three dimensional mor-
phological information along with mid-infrared spectral information on the
microscopic length scale. We first demonstrate that spectroscopic informa-
tion from the mid-infrared can be used to perform histologic recognition and
cancer detection in prostate, breast and skin cancer tissues. These studies
perform tissue segmentation on FT-IR imaging data from several hundred pa-
tients. The segmentation algorithms and instrumentation used are described
in detail. We perform a rigorous analysis of FT-IR imaging instruments
and data so as to understand the limits and limitations of current state-of-
the-art instrumentation. We then propose a new instrument that adds a
new dimension of information to current instruments and establish the new
state-of-the-art in mid-infrared imaging. The theoretical basis of such in-
strumentation is presented in detail and techniques for visualization of four
dimensional data obtained from the new instrument are outlined.
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Fourier Transform Infrared (FT-IR) Spectroscopic Imaging provides spatially
resolved chemical information. We hypothesize that this chemical informa-
tion will allow the determination of cell type and diseased state of the tis-
sue. In this dissertation, we develop techniques and systems for improved
data acquisition and analysis so as to facilitate cancer diagnosis using FT-IR
imaging. We demonstrate the effectiveness of FT-IR imaging in prostate and
breast cancer detection. Furthermore, we propose and implement changes to
instrumentation that allows us to obtain information previously unavailable,
expanding the frontiers of infrared spectroscopic imaging.
The dissertation is organized as follows. In Chapter 2 we present an
overview of FT-IR spectroscopic imaging. The history of FT-IR spectroscopy
and imaging is discussed. The basic theory and developments in instrumen-
tation are detailed. Some of the recent innovations, both in instrumentation
and applications are presented in the later half of the chapter.
A general framework and a review of available tools for tissue classification
and cancer detection have been presented in Chapter 3. Methods used in
pre-processing of data are potentially important to data analysis and are also
detailed. The chapter describes many of the popular supervised classification
techniques including Bayesian classifiers, artificial neural networks, linear
discriminant analysis, nearest neighbor classifiers, decision trees and genetic
algorithms. Unsupervised classification techniques like k-means clustering
and hierarchical clustering are also detailed. Finally, an example of tissue
classification involving prostate tissue is presented to illustrate the ideas from
this chapter.
In Chapter 4 we present a method of breast cancer detection using FT-IR
imaging. Tissue type identification can be done with a very high degree of
accuracy (99%) at the pixel level (i.e. ≈ 6µm length scale). However, cancer
detection accuracy on the pixel level is about 80%. In order to improve this
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accuracy, we note that cancer detection is achieved by utilizing spectroscopic
information, but not spatial (neighborhood) information around a pixel. We
propose a technique that combines spectral and spatial information around
every pixel in our dataset and show that the cancer detection accuracy can
be improved to about 94% while testing on completely independent datasets
from different tissue sources.
Chapter 5 presents a study of skin tumor progression using FT-IR imag-
ing. The techniques developed in Chapters 3 and 4 are utilized for analyzing
data. Furthermore, we present a visualization technique that we call Com-
prehensive Data Maps (CDMs) in order to effectively visualize large data
and identify trends and relationships between different regions of the spec-
trum. FT-IR imaging datasets are typically large with millions of spectra in
each dataset. Understanding this large spectral data can be challenging and
manual examination of individual spectra can be cumbersome. CDMs make
it easier to understand large FT-IR data. CDMs also help identify potential
spectral features (metrics) for further classification and data analysis.
In Chapter 6 we present an analysis of variance of spectral features in
FT-IR imaging data. FT-IR imaging of tissue results in relatively large vari-
ations in spectra between different points on the same tissue and also between
the same tissue types in different patients. In order to understand the rea-
sons for this variation, we separate the various sources of variation including
noise, intra-person variation, inter-person variation and other variations due
to systematic optical measurement effects.
Improving cancer detection accuracy above 94% using FT-IR imaging has
been found to be challenging. Reduction in classification accuracy can be
caused due to two kinds of errors, namely stochastic errors and systematic
errors. Stochastic errors can be mitigated to a significant extent by using
computational techniques. However, systematic errors are more difficult to
address and our work addresses the causes of these errors and suggests cor-
rection with some knowledge of the sample geometry. In Chapter 7 we pro-
pose a general framework for understanding any FT-IR spectroscopic imag-
ing system and discuss the spectral distortions caused due to geometry of
the sample. This characterizes and quantifies the difference between spectra
in FT-IR spectroscopy and spectroscopic imaging in both transmission and
reflection modes. Since FT-IR imaging is important especially when there
is complex sample geometry, this work is important to the interpretation
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of mid-IR spectra and distinguishing chemically induced spectral differences
from geometry induced spectral differences. Furthermore, we demonstrate
that choosing localized spectral metrics can mitigate the effects of spectral
distortions in histopathology.
Modeling light propagation through an FT-IR spectroscopic imaging in-
strument is fundamentally important to the understanding and analysis of
FT-IR data. In Chapter 8 we develop a model for light propagation and
light-sample interaction in FT-IR imaging using scalar wave theory. One
important conclusion from this work is that the spatial detail and image
quality in FT-IR imaging can be improved significantly by making simple
changes to current commercial instruments. This improved design has led to
high-definition FT-IR imaging. Additionally, we show that cancer detection
can be improved by utilizing the higher spatial detail from high-definition
imaging data.
The data collection time in FT-IR imaging can be several hours to days for
even a small micro-array of tissue. In order to make FT-IR imaging faster
and facilitate the clinical translation of cancer detection using FT-IR imag-
ing, we propose a computational noise reduction technique that reduced the
data collection time by two orders of magnitude. The details of this tech-
nique are presented in Chapter 9 . It is based on the Minimum Noise Fraction
(MNF) transform and utilizes the observation that in the MNF transform do-
main, data is concentrated only in a small number of eigen values and these
must be chosen carefully. This technique uses spatial (morphological) in-
formation to make a choice of the spectral eigen values to retain and has
been demonstrated to work well with more than 500 tissue cores. This work
has recently been extended to couple noise reduction with increasing spa-
tial contrast in FT-IR imaging data. In Chapter 10 we present a technique
called Dark-Field Raman Spectroscopy. This chapter uses the general frame-
work for light propagation developed for FT-IR imaging instrumentation in
Chapter 8 and applies it to a modified Raman spectrometer.
In Chapter 11 we present a technique to perform mid-infrared spectroscopic
tomography. This technique is capable of providing four dimensional (4D i.e.
3D spatial and 1D spectral) information on a microscopic length scale. The
theory for such an instrument is described in detail. Lastly, we present a set





Fourier transform infrared spectroscopy is a widely-used technique for mea-
suring the chemical composition of a sample. Different functional groups in
molecules have resonant frequencies in the mid-IR spectral range and will
absorb light corresponding to their resonant frequencies. The absorption
spectrum of a molecule, hence, acts as its chemical signature and will con-
tain contributions from each of the different functional groups constituting
the molecule. Even when a mixture of complex composition is used, the
chemically-specific spectrum is often termed a “molecular fingerprint” of the
material. While the practice of FT-IR spectroscopy is over 100 years old,
there has been a recent renaissance in theoretical understanding, instrumen-
tation and applications that has generated considerable interest in scientific
study and applications in this area. In particular, coupling infrared spec-
troscopy with microscopy has significantly advanced with the availability of
array detectors. This combination of spectroscopy, microscopy and multi-
channel detection is often referred to as FT-IR spectroscopic imaging [7] or
FT-IR imaging. Since the primary contrast mechanism in FT-IR imaging
is intrinsic, molecular and quantitative, it alleviates the need for external
contrast agents or chemicals. Consequently they have found a wide variety
of applications including those in forensics, cancer histopathology, polymer
science, drug diffusion studies, art restoration, and tissue engineering. The
fundamentals of instrumentation, theory and applications have been pre-
sented in this chapter.
2.1 History
The theoretical discoveries enabling modern FT-IR spectroscopy and imaging
were developed primarily over the past 40 years. In the prior dispersive
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spectroscopic technology, a prism was used to separate the frequencies in the
light source and a small grating would select a specific wavelength of light.
The resulting monochromatic beam was shone through a sample and the
amount of light absorbed was measured. Then the grating would be shifted
and the measurement repeated for each individual wavelength. In 1948, P.
Jacquinot discovered that the energy throughput using an interferometer is
much higher than what could be realized in the dispersive spectrometer where
the light intensity is restricted by the slits of the optical grating [8]. This
is called the Jacquinot or throughput advantage. By replacing the grating
with an interferometer, FT-IR spectrometers have an increased sensitivity
of roughly 60 fold for the same resolving power and instrument size [8]. In
1949, a discovery by P.B. Fellgett, now referred to as the Felgett or multiplex
advantage, showed that the signal intensity at multiple wavelengths could be
simultaneously measured when the interferogram is deconstructed using a
Fourier transform [8]. However, a Fourier transform of a spectrum consisting
tens of thousands of data points was a prohibitively slow process at that
time.
The fast Fourier transform (FFT) algorithm developed by Cooley and
Tukey in 1965 dramatically decreased the computational requirements for
performing a Fourier transform making modern day FT-IR spectroscopy
practical. The combination of the aforementioned three insights allowed
an interferometer based spectrometer to achieve SNR comparable to a dis-
persive instrument while significantly reducing the measurement time. In
the ensuing years, interferometers being developed typically involved various
configurations of stationary or scanning paradigms. Most stationary interfer-
ometers are based on the Sagnac design [9]. The beam is split and made to
travel in different directions along a common closed loop path. In one exam-
ple developed by Okamoto et al, the angles of the mirrors along the common
path are arranged to disperse the beam such that they form an interferogram
upon recombination at the beam splitter [10]. This interferogram is then fo-
cused onto a linear array detector. Although this design has the advantage of
having no moving parts, it is not as stable as scanning interferometers since
the generation of the interferogram is extremely sensitive to the angle of the
mirrors along the path. Furthermore, the resolution of the interferogram is
limited by the number of detector elements in the array.
Most scanning interferometers using for spectroscopy are based on the ba-
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sic design by Michelson (details presented in the next section). The vast
majority of commercial instruments are based on this design. Cube-corner
interferometers were designed to compensate for mirror tilt effects by ensur-
ing that the reflected beam is always parallel to the incident beam and are
used in some commercial implementations. Their performance is nearly iden-
tical to a well-aligned basic Michelson interferometer. There are also other
designs that may have specific advantages but are not routinely commer-
cially available. Refractively scanned interferometers use prisms in the place
of the plane mirrors in order to increase the optical path difference. Lamellar
grating interferometers reflect light off of a surface consisting of adjustable
parallel interleaved mirrors, where the optical path difference is dependent on
the shift between the mirror facets. Interferometers have also been designed
to take advantage of polarization, where an optical path difference is intro-
duced by rotating a rocking mirror. The reliability of many of these designs
depends heavily on the accuracy of movement of the reference mirror. Other
designs have been proposed to be stable or scan rapidly. Precision electro-
motors and advanced control via computers, however, have made Michelson
interferometers the preferred design in modern FT-IR spectroscopy.
While IR spectroscopy technology was developing, significant efforts were
also expended in developing IR microscopy. The combination of a microscope
and IR spectrometer was reported more than 60 years ago (1957). The instru-
ment, however, relied on dispersion of light and collected on spectral element
at a time for one spatial position. To acquire a spectrum at every point, the
spectrum at every spatial position had to be serially recorded and the sam-
ple had to be raster scanned across many positions, making data acquisition
very slow and impractical for most uses. Microscopy is challenging as light
throughput for a small spatial region is necessarily small. As opposed to many
other optical imaging techniques, mid-IR lasers for the broadband spectra re-
gions were not developed. Hence, only weak thermal sources were available.
Since the spectral region was not driven by either consumer demand or visi-
ble imaging, detector development was also slow. Hence, microscopy did not
make much progress until the advent of FT-IR spectroscopy, better detec-
tors and microcomputer control and processing. Coupling a microscope to
an FT-IR spectrometer resulted in significant speed advantages but was com-
mercially available only in the late 80s. The sample was still raster scanned to
collect spatial data. The late 90s saw the introduction of wide-field detection
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with focal plane array (FPA) detectors that were de-classified from military
applications [11]. The tremendous multichannel advantage imparted by ar-
ray detectors provided a speed advantage over the previous point-by-point
mapping technology [12]. To distinguish the multichannel detection-based
instruments from the point-scanning instruments, the latter are referred to
as “imaging” techniques, while the former are termed “mapping” techniques.
A second generation of detectors - both linear array and revamped focal plane
arrays - provided further advances in the early 2000s. The period since then
was dominated by various applications and data analysis methods. Lately, a
focus on quantitative and fundamental understanding has driven both instru-
mentation and applications. For example, the use of high numerical aperture
optics coupled with optimized data sampling has enabled high definition FT-
IR spectroscopic imaging [13, 14, 15, 16]. These developments have fueled
and are re-energizing the use of FT-IR spectroscopic imaging in a wide array
of fields including polymeric materials [17], forensics [18], art restoration [19],
and tissue histopathology [20].
2.2 Basic Theory
The spectral diversity and unique light-matter interactions in the mid-IR
spectral range both make the theoretical underpinnings and its effect on in-
strument design interesting for IR microscopy. In this section, we first present
the basic theory of a Michelson interferometer which helps understand the
trade-offs in spectroscopic acquisition and analysis. Next, we discuss opti-
cal theory of IR microscopy, which helps understand the spectral response
of heterogeneous systems and spectral recording when using a microscope.
Combined, the two aspects afford a full understanding of the data acquisition
and aid in the interpretation of recorded data.
2.2.1 Interferogram
When two waves propagate along the same path, they interfere with each
other, either constructively or destructively depending on their frequency,
magnitude, and phase. An interferogram is the signal obtained by superim-
posing several such waves. In a Michelson interferometer, light for an infrared
7
Figure 2.1: Schematic diagram of (A) FT-IR point spectroscopy using
far-field apertures, and (B) FT-IR imaging with a multi-element focal plane
array (FPA) detector. Note that the interferometer, consisting of the
source, beam splitter and mirror with their attendant structural, electrical
and control elements are common between instruments and commonly
available FT-IR spectrometers. The output of the interferometer is directed
to an infrared microscope and detectors can be monolithic or focal plane
arrays (FPA).
source is split into two arms using a beam splitter and reflected back to the
beam splitter by mirrors in each arm. As opposed to other uses of interferom-
etry, as used in depth ranging for example, this approach is has been strictly
used for spectral encoding in the mid-IR. The common path of the beam
provides for an exceptionally stable signal in which noise sources, including
source fluctuations and phase errors among others, that often dominate other
applications of interferometry are naturally eliminated. The length of path
traversed by light in each arm can be varied by changing the relative posi-
tions of the mirrors and the difference in path length is called retardation
and denoted by δ. The intensity of light at the detector is recoded as a
function of δ and is called an interferogram. The intensity, I, as a function
of retardation, δ, for a Michelson interferometer is given by
I ′ (δ) = 0.5I (ν¯0) (1 + cos (2piν¯0δ)) (2.1)
where ν¯0 is the wavenumber in cm
−1. Typically, only the oscillating compo-
nent (AC signal) is useful for spectrometry and the constant term (average
DC signal) is subtracted either in hardware or software. With this simplifi-
cation, Equation Error! Reference source not found.) can be written as
I (δ) = 0.5I (ν¯0) cos 2piν¯0δ (2.2)
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Instrument parameters including the beam splitter efficiency, detector re-
sponse, and amplifier characteristics modify the signal and are included into
the measurement via a multiplicative term G (ν¯0) [9]. The signal, S(δ), from
the amplifier is
S (δ) = 0.5G (ν¯0) I (ν¯0) cos (2piν¯0δ) (2.3)
All the multiplicative factors can be simplified into the beam spectral inten-
sity, B (ν¯0) resulting in
S (δ) = B (ν¯0) cos (2piν¯0δ) (2.4)
S (δ) is the Fourier cosine transform of B (ν¯0). Consequently, the spectrum
of the signal can be calculated by computing the inverse Fourier cosine trans-
form of S (δ). The interferogram and spectrum form a Fourier cosine trans-










S (δ) cos (2piν¯0δ) dδ (2.6)
2.2.2 Resolution
Consider a spectrum that consists of features, at two distinct wavenumbers,
ν¯1 and ν¯2, but with identical magnitudes. The resolution of an interferometer
is the minimum difference in these positions, ∆ν¯, such that the corresponding
spectral features can still be resolved. In the time domain, when these two
beams with distinct wavenumbers are superimposed, the interference pattern
will repeat every multiple of (∆ν¯)−1 where the beams are in phase. Therefore,
in order to just resolve the two wavenumbers, the maximum travel distance
of the movable mirror, ∆max has to be such that
∆ν¯ = (∆max)
−1 (2.7)
Obviously, the longer distance an interferometer scans, the finer the Restrict-
ing the resolution. Longer scanning will also require longer times and result
in overall lower signal to noise ratio (SNR) per resolution element. Hence, a
resolution that is sufficient for the problem at hand is usually recommended.
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A finite resolution implies a finite maximum retardation. The effect of this fi-
nite maximum retardation is to introduce a truncation function, D(δ), called
the instrument line shape to the beam, where
D(δ) =
{
1, if −∆ ≤ δ ≤ ∆





S (δ)D (δ) cos (2piν¯0δ) dδ (2.9)
The resulting spectrum is a convolution of the original spectrum with the
Fourier transform of D(δ). Choosing an appropriate truncation function
is important to obtaining useful data. For the boxcar truncation function
above, the Fourier transform is a sinc function. The sinc function, however,
is not a useful line shape because of its large oscillating amplitudes away
from the center. The side lobes of a sinc function can reach negative values
with a magnitude 22% of the primary peak and small features that fall in
these negative regions will appear omitted from the computed spectrum.
Therefore, apodization is used to control the effect of the finite retardation
by modulating the instrument line shape in order to minimize these secondary
effects.
2.2.3 Apodization
The molecular fidelity of the spectrum and resolution of the interferogram can
be improved by controlling appropriately the instrument line shape, D(δ).
When the boxcar apodization function is used to modulate the instrument
line shape, a spectrum consisting of two adjacent spectral lines of equal
intensity as shown in Figure 2.2, the two features cannot be resolved when
the separation is less than 0.5/∆. Analogous to the definition of resolution
for optical microscopy, the resolution for spectrometers is often defined using
the Rayleigh criterion and the full width at half-height criterion [9]. For the
Rayleigh criterion, we can consider these lines distinguishable if the resulting
curve has a dip of approximately 20% of the maximum intensity, which occurs
at 0.73/∆ separation, as shown in Figure 2.3. The lines would be considered
fully resolved if the separation dips down to the baseline.
Several apodization techniques have been proposed to replace the box car
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Figure 2.2: sinc functions of a spectrum consisting of two distinct
wavenumbers spaced (A) 0.5/δ and (B) 0.73/∆ apart. The features in the
first scenario cannot be resolved.
function including trapezoidal, triangular, triangular squared, Bessel, sinc
squared, and Gaussian functions [9]. All these functions have smaller oscil-
latory side lobes. The following example illustrates the use of a triangular
function (defined below) in apodization. The Fourier transform of a trian-
gular function is a sinc2 function. Using the same separation (0.5/∆) as
Figure 2.2a above, the triangular apodization function allows the distinct





|, if −∆ ≤ δ ≤ ∆
0, if δ > |∆| (2.10)
2.2.4 Sampling
The analog signal that arrives at the detector eventually undergoes a digiti-
zation process. While an extremely high sampling rate can better emulate a
continuous signal, first, this is not practical because the FFT calculation will
take a prohibitively long time. Second, the source, optical components or
detector may either be spectrally limited in their response or the throughput
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Figure 2.3: sinc2 function of a spectrum consisting of two distinct
wavenumbers spaced 0.5/∆ apart. Unlike the sinc function, the triangular
apodization function clearly allows the closely spaced features in this
spectrum to be resolved.
in the system can be limited by the use of appropriate optical filters. Hence,
the combination of a useful bandpass for the desired spectral analysis and
minimal computation can lead to optimal spectral recording and processing.
Once the spectral and optical parameters are set, the appropriate sampling
rate so as to retain all the information from a band limited signal is given
by the Shannon-Nyquist sampling theorem. The theorem states that the
sampling rate must be at least twice the bandpass of the system in order to
accurately represent the original analog signal. Care must be taken to ensure
that a signal being sampled at a rate 2F does not have frequencies above F.
The presence of frequencies above F results in aliasing and can potentially
affect the entire signal. Figure 2.4a shows the Fourier transform of a signal
with bandwidth F being sampled at a frequency, fs < 2F . This causes a
corruption of the data in the (overlap) frequency range below frequency F.
In order to prevent an overlap of frequencies, i.e. aliasing, the data must be
sampled at no less than 2F as shown in Figure 2.4b.
The analog optical signal are digitized using an analog-to-digital converter
(ADC). Modern ADCs typically have a resolution between 14 to 18 bits which
allows the ability to distinguish between 214 to 218, or respectively 16,384 to
262,144, separate voltage levels. However, at least 1 bit is typically reserved
for noise to prevent truncation errors. For a spectrum with a resolution of ∆ν¯
and a bandpass between ν¯max and ν¯min, the number of digital levels required
to record its interferogram is shown in Equation (25) and the dynamic range






Figure 2.4: A signal sampled at (A) fs < 2F results in aliasing, which can
be avoided by sampling at (B) fs ≥ 2F
A common mid-infrared spectrum with a bandpass of 3,600 cm−1 at a
resolution of 4 cm−1, will required 900 digital levels. The dynamic range
of this spectrum is the number of digital levels of the ADC divided by the
dynamic range of the interferogram, which in this case is roughly 1000:1 for
a 16-bit ADC. Commercial FT-IR instruments can even exceed this spectral
dynamic range and use higher resolution ADCs. Empirical Errors The prior
theoretical analysis assumes a perfectly collimated beam which is difficult
to achieve experimentally. Smaller sources are more collimated but have a
weaker signal at the detector. A beam traveling through the interferometer
with the largest solid angle possible without degrading the resolution will
yield the highest signal. A monochromatic beam passing through a Michelson
interferometer will create interference fringes, called Hdinger fringes, on the
image plane at the detector. These fringes will oscillate sinusoidally when
the retardation increases. If the entire beam was measured, an interferogram
cannot be generated because there would be no average change in intensity.
An aperture, called a Jacquinot stop, limits the beam such that only the
central peak of the fringe pattern passes to the detector. The maximum
13





Alignment of the fixed mirror, moving mirror, and beam splitter relative to
one another will affect the interferogram. The mirror drive mechanism must
be capable of keeping the plane of the moving mirror at a constant angle
to the beam path at all points during the scan. A small angle discrepancy
of any mirror during the scan will result in a misaligned detector causing a
significant reduction of signal intensity. Moreover, fringes can be formed at
the detector plane resulting in poor data quality.
2.2.5 Signal to noise ratio (SNR)
The signal to noise ratio of an acquired spectrum is one of the most critical
quantities for obtaining the best analytical results. Due to abovementioned
considerations, the noise in FT-IR spectrometers is usually dominated by the
noise at the detector. Since the noise is random and uncorrelated with the
source intensity, signal averaging offers significant advantages. Often, exten-
sive signal averaging is required, especially in microscopy formats. The SNR
scales as t1/2, ultimately providing a diminishing return and yielding to the
effects of other noise sources, including medium term drift and source fluc-
tuations. When all parameters (range, source intensity and resolution) have
been optimized for the experiment and the best possible hardware chosen,
signal averaging is the recourse for improving the SNR.
2.2.6 FT-IR Spectroscopic Imaging
FT-IR Spectroscopic imaging couples a Michelson interferometer to an in-
frared microscope. There have been significant developments in the theory
of FT-IR spectroscopic imaging in the past three years. Since its inception,
FT-IR imaging data has been treated as a direct extension of FT-IR spec-
troscopy, with the additionally trivial consideration that data are spatially
resolved. Other than reflecting species concentration, the spatial structure of
the sample was not thought to play a major role on the recorded data. How-
ever, there are fundamental differences in the data recorded between homo-
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geneous and heterogeneous samples that arise because of the microstructure
of samples on the scale of the wavelength. Recent work has shown that the
recorded spectra can be significantly different in important ways from FT-IR
spectroscopy and these differences arise due to the shape and distribution of
different chemical species [21, 22, 23] as well as the effects of focusing op-
tics, which are considerably less impactful in non-imaging systems. Rigorous
electromagnetic models analyzing the interaction of light with heterogeneous
samples have quantified the nature of these spectral differences. A system-
atic and robust difference is indeed observed experimentally, validating the
theory. The theory of interaction of infrared light with layered samples has
shown that the recorded data can be distorted from bulk spectra because of
sample thickness. If the sample thickness is known a priori, iterative tech-
niques can be used to estimate the bulk spectra from FT-IR imaging data. In
the absence of thickness information, co-estimating both geometry and spec-
tra is difficult and convergence to the correct result is not always guaranteed.
Extending this model to include both lateral and transverse heterogeneities
has also been proposed (Davis et. al. 2010b). Using these models, it is pos-
sible to predict the collected spectrum when the infrared optical properties
and the geometry of the sample are known. Spectral differences are typically
more prominent in transflection FT-IR imaging data relative to transmission
data. These spectral differences fundamentally arise due to scattering of light
at optical boundaries and the nature of theses distortions can be quantified.
This work has demonstrated that distortions are maximum when the point
of focus of infrared light is directly at the edge and they reduce as we move
away from the edge. Simultaneously recovering both geometry and spectra
of samples using IR imaging is an open problem and the subject of current
research. In the next section, we present a rigorous theoretical model for
understanding data from FT-IR spectroscopic imaging instruments.
2.3 Instrumentation
2.3.1 Hardware
The optical system in an FT-IR spectrometer primarily consists of a Michel-
son interferometer. This is a device that creates interference between a beam
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of light and its time delayed counterpart. Light from an IR source is directed
toward a beam splitter which reflects about half the incident beam while
transmitting the remaining half. The first half of the beam, having reflected
off the splitter causing a half wavelength phase shift, then reflects off a fixed
mirror causing another half wavelength shift, and straight back through the
splitter to the detector. Concurrently, the remaining half first passed through
the splitter, reflects off a moving mirror, and then travels back to the beam
splitter which reflects the beam toward the detector resulting in an identical
net phase shift relative to the first half. The moving mirror is used to change
the distance travelled by the beam. When both path lengths are equal,
at zero optical path difference (OPD) or retardation, the beams recombine
constructively. If the movable mirror is displaced by a quarter wavelength,
resulting in an optical retardation of a half wavelength, the two beams are
now 180 out of phase so would be complete destructive interference when
recombined at the beam splitter. A signal (interferogram) is obtained as a
function of retardation.[9]
Figure 2.5: Schematic of a Michelson interferometer
The ability of the mirror drive motor to keep the movable mirror in con-
stant alignment and speed is critical for interferogram quality. Furthermore,
as the only moving part in the interferogram, the motor assembly must be
resilient to wear. The drive in modern interferometers consists of a brushless
DC servomotor mounted on air bearings for frictionless motion. These ser-
vomotors contain an electromagnetic transducer with a fixed magnet. The
force produced by the electromotor is function of the length of the coil wire,
the current passing through it, and the field strength of the fixed magnet.
The maximum force is typically around 1 to 2 Newton and can move a mirror
assembly with a mass between 50 to 500 g. Advanced modern precision linear
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motor stages can provide single nanometer resolution with 5 nanometer guar-
anteed repeatability. These stages contain laser position encoders that have
sub-nanometer resolution and are capable of providing positional feedback
useful for spectroscopy. Their use has not been reported in interferometers
for IR spectroscopy but one has been implemented in our laboratory.
2.3.2 Continuous Scan Interferometer
This mirror drive is currently the most common implementation [9, 24, 25] of
FT-IR spectrometers. The mirror travels at a near constant velocity usually
faster than 0.1 mm s-1 during each scan. To obtain accurate phase data,
the motor must accelerate and decelerate before and after the data collection
region so the mirror can maintain a constant velocity. Usually multiple passes
are made and the signal is summed. This improves the SNR since noise is
random and only increases with the square root of the number of scans. This
signal averaging process is performed as many times as necessary in order to
obtain the desired SNR. Depending on the quality of the motor, it may not
have the necessary accuracy to generate consistent interferogram. Alignment
of the interferogram center burst may be necessary prior to averaging. Since
the retardation is dependent on the scanning velocity V ′ over t seconds,
δ = 2V ′t (2.13)
Equation Error! Reference source not found. can then be modified as
S (δ) = B (ν¯0) cos (4piν¯0V
′t) (2.14)
2.3.3 Step-Scan Interferometer
In a step-scan interferometer, the moving mirror is stopped at discrete re-
tardation until the measurement is completed. The interferogram is built by
discrete retardation points rather than discrete time points. Since time is
decoupled from the mirror position, a desired retardation can be held and
measured for any amount of time. However, the step-scan interferometer is
slower due to the time required for mirror to stabilize, is less efficient in data
acquisition due to these delays, may suffer from additional noise sources due
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to positioning and limited filtering capability and requires more expensive
and complicated hardware. This method was only more favorable in early
FT-IR instruments due to slower detector speeds [11]. Faster detectors and
electronics have made the rapid-scan interferometer more popular for many
applications. Step-scan interferometers are now primarily used to record the
evolution of transient molecular events over a period of time [11]. At each
retardation setting, the molecular event is retriggered in order to take a new
measurement point.
2.4 Detectors
2.4.1 Thermal and Quantum Detectors
The two types of infrared detectors available are of thermal or quantum
design. The sensing element of a thermal detector responds to change in
temperature. A thermocouple generates an electromotive force, bolometers
or semiconductors change resistance, and pneumatic detectors contain a di-
aphragm that moves due to the expansion of a gas. Most of these have
become obsolete for modern FT-IR spectroscopy due to slow response times.
The only mid-IR thermal detector that has sufficient speed, linearity, low
cost, and capable of operating near room temperatures is the pyroelectric
bolometer. The sensing element of pyroelectric detectors initially used in
most rapid-scanning FT-IR spectrometers was triglycine sulfate (TGS). In
the 1980s, Deuterated triglycine sulfate (DTGS) was found to have a higher
Curie temperature, the point of failure, so it replaced TGS in FT-IR spec-
trometer designs. Most recently, deuterated l-alanine-doped triglycine sulfate
(DLATGS) is preferred.
Quantum detectors contain either a photomultiplier tube (PMT) or a semi-
conductor sensing element or. In a PMT, when a photon strikes the pho-
toemissive surface, electrons are produced due to the photoelectric effect. A
focusing electrode directs these electrons toward electron multipliers caus-
ing a cascading effect. Eventually, enough of these secondary emissions are
generated in order to produce a detectable electric current. PMTs require
high energies in order to produce a current. Therefore, they can only be
used in near-IR regions lower than 1 micron. Semiconductor based detectors
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are used for the near to mid infrared region. In the semiconductor element
of a quantum detector, the electrons in the valence band become excited to
the higher energy level conduction bands when interacting with IR radiation.
The level of excitation depends on the energy of each photon which is pro-
portional with its wavenumber. However, the wavenumber can only increase
until the cutoff where the detector response drops suddenly. Semiconduc-
tors are often used for their relatively small bandgap between the valence
and conduction bands. Adjusting the doping level of the material through
by introducing small impurities is often used to adjust the electrical proper-
ties of the semiconductor. A common semiconductor used in IR detectors is
mercury cadmium telluride (MCT). The ratio of the HgTe and CdTe used to
create the MCT determines the band-pass frequency response of the detector
and is closely related to its sensitivity, which is characterized by its specific
detectivity.
2.4.2 Single Point Detectors
FT-IR spectroscopy can be used to raster scan a sample to create an image
where each pixel contains the infrared spectrum of the specimen at that spe-
cific point.[23] The beam from the interferometer is directed at an IR opaque
aperture that restricts light to the prescribed sample area. The basic aper-
tures are typically manufactured from carbon black coated metal. However,
more advanced microscope designs use apertures formed from IR-absorbing
glasses in order to allow visible images to be obtained while recording IR
spectra [11]. However, light passing through the aperture will form a diffrac-
tion pattern that allows unwanted light to reach the detector. The problem
due to these diffraction artifacts is resolved by using a second aperture on
the opposite side of the sample in front of the detector to serve as a rejection
mask [11]. Since the point spread function narrows, we can achieve a higher
resolution but with the drawback of a lower signal to noise ratio [11]. Longer
acquisition times and multiple passes are necessary to compensate.
The sensitivity of a detector is usually described in terms of the noise
equivalent power, NEP , which is the optical power required to give a signal
equal to the noise level [9]. NEP is proportional to the square of the detector
area AD and the specific detectivity D
∗. The noise power, N ′ in Watts,
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Figure 2.6: Design of a FT-IR instrument incorporating a single-element
detector. Dual aperatures on either side of the sample minimize error due
to diffraction artifacts.







D∗ Given the spectral brightness Uv (T ) derived from the
Planck equation, using an interferometer at resolution ∆ν¯, throughput Θ,
and efficiency ξ, the signal power, S ′, is given [23] by
S ′ = Uv (T ) Θ∆ν¯ξ (2.15)














FT-IR instruments are limited by trade-offs between SNR, resolution, and
acquisition time. This property is known as the “spectroscopic trading rules”
[9]. Under the criteria of constant throughput and constant mirror velocity,
Uv (T ), Θ, ξ, and D
∗ are all constant [9]. In order to measure at twice the
resolution, in other words half the ∆ν¯, over the same time period t, SNR
will be halved and noise doubles [9]. The relation between SNR and time
is shown in Equation Error! Reference source not found. [9]. But, if the
throughput is variable, then Θ is also halved so the SNR actually decreases
by a factor of four [9]. The same principle applies when changing the velocity
of the movable mirror where the result is identical to varying the scan time.
SNR ∝ t1/2 (2.17)
The time can also be impacted by the interferometer resolution ∆ν¯. If ∆ν¯
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is smaller than the full width at half max (FWHM) of the smallest features of
the spectrum, lowering ∆ν¯ will have little impact on the features’ intensity.
However, it will increase noise by a factor depending on the constant or
variable throughput criterion described previously [9]. If ∆ν¯ is much larger
than the FWHM of the features, then the feature will appear narrower but
with a higher amplitude. If the spectrum is primarily composed of weak
narrow lines, lowering the resolution has no effect on the SNR of the spectrum
[9]. Therefore, measuring a spectrum that has broad features at excessively
high resolution will decrease the potential SNR. Apodization will affect the
SNR of a spectrum. When changing from the boxcar apodization function
shown in Figure 2.2 to the triangular function shown in Figure 2.3, the SNR
is decreased by a factor of
√
3 on average [9]. Apodization functions are
mostly identical at retardations near zero, so changing it will not affect low
spatial frequency noise. Changing the apodization function will affect the
degree at which high spatial frequency noise is attenuated. Apodization
functions that decay more sharply will smooth the spectrum more [9]. FT-
IR instruments incorporating single point detectors also have their speed
impacted by individual point mapping. A programmable microscope stage is
required to be capable of performing precise movements at the micron scale
and then return accurate positional feedback. The stage is used to move
the sample such that the beam scans across the desired collection region.
Incrementing over thousands of micron sized points across an entire image
can take days to weeks to complete. While FT-IR allows measurements at
high fidelity, the acquisition time of raster scanning each point of an image
individually limits is applications in time critical environments [4].
2.4.3 Multi-element Detectors and Imaging
Detectors can be arrayed in a linear format or as a focal plane array (FPA).
These multi-element detectors, which consist of many detector channels in
parallel, allow for faster data collection and are commonly used for imaging
purposes [26, 27, 2, 28]. The beam of IR light covers the entire detector
surface allowing many points to be captured simultaneously at each position
of the raster scan. The read out time of multiple channels will be slower
than reading from a single element detector. The additional delay depends
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on system electronics. Yet, this is still much less than the time it takes for
the stage to move. Imaging with a multi-element detector, in general, will
be faster by a factor of the number of channels in that array. For instance,
a 256x256 pixel detector will have a speed advantage of 65,536 fold.
Additionally, higher SNR can be obtained because it eliminates the need
for apertures [11]. The dimensions of pixels in a modern detector array are in
the tens of microns, compared to single element detectors which are 100-250
microns in size [11]. Since SNR is proportional to the inverse square root of
detector size, the smaller multi-element detectors allow for considerable SNR
increase. From the single-element SNR analysis summarized by Equation







NA is the numeric aperture and A is the area of the sample collected per
pixel. The number of pixels on a multi-element detector has been increasing
steadily and is expected to increase in the foreseeable future. The speed
advantage of parallel data acquisition using multi-element detectors is a key
driving force behind the broad deployment of FT-IR imaging. These improve-
ments in hardware, in conjunction with the dramatic increase in computing
power due to faster processors, have made FT-IR imaging a powerful tool
for molecular analysis. Development of robust signal processing and data
analysis algorithms in the recent past has also been important. These devel-
opments are making real time analysis of samples using FT-IR spectroscopic
imaging practicable in the near future.
2.5 High-Definition Imaging
2.5.1 Synchrotron FT-IR Spectroscopic Imaging
Synchrotron FT-IR spectroscopic imaging combines infrared light from mul-
tiple synchrotron beams with wide-field detection using an infrared micro-
scope [1]. Compared to IR thermal sources, synchrotron sources are stable,
broadband and emit high-brightness radiation. The resolution of any FT-IR
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imaging systems is limited by the diffraction limit of the mid-IR light and
the numeric aperture of the objective. For the shortest wavelength of inter-
est, 2.5 microns, and a numerical aperture of 0.65, a pixel spacing of around
0.96 microns or smaller may be achieved. However, commercial instruments
are typically limited to a spatial resolution of 5.5 microns in order to en-
sure a sufficient SNR from the weak thermal source. Using a synchrotron
source with the same setup, hence, alleviates the lack of throughput and en-
ables smaller pixel sizes at the sample plane to be recorded. One example
of such a device is the synchrotron at the University of Madison-Wisconsin
that combines 12 high-flux IR beams through a 74X objective to completely
illuminate a FPA detector [1]. The use of multichannel 128x128 pixel FPA
detectors removes the need for apertures while allowing for significantly lower
acquisition times. However, these synchrotron FT-IR imaging systems have
limited applications due to the size and accessibility of the source.
FT-IR synchrotron instruments have allowed for IR diffraction limited
imaging measurements of human breast and prostate tissue [1]. As shown in
Figure 2.7, synchrotron FT-IR instruments are capable of a dramatic increase
in spatial resolution. This study identified the chemical characterization of
cell types and tissue structures such as the basement membrane in human
prostate tissue. The ability to image at fine detail permits the identification
of tissues that are key components of cancer diagnosis.
2.5.2 Attenuated Total Reflectance FT-IR Imaging
Attenuated Total Reflectance (ATR) FT-IR imaging relies on the total inter-
nal reflection of the incident beam using a solid immersion lens that creates
an evanescent electric wave that interacts with the sample. The evanescent
waves penetrate 1 to 4 microns into the sample. The lens must have a higher
refractive index than the sample, so it is typically made from germanium,
diamond, or zinc selenide crystal. Furthermore, the sample must be in com-
plete contact with the lens to prevent the presence of air bubbles where the
change in refractive index would systematically distort data. The physical
contact may cause damage to the sample as well as changes in conformation.
In most cases, liquid samples can be imaged in their natural state with lit-
tle or no preparation required. ATR can also be an excellent technique for
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Figure 2.7: Cancerous prostate tissue (A) imaged with a multi-beam
synchrotron FPA (0.54 micron pixel size), compared to (B) an image from a
thermal source linear array (6.25 micron pixel size) (50 micron scale bar) [1].
measuring the composition of solids which often absorb too much energy to
be measured by IR transmission.
Figure 2.8: Schematic of an ATR FT-IR imaging system.
The spatial resolution of the instrument increases at higher angles of in-
cident light. Since ATR FTIR imaging is a near field technique, there is
no theoretical diffraction limit. However, there are practical limitations on
spatial resolution due to SNR. At higher incident angles, there is a trade-off
between increased spatial resolution and decreased wave penetration depth.
Infrared radiation can only interact with the sample up to a depth (dp) de-
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pending on the wavelength λ, incident angle θ, and refractive indices n1 and








R FT-IR instruments have been shown to be capable of imaging large samples
at nearly 1.5 by 2 mm in size, at spatial resolutions at up to 1.25 microns,
using linear and FPA detectors with dimensions up to 256x256 pixels [29].
Studies have demonstrated that this can identify important components in
tissues and yield new insights into disease processes and their associated
chemical changes [30].
2.5.3 Bench-top High-Definition Imaging
Bench-top high definition FT-IR spectroscopic imaging has been a relatively
recent development. Rigorous electromagnetic models for light propagation
through a FT-IR imaging instrument have been proposed recently. Creating
a complete model for the propagation of light through the instrument has
led to key insights and improved instrument design. An appropriate choice
of pixel size, Cassegrain magnification, numerical aperture and wavelength
has been used to optimize image quality. Consequently, previously obscured
spatial information can now be obtained using the new instruments. Data
from table-top FT-IR spectroscopic imaging instruments are now capable of
spatial resolution and data quality comparable to that from a system using a
gigantic synchrotron source, although the SNR from the table-top instrument
is significantly lower for a single scan.
The advent of bench-top high-definition imaging instruments has impor-
tant implications for the application of FT-IR imaging. In a wide array
of applications, molecular information coupled to high spatial detailed can
be a powerful investigative tool. In the study of diseases like breast can-
cer, for example, high spatial detail can be important in diagnosis. The
infrared spectrum from FT-IR imaging provides information that helps dis-
tinguish epithelial tissue from stroma and this is an important parameter in
disease diagnosis. However, the spatial resolution of current FT-IR imaging
instruments is insufficient for distinguishing inter-lobular stroma which can
be potentially diagnostic. High-definition imaging has solved this problem
by providing significantly higher spatial resolution and image quality. New
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instruments incorporating the capability of high-definition imaging are likely
to be adopted widely in the near future.
As noted in the section on FT-IR imaging theory, one has to be careful in
the interpretation of spectra when observing chemically heterogeneous sam-
ples. Differences between spectra of homogeneous and heterogeneous samples
need careful attention to avoid incorrect interpretation. Spectral differences
can be utilized in characterization and identification of chemical contents of
a sample. However, one has to be careful not to assign chemical significance
to every variation in the spectrum. Robust identification of chemicals from
distorted spectra is a subject of current research.
2.6 Applications
FT-IR spectroscopic imaging has a wide range of applications today. Many
ongoing studies deal with investigating fundamental processes involved in
disease initiation and progression. Imaging also has significant implications
toward the design of methodologies for disease diagnosis and prognosis in a
clinical environment. In addition, the ability to characterize various natural
and artificial materials at a chemical level is a desirable tool used across
many disciplines. There are numerous studies and applications that can be
found in several recent reviews from our group and others. Rather than an
exhaustive review of the past work, here we present examples of some of
the exciting recent developments primarily to provide an illustration of the
possibilities.
2.6.1 Cancer Histopathology
Preliminary screening of cancer tends to be sensitive to the disease but at a
cost of specificity. Further histologic analysis via biopsies is the gold stan-
dard for cancer diagnosis. These histopathology tests typically involve hema-
toxylin and eosin (H&E) staining of sectioned tissue. A pathologist trained
to recognize the morphology of cell types must inspect the patterns in each
tissue sample and determine if there are alterations, if these alterations in-
dicate a disease, and if so, characterize its severity. The vast majority of
biopsies, however, are actually benign and this consumes excessive health
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care resources [31]. Additionally, the human factor is often not accurate
when dealing with indeterminate cases. FT-IR imaging is developing to be-
come a high-throughput, automatic, and accurate tool capable of making a
clinical impact by improving the efficiency of cancer screening [32, 30, 33].
Automated histopathologic methods for classifying FT-IR imaging data
using Bayesian classification have been developed recently [33, 2]. The pre-
diction algorithm is trained to high confidence levels using hundreds of tissue
samples in microarrays. Only an optimal subset of metrics that has diagnos-
tic potential is incorporated into the algorithm. The conditional probabilities
for the metrics are used to build a discriminant function that returns prob-
abilistic recognitions of cellular states. The model is then applied on FT-IR
image data. It is first segmented into regions of similar cell types by applying
pattern recognition techniques. Furthermore, spectra and spatial informa-
tion from the local neighborhood of each data point are used to determine
the presence of a disease and its severity. Supervised classification is per-
formed using chemically stained data segmented by an expert pathologist as
a gold standard data [2]. Validation of the resulting algorithm is performed
against an independent data set and receiver operating characteristic (ROC)
curves are used as a measure of classification accuracy. Information from
classification of FT-IR imaging data can be combined with H&E stained
visible images [34] to provide further improvements in segmentation. First
the images are aligned and overlaid. This is done by using a smoothing filter
to identify rough shapes that can be transformed with a least square er-
ror minimization approach. Segmentation and feature extraction algorithms
then process the combined data sets. This technique has been shown to yield
highly accurate classification results [34, 35, 36, 37, 38, 39].
Figure 2.9: Prostate tissue section hematoxylin and eosin (H&E) stained
(left) compared to its FT-IR absorption data at 1,080 cm−1 (center). The
FT-IR spectrum can be analyzed for unique spectral features for each cell
type (right) thus providing more information than the conventional H&E
stain. The diameter of the sample is approximately 500 microns. [2]
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2.6.2 Cell culture
In vitro cell cultures can serve as a model for many environments in the
human body. Imaging cell cultures with FT-IR techniques allow us to re-
search the fundamental processes involved in disease initiation and progres-
sion [40, 41, 42, 43]. During carcinoma progression, the tumor microenvi-
ronment transforms both chemically and morphologically. ATR FT-IR spec-
troscopic imaging has been used to examine these transitions prevalent in
early cancer development [20]. The increased spatial resolution allowed The
changes in the spectra were found to be associated with protein modifications
in the cell cytoplasm rather than events occurring in the nucleus [20].
2.6.3 Tissue Characterization and Engineering
Morphologic, histologic, and chemical analyses using FT-IR spectroscopy
have been performed characterizing porcine skin in order to determine if
it can serve as an accurate model for human skin [44]. Porcine skin is a
convenient choice for lab environments because it can be cryo-prepared and
remain chemically stable over a prolonged time. In this study, a marker
molecule such as Dimethyl sulfoxide was tracked over the depth of the skin.
This molecule has a unique absorbance spectrum which allows its location to
be accurately monitored. The diffusion concentration profile indicated that
porcine skin was very similar to human skin both structurally and chemically
[44].
An active area of study is the use of 3D tissue engineered model systems.
Many complex interactions found in 3D tissue cultures are often not found
in 2D models and engineered skin is able to represent human skin because
it has a simple laminar structure. The use of FT-IR imaging systems on 3D
tissue samples is a recent development that has not yet been well character-
ized. The various spectral changes associated with different cell types within
engineered skin versus human skin have been studied using FT-IR image
analysis [3]. Investigations have used FT-IR imaging to monitor the chemi-
cal changes of stromal cells surrounding malignant melanocytes. 3D cultures
of engineered skin were designed to model melanoma [3, 45, 46]. FT-IR anal-
ysis characterized the chemical changes of the stromal cells surrounding the
malignant melanocytes [3]. Furthermore, this research led to novel insights
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that may allow for improved quality control and standardization in tissue
engineering [3].
Figure 2.10: FT-IR images of human skin versus 3D tissue engineered skin
[3]
2.6.4 Drug Diffusion
FT-IR spectroscopy is a valuable tool for drug diffusion studies. There are
many advantages to transdermal drug delivery in handling, safety, controlled
release, and avoiding the gastrointestinal tract. Some FTIR-ATR designs
can allow for non-invasive real time measurements of drug diffusion [47, 48,
49]. The most important advantage of the ATR technique is that it is non-
destructive to the sample and provides a profile drug concentration over
tissue depth. In this setup, a membrane acting as a drug acceptor is placed
between the ATR crystal and the drug donor. The drug diffuses through the
acceptor membrane and builds up at the ATR crystal. The concentration of
the drug at the membrane to crystal interface between membrane and crystal




IR spectroscopy is often used to characterize the properties of polymers and
IR imaging was widely used to characterize heterogeneous polymer systems
and dynamics therein. Most of these studies focused on fundamental poly-
mer science and less on medically-relevant applications. Recently, however,
there have been several reports of the analysis of biomaterials, analysis of
materials used in biological applications and biologically-derived polymers.
For instance, many applications in tissue engineering and medical devices
rely on hydrated polymer coatings on polymer substrates. The thickness of
the coating has consequences in tissue response as well as mechanical proper-
ties. FT-IR spectroscopy can be used to determine thickness measurements
relative to initial calibration with atomic force microscopy [50]. The diffusion
of low molecular weight species into polymers also has implications for de-
signing drug release devices [51]. FT-IR images taken periodically generated
spatially resolved spectral data and absorbance profiles of the polymer [51].
Another study used FTIR spectroscopy to determine the lower critical solu-
tion temperature of hydrogels commonly used in medical devices [52]. This
technique can be applied to both linear and cross-linked polymers. The spec-
tral changes especially in the C-H stretching region showed conformational
changes when heated above the critical temperature [52].
IR spectroscopic imaging, combining the advantages of optical microscopy
and molecular spectroscopy, is a powerful tool for analysis in several physical
sciences and biomedical disciplines. By combining interferometry and wide-
field detection in microscopy, in particular, FT-IR imaging allows the spatial
examination of the spectroscopic fingerprints of the chemical constituents of
a sample. Recent developments in FT-IR instrumentation, data processing,
and theoretical analyses have led to FT-IR imaging becoming a rapid, robust
and reliable tool for molecular analysis with a clear understanding of the
underlying theory and origin of signals. While significant progress has been
reported in using the approach for biomedical imaging, the translation of
these emerging capabilities to cell and tissue analysis is now being pursued
and will likely result in many new applications or ones with significantly
enhanced capability in both spatial and chemical analyses.
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CHAPTER 3
DATA PROCESSING AND TISSUE
CLASSIFICATION
In analyzing samples using FT-IR spectroscopic imaging, the challenge often
is not to predict the identity of materials but to determine chemical mark-
ers that help rapidly detect species (e.g. impurities, conformations, strains of
bacteria) in large areas or indicate changes in function in complex tissue (e.g.
cancer or tissue engineering). Hence, the rate of data analysis has to be rapid
and robust with respect to stochastic variance and the provided information
is usually related to biomedical context and not to molecular compositions.
The emergence of imaging techniques and clinical applications are spurring
growth in this area. In this chapter, we discuss chemometric methods that
are useful in this milieu. We first review methods for data pre-processing
with a focus on the key challenges facing a spectroscopist. Next, we survey
some of the well known, widely used pattern classification techniques under
the framework of supervised and unsupervised classification. We discuss the
applicability, advantages and drawbacks of each of these techniques and help
the reader not only gain useful insights into the techniques themselves but
also acquire an understating of the underlying ideas and principles. We con-
clude by providing examples of the coupled use of chemometric and statistical
tools to develop robust classification protocols for prostate and breast tissue
pathology. We specifically focus on the critical factors and pitfalls at each
step in converting spectral data sets into hi-fidelity images useful for decision
making.
3.1 Introduction
Spectroscopic data can broadly be used to understand molecular structure,
to relate function to molecular content and to understand evolution of struc-
ture and properties with both time and/or stimulus[53]. Generalizing these
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activities, one can summarize that much effort in biomedical spectroscopy is
related to categorizing substances into classes that reflect function. With the
emergence of large-scale data recording (including imaging), high-throughput
experimental designs and increasing computational power, this categorization
is increasingly being conducted using automated numerical algorithms. The
richness and availability of myriad data allows vibrational spectroscopists
to both use methods from and actively contribute to the development of
chemometrics[54]. The primary focus here is on describing the general meth-
ods a practicing spectroscopist may use for biomedical data processing and
their relative merits. We also present an illustrative case study from our
laboratories to emphasize an integrated approach to designing experiments,
recording data, obtaining results and verifying their statistical validity.
Chemometrics relates chemical measurements of a material to its func-
tional state using mathematical and statistical methods. Hence, in our view,
it encompasses the domain of using numerical methods to improve data qual-
ity (both the signal to noise ratio and resolution), classification of information
from the data (both supervised and unsupervised methods) and the appro-
priate display of information (both visualization of information content and
its statistical validity). For problems especially focused on classification, the
first category of methods is usually termed pre-processing while the last is
usually termed post-processing. In this chapter, we organize the method de-
scriptions within these broad sub-sections. Due to limited space, we do not
provide many details of methods but will point to key references. We also do
not discuss aspects of data acquisition physics, for example, for tomography
or non-linear spectroscopy that are needed to obtain the data. Last, since the
data handling methods for IR and Raman spectroscopy are rather similar,
we provide examples from either domain without significant distinction.
The vibrational spectrum is a quantitative measure of a sample molecular
composition. Hence, classical chemometric methods, especially regression-
based, have focused on exact mapping between identity and sample com-
position. Typically, these methods include a training (calibration) step and
a prediction (validation) step in which exact compositions of molecules are
known and predicted. Fundamentally, the methods involve some form of
regression[55] for identity mapping with different optimization conditions and
constraints, using optimized spectral sections[56, 57]. The basic process in
classical chemometrics[58] is illustrated in Figure 3.1. Consider that mea-
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Figure 3.1: A key idea in chemometrics is to record K variables (including
spectral data) for S samples to form a matrix S × K. The critical
characteristics of both the samples and the spectral data can be then
understood using a smaller set of matrices S × M and M × K while the
unmodeled residual remains available for analysis as the matrix e. While
the reduced matrices provide insight into the system or process, residual
data can be used to understand errors or limitations of the model.
surements are performed on a sample. The sample may be a protein, tablet,
person or some other extract. Many data may be expressed for the sam-
ple, including identity (class) of the sample, concentrations or spectra. The
measured quantities are generally termed variables. When K variables are
measured for S samples, the resulting data can be reconstituted in terms of a
matrix of size S×K (Fig. 1). The fundamental focus of classical chemomet-
rics approaches is to decompose the matrix into significantly smaller matrices
of size S × M and M × K that contain all relevant information about the
sample as well as a matrix S × K that is predominantly noise. The principal
rationale is that the recorded data are repeated measures of a small set of
sample characteristics. The small set defines almost entirely the sample as
well as its characteristic spectral properties.
A number of excellent references are available for classical techniques, in-
cluding those by Kowalski et al [59, 60], Kramer[54], Brereton [61], compi-
lations [62, 63], and series of periodic reviews.[64] There are two somewhat
related problems in chemometrics that are relevant to spectral data. The
first is to predict molecular identifications in mixtures from a spectrum and
the second is to predict a class or label for a spectrum. While regression tech-
niques work well for molecular identifications, problems of biomedical interest
often involve stochastically varying compositions and spatial distributions of
molecules contributing to the recorded signals. Hence, the challenge often
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Figure 3.2: Overview of data processing steps and classification methods
discussed in this chapter
is not to predict the composition but to determine chemical markers that
help rapidly detect species (e.g. impurities, conformations, strains of bac-
teria) in large areas or indicate changes in function in complex materials
(e.g. cancer or tissue engineering). Hence, the provided information must
be usually related to biomedical context and not to molecular compositions.
Pattern recognition methods are more useful in this context. Hence, we fo-
cus the classification portion of the review on these methods (Figure 3.2.
The emergence of imaging techniques, process biotechnology and potential
clinical applications are especially spurring growth in this area.
3.2 Pre-processing Methods
Pre-processing methods are used to remove spectral contributions that are
not related to the material under study (prevent confounding artifacts in the
analysis), to enhance the signal such that analysis is facilitated or to under-
stand the extent of analysis required by examining the problem. The end goal
in all cases is to enable extraction of information in a consistent and accurate
manner by follow-up methods. While we will underscore the integrative na-
ture of data extraction later as well, the influence of pre-processing methods
on the quality of information obtained [65] cannot be over-emphasized. A
number of examples have been reported in the literature examining the ef-




Baseline correction is generally needed to remove signals arising from fluo-
rescence. While a straightforward approach is to manually determine the
“best” subtraction using an expert spectroscopist, confounding effects can
result in the routine use of this approach.[67] Further, the large volume of
data in many experiments makes this approach less attractive; the objective
and automated features offered by numerical methods are more suited. The
common approach is to fit a polynomial curve to a large segment of the spec-
trum and simply subtract the smooth curve from the combined Raman and
fluorescence data. Subtracting a likely background from the recorded data
can be accomplished using many algorithms. A methodology for comparison
of baseline correction methods has been reported [68] and, in this study, the
method proposed by Lieber and Mahadevan-Jansen [69] was proposed to be
superior. Classification results obtained by the compared methods were the
same; however, the superior correction method preserved spectral features
better. While more complicated schemes and somewhat better performance
can be achieved by other algorithms,[70] a balance must be struck by the
practitioner between the accuracy, speed and simplicity of the specific ap-
proach used.
It is worth noting that there are several elegant hardware methods for
fluorescence background suppression. A simple strategy is to simply move to
longer excitation wavelengths.[71] The drawbacks include weaker scattering
and the need for higher laser powers. Nevertheless, low absorption in the
near-IR wavelength regime (so-called optical window in tissue) may make
this strategy a particularly useful one for non-destructive biomedical analysis.
Another approach, due to Chase and Hirschfeld, is to use Fourier transform
Raman spectroscopy.[72, 73] The obvious need for an interferometer-based
spectrometer is somewhat palatable due to spectroscopists’ familiarity with
and success of FT-IR spectroscopy in the mid-IR regime. Unfortunately,
unlike mid-IR spectroscopy that is dominated by detection noise, shot noise
of the excitation laser limits a dramatic multiplexing advantage in FT-Raman
spectroscopy [74] and measures can be adopted for overcoming disadvantages
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due to limited dynamic range.[75]
Both old ideas [76] and new [77] have become practical due to advances in
hardware,[78] algorithms and computing power. Two interesting examples
are illustrative of the potential either at the excitation (source) or detection
end. While one relies on fast gating for temporal rejection during detec-
tion, the other major one relies on shifted wavelength Raman excitation.[79]
Raman spectra that are a million-fold lower intensity than the fluorescence
signal can be recovered. While the former relies on hardware based gating,
the latter method makes use of a multimode laser. The physics of the pro-
cess can additionally be realized and gate adjusted as per need in the former
while cheaper, lower power lasers can be used in the latter. Software recon-
struction is needed to account for Raman shift correspondence and efficient
rejection of the background in the latter. The assumption is that fluorescence
is little changed while Raman lines are shifted with changing frequency. A
combined method is indeed possible [80] and was shown to improve the sig-
nal to noise ratio (SNR) by an order of magnitude. Both hardware and
software methods (more likely) will be increasingly incorporated in commer-
cial instruments and their combination with chemometric methods [81] will
become more prevalent.
3.2.2 Spike Removal
Charge coupled devices (CCDs) are now commonly used to record the excep-
tionally low level of light available from the Raman scattering process. The
efficacy of these detectors may be sometimes limited by infrequent events
that are not part of the experiment. Spikes in recorded data, sometimes
termed “spike noise”, is generated by cosmic rays or γ- and α-rays emitted
from materials around the detector chip. Each quantum of such high-energy
rays usually generates thousands of electrons when incident on the detec-
tor, while a single visible/NIR photon produces less than one electron on
the average. Though, ordinarily, the probability of a cosmic event is small,
the use of larger CCDs with increased integration times (especially for imag-
ing biological tissue) can lead to a significant portion of the data set being
affected by spikes.[82] The same effects are observed in atomic emission spec-
troscopy and analogous effects, though of different origin, are seen in FT-IR
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imaging.[83]
The challenge is to devise efficient methods to eliminate spike noise with-
out compromising spectral information. In the first approach, simple filters
or transform techniques may be used. A common approach is to use me-
dian filtering in which neighboring spectral elements are used to smooth the
data. There is most certainly a loss of spectral resolution and less than
exceptionally sharp spikes may not be well-filtered. In another implementa-
tion, successively acquired spectra (commonly used for averaging in FT-IR)
were median filtered prior to averaging [83] to preserve spectral fidelity. For
analogous recording of Raman spectra, a benefit may be obtained by in-
creasing the gain of the detector but reducing the integration time, followed
by collecting repeated observations. The strategy has not been reported
for Raman data. In Raman spectroscopic images, neighborhood median fil-
tering has been shown to be effective for 3 × 3 pixel box sizes, thereby
limiting the tradeoff between spatial smoothing and spectral recovery.[84] A
summation approach was used in comparing successively acquired spectra
from the same material and shown to be superior to median filtering.[85]
More complex methods may be used and can be effective in preserving both
spectral fidelity and reducing a temporal/spatial trade-off.[86] These meth-
ods are essentially likelihood estimators with various boundary conditions.
While they are generally applicable, they are especially effective for use on
known (bounded) spectral sets. Since a number of biological materials have
reasonably well-understood and consistent spectra that need to be repeat-
edly measured, likelihood algorithms can be very useful. For example, if
the bandwidths of the sample are relatively large, a simple cut-off value for
width helps identify spikes that can then be averaged out.[87] In general, the
quality of spectral data retained must be balanced by the complexity of the
algorithm and the time required for application, especially for large data sets.
In the usual case, however, the overhead for this process is likely minimal
and, since data acquisition times are often long, spike removal may well be
incorporated into the data acquisition process in real-time.
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3.2.3 De-noising
Since the Raman effect is weak, acquisition of high quality data in a short
time is difficult. The problem is especially compounded in imaging data sets
where large numbers of spectra have to be recorded and time is at a premium.
Yet, analytical problems often require high SNR data for sophisticated anal-
ysis, especially for samples from small volumes. Numerical methods for noise
rejection are useful in aiding the acquisition of such data. Fundamentally,
the process of noise rejection involves recognizing some property of noise that
is distinct from that of the signal, transforming the data such that the char-
acteristic measures of the property are highlighted, suppressing the noise
related property values and inverse transforming the data to recover high
SNR data. The transformation may involve simple smoothing (since signals
are generally concentrated in lower frequencies while noise is spread across
the spectrum), determining correlations using point-wise [88] or multivariate
means or statistical reconstruction.[89] Wavelet transforms [90] (see section
B6 too) have been used to suppress noise frequencies and, hence, provide
high SNR data. The quantity of available data often dictates the optimal
method. The use of multivariate covariance method is especially interesting
when large numbers of spectra are available and can be especially powerful
for spectroscopic imaging data. Briefly, the approach consists of an Eigen-
value decomposition of the data using a forward transform, for example, a
principal components analysis (PCA).[91] After selecting eigenimages with
sufficient SNR, the selected data are inverse transformed to reconstruct the
original dataset with lower noise content.
A method based on a modified principal components analysis was proposed
by Green et al and termed the minimum noise fraction (MNF) [92]. Adopted
from the remote sensing community, [93] the method has been used for IR
spectroscopic imaging.[5, 94, 95] Normalizing the signal to the noise content
in the images was then used to order eigenimages in decreasing order of SNR.
A modified version [96] of this transform was shown to improve image fidelity
and achieve better noise reduction than PCA. An example is shown in Figure
3.3 in which data from a single pixel of an imaging data set is shown simulated
with increasing noise levels. Upon de-noising, significant recovery of spectral
detail can be observed. The spectral detail can be used to improve both the
appearance of an image as well as the quality of information extracted from
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Figure 3.3: (A) Acquired high SNR data and simulated noisy spectra
(peak-to-peak noise = 0.001, 0.01, 0.1 and 0.4 a.u.), showing the
degradation in data quality. Spectra are offset for clarity. (B) Spectra after
noise reduction demonstrate the dramatic gains possible by chemometric
methods. (C) Noise reduction was implemented to classify breast tissue and
application of noise rejection allowed the same quality of classification
(accuracy) to be recovered at higher noise levels. (D) In another example,
image fidelity (here the Nitrile stretching vibrational mode at 2227 cm-1) is
much enhanced as a result of spectral noise rejection. [Figures A and C are
reproduced from Reddy and Bhargava.[4] Figure B is a reproduction. [5]]
the image.
Transform techniques for noise reduction utilize the property that noise is
uncorrelated whereas spectra (signals) have a higher degree of correlation.
Hence, in the transform domain, the signal becomes largely confined to a few
eigenvalues whereas the noise is spread across all. It is the relative propor-
tion of the signal and noise which forms a criterion for inclusion of specific
factors in the inverse transform. Inclusion of too many factors will not allow
for significant noise rejection, while inclusion of too few would result in loss
of fine spectral features or small variances in the data set. Hence, identi-
fying eigenvalues corresponding to high signal content is an important step
in the noise reduction process but is often performed manually. An auto-
mated method has recently been suggested that uses spatial correspondence
between eigenimages and structure of the sample as an objective measure of
inclusion of any eigenimage for inverse transformation. In all cases, it must
be recognized that there is some element of filtering in the process and usu-
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ally causes both a loss of signal detail (which may not have been recoverable
ordinarily, though) and a consequent smoothing of the spectral profile. For
imaging cases, as noted in the example above, a smoothing in the spatial
domain may be tolerated and traded off against spectral smoothing. The
practitioner must be aware, however, that the best option for accurate quan-
titative analysis is to simply acquire higher SNR data, if needed. The results
from a de-noising procedure must be validated rigorously, if the method is
to be routinely employed. As an interesting note, methods to estimate noise
are also proposed.[97]
3.2.4 Super-resolution
The trade-off between data acquisition time, spectral quality, spatial resolu-
tion and coverage is usually a consideration in acquisition of data. As seen
for the de-noising case, chemometric techniques can help overcome certain
hardware trade-off limits for SNR of data. An exciting avenue for over-
coming resolution vs. coverage trade-off, similarly, has been described using
motion-based super-resolution techniques.[98] The method acquires several
low resolution images of the same sample in order to retrieve a higher reso-
lution chemical image. Briefly, the idea is that each low-resolution image is
a result of a specific geometric transformation, a linear space-invariant blur-
ring and uniform rational decimating performed on the ideal high-resolution
image. In this case, the authors used a linear translation as the geometric
transformation but added Gaussian noise in the decimated images to sim-
ulate the effects of measurement noise. The authors stress the use of more
low-resolution images than the minimum needed using, for example, regu-
larization methods to both pose the problem in a tractable form as well as
to suppress noise. Hence, it is difficult to quantify the time gained by the
procedure as well as to decide on parameters a priori, as the algorithm would
likely have to obtain both from the data quality and resolution enhancement.
Another key step in the approach is the use of an iterative scheme to estimate
the likely structure, which involves a careful selection of constraints on the
solution (e.g. smoothness or positivity of values).
An interesting observation reported was that the reconstruction was not
especially sensitive to the instrument’s point spread function. Hence, a de-
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tailed knowledge of the optics of the instrument is not required for super-
resolution. Further, in principle, smoothing and noise rejection could be
achieved in the inversion process (though this idea was not reported in the
manuscript). As with other inverse problems (e.g. filtered backprojection in
computed tomography) the choice of an appropriate filter may be made to
minimize the effects of noise and actually reconstruct both a high-resolution
and low-noise image set from constituent low-resolution, noisy data sets. Fi-
nally, caution must be exercised in that results of both high-resolution and
low-noise reconstructions are dependent on the algorithm and do result in
a loss of data. The results are a best estimate of the actual structure/data
quality under the constraints of the algorithms employed. When used appro-
priately, though, both chemometric approaches help improve the trade-offs
that a spectroscopist must consider in the design and conduct of experiments.
3.2.5 Eigenvector-based multivariate analysis
Spectral data are highly redundant (many vibrational modes of the same
molecules) and sparse (large spectral segments with no informative features).
Hence, before a full-scale chemometric treatment of the data is undertaken,
it is very instructive to understand the structure and variance in recorded
spectra. Hence, eigenvector-based analyses of spectra are common and a
primary technique is Principal Components Analysis (PCA). PCA is a linear
transformation of the data into a new coordinate system (axes) such that
the largest variance lies on the first axis and decreases thereafter for each
successive axis. PCA can also be considered to be a view of the data set
with an aim to explain all deviations from an average spectral property.
Data are typically mean centered prior to the transformation and the mean
spectrum is used a base comparator. The transformation to a new coordinate
set is performed via matrix multiplication as
Y = VTX (3.1)
Where, X is the same data matrix shown in Figure 3.1, and Y is the new
data matrix after rotation. The specific axes along which the data are ro-
tated is found by solving an eigenvalue equation and it can be shown that a
rotation matrix (VT) always exists. The weights assigned to different axes
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are representative of the spectral characteristics of separate sub-groups that
may be obtained via a classification based on variance. The vector of weights
(often termed, loadings) can also be used as a surrogate for a difference spec-
trum from the mean. In sum, these two properties are exceptionally useful in
assigning a group of spectra into sub-groups (classes) whose biochemical dis-
tinctions may be explained by the spectra of the weight vectors. Hence, PCA
is often used to classify a group of spectra into similar classes and just a few
principal components can segment observations meaningfully. This approach
has been used numerous times to classify Raman spectra; representative ex-
amples from tissue, cellular, microbiological, pharmaceutical, polymeric and
other scientific domains demonstrate the wide popularity of the approach.
PCA is performed without any prior information about the spectra under
consideration and can be shown to be related to rigorous least squares regres-
sion approach. Hence, it is both easy to implement, is robust,[99] and is based
on strong fundamentals due to the linearly additive properties of vibrational
spectra. There is a large database of applications, significant understand-
ing of the other pre-processing steps required, extensive theoretical work
and tutorials to aid the practitioner.[100] There are some drawbacks as well.
Matrix multiplications can be computationally expensive and, especially for
large data sets encountered in imaging, may have practical limitations due
to computer memory. From a scientific perspective, further, different bio-
chemical components don’t always correspond to variance groupings. Large
differences in spectral content or group sizes could potentially confound the
realization of true biochemical classes in the data. The inherent complexity
of the data is the same as that of spectra it is transformed into a much more
tractable form for understanding. Spectroscopists are typically interested in
spectral characteristics, for example, band heights, ratios, shifts position and
width of the bands. Most of these features are nonlinear and linear transform
techniques such as PCA would not be effective in capturing such informa-
tion. Hence, non-linear PCA methods [101] have been reported but are not
widely adopted yet by the spectroscopy community. There is some sensitivity
to pre-processing methods and contamination in the samples could lead to
confounding results as well. Hence, caution must be exercised in the use of
the method for further classification and the practitioner must always refer
back to the weight vectors to ensure the biochemical validity of the insight
obtained.
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The reader may be surprised to find PCA discussed as a pre-processing
method in this chapter. It is here, however, that we feel is its greatest util-
ity. Pre-processing often is a discovery phase and exploratory analysis of
data [102] often guides the development of a protocol for the routine in-
formation extraction. The insight provided by PCA is invaluable in that
regard. For purposes of classification, we are less enthused about the use
of PCA to recognize classes on a routine basis, for example in the classifi-
cation of benign and malignant tissue. The potential for failing to readily
identify confounding artifacts (from sample contamination, instrumental ar-
tifacts or correlated noise) and the inability to use prior information about
the sample are two drawbacks added to those mentioned above. In con-
trolled systems, however, for example where a small class of pure materials
or limited numbers of constituents without chance of significant contamina-
tion are available, PCA is exceptionally useful for classification and iden-
tification. Several recent examples are available from studies on protein
optical activity,[103] recognition of atherosclerotic plaques, [104] polymer
mixtures,[105] fiber types,[106] narcotics,[107] chemical histology,[108] cel-
lular transformations,[109, 110, 111] Finally, our logic for assigning PCA to
the pre-processing stage is the emergence of many sophisticated classification
studies that don’t employ simple spectral measures but employ PCA load-
ings and vectors as inputs for more sophisticated classification techniques
discussed in the next sections.[112, 113, 114, 115]
PCA is also a powerful adjunct to classical regression techniques.[116]
One major drawback of multivariate linear regression (MLR) techniques is
their sensitivity to collinear data,[117] which is sometimes masked by noise.
Hence, approaches like step-wise linear regression have been suggested to
discard variables. An alternate is to employ PCA and conduct regression
on components that are, by definition, orthogonal. Further, principal com-
ponents regression (PCR) is less sensitive to measurement noise. The blind
nature of variance, however, does not guarantee that the first m selected
features are indeed most relevant to the scientific question. Hence, all com-
ponents need to be extracted and evaluated in the prediction model. Par-
tial Least Squares Regression [117, 118] (PLSR) and related formulations
[119, 120, 121, 122, 123] can be used to address this drawback.[124] The
algorithm extracts components that are relevant to both dependent and in-
dependent variables in the regression in decreasing order of relevance. Hence,
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an incrementally larger model can be compared to a smaller model to choose
the more useful one. Implicit in these strategies is the fact that the corre-
lated signal in the first few components is akin to signal averaging spectra
in the data set. Hence, noise reduction is implicit in PCA based regression.
Other classification schemes will have to explicitly use larger spectral features
or, for example, constrained regularization methods [125] to be comparable.
Similarly, other algorithms can be used to eliminate sample variances due to
preparation and process artifacts,[126] but PCA-based methods retain the
noise reduction benefits from all data points very well. A major consequence
of this property and orthogonality is that classifications are often highly ac-
curate and facile, contributing to the popularity of PCA-based methods.[127]
Similarly, PCA-based discriminant analysis has been used to obtain highly
accurate classifications that are at least as good as more sophisticated, non-
linear methods.[128]
3.2.6 High performance algorithms
While we have discussed pre-processing steps in a sequential manner, newer
approaches are capable of integrating all the steps into single transforma-
tion approaches. For example, applications of Wavelet transforms [129]
can potentially alter the routine treatment of data by combining several
steps. A single transform [130, 131] can act to determine dimensionality
of the data, compress many-fold the data size for analysis and storage,
eliminate background effects, remove spikes,[132] de-noise [133] and perform
classification.[134] Extensive application of the method has been reported for
spectral analyses.[135] An attractive feature of the approach, in addition its
universal applicability and utility, is the capability to examine data at dif-
ferent levels of granularity.[136] The selection of a specific component allows
for the examination of fine or coarse structure in the data both spectral and




Spectra have significant regions of redundant information, spectral regions
that may not be useful in classification or regions that have no spectral in-
formation content. Hence, a subset of recorded spectral regions is useful and
the process of finding this subset is termed dimensionality reduction. The
first approach is to employ a completely objective and automated technique.
For example, regression techniques can be used to determine which indices
are most effective at explaining the relationship between recorded data and
the predicted result. Yet another means are factor-based approaches (e.g.,
PCA) since most of the important information is captured in a few com-
ponents. A third approach may be to use expert algorithms (e.g. genetic
algorithms) that integrate well with the data analysis. A comparison of vari-
ous approaches is available against newer ideas.[137, 138] Last, a completely
manual approach, in which the spectroscopist examines spectra for impor-
tant features, may be used. In general, the more automated the method, the
more comprehensively it can examine data. Similarly, when the data reduc-
tion method includes a human expert element, an enhanced understanding of
the underlying biochemical knowledge can be obtained and prior knowledge
can be incorporated.
3.2.8 Summary of pre-processing methods
Pre-processing methods are key to understanding the true scientific content
of the data structure and are critical to enabling accurate, fast and robust in-
formation extraction from the methods we will describe next. The purview of
such methods has expanded from simple spectral corrections to sophisticated
algorithms that assure and improve data quality, provide consistency for sub-
sequent processing and optimal retrieval and storage of data. We emphasize
that these steps are crucial and necessarily integrative with the entire chain
of designing experiments to analyzing results. Hence, the practitioner must
exercise due care to use the methods carefully and understand implications
of these operations on results obtained.
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3.3 Classification Methods
Classification, or the division of data into groups, methods can be broadly
of two types: supervised and unsupervised. The primary difference is that
prior information about classes into which the data falls is known and rep-
resentative samples from these classes are available for supervised methods.
The supervised and unsupervised approaches loosely lend themselves into
problems that have prior hypotheses and those in which discovery of the
classes of data may be needed, respectively. The division is purely for or-
ganization purposes; in many applications, a combination of both methods
can be very powerful. In general, biomedical data analysis will require mul-
tiple spectral features and will have stochastic variations. Hence, the field of
statistical pattern recognition [139] is of primary importance and we use the
term “recognition” with our learning and classification method descriptions
below.
3.3.1 Supervised Recognition
Any method that incorporates information from known samples into the de-
sign of a classification protocol involves learning. In supervised learning,
every sample in a representative data set belongs to a specific class. The size
and scope of samples, conversely, must be such that they are representative
of the population from which prediction samples will be drawn. This set of
samples and spectra are termed a training set. The underlying premise of
classification is usually to construct a protocol based on the training set that
minimizes the chance of making an error with samples whose classes are to
be found (validation set). Other approaches may be to minimize the cost of
errors or maximize the detection of a specific class. It may also be impor-
tant to consider important classifier characteristics, including robustness to
noise, computational complexity, scaling with increasing data size, numbers
of spectral features used and speed of classification. The number of classes
is usually determined from scientific considerations.
There are three steps to constructing a classification protocol for super-
vised recognition. First, appropriate pre-processing of the data is conducted.
Second, a training set is utilized with an appropriate algorithm such that
parameters of the classification function are obtained (training, learning or
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calibration step). Third, quantitative measures of validation (accuracy or
error) are obtained using an independent set for validation of the protocol.
The parameters of the classification function and the results from the valida-
tion set can be used in conjunction to understand the scientific problem that
is studied. The problem can be stated for spectroscopy as follows: given a
spectrum (or measures derived from the spectrum), ~K, it must be assigned
to one of n possible classes, Ci where i = 1, 2, 3 · · ·n. Hence, a decision rule
partitions the entire measurement space into n regions, Di such that if any
~K lies in Di, the sample belongs to class Ci. The boundaries between the
regions are the decision boundaries (or surfaces) and the highest errors are
usually in observations close to these boundaries. To overcome classifications
that may be ambiguous at these boundaries, the practitioner may choose to
reject or withhold a decision. This option is known as the reject option and
is simply another class. The goal of classification is to assign an unknown to
a specific class using the decision boundaries developed from known samples
(training). In this chapter, examples of the steps in classification are pro-
vided in the case study at the end of the chapter; we describe the algorithms
to form decision boundaries next.
3.3.2 Bayes classifier
Bayes classifier [140] is an elementary probabilistic method to obtain deci-
sion boundaries based on using Bayes’ theorem. A decision rule based on
probabilities is to assign ~K to class Cj if the probability of class Cj given the
observation ~K, p(Cj|K) is greatest over all classes, i.e.
p(Cj|~K) > p(Ci|~K) i = 1, 2, 3, · · · , n i 6= j (3.2)
The conditional probability of the observed ~K (a posteriori) in the validation
set may be expressed in terms of the observed distributions of members of

























p (Ci) , (3.4)
then the sample whose spectral variables are given by ~K, should be assigned
to class Cj.
This is often termed the Bayes’ rule for minimum error. An associated










) > p (C2)
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(3.5)
As can be seen from the equations, distribution of spectral profiles in
each class and the distribution of the class itself are required. Hence, this
technique is especially useful if we have a large training dataset. The lack of
rapid data acquisition in the past has precluded the use of this simple and
fundamental method in Raman spectroscopy and its use is just emerging
in IR spectroscopy. Estimation of the distributions of the training set may
also be made using a likelihood estimator (e.g. Gaussian maximum likelihood
approach is most common). A second interesting feature is that the procedure
does not consider any relationship between the variables in ~K. Thus, the
powerful links between vibrational modes are utilized in a limited fashion.
Last, this method explicitly grants probabilities of occurrence of different
classes and this could be very useful in assessing the risk of being wrong
or building more sophisticated cost models than minimum error discussed
above.
3.3.3 Artificial Neural Networks (ANN)
Neural network methods [141] are among the most well-known non-linear
classification techniques. They involve a “layer” of input nodes, and a layer
of output nodes along with one or more ’hidden’ layers of elements called
neurons (Figure 3.5). Each neuron sums input from points in different layers
and changes its output to these inputs in a non-linear fashion. The major
advantage of artificial neural network (ANN) methods is that they are gen-
eral: they can handle problems with large numbers of parameters and classify
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Figure 3.4: A priori probability density functions (pdfs) of two classes and
their resulting assignments after weighting them with their corresponding
class probabilities. For a given feature value along the x axis, the higher of
the corresponding y axis values decides the class for that value. Two types
of error are possible with this scheme, namely the misclassification of class
1 as class 2 (pink) and the misclassification of class 2 as class 1 (blue). The
colored regions indicate the relative probabilities of such errors. Errors can
be explicitly understood and the contribution of each feature to
classification can be quantitatively measured.
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objects well, even when distributions in the N-dimensional parameter space
are very complex. ANNs are good at capturing information and recognizing
patterns, especially in modeling human pattern observation and recognition
capabilities (i.e., repetitive tasks). The non-linear nature of the classifier
makes it exceptionally powerful and there are few problems that the classi-
fier will not address to high accuracy. ANNs have been extensively employed
in Raman spectroscopy and imaging. Representative examples include bac-
terial identification, [142, 143] histopathology of skin [144, 145] and vessels,
[146] aqueous humor glucose,[147] plant materials [148] and for fundamental
peak assignments.[149]
A major criticism of ANNs is that features that were critical to decision
making are not explicitly available. Consequently, it is difficult to deter-
mine which spectral features are being used for classification and which are
worthless. The classifier operates much like a “black box”; hence, their val-
idation must be exceedingly rigorous. Another common problem is that of
over and under training. Over-training, in which the training set is pre-
dicted well but the validation set is not because of modeling peculiarities
or noise in the training set, is easily possible with the high dimensional-
ity of data commonly encountered and appropriate dimensionality reduction
much be implemented.[150] Hence, training results may be excellent but val-
idation often falls short. On the other hand, if the network is not trained
enough it is possible that the classification may not achieve its true poten-
tial. Unfortunately, there is no general framework for choosing the amount
of training required. The algorithms implementing ANNs usually involve an
error-correction technique [151] to optimize the network. Consequently, there
is a possibility of the optimization reaching only a local optimal point (min-
ima) and it may not be easy to know if the solution is optimal. A practical
disadvantage is that ANNs may be slow if it is too complicated, especially in
the training phase but may also be in the application phase.
The ideas behind neural networks are essentially that of non-linear trans-
formations to provide segmentation. Other methods are based on similar
ideas, including Support Vector Machines (SVM) in which classification is
accomplished by constructing a high-dimensional hyperplane that optimally
separates the data into categories. SVM models can sometimes be related to
neural networks, e.g. a sigmoid kernel function is equivalent to a two-layer,
perceptron neural network. The method is illustrated in Figure 3.6. The ac-
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Figure 3.5: Schematic diagram of neural network architecture. The hidden
and output layer nodes perform non-linear operations on their inputs.
Some of the common non-linear operations include computing hyperbolic
tangents, step functions, and sigmoid functions. During training, features
corresponding to different objects from the training set are presented as
inputs and the (known) object class for each training object is forced to be
the result of the output layer. The lines connecting different layers are
associated weights. The process of learning (training) involves computing
these weights using a set of fixed values at the input and output layers.
During testing, features corresponding to an unknown object are presented
at the input and the weights from training are used to propagate the inputs
through the hidden layer all the way to the output. The output layer finally
settles at a set of values corresponding to a final classification result.
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curacy of SVM is largely determined by the selection of parameters to define
the hyperplane. The simplest way to divide two groups is with a straight line,
flat plane or an N-dimensional hyperplane. If the points are separated by a
nonlinear region, rather than fitting nonlinear curves to the data, SVM uses
a kernel function to map the data into a space where a simple hyperplane
can be used. For separation of more than two categories, one-against-all
or one-against-one approaches may be used. SVMs are very powerful in
that they can find generalized transformations but are susceptible to over-
training, especially when the numbers of spectra are small compared to the
dimensionality of the data. Classifications using Raman spectral data and
SVM have been reported for bacteria in a set of studies reported by the Popp
group,[152, 153, 154] colon histopathology [155] and yeast classification.[156]
SVM has been compared to other techniques in at least two publications
using Raman spectra. The key finding was that SVM was superior to other
methods, especially when non-linear temperature effects were observed.[157]
3.3.4 Linear Discriminant Analysis (LDA)
Linear discriminant analysis (LDA) is also a probabilistic classifier in the
mold of Bayes algorithms but can be related closely to both regression and
PCA techniques. A discriminant function is simply a function of the observed
vector of variables (~K) that leads to a classification rule. The likelihood
ratio (above), for example, is an optimal discriminant for the two-class case.
Hence, the classification rule can be stated as
h(~K)
> m⇒ ~K ∈ C1
< m⇒ ~K ∈ C2
(3.6)
where, m is a constant. Discriminant functions are not unique as any mono-
tonic function, g, can be found such that g(~K) = f(h(~K)) > m′ becomes the
new discriminant function. The primary distinction between the discrimi-
nant function approach and simple Bayes classifiers is that the form of the
discriminant function is specified explicitly and is not imposed by the under-
lying distribution. The choice of discriminant function can be made either by
using prior knowledge or by the use of a specific function whose parameters
are adjusted by a training procedure. The linear discriminant function (in
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Figure 3.6: (A) An example of a two-class system(denoted by red and green
squares) in which the data can be separated. SVM analysis is used to
achieve a 1-dimensional hyperplane (here, a line) that separates the data
into two classes. The plane (here, line) is drawn such that separation is
achieved by the segmentation line lying between the two dashed lines. (B)
The second aspect is to increase the distance between the dashed lines by
optimization (here, rotation angle) such that the distance between the
hyperplane and the data points is highest. The distance between the dashed
lines is called the margin. The vectors (points) that constrain the width of
the margin are the support vectors. (C) Nonlinear kernels may be useful in
segmenting complex distributions but there is some danger of over-fitting.
The blue point in (C) and (D) becomes critical to definition of the kernel if
it is encountered during training. One possible approach to minimize such
errors is to build successively complex models and evaluate results.
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which g is a linear combination of Ki) ranges from a least complex function
that is clearly related to Bayes rule on one hand to a multi-parameter nonlin-
ear functions that can resemble a multilayer perceptron. LDA is also similar
to PCA in the sense of a transform, but it actively tries to separate data into
classes. The linear discriminant analysis (LDA) is specified as
g(K) = wTK + w0 (3.7)
Where, w is the vector of weights and w0 a vector of thresholds. For the
S × K matrix of known classes (from Figure 3.1), the LDA process makes
several simplifying assumptions, chiefly, assumptions of normal distributions
for the class densities and equal covariance matrices. Another variant is
Fisher’s discriminant analysis, which maximizes the distance between the
means of the two classes while minimizing the variance within each class
using a projection of the high-dimensional data (can also be termed, the
signal to interference maximization).
The wide latitude available to the practitioner and its relative ease of
implementation has made discriminant analysis and, especially, LDA a use-
ful data analysis technique for spectroscopic data. Initial reports document
carefully the steps and caveats in implementation [158] and substantial ac-
ceptance of the methodology exists in the spectroscopy community due to
these early successes. Discriminant analysis has been used to analyze Ra-
man spectra extensively in histopathology by Stone et al.,[159, 160] Hench
et al [161] and Puppels et al,[162, 163] in cervical,[164] stomach [165] and
colon tissue,[166] in human serum [167] and tears, [168] foodstuffs,[169, 170]
in atherosclerosis,[171] for tissue engineering,[172] animal models [173] of
disease,[174, 175, 176] cellular activity [177] and animal products.[178, 179]
A major common thread in the applications is extensive pre-processing,[180]
a data reduction step(often PCA) and frequent use of an exploratory un-
supervised step,[181] as illustrated in by Vandenabeele[182]. A number of
authors have presented augmented algorithms based on the LDA[183] and
the application of these methods remains a focus area, especially in spectro-
scopic analysis of disease.
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3.3.5 Nearest Neighbor classifier
A simple classifier is based on a nearest-neighbor approach.[184] In this
method, the closest sample from the training set to the sample being clas-
sified is found using a scalar distance using the vector ~K. The object being
classified is assigned the same class as the class of the training object so
found. Nearest neighbor methods have the advantage that they are easy
to implement. They provide remarkably accurate results if the features are
chosen carefully (and if they are weighted carefully in the computation of
the distance). Clearly, the similarity of vectors is based on the spectral fea-
ture subset that is considered. In the absence of other tools or for rapid
analysis of data, nearest neighbor methods are exceptionally useful. When
representative spectra that are clearly distinct are encountered, these meth-
ods provide a useful classification protocol. For a small number of classes
and small training sets, the methods work very well. A number of methods
have been proposed to calculate the distance between spectra or clusters of
spectra, including mean, median and ensemble-based to deal with noise and
outliers.
There are also disadvantages of the nearest-neighbor methods. First, they
(like neural networks) do not simplify the distribution of objects in parameter
space to a comprehensible set of parameters. Instead, the training set is
retained in its entirety as a description of the object distribution. Thinning
methods can be used on the training set, but the result still does not usually
constitute a compact description of the object distribution. The method is
also rather slow if the training set has many examples. The most serious
shortcoming of nearest neighbor methods is that they are sensitive to the
presence of irrelevant parameters. Adding parameters that have random
values for all objects (so that it does not separate the classes) can cause
these methods to fail. Outliers are not easy to analyze and errors are likely
to occur at decision boundaries. Simple algorithms do not ensure optimality
of classification. It could be especially useful as a starting point for further
optimization based on better modeling of data. Simply put, it is “rough but
quic”.[185]
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Figure 3.7: Nearest Neighbor decisions involve the use of distance
calculations between the vectors of an unknown (blue point) and moments
of training data (left) with labels (Red and Green) or more detailed
calculations, for example, average distance to all points (right).
3.3.6 Decision trees
Decision trees [186] can be used to identify and segment spectra when dis-
criminating rules are known or desired. A binary tree consists of nodes in
which a single parameter is used as a discriminant. After a series of nodes are
traversed, leaf nodes of the tree are encountered in which all the objects are
labeled as belonging to a particular class. Decision trees can be axis-parallel
or oblique. Axis-parallel trees are called so because they correspond to par-
titioning the parameter space with a set of hyperplanes that are parallel to
all of the feature axes except for the one being tested. Oblique decision trees
attempt to overcome the disadvantage of axis-parallel trees by allowing the
hyperplanes at each node of the tree to have any orientation in parameter
space. Axis-parallel decision trees are usually much faster in the construc-
tion (training) phase than neural network methods, and they also tend to
be faster during the application phase. Their disadvantage is that they are
not as flexible at modeling parameter space distributions having complex
distributions as either neural networks or nearest neighbor methods. Many
steps may be required and axis-parallel trees tend to be rather elaborate,
with many nodes, for realistic problems. Decision trees are especially useful
when problems can be broken down into small segments, each of which is a
simple decision. However, not all problems can be posed as those involving
a binary tree. The use of decision trees in Raman spectroscopic analysis has
been limited. While their use in parameter optimization has been reported,
56
Figure 3.8: Schematic of a simple decision tree in which the vector of
conditions is used to partition data into one of the classes, ci. The question
at every node concerns a particular property or element of the input vector
X. Successive nodes are visited until a terminal or leaf node is reached
where the object is finally classified. Note that different conditional
questions can have different number of branches and also that many leaf
nodes can have the same class.
[187] classification approaches have not really made use of either the learning
or classification ability of these methods. Part of the reason is that they are
computationally expensive if large numbers of nodes are used. Other limita-
tions include the lack of interactions between nodes, essentially limiting the
analysis to successive univariate comparisons. The transparency and clear
dependence on spectral features, however, are important attributes that may
help explain the rationale for decisions. Hierarchical organizations of decision
trees or groups of trees (decision forests) [188] are likely to be useful tools in
spectroscopy but are currently under-utilized.
3.3.7 Genetic Algorithms (GA)
Genetic Algorithms [189] are adaptive (heuristic) search algorithm based on
the evolutionary ideas of natural selection and genetics. The concept of GAs
is designed to simulate processes in natural system necessary for evolution,
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specifically those that follow the principles of survival of the fittest. As such,
they represent an intelligent exploitation of a random search within a defined
search space to solve a problem. GAs involves four basic steps: Initialization,
selection, reproduction and termination. The initialization step provides the
starting point for exploration and is usually chosen randomly. In the selection
stage, changes are made to the decision rules and in the reproduction stage,
only those rules that improve classification are retained. This process is
repeated until a predefined condition or until all the data points have been
utilized in building the set of rules. These rules are later used in classification
of unknown data. One benefit of GAs is that they can be implemented in
parallel and can have large computational advantages, especially when a
cluster of parallel processors are available. They are especially elegant if the
problem naturally renders itself to a process of gradual change that could
be tracked over time, perturbation or space. A caveat in GAs is the need
for careful estimation of each parameter of the algorithm. Some parameters
depend on the problem at hand and optimality of final result is not always
guaranteed, but GA-based methods have been proposed to be superior to
regression approaches.[190] In this sense, they are similar to ANNs. However,
GAs give explicit information about important and unimportant features as
feature selection is integrated into the method.[191] Goodacre et al [192, 193,
194, 195] have pioneered the use of GAs for spectroscopic analyses and their
group and others have reported numerous applications.[196, 197]
3.3.8 Unsupervised Learning
In unsupervised classification there is no explicit knowledge of the categories
to which the data belongs. The system forms clusters or natural groupings of
input data. ’Natural’ here is defined explicitly or implicitly in the clustering
system itself. It must be noted that, for a given data set and categories,
different clustering algorithms could lead to different clusters. Hence, clus-
tering is best used as a visualization and discovery tool whose results must
be carefully examined and validated. In contrast to supervised methods in
which an initial knowledge of the data is required, a secondary source of
knowledge is required to validate results in unsupervised methods.
58
3.3.9 K-means Clustering
K-means clustering [198, 199] is one of the simplest unsupervised learning
algorithms that aggregate the observed data into classes or clusters fixed a
priori. The main idea is to define k centroids, one for each cluster, that act
as aggregating markers for data. The next step is to take each data point
and associate it to the nearest centroid. When no point is pending, the first
step is completed and an early grouping is done. At this point we need to
re-calculate k new centroids as bary-centers of the clusters resulting from
the previous step. After k new centroids, a new association is obtained be-
tween the same data set points and the nearest new centroid. As a result
of this loop, k centroids change their location step by step until no further
changes are observed. The data can now be understood in terms of cen-
troids. K-means is also a good exploratory tool when data forms natural
groups. It usually converges rapidly and is easy to implement. The num-
ber of classes (k) must be known or a reasonable guess must be possible
to evaluate a small number of models. The initial points, however, can be
very important to final outcome and may give rise to misleading clusters
when there are no natural clusters. The choice of spectral information used
is also critical and extensive pre-processing is often required, including di-
mensionality reduction. There is also the possibility of getting stuck in an
infinite loop and implementations counter this possibility with a termination
condition. Data would usually require a second examination before reaching
conclusions. The ease of implementation and rapid application is especially
suited to imaging applications in which classes can be easily visualized using
different colors and unnatural clusters can be readily observed. Hence, many
Raman spectroscopic imaging applications have utilized k-means clustering
both for preliminary and final visualization.[200, 201]
3.3.10 Hierarchical Clustering Analysis (HCA)
Hierarchical clustering [202] does not involve the partitioning of data into
clusters in a single step. Instead, a series of partitions or fusions take place
such that a single cluster of M objects is successively organized into a differ-
ent number of groups. The smallest group consists of each sample and the
largest is the entire data set. Visualization of the data grouping can be ac-
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Figure 3.9: Example of two class k-means clustering. Only the first two
dimensions are represented. After starting at random initial points, the
centroids (marked by x) are re-calculated in every iteration along with the
association of each data point with its nearest centroid. The iteration stops
when there is no further change in centroid positions or associations.
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complished at any intermediate step. Hierarchical clustering could broadly
be divided into agglomerative methods and divisive methods. In agglom-
erative methods, every step involves the fusion of objects into successively
smaller number of groups. We start from M groups of objects each belonging
to a unique group and end when the entire data is in one group. Divisive
methods involve the successive separation of objects into finer groupings at
every stage. In this case, we start from a single group of M objects and
end when each cluster contains a single object. The partitioning of fusion of
groups is based on a measure of similarity (distance) of the objects to one
another. In agglomerative hierarchical clustering for example, at every step,
we connect or fuse two clusters that have the smallest distance between them.
The distance between the newly formed cluster and all the other clusters is
computed at every stage and the new fusion is chosen based on the new set
of distances. By optimally choosing fusions at every stage, a unique tree
of connections is obtained that is termed a dendrogram. The major bene-
fit of hierarchical organization is that groups can be visualized at different
levels, no prior knowledge or estimate of the groups is needed and spectral
features of each group can also be deduced. It is an excellent method for
exploratory analysis and is highly recommended when a hypothesis needs
to be developed for the set of observations. Hence, HCA is a very power-
ful method that has been used for visualizing spectral data in a variety of
applications, including drugs [203] and human tissue.[204] Segmentation of
bacterial and microbial material has proven to be exceptionally successful
using this technique.[205, 206, 207, 208, 209] Its use in imaging [210] is es-
pecially attractive as clusters at various levels of detail show not only the
natural chemical similarity in images but also provide an estimate of the het-
erogeneity. Combined HCA and conventional pattern recognition methods
can be used to understand and develop robust protocols for data sets.
3.4 Data representation and result visualization
Visualization of results, their statistical validity and analysis of results is be-
coming increasingly important. Several techniques are available to represent
data and compact representations are increasingly being made by images.
The ease of visualization, however, must always be tempered with the need
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Figure 3.10: Example of a dendrogram. The horizontal axis corresponds to
data points (sample number) and the vertical axis shows (a measure of)
distance between clusters. Points or clusters with the smallest distance
between them (i.e. with a high degree of similarity) are merged first at the
bottom, followed by clusters that are further apart as we move up the
dendrogram. If necessary, the number of classes (5 here, for example) can
be chosen by drawing an (imaginary) horizontal line at a chosen distance
(0.5 here in the example) and assigning all vertical connecting lines as
belonging to separate clusters.
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to present data completely and in an accurate manner. In particular, two ar-
eas are of relevant important. The first is 2D spectral representation to better
understand spectral structure while the second is more useful for imaging.
3.4.1 Two-dimensional correlation analysis
Two-dimensional (2D) data analysis[211, 212] is a very powerful technique
that examines correlated changes in spectra with changes in any other mea-
surement of sample perturbation. The elegance of the method demonstrated
in earlier studies has been extensively augmented by finer details on appli-
cation and numerous examples. The primary advantage of 2D correlation
analysis lies in the extension of data examination “space” to a second do-
main. Subtle changes that may not be easily discernable in spectra and even
weak spectral effects may be easily enhanced and understood in the context
of molecular spectra.[213]
3.4.2 Morphologic-spectroscopic data representation
While correlations between clusters and groups of spectra can be easily vi-
sualized in the form of images, spectroscopic imaging data are becoming in-
creasingly prevalent. Spectral-spatial associations are both easy to visualize
and can be compactly represented in imaging format using a number of tech-
niques for evaluating, representing and enhancing images from spectroscopic
imaging data.[95]
3.5 Case Study: Classification of prostate tissue
In this section, we present the development of an automated protocol for
prostate tissue histology [36] from infrared spectroscopic imaging data as an
example of the techniques described (Figure 3.11). The data is three dimen-
sional with x−y axes representing the image plane and the z−axis represent-
ing the spectral dimension. After data acquisition, two important preprocess-
ing steps, namely, baseline correction and de-noising are performed. Since
the entire dataset is derived from human tissue samples, the spectra have
similar characteristics and therefore, a manually chosen set of pre-defined
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wavenumber could be used as the reference points for baseline correction.
It is important to ensure that all spectra are subjected to the same proce-
dure and that the same reference points are used in all cases. De-noising
is performed by computation of minimum noise fraction (MNF) transform,
selection of a subset of eigenimages corresponding to low-noise data followed
by an inverse MNF transformation.[4] Feature selection for dimensionality
reduction is then carried out. Here, feature selection in prostate tissues is
guided by our knowledge of biologically significant spectral characteristics re-
ported in literature as well as through empirical observations. Newer methods
have used model molecular biology experiments to inform the selection pro-
cess. We term potentially significant features of the data “metrics”. These
features may be spatial, spectral or reflective of both. Spectral metrics could
include spectral peak heights, center of gravity of peaks, area under a peak,
ratios of two peaks and position of peaks as determined by an expert spec-
troscopist. Spatial metrics could include the diameter of features, regularity
of acinar structures or geometrical patterns. Combination features could be
extraction of basal-to-apical ratio using spectral features. It should be noted
that defining a large number of metrics (i.e. defining a few more metrics
than necessary) is not a problem and it is not necessary for us to know the
significance of every metric that is defined. Using the correct classification
procedure would prevent over-fitting later.
Defining metrics achieves two important goals. First, relevant information
is retained in a small number of measures relative to the number of points in
a spectrum (dimensionality reduction). Secondly, information captured by
metrics is spectroscopically/morphologically significant and, therefore, pro-
vides a framework to interpret results of subsequent classifications. Choosing
metrics with this prior scientific knowledge allows for maximal leveraging of
our knowledge base. At the same time, however, it does not preclude discov-
ery of new features as those could easily be included and determined to be
significant or not. Many of the classification techniques are based on linear
transformations and metrics are a very good way of including spectroscopi-
cally significant non-linear information (ratios of peaks, center of gravity of
peaks, peak positions etc.) that is otherwise difficult to incorporate. While
it may appear that the superset of metrics is better attained via computer
algorithms, we argue that the same algorithms are actually written by expert
spectroscopists. Hence, the manual nature of examination proposed here has
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Figure 3.11: The classifier development process. Clinical knowledge
provides us with a set of classes for supervised classification (top, right).
Large numbers of spectra from large sample numbers are reduced to a set of
potentially useful features (top, left) or metrics. A modified Bayesian
algorithm operates on the metrics to provide predictions that are compared
to a gold standard. The end result of the training and validation process is
an optimized algorithm, metric set, calibration and validation statistics and
sensitivity analysis of the data.
all the benefits of detecting features. It is variable, however, depending on
the practitioner. Hence, thorough and meticulous efforts must be undertaken
which are time consuming. As an example, metrics for the prostate study
reported here were developed over the period of a year.
After pre-processing, the various tissue classes in the data are identified by
comparing it to a gold standard (Hematoxylin and Eosin stained tissue an-
alyzed by an expert pathologist). Regions corresponding to different classes
are marked and spectral data is extracted from these regions. The entire
data set consists of two independent parts, namely, the training set and the
testing set. The training set is used to extract information and learn charac-
teristics of the metric data as it relates to the pre-defined classes. The testing
set is used to quantify the accuracy of the classifier and provides the plat-
form for validation. Among the various classification techniques that could
be used, a Bayesian classifier was selected because of the comprehensive na-
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Figure 3.12: (A) Conventional H&E stained images and their classified
counterpart (right) can be compared pixel by pixel for accuracy. (B)
Selected regions showing correspondence between H&E and class images.
(C) Accuracy is best assessed by ROC curves shown for individual classes
with colors as per legend in (A). (D) The number of spectral features and
classification accuracy for training data (red) and validation data (blue)
show that high accuracy is possible. The effects of over training with a
feature set larger than ≈45 can be seen.
ture of available data and histologic categories or classes that are defined
by clinical practice. Since the number of data points that we have is large
(> 1million), estimating pdfs of different classes become facile. Therefore a
Bayesian classifier is a good choice.
The results demonstrate a high degree of correlation between the gold
standard and predicted data (Figure 3.12). Evaluation of the quality of
prediction can be performed by examining the images or, more rigorously,
using receiver operating curve (ROC) analysis. The last step is to verify
that the accuracy obtained is sufficient for use in the clinic. It could be
argued that choosing the correct metrics is more important than the specific
classification technique used. If the metrics have inherent differences (high
variance and high separability), the use of different classification techniques
would bring out these differences; however, no classification algorithm would
work for a broad range of data if there are no inherent differences in the
spectral metrics that are chosen. As an example, we have demonstrated
equal classification accuracy using GAs.[214] After a protocol is developed the
metrics are available for interpretation. Based on the selection of parameters,
the algorithm is now fully automated.
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Multivariate techniques are very powerful in extracting information both
amenable and hidden from human examination. Appropriate understanding
of the system can provide excellent results with a single univariate analy-
sis as with more complicated multivariate schemes.[215] In our experience,
classification techniques for vibrational spectroscopy often provide the same
accuracy in prediction due to the richness of the spectral data,[216] especially
when large numbers of measurements are available. Data pre-processing is
critical and may influence the evaluation of one type of protocol against
another [217] and the use of modified experimental conditions has been sug-
gested in other examples to improve results.[218] Given the large dimen-
sionality of the data and, often, large data sets, integrated feature selection
[219, 220] becomes very critical. The specific classification technique used
is largely dictated by the quantity and known characteristics of the data
as well as the desired level of insight into the classification process. A ma-
jor influence, further, is the selection of features to include in the process.
Hence, we have strongly emphasized the pre-processing portion of this chap-
ter. We are (somewhat biased) of the view that a biochemical understanding
of the problem should be both the starting point and ultimate validation of
chemometric methods. Hence, optimal feature selection must include some
element of prior knowledge and part of objective evaluation. In summary,
the science must be integrated with the strategy for data processing, classi-




BREAST CANCER DETECTION USING
FT-IR IMAGING
Histopathologic assessment of stained tissue is a cornerstone of contempo-
rary clinical diagnoses and research in cancer. Manual assessments, however,
may also lead to increased cost, errors and diagnostic inconsistency; hence,
analytical technologies that can compete with humans in histologic recogni-
tion are highly desirable. In this chapter, we demonstrate human competitive
histopathologic recognition of breast cancer using FT-IR spectroscopic imag-
ing. FT-IR imaging is first used to image biopsy sections without the use of
dyes or stains. Subsequently, objective numerical algorithms are developed
for accurate histologic and pathologic classification, without manual input.
These two advantages of chemical imaging make it suited to addressing a
cause of the high emotional and economic burden of breast cancer screening.
Here, we sought to validate the concept of using chemical imaging to exam-
ine large numbers of biopsies upon population screening. Since pathology is
largely concerned with epithelial tumors, we first demonstrate highly accurate
segmentation of tissue into epithelium and stroma, followed by segmentation
of epithelial cells into cancer and normal classes using coupled spectral-spatial
statistical pattern recognition. Rigorous statistical validation using receiver
operating characteristic (ROC) analyses for over 800 samples drawn from
different patient cohorts demonstrates that the burden of false positives may
be reduced for 80% of patients with minimal error. Pre-pathologist triag-
ing of samples can also be efficiently accomplished to aid in accurate and
rapid decision-making. Clinical translation of this technology can substan-




The paradigm for cancer detection and diagnosis is rather similar for most
solid tumors. As an example, consider breast cancer. Screening for breast
cancer is routine and if an abnormality is observed, a biopsy is conducted[221].
Manual examination of the structure and organization of cells (histology)
within the biopsy is the gold standard for diagnoses. The seemingly simple
task requires expert human input, leading to significant healthcare implica-
tions. First, large numbers of false positives[222] are a natural consequence
of sensitive screening and ≈ 80% of biopsied patients are not actually diag-
nosed with cancer[223]. Pathologists are forced to distribute attention over
all patients rather than focusing on those cases that are truly positive. In the
meantime, patients waiting for a diagnosis[224] exhibit biochemical signals of
elevated distress[225] and psychologic sequelae.[226, 227] The suboptimal di-
agnostic process[228] reduces screening compliance[229] for the very segment
of population that is at high risk.[230] Of those diagnosed with disease, the
delay[224] and variability[231] in diagnoses may degrade the quality of care.
Hence, technologies that permit efficient histologic assessment can potentially
accelerate accurate clinical decisions and the pace of research. Addressing
this need to competently aid a human in histopathologic assessments remains
a scientific and technological challenge. Imaging technology to address this
challenge is especially attractive, since visual evidence readily relates to clin-
ical practice and provides information in a compact form. Extending optical
microscopy of stained tissue has not allowed for robust automation due to
biologic variation [232]. More recently, molecular imaging has provided for
some understanding of specific epitopes roles in cancer progression. While
several immunohistochemical markers can confirm specific transformations
related to disease[233], no single marker exists for universal identification of
breast tumors. Another alternative to add molecular information, chemical
imaging (CI), is emerging in which the contrast arises from endogenous chem-
ical constitution of the tissue. CI can be thought to be the imaging extension
of label-free spectroscopy for every pixel in an image or the enhancement of
structural images with molecular composition. Magnetic resonance spectro-
scopic imaging (MRSI), for example, is the chemical imaging analogue of
MRI while mass spectroscopic imaging is the imaging counterpart of mass
spectroscopy.
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FT-IR spectroscopic imaging[26] provides an alternative microscopy plat-
form for histopathology. The absorption spectrum in the mid-IR region is a
chemical fingerprint that can uniquely identify molecular species and their lo-
cal environment,[195] and is potentially attractive for cancer pathology[234]
due to its ability to detect biochemical transformations without dyes or
stains. Several early studies applied non-imaging IR spectroscopy to dis-
cern pre-malignant tumor markers[235] and metastatic DNA features[236] in
human breast tumor tissue samples, cell lines, and xenografted cells.[237, 238]
While these non-imaging works supported the concept of monitoring cancer-
related biochemistry, they did not provide a tool for clinical translation.
Further, these studies typically measured only a few spectra from a small
number of samples without regard for tissue, patient or clinical heterogene-
ity, likely resulting in significant chance and bias contributions pitfalls that
are well-known in biomarker development[239]. One notable effort involved a
cohort of 77 samples to classify tumors by grade and steroid receptor status
[240]. In another early study, several thousand spectra from 25 breast can-
cer patients with fibroadenoma, ductal carcinoma in situ (DCIS), or invasive
ductal carcinoma were employed for classification using an artificial neural
network (ANN)[241] and cluster analysis[242]. Other notable approaches in-
volved the novel use of slides and staining, as practiced in clinical settings,
to assure compatibility with current practice[243]. Unfortunately, the low
sample numbers, uncertain tissue heterogeneity and lack of demonstrated
reproducibility have precluded the use of IR spectroscopy for clinical appli-
cations. Recent technological advances[28] have made imaging instrumenta-
tion, that routinely and rapidly provides high-quality data[11], commercially
available and widely accessible. Imaging provides both morphological and
biochemical information and appeals directly to clinicians[26]. In addition
to the translational attractiveness, there are scientific reasons to use imaging
for breast pathology. The first step in cancer diagnosis is to separate histo-
logic units of tissue and examine specific cell types individually for markers
of malignancy[242, 244]. Hence, the use of FT-IR microscopy[245, 194] and
multivariate spectral analyses[194] were proposed to provide clinically rele-
vant information[246, 247, 248, 249]. Demonstrating IR imaging for routine
breast pathology via a practical protocol that is statistically validated on a
large population, however, remains an outstanding challenge. The simplest
but most profound question - namely Is there a tumor in the sample? - has
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not been answered. To our knowledge, no analytical method whether involv-
ing chemical imaging or not is currently comparable to human capability in
finding tumors on biopsies. Here, we describe the development and validation
of an IR imaging-based method towards such a capability.
4.2 Tissue Samples
Seven tissue microarrays (TMAs), with more than 800 samples from more
than 700 patients are analyzed in this study (US Biomax Inc.). The TMAs
consist of formalin-fixed, paraffin-embedded tissue cylinders that are sec-
tioned onto barium fluoride (BaF2) substrates to provide circular cores of
approximately 5 m thickness. The first TMA contains 1.5 mm diameter cores
of carcinoma and adjacent normal tissue from 37 patients. After pathologist
evaluation, cores for 3 patients were eliminated due to inconclusive diagno-
sis. The cores from the remaining 34 patients (1 invasive lobular carcinoma,
33 invasive ductal carcinomas) were used as a calibration data set to de-
velop algorithms. These algorithms are validated on a second copy of the
same TMA and, subsequently, on five independent TMAs from entirely sep-
arate set of patients. Validation TMAs contained 199 cores (120 invasive
ductal carcinoma, 19 invasive lobular carcinoma, 20 normal, 14 adjacent
normal, and 26 inconclusive diagnoses due to insufficient epithelium), 182
cores (77 invasive ductal carcinoma, 78 invasive lobular carcinoma, 1 mixed
ductal/lobular carcinoma, 5 normal, 19 adjacent normal, and 2 inconclusive
due TMA core damage), 82 cores (50 invasive ductal carcinoma, 2 invasive
lobular carcinoma, 6 medullary carcinoma, 4 tubular carcinoma, 2 mucinous
carcinoma, 10 hyperplasia, and 8 normal), 91 cores (36 invasive ductal car-
cinoma, 9 lymph node metastases, 2 hyperplasia, 34 adjacent normal breast,
and 10 normal), and 146 cores (126 invasive ductal carcinoma, 8 invasive
lobular carcinoma, 4 ductal carcinoma in situ, 2 Pagets disease, and 6 nor-
mal/hyperplasia). Prior to infrared imaging, paraffin is removed from each
TMA by immersion in hexane with stirring for 48-72 hours at 40oC. To ensure
continued paraffin removal, fresh hexane is added every 3-4 hours. Paraffin
elimination is checked every 24 hours on several tissue cores to monitor the
disappearance of the 1462cm−1 peak.
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4.3 Data Acquisition
Two Perkin-Elmer Spotlight 400 FT-IR imaging spectrometers were used
for data collection at a 6.25m pixel size and a 4 cm−1 spectral resolution
with 2 scans per pixel. A coarser spectral resolution of 16 cm−1 is used
for one validation TMA in order to acquire data more rapidly as a first step
towards clinical translation. An undersampling ratio of two and a NBmedium
apodization function was employed to transform acquired interferograms to
single beam spectra. A background is collected at 120 scans per pixel at a
location on the array substrate with no tissue present and used to convert
sample single beams to absorbance format. Each core on the TMA is acquired
separately and FT-IR images of the entire array are then compiled, analyzed,
and classified using Environment for Visualizing Images (ENVI) imaging
software with programs written in-house using Interactive Data Language
(IDL) to perform classification and subsequent statistical analyses.
4.4 Data and Statistical Analysis
The experimental procedure involves acquiring FT-IR images and examining
the resulting spectra to select features (metrics) for classification including
spectral peak heights, ratios of peaks, peak areas and centers of gravity.
These features capture the essential elements of the spectra, without regard
to histologic tissue type or disease state. Since the number of metrics is
considerably less than the number of spectral data points, this step helps
reduce the dimensionality of data and decreases the time required for calcu-
lations. The next step is to determine the probability distribution function
(pdf) for each metric and quantitatively estimate the overlap of metric pdfs
for different tissue classes. Pdfs are estimated from ground truth pixels that
have been marked manually by referring to a corresponding section that was
H&E stained and examined by a pathologist. In general, boundary pixels
are avoided to reduce systematic classification errors due to manual identi-
fication of boundaries or spectral artifacts. Large numbers of labeled pixels
used for calibration likely compensates for systematic errors, biologic varia-
tion and noise. The types of classes marked by a pathologist are restricted
to the task at hand. For example, in this manuscript we report the two class
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case in which epithelium is first segmented from stroma. Epithelial pixels are
further separated into cancerous and normal classes. Each cell type (class)
is denoted by a color to provide visualization.
The overlap in pdfs forms the region of ambiguity in classification and
its estimate provides a preliminary estimate of the error that would result
in using that specific metric for classification. The metrics are arranged in
order of increasing error and employed to classify tissue. An entire classifier
is built using the first metric, the first two, the first three, and so on. The
total number of classifiers is equal to number of metrics that are present. We
restricted ourselves to linear combinations or singular measures of metrics
to allow interpretation of results in terms of the underlying spectral data.
Statistical analysis of classification accuracy is then performed by calculat-
ing the area under the receiver operating characteristic (ROC) curve (AUC).
The classification accuracy is quantitatively measured against a gold stan-
dard of tissue regions selected by a trained pathologist. Since each classifier
differs from the previous by the addition of a metric, this process has also
been termed the sequential forward selection process. A plot of the AUC
curve for the addition of specific metrics reveals those that increase or re-
duce classification accuracy. Classification is then optimized by sorting the
metrics by the change in the area under the ROC curve after the addition
of a given metric and iterating the classification procedure. All core-level
ROC values are computed by the trapezoid rule, and it is noted that this
method provides a conservative estimate of the AUC since the trapezoid rule
systematically underestimates the AUC obtained from a smooth curve.
The confidence of the AUC measurement is evaluated by computing a
standard error, as described previously[250]. This standard error is then
multiplied by a standard z-score of 1.96 to obtain a half-width for a 95%
confidence interval. This method is used to assess the confidence of all AUC
estimates computed for core-level ROC curves. Notably, standard error val-
ues will reduce substantially with small increases in AUC, particularly as
the AUC value approaches one. Hence, higher AUC values have smaller
confidence intervals for a similar sample size in samplelevel studies. This
technique can also be used to assess error for the AUC for pixel-level clas-
sification, but is not routinely provided employed in this manuscript since
the high AUC values and large pixel numbers result in small standard er-
rors. E.g., to distinguishing epithelium in tissue results in an overall AUC
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value of 0.9968 ± 0.0006. Increasing the numbers of pixels beyond 50,000
had little effect on the AUC. Hence, while the calibration was performed on
> 190, 000 pixels, validations on each TMA were conducted on ≈50,000 pix-
els. In a similar fashion, a standard error for a sensitivity or specificity value
for individual operating points on the AUC is calculated from the binomial
approximation[251]. These standard errors for sensitivity and specificity val-
ues are used to compute bivariate 95% confidence intervals for each point
on the ROC curve to produce an overall confidence region. The half-widths
of confidence intervals follow a similar pattern to the confidence interval for
the AUC, with higher sensitivity and specificity values producing smaller
intervals for a given sample size and larger sample sizes producing smaller
intervals. Therefore, ROC curve confidence bands are very narrow for highly
accurate pixel-level classification with over 50,000 spectra, and are again not
visible in pixellevel ROC plots. A general formula to approximate the 95%
confidence interval for risk ratios is provided[252]. The statistic zα/2 is cal-
culated for α = 5% for 95% confidence intervals.
4.5 Results
4.5.1 Molecular contrast in tissue imaging
Examining tissue stained with hematoxylin and eosin (H&E) is typical in
diagnostic pathology (Figure 4.1A). Nucleic acid- and protein-rich regions
are stained blue and pink, respectively, but the stains allow only a visualiza-
tion of structure in themselves, the stains do not directly mark tumors and
followup recognition is required. The images in the center and on the right
are generated using the molecular contrast inherent in IR imaging data from
a corresponding, unstained section. Figure 4.1B quantifies the absorption
commonly associated with glycoprotein- and nucleic acid-related vibrational
modes(1080 cm−1). The higher expression of both species is associated with
secretory epithelium while Figure 4.1C similarly highlights vibrational modes
largely associated with stromal connective tissue.[238] Pixels corresponding
to stromal and epithelial cell types are highlighted by direct comparison of
absorbance and H&E-stained images (Figure 4.1D). These pixels can be em-
ployed to understand the underlying biochemistry, average properties, vari-
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ance and differences between different cell types, disease and patient popula-
tions. Characteristic cell type spectra, obtained by averaging 190,182 pixels
from the calibration TMA, indicate that other significant biochemical differ-
ences exist between these two histologic sub-classes of tissue (Figure 4.1E).
While the visualizations from IR imaging in Figure 4.1 are consistent with
tissue structure, they too do not directly solve a clinically relevant problem.
To convert molecular information to diagnostic information, we employ au-
tomated computer algorithms for statistical pattern recognition.[253] While
a number of data handling protocols have shown to be useful, large num-
bers of samples are typically needed for calibration and validation of any
diagnostic technique based on biomarkers[254]. TMAs incorporate represen-
tative samples from many different patients on a single slide, providing both
the numbers and diversity required for statistically significant classification
results for spectroscopic imaging.[36, 28] Here, we follow an approach that
combines the use of TMAs, FT-IR spectroscopic imaging,[28] and automated
histologic segmentation[253] and apply it to breast tissue.
4.5.2 Models for Spectral Recognition and Analysis of Class
Data
Histopathologic recognition is implemented in a two-step process. As most
breast cancers are epithelial in origin[255] and epithelial patterns are the
basis for current diagnostic pathology, we first segment the tissue into two
classes epithelium and stroma. Pixels classified as epithelium will be further
segmented into a cancerous or benign class. Though we have examined more
sophisticated histologic models,[253] the complexity of data analysis, number
of features required and time for data classification all increase. The accuracy
of complex models may be no higher than simpler models and increased effort
may be slower. Hence, we attempted to first examine whether a cascaded two
class model for histology [epithelium, stroma] and pathology [cancer, benign]
was sufficiently effective for tumor detection. Though the importance of the
stromal microenvironment in tumor development is well-recognized,[256] we
are ignoring this complexity in favor of developing a simple model. Hence,
the two class model must be treated as a screen for epithelium only, rather
than to imply that all non-epithelial cell types are similar in composition or
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Figure 4.1: Infrared spectroscopic imaging provides biochemical and
spectral information without dyes or contrast agents. (A) H&E-stained
images represent the gold standard for cancer diagnosis by manual
recognition of morphology. (B) An absorbance image at 1080 cm−1
highlights vibrational modes generally associated with nucleic acids and
glycoproteins that are prevalent in epithelium. (C) Absorbance image at
1236 cm−1 corresponds to vibrational modes that highlight RNA, protein
and collagen-rich breast stroma. (D) Pixels corresponding to stroma or
epithelium are marked on an absorbance image after comparison with the
H&E-stained image. (E) Average spectra from 50,182 epithelial and
140,100 stromal pixels demonstrate significant biochemical differences
between the two sub-classes of tissue.
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equally chemically distinct from epithelium.
4.5.3 Histologic Classification
The development of a classification protocol is illustrated in Figure 4.2 and
detailed in the methods section. Briefly, data are first acquired from a cal-
ibration TMA containing a diverse histologic, demographic and molecular
profile (Figure 4.2A). Next, spectral features are compared with previous
reports[237, 238, 240, 257, 241] and known tissue biochemistry to assess bi-
ological relevance. A total of 100 such features were selected (Figure 4.2B).
Features typically correspond to differential expression of chemical classes of
materials; for example, glycoproteins (1080 cm−1)[240], collagen (1236 cm−1
and 1338 cm−1)[238], methylation (CH3 asymmetric bending at 1456 cm−1)
and protein conformations (amide II CN stretching and NH bending at 1556
cm−1)[238]. Peak heights, ratios, areas, and centers of gravity associated
with these biochemical features are then constructed and termed metrics, for
further evaluation. At this stage, the goal is simply to reduce dimensional-
ity of the data by fully accommodating stateof- the-art knowledge of both
pathology and spectroscopy domains and not to determine if any particular
metric is useful for classification. The method, further, is restricted to simple
spectral measures to eventually rationalize classification results with the un-
derlying biochemistry, providing robust assurance against artifacts or chance.
An alternate classification option is to employ an expression signature type
approach in which large spectral regions are used for segmentation. We do
not explore that approach here minimize spectral operations for classification
speed and to assure interpretation of results.
Next, a classification protocol is developed by selecting metrics useful for
classification, estimating probability density functions (pdf) (Figure 4.2D)
and using the pdfs to predict the class of each pixel using a modified Bayesian
approach.[253] A pixel-for-pixel comparison with a marked gold standard
is used to measure accuracy qualitatively via the image (Figure 4.2C) and
quantitatively via the use of receiver operating characteristic (ROC) curves.
Simultaneous feature selection and accuracy maximization is objectively and
iteratively conducted by selecting spectral metrics to increase the area under
the ROC curve (AUC). The final protocol consists of six metrics (Table 1),
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Figure 4.2: Automated breast histopathology is performed by spectral and
spatial analysis. Spectral classification is performed using supervised
pattern recognition by (A) acquiring FT-IR spectroscopic imaging data
from a large set of patients, which is reduced (B) to a smaller metric set.
(C) Comparisons with corresponding H&Estained images and clinical
diagnostic data are used to develop (D) frequency distributions for
sub-classes for each spectral feature. (E) A Bayesian classifier is used to
categorize each pixel as stroma or epithelium. (F) Spatial information from
resulting histology images is used for pathology classification. (F) Accuracy
of each process is determined by ROC analysis on training and independent
validation data.
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largely involving relative concentrations of protein and nucleic acid, which
also form the primary contrast in H&E-stained tissues. Color-coded images
(Figure 4.2D) are produced from the classification protocol and can be seen
to correlate with conventional staining. The classified images are then used
to compute spatial metrics (Figure 4.2E) and the classification process is
repeated to further segment epithelial pixels into cancer or normal classes.
Finally, accuracy for all tasks is assessed on completely independent TMAs
by the developed algorithm in which no user input is permitted.
4.5.4 Validation and robust performance of classifier
The optimal classifier yields color-coded histologic images and a mean AUC of
0.996 for the ROC curve from calibration data (Figure 4.3). Results, further,
are rigorously validated on independent samples. Validation is performed,
first, on a separate section of the TMA used for calibration and, second, on
additional TMAs with tissue samples from over 650 independent patients. A
qualitative comparison of IR-classified (Figure 4.3A) and H&E-stained (Fig-
ure 4.3B) validation TMA demonstrates robust automated epithelium seg-
mentation. Quantitative evaluation by ROC analysis (Figure 4.3C and Table
4.2) indicates uniformly near-perfect classification in all validation sets and
for different pathologies. The classification model developed on the calibra-
tion TMA readily translates to validation TMA with no significant difference
(Table 4.2). The uniformly high AUC indicates that the classifier does not
over-fit the spectral data and has the potential to provide reproducible re-
sults in a clinical setting. Classified images provide an advantage of quick
visualization of tissue structure without the necessity of adding stains that
irreversibly alter tissue properties while the tissue section can subsequently
be used for be H&E or IHC staining as IR light is benign.
4.5.5 Application to Cancer Segmentation
At this point, there are several potential avenues for pathologic segmenta-
tion: the first is to use the spectral data at each pixel to distinguish between
cancer-bearing and benign samples. The second is to use spatial analysis of
the classified image. A third approach is a combination of the two; for ex-
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Figure 4.3: Robust and accurate automated epithelium identification is
demonstrated on breast TMA images. (A) A color-coded classified breast
TMA identifies epithelium as green and stroma as magenta. This TMA
represents the first of the five independent validation arrays. (B) An
adjacent H&E stained section for this TMA is included for reference. (C)
An ROC curve displaying the sensitivity and specificity trade-off for
epithelial and stromal classification. The mean AUC value is computed as
0.967. (D) Individual color-coded classified spectral images and
corresponding H&E stained tissue demonstrate excellent pixel-level
histology segmentation.
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ample, we previously evaluated prostate cellular morphology-based protein
expression in IR spectra.[253] Spectral, pixel-wise cancer determination likely
involves measuring very small changes in chemistry, necessitating distortion-
free[258, 259] and high signal to noise ratio data. The search for subtle spec-
tral signals in recorded data or extensive use of numerical processing is not
conducive to rapid determinations. We recall that the task here is to simply
determine a tumor and its location. Breast carcinomas are identified at the
most basic level as a mass of epithelial cells lacking a ductal structure, which
forms the current diagnostic standard. Hence, we examined whether forgoing
the complexity of sensitive spectral changes in favor of spatial analysis would
still be accurate and result in speed suitable for rapid clinical triages. Hence,
spatial patterns of epithelial cells were examined as metrics. In its simplest
form, the spatial segmentation captures epithelial density visible by H&E
staining (Figure 4.4A) and readily discerned in color-coded classified spec-
tral images (Figure 4.4B). More subtle metrics can be discerned by extracting
neighborhood patterns of epithelial proliferation.
To quantify epithelial patterns around a single pixel, its spatial neigh-
borhood is examined in progressively increasing distance for prevalence and
spatial distribution of epithelial and stromal cells as well as empty space
and stored as a spatial metric. At this stage, just as for spectral metrics,
there is no indication of whether specific spatial metrics can provide classifi-
cation. Hence, we developed a classification protocol following the procedure
described previously for histologic segmentation. Classification accuracy is
again assessed by ROC analysis at both the pixel and sample levels using
the two class pathology model [cancer, benign]. There is a limitation here
in that cores that do not contain a minimum number of pixels (< 1000) are
not considered in the evaluation to eliminate small, ill-processed samples and
those with too little epithelium to make a diagnosis. This approach allows
segmentation and can flag samples as indeterminate for which the protocols
diagnoses are likely to have low confidence. Here, these samples are less than
10% for any given array and are not likely to be present in larger tissue
samples, e.g. from needle biopsies or surgical resections.
The developed classification protocol is highly sensitive and correctly iden-
tifies tumors in nearly all cancer-bearing samples (Figure 4.4C). The confi-
dence in individual pixels is naturally lower but each sample is assigned an
overall disease state by simple majority polling. Application of the devel-
81
Figure 4.4: Robust automated cancer segmentation is demonstrated by
spatial polling of classified spectral images. (A) H&E staining forms the
gold standard for cancer diagnosis. This TMA contains cancer and adjacent
normal cores, as indicated by the column colors. (B) Spectral histology
images for an adjacent TMA section segment epithelium from surrounding
stromal tissue. (C) The color-coded histology image is used to compute
spatial metrics and the classification process is repeated to segment cancer
and normal epithelium pixels. (D) TMA calibration and validation (one
shown) ROC analysis indicates a human-competitive accuracy in tumor
identification. Dashed lines represent the boundaries for a 95% confidence
region.
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oped protocol results in an AUC of 0.95 ± 0.06 (95% CI) for the calibration
TMA. Validation is then performed a separate TMA with 77 samples from
the same patients to obtain an AUC of 0.97 ± 0.04 (95% CI) (ROC curves
in Figure 4.4D). The ROC curves and 95% confidence regions, approximated
using a binomial large-sample formula,[251] demonstrate that this method is
both sensitive and specific. The quantitative accuracy is confirmed further
by ROC analysis on the independent validation set of over 650 additional
patients from five additional TMAs (Table 4.2). The AUC values range from
0.90 ± 0.07 (95% CI) to 0.97 ± 0.03 (95% CI), indicating no statistically
significant difference between arrays[250]. Hence, all samples are pooled to
produce an overall classification and ROC curve from 580 cancer samples
and 168 normal samples (Figure 4.5) with an AUC of 0.94 ± 0.02 (95% CI).
Further statistical tests and the need for these large sample sizes for suffi-
cient statistical power are discussed in the methods section. To summarize,
the validation indicates that the classification protocol provides accurate and
reproducible results with a high level of confidence. The validation here is
exceptionally rigorous due to the order of magnitude larger samples analyzed
compared to previous studies and the results are adequately powered (vide
infra).
4.6 Discussion
Providing rapid, accurate and reproducible histologic diagnoses that lead
to effective healthcare at affordable cost are of contemporary interest to
clinicians,[260] pathologists,[261] insurance sector,[262] and in public health.
While many past studies have indicated that FT-IR imaging has the potential
to address this clinical need, it has not been adopted for clinical histopathol-
ogy due to a variety of factors. A primary reason is the lack of robustly
validated protocols that address a key clinical question. While this issue is
being addressed in emerging studies[263], we provide the demonstration for
a contemporary problem in breast cancer. The accuracy demonstrated here,
to our knowledge, is unmatched by any other analytical technique. This
study provides confidence in a quantitative framework towards that goal and
a well-validated start in breast pathology by uniquely leveraging spatial and
chemical information. This demonstration should also spark work in many
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other aspects of breast cancer and other needs in histopatholgy. While be-
ing a scientific development in providing a robust and statistically-validated
protocol, hence, the potential benefits of deploying this approach in clinical
practice must be enumerated and confidence in translation assessed.
We emphasize here that the intent of such technology is not to replace the
human element of diagnosis but to synergistically produce accurate results in
an efficient manner that benefits both the healthcare enterprise and the pa-
tient. For example, from a typical university hospital practice, breast cancer
diagnosis was found to have a sensitivity of ≈97% (37 missed tumors in 1102
samples).[264] Hence, we first sought to assure that the results of this study
are capable of achieving similar performance. The validation statistics are
employed to first determine an operating point (sensitivity, specificity) from
the composite validation ROC curve (Figure 4.5). We selected an operating
point of 95% sensitivity for which the specificity is 82.5%. Following the typ-
ical finding of 80% breast biopsies being benign,[223] hence, this technique
could potentially permit a rapid intimation for ≈ 80% of benign (≈650,000
women per year in the US alone) without significantly additional errors. If
the technology is used in conjunction with human decision-making, a second
measure of benefit is how the application of IR imaging would improve sam-
ple triage for pathologists, which can be quantified by the likelihood ratio
(LR). LRs measure the power of a test to change the pre-test into the post-
test probability of a disease being present.[265]. For the selected sensitivity
and specificity and for the prevalence of disease in biopsy samples being 0.2,
the LR of a positive test (LR+) is ≈5.4 (4.65-6.33, 95% CI), implying that
the pool of samples at risk of disease can be enriched from 20% with cancer
to 58% (54%- 61%, 95% CI) if this approach were to be used between screen-
ing and pathologist examination. The LR of the negative test (LR-), i.e. to
rule out disease, is ≈0.06 (0.03-0.11, 95% CI), implying that the presence
of disease in the samples labeled benign by IR imaging is reduced to less
than 1% (0.8-3%, 95% CI). Hence, the application of spectroscopic triaging
can clearly help improve the accuracy and efficiency of pathology practice.
Next, we sought to determine that the study is sufficiently powered to move
to clinical translation with confidence.
Validation is critical to establishing the potential benefits via a battery
of statistical tests, as detailed in the methods section. We first provide 95%
confidence intervals for the employed sensitivity and specificity as 95.0±1.8%
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Figure 4.5: A composite validation curve for detecting cancer in breast
tissue constructed from six independent patient sets, as detailed in Table
4.2.
Metric Positions Assignment Cancer/Benign
(cm−1) (AUC ± 95%CI)
1080 cm−1: symmetric PO−2
Peak Ratio 1080 : 1456 stretching, CO stretching, DNA/RNA
1456 cm−1: asymmetric Protein
CH3 bending
1556 cm−1: NH bending,
Peak Ratio 1556 : 1652 CN stretching Protein (Amide I
1652 cm−1: CO stretching and Amide II)
1080 cm−1: symmetric PO−2
Peak Ratio 1080 : 1238 stretching, CO stretching, DNA/RNA
1238 cm−1: asymmetric
PO−2 stretching
1236 cm−1: NH bending
Center of 1216 - 1274 CN stretching, CH2 DNA/RNA
Gravity wagging, asymmetric Protein
PO−2 stretching (Amide III)
1080 cm−1: symmetric PO−2
Peak Ratio 1338 : 1080 stretching, CO stretching, DNA/RNA
1338 cm−1: CH2 wagging (Amide III)
1456 cm−1: asymmetric
Peak Area 1426 : 1482 CH3 bending Protein
Table 4.1: Spectral metrics selected by optimization of the histology
classification model. These features are used to distinguish epithelial and
stromal compartments of tissue.
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and 82.5±5.7% respectively. The benefits of the large sample size of this
study become apparent in examining the CI. While greatly diminishing re-
turns are seen for larger sample sizes, e.g. ±3% CI for 600 control samples
for specificity, catastrophic effects are seen for smaller samples, e.g. ±15%
for 25 samples. Similarly, the sensitivity CIs are only reduced to ±1.3%
in increasing cancer samples to 1000 but the CIs for tens of samples are
substantial (e.g. ± 8.5% for 25 samples). The main purpose of this study
was to demonstrate that a minimal performance in human competitiveness
is achieved that would be convincing for clinical translation. Another critical
aspect of validation is the number of samples used to establish this sensitiv-
ity. To claim that the accuracy of 95% lies at the lower limits of the 95%
confidence interval of a test with accuracy of 98% with a probability of at
least 0.95, we note that over 500 cases are needed[266] for the power of the
study to be at least 0.9. For 50 samples at the same power, for example, the
lower CI would be 85%, which is considerably lower than human accuracy.
Hence, the larger sample size here is critical to demonstrating the human-
competitive results and confidence in those results at the common values of
Type I and II errors used to evaluate diagnostic tests.
In conclusion, the development and validation of an automated tool for
human-competitive tissue analysis has been attempted. The results indi-
cate that translation to clinical practice can be confidently undertaken and
there will be tangible benefits for both clinicians and patients in address-
ing the largest cancer in women. While this rapid preliminary diagnosis
after a biopsy is important for screening follow-up, eliminating the need for
human supervision and stains could also be a novel avenue to evaluate sur-
Sample Set Samples 1 Epithelium/ Molecular Origin
Stroma AUC
Calibration TMA 65 0.996 0.95 ± 0.06
Validation TMA 1 77 0.991 0.97 ± 0.04
Validation TMA 2 173 0.967 0.91 ± 0.04
Validation TMA 3 180 0.948 0.95 ± 0.03
Validation TMA 4 82 0.998 0.90 ± 0.07
Validation TMA 5 87 0.980 0.93 ± 0.06
Validation TMA 6 146 0.999 0.97 ± 0.03
Table 4.2: Overview of sample sets, numbers of patients and accuracy
estimates for the two classification tasks.
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gical resections intra-operatively. In conclusion, the study here is not only a
comprehensive demonstration of the potential of IR imaging but is directly
relevant to public health and is a major step in the continuing progress of




PROGRESSION USING FT-IR IMAGING
Engineered tissues can provide models for imaging and disease progression
and the use of such models is becoming increasingly prevalent. While struc-
tural characterization of these systems is documented, a combination of bio-
chemical and structural knowledge is often helpful. Here, we apply FT-IR
spectroscopic imaging to examine an engineered tissue model of melanoma.
We first characterize the biochemical properties and spectral changes in dif-
ferent layers of growing skin. Second, we introduce malignant melanocytes to
simulate tumor formation and growth. Both cellular changes associated with
tumor formation and growth can be observed. In particular, chemical changes
associated with tumor-stromal interactions are observed during the course of
tumor growth and appear to influence a 50-100 µm region. The development
of this analytical approach combining engineered tissue with spectroscopy,
imaging and computation will allow for quality control and standardization
in tissue engineering and novel scientific insight in cancer progression. [[3] -
Reproduced by permission of The Royal Society of Chemistry.]
5.1 Introduction
A majority of human cancers arise within the skin. Though melanoma com-
prises less than 4 percent of diagnosed skin cancers, it causes over 75 percent
of skin cancer-related deaths and its incidence is rapidly increasing.[267] De-
spite decades of scientific research, the sole effective cure is surgical excision
of the primary tumor[268] when the lesions are smaller than 1 mm.[269] The
prognosis for a patient with stage I or II melanoma is mainly related to tu-
mor thickness. Hence, early detection is critical in melanoma treatment, and
the evolution of the tumor and its penetration into the dermis are key fac-
tors to be studied in understanding the disease.[270] Melanoma is a tumor
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of melanocytes, which are a class of cells located at the epidermal-dermal
junction. Functionally, they interact with multiple keratinocytes to form an
epidermal melanin unit. Hence, melanocytes are morphologically and func-
tionally pre-disposed to multiple interactions with diverse cell types. These
properties lead to two specific difficulties in the scientific study of melanoma
progression: the first is that the location of the tumor and interactions with
multiple cells,[271] makes behavior in traditional, two-dimensional cell cul-
ture less realistic. Observations in-situ are limited, however, and tumor pro-
gression cannot be followed in humans due to ethical concerns. Hence, appro-
priate model systems are needed. Second, the spatially-distributed nature of
the tumor requires the use of imaging techniques but the influence of multi-
ple cells requires biochemical contrast especially to study subtle molecular
changes in early stage disease and its progression.
Two converging trends can now address these issues. The first is the devel-
opment of model systems to study disease and the second is the development
of new imaging technologies. Engineered tissue structures [272] are attract-
ing increased interest as a surrogate for human experiments. In particular,
compared to traditional, two-dimensional (2D) cell cultures, engineered tis-
sues provide a more realistic, three-dimensional (3D) and controllable model
to study a variety of basic cellular processes.[273] Their use in studying dis-
ease progression has also been proposed but is somewhat limited.[274] Due
to the precise structuring of the sample, engineered tissue models are also
a convenient sample set for developing imaging technology. As opposed to
geometrical phantoms, engineered tissues represent a more realistic biological
subject [275] while their simplified structure is often an acceptable surrogate
for the less-accessible, variable and more complex human tissue. Among all
human tissues, skin has a relatively simple, laminar structure that is naturally
suited to tissue engineering. Consequently, much success has been achieved
in engineering skin tissue,[276] models are commercially available and have
been used for a variety of research and therapeutic applications.[277]
Imaging methods provide useful insight into tumor structure and its evo-
lution and are actively being developed for clinical use in various modalities.
Similarly, there have been efforts to characterize melanoma progression in
biochemical terms,[278] including understanding the role of cells other than
melanocytes in tumor evolution.[279] While structural characterization of
tissue and tissue models is routinely accomplished by structural imaging,
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a biochemical characterization typically requires destruction of the struc-
ture, thereby losing spatially specific information. A combination of bio-
chemical and structural knowledge is often helpful and is enabled by the
emerging fields of chemical imaging[280] and microscopy. While molecu-
lar imaging is dye- or probe-based, chemical imaging holistically measures
chemical species in the sample using spectroscopy. The desired informa-
tion is then extracted using computational methods. Among the promi-
nent approaches are vibrational spectroscopic, both Raman and infrared
(IR), imaging.[281] Fourier transform IR spectroscopic imaging[28] is use-
ful for the analysis of tissue biopsies and has a well-developed instrumen-
tation and data analysis knowledge base.[282] Recent compilations[283] de-
scribe biomedical applications, in general, and several reports specifically
describe IR spectroscopic studies on human skin. The skin-focused reports
examine the structure of skin,[284, 285, 286] diseases,[287, 288, 289] dynam-
ics of diffusion[290, 291, 292, 49, 293, 294] or use it as a model system for
studies.[295] There are no reports, to our knowledge, on analyzing engineered
skin with IR spectroscopic imaging. Similarly, while tumor grades have been
related to spectral signatures in the prostate for example,[296] we are not
aware of reports specifically examining tumor progression in a controlled en-
vironment.
Here, we apply FT-IR imaging to study of melanoma progression in en-
gineered skin. We systematically examine spectral and spatial properties of
engineered skin with reference to measurements of human tissue, the spectral
recognition of tumor and the changes in each cell type as a function of tumor
progression. In particular, we examine the question of stromal involvement
in melanoma progression. Though the concept was proposed almost 120
years ago[297], facile methods to measure such a transformation are lacking.
By examining both engineered skin and progression, we present new tools
that will allow for quality control and standardization of both the structural
and biochemical properties of engineered tissues, models to study disease
progression and phantoms for imaging.
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5.2 Skin Sample Preparation
5.2.1 Engineered skin culture
Skin scaffolds (MatTek Inc.) consist of 8-10 layers of normal human epi-
dermal keratinocytes grown on a 1 mm think layer of normal human dermal
fibroblasts seeded in collagen gel, which is in turn supported by an inert poly-
mer insert with 0.4 µm pore size. A malignant melanocyte cell line, A375,
is mixed with and incorporated into the epidermal layer during cell seeding.
The tissue is cultured in MCDB 153 serum free medium, which is renewed
every two days.
5.2.2 Engineered skin sample preparation
Each tissue sample is removed from the culture at a specified time and fixed
with 10 percent neutral buffered formalin, followed by gradient dehydration
in 70 percent, 95 percent and 100 percent ethanol. The sample is cleared
with a 1:1 xylene/ethanol mixture and then with neat xylene. Subsequently,
the sample is embedded in paraffin following standard histological procedure.
Embedded tissue is sectioned to 5 µm slice with a SHUR/Sharp 4060E Elec-
tronic Rotary Microtome (Triangle Biomedical Sciences) and placed on BaF2
substrates.
5.2.3 Human skin
Human skin samples are obtained from Carle Foundation Hospital after in-
stitutional board review and appropriate anonymization of sources. Tissues
were formalin-fixed and paraffin-embedded before being sectioned, following
the same procedure for engineered skin samples. These samples are placed
on low-e glass slides.
5.2.4 Haematoxylin and eosin staining
Tissues placed on slides are de-paraffinized using Xylene and are subsequently
rehydrated using solutions of 100 percent, 95 percent, 70 percent Ethanol and
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deionized water. Slides are then stained with Hematoxylin for 5 min and
Eosin for 30 sec with subsequent dehydration in a series of gradient Ethanol
and Xylene. Images of stained tissues are acquired using a VWR VistaVision
inverted microscope.
5.3 Data Acquisition and Processing
Samples for IR imaging are placed on 1 mm thick BaF2 substrates or low-
e glass slides and dehydrated using hexane as previously described.[36] IR
spectroscopic images of tissue sections are collected using the Perkin-Elmer
Spotlight 400 imaging spectrometer. A spatial pixel size of 6.25 µm and a
spectral resolution of 4 cm−1 are employed, with 4 scans averaged for each
pixel over the entire mid-infrared range. An undersampling ratio of 2 with
respect to the He-Ne laser was used in recording the interferogram. Norton-
Beer medium apodization is employed with a zero fill factor of 2 during the
Fourier transform. An IR background image is acquired with 120 scans co-
added at a location on the substrate where no tissue is present. A ratio of
the background to tissue spectra is then computed to remove substrate and
air contributions to the spectral data. All further computation is done using
programs written in-house in ENVI/IDL.
5.4 Results
Characteristic IR absorption peaks in human skin have been reported in var-
ious studies.[285, 298, 299, 300, 238] They have been summarized, as shown
in Table 1, for the two major groups under consideration here. Each of
the different histological structures in skin will have different distributions
of various chemical constituents, namely the abundance and types of lipids,
proteins, carbohydrates and nucleic acids. These differences will correspond
to differences in specific spectral features, largely in the spectral fingerprint
region. Here, we compared spectral features observed in engineered skin
with those observed in human tissue in the context of their assignments as
reported in the literature (Table 5.2). Notably, engineered skin samples differ
in both intensity and position of spectral features (Figure 5.1C), indicating
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Figure 5.1: Skin structure and characterizations. (A) Schematic of human
(left) and engineered skin (right). The epidermis is located at the skin-air
interface while the dermis is located to the bottom of the image and
contains various histologic structures. Engineered skin retains the most
important components but does not contain accessory structures. (B)
Histology of skin is usually deduced manually in tissue stained by
Haematoxylin and Eosin (H&E). Epidermis typically stains darker than
dermis. (C) Infrared absorbance image from a corresponding serial section
of the tissue at 1660 cm−1. Human skin was imaged on a low-e slide in
reflectance mode, and engineered skin was imaged on a BaF2 substrate in
transmission mode. (D) IR spectra of single pixels from epidermis, dermis
and stratum corneum regions of human and engineered skin after piecewise
linear baseline subtraction.
the abundance and environment of some biomolecules are likely different.
There are also important histologic differences that make direct comparisons
difficult, changes in immortalization of cell lines are probably influential and
individual differences probably do exist. For example, the multiple-layer
structure of epidermis is not present in engineered skin samples, although
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Figure 5.2: Assignment of IR spectral features in skin. Results are reported
from compilations in the literature [Refs. 26-30] and from analysis of this
studys skin samples, including both clinical and engineered tissue. A
comparison of the optical microscopy and IR data of human and engineered
skin is shown in Figure 5.1. As apparent in the structural images, the
engineered skin model has simplified structures with only two major layers
epidermis (including its associated stratum corneum structure) and dermis,
without complicated multiple sub-layers and various other histological
sub-types seen in human skin (Figure 5.1A, 5.1B). Structurally, engineered
and human skin have been shown to be similar in use[6] and these
simplified tissue models have retained many important skin functions. We
compared both the structure and the spectral features of the common
tissue sub-types between human and engineered skin. The FT-IR imaging
data here indicate that the engineered tissues have preserved skin
differentiation seen in human skin (Figure 5.1C), although there are small
chemical composition differences likely due to the simplified structures and
differences in cellular density and cell-cell interactions (Figure 5.1D).
stratum corneum, the outmost layer, is indeed developed over the time (Fig-
ure 5.1B). Notably, many important spectral features are still observed in
engineered skin as listed in the table. In summary, spectroscopically, engi-
neered skin is different from tissue derived from humans but is reasonably
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representative of the spectral properties of skin.
We engineered skin samples with malignant melanocytes as described in
the methods section. Samples were removed and analyzed every fourth day
for a total time period of 28 days. Two consecutive 5 µm tissue sections were
used for HE staining and FT-IR imaging, respectively. We observed that
tumors are limited to small cell clusters at the beginning of the experiment,
but grow larger and deeper into the tissue over the time (Figure 5.3). Tu-
mors can be tracked in absorbance images and classifiers for the same could
be developed following previous methods in automating histological recogni-
tion8. In this case, however, we can readily identify the tumor by differential
absorption and are more interested in following the evolution of the tumor
and tissue over time.
Figure 5.3: Melanoma progression in 28 days. Tumors (arrows) grow larger
and invade into the dermis over time, as shown by both H&E-stains
followed by histological recognition and IR spectroscopic imaging. IR
absorbance images at 1660 cm−1 and 1284 cm−1 highlight epidermal and
dermal regions, respectively, indicating different chemical compositions
between these two regions and their facile delineation by simple spectral
metrics.
5.4.1 Data Visualization
To determine the stability of these engineered structures for spectroscopic
analyses, we examined the temporal variation of spectra for normal stroma
or dermal regions at least 500 µm away from tumors. 100 representative
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pixels from normal stroma were extracted from each of the eight samples
(Figure 5.4A, 5.4B). We employ a simple visualization and statistical analy-
sis tool, termed Comprehensive Data Map (CDM) to analyze spectral vari-
ation among these pixels (Figure 5.4C). Briefly, CDM provides a convenient
method of graphically displaying data so as to convey the view of signal and
variance and identify patterns and trends in complex datasets. The data
are mean centered using an average for the entire data set and the average
spectrum is shown above the data. The central data block consists of rows
of spectra, with each row having a particular set of data associated with
it. The display is the difference from the average. The spectral regions at
which differences occur are apparent from the color display in the figure. It
appears that differences are primarily concentrated at large absorbance areas
(amide I, amide II and amide A peaks). While there are also differences at
characteristic spectral regions, such as the fingerprint region among some of
the samples, these differences are quite small, even after we changed the way
CDM presents the differences by normalizing them to the magnitude of the
average spectrum (data not shown). In addition, these differences do not
appear to have any particular patterns. These results indicate that the skin
samples are quite consistent for our infrared spectroscopic imaging analysis,
which primarily utilizes the information from those characteristic spectral
regions. A measure of the biologic noise, hence, is the standard deviation in
time.
Next, we examined the spectral variation of tumor pixels during the course
of melanoma invasion starting from day 8 (Figure 5.4A, 5.4B). No changes
were observed that could be related to the time course of invasion, which
is also confirmed by CDM analysis (data not shown). The inability of IR
spectroscopy to capture these changes could arise from insufficient sensitivity
of the technique or experimental limitations, for example in the signal to
noise ratio.[2] We believe, however, that the consistency in spectra likely
arises from the biological basis of these cells in culture. The cells likely obtain
their proliferative capacity prior to culture and are not modified considerably
by the culturing environment or process. It is likely that melanocytes in
engineered skin have previously experienced interactions with both epidermal
and dermal cells in tissue and likely do not transform in the new milieu of the
engineered tissue. In either case, there is no apparent signature in the tumor
cells that correlate with tumor progression. To understand transformations
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Figure 5.4: Temporal analysis of tumor and normal stroma. (A) Spectra of
10 pixels of tumors (green arrow) and 10x10 pixels of normal stroma that
are at least 500 µm away from tumors (blue square) are extracted for
temporal analysis. (B) Comparison of average spectra from tumor and
normal stroma regions. (C) CDM visualization of spectra of normal stroma.
The average spectrum is shown above the data and the central data block
displays the difference of each pixel spectrum from the average spectrum.
associated with malignancy, hence, a comparative analysis of benign and
malignant cells is desirable but beyond the scope of the manuscript here.
Studies have previously reported melanoma analysis using IR spectroscopy,
[301, 288, 302, 303, 304, 305, 306] but, to our knowledge, have not examined
the spectral properties as a function of tumor progression.
While changes in tumor cells are one aspect of progression, interactions be-
97
tween the tumor and its microenvironment is another important and rapidly
emerging aspect of understanding tumor evolution.[307, 256] Here, we hy-
pothesize that cells that are in close contact with tumor may possibly un-
dergo spectral changes that reflect the underlying change of biomolecular
expression. Since it is difficult to postulate every change a priori, a holistic
method of measuring changes is likely useful. Hence, we employed FT-IR
imaging here to probe the stromal regions surrounding tumors at different
time points (Figure 5.5A). Two stromal regions one closely associated with
the tumor in the vicinity of 10-100 µm and the other at least 500 µm away
are identified as tumor associated stroma and normal stroma respectively.
Average spectra from these two regions were obtained and compared (Figure
5.5B). One of the most significant variations over the time occurs at the fin-
gerprint region, especially from 1200-1300 cm−1 (Figure 5.5C). This region is
closely associated with the proteins of the connective tissue and extra-cellular
matrix. Hence, the changes likely indicate a matrix remodeling rather than
large scale changes in stromal cells. Further, the change appears to start
between around day 16, corresponding to the histological observation that
tumor invasion becomes apparent around day 12. Therefore, the spectra
from regions next to tumor appear to have undergone a transition due to
the tumor development, suggesting the possibility of heterotypic interactions
and transformations in engineered tissue. It is notable that the biochemi-
cal changes do not appear to precede the histological changes. Hence, the
methods we have used do not appear to be sensitive to biochemical changes
preceding apparent morphological changes, if such are present.
This change in stromal characteristics is also known as field effect for many
other tumors [308, 309]. While field effect changes are histologically hard
to differentiate, the chemical change is seemingly well-suited to analysis by
FT-IR imaging. To validate that we are indeed observing the field effect, we
sought to examine the spatial dependence of stromal transformation. Regions
of interest close to the tumor and from progressively increasing distance were
analyzed. Seven spatial regions adjacent to the tumor (Figure 5.6A, indicated
by R1 through R7) are chosen and average spectra of these seven regions
of interest (ROIs) are compared to the average spectrum from the tumor
(Figure 5.6B). While average spectra are useful, visualization of changes and
the relative importance of changes are difficult to appreciate. To facilitate
the identification of specific spectral regions that undergo transformations,
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Figure 5.5: Temporal behavior of normal and tumor-associated stroma. (A)
Spectral regions of tumor (red circle) and tumor associated stroma are
extracted for analysis of temporal changes. (B) Spectral analysis of normal
and tumor-associated stroma demonstrates likely differences between the
two, especially including significant changes in the 1200-1300 cm−1 (blue
circle) region. (C) Spectral detail of the 1200-1300 cm−1 region indicates
that the biochemical changes likely occur around day 16.
we employed the CDM tool again to show the variation among these ROIs
(Figure 5.6C). The difference of each spectrum in a few regions from the mean
spectra, including a prominent peak from 1200-1300 cm−1 clearly shows a
trend of transition from tumor to distal stromal regions. Same conclusion
can be drawn from the analysis of ROI regions (R1-R7) obtained from a 45
angle.
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Figure 5.6: Analysis of stromal transformation around a tumor. (A)
Spectra at tumor-neighboring dermal region at different depths and angles
(R1-R7, R1-R7) are extracted. (B) Analysis of ROIs from the tumor and 7
peritumoral regions at both angles shows spectral differences. (C) CDM
suggests a transition pattern of spectra from tumor to distal stromal
regions at a few spectral peaks (highlighted by boxes in the picture),
including a prominent peak 1200-1300 cm−1 (red box). A sample from day
20 is used for the analysis.
The map indicates several regions corresponding to the transformation.
The first region is between 2800-3000 cm−1, which arises from various C-H
stretching vibrational modes (Figure 5.6C). The most interesting changes,
however, are those in fingerprint region, including peaks in the 1430-1480
cm−1 range arising from CH2 scissoring modes, 1330-1360 cm−1 attributed to
CH2 wagging modes, and the protein specific-peaks at 1200-1300 cm−1 that
also differ significantly at the surrounding stromal regions over the course of
tumor invasion as we discussed above (Table 1). This tri-peak spectral re-
gion is often confused with features from nucleic acids, which are located in
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the similar region. Here, the lack of nuclear density and abundance of colla-
gen in the extra-cellular matrix indicate that these features likely arise from
collagens CN stretching and in-plane bending modes.13 The regions close to
the tumor appear to have adopted certain level of similarity to the neighbor-
ing tumors, while this similarity diminishes when the region is further away.
While this may indicate a mesenchymal-to-epithelial type of transformation,
we caution that the interpretation of results is made difficult by the lack
of specific molecular features indicative of such a transformation. What is
apparent is that the effect extends over a distance of 50-100 µm. Hence,
spectroscopic imaging presents an attractive means to determining chemical
changes, which can then be further probed by other modalities.
Similar results are observed in samples with other tumors in which the
tumor is large enough to be identified, namely from days 20, 24 and 28. We
especially focused on the collagen-specific region (1200-1300 cm−1) as it offers
an interpretation of the field effect for our measurement. Similar to above
studies, spectra from tumor and 7 neighboring regions are plotted (Figure
5.7A). Spectra from regions next to tumor are distinct from either tumor
or stroma, and appear as a transition between tumor and benign stroma in
the distal region, suggesting the possibility of heterotypic interactions and
transformations in engineered tissue. CDM was also used to visualize the
variance of the spectra, giving the same 4 regions of transition we saw earlier
(Figure 5.7B). The trend demonstrated is consistent with the biological un-
derstanding of collagen, the major component of extracellular matrix, being
biochemically remodeled [310] and eventually occupied by invading tumor
cells.[311] As a result, the spectral contributions from collagen cross-linking
diminish closer to the tumor and likely diminish over the time prior to tumor
invasion. The most interesting observation here is that this type of tran-
sition appears to occur over a region much larger than the dimension of a
single tumor cell, for example. Further, this chemical change appears to have
begun before changes that are apparent in traditional histological methods,
which might be critical for early tumor detection and treatment. The effect
seems to be limited to 50-100 µm close to the tumor. We must emphasize
that this is a molecular measure of the field effect as opposed to prior studies
using histological26, optical [312] or specific gene/protein [313] measure of
the effect. Reconciling the various data on model systems, such as the ones
proposed here, would likely prove beneficial. Finally, the measurements here
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are still 2D-histological analyses of a 3D tumor. Methods to study tumor
growth in 3D using non-invasive imaging techniques will likely prove useful.
Heterotypic interactions between malignant and benign tissues are an im-
portant component of tumor progression. By identifying and localizing this
aspect in the model system, detailed molecular studies of these interactions
can now be performed. Stromal-epithelial interactions present an emerging
and promising approach to control tumor growth. Hence, the combination
of model disease systems in culture and holistic methods of analysis, such
as FT-IR spectroscopic imaging, can provide valuable research and clinical
information. This study is a step towards that direction by presenting a
framework for analysis and evidence for stromal involvement in tumors.
We present here the rationale and a preliminary analysis of a melanoma
model in engineered skin using FT-IR spectroscopic imaging. The technique
allowed for rapid visualization of skin constituents and tumors induced within
without the use of stains or dyes. We then conducted numerical analysis to
demonstrate that the tumor cells demonstrated stable spectral profiles over
time. Using comparative spectral profiles, we determined that the stroma was
remodeled around a tumor in the 50-100 µm vicinity. The study presents a
novel tool for various applications. It provides the cancer research community
with a powerful analytical tool to characterize the extent of tumor influence,
presents the spectroscopy community access to model systems for studying
cancer progression, provides a platform for the chemometrics community to
develop better tools and algorithms in cancer research by providing longitudi-
nal samples and, finally, the tissue engineering community in measure holistic
chemical changes during the development and maturation of samples.
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Figure 5.7: Chemical analysis of melanoma-stromal interactions. Regions of
interest are extracted from tumors and from progressively increasing
distance in stroma (R1-R7). Two duplicated samples from day 20, 24 and
28 are used. (A) The spectral region of 1200-1300 cm−1, corresponding to
collagen specific peaks, is presented to show the magnitude of changes. (B)
CDM is used to visualize the differences among spectra. Regions of




ANALYSIS OF DATA VARIANCE
The analysis of cell types and disease using FT-IR spectroscopic imaging is
promising. The approach lacks an appreciation of the limits of performance
for the technology, which limits both researcher efforts in improving the ap-
proach and acceptance by practitioners. One factor limiting performance
is the variance in data arising from biological diversity, measurement noise
or some other source of error. Here we identify the sources of variation by
first employing a high throughout sampling platform of tissue microarrays
(TMAs) to record a sufficiently large and diverse set data. Next, a com-
prehensive analysis of variance (ANOVA) model is employed to analyze the
data. Estimating the portions of explained variation, we quantify the pri-
mary sources of variation, find the most discriminating spectral metrics, and
recognize the aspects of the technology to improve. The study provides a
framework for the development of protocols for clinical translation and pro-
vides guidelines to design statistically valid studies in the spectroscopic anal-
ysis of tissue. [This chapter is adapted with permission from [314]. c©2012
American Chemical Society.]
6.1 Introduction
FT-IR spectroscopic imaging [315] is being used increasingly for biomedical
studies, especially involving cells and tissues [316, 317, 257, 235, 318, 319].
Most biomedical samples, however, are chemically complex. Hence, their
analysis often relies on treating the spectrum as a characteristic signature
of the identity and/or physiologic state of the sample. Many studies seek
to find the unique spectral signature or differences in spectral signatures
between given classes of samples from a statistical, rather than purely bio-
chemical, perspective. These classes may be tissue with different grades of
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disease or different cell types within the same tissue type, for example. Find-
ing an IR imaging-based approach that can distinguish between disease states
is of tremendous technological and medical importance as it can potentially
improve diagnostic information, reduce costs and prevent errors. The tasks
in this approach would be to discover differences in spectral properties of
classes and develop a computer algorithm such that every spectrum (pixel)
can be classified into a particular class without using dyes, stains or human
supervision.[2] Though conceptually straightforward, this approach is excep-
tionally challenging not only because of the subtle differences between various
components and disease states in tissue but also because of the variation in
IR spectra that obscures differences between disease states. This analytical
variation may overwhelm differences due to disease states and is a prime
cause of the failure of many analytical methods in providing robust diag-
nostic protocols. The question of analytic variability remains to be resolved
and is a topic of much interest in IR spectroscopy [320] and other analytical
technologies.[321, 322, 323]
Analytic variability can arise from (a) noise in signal measurement, [320,
324] (b) differences within the tissue that leads to differences both within
a given sample and between samples from the same patient, (c) differences
between patients due to biologic diversity, (d) differences due to sample han-
dling in different clinical settings or research groups and (e) causes not falling
into any of the above categories. The variation may also be understood to be
biological, technical or residual. Biological variation arises from different bi-
ological characteristics of samples such as patients, tissues, cells, subcellular
components, etc. It is natural and expected variation, and often of interest in
an experiment. Technical variation is attributable to both sample prepara-
tion and FT-IR imaging techniques. Potential sources of technical variation
include tissue acquisition,[325, 326] fixation,[327] and sectioning, placement
of tissue section on the slide[326] and post-preparation handling.[328] The
very process of data acquisition also introduces variation, such as measure-
ment noise.[9] Residual variation refers to the unexplained variation in the
experiment; for example, environmental conditions room temperature and
humidity that may not be part of the sample or acquisition characteris-
tics. Although thoroughly identified, these potential sources of variation
may never be complete. Accordingly, residual variation will be present and,
on occasion, can have a substantial impact on the analysis. In such a case,
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Figure 6.1: Schematic of TMAs and potential sources of variation. (Lower
row) a number of cores from different patients compose a TMA. (Top, left)
A cell type classified image of a tissue sample where colors indicate cell
types in prostate tissue. (Top, right) The corresponding IR spectra of cell
types are shown. α,β, γ, δ, and ϕ denote array, patient, core, histologic
class, and subcellular component effect, respectively. ω and ε refer to
measurement error and residual error, respectively.
we may either re-examine potential sources of variation and/or re-design the
experiment.
Understanding the relative importance of each of these factors and explain-
ing the variance observed in large scale tissue studies is critical for developing
any real-world application. While an understanding of the contributions of
variance by various sources can result in improved protocol designs, the lack
of such understanding brings into question the performance of any developed
protocol [329]. Hence, in this manuscript, we develop a framework to under-
stand analytic variability and its sources in IR spectroscopic imaging of tis-
sue. This understanding may be extended to other analytical techniques and
imaging modalities, in general, and may be used to improve the practice of IR
spectroscopic imaging for biomedical analysis, in particular. The first chal-
lenge to understanding variability is to obtain a data set of sufficient diversity
and size. Tissue microarrays (TMAs),[330] to this end, are an excellent tool
and have been used previously in a number of studies.[331, 332, 333, 36]
TMAs consist of many samples of tissue arranged in a grid pattern (Figure
6.1), in which multiple samples are usually included from the same person
and a population of different people is included. Multiple TMAs may further
be employed to increase sample set diversity and size, both in the populations
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of patients as well as clinical settings and handling of samples. The second
challenge is to quantify the effect of sources by determining their contribu-
tion to the total variance, which can be accomplished by applying analysis
of variance (ANOVA) models to the acquired data set.
ANOVA is a popular statistical model for partitioning the total variance
of the measured quantity in an experiment into various identifiable factors
(or sources of variation). Consider a TMA consisting of tissue samples from
several patients, and n samples were taken from each patient. An IR ab-
sorbance of one wavenumber was measured for each sample at a time, i.e., n
measurements were made for each patient. Here, patient is the only factor,
and the difference between patients in terms of IR absorbance is of interest.
In this setting, an IR absorbance can be expressed as yjk = µ+βj+εjk where
yjk is IR absorbance of kth sample from jth patient, µ is the overall mean, β
is patient effect (j = 1, ..., nβ), and ε is residual error effect. The total vari-









the variance of patient effect and residual effect, respectively. Partitioning
of variance can be carried out by computing sum of squares (SS) and mean
squares (MS). The total SS is calculated as the sum of between-patient SS,
sum of squared differences between the overall mean and patient means and
within-patient SS (or residual SS), sum of squared differences between patient
means and individual IR absorbance. Calculating MS, which is SS divided
by degrees of freedom (df), the variances can be estimated by equating MS
and expected mean square (EMS). EMS of patient effect and residual effect




ε , respectively. Dividing the estimated variances by the
total variance allows us to obtain the portion of variance explained by patient
effect. The larger portion of variance due to patient effect, the bigger differ-
ences between IR absorbance of patients present. Also, the significance of the
differences can be assessed by conducting a hypothesis test, F-test. F-test
statistic, which is the ratio of between-patient MS and within-patient MS, is
computed, and is compared to the F-distribution with between-patient and
within-patient df, resulting in p-value for the test. Lower p-value denotes
that the IR absorbance differences between patients are more statistically
significant. We note that the model can be extended to reflect the experi-
mental changes; for example, including histologic class, the model becomes
yjk = µ+βj+δl+βδjl+εjlk where δ is histologic class effect (l = 1, ..., nδ) and
βδ is the interaction effect between patient effect and histologic class effect.
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Two factors interact if the effect of one factor differs over different levels of
the other factor, and both β and δ are designated as main effect, which is the
effect of a factor averaged across the levels of other factors (see Supporting
Information for details). The two models are identical with no-subcellular
component model and within-histologic class model (Table 6.5) by adding
measurement error and replacing patient and histologic class with core and
subcellular component, respectively. ANOVA has been applied for analyzing
several spectroscopic imaging data: chemical compounds,[334, 335] collagen
types [336], skin lesions,[337] and plant species,[338, 339, 340] but, to our
knowledge, has not been applied to spectroscopic imaging of large data sets
from tissues. To systematically apply this methodology for tissue analysis,
we present appropriate ANOVA models (Table 6.5) for different experimental
designs of IR imaging data from TMAs (FT-IR-TMAs), evaluate the statisti-
cal significance of the sources of variance, estimate variance contributions of
the identified sources, and quantify the relative contributions of the sources
to the total variation in the data. Finally, after examining the effect of the
sources of variance, we also find the most discriminative spectral metrics
and address the aspects of FT-IR imaging and TMA techniques that can be
improved for better diagnostic protocols.
6.2 Results and Discussion
Four TMAs of prostate tissue samples from different sources and five ANOVA
models (Table 6.5) are employed to examine various sources of variation in
FT-IR-TMAs. The details of the TMA preparation and data acquisition and
ANOVA models are available in Supporting Information.
6.2.1 Identifying discriminative metrics for histologic analysis
Three TMAs (i, ii, iii) were used in this experiment. From each TMA, 26
sample cores from 13 patients, containing a sufficiently large number of both
epithelial and stromal pixels (¿200), were selected, and 200 pixels were ran-
domly chosen from each histologic class in a core. This data selection is
necessary to eliminate bias that may arise from specific sets or patients with
unequal representation. The histologic segmentation was conducted by a
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Bayesian classifier, 25 built on 18 spectral metrics and achieved ¿0.9 area un-
der the curve (AUC) for the receiver operating characteristic (ROC) curve for
most cell type classification. Although several histologic classes are present
in these samples, we only consider epithelium and stroma as these are the two
major functional cell types important in diagnosing prostate cancer, for sim-
plicity afforded by the small model and to prevent data imbalance as some
classes are not present in all samples. While epithelium may be expected
to be rather uniform in chemical content, the stroma collectively consists of
many cell types; hence, the within-class heterogeneity in stroma is likely to
be much greater. Thus, the final reason for choosing this 2-class model is to
examine both biochemically homogeneous and heterogeneous cellular popu-
lations. Using ANOVA table (Table S-2) for between-histologic class model,
the portions of total variance due to the associated factors (Figure 6.2A) were
computed. An example of ANOVA table computation for one metric is shown
in Table S-7. As described above, by equating MS and EMS for each factor,
the variances of the identified factors were estimated. The ANOVA table was
computed for the all metrics individually. As a result of that, we found that
21 out of 93 metrics (Table S-8) are dominated by variance due to histologic
class differences, i.e., the portion of the variance due to histologic class was
the largest among all the associated factors, and either array contribution or
residual error introduced the most variation into the other 72 metrics. The
largest contribution to variability in data arising from differences in spectral
properties of histologic classes indicates that epithelium and stroma differ
spectroscopically, independent of all other factors. Thus, the 21 histologic
class-dominant metrics are capable of histologic analysis, and for the purpose
of histologic discrimination, these metrics could serve as good candidates. It
must be noted that not all metrics that such an analysis provides will be
useful for classification. In fact, comparing the 21 histologic class-dominant
metrics and the 18 metrics, previously identified as being most useful for a
(Bayesian) cell-type classification scheme [36], 6 of them were common (Ta-
ble S-8). Among the 15 remaining histologic class-dominant metrics, there
are 10 absorbance ratios, 4 area of a spectral region, and 1 center of gravity
of a spectral region metrics. In 10 absorbance ratio metrics, the numerator
positions are either the same or close (<30cm−1) to the numerator position(s)
of one or more metrics in the 18 metrics for cell-type classification. These
are likely associated with the same functional group or chemical bonding;
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for example, the ratio of the absorbance at 1236cm−1 to the absorbance at
1545cm−1 and the ratio between absorbance at 1226cm−1 and absorbance at
1545cm−1 are included in the 18 metrics. Both absorbance at 1226cm−1 and
1236cm−1 are specific to nucleic acids. Denominator positions are also differ-
ent for some cases, but these are often the most representative positions, for
instance, amide I (≈1650cm−1) and II (≈1545cm−1). Although the absolute
magnitude of the absorbance differs, the relative magnitude among different
groups (e.g., histologic classes) tends to be the same, and thus the denomi-
nator positions may have little effect on the metric values. The 4 area of a
spectral region metrics are not present in the 18 metrics, but the positions
showing the highest spectral absorbance in the 4 areas are included in the 18
metrics. Lastly, the peak center of gravity metric, in fact, overlaps with one
of the center of gravity of a spectral region metrics among the 18 metrics.
Thus, most of the 21 histologic class-dominant metrics revealed by ANOVA
as candidate metrics for histologic discrimination seem to be redundant with
the 18 metrics for cell-type classification. It is assumed that a comprehensive
variance analysis, of the type reported here, would have included all possible
variation that may be encountered. If the addition of potentially useful met-
rics does not provide an improvement in classification accuracy, there may be
an undiscovered pre-analytic variability in the validation datasets or redun-
dancy in the metrics. The two confounding effects may be sorted out using
the calibration data. That is, optimizing the classifier, the varying or redun-
dant metrics tend to be avoided. Here, variance components only provide an
indication of the likely ability of a single metric, not of the combined effects
of multiple metrics or their relative importance. Hence, variance analysis is
powerful in that it can identify whether a difference can be made between
classes but is limited in identifying the set of metrics that are important
for a classifier. Similarly, random contributors to the total variance can be
combined to achieve better classification than that obtained using univariate
analysis either due to an averaging effect. From this point of view, perform-
ing multivariate analysis (e.g., multivariate analysis of variance) will help to
have a comprehensive understanding of the combined effects of the metrics
and their importance.
Patient contributions have very little effect on the total variation of the
data, indicating that inferences made or models built on this data would
not be susceptible to the patient population. We emphasize, however, that
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this is not universally true and will change depending on the classification
task. It is generally expected that there would be significant biochemical
similarity in epithelial and stromal cells in men as these cells perform the
same specific functions in all. Although its contribution to the total variance
is small, there is significantly larger variance between cores than between
patients suggesting that the selection of cores must be made carefully, espe-
cially with due attention to the architecture and biology of the tissue. The
prostate is organized into zones,[341] which are known to be composition-
ally and functionally distinct. Yet, no effort was made to control for that
variable in these TMAs. Hence, if finer epithelial analysis is required, the
example illustrates that paying attention to zonal morphology is likely more
important than considering patient variations in constructing TMAs. Since
the size of a core is relatively small compared to the entire tissue or organ,
it is likely that some of the selected cores are not representative of the zonal
region of tissue. This stochastic effect is expected to be smaller as there is no
biologic rationale for differences within a zone. We also note that the small
number of core samples could affect the variance estimates. Hence, many
array designs, including the ones used for training in our original prostate
work,[36] used up to 8 cores per patient. We note further that interaction ef-
fects, by and large, were negligible except the interaction effect between core
and histologic class. This is also a likely effect of the aforementioned zonal
architecture of the prostate as both stromal and epithelial differences exist
between zones. Interestingly, there were 19 metrics which were dominated
by variance between arrays (Table S-8). This is likely a contribution of pre-
analytical variability in array preparation and is a topic of much discussion
in the biomarker community.[342] Should this be the dominant mechanism,
there are several computational approaches that have been proposed to ad-
dress array-based differences.[343] The discovery of a large number of met-
rics in which array variance dominates, though, emphasizes that this topic
remains one that deserves attention. Further biochemical assessment should
also be carried out to demonstrate the effects of sample preparation [327] that
are likely responsible for array-to-array differences. Finally, we assessed the
statistical significance of histologic class effect by computing F-test statis-
tics (Table S-7) and corresponding p-values (see Supporting Information for
details). The lower p-values indicate statistically significant differences be-
tween histologic classes, thereby the metrics bearing lower p-values may be
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Figure 6.2: Portions of explained variance with and without histologic class
factor. The portions of total variance explained by the associated factors
are estimated for (Top, a) between-histologic class model and (b)
no-histologic class model and plotted over 93 spectral metrics. (Botton, a)
p-values for histologic class effect are shown at the bottom. (a,b) The
spectral metrics are ordered by the portion of total variance due to
histologic class effect. Interaction effects are not shown for (a).
able to distinguish histologic classes. As shown in Figure 6.2 6.2A, the larger
portions of explained variance, the lower p-values were observed in general.
However, by definition, it is a relative significance of histologic class effect
to the interaction effect immediately below it, not a significance of the effect
regarding all the associated factors. Accordingly, it provides limited infor-




Variance component analysis reveals subcellular components specific met-
rics. To examine the effect of subcellular components in a TMA (iv), pixels
identified as epithelial were further divided into two subcellular components:
cytoplasm-rich and nucleus-rich pixels. The division of epithelial cells into
nuclear-rich and cytoplasm-rich sub-units is important as tumors often lose
the polarity (basal nucleus and cytoplasmic tip) as well as functional (cyto-
plasmic fraction of the cell) morphology.[341] The chemical constituents of
epithelium are homogeneous, and the two sub-units, in fact, share many of
the same chemical compounds.[344] The chemical similarity may affect the
spectral analysis and the variance contributions of the associated factors.
The two types of pixels were selected manually upon review of absorbance
and corresponding hematoxylin and eosin (H&E)-stained tissue images. 40
cores from 40 patients were chosen, and 100 pixels for each of the two com-
ponents were extracted to build within-histologic class model. As shown in
Figure 6.3A, subcellular component effect is the dominant source of varia-
tion for only 9 metrics (Table S-8), and residual error is the second dominant
source for the 9 metrics and the most dominant factor for the rest of the
metrics. Although it is the primary source of variation for the 9 metrics,
the variance estimate of subcellular component effect does not overwhelm
that of other effects. This is contrary to the huge differences observed be-
tween histologic effect and other effects in between-histologic class model.
Thus, with the selected cytoplasm-rich and nucleus-rich pixels, we do not
observe a notable spectroscopical difference between them [344] as observed
in histologic class analysis. This result is consistent with the previous work
[253] where ≈0.72 AUC was obtained in classifying pixels into cytoplasm-rich
and nucleus-rich pixels whereas ¿0.9 AUC was achieved in histologic seg-
mentation. The lower classification performance or subcellular component
contribution to the total variation is due to the similarity in the underlying
chemical components, errors in selecting the cytoplasmic and nucleus pix-
els, or limitation in FT-IR imaging.[253] These cause both biological and
technical variations in the data. Biological variations could be reduced by
minimizing cytoplasm and nucleus segmentation errors or obtaining high-
definition FT-IR imaging.[1] One drawback of IR spectroscopy imaging is its
fundamental spatial resolution limit due to optical properties [345, 346] and
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instrumentation constraints.[347] The limitation greatly affects the quality
and selectivity of IR imaging; [348] for example, the pixels in between two
different components such as epithelium and stroma are often contaminated
or contributed by both components, thereby their spectra seem to be the av-
erage of the two components,[2, 1] leading to increase in biological variation.
Even, the smaller and chemically similar the two sub-units significantly suffer
from the averaging effect. Being able to obtain high-resolution IR images,
attaining reasonable signal-to-noise ratio (SNR), will substantially alleviate
the averaging effect as well as biological variation. The finer IR image will, in
turn, reduce the segmentation error. We could lessen technical variation by
performing repeated measurements of FT-IR imaging on the same TMAs or
incorporating numerical methods [349] to correct for the data. Repeating IR
imaging helps to correct measurement noise in data, and spectral distortions
due to various reasons such as optical effects [350, 351, 15] can be adjusted
to recover the intrinsic IR spectra.
In addition, we computed F-test statistic for subcellular component effect.
Analogous to the results from between-histologic class model, the larger ex-
plained variance due to subcellular component effect, the lower p-values we
observed; however, the p-values were often too small, close to 0, misleading
about the significance of subcellular component effect. Accordingly, F-test
could not effectively provide discriminative metrics whereas variance compo-
nents suggest weakly discriminating metrics. We also note that the metrics,
owning high variation from histologic class effect in between-histologic class
model, were not dominated by subcellular component effect in general (Figure
6.3A). This indicates that the chemical properties to distinguish histologic
classes differ from the properties to differentiate subcellular components.
6.2.3 Biological variation
Making no differentiation between histologic classes in a core, we fitted the
FT-IR-TMAs data, used to build between-histologic class model, into no-
histologic class model, and the portions of total variance explained by each
factor were computed. As shown in Figure 6.2B, residual error is, in general,
the dominant source of variation over the 93 metrics. The effects of other
factors were relatively small, and either array effect or core effect was mostly
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Figure 6.3: Portions of explained variance with and without subcellular
component factor. The portions of total variance explained by the
associated factors are estimated for (Top, a) within-histologic class model
(b) no-subcellular model and plotted over 93 spectral metrics. (Bottom, a)
p-values for subcellular component effect are shown at the bottom, and the
blue boxes indicate that the corresponding metrics are histologic
class-dominant. (a,b) The spectral metrics are ordered by the portion of
total variance due to subcellular component effect.
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Figure 6.4: Portions of explained variance for array-dominant metrics
across TMAs. Portions of variance are shown for (a) no-histologic class
model and (b,c,d) between-histologic class model restricted to each of
(i,ii,iii) TMAs, respectively. Spectral metrics are ordered by the portion of
total variance due to (a) array effect.
the second dominant source of variation. 16 metrics were dominated by array
effect, of which 11 metrics were also array effect-dominant metrics in between-
histologic class model. In comparison with between-histologic class model,
combining histologic classes, residual error substantially increased in many
metrics, especially for the 21 histologic-class dominant metrics. Similarly,
constructing the no-subcellular component model using the data fitted into
within-histologic class model and estimating the portions of variance, residual
error dominated over the other effects in the entire 93 metrics (Figure 6.3B).
Compared to the variance components from within-histologic class model, we
again observed significant increase in residual error for numerous metrics in-
cluding the 9 subcellular component dominant metrics. Both histologic class
and subcellular component factors group pixels similar in chemistry into the
same group, as a result, decreasing biological variation. This suggests that
biological variation is the main source of variation in residual error within a
core and epithelium, especially for those 21 histologic-class dominant met-
ricsc and 9 subcellular component dominant metrics in the data. However,
note that the interpretation of histologic class effect and subcellular compo-
nent effect should be limited to the population under the experiment since
both effects are fixed as described in Supporting Information.
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6.2.4 Differences in variance estimates
In order to investigate the differences in variance estimates across TMAs,
each data from each TMA is fitted to the within-array model. The propor-
tions of variance estimates were, in general, very similar across TMAs, and,
comparing to between-histologic class model, similar trends were observed for
the main effects; 16 out of the 21 histologic-class dominant metrics (between-
histologic class model) showed high variability due to histologic class effect
across all three TMAs; the rest of the metrics were mostly dominated by
residual error across TMAs. Examining the 19 array-dominant metrics from
between-histologic class model (Figure 6.4a), we observed the differences in
the variance components of not only histologic class effect but also other
main and interaction effects across TMAs. In Figure 6.4, for the first four
metrics, although residual error was the most dominant source of variation,
the relative orders of other factors varied greatly across TMAs; the next four
metrics showed unusually high variability in Figure 6.4b and moderate domi-
nance in Figure 6.4d from histologic class effect, but, in Figure 6.4c, the effect
was not dominant or its contribution is close to residual error; examining the
last 11 metrics, the differences in the portions of variance due to both main
and interaction effects were also observed. For histologic analysis, these 19
array-dominant metrics may be avoided. The four metrics, in particular,
introducing high variation from histologic class effect (Figure 6.4b) could be
specific to the population represented by the TMA (i), and thus may distract
the histologic analysis and its translation into clinical practice. Computing p-
values of histologic class effect, as observed in between-histologic class model,
metrics with higher variance components possess lower p-values. However,
many of the metrics show very small p-values. Note that the computation of
F-test statistic is not identical to between-histologic class model. Here, the
denominator is the mean square of the interaction effect between histologic
class and patient. As described in Supporting Information, the statistical
significance is sensitive to the sample size. The degrees of freedom (df) of
the denominator in within-array model is larger than that of the denomina-
tor in between-histologic class model whereas df of the numerators are the
same. Hence, p-values become much smaller although the magnitude of the
differences in histologic classes remains the same or slightly changes.
Differences between TMAs, often from different sources, can be alleviated
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by standardizing the operating procedures or the management of tissue, for
example maintaining biobanks.[329] These may help to reduce both techni-
cal and biological variations associated with TMA preparation. However,
standardization of the process and quality management cannot be achieved
without thoroughly evaluating the relevant factors and operations over the
course of TMA preparation. In this regard, the variance analysis could also
be an excellent tool to assess the procedures and to stabilize the processing
and management protocol.
6.3 Conclusions
In this manuscript, ANOVA has been adopted to model IR imaging data from
a large population and to identify the main sources of variation. Variation in
recorded data arises from every aspect of the sample gathering (different bi-
ological characteristics of samples), processing (sample fixation, sectioning,
and placement), data acquisition (measurement error) and analysis steps
(baseline correction, normalization, and modeling). Although underwent the
same procedures, the contributions of different factors varied across different
spectral metrics, and the main source of variation was not identical, i.e., each
of the associated factors affects different spectral metrics differently. Hence,
thorough identification of the factors and careful quality control on them are
indispensable to ensure the validity and reliability of tissue classification or
analysis using spectroscopic imaging. Moreover, the approach is not special-
ized for FT-IR imaging and TMAs settings, which provided here, but minor
modifications in the ANOVA model will be necessary to reflect the changes
in an experimental design, if any. The framework provided here should prove
useful for other tissue types, problems and analytical techniques.
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Figure 6.5: Summary of ANOVA models in the manuscript. Here, y
represents IR absorption of a pixel, and µ is the overall mean. α,β, γ, δ,
and ϕ denote array, patient, core, histologic class, and subcellular







δ , and σ
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ϕ indicate variance components assigned to array,
patient, core, histologic class, and subcellular component effects
respectively, and σ2ω and σ
2
ε are components of measurement error and
residual error, respectively. Details of the symbols are presented in Table





As shown in the previous chapters, FT-IR spectroscopic imaging data may
be utilized for computer-aided determinations of structure and pathologic
state (cancer diagnosis) in histological tissue sections for prostate, breast
and skin cancer. Tissue type (histological) classification can be performed
to an accuracy [352] of 94% to 99% and breast and prostate cancer diagno-
sis can be performed with an accuracy of about [353] 80% on a microscopic
(≈ 6µm) length scale. One of the primary causes of reduction in classifica-
tion accuracy in FT-IR spectroscopic imaging is the systematic errors caused
by distortions in the infrared spectra of tissues resulting from the nature of
data acquisition. Here, we present a rigorous model for the interaction of
infrared light with the tissue sample using coupled wave analysis and char-
acterize the nature of these distortions. In particular, we demonstrate the
spectral effects of changing the thickness of homogeneous samples and scat-
tering from boundaries of two regions in spatially heterogeneous samples.
Modeling these optical distortions provides a fundamental understanding of
systematic errors in FT-IR measurements and is important to improving ac-
curacy of automated cancer tissue histopathology. Furthermore, we present
a method of performing histological classification of tissue samples. Since the
mid-infrared spectrum is typically assumed to be a quantitative measure of
chemical composition, classification results can vary widely due to spectral
distortions. However, we demonstrate that the selection of localized metrics
based on chemical information can make our data robust to the spectral dis-
tortions caused by scattering at the tissue boundary. [A part of this chapter
is adapted with permission from [23]. c©2011 IEEE.]
A fundamental assumption in mid-infrared spectroscopy has been that the
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measured spectrum is a function of the chemical composition alone. This
assumption is justified in the analysis of homogeneous samples consisting of
a single molecular species. However, the assumption breaks down in spatially
heterogeneous, chemically diverse samples, like for example in human tissue.
Spectroscopic imaging provides spatially resolved spectra and is useful pri-
marily in samples where there is a non-uniform spatial distribution of chem-
ical species. Therefore, it is important to understand the relation between
the chemical composition of a sample, the spatial distribution of chemical
species in that sample and the recorded data. This understanding is vital to
the interpretation of spectra from mid-infrared spectroscopic imaging. In this
chapter, we use a rigorous electromagnetic model based on coupled wave anal-
ysis to understand the relation between spectra, chemistry, and the shapes of
samples. This general approach has been used previously in other problems
[354] but has only recently been applied to microspectroscopy.[21, 22, 23]
It has been empirically observed that spectra from the edges of tissues are
characteristically distorted from chemically similar tissue in the middle of
the same sample. We apply this model to the analysis of epithelial prostate
tissue and explain these spectral differences using our model.
The tissue type identification and cancer diagnosis are essentially clas-
sification problems. The classification problem has been formulated as a
supervised learning problem in which several million pixels of accurately la-
beled data are available for model training and validation. The accuracy
of classification can be reduced due to two kinds of errors namely stochas-
tic or systematic errors. The problem of stochastic errors is relatively well
studied and various approaches [355] have been used in mitigating these er-
rors. However, systematic errors are more challenging and our approach to
this problem is to construct a rigorous electromagnetic model starting with
Maxwell’s equations to understand the nature of the interaction of infrared
light with the tissue specimen. This approach has been used previously in
other problems [354] but has only recently been applied to microspectroscopy
[356]. Here we present a coupled wave analysis based model to address the
problems of systematic errors.
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7.2 Theoretical Model
The general optical setup for spectroscopic imaging working in transmission
mode is shown in figure 7.1. The bottom cassegrain focuses infrared light
on to the sample and light emerging for the opposite end of the sample
is collected by the top cassegrain. The sample is assumed to be a linear
system consisting of multiple layers of varying refractive indices. We will
first consider the case where there is no transverse structure in the sample
and then generalize the model to the case of a combination of homogeneous
and heterogeneous layers.
When the sample consists of a set of homogeneous layers, due to the linear
nature of the system, the electromagnetic field can be described as consisting
of a linear combination of plane waves each of which satisfy Maxwell’s equa-
tions and boundary conditions. We will consider the response of the system
to a single plane wave and finally obtain the total response as a sum of each
of these individual responses. The electric (E) and magnetic (H) fields at a
position r = (x, y, z)T are represented by their complex amplitudes at each
temporal frequency cν where c is the speed of light and ν is the free space
wavenumber. The permittivity and permeability of free space are denoted
by 0 and µ0 respectively. The real and imaginary parts (n(ν) and k(ν)) of
the refractive index of each layer can vary with ν. Each plane wave can be
described by 7.1
E(r, ν, t) = E0 exp(i2piνs.r) exp(−i2piνct)
H(r, ν, t) = H0 exp(i2piνs.r) exp(−i2piνct)






z = (ν) = [n(ν) + ik(ν)]
2 (7.1)
For convenience the temporal dependence of the fields is not explicitly written
in the rest of the paper. In each layer, the electric field can be decomposed
into a sum of plane waves (angular spectrum) via the Fourier transform. The
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Figure 7.1: General instrument setup for transmission mode spectroscopic
imaging
field in the mth layer between z(m−1) and z(m) is given by
E(m)(x, y, z, ν) = ν
∫ ∫
dsxdsy exp{i2piν(sxx+ syy)}
[ B(m)(sx, sy, ν) exp{i2piνs(m)z (z − z(m−1))}





[n(m)(ν) + ik(m)(ν)]2 − s2x − s2y. The boundary conditions
that relate the fields at the top and bottom of a boundary are governed by





x (sx, sy, ν) + syB
(m)
y (sx, sy, ν)
+ szB
(m)
z (sx, sy, ν) = 0 (7.3)
sxBˆ
(m)
x (sx, sy, ν) + syBˆ
(m)
y (sx, sy, ν)
− szBˆ(m)z (sx, sy, ν) = 0 (7.4)
Maxwell’s equations (Faraday’s law and Ampere’s law) would require that the




z (z − z(m−1))}) + Bˆ(m)x =
B(m+1)x + Bˆ
(m+1)
x exp(−i2piνs(m+1)z (z − z(m+1))})
B(m)y exp(i2piνs
(m)
z (z − z(m−1))}) + Bˆ(m)y =
B(m+1)y + Bˆ
(m+1)
y exp(−i2piνs(m+1)z (z − z(m+1))})
(syB
(m)
z − s(m)z B(m)y ) exp(i2piνs(m)z (z − z(m−1))})
+ (syBˆ
(m)
z − s(m)z Bˆ(m)y ) = (syB(m+1)z − s(m+1)z B(m+1)y )
+ (syBˆ
(m+1)
z − s(m+1)z Bˆ(m+1)y )
× exp(−i2piνs(m+1)z (z − z(m+1))})
(s(m)z B
(m)
x − sxB(m)z ) exp(i2piνs(m)z (z − z(m−1))})
− (s(m)z Bˆ(m)x + sxBˆ(m)z ) = (s(m+1)z B(m+1)x − sxB(m+1)z )
− (s(m)z Bˆ(m+1)x + sxBˆ(m+1)z )
× exp(−i2piνs(m+1)z (z − z(m+1))})
The field at layer 1 is determined by the light incident from the bottom
cassegrain. The light at the input end of the first cassegrain can be assumed
to be uniform and the light incident on the sample is directly related to
this input via the cassegrain transfer function [357]. The field exiting from
the last (Lth) layer exits via the top cassegrain and does not come back.
Therefore,
Bˆ(L)x (sx, sy, ν) = 0 = Bˆ
(L)
y (sx, sy, ν) = Bˆ
(L)
z (sx, sy, ν) (7.5)
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The above set of equations completely describes the interaction of the sam-
ple and light at each layer. Knowing the refractive indices and thicknesses
of each layer would allow us to completely solve the system of equations.
Therefore, the electric and magnetic fields at every point in the sample can
be determined.
The field at the exit of the top cassegrain can be found from the knowledge
of the field at the last sample layer again by the transfer function of the
cassegrain. All the light exiting the second cassegrain is assumed to be
incident of the detector and the field is changed only by a scaling factor
(magnification). This total light intensity (I(ν)) at the detector is the square
sum of the field over the entire area of the detector.
Next, we introduce layers with spatial heterogeneity into the model. The
region of transverse heterogeneity is assumed to be of finite area . Conse-
quently, we can approximate the structure of the object by its two dimen-
sional Fourier series. Each layer is characterized by its complex refractive
index or equivalently its permittivity (7.1). Truncating the Fourier series to
a finite number of coefficients gives





φp,q(ν) exp[i(pUx+ qWy)] (7.6)
The periodic nature of the sample implies that the spatial frequencies af-
ter scattering are restricted to shifts from the incident frequency by integer
multiples of constants U and W .
up = pU + δ (7.7)
wq = qW + σ (7.8)
Each component of the electric and magnetic field can be written in a Fourier
decomposition of the form





 Xp,q(z, ν)Yp,q(z, ν)
Zp,q(z, ν)

× exp[i(upx+ wqy)] (7.9)
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 Ip,q(z, ν)Jp,q(z, ν)
Kp,q(z, ν)

× exp[i(upx+ wqy)] (7.10)
Maxwell’s equations relate E(x, y, z, ν) and H(x, y, z, ν) giving




H(x, y, z, ν)




(x, y, z, ν)E(x, y, z, ν)
Expanding the above equations using (7.9) and (7.10) yields
dXp,q(z, ν)
dz
= i2piνJp,q(z, ν) + iupZp,q(z, ν)
dYp,q(z, ν)
dz
= −i2piνIp,q(z, ν) + iwqZp,q(z, ν)
dKp,q(z, ν)
dz


















φp−p′,q−q′(ν)[up′Jp′,q′(z, ν)− wq′Ip′,q′(z, ν)]

















Since the matrix ∆ is not diagonal, the differential equations are coupled. We
can decouple these equations by computing the eigenvalues and eigenvectors
of ∆ = GΛG−1. Consequently, we can find X(z, ν), Y (z, ν), I(z, ν), J(z, ν)
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in terms of the eigenvalues and eigenvectors. Using boundary conditions
of the form in eqns.(7.5)-(7.5), we can find the fields E(m)(x, y, z, ν) and
H(m)(x, y, z, ν) in every layer m. The field at the detector plane and the
measured intensity at the detector can be computed using the above fields
just as in the homogeneous layers case.
7.3 Simulations
In performing an FT-IR spectroscopic imaging measurement of a cancer tis-
sue specimen, the tissue is placed on a transparent (BaF2) slide and the
detector intensity IS(ν) is recorded. In order to negate the signal contri-
bution of all elements other than the sample, a ’background’ measurement
I0(ν) is taken in the absence of the sample with all other parameters being
the same. The measurement is interpreted using the following equations
IS(ν) = |P(ν)|2TS(ν) exp(−4piνk(ν)b) (7.12)
I0(ν) = |P(ν)|2T0(ν) (7.13)
Here TS and T0 are the net transmission coefficients. b is the thickness of the
sample. The recorded absorbance A(ν) is defined as











Molar absorptivity, which is the quantity of interest in a measurement is
defined as a(ν) = 4piνk(ν)
2.303ρ
. Ideally, the measurement obeys Beer’s law A(ν) =
a(ν)bρ. However, this ideal case occurs only when TS(ν) = T0(ν). It is
evident from (7.15) that systematic errors occur as a result of TS(ν) 6= T0(ν)
and are captured by the term log10
TS(ν)
T0(ν)
. Our model helps us understand
and quantify this error which occurs because of the geometry of the samples
and the nature of interaction of infrared light with the sample.
We first analyze the effect of changing the thickness of the sample on the
spectrum in the homogeneous layers case. The real n(ν) and imaginary k(ν)
components of the refractive index are related via the Kramers-Kronig rela-
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tions. Although we are only interested in measuring only k(ν), n(ν) necessar-
ily enters into the measurement via the sample thickness. It is not possible
to isolate and quantify the spectral effects of k(ν) and n(ν) experimentally.
However, using the model discussed above, we can isolate these effects in our
simulations. By computationally suppressing k(ν), we remove the absorption
and results from such simulations is shown in figure 7.2. It may be observed
that the spectral distortions due to varying thickness are not linear functions
of ν and cannot be eliminated via simple linear processing. Spectral distor-
Figure 7.2: Spectral changes due to varying sample thickness. n(ν) plays an
important role in these spectral changes. The parameter of interest in
measurement (∝ k(ν)) is the same in all cases above.
tions due to a heterogeneous sample are presented in fig 7.3. These results
show that distortions in the spectrum are largest at an edge (compared to
the intended measurement k(ν)). Knowing the refractive indices, thickness
and the position of the edge allows us to quantitatively predict the nature of
spectral distortions. It may be noted that the blue spectrum where light is
focused not on the sample but on a transparent substrate (BaF2) in air has
an unexpected non-zero value. This is because scattering at the edge results
in spreading of light and there is a spectral ’spill over’ effect observed. Our
model allows us to quantify and understand the cause of spectral distortions
by studying the electromagnetic field at the sample.
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Figure 7.3: Spectra at different points in the vicinity of an edge.
7.4 Tissue Classification
Classification of tissue types based on spectral signature is performed using a
naive Bayes’ model. Biopsy samples in a commercially-available tissue micro-
array (TMA) are imaged using a Perkin-Elmer Spotlight 300 mid-infrared
imaging system. Neighboring tissue sections are subjected to a panel of his-
tology stains in order to discern cell type. Spectra associated with specific cell
types are then labeled in the mid-infrared image by an experienced pathol-
ogist, providing a significant sampling of spectra representing ten different
tissue types that are important in prostate diagnosis. The epithelial cell type
is particularly important, since epithelial cells are the source of most tumors
that occur in the prostate. It is this cell type that is considered in this paper.
After ground-truth spectra are identified, an experienced spectroscopist
identifies features in the spectra that can be used to identify these unique
classes. These features are selected with a particular focus on making them
robust to noise and spectral distortions due to scattering. Each spectral fea-
ture is based on two nearby baseline points that are assumed to have zero
absorbance due to chemistry. This baseline is used as a first-order correc-
tion to reduce the distortion in the absorbance spectrum due to scattering.
Selected features include (a) peak ratios, (b) area under a peak, and (c) the
center of gravity under the spectrum between two points.
The posterior probability and prior probabilities are determined using the
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training set, which consists of a ground-truth class and feature vector for
each spectrum. This allows the computation of the joint posterior probabil-
ity p(C|x), which is used to select the class for any input spectrum. This
technique has been demonstrated for mid-infrared classification in tissue sam-
ples previously, [352] achieving an average area under the receiver operating
characteristic curve of 0.991 for epithelium.
7.5 Spectral Distortions in Tissue
In this section, we simulate the distortions found at the interface of epithelial
tissue with air placed on a homogeneous barium fluoride substrate. The raw
absorbance spectrum for epithelial tissue is derived from mid-infrared spec-
troscopic images far away from an interface that causes spectral distortions.
The imaginary component of the refractive index is derived from this spec-
trum via Eqn. 7.16. Here ρ is the concentration of the absorbing species and
is taken to be unity since there is only one species. The real part of refractive
index is then computed via Kramers-Kronig relations.
a(ν) = 4piνk(ν)/(2.303ρ) (7.16)
The specimen absorbance is computed at several intervals on either side of
the epithelium-air interface (Fig. 7.4). The epithelial layer thickness is 10 µm
and the barium fluoride layer is assumed to be 2 mm. The complex refractive
index of epithelium is used to create a heterogeneous layer with an edge at
d = 0 and this heterogeneous layer is decomposed into its Fourier series
according to Eqn. 7.6. Twenty Fourier coefficients were used to represent
the edge and the shape of this edge is as shown in Figure 7.4. It may be
noted from Figure 7.4 that spectral distortions in the higher-wavenumber
regions of the spectra increase as the interface is approached from within the
epithelium tissue region. These distortions are significant at edges and the
absorbance values can vary as much as 60%. It is important to note that
these spectral differences are not because of chemical differences (since we
have only one absorbing chemical species, namely, epithelium), but due to
optical effects alone. In FT-IR imaging it has been fundamentally assumed
that spectral differences are due to chemistry alone. These spectral results
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indicate the dependance of spectral data on the shape of the object (i.e. the
presence of an edge). Moreover, there is a predictable relation between the
position at which light is incident and the shape of the spectrum that can be
calculated using our model.
Figure 7.4: Spectral distortions at specified distances from the
epithelium-substrate interface. Positive values indicate spectra taken from
epithelial tissue. Negative values indicate spectra taken from a
homogeneous barium fluoride substrate. A distance of d = 0 indicates the
center position of the interface.
A prostate tissue biopsy core from a TMA is imaged and spectral samples
are shown from epithelial tissue selected by a pathologist. Spectral samples
are taken at varying distances from an edge and plotted in Figure 7.5. Note
the comparable distortions found in both the experimental and simulated
spectra. We then compute the feature vector xi corresponding to each sim-
ulated spectrum (Sec. 7.4) and perform classification using the Naive Bayes
classifier. The joint posterior probability is then computed and plotted in
Figure 7.6. The joint posterior probability inferred by the Naive Bayes’ clas-
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Figure 7.5: Scattering distortions shown for spectral samples taken from
experimental data. The inset shows a ≈1mm prostate biopsy core imaged
with a 6.25µm pixel size and placed on a 2mm barium fluoride slide.
Sample spectra are taken at varying distances from the tissue-air interface.
Note the significant difference in absorption as the sampled spectra
approaches the edge.
sifier implies the presence of epithelium up to and including the interface,
but not beyond. Our classifier uses specific spectral metrics as described in
section 7.4 and also utilizes the fact that air has no spectral signature in the
mid-infrared. This demonstrates that the classification is robust to severe
distortions introduced into the spectra by scattering caused by nearby edges.
7.6 Conclusions
The accuracy of cancer diagnosis can be improved only by understanding the
underlying causes of errors. Methods to mitigate stochastic errors have been
developed, but a thorough understanding of systematic errors in FT-IR spec-
troscopic imaging has been found to be challenging. Here, a rigorous optical
model for understanding systematic errors in FT-IR imaging is presented.
The spectral distortions resulting from the real part of the refractive index
in conjunction with sample thickness is illustrated. Spatial heterogeneity of
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Figure 7.6: Joint posterior probability p(E|xi) of the Bayesian classifier as a
function of distance from the epithelium-air interface. The selection of
robust metrics and first-order scattering correction is sufficient to properly
characterize the tissue class up to the interface (specified by the red line).
samples results in spectral distortions and the nature of these distortions
is analyzed. This paper provides a framework based on rigorous electro-
magnetic theory to analyze FT-IR spectroscopic imaging and enhances our
understanding of the data collected. This understanding is critical to utiliz-
ing FT-IR imaging for cancer diagnosis and other biomedical applications.
Furthermore, we show that spectra of epithelial tissue are not only a function
of the underlying chemistry as conventionally assumed, but also a function
of their proximity to a lateral tissue-air interface. A naive Bayes classifier
is trained on spectra labeled by a pathologist using features selected by an
expert spectroscopist. These features are selected based on chemical charac-
teristics of the spectra with a particular focus on robustness to distortions.
This robustness is demonstrated on simulated data, where spectra simulated
up to the epithelium interface are classified with a high joint posterior prob-
ability. Automated histological classification of prostate tissue using FT-IR





Image quality from an infrared microscope has traditionally been limited
by considerations of throughput and signal to noise ratio (SNR). A first
principles understanding of the achievable quality as a function of instru-
ment parameters, however, is needed for improved instrument design. In this
chapter, we first present a model for light propagation through an infrared
(IR) spectroscopic imaging system based on scalar wave theory. The model
analytically describes the propagation of light along the entire beam path be-
tween the source and the detector. The effect of various optical elements and
the sample in the microscope is understood in terms of the accessible spatial
frequencies using a Fourier optics approach and simulations are conducted
to gain insights into spectroscopic image formation. The optimal pixel size
at the sample plane is calculated and shown to be much smaller than that in
current mid-infrared microscopy systems. A commercial imaging system is
modified and experimental data are presented to demonstrate the validity of
the developed model. Building on this validated theoretical foundation, an
optimal sampling configuration is set up. Acquired data were of high spa-
tial quality but, as expected, of poorer SNR. Signal processing approaches
are implemented to improve the spectral SNR and resulting data demon-
strate the ability to perform high-definition IR imaging in the laboratory
using minimally-modified commercial instruments. Finally, we demonstrate
that it is possible to identify previously obscured chemical information us-
ing classification on these higher-resolution images. We perform cell-type
classification using a two-class Bayesian model based on spectral features se-
lected by experts and refined using a greedy approach. We then show that
the improvement in resolution allows the identification of structural features
important for cancer diagnosis in breast tumor biopsies.
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8.1 Introduction
Instrumentation for FT-IR microspectroscopic imaging typically consists of
an interferometer for multiplexed spectral encoding, microscope optics for
condensing light and image formation as well as a focal plane array (FPA)
detector for multichannel data recording.[358] The instrumentation has ben-
efited from nearly 60 years of development with its genesis in point-by-point
mapping,[359, 360] and FT-IR microscopy developed in the 1980s[361]. The
first instruments contained a single-element detector that collected all light
transmitted by the microscope while apertures were used to define the spatial
resolution. The use of far-field apertures to localize the region illuminated
at the focal plane of the microscope implied that the smallest spot size at-
tained was primarily determined by the wavelength of light. Most studies,
however, involved larger spot sizes to achieve higher throughput and, conse-
quently, higher signal to noise ratio (SNR) of acquired data. Two dogmatic
ideas then emerged to dominate IR imaging technology. The first was that
significant information could not be derived from areas smaller in dimension
than the wavelength of light. While this was indeed true due to a lack of
throughput for the point microscopy case, the elimination of apertures in IR
imaging meant that there would still be significant throughput at smaller
pixels sizes. The second misconception was that there was no benefit to
increasing pixel density beyond the optical diffraction limit imposed by the
wavelength as it would not result in more spatial details being accessible.
Evidence to the contrary was available with the use of sub-wavelength aper-
tures along with the higher throughput of a synchrotron source, making the
approach feasible and providing excellent quality data.[362] In other studies,
there was also evidence of improved image quality by sub-pixel stepping[363]
in mapping experiments that did not gain much favor on two grounds. The
first objection was a practical consideration. Long acquisition time became
even longer. The second objection arose due to lack of an appropriate theory,
leading to a mixing of the concepts of the resolution of optical microscopy
with the quality of images arising from IR absorption. Often, the two are
used interchangeably, which we emphasize in this chapter, is not the case.
Though it is correct that a resolution higher than determined by the optical
configuration and wavelength cannot be attained, there is also no denying
the improvement in image quality by recording far-field data from areas of
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dimensions smaller than wavelength. For example[364, 365, 366], aperture
sizes as small as 3µm× 3µm provided for excellent data using a synchrotron
source at wavelengths much longer than 3 µm. Spectral quality was retained
in this study while maps were sharper. More recent studies[367] have shown
improved image quality by combining sub-pixel images. However, the data
themselves have not been collected at the optimal pixel sizes. Coupling of
an FPA to synchrotron-based microscope systems[363, 368, 369] has recently
provided stunning improvements in image quality.[370] Spectra of reason-
able quality could be acquired in minutes by using multiple beams and the
multichannel advantages of FPAs allowed for large area coverage. In these
advances, the brightness of a synchrotron has been a key factor and it is
unclear if the same benefits may be achievable in conventional instruments
using a globar source. While there have been considerable advances in instru-
mentation, few theoretical analyses and validation of resolution and imaging
properties have been undertaken.[371, 372] These analyses, however, did not
provide for a rigorous model of the IR microscope and did not examine the
case of pixel sampling beyond the conventional wavelength-limited designs.
The lack of an appropriate theory to optimize image quality, hence, remains
as a gap in our understanding. This gap is also a barrier to design of table-
top instruments of optimal quality as it is difficult, at present, to make design
trade-offs in a quantitative manner. In this chapter, we first undertake a the-
oretical analysis of the image formation in IR microspectroscopic imaging. In
particular, we focus on determining the best configuration for optimal image
quality. We emphasize that attainable resolution and image quality, though
related by wavelength and parameters of the optical setup, may not be deter-
mined by the same rules. Once the optimal image quality is determined, only
then can an examination of the resolution attainable be undertaken. Hence,
a detailed discussion of resolution is not undertaken here and we focus in-
stead on criteria for obtaining images of the highest possible quality. Using
the developed theory, we first determine the pixel size for highest image qual-
ity that is permitted by the optical components. While we focus here only
on the capabilities of the microscope, there are other theoretical approaches
dealing comprehensively with the effects of optical properties of the sample,
size and shape of domains[373], geometry of acquisition and microscopy op-
tics on both spectral distortions[21, 23] and image formation.[22, 374] The
approach here, hence, is a more general model that neglects sample detail in
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the interests of understanding microscope performance. Second, we imple-
ment the recommendations from theory by modifying a commercial system.
Finally, we present an integration with previously described noise-reduction
strategies to provide improved data quality.
8.2 A Model for FT-IR Spectroscopic Imaging
A theoretical analysis is presented here for the system shown in Fig. 8.1.
Models based on ray (geometric) optics have been especially popular for IR
microscopy, but are inadequate for analysis of wavelength associated effects.
Full-scale electromagnetic models, at the other extreme, capture all of the
physics of image formation including polarization effects, but also involve in-
creased complexity. It is prudent to choose the simplest model that incorpo-
rates all the phenomena of interest. Hence, we forgo the full electromagnetic
treatment in favor of using the simpler scalar wave theory framework. Our
analysis is based on explicitly calculating the electric field at every plane in
the microscope system. To simplify the analysis, we consider a monochro-
matic component of the field with a wavenumber ν¯ and complex amplitude
U . Dependence on ν¯ is implied throughout unless otherwise stated. The field
may be expressed as a superposition of plane waves described by functions of
the form U (f) exp {i2pi [f · r + fz(f)z]} where f is a two-dimensional vector,
for instance in Cartesian coordinates f = (fx, fy). The function fz(f) is de-
fined so that |f |2 + f 2z (f) = ν¯2, that is, the plane waves satisfy the Helmholtz
equation. For each plane wave constituting the field, its relative contribu-
tion, determined by its amplitude, and its relative position, determined by
its phase are both necessary for a complete description of the field. The
field and all linear transformations of the field can be represented as a linear
combination of these plane waves, which travel at various angles. The term
“angular spectrum” is often used [375] to describe such a decomposition. We
emphasize that the use of the word “spectrum” in this context should not
be confused with the absorption spectrum that is commonly encountered in
spectroscopy and that “spectrum” without the modifier “angular” is meant
to be the usual absorption spectrum. Similarly, the term “spatial frequency”
refers to the vector f used above and should not be confused with spectral
“frequency”. For the convenience of the reader, we have summarized the
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notation used in appendix A.1.1.
Figure 8.1: Model for a FT-IR imaging system. The system consists of an
interferometer coupled to a microscope system. Schwarzschild C1 focus
light on to the sample S, C2 and CD transmit light from the sample to the
detector D. The fields in different planes are also indicated.
8.2.1 Optical System
The system shown in Fig. 8.1 can be analyzed using a modular approach. To
that end, we describe each component in the optical system with an opera-
tor. This approach provides a convenient means of modifying the analysis to
accommodate changes in the instrument. Since the system is linear, it is con-
venient to work in a notation designed for linear algebra, namely the Dirac
notation.[376] Vectors describing the field in a plane at constant axial coor-
dinate z are written |Uz〉 with Hermitian adjoint 〈Uz|. The two-dimensional
Fourier component of the field at spatial frequency f is written U˜(f) = 〈f |Uz〉
and the value of the field at a point r is given by U(r) = 〈r|Uz〉. The sample
is assumed to be thin, as described by a vector |S〉. The detector plane is
taken to be at zD. Thus the goal of the analysis is to produce an equation
of the form
|UzD〉 = A |S〉 , (8.1)
where A describes the optical system. We first address the operator for
propagation through free space between two parallel planes separated by a
distance d, denoted Kd. We assume unidirectional propagation along the
axis normal to the planes so that propagation is simply the accumulation of
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phase. The matrix elements of Kd are given by
〈f1|Kd |f2〉 = δ(f2 − f1)ei2pifz(f1)d, (8.2)
where δ is the Dirac delta function and f1 and f2 denote spatial frequencies.
Alternatively, the operator may be constructed
Kd =
∫
d2f |f〉 ei2pifz(f)d 〈f | . (8.3)
It is useful to note that KdKd′ = Kd+d′ . An interferometer may be thought
of as a beam splitter followed by propagation of two different axial distances.
Given arms of length dA1 and dA2 , measured from the beam splitter to each








Next we consider the effect of a Schwarzschild (also known as a Cassegrain
in literature). Much like a Fresnel lens, the Schwarzschild can be consid-
ered to impart onto the field a quadratic phase factor. We represent the










where Lf is the focal length of the Schwarzschild . The quadratic phase fac-
tor converts each plane wave incident on the Schwarzschild into a spherical
wave converging on its focal plane. The phase relation between plane waves
incident on the Schwarzschild along with the imparted quadratic phase deter-
mine the final image position and size. QC is the aperture function (described
in detail in the appendix). It is often the case that the Schwarzschild appears
between two propagation steps in the form Kd2GCKd1 . As shown in the ap-




f , the Schwarzschild
focuses light from the first plane into the second with a magnification factor
MC = d2/d1. Thus, it is convenient to define
HC = Kd2GCKd1 ≈
∫
d2f |f〉QC (f) 〈−MCf | . (8.6)
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Clearly HC is not uniquely defined unless d1 and d2 are specified and some
care should be taken in observing the context in which it is placed. When the
image plane is out-of-focus by a distance d0, for example, the propagation
operator Kd0 may be used to obtain the out-of-focus image using the operator
Kd0+d2GCKd1 = Kd0HC . Given a field produced at the source |U0〉, at
z = z0 then propagated to the interferometer at z = zI , acted on by the
interferometer, then propagated to the first Schwarzschild , C1, at z = zC1
and then from the Schwarzschild to its focal plane, z = zf1 , the resultant
field is ∣∣∣Uzf1〉 = Kzf1−zC1GC1KzC1−zIIdA1 ,dA2KzI−z0 |U0〉 (8.7)
The sample is modeled as a thin screen. That is, the field on the far side
of the sample is assumed to be the product of the sample structure function
and the field incident on the sample in the coordinate domain. We formally
construct an operator that effects this multiplication. Given a field |U〉, the
operator U is defined
U =
∫
d2r |r〉 〈r|U〉 〈r| =
∫
d2f d2f ′ |f〉 〈f − f ′|U〉 〈f ′| . (8.8)
The sample, |S〉, then interacts with the incident field,
∣∣∣Uzf1〉, to produce a
transmitted field at a plane z = zf1+ just past the sample∣∣∣Uzf1+〉 = Uzf1 |S〉 = ∫ d2f d2f ′ |f〉〈f − f ′|Uzf1〉 〈f ′|S〉 . (8.9)
Substituting from Eq. 8.7 we find that∣∣∣Uzf1+〉 = ∫ d2f d2f ′ |f〉 〈f − f ′|Kzf1−zC1GC1KzC1−zIIdA1 ,dA2KzI−z0 |U0〉 〈f ′|S〉 .
(8.10)
Note that IdA1 ,dA2 = K2dA1I0,dA2−dA1 . Assuming no misalignment, i.e. when
the system is in focus, the propagation operators can be absorbed into the
magnification factor of HC1 . Thus∣∣∣Uzf1+〉 = ∫ d2f d2f ′ |f〉 〈f − f ′|HC1I0,dA2−dA1 |U0〉 〈f ′|S〉 (8.11)
where HC1 = Kzf1−zC1GC1KzC1−z0+2dA1 . Evaluating Eq. 8.11 explicitly, we
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find that the field just past the sample is given by∣∣∣Uzf1+〉 = 12
∫
d2fd2f ′ |f〉QC1(f ′/MC1) {1 + exp[i2pifz(f ′)(2dA2 − 2dA1)]}
〈f ′|U0〉 〈f + f ′/MC1|S〉 (8.12)
where it may be noted that 〈f |S〉 is the Fourier component of the sample at
spatial frequency f . In the case that the source consists of a point source
far from the first Schwarzschild , 〈f |U0〉 ≈ A0, where A0 is a constant and
inclination factors of the form 1/fz have been neglected. Then the field is
given by∣∣∣Uzf1+〉 = A02
∫
d2fd2f ′ |f〉QC1(f ′/MC1)
{1 + exp[i2pifz(f ′)(2dA2 − 2dA1)]} 〈f + f ′/MC1|S〉 . (8.13)
Light propagation from the Schwarzschild C1 to the sample and to the
Schwarzschild C2 are illustrated in Fig. 8.2. The propagation of the field
after the sample,
∣∣∣Uzf1+〉, to the field at the detector, |UzD〉, takes place
through two more Schwarzschilds. The Schwarzschild C2, located effec-







, where Lf2 is the focal length of Schwarzschild
C2. Similarly, the Schwarzschild CD located at z = zCD , focuses light







, where LfD is the focal length of Schwarzschild
CD. Misalignment of the focal planes such that zfD 6= zf2 may be taken into





d2f d2f ′ HCDKzfD−zf2HC2 |f〉 〈f − f ′|HC1I0,dA2−dA1 |U0〉
〈f ′|S〉 . (8.14)
This expression is now straight-forward to evaluate. We assume that zfD =
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Figure 8.2: Schwarzschild C1, which focuses light on to the sample, and C2,
the collection Schwarzschild , are shown.
142





d2fd2f ′ |f〉QCD(f)QC2(−MCDf)QC1(−f ′/MC1)
× {1 + exp[i2pifz(f ′)(2dA2 − 2dA1)]} 〈f ′|U0〉 〈f ′/MC1 +MC2MCDf |S〉 .(8.15)







×{1 + exp[i2pifz(f ′)(2dA2 − 2dA1)]} 〈f ′|U0〉 〈f ′/MC1 +M f |S〉 .(8.16)
The above expression is true for any spatially heterogeneous sample and has
no restriction on its constituent spatial frequencies. Note that M is typically
larger than 1 (i.e. the detector elements are bigger than the corresponding ar-
eas on the sample). In order to illustrate the significance of Eq. 8.16 consider













Here, B0, the integral from Eq. 8.17 is independent of f and physically denotes
the field at the sample plane for a point object. The corresponding intensity
at the detector plane is




where ∗ represents convolution. In a case where the source is completely in-
coherent, i.e.









where h(r; r′) is the transfer function from the coherent case and I0(r) is the
source intensity. The subscript en above denotes an ensemble average over
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constituent random processes. Using the equations presented in this section,
we proceed to compute the spatial sampling rate and pixel size required to
record all the information available from the FT-IR spectroscopic imaging
system.
8.2.2 Pixel Size
An analysis of the equations for the FT-IR imaging system provides insight
into optical design and image formation. The explicit form of QCi in terms
of NA is derived in appendix A.1 (Eqs. A.9-A.11). It may be observed from
Eq. 8.16 that the spatial frequencies on the detector are always less than
min(ν¯NAC2out/M, ν¯NACDout) because the support of the data is the intersec-
tion of the support of QC2(−MCDf) and QCD(f). When the pre-optics to the
detector are well designed, then ν¯NAC2out/M ≤ ν¯NACDout providing the lim-
iting field on the detector to be a spatial frequency of ν¯NAC2out/M . Since the
detector records intensity and not fields[375], the intensity I(r) = U∗(r)U(r)
has a spatial frequency bound of 2 × ν¯NAC2out/M . We emphasize that in
order to faithfully record the entire intensity image without any loss of in-
formation, the spatial sampling rate according to the Nyquist criterion[375]
has to be at least twice this limiting frequency, or 4ν¯NAC2out/M . The pixel
size is inversely related to the sampling rate, i.e. Lpixel = M/(4ν¯NAC2out).
The wavenumber, ν¯, in mid-infrared spectroscopic imaging typically varies
between 600 cm−1 and 4000 cm−1 (0.4 µm−1). Therefore, using Eq. 8.16, the
equivalent pixel size on the sample has to be 1/(4× 0.4 NAC2out) µm. Thus,
for a NAC2out = 0.5, the effective pixel size on the sample is 1.25 µm and for
NAC2out = 0.65, the effective pixel size is 0.96 µm. It must be emphasized
that the value of pixel size calculated above is not the same as resolution. It
is in fact smaller than the resolution as defined by the Rayleigh criterion.[375]
However, it reflects the least sampling rate required to utilize all the informa-
tion passed by the system in FT-IR spectroscopic imaging. While we have fo-
cused on image quality, a number of other insights are also apparent. In some
detectors, for example, it may be advantageous to have a concave mirror in-
stead of a Schwarzschild and that can be easily be incorporated into the model
by making the term corresponding to the central obscuration i.e. inner numer-
ical aperture zero NACDoutCDin=0. The absence of a central obscuration increases
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light throughput significantly. We suggest that the Schwarzschild used in
commercial instruments be replaced with this mirror. This modification will
result both in better image quality and lower instrument costs. Although
the above derivation uses a transmission mode measurement, the same anal-
ysis can be performed for transflection mode. In the case of transflection-
absorption measurement using a beam-splitter and full Schwarzschild illu-
mination, Schwarzschilds C1 and C2 correspond to the same Schwarzschild
and light travels through the sample twice, once before reflection and once
after. However, the sampling rates and pixel sizes are the same in both cases.
8.3 Experiments and Simulations
8.3.1 Instrumentation
A Varian 7000 Spectrometer coupled to UMA-400 microscope was used to
perform two sets of experiments with parameters listed in Table 8.1. System
1 uses accessories standard to the Varian microscope. System 2 uses an Ed-
mund Optics NA=0.65, 74× magnification Schwarzschild for C2. The two
systems make comparisons easy since parameters other than Schwarzschild
C2 are the same. The only difference is in the effective pixel size on the
sample and NAC2out. The interferometer is operated in the step-scan mode
at a stepping rate of 200 Hz. Data were acquired at every other zero-crossing
(a undersampling ratio of 2) of a He-Ne laser for a free-scanning spectral
range of 7900 − 0 cm−1. Time to acquire a 128 × 128 pixel data set using
system 2 was 25s for 8 co-additions. A Fourier transform of the recorded data
was carried out using the Norton-Beer medium apodization function. Data
were truncated and stored as absorbance after a ratio against an appropriate
background data set.
Data extraction and image processing were performed using a hyper-spectral
imaging software package, ENvironment for Visualizing Images (ENVI). In
ENVI, the two dimensional Fourier transform routines are in built. Mod-
ules for further data processing were written in-house with the use of IDL
7.1 and Matlab 7. The two imaging systems, with parameters shown in
table 8.1 (parameters 1-6) are simulated. The simulations were performed
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on a quad core computer with a Nvidia GeForce GTX 580 GPU and 12GB
RAM. Modules and functions for the simulations were written in house us-
ing Matlab 7. The simulations compute the detector field and intensity for
incoherent illumination using the system parameters (table 8.1, parameters
1-6) and object as inputs. The run time for simulations is about 23s for each
wavenumber. Prostate and breast tissue microarrays (TMAs) were used as
a platform for high throughput sampling.[282] TMAs consist of a large num-
ber of small (∼= 1mm diameter) tissue sections arranged in a grid pattern on
an substrate. This technique facilitates and streamlines acquisition of data
from several patients and provides diversity to the sample population un-
der observation. Breast and prostate tissue microarrays were obtained from
the University of Illinois Chicago (kindly provided by Dr Andre Kajdacsy-
Balla) and from Biomax (No. BR1003; US Biomax, Rockville, MD). One
5 µm thick tissue section from each array was placed on a BaF2 substrate
for IR imaging and serial 5 µm thick sections were placed on standard glass
slides for hematoxylin and eosin (H&E) staining. IR imaging data were ac-
quired from a normal breast tissue core that contained a region comprising
of terminal ductal lobular units as well as from a normal prostate tissue core
from the region of a small blood vessel.







Pixel Size (effective) 5.5µm 1.115µm
Spectral Resolution 8cm−1 8cm−1
# Scans per pixel 8 128
# Scans (Background) 128 128
# Detector elements 128× 128 128× 128
Undersampling ratio 2 2
Table 8.1: Experimental Parameters used for data acquisition and
modeling.
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8.4 Results and Discussions
Our first step in analyzing the performance of the imaging systems was to
validate simulations with recorded data using a gold standard for compari-
son. As common in other forms of microscopy, a standard USAF 1951 target,
consisting of chrome on glass, was chosen. The chrome provides a large atten-
uation (absorbance) with negligible thickness. It also provides high contrast
for visible-microscope imaging. Hence, it is an ideal sample for simulation
and validation. We first recorded visible-light images for a standard USAF
microscope target (Edmund optics). The recorded image was binarized to re-
move any edge blurring or grayscale values in the simulation. An absorbance
of unity was assigned to the chrome region and the resulting image was used
for simulation. Regions without the chrome were assigned a transmittance
of unity (zero absorbance). Simulations were carried out for both the in-
strument configurations described previously. The light source is assumed to
be spatially incoherent as in Eq. 8.20. Spectroscopic imaging data were also
recorded using the target. We analyzed group number 6 and 7, elements 1
through 6, as these represent the highest image quality typically encountered
in IR microscopy. Images of the standard sample employed for simulation,
absorbance images from simulated data and absorbance images from the
recorded data corresponding to the two instrument configurations are shown
in Fig. 3. In order to facilitate comparison of simulations, we have used the
same pixel size for both optical configurations, although different NA lenses
are often associated with different magnifications. The chosen pixel size for
simulations of 0.36 µm will not be a limiting factor in the resulting image
quality. The USAF target is designed to enable facile calculation of the fre-
quency response of the imaging systems as well as to illustrate resolution
capabilities via images. In simulations, we emphasize again that the sample
is assumed to be infinitesimally thin to avoid effects associated with thick-
ness. Comparing the two simulated absorbance images (Fig. 8.3(b) and (f))
with the same pixel size shows the effects of increasing NA. As expected, an
increase in the NA provides for higher quality and higher resolution images.
Nevertheless, the enhancement is not especially striking. A more obvious
degradation in image quality is evident when the pixel size is increased from
1.1 µm (Fig. 3(f)) to 5.5 µm (Fig. 3(g)) while all other parameters are
held constant. This dramatic change in image quality emphasizes the need
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for carefully choosing the pixel size. The combined effects of choosing a
higher NA lens and the appropriate sampling (small pixel size) can result
in significantly improved image quality (cf. Fig. 3(b) and Fig. 3(g)). To
experimentally validate these predicted improvements in image quality, we
set up two optical configurations described in table 8.1 on the same commer-
cial microscope and obtained data on the same USAF 1951 target used in
simulations. Our goal was to minimally modify (by changing one lens) the
existing commercial system. Hence, we did not alter the condenser. Match-
ing the throughput via the image formation lens and condenser is likely to
result in better SNR but will not materially change the appearance of the
images as the image quality depends only on the angular spectral bandwidth
of the image formation lens. Experimental results for (c) NA=0.65, pixel size
= 1.115 µm and (h) NA=0.50, pixel size = 5.5 µm are presented for compar-
ison. A dramatic improvement in image quality is observed experimentally
for the smaller pixel size. Expanding a smaller region for comparison in Figs.
8.3(d),(e) and 8.3(i),(j), the three smaller bars are distinguishable only in
the higher NA, smaller pixel size setup. This qualitatively demonstrates the
gain in image quality and resolution using a higher NA system along with
the appropriate pixel spacing. In all cases, as expected, we also note that the
recorded data are of somewhat lower quality than the simulations. This is
due to edge effects in the sample, finite detector sizes, imperfect optics and
experimental noise in the recorded data. While the images from simulation
and recorded data agree well, they do not provide a quantitative understand-
ing of the performance improvement and limits of the two configurations.
Therefore, we quantitatively analyzed the performance of the systems as a
function of the spatial frequency. The frequency response of the optical sys-
tem is often characterized by the modulation or contrast transfer function of
the system. While optical systems typically employ intensity values to ex-
amine the imaging system performance, here we use the spatial frequencies
in Fig. 8.3(a) and the corresponding absorbance values from simulations and
recorded data to plot the absorbance contrast. The absorption contrast ratio
(ACR) is defined as the difference in maximum and minimum absorbance ob-
served at a specific spatial frequency compared to that observed in the ideal
case. The ideal difference between high and low absorbance is obtained by
comparing absorbance values from regions on the sample with no absorbance
(for example, the region used to collect a background spectrum) and a rel-
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Figure 8.3: (a) The original object consists of a set of bars of different sizes
with transmittance indicated to the left. Absorbance images from
simulations at ν¯ = 3950 cm−1 are shown when Schwarzschild C2 has (b)
NA=0.65, (f) NA=0.50, (g) NA=0.50. The pixel size in (b) and (f) are
1.1 µm where as the pixel size in (g) is 5.5 µm. Experimental absorbance
images from ν¯ = 3950 cm−1 are shown with configurations (c) NA=0.65,
Pixel size = 1.1 µm (h) NA=0.50, Pixel Size = 5.5 µm. (d), (e), (i) and (j)
show magnified regions from corresponding images.
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atively homogeneous region of high absorbance (for example, on the large
square in a USAF 1951 target). Figure 8.4(a) shows a plot of the absorbance
contrast ratio as a function of spatial frequency at 3950 cm−1. As expected,
ACR is highest at low spatial frequencies and decreases with increasing spa-
tial frequency until zero (no measurable contrast). ACR for the lower NA
system reaches zero at a lower spatial frequency than that for the high NA
one as is evident from the polynomial fit (solid lines) to simulation data. It
may be seen in the experimental data that the high NA system resolves all
bars including the smallest bars (Group #7) available on the USAF 1951
target. The frequency at which ACR reaches zero can be predicted via simu-
lations to be about 0.4 µm−1 (∼=400 line pairs/mm). Contrast decreases with
reduction in pixel size since light intensity per pixel reduces. As a result, the
increased imaging capability is partially offset by a decreased spectral SNR in
the resulting absorbance images. While predictions from simulations agree
well with measured ACR for the high NA system, there is some disagree-
ment for the lower NA setup at high spatial frequencies. This difference is
observed at approximately 0.08 µm−1 (∼=80 line pairs/mm). Experimentally,
the lower NA system cannot resolve bars beyond a spatial frequency of 0.115
µm−1 (∼=115 line pairs/mm). This is lower than the theoretically predicted
0.15 µm−1 (∼=150 line pairs/mm). This can be attributed to the finite pixel
size preventing an accurate recording of the data. This comparison between
ACR of the high and low NA systems, enabled by the developed theoreti-
cal understanding, provides convincing proof that the designs of present-day
instrumentation are not permitting optics-limited performance and can be
rapidly and easily reconfigured to provide significantly higher imaging per-
formance. Though the previous analysis provides the smallest observable
features, the relationship of these features to the optimal pixel size needs
to be quantified. We examine the pixel size at the sample plane required
for optimally sampling the signal as a function of NA and wavelength (Fig.
8.4(b)). While the optimal pixel size can also be calculated analytically, this
plot provides the design parameters for instruments should a practitioner
develop an instrument for high performance at any specific wavelength while
using a specific lens. As expected, the recommended pixel size decreases
with decreasing design wavelength. The dependence on NA is rather striking
as well. It is noteworthy that most commercially available systems provide
reasonably high NA, but the pixel size is not commensurate with the opti-
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Figure 8.4: (a) A plot of absorbance contrast ratio (ACR) measured from
both simulation and recorded experimental data as a function of spatial
frequency at ν¯ = 3950 cm−1 for the two systems in table 8.1. (b) A plot of
minimum pixel size required for correctly sampling allowable spatial
frequencies as a function of ν¯ and NA is shown. The pixel size corresponds
to the effective pixel size at the sample.
cal components. Thus, an improvement in incorporating a higher NA lens
is not likely to be as dramatic as using the optimal pixel size in current
commercial systems. We note that this plot is based on the maximum at-
tainable spatial frequencies for thin objects and larger sample thicknesses are
likely to achieve poorer contrast for the limiting spatial frequency. The pixel
sizes recommended will provide the highest image quality provided by the
microscope, unless limited by the sample. The optimal pixel size and the
resolution of an imaging system are also related. According to the Rayleigh
criterion, for example, the attainable resolution is 0.61/(ν¯NA). We propose
to sample at 0.25/(ν¯NA) in order to convert the analog signal into a digital
readout without information loss. We note that the pixel size proposed is
significantly smaller than the resolution. This result is contrary to prevailing
wisdom in that it is widely believed that no further improvement is possible
once a pixel size equal to the resolution has been attained. Indeed, mixing
the concepts of resolution and pixel sizes for correct signal sampling has led
to significant confusion in IR microscopy. We emphasize that our suggestions
for improved data quality are not a contravention of the resolution criterion.
Consider the case of pixel spacing resulting in optimal resolution. To re-
solve two objects, we need more than two measurements when the data are
digitized. For example, consider two point objects that are centered on a
pixel each. To entirely resolve these objects, appropriate sampling implies
that there be a pixel on either side of the object to separate them from
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Figure 8.5: Absorbance images from spectroscopic imaging data obtained
from the two configurations (NA=0.65, NA=0.50) are shown on top. The
corresponding angular spectra are shown at the bottom. Images for the
system with (a) NA=0.65 and (b) NA=0.50 obtained by plotting the
absorbance at ν¯ = 2962 cm−1. Similarly, the absorbance at ν¯ = 1650 cm−1
is shown for systems with (c) NA=0.65 data and (d) NA=0.50.
each other and any other neighboring objects. Therefore, at least 5 pixels
are needed to resolve two point objects. A more formal discussion of sam-
pling for optical microscopy[363, 377] and its extension to IR microscopy
is provided elsewhere using this signal processing approach. Our approach
is distinct from these methods and incorporates light transmission though
an entire imaging system and provides calculations based on absorbance.
We note that the resolution of an instrument cannot be correctly evaluated
unless the pixel size is appropriate (smaller). Even if two objects cannot
be resolved into their appropriate shapes using smaller pixels, the detail in
higher pixel density images is higher. Two point objects, for example, will
appear as dumbbells or ovals. Hence, even for systems or wavelengths in
which the pixel size is smaller than required for correctly sampling the spa-
tial frequencies permitted by the optics, an improvement in image quality
may be observed. For a detailed discussion, we refer the reader to appendix
A.2. Data from the two optical configurations described in table 8.1 are
shown in Fig. 8.5. Data are recorded on prostate tissue that is prepared
using methods previously reported[378, 379, 380] and images are obtained
using the absorbance of the asymmetric C-H stretching vibrational mode (at
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Figure 8.6: Infrared spectroscopic imaging data from breast tissue before
and after noise reduction. (a) An absorbance image at the asymmetric C-H
stretching mode before noise reduction and the corresponding image (b)
after noise reduction. (c) Spectra corresponding to recorded data and data
after noise reduction from the same pixel.
2962 cm−1). The top row demonstrates the improvement in image quality
attained using the higher NA lens. The bottom row presents the spatial fre-
quency content of corresponding images. It can be observed from Fig. 8.5
(e)-(h) that there are relatively higher spatial frequencies present in the data
acquired with the higher NA lens, signifying that there is degradation of im-
age quality, i.e. information loss in increasing the pixel size from 1.115 µm
to 5.5 µm. There is a noticeable set of high spatial frequencies present in the
data acquired at the higher NA at the shorter wavelength. Even for longer
wavelengths, the information content difference is relatively small, but not
zero. To capture the highest image quality across the spectrum, hence, the
pixel size should be calculated based on the highest wavenumber measured
in the experiment. This statement is both rigorously and intuitively correct.
From a practical perspective, however, a small pixel size calculated at the
highest wavenumber also reduces the throughput significantly across the rest
of the spectrum. To address this trade-off in an optimal manner, we recom-
mend that the highest wavenumber at which pixel size should be calculated
should depend on the typical experiments to be performed by the imaging
system. This small adjustment from the correct sampling at the highest
recorded wavenumber to that at the highest usable wavenumber for image
generation leads to the concept of an optimal pixel size. For most stud-
ies in the mid-IR, the 4000 − 400 cm−1 spectral region is most interesting.
For He-Ne laser reference-based systems, an undersampling of the reference
signal by a factor of 4 typically implies that the allowable free scanning spec-
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tral range is 3950 − 0 cm−1. An optimal pixel size at the high end of this
range is 0.974 µm. In most experiments, especially with biological systems,
vibrational modes at this high limit are very rarely encountered. A more
practical high-wavenumber region is 3400 cm−1, which is in the vicinity of
the absorption peak of O-H and N-H stretching-associated vibrational modes.
Therefore, we calculate the optimal pixel size at this wavenumber and the
predicted pixel size is 1.13 µm on a side. Since we sought to implement the
concept of optimal pixel sampling on a commercial imaging system without
extensive hardware modifications, the measured pixel size of 1.115 µm can be
deemed acceptably close. Our suggested optimal pixel size is approximately
4-fold larger than a similar setup using the synchrotron. It is notable that
intensity considerations are secondary for a synchrotron source-based system
due to the exceptional flux and a pixel size of 0.54 micrometer on a side was
used. Relaxing the very strict condition with a more practical calculation
here, we maximize the spectral quality when using a globar source without
comprising on the image quality in any appreciable manner. The image qual-
ity presented here, is likely of the highest quality that will be observed in
commonly analyzed biomedical, materials or forensic samples regardless of
the source. Though image quality is improved with a smaller pixel size, there
is a corresponding decrease in throughput if the same source and fore-optics
are employed. The approximate 25-fold reduction in pixel area between the
two configurations here implies that acquisition time would need to be in-
creased 625-fold (other factors being constant) if the data quality is to be
recovered by signal averaging[381, 382]. Some of the loss is mitigated by
increased throughput, as proposed using a synchrotron,[370] or by increased
integration time of the FPA, as in the experiments conducted here. We ob-
served a 6-8 fold decrease in recorded signal when using the higher NA lens,
compared to the lower NA system. Hence, the need to signal average is not
especially drastic. Further, there are other methods to increase the SNR. We
have previously proposed computational noise reduction[383, 355] to obtain a
significant gain in SNR without the corresponding increase in data collection
time. The utility of this idea is presented in Fig. 8.6. A significant increase
in spectral SNR (Fig. 8.6(c)) without observable loss in image quality (Fig.
8.6(a) and (b)) can be observed. Thus, a desktop high-definition IR imaging




We perform tissue classification by adapting methods proposed by Fernandez
et al. [378] for FT-IR images of prostate biopsies. We limit our classifier
to two tissue types in order to clearly demonstrate the advantages if our
proposed modifications to commercially available imaging systems. We focus
on the identification of epithelium and stroma cell types, since these are
important for the diagnosis of breast cancer in 2D tissue biopsy samples.
A set of spectral features is first manually identified by an experienced
spectroscopist. These features are selected based on chemical characteris-
tics of the relevant cell types and are based on average spectra from pixels
identified as epithelium and stroma. The resulting measurements are com-
piled into a feature vector of 144 measurements. We then construct training
and test data by labeling pixels in infrared images of two independent tissue
micro-arrays (TMAs). Pixel labeling is performed by an experienced pathol-
ogist based on the histology of neighboring tissue sections (Fig. 8.7), stained
with hematoxylin and eosin (H&E) and various immunostains specifically
designed for the identification of stromal and epithelial cells.
This provides training data consisting of spectral feature vectors and cor-
responding class labels. This data set is used to train a Naive Bayesian
classifier to determine the posterior probability of a class given a set of fea-
tures: P (C|V0, ..., Vn). This Naive Bayesian model is then used to perform
automated classification of the training image. In order to prevent overfit-
ting due to a large feature set (in our case 144 features), we identify a subset
of features using a greedy approach. We first select the single feature that
provides the best classifier performance and iteratively add features until
classifier performance on the validation data converges.
This classifier is then used to segment the test image and performance is
determined using the reciever operating characteristic (ROC) curve, which
plots classifier sensitivity against specificity. The posterior probability of
class C0 is used as a threshold value to determine specificity. Classifier per-
formance is quantified by computing the area under the ROC curve, where a
value of 1.0 indicates a perfect classifier and a value of 0.5 indicates random
classification (a coin flip). For a given feature vector, this value also identifies
the probability of a pixel of class C0 having a higher posterior value than a
pixel of class C1.
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8.5.1 Results
Based on the optimal design proposed above, we modify an existing infrared
spectroscopic imaging system to collect data at this sampling rate and show
that the additional resolution at higher wavenumbers can be used to improve
the identification of epithelial cells in breast tissue samples.
The training and validation sets are composed of two separate tissue mi-
croarrays (TMAs) purchased from Biomax Inc. (www.biomax.us). Two ad-
jacent tissue sections are collected for IR imaging and histology. Imaging
was performed using two systems: (a) a Perkin-Elmer Spotlight 300 Imag-
ing system with a 15X (0.45NA) objective with a 6.25µm pixel size, and
(b) a custom-modified Agilent Technologies Varian 7000 Interferometer and
620-IR microscope with a 74X objective (0.65NA) and a 1.1µm pixel size.
A histologist labeled pixels in the 15X mid-infrared images to identify
epithelial and stromal cells. These cell types were selected because they are
the most helpful for cancer diagnosis. The Naive Bayesian classifier was then
tuned to identify a set of 33 features. The area under the ROC curve for the
identification of epithelial cells is approximately 0.991.
This classifier was then applied to both the 15X and 74X images of the
validation array (Fig. 8.7 [Content here is adapted with permission from [384].
c©2012 IEEE.] ). The most striking difference is in the labeling of individual
lobules composing terminal ductal lobular units (TDLUs). In normal tissue
samples, TDLUs are separated by a thin layer of intra-lobular stroma (ILS).
In the 15X image, the lobules are merged together, particularly in the lower-
left region of the tissue core. This makes the identification of a breast tumor
ambiguous. The merged TDLUs can be a result of either excessive growth of
epithelial cells, as is the case in a malignant breast tumor, or low chemical
resolution due to sampling. In the 74X image, note that the TDLUs are
clearly differentiated and ILS is properly labeled.
It is important to note that current instruments, while providing high NA,
do not have the correct pixel size to utilize the high NA. These results indi-
cate that current FT-IR imaging systems can be further optimized to achieve
significantly greater chemical resolution. With the introduction of optimally
designed high-resolution systems, mid-infrared spectroscopic imaging is a
promising alternative to current histological methods since it provides quan-
titative data that can be used to automatically identify tissue type. Promis-
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ing future directions for this work include the implementation of multi-class
segmentation algorithms. Since spectroscopic imaging is quantitative, the
resulting classified images may provide more accurate results when used for
automated pathology, which currently rely on chemical staining and imaging
with visible light [385].
Figure 8.7: A TMA breast core imaged using a commercial system at 15X
and our proposed 74X method. (a) The H&E histology of a neighboring
section is used to identify epithelial cells in the core. Infrared absorbance at
1650cm−1 is shown for both the 15X (b) and 74X (c) objectives. The final
classified images are shown for 15X (d) and 74X (e). Note that individual
TDLUs are merged in the 15X image, forming a large region of epithelium
that can easily be misclassified as a tumor. Clear separation of TDLUs is
seen in the 74X image (arrows).
In this chapter, a complete theoretical understanding of the image forma-
tion in an IR microscope is provided using a rigorous theoretical model. The
model was used to predict the optimal pixel size at the sample plane that
would provide the highest image quality. Simulations demonstrated that the
effects of the higher NA systems arose from an increased acceptance of an-
gular frequencies and resulted in higher resolution images whereas optimal
pixel sampling demonstrated dramatic improvements in image detail for a
specific NA. The results of simulations were validated using measurements
on two different configurations. A table-top, high-definition FT-IR spectro-
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scopic imaging system was demonstrated by minimally modifying a commer-
cial system. The resulting data using this high-definition system can be of
high spatial and spectral quality using conventional signal averaging and/or
emerging signal processing methods. The development of a theoretical un-
derstanding and its application to design of microscopes and acquisition of
high-definition data should spur improved applications in many fields where
IR imaging is applied. As a specific example, high-definition imaging of





Speed and accuracy of FT-IR spectroscopic imaging are is limited by low
signal-to-noise ratio (SNR) data from array detectors. Signal processing ap-
proaches to reduce noise have been suggested but often involve manual deci-
sions, compromising the automation benefits of using spectroscopic imaging
for tissue analysis. In this manuscript, we describe an approach that utilizes
the spatial information in the data set to select parameters for noise reduc-
tion without human input. Specifically, we expand on the Minimum noise
fraction (MNF) approach in which data are forward transformed, factors that
correspond mostly to signal selected and used in inverse transformation. Our
unsupervised factor selection method consists of matching spatial features in
factor images with a low-noise gold standard derived from the data. An or-
der of magnitude reduction in noise is demonstrated using this approach. We
apply the approach to automating breast tissue histology, in which accuracy
in classification of tissue into different cell types is shown to strongly depend
on the SNR of data. A high classification accuracy was recovered with ac-
quired data that was ≈ 10-fold lower SNR. The results imply that ≈100-fold
reduction in acquisition time is routinely possible for automated tissue clas-
sifications by using post-acquisition noise reduction. [[4] - Reproduced by
permission of The Royal Society of Chemistry.]
9.1 Introduction
In FT-IR spectroscopic imaging, large data acquisition rates lead to degra-
dation in data quality and a consequent loss in the ability to solve problems.
The state of the art in mid-IR sources, interferometers and FPA detectors,
further, is such that the noise in recorded data is dominated by random detec-
tor noise. Following conventional trading rules in IR spectroscopy,[9] hence,
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the signal is recorded multiple times and added to increase the signal to noise
ratio (SNR) of the data. In imaging, co-addition resulted in long dwell times
of the mirror at every optical retardation in initial FT-IR imaging systems[24]
as multiple detector snapshots were acquired. The advantages of this frame
co-addition process were limited due to the noise characteristics of the de-
tector. Hence, an optimal combination of frame co-addition and repeated
scanning was proposed.[7] The advantages of increasing numbers of scan co-
additions were further facilitated by the development of asynchronous[386]
and synchronous rapid scan imaging.[387] Fundamentally, these methods un-
avoidably traded the SNR reduction against an increase in acquisition time.
Another approach may be to improve hardware but is expensive and imprac-
tical for most users. A final and very successful approach has been to trade
off the spatial coverage per scan using sensitive linear array detectors, obvi-
ously limiting the spatial coverage rate. For a finite data acquisition time,
other schemes to extract low noise information are available[388] but these
methods neglect the image as a whole and result in loss of image fidelity.
As a consequence, FT-IR imaging data acquisition is limited in applications
that require fast imaging at high fidelity.
Using computation to enhance instrument performance is becoming an
attractive option with the rapid development of powerful computers and in-
creased storage capacities. A procedure based on the Minimum Noise Frac-
tion (MNF) transform,[92] for example, was adopted from the satellite, air-
borne and other imaging communities[389] for IR spectroscopic imaging.[95,
94] Similarly, ideas in data compression and with the potential for attendant
noise reduction are being proposed by other groups. [390, 391] In this milieu,
a general approach to noise reduction is to use an Eigenvalue decomposition
of the data using a forward transform, for example, a principal components
analysis (PCA). After selecting eigenimages with sufficient SNR, the selected
data are inverse transformed to yield the entire dataset with lower noise con-
tent. This approach was used[5] to examine phase compositions by enhancing
contrast between different regions. PCA reorders data in decreasing order of
variance. Similarly, techniques can be used to order eigenimages in decreas-
ing order of SNR, which is the aforementioned MNF transform. A modified
version[96] of this transform was shown to improve image fidelity and achieve
better noise reduction than PCA, for example.
Mathematical transform techniques for noise reduction generally utilize the
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property that noise is uncorrelated whereas spectra (signals) have a higher
degree of correlation. In the transform domain, hence, the signal becomes
largely confined to a few eigenvalues whereas the noise is spread across all.
Noise reduction can be achieved by retaining eigenvalue images that corre-
sponding to high signal content and computing the inverse transform. It is
the relative proportion of the signal and noise which forms a criterion for
inclusion of specific eigenimages in the inverse transform. Inclusion of too
many will not allow for significant noise rejection, while inclusion of too few
would result in loss of fine spectral features. Hence, identifying eigenval-
ues corresponding to high signal content is an important step in the noise
reduction process. [392, 393] Most methods[392, 394, 395] choose the first
m eigenimages. The value of m may be chosen by considering the decay
of the information content (eigenvalues). The assumption that the first m
eigenimages should be chosen, however, is questionable. The MNF approach,
for example, was specifically developed to overcome the observation that the
first m eigenimages in PCA were not always optimal and proposed, instead,
a noise-based ordering. Other methods[393, 396] can be computationally
expensive or do not utilize some of the features of the data. All methods,
hence, place the ordering burden on the decomposition algorithm and do
not directly utilize features of the data or the unique features of the image
acquisition process.
Another general criticism of present methods is that they do not explicitly
account for the correlated spatial and spectral information in the data. For
example, spatial PCA separates features in the spatial domain by accounting
for variance in the scene whereas spectral-based PCA may consider a column
of spectra without regard to their spatial correlation. The variance in data
may arise from measurement noise, sensor characteristics or may be an ar-
tifact. For example, the MNF approach can be shown to rigorously order
images in decreasing order of random noise. Implicitly, the signal in the re-
ordering of MNF eigenimages is assumed to arise from features in the image
but could come from those other than the sample of interest. We present
such a case in Figure 9.1, which shows the 4th 8th 12thand 19theigenimages
for FT-IR imaging data from a breast tissue sample acquired following pro-
cedures previously reported.[397] The 4th eigenimage shows interesting tissue
structural features. Although the 8th eigenimage has higher SNR compared
to the 12th or 19th the 12th and 19theigenimages seemingly contain more fea-
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tures of interest. Obviously, here one would include the 12thand 19th but
not the 8th image in a noise reduction scheme. The 8th eigenimage likely
arises from water vapor differences, as can be seen by examining the spectra
acquired in this data set using a small linear array that is raster scanned
horizontally from bottom to top, and not from the sample itself. Hence,
for spectroscopic imaging data sets, it may be more instructive to employ a
method of selecting eigenimages that accounts for both spectral and spatial
correlations.
Figure 9.1: (A) 4th MNF Factor (Tissue features are apparent) (B) 8th
MNF factor (C) 12th MNF factor (D) 19th MNF factor. The 8th factor has
less apparent structural features than others and is dominated by
measurement artifacts.
There is no universal algorithm to optimally include both spatial structure
pertinent to the sample and spectral characteristics in selecting appropriate
eigenimages. Hence, the identification of eigenimages to include in the data
inversion process is invariably a manual task. This requirement makes the
automation advantage limited and is a key impediment to automated and
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routine application of noise rejection methods. First, though the effect is
likely to be small, manually selected eigenimages will likely vary from prac-
titioner to practitioner and may lead to variance in scientific conclusions or
confidence in results. Second, the need to examine every eigenvalue image
(or, at least, a large set of images) is time-consuming. The decision to ex-
clude or include images with questionable content requires significant time
and some other guidance, e.g. a complementary optical microscopy image.
While such data are often available, they are presently not used in noise
rejection. In this manuscript, we propose a method to automatically deter-
mine eigenimages to use in an inverse transform for effective noise rejection.
The proposed algorithm selects eigenimages based on structural features in
a quantitative manner by utilizing both the correlation between spectra as
well as the spatial information in the image. We test the automated noise re-
jection algorithm by comparing information about tissue structure extracted
from data before and after noise rejection. Last, the improvements in SNR
are quantified and discussed in terms of potential data acquisition strategies.
9.2 Methods
9.2.1 Mathematical Background to the Proposed Method
The MNF transform was introduced by [398] to order multispectral data
in terms of image quality and we briefly describe the background to our






t = (i, j) represents spatial data coordinates and k denotes the spectral
element index. If the number of spectral elements in the data are M , then
X(~t) = [X0(~t), X1(~t), X2(~t), · · · , X(M − 1)(~t)]T and the true spectral value,














Consequently, the covariances are related through
Cov(X) = Cov(S) + Cov(N). (9.2)
Next, the noise fraction for the kthspectral element is defined in terms of the
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variance of the noise and as
Fk = V ar(Nk)/V ar(Xk) (9.3)
which is the ratio of noise variance to the total variance of that spectral

















among all linear trans-




, j = 0, 1, · · · k. The vectors




2 · · ·αkM−1]T (9.5)
are the left hand eigen vectors of ΣNΣ
−1
X and also that the eigen value cor-
responding to αkis equal to the noise fraction of Yk, i.e.
λk = Fk (9.6)
The definition of MNF would imply that λ0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λM−1.
Since λk corresponds to the noise fraction, MNF re-orders spectral elements in
terms of increasing Fk or equivalently, in terms of decreasing SNR. The same
set of eigen vectors is obtained from maximizing SNR or the noise fraction.
However, the approach that maximizes SNR would result in higher eigen
values corresponding to higher SNR and the MNF transform would result
in decreasing order of SNR corresponds to decreasing order of eigen values
λ0 ≥≤ λ1 ≥ λ2 ≥ · · · ≥ λM−1. Our implementation uses this approach to
compute MNF transforms. It is useful to note that since the MNF transform
depends on signal to noise ratio it is invariant under scale changes to any















9.2.2 Proposed Algorithm based on MNF-transform for Noise
Reduction
The MNF transform is first computed following the method above. In hetero-
geneous materials and tissue, we note that the eigenimages also have struc-
ture corresponding to the true structure of the material. The contrast and
precise values of any spectral and eigenimage, of course, cannot be equated
but both types of images have distinct spatial domains. Domains are defined
by their edges and this property forms the basis of our eigenimage selection
scheme. Our proposed method relies on leveraging the spatial structure in
spectroscopic imaging data with structural details in eigenimages via com-
parisons of domain edge profiles. Domains in breast tissue, for example,
include boundaries of the sample, ducts and transitions between different
structural units. Several methods for edge detection[399] based on different
filters and different thresholding schemes have been proposed and studied.
Canny’s method,[400] in particular, is widely used and was found to be ef-
fective for our application. We evaluated two other edge detection methods
(Sobel, Roberts) but found the Canny method better suited to the relative
domain and pixel sizes. Canny’s method has been shown to outperform oth-
ers in be optimal with respect to detection, localization and response.23 The
result of edge detection is a binary image that is termed an “edge map”.
A typical absorbance image and edge map is shown in figure 9.2. While it
is indeed possible to determine edges for any image in general, confounding
effects may arise when the domain sizes are similar to pixels sizes and the
images are noisy. Hence, an intermediate step may be to use a median filter.
The choice of size of the median filter will be a compromise between the size
of structural features and pixel sizes. Using a large median filter would be
effective in removing pixel-to-pixel variations but could also result in loss of
features, especially those that are smaller than the size of the median filter.
Median filters of sizes between 7x7 and 13x13 were found to be most effec-
tive for the samples considered here in that the results were very consistent
regardless of the choice of filter. Hence, we elected to routinely use a 9x9
pixel filter which is used on the data in figure 9.2 prior to obtaining the edge
map.
Once edge maps for the eigenimages are obtained, we seek to compare
them to an “ideal” image (I). It is desirable that this image contains all
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Figure 9.2: A typical absorbance image (left) and the corresponding edge
map (right).
structural details of interest as well as be of high SNR. The edge map of I
and edge maps of eigenimages can then be compared and eigenimages that
are sufficiently representative of the sample structure may be included in the
inversion. The proposed method is quite general to the use of edge maps
and many different types of images with diverse contrast mechanisms can
be used to construct the edge map of the ideal image. Several possibilities
are discussed next. The first MNF eigenimage corresponds to the highest
SNR and likely contains the greatest sample detail; hence, it could be used
as an ideal image. Another avenue may be to choose an image based on the
molecular characteristics of the sample if prior knowledge about the sample
is available. For example, spectral characteristics of tissues for a given organ
is often well-constrained in the spectral regions between ≈ 950 cm−1 (lower
detector cut-off in some of the experiments here) to ≈1800 cm−1 (mainly
bending and rocking vibrational modes of molecules) and from ≈2765 cm−1
to ≈3750 cm−1 (stretching modes). An integrated absorbance in those re-
gions may be used but can be susceptible to edge distortions due to molecu-
larly non-specific scattering.[350] While multiplicative scatter correction[401]
and rigorous optical theory[258, 259] approaches are emerging, an approxi-
mation to removing scattering distortion is the use of second derivatives of
spectra.[402] The sum of the absolute values of the second derivative data
is then indicative of the overall chemical composition of the tissue. The
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Savitzky-Golay filter used for computing derivatives also reduces noise while
preserving peak heights and widths, providing a high SNR I (figure 9.2)
that captures features from important spectral bands. Yet another alterna-
tive is to calculate the Gram-Schmidt intensity of the interferogram of the
sample,[295] which could be a faster route by precluding the FT-process.
The image, however, would retain both structural and biochemical contribu-
tions from all functional groups and scattering interfaces. Finally, another
approach could be to use the bright field optical microscopy image. The
optical image, however, may not contain sufficient contrast, have differences
observed in the IR image or may experience a mismatch in resolution. The IR
”bright field” equivalent, which is simply the height of the centerburst may
be used. Since a background is collected for absorbance data, the sample
data set can be easily corrected for illumination differences. This approach
can be considered a combination of both IR spectral (absorbance) and visible
optical (scattering) imaging.
Figure 9.3: Typical error plot before sorting (red) and after sorting (black)
for RMSE, where the increasing eigneimage number indicates a decreasing
order of importance.
Having chosen an “ideal” image I, its edge map EI is computed. Next,
each eigenimage is filtered using the same kernel as that used for the ideal
image edge map and edge maps Ej, j = 1, · · · ,M can be found. In practice,
the number of significant eigenimages are much smaller than the number
of spectral data points. Hence, it is prudent to consider a smaller subset
of eigenimages to save computation time. In carefully examining resulting
images from the MNF transform, we noticed that most information content
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was in the first 30 eigenimages. Hence, we chose to examine a smaller subset
of MNF transformed eigenimages (P=64) from the available spectral data
points (1640). This represents a substantial reduction in the time for com-
parison and data storage needed. Next, the root mean square error (RMSE)
between EI and Ej, j = 1, 2, 3, · · · , P is computed, which is a measure of the
spectral similarity of the images. A typical plot of RMSE as a function of
eigenimage number is shown in Figure 9.3. RMSE here is an estimate of the
spatial similarity of Ei to I. The RMSE prior to sorting is the decreasing order
of importance from the MNF transform and shows that factors corresponding
to higher eigenvalues (lower eigneimage number) may not necessarily have
significant features. While the eigenvalue curve is obviously monotonically
decreasing, the RMSE curve of the MNF eigenimages displays significant
fluctuation. Re-ordering by RMSE values not only re-orders the important
eigenimages by assigning them a lower number but makes the curve smooth
and amenable to accurately determining saturation or calculating deriva-
tives. It is notable, though, that the actual RMSE error is not affected by
re-ordering and the information content of all the transformed data is only
re-prioritized and not altered in any manner.
The importance of the alteration by sorting can be understood by exam-
ining the RMSE plot (Figure 9.3) in conjunction with the spatial features in
eigenimages as seen in Figure 9.4. Eigenimages and their corresponding edge
maps demonstrate first that images with significant features (e.g. numbers 1,
2, 6 3, 10 and 18) have well defined edge maps while those without significant
features (e.g. number 46) have nondescript edge maps. Second, the spatial
similarity of early factors with the reference edge map results in lower RMSE
values that increase with increasing noise. When information content of the
image is dominated by noise, the RMSE between any edge map and that of
the ideal image is nearly independent of the actual edges, resulting in the
plateau region of the RMSE curve. Eigenimages close to the chosen cut off
have edge maps with a semblance of features buried in noise. By choosing all
factors corresponding to RMSE values less than that at the cut-off point, we
select only those factors with significant features. The derivative of the curve
in the plateau region is negligible and could also be utilized in finding the
cut-off point. We choose the cutoff to be the point after which the derivative
does not rise more than µ+ 3σ, where µ and σ correspond to the mean and
standard deviation of the derivative of flat region of the curve. This is a
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very strict condition which maintains a high degree of spectral detail. Other
cutoff values may be chosen, for example, µ − σ or simply the first image
whose RMSE exceeds µ. Our interest was in preserving as much spectral
detail as possible; hence, we adopt a criterion that may be stringent than
most and likely represents a lower level of improvement in SNR than other
cutoffs. In summary, computing the MNF transform, selecting eigenimages
based on sorted RMSE from edge maps and computing the inverse MNF
using the reduced set of eigenimages prior to the cutoff is a completely auto-
mated noise reduction algorithm that does not require human input. There
are choices that can be made while setting up the protocol, for example, in
choice of the reference image, that are under operator control. Once the
protocol is finalized, however, the process is entirely automated and can be
high throughput. Thus, the criteria of both objectivity and automation for
noise reduction are addressed.
Figure 9.4: Typical eigenimages (A) ordered by the MNF transform. (B)
corresponding edge maps for MNF-ordered images. (C) RMSE re-sorted
eigenimages within this subset.
9.3 Experimental
Tissue used for this study (Biomax Inc.) was processed as per procedures re-
ported earlier.[36] Spectroscopic imaging data are acquired using the Perkin-
Elmer Spotlight 400 imaging spectrometer that is equipped with a linear
array detector and samples a 6.25µm × 6.25µm area per pixel. An under-
sampling ratio of two with reference to the He-Ne laser and mirror scan-
ning speed of 1 cm/s is used to sample the interferogram to provide a spec-
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tral resolution of 4 cm−1. The interferogram at every pixel is then Fourier
transformed using a zero-filling factor of two and N-B medium apodization
and truncated to 4000-720 cm−1 for efficient storage. A background single
beam reference is collected by averaging 120 scans and sample spectra are
acquired by averaging two interferometer scans. To validate the method for
different instruments, we implemented the same algorithm on data acquired
from a system equipped with a large two-dimensional array detector (Varian
Stingray). The system consists of a Varian 7000 Spectrometer coupled to a
microscope accessory, UMA-400. The imaging detector is a liquid nitrogen-
cooled mercury cadmium telluride (MCT) focal plane array that is windowed
to 32 × 32 elements (Santa Barbara Focalplane). The detector samples an
area of 175µm×175µm at the sample. Interferograms were acquired in rapid
scan mode with an undersampling ratio of 2 at a spectral resolution of 4 cm−1
and Fourier transformed using a factor of two zero-filling and NB-medium
apodization. The data were truncated to 4000-950 cm−1 for storage. For
these data, the number of co-additions were varied (1, 2, 4, 8, 16, 32 and
64 scans) to obtain a range of poor to good SNR data. The background
reference was collected at 120 co-additions.
All software used was written in-house or utilized programs in ENVI/IDL.
Computing MNF transforms involves estimating noise statistics. ENVI can
use a shift difference method to compute noise statistics, which assumes that
every pixel contains both signal and noise, and that adjacent pixels contain
the same signal but different noise. A shift difference is performed on the
data by differencing adjacent pixel above and to the right of each pixel and
averaging the results to obtain the “noise” value to assign to the pixel being
processed. To the extent that this assumption is not true, the noise statistics
estimate is in error. Rigorously, the noise should be estimated using repeat
measurements, as that is easily possible in FT-IR imaging. With the com-
mercial raster scanning system, however, we were unable to obtain successive
measurements without a new scan. The positioning error on the stage was
such that slight pixel shifting was observed, precluding true averaging at ev-
ery pixel. Hence, we employed the shift difference method in this study. The
pixel size being set smaller than the lowest resolution achievable, however,
and the general nature of large phases in the data here likely result in the
estimate being close.
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9.4 Results and Discussion
Figure 9.5: (A) Acquired high SNR data and simulated noisy spectra
obtained by adding noise (σ = 0.001, 0.01, 0.1 and 0.4 a.u.), showing the
degradation in data quality. Spectra are offset for clarity. (B)
Corresponding spectra after noise reduction. (C) Absorption spectrum
(1-scan in black) compared to the resulting spectrum from the same pixel
after noise reduction (blue) and to that acquired by averaging 64 scans
(red).
In order to quantify the SNR gain from noise reduction, we first acquired
high SNR data using the linear array system as a base for simulations and
a comparator. Poor SNR data is simulated from this data by adding noise
from a normal distribution with different standard deviations (σ = 0.001,
0.01, 0.1 and 0.4 a.u.) as shown for a single pixel in Figure 9.5(A). Resulting
spectra after noise reduction are shown in Figure 9.5(B). An improvement is
apparent, even in cases where noise appears to overwhelm spectral features.
The reduction in noise achieved is quantified in Figure 9.6. Noise values
were calculated using the non-absorbing 1950 cm−1 - 2000cm−1 region with
41 spectral points around 1975cm−1 and are averages of 1024 spectra.
The dashed diagonal is the unity gain line that separates decrease or in-
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Figure 9.6: Noise before (input noise) and after application of the algorithm
(output noise). An order of magnitude improvement can be observed.
crease in noise upon application of the algorithm. The plot indicates success
in applicability over three orders of magnitude of input noise where an order
of magnitude noise reduction is observed. The actual noise reduction depends
on the number of factors chosen for the inverse transform, the number of pix-
els in the original data set and the degree of correlation in the noise. If the
noise is high enough, the benefit is observed to be proportional to the input
noise. For very low noise cases, the plot indicates that it becomes difficult to
improve the data further. This behavior likely arises from the distribution
of noise and information in eigenimages. It must be noted that many of the
eigenimages rejected in the inverse transform do contain information and all
selected do contain noise that is both correlated and uncorrelated. Hence,
the limitation of the process arises from both correlated noise and the need to
balance information content of eigenimages with the opportunity to reduce
noise, We have used a fairly conservative approach to noise reduction in that
fewer eigenimages could have been selected in the inversion, which may also
explain the lack of significant improvements when the input noise is low. It is
interesting to note that a previous application of the MNF transform[5] also
provided a limit to the improvement possible with this approach, but in the
high noise limit. There, the high input noise data were found to contain a low
frequency response in the spectra of inverse transformed data that limited
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the noise reduction achieved. In summary, the forward-reverse transform ap-
proach appears to be bounded in its ability to improve data quality in both
the high noise (as previously shown) and low noise cases (as observed here).
These limits must be considered when designing data acquisition protocols
that take advantage of this post-processing approach.
From the trading rules of FT-IR spectroscopy,[9] a factor of n improve-
ment in SNR requires an increase of n2 in data acquisition time. Hence,
a method to increase data acquisition rate without loss in its quality could
involve rapid data collection at a low SNR followed by application of nu-
merical techniques for noise reduction. The order of magnitude improve-
ment, as we show above, allows for close to two orders of magnitude re-
duction in scanning time. To test this hypothesis, we compared noise re-
duced data from a single interferometer scan with data obtained by av-
eraging 64 scans (Figure 9.6(D)). Spectra with only one scan, after noise
reduction, closely resemble spectra obtained from 64 scans experimentally.
Caution must be exercised, however, in claiming that mathematical tech-
niques provide precisely equivalent data. As can be seen from the spectra,
there are some low frequency noise components in the noise-reduced spec-
trum that were not eliminated.[403] Noise reduction has important impli-
cations in areas where data quality cannot be improved by averaging (e.g.
kinetics measurements),[404] for low-throughput configurations such as to-
tal internal reflection sampling[405, 406, 407] where large quantities of data
are acquired or where the analyate signal is low. An interesting test case in
to perform histopathology without human intervention[408] faster than with
current data acquisition protocols. Briefly, FT-IR microspectroscopy com-
bined with pattern recognition tools[301] is rapidly developing as a poten-
tial tool for automated structure[409] and disease recognition[257, 410, 283]
within complex tissue by a number of groups.[247, 411] Unfortunately, the
time to acquire data from large numbers of samples is prohibitive. For exam-
ple, a recent study[36] reported the quantitative evaluation of classification
using large sample and data sets that required many months to acquire. Re-
ducing data acquisition time through automated noise reduction will help
reduce time in laboratory studies. When the approach is translated to clin-
ical venues, it will serve to enhance the speeds and throughput of samples.
As an example, Figure 9.7 illustrates the benefits of using automated noise
reduction. Prostate tissue is classified into its constituent cell types. Classifi-
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cation is inaccurate for the higher noise case but is recovered when the noise
is reduced. The time for data acquisition for this 500µm× 500µm image set
was reduced from ≈ 45 mins to less than 2 mins. While the result demon-
strates qualitative agreement between the classified images, we examine next
a detailed quantitative assessment of the fidelity of inverse transformed data
and the benefits of noise rejection for tissue classification.
Figure 9.7: Effect of automated noise reduction on prostate tissue
classification. Top row: classification results, Bottom row: absorbance in a
tissue sample at 1080 cm−1 (A) high SNR data in which measured baseline
noise is ≈ 0.001 a.u. with the corresponding classified images showing three
types of cells. (B) Lower SNR data in which measured baseline noise is ≈
0.005 a.u., demonstrating that the classification becomes noisy and (C)
noise reduced data set obtained from the data in (B), demonstrating that
the classification errors are reduced.
The accuracy of tissue classification is related to SNR of the data, as has
been demonstrated previously for prostate tissue.[353] Here, we sought to
apply the same exercise to breast tissue. We acquired data from 10 tissue
samples consisting of almost 8000 spectra per sample. The samples contain
a variety of cell types and disease states. As a first step towards classification
for disease diagnoses, breast tissue is divided into two cell types (epithelial
cells, which are indicated in green, and stromal cells, which are indicated in
magenta). The effect of decreasing data quality can be seen in classified im-
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ages shown in Figure 9.8A-D (top row). Noise in the underlying absorbance
data increases from A to D, thereby noise in the classified images increases
progressively until all ability to segment tissue is lost for noise levels ≈0.1
a.u (Figure 9.8D). We quantified classification accuracy, further as measured
by calculating the area under the curve (AUC) of the receiver operating
curve(ROC)[250] for pixels that meet the threshold for classification, in Fig-
ure 9.8 (E). As a function of average noise in the absorbance data, AUC
values finally fall to about 0.5, which is equivalent to random guessing and
does not provide any useful classification information. At the higher noise
levels, some tissue pixels are not even recognized as meeting the threshold
for inclusion. For intermediate noise levels, classification accuracy decreases.
Figure 9.8: Effect of noise in the absorbance data on image classification is
illustrated for breast tissue in A-D (top panel), where the noise in the data
is calculated to be 0.0001, 0.001, 0.001 and 0.1 a.u., respectively. (E)
Classification accuracy, as measured by the area under the receiver
operating characteristic curve, decreases with increasing noise for both cell
types. Image classification is shown upon using the noise reduction
algorithm (A-D, bottom panel). (F) Classification accuracy before and
after noise reduction.
The impact of noise reduction on classification is demonstrated in the
bottom panel of Figure 9.8. Classified images for each noise-reduced case
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(A-D) demonstrate that classification accuracy for all cases appear to be
comparable to classification accuracy for low noise cases. Examination of
classified images and classification accuracy values indicates that noise re-
duction improves classifier performance in each case. For low noise data,
noise reduction does not appear to significantly impact classification since
the classification accuracy is almost 100%. On the other hand, noise reduc-
tion significantly improves classification from FT-IR spectroscopic imaging
data with higher noise levels. Hence, a potential route to faster data acqui-
sition for histopathology, without the need to modify hardware or change
any experimental configuration, can be proposed based on post-processing
noise reduction. The ten-fold increase in noise of the data to provide the
same classification accuracy implies that ≈100-fold decrease in data acquisi-
tion time may be obtained. Instead of needing ≈300 hrs (12 days) to scan
a 1cm × 1cm area with a large focal plane detector, the proposed approach
will allow the same in ≈3 hours.
9.5 Conclusions
An objective eigenimage selection scheme based on structural features has
been proposed here for automated noise reduction after data acquisition. An
order of magnitude reduction in noise could be achieved using this algorithm
when the noise was not very low. Applied to obtaining results from samples,
for example for tissue classification, there is an equivalent recovery of cor-
rect results at higher noise levels. The improvement translates directly into
a reduction in time required for data collection. It must be noted that the
gain here is through post-acquisition computational techniques and does not
involve changes in instrumentation hardware or data acquisition schemes.
Hence, it is easy to implement and inexpensive to deploy. It is anticipated
that the automated nature of the proposed approach will allow it to become
routinely applied to enhance data quality and the recover scientific results




DARK FIELD RAMAN MICROSCOPY
Confocal Raman microscopy is often used for optical sectioning but is prob-
lematic when the sample plane of interest has a weak Raman cross-section/signal
relative to areas that are out-of-focus. This is especially true for clinical sam-
ples in pathology, which consist of a thin tissue (≈ 5µm) sample placed on
a thick glass slide. Here, we recognize that the problem is the result of the
extent of the illumination at the confocal plane being larger than the size of
the sample and propose a dark field illumination scheme to efficiently reject
substrate signals. The ability of several optical configurations in rejecting
out-of-plane signal is investigated for two model systems: SU-8 photo resist
over Teflon and SU-8 photo resist over polystyrene. The proposed reflective
dark field approach, in which excitation converged to a focal point slightly
above the focal plane of the collection optics, was found to be most effective
in recording data from the sample. The proposed approach is validated by
the rejection of substrate response (fluorescence) in spectra acquired from
≈4µm of breast tissue on a glass microscope slide. The proposed approach
is easy to implement on existing confocal systems, has a straightforward op-
timization in acquiring data and is not expected to result in loss of lateral
resolution in mapping experiments. [This chapter is adapted with permission
from [412]. c©2010 American Chemical Society.]
10.1 Introduction
Raman microscopy has now been applied in a broad range of scientific inves-
tigations ranging from monitoring chemical reactions[413, 414, 415, 416, 417]
to characterizing polymer films [418, 419, 420, 421, 422, 423] to detecting
cancer [424, 425, 426, 427, 428]. Biological applications are especially in-
teresting because images based on Raman spectra can be obtained with-
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out the use of dyes or stains, thereby forming an important modality in
the emerging field of chemical imaging.[429] Ex vivo examinations of mi-
croscopic regions can provide both quantitative morphological and func-
tional information,[430] directly addressing needs in label-free, automated
histopathology.[431] Such investigations are also complementary tools to in
vivo applications, including both epidermal[432, 433, 434] and transcuta-
neous/deep tissue measurements,[435, 436, 437, 438] and form a critical val-
idation step for developing in vivo spectroscopic imaging. However, ex vivo
Raman microscopy is not readily applicable to clinical tissue samples. The
common procedure in clinical work-flow, for example for cancer diagnosis
and grading, includes preparing tissue sections that are typically 2-8µm thick
and are deposited on to inexpensive glass slides used for microscopy. Raman
microscopy measurements on these samples are especially difficult. Near
infrared (NIR) illumination is needed to minimize auto fluorescence;[439]
unfortunately, a strong background fluorescence signal in the NIR region is
contributed by trace amounts of rare-earth metals in conventional glass slides,
overwhelming Raman spectra from the tissue. For Raman analysis, hence,
thick sections (> 20µm) are typically placed on fused silica or CaF2 slides
as there is little competing substrate signal.[440, 441] Not only is the sample
preparation clinically incompatible but the substrates are more expensive
and unfamiliar to most pathology laboratories.
An alternative is to employ a confocal microscopy approach to optically
section the sample[442, 443], as illustrated in Figure 10.1(a). Lens1 (the
microscope objective) collimates light from the focal plane, which is then
focused by lens2 through a pinhole aperture to a detector/spectrometer
at the image plane. Any light collected by lens1 from above or below
the focal plane is not collimated and is, consequently, rejected at the pin-
hole. Irrespective of the specific optical setup for achieving depth resolution
[444, 445, 446, 447, 448], a point spread function (PSF) describes the distri-
bution of light intensity collected in the z-dimension (depth). The PSF can
be experimentally measured by translating a thin sample across the plane of
focus and plotting the intensity of a Raman band. In confocal Raman mi-
croscopy, the problem in localizing signal arises when media providing weak
and strong signals are adjacent, as is the case with tissue on a glass slide.
As illustrated in Figure 10.1(b), this problem arises from the small tails (or
wings) in the excitation PSF that can generate a detectable Raman signal
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Figure 10.1: (a) Schematic illustrating typical confocal collection optics (b)
illumination point spread function
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from outside the plane of interest[449, 450]. For samples on a glass microscope
slide, for example, the contribution of the tails creates a large fluorescence
background. While these backgrounds may be removed in software[451, 452]
or through multiple excitation schemes [453] the two approaches involve a re-
duced dynamic range for the signal and can complicate instrumentation and
data analysis. A microscopy approach to improved signal localization would
allow a larger Raman signal to be recorded directly from the region of inter-
est, provide accurate depth profiling and straightforward mapping of clinical
samples. Hence, microscopy techniques that improve upon the conventional
confocal setup are attractive. In this manuscript, we experimentally investi-
gate and compare several optical configurations to understand sample signal
localization to substrate signal rejection. In a conventional confocal Raman
microscope, the collimated excitation light fills the back aperture of the col-
lection optics, nominally resulting in an overlapping of the illumination and
collection PSFs. While this is the ideal configuration for maximizing overall
signal intensity, we demonstrate here that it is not the best configuration
for rejecting out of plane excitation, especially for the weak-strong scenario
illustrated in fig 1b. Hence, we propose a new approach, termed dark field
Raman microscopy to reject substrate signal. The approach is implemented
with minor modifications on a commercially-available, confocal Raman mi-
croscope. Theoretical considerations and fluorescence rejection from breast
tissue on a glass substrate are also presented for the dark field configura-
tion. Finally, we describe the potential utility and limits of this approach in
examining clinical samples.
10.2 Instrumentation
Raman spectra were acquired using a commercial microscope (Senterra, Bruker
Optics Inc., The Woodlands, TX) with a 50x, 0.75 N.A. MPlan objective
(Olympus America). A 50µm pinhole aperture was used to achieve confocal
collection optics. For all measurements, the spectral region from 90-1800
cm−1 was collected with 3-5cm−1 spectral resolution. We modified the setup
to include a microscope objective adapter comprised of a dichroic mirror
(LPD01-785rs, Semrock Inc., Rochester, NY) to couple light from an exter-
nal laser (785nm Invictus, Kaiser Optical Systems Inc., Ann Arbor, MI) to
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Figure 10.2: Schematic of experimental configurations
the collection optics as illustrated in figure 10.2. Control over the conver-
gence/divergence of the laser beam was achieved by translating the collimat-
ing optics relative to the excitation fiber. Illumination patterns were altered
by placing apertures prior to introducing the laser beam into the microscope.
Three different illumination patterns were tested. Illumination 1 is a typical
confocal setup with collimated light filling the back aperture (6mm diame-
ter) of the microscope objective and focused to the same focal plane as the
collection optics. Illumination 2 is the same as illumination 1 with a 4mm
circular aperture placed in the center of the beam. The aperture was made
out of black carbon tape cut to a 4mm circle using a skin biopsy punch and
held in place with a fused silica window. Illumination 3 was the same as
illumination 1, except the edges of the beam were blocked with an iris closed
to a 2mm aperture, so that a 2mm laser beam filled only the center portion
of the microscope objective’s back aperture.
10.3 Samples
Three model samples were used to compare the three optical configurations,
as illustrated in figure 10.3a. The first model system was a SU-8 photoresist
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Figure 10.3: (a) Three model systems (b) Spectra of SU-8 (25µm thick),
polystyrene (750µm thick), and Teflon (6mm thick) on the same intensity
scale
polymer layer over a polystyrene sheet, the second was a layer of SU-8 pho-
toresist over Teflon and the third was a silicon wafer (calibration standard).
The SU-8 was spin coated on top of each substrate following the manu-
facturer’s procedures (SU-8 5, Micro Chem, Newton, MA) to obtain a 5µm
thickness. Raman measurements were acquired from the three model systems
at different sets of illumination and collection focal planes. Polystyrene was
chosen because it is transparent and has relatively large Raman cross-section
but is optically transparent, while Teflon was chosen because it additionally
represents a highly scattering substrate. The relative intensities of Raman
spectra for SU-8, Polystyrene, and Teflon are illustrated in figure 10.3b. A
25µm thick film of SU-8 was used to acquire a reference spectrum, while the
thickness of the model system was 5µm SU-8 over 750µm of polystyrene or
5µm SU-8 over 6mm of Teflon. At 5µm, the SU-8 signal is approximately
an order of magnitude lower than the signal for both substrates (polystyrene
and Teflon). Tissue slides were prepared by using a microtome to section a
paraffin block to 4 micron thickness and depositing it onto a glass microscope
slide. Paraffin was then removed by placing the slide in xylene for 3 minutes,
followed by 100% alcohol for 1 minute, followed by 95% alcohol for 1 minute
and lastly washing the slide in distilled water for 1 minute.
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10.4 Data Acquisition
The first aim of this work was to compare the three illumination configu-
rations. The PSFs for each configuration were experimentally determined
by translating a silicon wafer above and below the plane of focus with an
automated stage in steps of one micrometer and plotting the intensity of the
silicon band at 520 cm−1 shift. Next the three illumination configurations
were focused on the surface of the SU-8 over polystyrene and the SU-8 over
Teflon five times, refocusing and repositioning the stage for each measure-
ment. Differences in the band intensity ratios for the surface signal (SU-8)
compared to the subsurface signals (polystyrene or Teflon) were observed and
quantified by normalizing the SU-8 band at 1108 cm−1 to a substrate band
(polystyrene band at 1029 cm−1 or the Teflon band at 1379 cm−1).
In addition to focusing the excitation laser to the same focal plane as
the collection optics, the three configurations were also compared with the
incident beam focused above and below the focal plane of the collection
optics, as illustrated in figure 10.4. For each illumination configuration, the
laser beam was focused 5µm into the model system comprised of SU-8 over
Teflon while the collection optics were focused onto the top surface of the
SU-8. The laser focus was systematically raised in steps of approximately
1µm until the laser was focused to 5µm above the sample while the collection
optics maintained focus on the surface of the SU-8. This was accomplished
by translating the collimating optics (60mm focal length lens) relative to
the 50µm core excitation fiber. For the SU-8 /polystyrene model system
the acquisition times were adjusted between 15 and 120 seconds so the total
signal (counts) collected was approximately the same for each of the three
illumination configurations. For the SU-8/Teflon substrate the acquisition
time was 60 seconds and 1sec for the silicon wafer with a laser power at the
sample of 70mW for configuration 1, 20mW for configuration 2, and 15mW
for configuration 3.
Finally, spectra were acquired from a ≈4µm thick section of breast tissue
on a standard glass microscope slide (BK7 glass) to compare the optimal il-
lumination configuration to a standard confocal configuration. Spectra were
acquired at the same location on the sample which was achievable with the
use of an automated stage and verified by features on the specimen. Ac-
quisition time was 5 minutes per spectrum (3 co-additions) and power was
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Figure 10.4: Schematic of the illumination focused above or below the focal
plane of the collection optics for the three illumination configurations
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adjusted to be 75 mW at the specimen for both configurations. Collection
optics consisted of a 100x, 0.90 NA MPlan objective (Olympus America)
that was focused onto the surface of the specimen. Illumination was focused
to ≈3µm above the surface of the tissue. For the reflective dark field mea-
surements, a 2 mm diameter circular aperture was used to block the center
portion of the objective’s 3 mm back aperture.
10.4.1 Data Analysis
Data processing using OPUS 6.5 (Bruker Optics Inc., The Woodlands, TX)
included background corrections to correct the dark current response and
quantum efficiency of the charge coupled device. Wavelength calibration
was also accomplished using OPUS 6.5 to adjust the Raman shift using the
atomic emission spectrum of mixed neon and argon gases. The data was then
imported into Matlab2008b (The Mathworks Inc., Natick, MA) and cosmic
rays/spikes were corrected manually. Analysis of the data was performed in
both Matlab and Grams/AI (Thermo Galactic, Madison, WI) using standard
band-fitting routines. Results and Discussion
Figure 10.5: Microscope images and normalized point spread functions for
the three illumination configurations using a silicon wafer to reflect the
light back through the collection optics.
Images of the three illumination configurations and measured axial PSFs
are illustrated in figure 10.5 under the conditions of illumination and col-
lection planes overlapping. The PSF for illumination 3 is wider than illu-
mination 1 and illumination 2 because the full numerical aperture (NA) of
the microscope objective is not being used, resulting in a smaller effective
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angle. Illumination 2 has a PSF similar to that of illumination 1 because
the outer edges of the objective’s back aperture are focusing light, resulting
in similar maximum angles of convergence or NA. A silicon wafer represents
only a first surface reflective measurement, but when the light propagates
through an analyte of some thickness, the different illumination configura-
tions have different contributions from surface and subsurface layers. We
note here that illumination 2 is similar in spirit to the optical configuration
employed for dark field optical microscopy. As detailed next, however, the
correspondence between optical and Raman dark field microscopy is distinct
in implementation details.
Figure 10.6: Raman spectra obtained with the three different illuminations
(a) SU-8 over polystyrene (b) SU8 over Teflon (c) surface to substrate
signal for SU-8 over polystyrene (d) surface to substrate signal for SU-8
over Teflon.
Figure 10.6 illustrates the results obtained when the three illumination
configurations are focused onto the surface of SU-8 samples. The SU-8 signal
in each case is normalized to the substrate signal. For both model samples,
illumination 2 demonstrates the best substrate signal rejection. The higher
standard deviation that is observed with the Teflon substrate is attributed
to light scattering. A depth profile of each illumination configuration for the
SU-8 over Teflon model system is presented in figure 10.7, in which the signal
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is again normalized and the profiles all re-scaled to compare differences in
PSFs. Illumination 2 is clearly more sensitive to layer thickness (surface)
as evident by a narrower PSF. It is notable, however, that the maximum
SU-8/Teflon signal intensity occurs when the focus is 2 µm above the surface
of the SU-8. Similar offsets have been previously reported[449, 450]. The
explanation for this effect resides in the illuminating and collecting PSFs. If
both illumination and collection are focused at the top surface of the thin
sample, the tails of the PSF indicate penetration into the substrate. It is clear
that the collection of weak, Raman-scattered light should be maximized at
the sample to maximize signal while minimally illuminating the substrate
to prevent it from contributing appreciably. Hence, in contrast to current
practice, we separated the focal planes for the illuminating and collecting
optics.
Figure 10.7: The point spread functions/depth profile for the three different
illuminations and a schematic illustrating the sample position at the
maximum SU-8 signal intensity.
The collection optics were focused onto the surface of the top layer and
optics for excitation were focused above the surface. This was accomplished
by slightly converging the incident beam so that after passing through the
objective, the light comes to a focus at a location above the focal plane for
which the objective was designed. Though similar in spirit, this configura-
tion is conceptually distinct from dark field optical microscopy because the
same objective is being used for both illumination and collection. It is also
noteworthy that optical dark field microscopy requires the use of an intense
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source as thin, transparent samples only scatter weakly and thick samples
cannot be used. For Raman microscopy, however, inelastically scattered light
is emitted in all directions; hence, even though the incident beam is prop-
agating at angles that are oblique to the collection optics, Raman signal is
detectable with the signal intensity being simply a function of the analyte’s
Raman cross-section. Thus, there is no restriction in the sample and the
same illumination powers as full field illumination can be used and existing
instrumentation does not have to be appreciably changed.
Figure 10.8: Raman spectra obtained from illuminations 1, 2, and 3 where
the collection optics were focused onto the surface of the SU-8, and the
illumination was focused either above (a,d,g-blue), at (b,e,h- black), or
below (g,h,i-maroon) the focus of the collection optics.
Additional measurements were acquired after the focal plane separation
described above and are shown in figure 10.8. In all cases, focusing the illu-
mination above the sample’s surface (figures 10.8a, 10.8d, and 10.8g- blue)
increases the intensity of the surface layer signal. Additionally, the con-
verging input to the lens increases the effective numerical aperture of the
objective. The greatest surface signal is obtained from “illumination 2d”
where the light is focused above the sample while the collection optics are
focused on the surface of the sample. To further investigate the focal plane
separation, the illumination focal plane was varied in 1µm increments from
5µm below to 5µm above the sample’s surface while the collection focal plane
was maintained on the surface of the sample. Results, in figure 10.9, indicate
that illumination ≈2-3µm above the sample’s surface provides a significant
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increase in its contribution. The sample’s contribution quickly decays, how-
ever, when the illumination is above or below the sample surface. Hence, this
approach can be used to optimize sample signal intensity in an automated
manner for data acquisition by maximizing the signal through translating the
illumination optics while the collection optics maintain focus on the region
of interest. Thus, we believe that dark field Raman microscopy can be easily
implemented in practice.
Figure 10.9: Illumination for each configuration was varied in ≈ 1µm
increments from focused ≈ 5µm below the sample’s surface to ≈ 5µm
above the sample’s surface while the collection optics maintain focus on the
surface of the sample.
To complement the experimental implementation of dark field Raman mi-
croscopy, we explicitly modeled the setup using rigorous optical theory, as
described briefly next. Consider a wave that is incident on a transverse
(x, y) plane and propagating in the (positive) z−direction, represented as
F (x, y, z, t) = ei(k·r−2piνt), where r = xxˆ + yyˆ + zzˆ is a position vector and
k = kxxˆ + kyyˆ + kz zˆ is a vector of magnitude 2pi/λ. Ignoring the time de-
pendence, the complex phase amplitude of the plane wave over a constant
z−plane is then given by F (x, y, z) = Ei~k·~r. Here, kx and ky can be thought
of as spatial frequencies that constitute the angular spectrum and kz is a
“frequency” term associated with propagation in the z−direction. Since the
magnitude of ~k is k0 = 2pi/λ, kx, ky and kz are related as
kz =
√





)2 − k2x − k2y (10.1)
For any illumination scheme, calculating the electric field, U(x, y, zD), at any
point in space using knowledge of the incident field, U(x, y, 0), will provide
a measure of the local intensity for Raman excitation. Here, we employ an
angular spectrum approach to explicitly calculate the Raman signal. The
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angular spectrum of U(x, y, zD), or the field at any plane z = zD that is
parallel to the original plane of incidence (x, y, 0), is U˜(kx, ky, zD), the 2-D
Fourier transform of U . The two are related such that







Since U satisfies Helmoltz equation,
∇2U + k2U = 0 (10.3)
at all points in the space of propagation, it follows that
d2
dz2
U˜(kx, ky, z) + k
2
z U˜(kx, ky, z) = 0 (10.4)
Solutions to the above equation can be written in the form
U˜(kx, ky, z) = U˜1(kx, ky)e





since we are interested in propagation of light in the positive z−direction.
The angular spectrum at the plane z = zD, hence, is given by






The effect of propagation through a distance zD is a simple phase change in




propagation of light through a thin lens would result in a phase change but
not a change in its amplitude. This can be mathematically described by
a transmission function which relates the incident wave to the transmitted
wave. The transmission function of a thin lens [454] is given by t(x, y) =
exp[−i k
2f
(x2 + y2)] where k = |~k| and f is the focal length of the lens. f is
assumed positive for a convex lens. If a thin lens is placed at z = z0 and a
wave U(x, y, z0−) is incident on the lens, the field immediately after the lens,
i.e. at z0+ , is given by
U(x, y, z0+) = t(x, y)U(x, y, z0−) (10.8)
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or
U(x, y, z0+) = exp[−i k
2f
(x2 + y2)]U(x, y, z0−) (10.9)
The treatment of light propagation through an aperture is mathematically
similar to the propagation through a lens in that we use a transmission
function to describe the effect of the aperture. The transmission function






x2 + y2 ≤ R
0,
√
x2 + y2 > R
(10.10)
Similarly, the central dark field annular aperture can also be described by a
transmission function. If the radius of the obscuration is Ra, the transmission





x2 + y2 > Ra
0,
√
x2 + y2 ≤ Ra
(10.11)
Using the angular spectrum framework (above), light propagation from one
plane to another is modeled by employing knowledge of the incident beam
intensity, the focal length of the lens and the radii of apertures/obscurations
along with their relative positions. This theoretical approach provides fur-
ther insight into the experimental results and validates our conceptual model
of the reflective dark field configuration which is illustrated in figure 10.10a.
Calculated fields for illumination and collection are used to predict x−z pro-
files for incident light in the dark field configuration as well as x−z profiles of
the collection cone at 850nm in figure 10.10b. In the model each sample layer
is labeled with the appropriate index of refraction. Light scattering is ignored
for simplicity. An 850nm wavelength was selected for evaluating the model
as it is approximately half-way between the maximum (915nm) and mini-
mum (810nm) wavelengths of collected light. The calculated x − z profiles
fit well with our conceptual model and illustrate the illumination incident at
oblique angles to the collection cone as the light propagates through the sam-
ple. The angular spectrum model is further validated in figures 10.10c and
d where experimental and predicted x−axis illumination intensity profiles
through the center of the field of view plotted for the dark field illumination
in the x − y plane at the focus (3µm above the sample’s surface) and at
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the samples surface. Here similar profiles are observed for both experimental
and predicted x profiles. While the experimental and predicted profiles are
in good agreement, the deviation (profile broadening) is likely the result of
illuminating with a 50µm core fiber which is modeled as a point source, but
is in reality an extended source. By modeling the fiber as a point source
it is possible to propagate the field as a plane wave which will come to a
perfect focus. However, an extended source results in a beam that is a sum
of nonparallel plane waves each of which focuses at different (but adjacent)
points resulting in a broadened focal spot.
Figure 10.10: (a) conceptual model illustrating the reflective dark field
configuration (b) predicted x− z profile for incident light (green) and
collection cone (red) at 850nm for the dark field configuration (c) dark field
illumination experimental and predicted x−axis intensity profiles at the
focal point (3 m above the samples surface) (d) dark field illumination
experimental and predicted x−axis intensity profiles at the samples surface.
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Figure 10.11: Raman spectra of breast tissue using “configuration A” (red)
and the reflective dark field configuration (green). Estimations of the
fluorescence contribution from the glass slide (dashed lines)
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In figure 10.11, the reflective dark field configuration (configuration d) is
compared to “configuration A” (detailed in figure 10.8) using a ≈4µm thick
section of breast tissue on top of a typical glass microscope slide. Each spec-
trum was normalized to the phenylalanine band at 1004 cm−1 shift. The
spectrum obtained using “configuration A” has 3-4 fold more fluorescence
than the spectrum obtained using the reflective dark field configuration. As
was observed with the polymer model systems, by separating the illumina-
tion’s focus to ≈3 µm above the surface of the tissue and maintaining the
focus of the collection optics on the surface of the specimen, the reflective
dark field configuration collects a greater signal contribution from surface
layer because the excitation light that propagates into the substrate does so
at angles that are too oblique for the field of view of the collection optics.
It should be noted that the light scattering caused by the surface layer
is expected to redirect some of the light back into the field of view of the
collection optics which would likely increase the substrate signal. Therefore
this method is expected to have its limitations; as the scattering coefficient
of the tissue increases and/or the sample thickness increases the efficiency of
substrate signal rejection will decrease. However for thin sections of tissue,
10µm or less, the reflective dark field configuration seems to hold signifi-
cant potential for rejecting substrate fluorescence. It is also expected that
if material was place over the analyte (tissue), such as a cover slip, the sig-
nal from that over-layer would not be rejected by the reflective dark field
configuration.
While reflective dark field Raman microscopy presented here is one ap-
proach to rejecting out of focus light, other optical methods have been pro-
posed recently including the use of phase masks in a divided aperture con-
figuration. As implemented by Pelletier[35], divided apertures can be used
to filter light at the pupil plane by partially blocking one side of the incident
beam with a blade type aperture and then blocking the opposite portion
of the collected light with a second blade type aperture. This configura-
tion is easy to implement by positioning the blades in an orthogonal manner
within Fourier transform planes and has been experimentally demonstrated
to improve depth resolution at the expense of signal intensity. Pelletier also
conceptualized the use of radially symmetric designs and proposed a variety
of phase mask configurations that could potentially improve signal through-
put when combined with computation. While the dark field approach as
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implemented here also demonstrates improved depth resolution at the ex-
pense of signal intensity, the dark field approach has the distinct advantage
of collecting light with the entire numerical aperture of the collection optics
while the divided aperture method blocks a portion of the collection optics
numerical aperture. This implies that higher signal intensity is achievable
with the dark field approach. However, it should be noted that the use of
a dark field configuration is limited to rejecting substrate signal and is not
suitable for samples where one is interested in a thin section sandwiched be-
tween two or more layers. The divided aperture method is better suited for
this type of sample.
Finally, gaining depth resolution in thin samples/specimens has been demon-
strated here; it is also of interest to simultaneously examine the lateral reso-
lution achieved in this configuration for mapping purposes. In the reflective
dark field approach, it is expected that the lateral resolution will be equiv-
alent to a conventional confocal measurement as the collection optics are
focused onto the surface of the sample and the lateral resolution should be
governed by the size of the pinhole aperture. Interestingly, this dark field
approach can be inverted to maximize substrate signal and, hence, image
buried, sub-surface samples more effectively. Other interesting directions
from this study would be to optimize aperture sizes and beam convergence
to maximize signals of interest. The implementation of transmission-mode
dark field Raman microscopy and comparison with the reflection-mode re-
ported here would also prove interesting. Both theoretical and experimental
efforts in these directions are underway in our laboratories.
10.5 Conclusions
Motivated by the need to analyze thin biological samples, we proposed here
a reflective dark field configuration for confocal Raman microscopy. The ap-
proach demonstrated the most promise for rejecting substrate signal when
compared to the common, “confocal” illumination commercially available to-
day. We also introduced the idea of focusing the sample excitation above the
sample’s surface using a slightly converged beam while focusing the collec-
tion optics on the sample’s surface. In sum, the dark field illumination and
asynchronous focusing of the illumination and collection optics enabled us
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to acquire data from clinical tissue samples with 3-4- fold lower fluorescence
from the substrate. It is notable that the proposed configuration can be
implemented on existing Raman confocal systems with minor modifications,
does not require increased illumination intensity at the sample plane, pro-
vides the best lateral and axial resolution compared to other spatial-filtering
approaches and provides opportunities for automated sample positioning that





Here we present a method of performing mid-infrared spectroscopic tomogra-
phy (MIRST). This technique allows the reconstruction of four dimensional(3D
spatial and 1D spectral) complex refractive index of a sample. MIRST is a
three dimensional analogue to FT-IR spectroscopic imaging[358] which has
been shown [379, 378] to be effective for tissue type identification and cancer
diagnosis. The general framework and theory of FT-IR spectroscopic imaging
has been presented in the previous chapters and the forward problem of ob-
taining data, given the sample’s optical properties is known.[373, 21, 23, 22]
However, there is no theory for performing spectroscopic tomography using
mid-infrared light. Here we present the theory to solve this tomographic
problem.
A fundamental impediment to solving the tomographic problem is the
absence of phase information in FT-IR imaging. Phase information cannot be
obtained from current FT-IR systems because the sample position precludes
this information from reaching the detector. We modify an FT-IR imaging
instrument so as to make it possible to obtain phase information. Placing the
sample in one of the interferometer arms provides a reference and therefore
helps obtain phase information.
11.1.1 Analysis of a Mid-Infrared Spectroscopic Tomography
System
A model for the analysis of a mid-infrared spectroscopic tomography is pre-
sented here. The schematic for a spectroscopic tomography setup is shown
in Figure 11.1. Unlike FT-IR imaging, the sample is placed in one of the
197
arms of the interferometer.
Figure 11.1: Model for a spectroscopic tomography system. The system
consists of an interferometer with a sample in one arm and a plane mirror
in the other. Cassegrain C1 focuses light on to the sample S and C2
projects light on to the moving mirror M2. C2 and M2 move as a unit.
11.2 General Theoretical Model
The general mathematical framework for MIRST is along the lines Chapter
8. We use a scalar wave theoretic model and assume that the system is linear.
We use the Dirac notation and borrow the operators for light propagation
and Cassegrain from Chapter 8. Since the Cassegrain operator depends on
the orientation of the Cassegrain, we denote a Cassegrain which focuses an
incident collimated beam to a point (i.e. with d1 > d2) by GCi and one
which collects light from a point and produces a collimated beam (i.e. with
d1 < d2) by G¯Ci .
Given a field produced at the source |Uz1〉, at z = z1 then propagated
along the z axis to the beam splitter at z = zI , acted on by the beam
splitter, directed along the −ve z′ axis to the Cassegrain, C1, at z′ = z′C1 and
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KzI−z0 |Uz1〉 . (11.1)
The other component of light from the source incident on the beam splitter
continues along the z axis and propagates towards the Cassegrain, C2, at
z = zC2 and then from the Cassegrain to the moving mirror, z = zM2 ,
resulting in the field
∣∣UzM2−〉 = (−1)KzM2−zC2GC2KzC2−zI ( 1√2
)
KzI−z0 |Uz1〉 . (11.2)
The effect of a mirror on the field can be simply described by a multiplication
in the coordinate domain and we construct an operator that effects this
multiplication. Given a field |U〉, the operator U is defined
U =
∫
d2r |r〉 〈r|U〉 〈r| =
∫
d2f d2f ′ |f〉 〈f − f ′|U〉 〈f ′| . (11.3)
Light incident on the mirror, |M〉, after reflection propagates through Cassegrain
C2 to the beam splitter where a part of it is reflected towards the detector.
The component of light from the mirror directed towards the detector is
∣∣UzI2−〉 = (−1√2
)
KzC2−zIG¯C2KzM2−zC2UzM2− |M〉 . (11.4)
The mirror is assumed to be ideal and simply returns all the light incident
on it, but with a phase shift. Mathematically,
|M〉 = −1 |~r0, r, k,∆r〉 . (11.5)
Light incident on the sample, |S〉, interacts with the sample and the light
resulting from this interaction arrive at the beam splitter via the Cassegrain
C1.





−z′SU¯z′S− |S〉 . (11.6)
The interaction of light with the sample is captured by the operator U¯z′S−
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and needs careful attention. The field at the plane z′ = z′S, given by
Eqn. 11.1, propagates into the volume of the sample and this propagation
is described by the operator K¯z′S . The field, |U2〉, incident at any point
~r′ = r′ + z′zˆ′ in the sample is
|U2〉 = K¯z′S
∣∣Uz′S−〉 , (11.7)




2f ′ dz′ dk d∆r |~r0, f′, z′, k,∆r〉
exp[i2pifz(f
′, k){z′S − z′}] 〈~r0, f′, k,∆r| . (11.8)
Note that ~r0 = r0 + z0zˆ is the position of the point of focus of light from the
Cassegrain C1 with respect to the object. ~r = r + zzˆ
′ is any point on the
object. k is the angular wavenumber (k = 2piν¯) and ∆r is the retardation,
i.e., the distance by which the moving mirror is displaced from its initial
position. Next, we construct an operator, Uˆ2, that facilitates the description




3r′ |~r0,~r′, k,∆r〉 〈~r0,~r′, k,∆r|U2〉 〈~r0 +~r′, k| .(11.9)
This operator acting on the sample |S〉 produces the scattered field, |U3〉,
under the first Born approximation [454] giving
|U3〉 = Uˆ2 |S〉 . (11.10)
The sample itself is described by the complex-valued scattering potential,
η(~r, k), at every spatial location ~r as
|S〉 =
∫
d3r dk |~r, k〉 η(~r, k). (11.11)
Note that η(~r, k) = [n(~r, k) + iξ(~r, k)]2 − 1, where n and ξ are the real and
imaginary part of the refractive index of the sample. The Born approximation
is useful primarily for weakly scattering samples. The scattered field, |U3〉,
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2f dk d∆r |~r0, f, k,∆r〉 dz′ i
fz(f, k)
exp[i2pifz(f, k){z′S − z′}] 〈~r0, f, z′, k,∆r| . (11.12)
The field, |U4〉, returning from the sample at the plane z′ = z′S is
|U4〉 = K¯z′S |U3〉 . (11.13)







∣∣Uz′S−〉 〈~r0 +~r′, k| . (11.14)




d3r0 dk d∆r d
2f dz′ d2f ′ |~r0, f , z′, k,∆r〉
〈~r0, f ′, z′, k,∆r| K¯z′S
∣∣Uz′S−〉 exp[i2pi(f− f′) · r0|| ]
〈f− f′, z0 + z′, k| . (11.15)




2f dk d∆r |~r0, f, k,∆r〉 i
fz(f, k)
d2f ′




exp[i2pi(f− f′) · r0|| ]
〈f− f′, fz(f, k) + fz(f′, k), k| . (11.16)
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If we assume that z′S is at the origin of the z




2f dk d∆r |~r0, f, k,∆r〉 i
fz(f, k)
d2f ′




exp[i2pi(f− f′) · r0|| ]
〈f− f′, fz(f, k) + fz(f′, k), k| . (11.17)
Light traveling towards the detector at the beam splitter consists of two
components, namely
∣∣UzI1−〉 and ∣∣UzI2−〉 coming from the sample and moving-
mirror respectively. These fields interfere immediately after the beam splitter
resulting in
|UI+〉 =
∣∣UzI1−〉+ ∣∣UzI2−〉 . (11.18)
Note that the components of the field in Eqn. 11.18 can be imported from
Eqn. 11.4 and Eqn. 11.6. This field then propagates to the detector plane
via the Cassegrain C3 resulting in the field,
∣∣Uz′D〉, at the detector. This field
is given by
∣∣Uz′D〉 = Kz′D−z′C3GC3Kz′C3−z′I |UI+〉 . (11.19)
A single point detector is used to perform measurements and this detector
performs a summation of the field intensity at all wavenumbers. The operator
for such a detector can be written as
Dr0,∆r =
∫
d2r1 dk |~r0, r1, k,∆r〉 〈~r0, r1, k,∆r| . (11.20)







∣∣D~r0,∆r ∣∣Uz′D〉 . (11.21)
When the system is in focus, i.e. when the planes at z′S and zM coin-









∣∣Dr0,∆r ∣∣Uz′D〉 = 12[HC3H¯C1U¯z′S− |S〉+ HC3K∆rH¯C2UzM2− |M〉]†
Dr0,∆r [HC3H¯C1U¯z′S− |S〉
+HC3K∆rH¯C2UzM2− |M〉] (11.22)
In interferometry, the terms involving only the mirror or only the sample
contribute to the overall intensity, but do not result in interference. It is only
the cross terms that are important. Let us focus on one of the cross terms










After substituting the various terms of the above equation, the equation












































exp[i2pi(f− f′) ·~r0|| ] exp[i2pi{fz(f′) + fz(f)}z0]
〈f− f′, fz(f′) + fz(f), k|S〉 (11.24)










































exp[i2pi(f− f′) ·~r0|| ] exp[i2pi{fz(f′) + fz(f)}z0]
〈f− f′, fz(f′) + fz(f), k|S〉 (11.25)
Computing |T1〉 on 〈f0, α0, κ|, i.e. the Fourier space gives
〈f0, α0, κ|T1〉 = 1
2
∫
d2r0|| dz0 d∆r exp[−i2pif0 ·~r0|| ] exp[−i2piα0z0]


























QC1(f, k)QC1(f− f0, k)
i
fz(f, k)








〈f0, α0, k|S〉 . (11.27)







ν¯2 − f 2/M¯2C1 .





































δ(α0 − {fz(f) + fz(f− f0)}) 〈f0, α0, κ|S〉 (11.28)
and consequently,
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δ(α0 − {fz(f) + fz(f− f0)}) (11.29)
〈f0, α0, κ|T1〉 = 〈f0, α0, κ|A〉 = 〈f0, α0, κ|S〉 I(f0, α, κ) (11.30)
The integral on the right can be evaluated numerically. Therefore, the
data can be inverted to obtain the object.
If we assume that the Cassegrains are all matched, i.e. QC1 = QC2 =
QC3 = QC and M¯C1 = M¯C2 = M¯C3 = M¯C then













QC(f− f0, κ) i
fz(f, κ)
δ(α0 − {fz(f) + fz(f− f0)}) (11.31)
〈f0, α0, κ|S〉 = I+(f0, α, κ) 〈f0, α0, κ|A〉 (11.32)
= [I†(f0, α, κ)I(f0, α, κ)]−1I†(f0, α, κ) 〈f0, α0, κ|A〉(11.33)
11.3 Mirror Behind the Sample
In the presence of a mirror behind the sample, the light-matter-interaction

















exp[i2pi(f3 − f2) · r0][
〈f3 − f2, fz(f3) + fz(f2), k|+ 〈f3 − f2,−fz(f3)− fz(f2), k|


















Dr0,r1,∆rHC3H¯C1 . The expression PU¯S |S〉
must be written as P[U¯′SU′M ] · [|S〉 |M〉]T i.e. P(U¯′S |S〉 + U′M |M〉). The
PU′M |M〉 term is the spectral autocorrelation of the source and provides
a background (constant) signal at each point r1 on the detector for each
wavenumber. Our focus is on PU¯′S.
Experimentally, Cassegrains C1, C2 and C3 are identical. Therefore M¯C1 =
M¯C2 = M¯C3 = M¯ and QC1 = QC2 = QC3 = QC . Also note that the source is



















exp[i2pi(f3 − f2) · r0][
〈f3 − f2, fz(f3) + fz(f2), k|+ 〈f3 − f2,−fz(f3)− fz(f2), k|















QC(f3 − f0, k) i
fz(f3, k)
exp[i2pif0 · r0][
〈f0, fz(f3) + fz(f3 − f0), k|+ 〈f0,−fz(f3)− fz(f3 − f0), k|
























QC(f, k) 〈r0, f, k,∆r|∫
dk |r0, r1, k,∆r〉 〈r0, r1, k,∆r|∫
d2r0 d






































QC(f, k) exp[i2pi(f1 − f) · r1]QC(f1, k) 〈r0, f1, k,∆r| (11.39)




















QC(f, k) exp[−i2pif · r1]
]
exp[−i2piν¯2∆r] exp[i2pif1 · r1]QC(f1, k) 〈r0, f1, k,∆r| (11.40)




Uz0| f−M¯ , k
〉







d2f1 dk U0(r1, k) exp[−i2piν¯2∆r] exp[i2pif1 · r1]








d2f1 dk U0(r1, k) exp[−i2piν¯2∆r] exp[i2pif1 · r1]










QC(f3 − f0, k) i
fz(f3, k)
exp[i2pif0 · r0][
〈f0, fz(f3) + fz(f3 − f0), k|+ 〈f0,−fz(f3)− fz(f3 − f0), k|













QC(f1 − f0, k) i
fz(f1, k)
exp[i2pif0 · r0][
〈f0, fz(f1) + fz(f1 − f0), k|+ 〈f0,−fz(f1)− fz(f1 − f0), k|
− 〈f0, fz(f1)− fz(f1 − f0), k| − 〈f0, fz(f1 − f0)− fz(f1), k|
]
(11.42)
Each data point 〈r0, r1,∆r|A〉 consists of a sum of 6 terms. They are
〈r0, r1,∆r|A〉 = 〈M |D1 |S〉+ 〈S|D1 |M〉+ 〈M |D2 |M〉
+ 〈S|D3 |S〉+ 〈M |D4 |M ′〉+ 〈M ′|D4 |M〉 (11.43)
where |S〉 is the sample, |M〉 the reference mirror, and |M ′〉 the mirror behind
the sample. The terms involving only mirrors are independent of r0 and the
cross mirror terms are temporal autocorrelation terms that diagonalize when
we compute the Fourier transform of the interferogram.
We focus on the first term 〈r0, r1,∆r|A〉1 = 〈r0, r1,∆r|PU¯′S |S〉. Define
〈r0, r1,∆r|A1 = 〈r0, r1,∆r|PU¯′S.
Define ∆′r = −2∆r. Computing the Fourier transform along the ∆′r di-
mension yields
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QC(f1 − f0, k) i
fz(f1, k)
exp[i2pif0 · r0][
〈f0, fz(f1) + fz(f1 − f0), k|+ 〈f0,−fz(f1)− fz(f1 − f0), k|
− 〈f0, fz(f1)− fz(f1 − f0), k|
− 〈f0, fz(f1 − f0)− fz(f1), k|
]
(11.44)










QC(f1 − f0, κ) i
fz(f1, κ)
exp[i2pif0 · r0][
〈f0, fz(f1) + fz(f1 − f0), κ|+ 〈f0,−fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1 − f0)− fz(f1), κ|
]
(11.45)













QC(f1 − f0, κ) i
fz(f1, κ)
exp[i2pif0 · r0][
〈f0, fz(f1) + fz(f1 − f0), κ|+ 〈f0,−fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1 − f0)− fz(f1), κ|
]
(11.46)
In the above Eqns. we divide the data by the source profile at each r0,
κ. The resulting data is diagonalized when we take the Fourier transform.
The intuition behind the above approach is as follows. At the sample, the
following interpretation helps elucidate the problem. The returning field can
be interpreted as consisting of spatial frequencies f1. f0 can be interpreted as
the change in spatial frequency (“momentum transfer”). For a given incident
angle [f1−f0]i and for a given returning field angle ([f1]i), the sample has con-
tributions from 4 points (which are summed). Two terms [fz(f1) +fz(f1− f0)
and −fz(f1− f0)− fz(f1)] are due to back scattering and the other two terms
[fz(f1)−fz(f1− f0) and −fz(f1− f0) +fz(f1)] are due are due to forward scat-
tering. The −ve sign is due to reflection from the mirror (resulting in a phase
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change of pi). Computing the Fourier transform essentially decouples each
plane wave incident and returned from the sample and hence diagonalizes
the operator. However, the detector detects intensity and not fields. Here,
the benefits of an interferometric experiment become apparent.
The cross-terms in an interferometric experiment result from the field from
the sample and the field from the reference mirror being multiplied point wise
at each element of the detector. We need to first divide by the field from
the reference, U0(r1, κ), to obtain the field from the sample. Moreover, when
U0(r1, κ) = 0, the sample field (data) at this point is lost. For such cases, we
can perform a regularized inversion using U0(r1, κ)
+ = [U0(r1, κ)
†U0(r1, κ) +
λ′]U0(r1, κ)†.
Note that it is not possible to diagonalize the operator without division by
U0(r1, k). This is because the incident light, scattered light and the light from
the reference all get convolved and multiplied during the detection process
and the result is an integral of the form
∫
dxS(x)H1(y−x)H2(y+x) which is
not a convolution integral and will not be diagonalized by a Fourier transform
or otherwise.
Computing the Fourier transform along r0 and r1 gives







QC(f1, κ)QC(f1 − f0, κ) i
fz(f1, κ)[
〈f0, fz(f1) + fz(f1 − f0), κ|+ 〈f0,−fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1 − f0)− fz(f1), κ|
]
(11.47)








QC(f1, κ)QC(f1 − f0, κ) ifz(f1,κ) and
C1(f0, f1, κ) = V +(f0, f1, κ)B1(f0, f1, κ)
=
[
〈f0, fz(f1) + fz(f1 − f0), κ|+ 〈f0,−fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1 − f0)− fz(f1), κ|
]
(11.48)
Here, V +(f0, f1, κ) = [V
†(f0, f1, κ)V (f0, f1, κ) + λ]−1V †(f0, f1, κ) is the regu-
larized pseudo inverse of V (f0, f1, κ).
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Data after the above transformations can be written as C1 |S〉, where
〈f0, f1, κ|C1 = 〈f0, fz(f1) + fz(f1 − f0), κ|+ 〈f0,−fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1)− fz(f1 − f0), κ|
− 〈f0, fz(f1 − f0)− fz(f1), κ| (11.49)
Define f2 = f1 − f0. This has the physical interpretation of defining the
“incident light” direction.
〈f1, f2, κ|C1 = 〈f1 − f2, fz(f1) + fz(f2), κ|+ 〈f1 − f2,−fz(f1)− fz(f2), κ|
− 〈f1 − f2, fz(f1)− fz(f2), κ|
− 〈f1 − f2, fz(f2)− fz(f1), κ| (11.50)
Note that f1 = (f1x, f1y) and f2 = (f2x, f2y).
Define q1 = f1x − f2x, q2 = f1y − f2y, q3 = fz(f1x, f1y, κ) − fz(f2x, f2y, κ)
and g4 = 2fz(f2x, f2y, κ)
〈q1, q2, q3, q4, κ|C1 = 〈q1, q2, q3 + q4, κ|+ 〈q1, q2,−(q3 + q4), κ|
− 〈q1, q2, q3, κ| − 〈q1, q2,−q3, κ| (11.51)
Data is 〈q1, q2, q3, q4, κ|C1 |S〉.
〈q1, q2, q3, q4, κ|C1 |S〉 = 〈q1, q2, q3 + q4, κ|S〉+ 〈q1, q2,−(q3 + q4), κ|S〉
− 〈q1, q2, q3, κ|S〉 − 〈q1, q2,−q3, κ|S〉 (11.52)
The back scattering terms can be separated from the forward scattering
terms by keeping q1, q2, q3 fixed and changing q4. This allows us to com-
pute the η along the fz axis. Note that it is possible to determine η up
to to a constant (because if η1 is a solution, η1 + C is also a solution as a
consequence of the −ve sign). From the above formulation, we obtain the
η(fx, fy, fz) + η(fx, fy,−fz) which is the even part of the function along fz.
The Fourier transform of an even function is an even function and we can
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obtain η(x, y, z) + η(x, y,−z). Since η(x, y, z) = 0 for z < 0, the odd part of
η(x, y, z) is ηeven · sgn(z) where sgn(z) is the Heaviside step function. There-
fore, the odd part of z is also the same as the even part for z > 0 and
therefore, the entire function η(x, y, z) is known for each κ. The conjugate
holographic image however, must be separated from the true image.
11.4 4D Data Visualization
In this section, we present a method of visualizing Mid-Infrared Spectroscopic
Tomography data effectively. There are several tools for visualization of mid-
Infrared imaging (2D spatial + 1D spectral) data. However, the tomographic
version (3D spatial + 1D spectral) of the same technique does not have
generic tools for effective visualization. The challenges in representing 4D
data and potential solutions are presented here.
11.4.1 Data description
In our forward simulations, we start with a set of point scatterers distributed
randomly in 3D space. These scatters may belong to one of k classes of
molecules, each of which having a slightly different mid-infrared spectral
response. Our objective is to input the complex refractive index distribution
function (in R4) and output data that would be collected by the instrument.
Figure 11.2 shows typical spatial and spectral projections of the data after
averaging over other dimensions.
11.5 Visualization Ideas and Methods
As noted in the previous section, the data is four dimensional and complex
valued. Since the spectral dimension is fundamentally important to specimen
(tissue) identification, it may not be beneficial to convert the data into 3D by
collapsing the wavenumber axis for visualization using known tools [455, 456]
as a final product of visualization. Also, the wavenumber axis has ≈ 1600
points and color coding would be insufficient. It is important to visualize
the raw 4D data so as to obtain a complete understanding of the data and
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Figure 11.2: Projections of the 4D-data
instrumentation. Another challenge is the presence of noise. From eqn 7.1 it
may be observed that the transfer function H0 has a non-zero null space and
therefore inversion of H0 would require regularization. It is not only mea-
surement noise, but also regularization artifacts that contribute significantly
to the broadly defined ’noise’ (everything other than the object of interest).
Our visualization must allow us to observe spatial and spectral ’noise’.
Figure 11.3: Spectrally averaged data. The green and brown iso-surfaces
correspond to point scatterers modified by the instrument transfer function.
Three orthogonal planes provide an outline of the data section and also
provides context.
Collapsing the wavenumber axis by averaging would allow us to obtain
data with reduced artifacts and noise. It would be useful to first visualize
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this data before we tackle raw data and figure 11.3 is an example of such a
visualization. There are two isosurfaces one green and the other red which
allow us to see the positions of point scatterers modified by the instrument
transfer function. The outer green surface has an opacity of 0.5 so as to allow
the inner red to be made visible. Choosing a large value for the isosurface
(red) would give us better localization of point scatterers, but can lead to the
disappearance of some points altogether due to noise and artifacts. On the
other hand, choosing a lower value (green) would incorporate most scatterers,
but will lead to merging surfaces and isolating adjacent scatterers would be
difficult. Using both these isosurfaces with a translucent green allows us to
see both the general distribution of all scatterers and also simultaneously
isolate regions where the scattering potential is largest. It may be noted
that we are plotting the imaginary component of our data. Also, the ’red’
mentioned above appears brown in figure 11.3 because of the green isosurface
enveloping it.
Figure 11.4 shows a visualization of the spectral dimension of the raw data.
The scale-bars at the bottom of the plot correspond to the x, y, z coordinates
at which the spectrum at the top (green) is plotted. These can be dynamically
changed during visualization. Spectra at a set of 1000 random spatial points
is plotted in red (each with a thin linewidth) so as to represent the variation
in data. This provides context to specific spectrum being plotted. A blue
vertical line in the spectral plot corresponds to the wavenumber at which the
3D plot would be displayed.
Figure 11.5 shows a visualization where the 3D spatial and 1D spectral
data are visualized simultaneously. On the left is the volume visualization of
a slice of data at a specific wavenumber. Green and red isosurfaces just at in
figure 11.3 have been used. There are three orthogonal planes perpendicular
to the x, y, z axes respectively on which an outline of the data (in HSV) is
displayed. This provides context and allows us to see slices of the data in
all three spatial dimensions. The positions of these planes can be adjusted
using the scale bars on the bottom right. The spectrum on the top right
(green) corresponds to the point of intersection of the three planes. The plot
on the right has the same properties as figure 11.4. The wavenumber to be
displayed can also be chosen using the scale bar on the right.
In the above section, we have presented a method of visualizing 4D mid-
infrared spectroscopic tomography data. A combination of isosurfaces, sec-
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Figure 11.4: Spectrum at a particular point in x,y,z space depicted in the
scale bars is plotted in green. 1000 random points from the data are plotted
in red to provide an understanding of the data variance. The blue
horizontal line corresponds to the wavenumber (in cm− 1) to be displayed
in 3D.
Figure 11.5: Iso-surface data with 3 orthogonal planes at a specific
wavenumber is shown on the left. The spectrum at the point of intersection
of these planes is shown on the right. The wavenumber corresponding to
the 3D data is shown in blue on the plot. The x, y, z, wavenumber values
can be changed using the sliding bar on the right.
tioning planes and spectral plots allow us to visualize and understand the
data. This not only allows us to obtain an understanding of the object,
but also helps us appreciate the nature and extent of artifacts and noise in-





A.1 Derivation of the transfer function of the
Cassegrain
We model the Cassegrain as a focusing system with two concentric aper-
tures, one outer aperture with NAout = sin(θout) and a second inner circular
obstruction with NAin = sin(θin) (see Fig. A.1). The focal length, which is
the distance between the Cassegrain and the focal point, is assumed to be
known.
Figure A.1: A Cassegrain model. A point source placed at the focus results
in a plane wave. The outer and inner numerical aperture limit the angles
that enter the Cassegrain.
Consider an object placed a distance d1 from the Cassegrain as shown in
Fig. A.2. Let the field in a plane perpendicular to the principal axis at the
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Figure A.2: An object placed at distance d1 from the Cassegrain produces
an image at position d2 on the other side.
Figure A.3: The Cassegrain is flipped and the object distance d1 is larger
than the image distance d2 on the other side. Equivalently, a larger range of
angles are accepted by the Cassegrain from the object side
object be |U0〉. The field, |U1〉, just before the Cassegrain is given by
|U1〉 = Kd1 |U0〉 . (A.1)
The field immediately after the Cassegrain, |U2〉, can be expressed in terms
of |U1〉 and an operator, GC , corresponding to the transmission function of
the Cassegrain as











where Lf is the focal length of the Cassegrain. Note that the quadratic
phase function in Eq. A.3 is present because we have used a thin lens like
approximation for the focusing system. QC(r) = Q
R2
R1
(r) is defined in Eq.
A.4 and R1 and R2 are the inner and outer aperture radii.
Qba(r) =
{
1 a < r < b
0 else
(A.4)
The field |U3〉 in the image plane is
|U3〉 = Kd2 |U2〉 . (A.5)






substituting Eq. A.2 and Eq. A.1 in Eq. A.5 and simplifying we get
|U3〉 = Kd2GCKd1 |U0〉
=
∫













































This is the relation between the image and the object for a Cassegrain. In
most FT-IR imaging systems, we can make a few approximations and simplify
Eq. A.6. The object size (illuminated area of the sample) is typically much














≈ 1. We know that[457] for a thin lens (or, more generally,
for a system which focuses light like a thin lens), the position of the image and






















With these approximations, Eq. A.6 reduces to
|U3〉 =
∫















Defining magnification M = d2
d1
and evaluating this integral after projecting
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on the Fourier basis yields





〈−M f |U0〉 . (A.8)
It may be noted that the system is linear, but not shift invariant (because of





Cassegrain transfer function. In our model, the exact values of focal lengths
are not required provided that the system is in focus. Only the outer and
inner numerical apertures of the Cassegrains and the magnification factors
are required.
For a Cassegrain with an orientation as in Fig. A.2, typically the image
is close to the focus. Thus, we can make approximations that d2 ≈ Lf (Lf
is focal length), NAout ≈ R2d2 and NAin ≈ R1d2 . Also note that Q is an even
function. This gives
〈f |U3〉 = Qν¯NAoutν¯NAin (f) 〈−M f |U0〉 . (A.9)
Note that propagation in free space is a spatial frequency bandpass Qν¯0(f)
and spatial frequencies beyond ν¯ do not reach the detector. For a Cassegrain
with an orientation as in Fig. A.3, the object is close to the focus and so we
can make the approximations that d1 ≈ Lf , NAout ≈ R2d1 and NAin ≈ R1d1 .
This gives
〈f |U3〉 = Qν¯NAoutν¯NAin (M f) 〈−M f |U0〉 (A.10)
〈−f/M |U3〉 = Qν¯NAoutν¯NAin (f) 〈f |U0〉 . (A.11)
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r = (x, y) Coordinate space variables
f = (fx, fy) Transverse spatial frequency variables
fz Longitudinal spatial frequency variable
|Uzi〉 Field in a plane at z = zi
|S〉 Sample
QCi Aperture function of Cassegrain Ci
MCi Magnification of Cassegrain Ci
Kz Propagation operator
Id1,d2 Operator for the interferometer
HCi Transfer function (operator) for a Cassegrain Ci in focus
GCi Transmission function (operator) of Cassegrain Ci
Table A.1: A list of symbols used along with their description
A.2 FT-IR imaging : Point Spread Functions and
Resolution
Point spread functions for the two configurations in table 8.1 are presented
in Fig. A.4. Simulation data for two point objects separated by four different
distances is presented in Fig. A.5 and Fig. A.6. Data in Fig. A.5 corresponds
to the high NA configuration in table 8.1 and Fig. A.6 corresponds to the
lower NA configuration. All data is at 3950 cm−1. Axes in all the images
are scaled to the effective size of the detector-intensity-image at the sample.
From these images it is evident that two points separated by 1 µm cannot be
resolved using either NAC2out = 0.65 or NAC2out = 0.5, whereas they can be
resolved in both configurations at a separation of 4 µm. However, NAC2out =
0.65 can resolve two points separated by 2.4 µm (which is the resolution
according to Rayleigh criterion), while NAC2out = 0.5 cannot. Points at a
separation of 3 µm can be just resolved using NAC2out = 0.5. Data presented
here illustrates the best image quality obtainable from systems with the
optical configurations in table 8.1 without discretization (i.e using an analog
detector). Discretized data obtained at the optimal pixel size (as calculated
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Figure A.4: Point spread functions. Data on the left corresponds to a
configuration with NAC2out = 0.65 and data on the right corresponds to a
configuration with NAC2out = 0.5.
in section 8.2.2) have all the information needed to construct images of this
quality.
Figure A.5: Detector intensity at 3950 cm−1 for two point objects separated
by distances indicated on top. Corresponding profile plots at y = 0 are
presented in the bottom row. Cassegrain C2 has NAC2out = 0.65. Axes are
scaled to the effective image size at the sample.
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Figure A.6: Detector intensity at 3950 cm−1 for two point objects separated
by distances indicated on top. Corresponding profile plots at y = 0 are
presented in the bottom row. Cassegrain C2 has NAC2out = 0.5. Axes are
scaled to the effective image size at the sample.
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