




















Somme des chiffres et changement de base
Re´gis de la Brete`che, Thomas Stoll & Ge´rald Tenenbaum
Abstract. Let sa(n) denote the sum of digits of an integer n in the base a expansion.
Answering, in an extended form, a question of Deshouillers, Habsieger, Laishram, and
Landreau, we show that, provided a and b are multiplicatively independent, any positive
real number is a limit point of the sequence {sb(n)/sa(n)}
∞
n=1
. We also provide upper and
lower bounds for the counting functions of the corresponding subsequences.
Keywords : sum of digits, multiplicative independence, exponent of irrationality, binomial
recentering.
AMS 2010 Classification : 11A63, 11K16, 11K60, 11J82.
1. Introduction et e´nonce´ des re´sultats
Re´pondant a` une question de Steinhaus, Cassels [4] a construit en 1959 un ensemble de
mesure de Hausdorff positive dont les e´le´ments sont normaux en toute base qui n’est pas
une puissance de 3. Dans le meˆme esprit, alors qu’il est ge´ne´ralement conjecture´ que les
de´veloppements des entiers dans des bases multiplicativement inde´pendantes sur Z sont
statistiquement inde´pendants, il est naturel d’attendre un phe´nome`ne de de´pendance pour
une infinite´ d’entiers exceptionnels. Deshouillers et al. [7] ont ainsi observe´ nume´riquement
une co¨ıncidence des sommes des chiffres s2(n) et s3(n) en bases 2 et 3 pour une proportion
significative d’entiers n et e´tabli que |s3(n)− s2(n)| 6 δ log n pour une infinite´ d’entiers n
avec δ ≈ 0, 14572. Ils posent alors le proble`me de l’existence d’une suite infinie d’entiers n
pour lesquels |s2(n)−s3(n)| est “significativement petit”. Au vu du re´sultat pre´ce´demment
cite´, il est naturel de se demander si l’on a s2(n) ∼ s3(n) pour une sous-suite convenable
des entiers naturels. Nous nous proposons ici de re´pondre positivement a` cette question.
Notre approche fonctionne pour les sommes des chiffres sa(n) et sb(n) en bases respectives
a et b lorsque log a et log b sont line´airement inde´pendants sur Z. La preuve ne´cessite
seulement que ϑ := (log a)/ log b posse`de un exposant d’irrationalite´ fini, ce qui est toujours







q > 1, (r, q) = 1
)
.
Ame´liorant un re´sultat de [8], Wu et Wang [10] ont montre´ que γ = 5, 117 est admissible
pour ϑ := (log 2)/ log 3.
Nous e´tablissons en fait que, pour tout τ > 0, il existe une infinite´ d’entiers n tels que
(1·2) sb(n) ∼ τsa(n).
Posons
(1·3) τ0 = τ0(a, b) := (b− 1) log a
(a− 1) log b ·
Lorsque τ = τ0 la relation (1·2) a trivialement lieu sur une suite de densite´ unite´. En effet,
pour presque tout entier n, nous avons
sb(n) ∼ b− 1
2 log b
log n, sa(n) ∼ a− 1
2 log a
log n.
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Pour τ > 0, de´finissons ̺1 = ̺1(τ) := τ/(2τ0), ̺2 = ̺2(τ) := τ0/(2τ),















si τ < 2τ0,














si τ > 12τ0,
et
c0 = c0(a, b; τ) :=







2τ0 < τ < 2τ0,
c2 si τ > 2τ0.
Ainsi, lorsque τ = 1, a = 2, b = 3, nous avons
τ0 = (log 4)/ log 3 ≈ 1, 26186, ̺2 = (log 2)/ log 3, c0 = c2 ≈ 0, 94996.
Nous obtenons le re´sultat suivant, dans lequel nous notons M := max(a, b) et
Λ :=
{
̺1(1− ̺1) si τ 6 τ0
̺2(1− ̺2) si τ > τ0 .
The´ore`me 1.1. Soient τ > 0, a, b deux entiers > 2 multiplicativement inde´pendants,
et c < c0(a, b; τ). Lorsque x tend vers l’infini, il existe ≫ xc entiers positifs n n’exce´dant
pas x tels que sb(n) ∼ τsa(n) et, plus pre´cise´ment, si γ est un exposant d’irrationalite´ de
ϑ := (log a)/ log b,








pour tout σ ∈]0,Λ/(6M3 logM)[.
De plus, pour tout nombre re´el τ 6= τ0(a, b), il existe un exposant d0(τ) = d0(τ ; a, b) < 1
tel que, lorsque x → ∞, la relation asymptotique (1·2) soit re´alise´e pour au plus
≪ xd0(τ)+o(1) entiers positifs n n’exce´dant pas x.
Nous explicitons au paragraphe 2.2 une valeur admissible de d0(τ ; a, b) pour chaque
τ 6= τ0. Ainsi, d0(1; 2, 3) ≈ 0.993702. A` titre de comparaison, mentionnons qu’une hy-
pothe`se d’inde´pendance des repre´sentations en bases 2 et 3 fournit un cardinal xt+o(1)
avec t ≈ 0, 981513.
Nous n’avons pas cherche´ a` optimiser la valeur de σ dans l’e´nonce´ du The´ore`me 1.1.
Il est par ailleurs a` noter que, dans le cas τ = 1, le proble`me de l’existence d’une suite
infinie satisfaisant (1·2) est trivial lorsque log a et log b sont line´airement de´pendants, disons
ar = bs avec r et s entiers positifs. En effet, il suffit alors de conside´rer les entiers n dont le
de´veloppement dans la base ar ne comporte que des chiffres 0 ou 1, pour lesquels nous avons
sa(n) = sb(n). Nous pouvons donc finalement e´noncer que l’e´quivalence asymptotique
sa(n) ∼ sb(n) a lieu pour tous a, b > 2 pour une suite de fonction de comptage ≫ xc ou`
c = c(a, b) > 0.
Terminons cette introduction par une remarque me´thodologique relative aux liens de ce
proble`me avec la the´orie des suites automatiques. Pour toute base a, les ensembles de niveau
Ea(k) := {n > 1 : sa(n) = k} sont en effet a-automatiques [1], ou encore a-reconnaissables,
au sens ou` l’ensemble des mots sur l’alphabet {0, 1, . . . , a − 1} repre´sentant les e´le´ments
de Ea(k) est, pour chaque k, une partie reconnaissable par automate du mono¨ıde libre
{0, 1, . . . , a− 1}∗.
Or, le the´ore`me de Cobham [5] fournit un crite`re pour qu’un ensemble E d’entiers
soit simultane´ment reconnaissable en bases a et b lorsque a et b sont multiplicativement
inde´pendants : il en est ainsi, si, et seulement si, E est repre´sentable comme l’union d’un
ensemble fini et d’un nombre fini de progressions arithme´tiques. Ainsi, sous l’hypothe`se
indique´e, Ea(k) n’est pas b-reconnaissable. Il s’ensuit que les re´sultats de re´partition connus
pour les suites automatiques (e.g., relatifs a` la densite´ logarithmique, cf. [6] etc.) ne sont
pas exploitables dans l’e´tude statistique de la relation (1·2).
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2. De´monstration
2·1. Minoration
Soit k un entier assez grand. Posons Nk := b
k − 1 et de´signons par Mk l’ensemble des
entiers m n’exce´dant pas Nk et dont le de´veloppement en base b ne contient que des chiffres
0 et b− 1. E´tant donne´ un parame`tre ̺ ∈]0, 1[, nous de´finissons une loi de probabilite´ sur
Mk par la formule






















̺j(1− ̺)k−j = 1,
E(sb) = ̺(b− 1)k.






sb(m)− ̺(b− 1)k}2 = ̺(1− ̺)k(b− 1)2,
de sorte que, en vertu de l’ine´galite´ de Bienayme´-Tche´bychev,
(2·1) P
(





̺(1− ̺)(b − 1)2
T 2
(T > 1).
Nous allons montrer que le de´veloppement a-adique des e´le´ments de Mk est simplement
normal(1) sauf peut-eˆtre pour ceux d’un sous-ensemble Ek de probabilite´ tendant vers 0
lorsque k →∞. Cela impliquera
sa(m) ∼ a− 1
2 log a
logNk (m ∈Mk r Ek, k →∞).
Lorsque 0 < τ < 2τ0, nous choisirons ̺ = ̺1 et nous de´duirons donc de (2·1) la relation
cherche´e
(2·2) P(sb ∼ τsa) = 1 + o(1) (k →∞).
Lorsque τ > 12τ0, le re´sultat annonce´ sera obtenu en intervertissant les roˆles de a et b.
Notons traditionnellement e(u) := e2πiu (u ∈ R). Pour e´tudier le de´veloppement a-adique










(m ∈Mk, n > 1, h ∈ Z)
et la quantite´








1. Autrement dit, chaque chiffre y apparaˆıt avec fre´quence asymptotique 1/a.
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Notant 〈x〉 la partie fractionnaire d’un nombre re´el x, il re´sulte alors d’une forme actuelle
de la majoration classique d’Erdo˝s-Tura´n pour la discre´pance modulo 1 d’une suite re´elle










ν le de´veloppement a-adique d’un entier m. Ainsi
〈m/aν〉 ∈ [j/a, (j + 1)/a[⇔ eν−1(m) = j (1 6 ν 6 n, m > 1, 0 6 j 6 a− 1).
Pour le choix n := ⌊(logNk)/ log a⌋, nous avons donc












Pour comple´ter la de´monstration, il reste donc a` montrer que ∆n(m) tend vers 0 lorsque
k →∞ pour presque tous les e´le´ments m de Mk. A` cette fin, nous conside´rons l’espe´rance
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ou` Mh(n) > 0 est de´fini par





De´signons par M∗h(n) la sous-somme de (2·6) correspondant a` la condition supple´men-
taire ν < min(n−√n, µ). Nous avons clairement
Mh(n)













, Jν = J = ⌊νϑ⌋ , L = ⌊ϕ log h⌋ , δ = µ− ν,















‖bℓα‖2, α = α(h, µ, ν) := (b − 1)b〈ϕ log h〉−〈νϑ〉(1− 1/aδ),
ou` κ est un parame`tre entier a` notre disposition sous la contrainte κ 6 12
√
kϑ.








{εm(α)}m∈Z ∈ {0, 1, . . . , b− 1}Z
)
.
Notons σL,κ(α) le nombre des indices ℓ de [L+1, κ+L] tels que εℓ(α) = 1. Si ℓ est compte´



























et donc ‖bℓ−1α‖ > 1/b de`s que b > 3. Il s’ensuit que S∗h(µ, ν) > σL,κ(α)/b2.
Soit s ∈ [0, κ]. L’ensemble B des nombres re´els β de [0, (b− 1)b] tels que σL,κ(β) 6 s est







(b − 1)κ−j intervalles de longueurs 6 b−κ−L. Pour














(b− 1)κ−jvj−s = (b − 1 + v)κv−s.
Pour le choix s = κ/2b, v = (b−1)/(2b−1), la majoration pre´ce´dente n’exce`de pas bκe−κ/7b.





sauf peut-eˆtre lorsque b−〈νϑ〉 appartient a` un sous-ensemble de [0, 1] de mesure≪ e−κ/7b et
constitue´ d’une re´union d’au plus≪ hbκe−κ/7b intervalles. Comme b−〈νϑ〉 > 1/b, l’ensemble
exceptionnel peut-eˆtre e´galement caracte´rise´ par une condition du type 〈νϑ〉 ∈ E ou` E est
un sous-ensemble de ]0, 1] de mesure
|E| ≪ e−κ/7b
et est constitue´ d’une re´union d’au plus O(hbκe−κ/7b) intervalles. Le nombre des indices
ν exceptionnels n’exce´dant pas n est donc ≪ e−κ/7bn + hbκe−κ/7bnDn, ou` Dn de´signe la
discre´pance de la suite {〈νϑ〉}nν=1. En sommant sur µ et ν, il suit





+ e−κ/7b + hbκe−κ/7bDn.
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Pour traiter le cas b = 2, nous supposons κ pair et remplac¸ons σL,κ(α) par le nombre




2 (L+κ− 1)] tels que ε2j(α)+ ε2j+1(α) = 1.
Pour de tels j, nous avons 〈
22j−1α
〉 ∈ [ 14 , 34 ],
de sorte que ‖22j−1α‖ > 1/4 et donc S∗h(µ, ν) > σ∗L,κ(α)/16. L’ensemble B∗ des nombres
re´els β de [0, 2] tels que σ∗L,κ(α) 6 s := κ/8 est une re´union d’au plus O(hZ) intervalles de


















= 8κ/23−3κ/8 6 211κ/12.
En raisonnant comme pre´ce´demment, nous obtenons donc, pour b = 2,
(2·8) Mh(n)2 ≪ e−̺(1−̺)κ/16 + 1/n+ 2−κ/12 + h211κ/12Dn.







n > 1, |ϑ− r/q| 6 2/q2).
Or, d’apre`s le the´ore`me de Dirichlet, il existe, pour tout R ∈ [1, n], des entiers premiers






En choisissant R = n1/γ et n suffisamment grand, nous obtenons
q ≫ (n/R)1/(γ−1) > n1/γ
et donc Dn ≪ n−1/γ .
Reportons dans (2·7) et (2·8) en choisissant κ := 2 ⌊(log n)/(2γ log b)⌋. Il vient finalement,











Sous l’hypothe`se τ < 2τ0, choisissons ̺ = ̺1 = τ/(2τ0) ∈]0, 1[ et H := kσ1/γ . En inse´rant
les e´valuations pre´ce´dentes dans (2·5), il vient E(∆n)≪ k−σ1/γ , et donc, par (2·4),
P
(
|sa − (b− 1)k/2τ0| > k1−σ/γ
)
≪ k−(σ1−σ)/γ ,
pour tout 0 < σ < σ1(a, b). Compte tenu de (2·1), il s’ensuit que (2·2) a bien lieu avec
un terme d’erreur ≪ k−(σ1−σ)/γ . En intervertissant les roˆles de a et b et en choisissant
a` pre´sent ̺ = ̺2 = τ0/(2τ), nous obtenons le meˆme re´sultat sous l’hypothe`se τ >
1
2τ0,
quitte a` changer b en a dans la de´finition de σ1. La loi de probabilite´ P e´tant concentre´e sur
les entiers de Mk ayant k̺ chiffres b − 1 dans le de´veloppement en base b, nous obtenons






. Pour les entiers de Mk conside´re´s, nous avons en fait
min{sa(m), sb(m)} ≫ k, |sa(m)− τsb(m)| ≪ k1−σ/γ ,
d’ou` (1·4).




2 (a − 1)/ log a, de sorte que τ0 := τb/τa. Nous cherchons donc a` majorer,
lorsque x→∞, la taille M(x) de l’ensemble
M := {n 6 x : sb(n) ∼ τsa(n)}.
Supposons par exemple τ < τ0 et introduisons un parame`tre λ ∈]1, 2[.
Soit M+(x) := |{n ∈ M : sa(n) > λτa log x}|, et M−(x) le cardinal comple´mentaire.













λ(a− 1) = ae
av
eav − 1 −
ev
ev − 1 ·
Le membre de droite est une fonction croissante de v, qui vaut 12 (a− 1) en v = 0 et a− 1
a` l’infini. Puisque 1 < λ < 2, l’e´quation (2·9) posse`de donc une solution v = vλ. Il suit
M+(x)≪ xg(vλ)/ log a.
Si n est compte´ dans M−(x), nous avons sb(n) 6 {λττa+ o(1)} log x. Posant µ := λτ/τ0









avec j = (log x)/ log b, h(w) := 1
2
wµ(b− 1) + log(1− e−wb)− log(1− e−w). L’optimum est
atteint pour
(2·10) 12µ(b− 1) =
1
ew − 1 −
b
ewb − 1 ·
Le membre de droite est une fonction de´croissante de w > 0 dont l’image est
]
0, 12 (b− 1)
[
.
Il existe donc toujours une solution w = wλ, d’ou`
M−(x)≪ xh(wλ)/ log b+o(1).







g(vλ)/ log a, h(wλ)/ log b
}
.
Comme dg(vλ)/dλ = −12 (a − 1)vλ < 0 et dh(wλ)/dλ = 12 (b − 1)wλ > 0, la valeur d0(τ)
est atteinte lorsque g(vλ)/ log a = h(wλ)/ log b sous re´serve que cette e´quation posse`de une
solution. Comme v1 = 0, g(0)/ log a = 1, nous avons toujours d0(τ) < 1.
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Conside´rons le cas a = 2, b = 3, τ = 1. Nous avons alors τ2 = 1/ log 4, τ3 = 1/ log 3,











































1− e−wλ + e−2wλ).
Le calcul nume´rique montre que d1(λ) = d2(λ) pour λ = λ0 ≈ 1, 0933694. Nous avons
alors d0(1; 2, 3) = d1(λ0) = d2(λ0) ≈ 0.993702.
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