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Diese Arbeit präsentiert die Ergebnisse einer Rastertunnelmikroskopiestudie an dem stö-
chiometrischen Supraleiter Lithium-Eisenarsenid (LiFeAs). Topographie- sowie Spektro-
skopieuntersuchungen an defektfreien Bereichen der Oberﬂäche zeigen eine Variation der
Atompositionen in Abhängigkeit von der Tunnelspannung. Weiterhin wurde die Tempe-
raturabhängigkeit der supraleitenden Energielücke untersucht. Dabei konnte die Signatur
einer bosonischen Mode und damit eine Kopplung von Quasiteilchen beobachtet werden.
Neben der Untersuchung defektfreier Oberﬂächen wurden auch Defekte und deren Einﬂuss
auf die supraleitenden Eigenschaften analysiert. Es wurde dabei festgestellt, dass Defekte
die supraleitende Energielücke ortsabhängig verändern. Die Defekte lassen sich aufgrund
ihrer Symmetrie einer möglichen Gitterposition zuordnen. Eine detaillierte spektroskopi-
sche Untersuchung verschiedener Defekte zeigt deren Einﬂuss auf die Zustandsdichte der
supraleitenden Quasiteilchen. Dabei stellt sich heraus, dass As-Defekte die supraleitende
Energielücke erheblich beeinﬂussen. Fe-Defekte zeigen hingegen nur einen geringen Eﬀekt.
Für die Bestimmung der Ginzburg-Landau-Kohärenzlänge ξGL wurden Messungen im
Magnetfeld durchgeführt. Hierfür wird in dieser Arbeit eine geeignete Näherungsfunk-
tion hergeleitet. Die Näherung der diﬀerentiellen Leitfähigkeit bei EF in einem Fluss-
schlauch erlaubt die Bestimmung einer Kohärenzlänge von ξGL = 3,9 nm. Dies entspricht
einem oberen kritischen Feld von 21Tesla. Neben der Bestimmung von ξGL wird auch eine
Analyse des Flussschlauch-Gitters durchgeführt. Dabei zeigt sich, dass der Flussschlauch-
Gitterabstand dem eines tetragonalen Gitters entspricht. Allerdings zeigt sich für Ma-
gnetfelder größer als 6Tesla eine zunehmende Unordnung des Flussschlauch-Gitters, was
auf eine stärker werdende Flussschlauch-Flussschlauch-Wechselwirkung hindeutet.
Abstract
This work presents scanning tunneling microscopy and spectroscopy investigations on the
stoichiometric superconductor lithium iron arsenide (LiFeAs). To reveal the electronic
properties, measurements on defect-free surfaces as well as near defects have been perfor-
med. The former shows a shift of atomic position with respect to the applied bias voltage.
Furthermore, temperature dependent spectroscopic measurements indicate the coupling
of quasiparticles in the vicinity of the superconducting coherence peaks.
LiFeAs surfaces inﬂuenced by atomic defects show a spacial variation of the superconduc-
ting gap. The defects can be characterized by their symmetry and thus can be assigned
to a position in the atomic lattice. Detailed spectroscopic investigations of defects reveal
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their inﬂuence on the quasiparticle density of states. In particular, Fe-defects show a small
eﬀect on the superconductivity while As-defects strongly disturb the superconducting gap.
Measurements in magnetic ﬁeld have been performed for the determination of the
Ginzburg-Landau coherence length ξGL. For this purpose, a suitable ﬁt-function has been
developed in this work. This function allows to ﬁt the diﬀerential conductance of a magne-
tic vortex at EF. The ﬁt results in a coherence length of ξGL = 3,9 nm which corresponds to
an upper critical ﬁeld of 21Tesla. Besides measurements on a single vortex, investigation
on the vortex lattice have been performed. The vortex lattice constant follows thereby the
predicted behavior of a trigonal vortex lattice. However, for magnetic ﬁelds larger than
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Mit der Entdeckung der Supraleitung im Jahr 1911 durch H. Kamerlingh Onnes [1] wurde
erstmals das Phänomen des verschwindenden Widerstands beobachtet. Diese Entdeckung
erregte große Aufmerksamkeit, da bis dahin davon ausgegangen wurde, dass alle Mate-
rialien einen endlichen Widerstand für T > 0 besitzen. Die der Supraleitung zugrunde
liegenden Mechanismen sind sehr komplex. 50 Jahre vergingen, bis es J. Bardeen, L. N.
Cooper und J. R. Schrieﬀer gelang, eine mikroskopische Theorie zu entwickeln [2].
Weitere 50 Jahre später hat die Supraleitung den Schritt aus der Grundlagenfoschung
vollzogen. Den Anfang machten dabei die Grundlagenforschung mit der Verwendung von
Hohlraumresonatoren [3] zur Beschleunigung von geladenen Teilchen und die Messung
kleinster Magnetfeldänderungen mittels supraleitender Quanteninterferometer (SQUID1)
[4]. Ebenfalls von enormer Bedeutung ist die Verwendung supraleitender Spulen für die
Erzeugung hoher Magnetfelder [5]. Insbesondere Letzteres ermöglichte durch die Entwick-
lung der Magnetresonanztomographie (MRT) den Einzug der Supraleitung in die Medizin.
Neben der Medizin gewinnt die Supraleitung auch im Energiesektor immer mehr an Be-
deutung. Die naheliegendeste Anwendung für die Supraleitung ist dabei die verlustfreie
Leitung großer Ströme bei geringem Leitungsquerschnitt [6]. Ein erfolgreiches Testprojekt
für einen solchen Stromtransport ist die Stromversorgung von Long Island (NY, USA) [7],
wo drei supraleitende Kabel genug Strom für 300.000 Haushalte liefern. Aber auch in an-
deren Anwendungsbereichen werden supraleitende Materialien erfolgreich eingesetzt. So
benutzt man supraleitende Strombegrenzer in Kraftwerken um Leistungsspitzen abzufan-
gen [8]. Ebenfalls erfolgreich verliefen Tests zur Stromerzeugung mittels supraleitender
Generatoren [9]. Die Verwendung supraleitender Spulen ermöglicht hier eine bedeutende
1SQUID: superconducting quantum interference device
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1. Einleitung
Gewichts- und Platzersparnis. Zusätzlich führt das Fehlen des ohmschen Widerstands in
den Generatorspulen zu einer erhöhten Eﬃzienz des Generators.
Das größte Problem bei der Verwendung von Supraleitern ist die Erzeugung der für die
Supraleitung benötigten tiefen Temperaturen. So besitzt beispielsweise Nb3Ge eine Über-
gangstemperatur von Normal- zur Supraleitung von 22,4K [10]. Die Erzeugung solch tiefer
Temperaturen erfordert einen enormen technischen Aufwand. Ein großer Fortschritt stellte
daher die Entdeckung der Hochtemperatur-Supraleiter dar. Sie ermöglichten erstmals Su-
praleitung oberhalb von 77K [11]. Bei dieser Temperatur kann eine Kühlung mit ﬂüssigem
Stickstoﬀ erfolgen, was eine enorme technische Vereinfachung darstellt. Allerdings han-
delt es sich bei den verwendeten Hochtemperatur-Supraleitern um Kuprat-Verbindungen.
Diese sind spröde und somit nur schwer handhabbar. Zudem sind auch nach über 20 Jah-
ren Kuprat-Forschung die genauen Wirkmechanismen, die zur Supraleitung führen, nicht
vollständig geklärt.
Als im Jahr 2006 die Eisen-Pniktid-Supraleiter in Erscheinung [12] traten, eröﬀnete sich
die Möglichkeit, die Physik der Hochtemperatur-Supraleiter an einer weiteren Material-
gruppe zu untersuchen. Die Besonderheit der Eisen-Pniktid-Supraleiter ist, dass Supra-
leitung in eisenbasierten Materialien bis dahin nicht für möglich gehalten wurde. Das
magnetische Moment des Eisens sollte die Supraleitung eigentlich unterdrücken. Da dies
oﬀensichtlich nicht geschieht, stellt sich die Frage nach den Wechselwirkungsmechanismen,
die zur Supraleitung in diesen Materialien führen. Mit einer genauen und umfangreichen
Untersuchung der Eisen-Pniktid-Supraleiter durch verschiedene Methoden soll diese Frage
geklärt werden. Die vorliegende Dissertation bearbeitet dieses Thema.
Im Rahmen dieser Arbeit wurde der Eisen-Pniktid-Supraleiter Lithium-Eisen-Arsen
(LiFeAs) mittels Rastertunnelmikroskopie und -spektroskopie untersucht.
Am Anfang der Arbeit erfolgt eine grundlegende Einführung in die Rastertunnelmikrosko-
pie und -spektroskopie (Kapitel 2). Die Funktionsweise der Rastertunnelmikroskopie wird
kurz und präzise beschrieben. Außerdem werden die benötigten, theoretischen Grund-
lagen sowie die Messmethoden erläutert. Des Weiteren wird das verwendete Mikroskop
vorgestellt.
In Kapitel 3 erfolgt eine Einführung in die Theorie der Supraleitung. Diese umfasst Grund-
züge der Ginzburg-Landau-Theorie sowie der BCS-Theorie. Zudem wird die Anwendung
der Eliashberg-Theorie auf die BCS-Theorie betrachtet und ein Einblick in die unkon-
ventionellen Supraleiter gegeben. Ein besonderer Schwerpunkt in diesem Kapitel liegt
auf dem Verhalten von Supraleitern im Magnetfeld. Dabei wird auf die Ausbildung eines
Flussschlauchgitters in Typ-II-Supraleitern eingegangen. Des Weiteren wird eine Methode
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zur Bestimmung der Ginzburg-Landau-Kohärenzlänge mittels Rastertunnelspektroskopie
vorgestellt (Abschnitt 3.3).
Weiterhin enthält diese Arbeit einen Überblick über die bisher bekannten, supraleiten-
den Materialien (Kapitel 4). Verschiedene Materialgruppen werden vorgestellt und deren
Eigenschaften aufgeführt. Der Schwerpunkt liegt bei den Eisen-Pniktid-Supraleitern. So
wird in Abschnitt 4.2.1 ausführlich auf deren Struktur und Eigenschaften eingegangen
und es werden Gemeinsamkeiten und Unterschiede zwischen den einzelnen Eisen-Pniktid-
Materialien aufgezeigt. Anschließend erfolgt eine ausführliche Darstellung des aktuellen
Forschungsstandes von LiFeAs, wobei Ergebnisse im Bereich der Rastertunnelmikroskopie
in Abschnitt 4.2.3 separat behandelt werden.
Die Messergebnisse werden in Kapitel 5 präsentiert. Dieses unterteilt sich in drei Themen-
gebiete:
In Abschnitt 5.3 werden die Eigenschaften einer defektfreien LiFeAs-Oberﬂäche unter-
sucht. Dabei wird auf die Temperaturabhängigkeit der supraleitenden Energielücke einge-
gangen sowie die örtliche Variation der Energielücke in defektfreien Bereichen analysiert.
Das zweite Themengebiet bearbeitet den Einﬂuss von Defekten auf die Supraleitung.
Hierfür wurde die Variation der Energielücke in der Umgebung von Defekten untersucht
(Abschnitt 5.3.3). Weiterhin erfolgt in Abschnitt 5.4.2 eine detaillierte spektroskopische
Untersuchung von vier verschiedenen Defektarten. Dabei wurde ein besonderes Augen-
merk auf den Einﬂuss der Defekte auf die Supraleitung sowie die Entstehung gebundener
Zustände gelegt.
Das letzte Themengebiet umfasst Messungen im Magnetfeld. Durch Anlegen eines Ma-
gnetfeldes entsteht in LiFeAs ein Flussschauch-Gitter, das eine Analyse der supraleiten-
den Eigenschaften ermöglicht. So wird im Abschnitt 5.5.1 anhand der Spektroskopie ei-
nes Flussschlauchs die Ginzburg-Landau-Kohärenzlänge bestimmt. Weiterhin erlaubt die
Analyse des Flussschauch-Gitters Aussagen über die Wechselwirkung des Magnetfeldes
mit dem Supraleiter (Abschnitt 5.5.2). Abschließend wird eine Methode präsentiert, wel-
che die Bestimmung der Feldquantisierung anhand des Flussschlauch-Gitters ermöglicht.
Die Zusammenfassung dieser Arbeit erfolgt in Kapitel 6. Darin werden zudem Schluss-






Mit der Erﬁndung des Raster-Tunnel-Mikroskops durch Binning und Rohrer [13] begrün-
dete sich ein neues Gebiet der Oberﬂächenphysik. Erstmals war es möglich, die elektro-
nischen Eigenschaften von Oberﬂächen mit einer subatomaren Auﬂösung im Realraum zu
untersuchen. Danach erfolgte eine ständige Verbesserung der Messapparaturen, so dass
mittlerweile Messungen bei sehr tiefen Temperaturen [14] sowie hohen Magnetfeldern [15]
möglich sind. Bis zum heutigen Tag hat sich die Rastertunnelmikroskopie zu einer wich-
tigen Methode in der Oberﬂächenphysik entwickelt.
In diesem Kapitel sollen die theoretischen sowie experimentellen Grundlagen der Raster-
tunnelmikroskopie (RTM)und Rastertunnelspektroskopie (RTS) beschrieben werden.
2.1. Funktionsweise der Rastertunnelmikroskopie
Bei der Rastertunnelmikroskopie wird eine metallische Spitze bis auf einen Abstand d an
eine leitfähige Probenoberﬂäche angenähert. Ist der Abstand gering genug, so überlappen
sich die Wellenfunktionen von Probe und Spitze.Ein Tunnelübergang entsteht. Liegt zu-
sätzlich noch eine Spannung UT zwischen Spitze und Probe an, so ﬂießt in eine Richtung
ein Netto-Tunnelstrom IT. Weiterhin besteht die Möglichkeit, die Spitze mit Hilfe eines
piezoelektrischen Antriebs in drei Raumrichtungen über die Oberﬂäche zu bewegen. Ei-
ne schematische Darstellung dieses Vorgangs zeigt Abbildung 2.1. Die daraus erhaltene
Abhängigkeit des Tunnelstroms IT(UT, ~r) von Spannung und Ort erlaubt eine detaillierte

























Abbildung 2.1.: Schematische Darstellung der Funktionsweise eines Rastertunnelmi-
kroskopes nach [13]. Bei ausreichend geringem Abstand zwischen Spitze und Probe und
angelegter Spannung UT ﬂießt ein Tunnelstrom IT. Mit Hilfe des Regelkreises und der
x, y und z-Piezoaktoren ist es möglich, die Spitze bei konstantem Tunnelstrom über die
Oberﬂäche zu bewegen.
2.2. Theoretische Grundlagen
Der in der Rastertunnelmikroskopie verwendete Eﬀekt beruht auf dem Tunneln von Elek-
tronen durch eine Barriere. Dieser Vorgang ist schematisch in Abbildung 2.2 dargestellt.
Durch Anlegen einer Spannung UT werden die Zustandsdichten und damit die Fermi-
Niveaus von Spitze (EF,t) und Probe (EF,s) zueinander verschoben. Dies ermöglicht es
den Elektronen, aus besetzten Zuständen (orangefarbener Bereich) in unbesetzte Zustän-
de zu tunneln.
Dieser Tunnelprozess lässt sich, ausgehend von Fermis Goldener Regel, beschreiben [16].
Sie bestimmt die Übergangsrate Γ eines Systems aus einem Anfangszustand in einen
Endzustand, wobei ausschließlich elastische Übergänge betrachtet werden.
Übertragen auf das Tunneln von Elektronen zwischen Spitze und Probe bedeutet dies,
dass Γ die Übergangsrate der Elektronen beschreibt. Es ergibt sich eine Übergangsrate






∣∣∣〈E(0)s |HˆT |E(0)t 〉∣∣∣2 δ(E(0)s − E(0)t ). (2.1)
1 t: engl. tip



































Abbildung 2.2.: Schematische Darstellung der Zustandsdichten von Spitze und Probe.
Links: Zustandsdichten ohne angelegte Spannung. Die Zustandsdichte um EF wird auf-
grund der Temperatur um 3,5 kBT verbreitert. Rechts: Durch Anlegen der Spannung UT
verschieben sich die Zustandsdichten um die Energie eUT und es können Elektronen von
den besetzten Zustände (orangefarben) der Spitze in die unbesetzten Zuständen der Probe
tunneln.
Bei der Übergangsrate werden nur Grundzustände der Spitze (E(0)t ) und Grundzustände
der Probe (E(0)s ) berücksichtigt. HˆT beschreibt den Transfer-Hamiltonoperator. Für eine
übersichtlichere Schreibweise lässt sich das Tunnel-Matrixelement mit
Mt,s = 〈E(0)s |HˆT |E(0)t 〉 (2.2)
deﬁnieren.
Fermis Goldene Regel gilt für diskrete Systeme und T = 0. Um den Einﬂuss der Tempe-





einzuführen. Die Fermi-Funktion f(E) beschreibt die Energieverbreiterung bei endlichen
Temperaturen. Ein Beispiel dafür ist in Abbildung 2.3(a) dargestellt. Für T = 0 ist die
Fermi-Funktion eine Stufenfunktion bei EF. Sie besitzt den Wert Eins für Energien kleiner
EF und den Wert Null für Energien größer EF. Werden endliche Temperaturen betrachtet,
so schmiert die Fermi-Funktion aus und es entsteht ein kontinuierlicher Übergang. Die














verdeutlichen (siehe Abbildung 2.3(b)). Für niedrige Temperaturen ergibt die Ableitung
einen scharfen Peak. Bei höheren Temperaturen ﬂacht das Peakmaximum ab und die
Halbwertsbreite vergrößert sich. Ein gutes Maß für die Halbwertsbreite und damit für die
durch die Temperatur verursachte Energieunschärfe ist ∆E ≈ 3,5 kBT [17, 18].











































Abbildung 2.3.: Fermi-Verbreiterung für verschiedene Temperaturen. (a) Fermi-
Verbreiterung für EF = 0,4 (beliebig gewählt). Für T = 0 ist die Fermi-Funktion eine
Stufenfunktion. Für T > 0 verbreitert sich die Fermi-Funktion. (b) df(E)/dE der Fermi-
Funktion in (a). Die Verbreiterung um EF lässt sich näherungsweise mit der Normalver-
teilung beschreiben und entspricht einer Energieunschärfe von ∆E ≈ 3,5 kBT .
Neben endlichen Temperaturen müssen für den Tunnelstrom auch kontinuierliche Zu-
stände berücksichtigt werden. Dies geschieht durch die Einführung der Zustandsdichte
ρ(E) [16]. Für den Tunnelstrom ergibt sich mit der Einführung der Zustandsdichte und
der Fermi-Funktion
It→s = e · Γt→s = −2e2pi~
∫ ∞
−∞
dε |Mt,s|2 ρs(ε)ρt(ε+ eUT)fs(ε)[1− ft(ε+ eUT)]. (2.5)
Hierbei bezieht sich die Energie  relativ auf die Fermi-Energie ( = E − EF) und der
Term eUT beschreibt die durch die angelegte Tunnelspannung verschobene Energie. Die
Zustandsdichten der Probe und der Spitze werden durch ρs und ρt repräsentiert. Der
Faktor −2e stammt vom Elektronenspin und der Elektronenladung.
Für die Bestimmung des Gesamttunnelstroms muss auch der Strom von der Probe zur
Spitze berücksichtigt werden. Der daraus resultierende Gesamttunnelstrom beträgt
16
2.2. Theoretische Grundlagen
IT = It→s + Is←t = −2e2pi~
∫ ∞
−∞
dε |Mt,s|2 ρs(ε)ρt(ε+ eUT)[fs(ε)− ft(ε+ eUT)]. (2.6)
Dieser Ausdruck lässt sich für verschiedene Annahmen vereinfachen.
Die beiden Fermi-Funktionen [fs(ε) − ft(ε + eUT)] beschreiben die Energieverbreiterung
um EF und EF + eUT. Betrachtet man nun den Fall tiefer Temperaturen und einer hinrei-
chend großen Tunnelspannung UT (ε  3,5 kBT ), so kann die thermische Verbreiterung
vernachlässigt werden. Als Folge liefert der Term [fs(ε)− ft(ε+ eUT)] Null außerhalb des
Intervalls 0 < ε < eUT und Eins innerhalb. Damit kann das Integral auf den Integrati-




dε |Mt,s|2 ρt(ε)ρs(ε). (2.7)
Das Matrixelement |Mt,s|2 wurde von J. Bardeen [19] mit Hilfe der Vielteilchentheorie
untersucht. Dabei stellte sich heraus, dass das Matrixelement von den Wellenfunktionen in
der Tunnelbarriere abhängt. Es hat damit bei geringer Tunnelspannung nur einen geringen
Einﬂuss auf den Tunnelstrom und kann ebenfalls vor das Integral gezogen werden:










Dabei ist d der Abstand zwischen Probe und Spitze, m die Elektronenmasse und φ die
eﬀektive Austrittsarbeit. Letzteres stellt mit φ ≈ (Φt + Φs)/2 eine Kombination der Aus-
trittsarbeit von Spitze Φt und Probe Φs dar.
Mit der WKB-Näherung ergibt sich daraus ein Tunnelstrom von





Der Ausdruck für den Tunnelstrom lässt sich unter Annahme einer konstanten Zustands-
dichte der Spitze weiter vereinfachen. In diesem Fall ist ρt unabhängig von der angelegten
Spannung UT und kann vor das Integral gezogen werden. Es ergibt sich









Anhand dieses Ausdrucks lassen sich die folgenden grundlegenden Eigenschaften des Tun-
nelstroms erkennen: Er ist exponentiell abhängig von der Entfernung zwischen Spitze und
Probe. Die Austrittsarbeiten von Spitze und Probe gehen in den Tunnelstrom mit ein,
beeinﬂussen ihn aber nur geringfügig. Die integrierte Zustandsdichte der Probe ist die
einzige Größe, die durch UT beeinﬂusst wird. Folglich ist es möglich, bei konstantem d
Zugang zu ρs zu erhalten.
Allerdings bleibt ungeklärt, inwieweit IT die lokale Zustandsdichte widerspiegelt. Diesem
Problem widmet sich das Tersoﬀ-Hamann-Modell [20, 21]. Es zeigt, dass für eine Spitze




|Ψν(~r)|2 δ(Eν − E) (2.12)
beschrieben werden kann. Dabei ist Eν die Energie der Oberﬂächenwellenfunktion Ψν . Die
lokale Zustandsdichte der Probe ρs(E,~r) am Ort ~r ist somit equivalent zur Summe des
Betragsquadrats aller Oberﬂächenwellenfunktionen Ψν am Ort ~r.
Chen et al. [22, 23] erweiterte das Tersoﬀ-Hamann-Modell für Spitzen mit d- und p-
Zuständen. Dabei stellte sich heraus, dass der Tunnelstrom zum Teil von der Orientierung
des Spitzenorbitals abhängt. Für eine ausführliche Beschreibung dieser Orbitalabhängig-
keit sei an dieser Stelle auf [24,25] verwiesen.
2.3. Messmethoden
2.3.1. Topographie
Bei der Rastertunnelmikroskopie wird die Methode des konstanten Tunnelstroms am häu-
ﬁgsten zur Messung der Probentopographie verwendet. Eine schematische Darstellung
dieses Vorgangs ist in Abbildung 2.4 gezeigt. Für die Topographiemessung wird eine kon-
stante Tunnelspannung UT zwischen Spitze und Probe angelegt und der Tunnelstrom IT
gemessen. Bewegt sich die Spitze mit Hilfe der Piezoaktoren über die Oberﬂäche, so ver-
ändert sich der Abstand d und damit auch IT. Ein Regelkreis korrigiert daraufhin d in
z-Richtung bis der ursprüngliche Wert für IT wiederhergestellt ist. Der Vorteil dieser Me-
thode liegt darin, dass aufgrund des konstanten Stroms die Spitze nicht unbeabsichtigt
mit der Probe kollidiert und dabei Spitze und Probe beschädigt. Eine Topographie der
Form z(x, y) entsteht, wobei z die Oberﬂächenstruktur darstellt (siehe Gleichung 2.11).
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Es bleibt jedoch zu beachten, dass nach Gleichung 2.11 der Tunnelstrom die integrier-
te Zustandsdichte der Probe beinhaltet und damit die elektronischen Änderungen der
Oberﬂäche wiedergibt.
Dies wird in Abbildung 2.4 anhand eines Defektatoms verdeutlicht. Es besitzt eine ge-
ringere integrierte Zustandsdichte, was dazu führt, dass die Spitze an dieser Stelle näher
an die Oberﬂäche geführt werden muss, um den Tunnelstrom konstant zu halten. Folg-
lich erscheint an dieser Position in der Topographiemessung eine Vertiefung, obwohl das
atomare Gitter keine Fehlstelle aufweist. Bei der Analyse von RTM-Topographien soll-
te daher immer berücksichtigt werden, dass zwischen topographischen Änderungen und












Abbildung 2.4.: Schematische Darstellung einer Topographiemessung. Bei konstanter
Spannung UT wird der Tunnelstrom IT gemessen. Bewegt sich die Spitze über die Ober-
ﬂäche, so verändert sich aufgrund deren Struktur der Abstand d und infolgedessen ändert
sich ebenfalls IT. Ein Regelkreis korrigiert d mit Hilfe eines Aktors in z-Richtung so-
weit, bis der ursprüngliche Wert von IT wiederhergestellt ist. Die Topographie wird als
Änderung in z-Richtung dargestellt.
2.3.2. Spektroskopie
Eine weitere, wichtige Messmethode ist die Rastertunnelspektroskopie (RTS). Für die
Spektroskopie wird die Spitze stabil über einer Stelle der Probenoberﬂäche positioniert.
Bei konstantem z verändert man anschließend UT und zeichnet den dazugehörigen Tun-










betrachtet, so lässt sich dieser Ausdruck mit den Voraussetzungen d = konstant und





vereinfachen. IT ist somit nur noch von der integrierten Zustandsdichte der Probe abhän-




Demzufolge wird mit Hilfe der RTS die lokale diﬀerentielle Leitfähigkeit der Probe gemes-
sen, was den Zugang zur Zustandsdichte ermöglicht.
In Abbildung 2.5 ist als Beispiel ein Nb-Tunnelspektrum bei T = 380mK dargestellt. Die
Stromkurve 2.5(a) zeigt um UT = 0mV einen konstanten Strom. Wird die IT(UT)-Kurve
diﬀerenziert, so erhält man die diﬀerentielle Leitfähigkeit 2.5(b) und damit die Zustands-
dichte. Für Niob zeigt sich hier das für einen BCS-Supraleiter typische Tunnelspektrum










































Abbildung 2.5.: Tunnelstrom und diﬀerentielle Leitfähigkeit eines Tunnelspektrums an
Nb bei 380mK, gemessen mit einer W-Spitze [18]. (a) Der IT(UT)-Verlauf (ohne Mess-
punkte) zeigt eine Energielücke. (b) Ableitung dIT/dU des Tunnelstroms in (a). Die Kreise
symbolisieren die Messpunkte. Man erkennt deutlich die supraleitende Energielücke mit
den Kohärenzpeaks bei -2mV und 2mV. Durch die Diﬀerentiation des Stromsignals wird
der Zugang zur lokalen Zustandsdichte am Ort der Spektroskopie geschaﬀen.
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Allerdings bleibt zu berücksichtigen, dass bei der Herleitung dieser Gleichung einige Nähe-
rungen gemacht wurden. Insbesondere die Fermi-Funktion kann nicht zwingend vernach-
lässigt werden, da die Energieverbreiterung ∆E durch sie beschrieben wird. Der Einﬂuss
der Energieverbreiterung wird bei der Betrachtung der diﬀerentiellen Leitfähigkeit anhand



























Die so dargestellte diﬀerentielle Leitfähigkeit beinhaltet eine Faltung der Zustandsdichte
der Probe und der Temperaturverbreiterung. Dies hat zur Folge, dass je nach Temperatur
die diﬀerentielle Leitfähigkeit durch die abgeleitete Fermi-Funktion beeinﬂusst wird. In
Abbildung 2.6 ist dieser Einﬂuss anhand einer simulierten, supraleitenden Energielücke
dargestellt. Darin zeigt sich, dass für niedrige Temperaturen die Kohärenzpeaks sehr scharf
aufgelöst werden. Steigt die Temperatur an, so kommt es zu einer Verschmierung der Ener-
gielücke und der Kohärenzpeaks. Die Temperatur begrenzt somit die messbaren Details
in der diﬀerentiellen Leitfähigkeit. Eine Abschätzung der Energieverbreiterung nach [18]
























Abbildung 2.6.: Berechnete supraleitende Energielücke ∆ = 1meV mit verschiedenen
thermischen Verbreiterungen. Mit zunehmender Temperatur verringert sich die Höhe der




Wie im vorherigen Kapitel gezeigt, ist es möglich, die lokale Zustandsdichte durch Dif-
ferenzieren des Tunnelstroms zu erhalten. Diese Methode hat jedoch den Nachteil, dass
beim Diﬀerenzieren auch das im Signal enthaltene Rauschen diﬀerenziert und damit ver-
stärkt dargestellt wird. Dies führt häuﬁg zu einem sehr geringen Signal-Rausch-Verhältnis
und erschwert die Dateninterpretation.
Ein alternativer Weg, die diﬀerentielle Leitfähigkeit zu erhalten, ist die Verwendung der
Lock-In-Technik. Wird der Verlauf einer ﬁktiven I(U)-Kennlinie (siehe Abbildung 2.7)
betrachtet, so entspricht die Steigung dieser Kennlinie bei UT der diﬀerentiellen Leitfä-
higkeit. Moduliert man nun auf UT ein Sinussignal Umod, so entsteht als Antwortsignal
einen Tunnelstrom, der ebenfalls mit einer Modulation versehen ist. Hierbei ist die Am-
plitude des Antwortsignals abhängig vom jeweiligen Anstieg der I(U)-Kennlinie bei UT.
In Abbildung 2.7 ist dies anhand der beiden Tunnelspannungen UT,a und UT,b verdeut-
licht. Beide Spannungen werden mit dem gleichen Sinussignal moduliert. Aufgrund der





















Abbildung 2.7.: Schematische Darstellung des Lock-In-Prinzips. Die Modulationsspan-
nung Umod wird auf UT moduliert. In Abhängigkeit des Anstiegs von IT(U) entsteht ein
Antwortsignal Isig. Die Amplitude von Isig repräsentiert den Anstieg von IT(U) an der
Stelle UT.
Die Amplitude des Antwortsignals kann mit Hilfe eines phasensensitiven Detektors (PSD)
in einen Anstiegswert und somit in die diﬀerentielle Leitfähigkeit übersetzt werden. Auf
die Erläuterung der Funktionsweise eines PSD sei an dieser Stelle jedoch verzichtet und
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auf [26] verwiesen. Der Vorteil der Lock-In-Technik ist das Erreichen eines guten Signal-
Rausch-Verhältnisses. Allerdings ergeben sich aufgrund der Methode verschiedene Nach-
teile. So sollte fmod nicht mit Störfrequenzen übereinstimmen, da sonst die Störung domi-
niert und das Antwortsignal nicht mehr nur dem Anstieg entspricht. Ebenso sollte fmod
nicht mit den Eigenfrequenzen des Systems übereinstimmen, da es im schlimmsten Fall
zur Resonanzkatastrophe und zur Zerstörung des Systems kommen kann.
Weiterhin führt die angelegte Modulationsspannung zu einer Verschlechterung der Ener-
gieauﬂösung [27,28]. Somit ist bei der Betrachtung der Energieauﬂösung neben der ther-
mischen Verbreiterung (∆Etherm = 3,5 kBT ) auch die Verbreiterung durch die Modulation








(3,5 kBT )2 + (2,5 eUmod)2. (2.17)
Für die in dieser Arbeit präsentierten Daten wurde eine Modulationsspannung von
U rmsmod = 400µV verwendet. Geringere Werte für Umod ergaben ein zu geringes Signal-
Rausch-Verhältnis. Höhere Werte von Umod führten zu einer Verbreiterung der gemessenen
Spektren. Für die gewählte Modulationsspannung Umod = 400µV und einer Temperatur
von T = 6K ist nach Gleichung 2.17 eine maximale Energieauﬂösung von 2,1mV erreich-
bar.
2.3.4. Spektroskopiekarten
In den vorherigen Abschnitten wurden mit RTM und RTS die beiden wichtigsten Mess-
methoden vorgestellt. Mit ihnen ist es möglich, die Topographie und die elektronischen
Eigenschaften der Oberﬂäche zu bestimmen. Spektroskopiekarten kombinieren beide Me-
thoden, indem an jedem Punkt eines vordeﬁnierten Gitters die Topographie und eine
Spektroskopiekurve aufgenommen werden.
Die resultierenden Spektroskopiedaten beinhalten den Tunnelstrom IT(x, y, UT) sowie die
diﬀerentielle Leitfähigkeit dIT
dU
(x, y, UT) und sind in Abbildung 2.8 schematisch gezeigt. Die
räumlichen Komponenten x und y und die Spektroskopiekomponente UT lassen sich da-
bei als 3-dimensionaler Datensatz darstellen. Ein solcher Spektroskopiedatensatz enthält
eine Vielzahl an Informationen. So ist es möglich, die dIT(UT)/dU -Werte der einzelnen
Spannungen von EF bis eUT aufzusummieren. Dies entspricht der Integration aus Glei-
chung 2.11 und ergibt die Topographie der gemessenen Oberﬂäche 2.8(b). Weiterhin kann
man die diﬀerentielle Leitfähigkeit bei einer einzelnen Spannung untersuchen 2.8(c). Es ist
ebenfalls möglich, eine einzelne Spektroskopiekurve aus dem Spektroskopiedatensatz zu
23
2. Grundlagen
extrahieren 2.8(d). Hierbei werden für eine bestimmte x, y-Koordinate alle Werte der diﬀe-
rentiellen Leitfähigkeit als Funktion der Spannung aufgetragen (dIT
dU
(UT)|x,y=const). Zusätz-
lich können mehrere dieser Spektroskopiekurven entlang einer Linie aufgetragen werden,
so dass sich die örtliche Änderung der einzelnen Spektren darstellen (dIT
dU
(UT, x)|y=const)
lässt. Die Werte der diﬀerentiellen Leitfähigkeit werden in unterschiedlichen Farben wie-
dergegeben (als Beispiel siehe Abbildung 5.13(b)).
Die Messung einer hochauﬂösenden Spektroskopiekarte ist sehr zeitintensiv. Ausgehend
von einer Messzeit von 200ms pro Datenpunkt und einem Spektrum mit 80 Datenpunkten,
benötigt man für ein Spektrum 16 s. Bei einer Spektroskopiekarte mit 128× 128 Punk-
ten ergibt das eine Gesamtmesszeit von 72 h. Viele Tieftemperatur-RTM-Anlagen besit-
zen eine Standzeit von drei bis fünf Tagen [2931], so dass die Aufnahme einer solchen




Abbildung 2.8.: Schematische Darstellung einer Spektroskopiekarte anhand der diﬀe-
rentiellen Leitfähigkeit. (a) 3-dimensionale Darstellung der diﬀerentiellen Leitfähigkeit
mit räumlicher (x, y) und spektroskopischer (E) Komponente. (b) Extrahieren der To-
pographie durch Integration von EF bis eUT. (c) Darstellung der lokalen Zustandsdich-
te für eine Energie dIT
dU
(x, y)|UT=const. (d) Einzelnes Spektrum für dITdU (UT)|x,y=const. (e)
Wasserfall-Diagramm der Spektroskopiekurven in x-Richtung dIT
dU
(UT, x)|y=const (Abbil-
dung aus Ref. [32]).
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2.3.5. Karten diﬀerentieller Leitfähigkeit
Bei Karten diﬀerentieller Leitfähigkeit (dIT/dU -Karten) besteht die Möglichkeit, Unter-
schiede in der diﬀerentiellen Leitfähigkeit parallel zu einer Topographiemessung aufzu-
nehmen. Dazu wird während einer Topographie ein Sinussignal auf UT moduliert. Diese
Modulation ermöglicht es, mit Hilfe der Lock-In-Technik die Änderung der diﬀerentiellen
Leitfähigkeit zu messen (siehe Kapitel 2.3.3). Durch die parallele Aufnahme der Topogra-
phie und des Lock-In-Signals entsteht eine dIT/dU -Karte, bei der sich die lokale Änderung
der diﬀerentiellen Leitfähigkeit der Topographie zuordnen lässt.
Die Frequenz des Sinussignals liegt dabei höher als die Frequenz des Regelkreises für die
Spitzenstabilisierung, so dass das Lock-In-Signal den Spitzenabstand nicht beeinﬂusst.
Der Vorteil dieser Methode ist die Zeitersparnis gegenüber einer Spektroskopiekarte. Wäh-
rend eine Spektroskopiekarte mehrere Tage benötigt, um die diﬀerentielle Leitfähigkeit
mit hoher Ortsauﬂösung zu messen, benötigt die selbe Ortsauﬂösung mit einer dIT/dU -
Topographie wenige Stunden. Diese Methode eignet sich beispielsweise zum Visualisieren
magnetischer Flussschlauchgitter in Supraleitern (siehe Kapitel 5.5.2), zum Darstellen
von Spindomänen in magnetischen Filmen [33] oder zur Darstellung von unterschiedli-
chen Bedeckungsgraden. Letzteres ist in Abbildung 2.9 anhand einer 1,5 Monolage Eisen
auf W(110) dargestellt. In 2.9(c) sind deutlich die Unterschiede in der Zustandsdichte zu
erkennen, die durch die unterschiedlichen Monolagen hervorgerufen werden. Allerdings be-
sitzt die Methode der dIT/dU -Karten auch Nachteile. So zeigt die gemessene diﬀerentielle
Leitfähigkeit lediglich Unterschiede in der Zustandsdichte. Die Bestimmung der absoluten
Werte der diﬀerentiellen Leitfähigkeit ist nicht möglich. Weiterhin bieten dIT/dU -Karten
keine Möglichkeit, die Zustandsdichte bei UT = 0 V zu messen. Sie erlauben damit kei-
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Abbildung 2.9.: dIT/dU -Karte von 1,5 Monolagen Fe auf W(110). (a) Schematische
Darstellung der ersten und zweiten Monolage eines Eisenﬁlms auf W(110). (b) Topogra-
phie der Fe-Schicht (UT = −100mV, IT = 300pA, T = 30K). Die zweite Monolage ist
in der Topographie kaum zu erkennen. (c) dIT/dU -Karte zu (a). Aufgrund der unter-
schiedlichen Zustandsdichten von erster und zweiter Monolage lassen sich diese in der
dIT/dU -Karte deutlich unterscheiden [34].
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2.4. Experimenteller Aufbau: Eintauch-RTM
Die in dieser Arbeit präsentierten Daten wurden mit einem im IFW Dresden entwickelten
und gebauten Rastertunnelmikroskop (RTM) gemessen. Dieses Mikroskop zeichnet sich
durch eine einfaches Konzept aus (siehe Abb. 2.10) und kann in 4He-Transportbehältern
oder Magnetfeld-Kryostaten betrieben werden.
Da das verwendete RTM bereits in [1,36] ausführlich beschrieben ist, soll dieser Abschnitt
das System nur kurz vorstellen.
Das RTM folgt einem Stab-Design, bei dem auf die übliche UHV4-Anlage verzichtet
wird. Eine schematische Darstellung des RTM ist in Abbildung 2.10 zu sehen. Der untere
Abschnitt besteht aus einem langen, unten geschlossenen Edelstahlrohr 2.10(A) und ei-
nem oberen Abschnitt 2.10(B) mit Anschlüssen und einer Drehdurchführung. Das RTM
2.10(E) beﬁndet sich zusammen mit einer thermischen Ankopplung 2.10(D) am unteren
Ende von fünf langen Edelstahlkapillaren 2.10(C). Für die Messung wird eine Probe in
das RTM eingebaut, das Edelstahlrohr über das RTM geschoben und mit dem oberen
Teil verbunden. Anschließend wird die gesamte Anordnung über den Pumpanschluss eva-
kuiert (p < 5 · 10−5 mbar) und in ein Magnetfeld-Kryostat oder ein 4He-Transportgefäß
eingesetzt. Dabei stellt die thermische Ankopplung die thermische Verbindung zwischen
Kältereservoir und RTM her. Die an den Edelstahlkapillaren befestigten Strahlungsschil-
de schirmen die Wärmestrahlung vom oberen Teil ab und vermeiden somit ein Erwärmen
des RTM.
Eine Darstellung des RTM-Aufbaus ist in Abbildung 2.11 zu ﬁnden. Das Design der Grob-
annäherung der Spitze basiert auf Pan [37] und wurde auf die Bedürfnisse der geplanten
Messungen angepasst. Für die Temperaturmessung und Stabilisierung sind Temperatur-
sensoren am RTM-Körper 2.11(17) und in der Probenaufnahme 2.11(16) angebracht. Für
Temperaturen von 5K bis 300K und Magnetfelder bis 12T besitzen beide Sensoren einen
relativen Fehler von ∆T/T . 1% [38]. Ein Heizbecher 2.11(6) um den Mikroskopkörper
ermöglicht stabile RTM-Messungen zwischen 5K und 300K.
Um reproduzierbare Ergebnisse zu erhalten, ist es notwendig, saubere und reproduzierbare
Probenoberﬂächen zu erzeugen. Hierfür stehen in UHV-Anlagen verschiedene Techniken
wie in-situ-Wachstum von Schichten [39, 40] oder Sputter und Ausheilzyklen von metal-
lischen Oberﬂächen [41] zur Verfügung. Diese Methoden eignen sich jedoch nur für die
Präparation von Kristallen, die eine einfache Kristallstruktur aufweisen. Im Fall von kom-
plexeren Verbindungen ist eine solche Präparation nicht möglich. Als sehr eﬀektiv erwies



























Abbildung 2.10.: Schematische Darstellung des Eintauch-RTM. (A) nach unten ge-
schlossenes Edelstahlrohr, (B) elektrische Durchführungen und Pumpanschluss, (C) Ver-
bindungskapillaren mit Kupferscheiben, (D) thermische Ankopplung an das Außenreser-
voir, (E) RTM mit Heizbecher. Nachdem die Probe in das RTM eingebaut ist, wird der
innere Teil (C-E) in das Edelstahlrohr eingesetzt und das Rohr mit einer KF50-Schelle an
dem oberen Teil befestigt.
gungen. Diese Methode wurde mit der Implementierung eines Spaltmechanismus für das
Eintauch-RTM gewählt.
Im oberen Teil ist eine Drehdurchführung mit Handrad und einer Winde auf der Vaku-
umseite 2.11(1) installiert. Durch Drehen des Handrades wird das Spaltseil 2.11(8) auf
die Winde aufgewickelt. Das Spaltseil zieht dadurch am Spaltstempel 2.11(9) und dieser
spaltet die Probe. Der Spaltstempel wird nach dem Spalten in eine Position gezogen, in
der er die Messung nicht behindern kann (dargestellt in Abb. 2.11).
Die Präparation der Probe erfolgt nach folgendem Schema: Die Probe wird auf einem
Probenhalter mit leitfähigem Kleber [42] befestigt. Auf die Probe wird zusätzlich ein
Spaltstempel aufgesetzt und ebenfalls mit leitfähigem Kleber [42] ﬁxiert. Danach erfolgt
das Einsetzen der Probe ins Mikroskop und das Befestigen des Spaltseils am Spaltstem-
pel. Auf dem Spaltstempel wird zusätzlich eine Testprobe (z.B. Gold auf Glimmer) an-
gebracht. Nach dem Einbau wird das RTM-Rohr verschlossen, evakuiert und in einem
4He-Bad zur Basistemperatur abgekühlt. Das Abkühlen erzeugt innerhalb des Edelstahl-
rohres (Abb. 2.10(A)) ein Kryovakuum, welches mit dem Vakuum in UHV-Anlagen ver-
gleichbar ist [43]. Es entsteht auf diesem Weg eine Messumgebung, die zum einen die
Verschmutzung sauberer Probenoberﬂächen verhindert und zum anderen eine hohe Ener-
gieauﬂösung (∆E ≈ 2mV, siehe Abschnitt 2.3.2) ermöglicht. Nach dem Abkühlen des
RTM erfolgt die Annäherung und Charakterisierung der Spitze auf der Testprobe. Zeigt
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Abbildung 2.11.: Aufbau Eintauch-RTM. Bestandteile: (1) Pumpanschluss, (2) elek-
trische Durchführungen, (3) Edelstahlkapillaren mit Strahlungsschilden, (4) Thermische
Ankopplung zum 4He-Bad, (5) thermische Verbindung, (6) Heizbecher, (7) Edelstahlka-
pillaren, (8) Spaltseil, (9) Spaltstempel, (10) Saphirprisma, (11) Piezostapel für den Grob-
antrieb, (12) Röhrenscanner, (13) Spitzenhalter mit Spitze, (14) Probe mit Probenhalter,
(15) Probenaufnahme, (16) Temperatursensor Probe, (17) Temperatursensor Mikroskop
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die Spitze eine konstante Zustandsdichte auf der Testprobe, so erfolgt das Spalten der
Probe durch Drehen des Handrades an der Drehdurchführung (Abb. 2.11(1)).
Schall- und Gebäudeschwingungen stellen ein Problem für RTM-Messungen dar. Sie kön-
nen den Abstand zwischen Spitze und Probe beeinﬂussen und sind meist der entscheidende
Faktor für die Stabilität des RTM. Um reproduzierbare Messergebnisse zu erzielen, ist es
daher notwendig, Schwingungen jeglicher Art am Mikroskopkopf zu verhindern. Für das
Eintauch-RTM erfolgt dies über eine hohe Eigenfrequenz des Scanners (f ≈ 4 kHz) und
eine niedrige Eigenfrequenz des RTM-Aufbaus. Da das hier präsentierte RTM für den
variablen Einsatz konzipiert ist, wurde das Dämpfungssystem dem Einsatz angepasst. So
besteht die Dämpfung des Kryostaten / Dewar aus vier passiven Dämpfungsfüßen mit
Niveauregulierung, die mit 6 bar Druckluft betrieben werden. Dies führt je nach Gewicht
und Geometrie des Kyostaten zu einer Eigenfrequenz von f ≈ 1− 3Hz [44]. Zur Reduk-





Das Phänomen der Supraleitung wurde im Jahr 1911 von Heike Kammerlingh-Onnes ent-
deckt. Bei einer Widerstandsmessung an Quecksilber stellte er ein plötzliches Verschwin-
den des elektrischen Widerstands bei 4,2 Kelvin fest [1]. Dieses unerwartete Verhalten
bestätigte sich bei Folgemessungen und stellte eine neue, bis dahin unbekannte elektro-
nische Phase dar.
Eine weitere, sehr überraschende Entdeckung wurde 1933 von Walther Meißner und
Robert Ochsenfeld gemacht. Sie stellten fest, dass ein externes Magnetfeld aus einem







(a) (b) MeißnerOchsenfeldEffektR = 0  für 















Abbildung 3.1.: Zwei Eigenschaften deﬁnieren die Supraleitung: (a) Der elektrische
Widerstand muss unterhalb der kritischen Temperatur Tc verschwinden (Originalnotiz
von Heike Kammerlingh-Onnes [1]). (b) Ein externes Magnetfeld muss für H < Hc aus
dem Material verdrängt werden (entdeckt 1933 durch Meißner und Ochsenfeld [45]).
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In den darauﬀolgenden Jahrzehnten wurden große Anstrengungen unternommen, die-
se Phänomene theoretisch zu beschreiben. Beachtliche Fortschritte gelangen durch die
London-Theorie [46] im Jahr 1935 und die Ginzburg-Landau-Theorie 1950 [47]. Aber erst
im Jahr 1957, fast fünfzig Jahre nach der Entdeckung der Supraleitung, gelang es Bardeen,
Cooper und Schrieﬀer, eine allgemeingültige mikroskopische Theorie (BCS-Theorie) auf-
zustellen [2].
3.1. Ginzburg-Landau-Theorie
Die Ginzburg-Landau-Theorie [47] beschreibt die Supraleitung mit Hilfe eines makrosko-
pischen, thermodynamischen Ansatzes. Ausgehend von einem Phasenübergang zweiter
Ordnung lässt sich der Übergang vom normalen in den supraleitenden Zustand nahe Tc
mit Hilfe der freien Energie







∣∣∣∣2 + h28pi (3.1)
betrachten. Hierbei ist f−fn0 die gewonnene Energie, α, β sind Entwicklungskoeﬃzienten
und ~A ist das Vektorpotential. ψ(~r) ist eine komplexe Pseudo-Wellenfunktion, die mit
|ψ(~r)|2 die lokale Zustandsdichte der supraleitenden Elektronen beschreibt.
Bei Abwesenheit des Magnetfeldes entfällt der Term |(∇− ~A)|2 und Gleichung 3.1 verein-
facht sich zu
f − fn0 = α|ψ|2 + β
2
|ψ|4 (3.2)
mit einer minimalen Energie bei
|ψ|2 = |ψ∞|2 ≡ −α
β
. (3.3)
Dabei beschreibt ψ∞ die Wellenfunktion der Supraleitung im Inneren des Supraleiters.
Dies eingesetzt in Gleichung 3.2, ergibt für die freie Energie




Damit der gewählte Ansatz physikalisch sinnvoll ist, muss β positiv sein und α darf nur
Werte kleiner gleich Null annehmen. Um die Temperaturabhängigkeit α(T ) zu berück-










, α′ > 0. (3.5)
Mit Hilfe des Variationsverfahrens lassen sich aus Gleichung 3.1 die Ginzburg-Landau-
Diﬀerentialgleichungen (GLDG) gewinnen:


















Die zweite Gleichung beschreibt den Strom ~J . Auf eine genaue Herleitung sei an dieser
Stelle verzichtet und auf [48,49] verwiesen. Wird für den feldfreien Fall die mit f = ψ/ψ∞






+ f + f 3 = 0 (3.8)





möglich. ξGL(T ) wird als Ginzburg-Landau-Kohärenzlänge bezeichnet und beschreibt






deﬁnieren. Dieser Parameter beschreibt das Verhältnis der Eindringtiefe des Magnetfeldes
H und der Variation der Wellenfunktion ψ. Innerhalb der GL-Theorie ist κ temperaturab-
hängig und es lassen sich mit seiner Hilfe zwei Szenarien unterscheiden (siehe Abbildung
3.2):
κ 1: Die Kohärenzlänge ist deutlich größer als die Eindringtiefe. Eine Grenzﬂäche zwi-
schen einem normal- und supraleitenden Bereich besitzt eine höhere Energie als die
homogene supraleitende Phase. Damit entsteht der energetisch günstigste Zustand
1λL(0) =
√
mc2/4pine2 beschreibt die Eindringtiefe des Magnetfeldes in den Supraleiter und kann aus
den London-Gleichungen hergeleitet werden. Für ausführliche Informationen siehe [48,49].
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durch die vollständige Verdrängung aller Grenzﬂächen und damit des Magnetfeldes
aus dem Supraleiter. Man spricht in diesem Fall von einem Typ-I-Supraleiter.
κ 1: Die Kohärenzlänge ist deutlich kleiner als die Eindringtiefe. Eine Grenzﬂäche ist
energetisch günstig und damit bilden sich möglichst viele Grenzﬂächen zwischen
Magnetfeld und supraleitender Phase. Man spricht in diesem Fall von einem Typ-
II-Supraleiter.
Eine theoretische Betrachtung der Energie liefert einen Vorzeichenwechsel bei κ = 1√
2
.
Damit verdrängen alle Supraleiter mit κ < 1√
2















































Abbildung 3.2.: Schematische Darstellung des Phasenüberganges vom supraleitenden in
den normalleitenden Bereich mit der Änderung des Magnetfeldes H und der Wellenfunkti-
on ψ. (a) Phasendiagramm für einen Typ-I-Supraleiter. Der Übergang vom normal- in den
supraleitenden Zustand erfolgt durch einen Phasenübergang erster Ordnung. Das Magnet-
feld wird mit Einsetzen der Supraleitung vollständig aus dem Supraleiter verdrängt. (b)
Phasendiagramm für einen Typ-II-Supraleiter. Der Übergang von normal- in die supralei-
tende Phase erfolgt durch einen Phasenübergang zweiter Ordnung. Das Magnetfeld bleibt
in Form von Flussschläuchen im Supraleiter bestehen. Verhalten von ψ und dem Magnet-




Die Lösung der feldabhängigen GLDG ergibt einen Zusammenhang zwischen dem Ma-







Dabei ist die Ebene der Kohärenzlänge ξGL stets senkrecht zum angelegten Feld. In dieser
Arbeit gilt B ‖ c und somit ξGL ‖ ab (soweit nicht anders angegeben). Aus Gründen der
Übersichtlichkeit wird daher auf die Indizierung ab und B ‖ c verzichtet.
3.2. Abrikosov-Flussgitter
Wie im vorherigen Abschnitt dargestellt, wird die Energie zwischen supraleitendem und
normalleitendem Zustand für κ > 1√
2
negativ. Somit besitzt der energetisch günstigste
Zustand die größte Grenzﬂäche zwischen Supraleiter und Normalleiter. A. Abrikosov [50]
stellte fest, dass der magnetische Fluss in Form von Flusswirbeln oder Flussschläuchen den
Supraleiter durchdringt. Dabei trägt jeder Flussschlauch genau ein Flussquant, welches
durch supraleitende Ringströme abgeschirmt wird (siehe Abbildung 3.3(a)). Im Zentrum
des Flussschlauchs ist das Magnetfeld maximal und es klingt radial und exponentiell mit
λL ab. Im Gegenzug gilt im Zentrum |ψ| = 0, was zu einem normalleitenden Zustand
führt. |ψ| ändert sich dabei mit der Kohärenzlänge ξGL. Die Flussschläuche bilden ein








beträgt und vom Magnetfeld H abhängig ist. Ein Beispiel für ein solches Gitter ist in
Abbildung 3.3(b) gezeigt.
3.3. ξGL - Bestimmung mittels RTS
ξGL und λL sind Größen, an denen Eigenschaften der Supraleitung ableitbar sind. Sie
bestimmen beispielsweise mit κ das Verhalten des Supraleiters im Magnetfeld. Weiterhin
korreliert ξGL (siehe Gleichung 3.11) mit dem oberen kritischen Feld Hc2. Eine genaue
Bestimmung von ξGL erlaubt somit Aussagen über das obere kritische Feld. Insbesondere
für Hochtemperatur-Supraleiter ist dies von Bedeutung, da ihr Hc2 sehr hohe Werte an-
nehmen kann (z.B. optimal dotiertes YBa2Cu3O7−x: Hc2(T = 0) = 250T [52]) und daher










Abbildung 3.3.: Eigenschaften des Abrikosov-Flussgitters. (a) Querschnitt eines Fluss-
schlauchs mit örtlicher Variation des Magnetfeldes H, der Wellenfuktion ψ und der Ab-
schirmstromdichte js (nach [49]). (b) Trigonales Flussschlauch-Gitter in NbSe2 (Hess et
al. [51])
Eine Bestimmung der Ginzburg-Landau-Kohärenzlänge ξGL ist mit Hilfe der RTS im
Bereich eines Flussschlauchs möglich. Ein Flussschlauch stellt eine Störung der Supralei-
tung dar und verursacht dadurch die Streuung von Quasiteilchen. Dies hat die Entstehung
von gebundenen Zuständen (siehe Abschnitt 3.7) im Bereich des Flussschlauchs zur Fol-
ge [53, 54] und bewirkt eine Änderung der Zustandsdichte. Für eine ausreichend hohe
thermische Verbreiterung verschmiert die Struktur der gebundenen Zustände [55] und
das Verhalten der Zustandsdichte wird vergleichbar mit dem Verhalten von normalleiten-
den Elektronen [56]. In diesem Fall kann für die Beschreibung des lokalen Verlaufs der
Zustandsdichte die Ginzburg-Landau-Theorie als Ansatz für die Bestimmung der Kohä-
renzlänge ξGL verwendet werden.
Die Ginzburg-Landau-Theorie beschreibt das lokale Verhalten der Supraleitung mit Hilfe
der supraleitenden Wellenfunktion ψ. Wie bereits in Abbildung 3.3(a) gezeigt, verringert
sich die Amplitude von ψ (im Folgenden ψSC genannt) im Bereich eines Flussschlauchs,
wobei im Zentrum des Flussschlauchs |ψSC | = 0 gilt. Das Abklingen von ψSC hat zur Folge,
dass im Inneren des Flussschlauchs der Anteil normalleitender Elektronen zunimmt. Die
dazugehörige Wellenfunktion ψN dringt somit im Gegenzug in den supraleitenden Bereich
ein und klingt dort exponentiell ab. Dieses Verhalten von Normal- und Supraleiter an einer
Grenzﬂäche bezeichnet man als Proximity-Eﬀekt [57].
Das Verhalten der Supraleitung an einer solchen Flussschlauch-Grenzﬂäche kann durch
die Ginzburg-Landau-Theorie beschrieben werden. Ein isolierter Flussschlauch besitzt eine
Zylindersymmetrie. Für die Lösung der GLDG in Zylinderkoordinaten kann daher eine
supraleitende Wellenfunktion der Form
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ψSC(r) = ψ∞f(r)eiθ (3.13)
als Ansatz verwendet werden. Hierbei ist ψ∞ die Wellenfunktion der Supraleitung, eiθ
die Phase und f(r) eine ortsabhängige, radiale Funktion. Dabei repräsentiert |ψSC(r)|2
die Dichte der supraleitenden Elektronen. Als Ausgangspunkt betrachtet man nun einen
isolierten Flussschlauch, beschrieben durch die GLDG:

























lösen (siehe Ref. [48]). Daraus folgt, dass sich die Änderung der Supraleitung in einem
Flussschlauch mit einem tanh-Verhalten beschreiben lässt. Mit Gleichung 3.13 ergibt sich
für die Dichte der supraleitenden Elektronen (Betragsquadrat der Wellenfunktion)






Durch den Proximity-Eﬀekt kommt es im Übergangsbereich von Normal- und Supralei-
ter zu einer Koexistenz von supraleitenden und normalleitenden Elektronenzuständen.
Die Zustandsdichte im normalleitenden Bereich kann, wie schon in Kapitel 2.2 gezeigt
wurde, durch das Tersoﬀ-Hamann-Modell beschrieben werden. Dabei repräsentiert
∣∣ψN ∣∣2
die Dichte der normalleitenden Elektronen. Da im zu untersuchenden Bereich jedoch der
Proximity-Eﬀekt auftritt, ist es notwendig, das Tersoﬀ-Hamann-Modell für T = 0 um




∣∣ψNν (~r)∣∣2 δ(Eν − E) +∑
µ
∣∣ψSCµ (~r)∣∣2 δ(ESCµ − E). (3.17)
Die zweite Summe beinhaltet die supraleitenden Zustände. Aus der BCS-Theorie (siehe
Abschnitt 3.4) folgt, dass bei der Supraleitung innerhalb der Energielücke keine Zustän-





Im Folgenden soll nur die Zustandsdichte bei der Fermi-Energie EF = E = 0 betrachtet






∣∣ψNν (~r)∣∣2 δ(Eν) +∑
µ
∣∣ψSCµ (~r)∣∣2 δ(ESCµ ) (3.18)
Der erste Term wird bestimmt durch die Dichte der normalleitenden Elektronen
∣∣ψNEF(~r)∣∣2.
Im zweiten Term wird durch ESCµ =
√
E2µ + ∆
2 > 0 die Bedingung der Delta-Funktion
für kein µ erfüllt und der gesamte Term ist Null. Daraus resultiert das Ergebnis für die




∣∣ψNν (~r)∣∣2 δ(Eν) ∝ |ψN(EF, ~r)|2 . (3.19)
Dies entspricht der ursprünglichen Gleichung des Tersoﬀ-Hamann-Modells bei EF. Das
heißt, dass trotz Supraleitung nur die normalleitenden Elektronen zur Zustandsdichte bei
EF beitragen [58]. Mit der RTS ist es somit nicht möglich, die supraleitendeWellenfunktion
direkt zu messen.
Dennoch kann über die Gesamtteilchendichte eine Aussage über die supraleitende Wel-
lenfunktion getroﬀen werden. Das Gesamtsystem besitzt eine fest vorgegebene, konstante
Anzahl an Leitungselektronen, von denen ein Teil durch die Supraleitung gepaart ist.
Die Gesamtzahl der Elektronen ist durch EF festgelegt. Aus dem Volumen und der Teil-
chenzahl lässt sich eine Gesamtwellenfunktion ψges(EF, ~r) und damit eine alle Elektronen
repräsentierende Gesamtteilchendichte |ψges(EF, ~r)|2 deﬁnieren [58]. Die Gesamtteilchen-
dichte entspricht im normalleitenden Zustand der Dichte der normalleitenden Elektronen
|ψN(EF, ~r)|2. Geht nun das Gesamtsystem in den supraleitenden Zustand über, so ver-
ringert sich die Dichte der normalleitenden Elektronen und die Dichte der supraleitenden
Elektronen erhöht sich. Die Gesamtanzahl der Elektronen und damit |ψges(EF, ~r)|2 bleibt
jedoch konstant. Daraus folgt, dass die Gesamtteilchendichte mit
|ψges(~r)|2 = |ψN(~r)|2 + |ψSC(~r)|2 (3.20)
beschrieben werden kann. Angewendet auf das Tersoﬀ-Hamann-Modell (Gleichung 3.19),
ergibt dies eine normalleitende Zustandsdichte von
ρs(EF, ~r) ∝ |ψN(~r)|2 = |ψges(~r)|2 − |ψSC(~r)|2. (3.21)
Durch Einsetzen von Gleichung 3.16 erhält man die lokale radiale Veränderung der Zu-
standsdichte an einem Flussschlauch von
ρs(EF, r) ∝ |ψges(r)|2 − |ψ∞|2[f(r)]2 (3.22)
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Für die experimentelle Auswertung folgt daraus, dass das lokale Verhalten der diﬀerenti-











genähert werden kann. Die Parameter A, B und ξGL werden dem jeweiligen Verlauf der
gemessenen diﬀerentiellen Leitfähigkeit angepasst, wobei jedoch nur ξGL von Relevanz ist.
Die Messung der lokalen Änderung der diﬀerentiellen Leitfähigkeit in einem Fluss-
schlauch bei EF erlaubt somit die Bestimmung der Ginzburg-Landau-Kohärenzlänge ξGL
und ermöglicht den Zugang zu einer der fundamentalen Größen der Supraleitung.
Es sei allerdings angemerkt, dass der verwendete Ansatz über die Ginzburg-Landau-
Theorie nur eine phänomenologische Beschreibung der diﬀerentiellen Leitfähigkeit zu-
lässt. Eine genaue Beschreibung von quantenmechanischen Phänomenen wie gebundenen
Zuständen ist mit diesem Ansatz nicht möglich. Für eine ausreichend hohe thermische
Verbreiterung ist die hier hergeleitete Näherung aber konsistent mit der quantenmecha-
nischen Beschreibung (siehe [55,56]).
3.4. BCS-Theorie
Die Grundidee der BCS-Theorie [59] besteht darin, dass sich Elektronen (Fermionen) über
eine Phononen-Wechselwirkung zu Paaren zusammenschließen.












beschreiben. Dabei ist die erste Summe der Teilchenzahloperator. Die zweite Summe be-
schreibt die Paarung für Elektronen mit (~k ↑, −~k ↓) und dem Wechselwirkungspotential
V~k~k′ .
Die Lösung des Eigenwertproblems von H (siehe [48]) ergibt eine Energielücke ∆~k, die














bestimmt wird. ξ~k ist die Energie relativ zur Fermi-Energie (ξ~k = εk − EF). Im Rahmen
eines Modells für die Elektron-Phonon-Wechselwirkung (z.B. Fröhlich-Modell [60]) zeigt
sich, dass Gleichung 3.26 durch
∆~k =
{
∆, für |ξ~k| ≤ ~ωc
0, für |ξ~k| ≥ ~ωc
(3.27)
gelöst wird. Die BCS-Theorie liefert somit eine ~k-unabhängige Energielücke. Die Paarung
selbst ist begrenzt auf einen kleinen Bereich um die Fermi-Energie und wird durch die
Debye-Frequenz ωc der Phononen bestimmt.
Die Ausbildung einer solchen Energielücke hat Auswirkungen auf die supraleitende Zu-






(E2−∆2)1/2 , für E > ∆
0, für E < ∆.
(3.28)
Innerhalb der Energielücke (E < ∆) wird die Zustandsdichte der Leitungselektronen ver-
drängt und alle Elektronenpaare sind in einem makroskopischen Grundzustand konden-
siert. Außerhalb der Energielücke kommt es dadurch zu einer Erhöhung der Zustandsdichte
in Form von sogenannten Kohärenzpeaks.
In Abbildung 3.4 ist eine solche Energielücke für endliche Temperaturen gezeigt, wobei
die Kohärenzpeaks aufgrund der Temperatur verbreitert sind. Für Temperaturen oberhalb
der kritischen Temperatur Tc existiert keine supraleitende Energielücke und die Zustands-
dichte ist konstant.
Die Paarung der Elektronen zu (~k ↑, −~k ↓) in einem makroskopischen Grundzustand hat
weitreichende Auswirkungen auf die elektronischen Eigenschaften des Supraleiters. Durch
die Paarung der Elektronen ist es nicht möglich, ein Elektron des Paares zu streuen, ohne
die Paarung zu brechen. Daher müssen beide Elektronen gleichzeitig gestreut werden.
Dies ist nur möglich, wenn beide Streuvektoren entgegengesetzte Vorzeichen haben (~p,
−~p). Bei einem solchen Streuprozess bleibt aber der Gesamtimpuls des Paares erhalten
und Streuverluste, die einen elektrischen Widerstand verursachen, treten nicht auf.
3.5. Eliashberg-Theorie
Die BCS-Theorie ist eine allgemeingültige Theorie, die von einer schwachen Elektron-
Phonon-Wechselwirkung ausgeht und das Verhalten der supraleitenden Energielücke be-
schreibt. Allerdings berücksichtigt sie weder Kristalleigenschaften noch Phononendisper-
sion. Vergleiche von experimentellen Beobachtungen mit der BCS-Theorie zeigen, dass
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Abbildung 3.4.: Berechnete normierte Zustandsdichte mit BCS-Energielücke ∆ = 1K
bei T = 50mK. Zu erkennen ist die symmetrische Energielücke um die Fermi-Energie
(eU = 0). Die graue, gepunktete Linie beschreibt die Zustandsdichte im normalleitenden
Zustand. Die Breite der Kohärenzpeaks ist abhängig von der thermischen Verbreiterung.
Je niedriger die Temperatur, desto schärfer die Kohärenzpeaks.
sich mit ihr die supraleitenden Eigenschaften von Materialien qualitativ beschreiben las-
sen. Allerdings triﬀt die Annahme einer schwachen Wechselwirkung für viele Materialien
nicht zu, was zu einer Abweichung von BCS-Theorie und experimentellen Ergebnissen
führt [61].
Aus diesem Grund wird eine Theorie benötigt, die über das BCS-Model hinaus gültig ist.
Eine solche Theorie lieferte Eliashberg [62]. Im Gegensatz zur BCS-Theorie berücksich-
tigt die Eliashberg-Theorie explizit die Zustandsdichte der Gitterschwingungen und die
Elektron-Phonon-Wechselwirkung.
Eine starke Elektron-Phonon-Wechselwirkung beeinﬂusst die supraleitende Zustandsdich-
te erheblich. Wie im Übersichtsartikel von Scalapino et al. [63] ausführlich dargestellt ist,
führt ein Maximum (ω0) in der phononischen Zustandsdichte F (ω) (Abbildung 3.5(a))
durch die phononische Wechselwirkung zu einer Veränderung der elektronischen Zustands-
dichte NT (ω). Dies äußert sich in einer Erhöhung und Verringerung um ω0 + ∆0 (Abb.
3.5(b)). Wie gut die Eliashberg-Theorie die experimentellen Daten wiedergeben kann,
ist in Abbildung 3.5(c) anhand des Spektrums von Blei gezeigt. Darin sind die BCS-
Energielücke als Strich-Linie und die experimentellen Daten als Punkt-Strich-Linie dar-
gestellt. Es ist ersichtlich, dass die experimentellen Daten erheblich von den durch die
BCS-Theorie vorhergesagten Verhalten abweichen. Wird die Eliashberg-Theorie verwen-
det um die starke Wechselwirkung zu berücksichtigen (durchgehende Linie), so ist eine








Abbildung 3.5.: Anwendung der Eliashberg-Theorie auf ein BCS-Tunnelspektrum. (a)
Phononische Zustandsdichte (F (ω)). Als Beispiel für die Berücksichtigung der starken
Wechselwirkung dient in (F (ω)) eine phononische Mode mit der Eigenfrequenz ω0. (b) Die-
se phononische Mode verursacht eine Änderung in der BCS-Zustandsdichte (gestrichelte
Linie), wobei sie sich um ω0−∆0 erhöht beziehungsweise verringert (durchgehende Linie).
(c) Experimentelle und berechnete Zustandsdichte NT (ω) von Blei. Die BCS-Theorie (ge-
strichelte Linie) beschreibt nur den ungefähren Verlauf des Spektrums. Die Berechnung
des Spektrums mit Hilfe der Eliashberg-Theorie (durchgehende Linie) zeigt hingegen eine
sehr gute Übereinstimmung mit den experimentellen Daten (Punkt-Strich-Linie) Ref. [63]
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Mit der BCS-Theorie und der Eliashberg-Theorie stehen zwei wichtige Modelle zur Ver-
fügung, die es prinzipiell ermöglichen, die Zustandsdichte von Supraleitern qualitativ und
quantitativ zu beschreiben. Dabei überzeugt vor allem die Genauigkeit, mit der die be-
rechneten und experimentellen Tunnelspektren übereinstimmen [64].
3.6. Unkonventionelle Supraleitung
Wie bereits in Kapitel 3.4 erläutert wurde, beschreibt die BCS-Theorie die Wechsel-
wirkung der Elektronen über eine phononische Kopplung. Die dabei verwendete, ~k-
unabhängige Energielücke beschreibt die Supraleitung in einfachen Metallen sehr gut.
Mit der Entdeckung der Kuprate und der Schweren-Fermionen-Systeme wurde jedoch
klar, dass eine homogene Energielücke nicht zwangsläuﬁg vorliegen muss. Um ein besseres
Verständnis für Form der Energielücke zu bekommen, ist es hilfreich, die Paarwellenfunk-
tion
Ψ(~k, σ1, σ2) = φ(~k)χ(σ1, σ2) (3.29)
zu betrachten. Ψ(~k, σ1, σ2) setzt sich aus einem Orbitalterm φ(~k) und einem Spinterm
zusammen. Letzterer gibt die Spinrichtung der gepaarten Elektronen an. φ(~k) beschreibt
den Drehimpuls (l) des Elektronenpaares. Für die Supraleitung gilt die Forderung, dass
die Paarwellenfunktion antisymmetrisch sein muss:
Ψ(~k, σ1, σ2) = −Ψ(−~k, σ2, σ1) (3.30)
Aus dieser Forderung lassen sich zwei mögliche Fälle für die Parität der Paarwellenfunk-
tion ableiten:
φ(~k) = φ(−~k), χ(σ1, σ2) = −χ(σ2, σ1), l = 0, 2, 4, ..., S = 0
φ(~k) = −φ(−~k), χ(σ1, σ2) = χ(σ2, σ1), l = 1, 3, 5, ..., S = 1.
(3.31)
Die Unterscheidung der beiden Fälle ist mit Hilfe der Parität des Drehimpulses möglich.
Dabei ergibt sich für Elektronen mit einer Spin-Singulett-Paarung (↑↓) eine gerade Parität
(l = 0, 2, 4, ...) und bei einer Spin-Triplett-Paarung eine ungerade Parität (l = 1, 3, 5, ...)
[65]. In Analogie zur Atomphysik wird auch bei der Supraleitung der l = 0-Zustand als s-
Wellenfunktion oder kurz s-Welle bezeichnet. Ebenfalls gebräuchlich hierfür ist der Begriﬀ
Ordnungsparameter.
Mit Hilfe des Ordnungsparameters lassen sich Aussagen über die Struktur der supralei-
tenden Energielücke treﬀen. So ist im Falle der s-Welle die Energielücke isotrop entlang
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eines Bandes im k-Raum verteilt (siehe Abbildung 3.6(a)). Das sich daraus ergebende
Tunnelspektrum zeigt die typische Form eines BCS-Supraleiters (siehe Abbildung 3.4).
BCS-Supraleiter werden auch als konventionelle Supraleiter bezeichnet, allerdings ist diese
Deﬁnition nicht zwingend und kann je nach gewählter Literatur abweichen (z.B. [48,66]).
Die Bezeichnung unkonventioneller Supraleiter beinhaltet alle Supraleiter, die einen
Drehimpuls l > 0 besitzen. Betrachtet man beispielsweise eine Elektron-Elektron-
Wechselwirkung, die für kurze Abstände repulsiv und für große Abstände attraktiv ist
(z.B. magnetische Austauschwechselwirkung), so ist die s-Welle nicht mehr der energetisch
günstigste Zustand. Es stellt sich eine d-Welle (l = 2) mit Nullstellen in der Energielücke
ein (Abb. 3.6(b)). Ein solches Verhalten zeigen die Kuprat-Supraleiter [67]. Bei ihnen be-
einﬂusst die durch Dotierung eingebrachte Ladung die magnetische Wechslwirkung und
formt ein einzelnes Band. Dieses Band bildet die supraleitende Energielücke aus, deren
Größe entsprechend einer d-Wellensymmetrie entlang der Fermi-Fläche variiert. Daraus
folgt, dass im Tunnelspektrum die supraleitende Energielücke eine v-förmige Struktur be-
sitzt [67,68]. Eine Unterscheidung zwischen s- und d-Wellen-Supraleiter ist daher mit Hilfe
von Tunnelexperimenten möglich. Einen Überblick liefern die Übersichtsartikel [68,69].
Ein weiteres Beispiel für Supraleitung ist die auf zwei Bändern beruhende s-Welle (Abb.
3.6(c)). Die Supraleitung basiert hier auf dem Elektron-Phonon-Mechanismus mit Spin-
Singulett-Paarung und ist damit konventionell. Nachgewiesen ist diese Art der Supralei-
tung in MgB2 [7072].
Eine weitere mögliche Symmetrie des supraleitenden Ordnungsparameters ist die s±-Welle
(Abb. 3.6(d)). Hierbei sind wie bei der Zwei-Band-s-Welle zwei Bänder beteiligt, allerdings
wechselt das Vorzeichen des Ordnungsparameters zwischen den Bändern. Dies deutet, wie
bereits bei der d-Welle, auf eine magnetische Wechselwirkung zwischen den Elektronen
hin. Eine solche Wechselwirkung wird auch im Bezug auf die Eisen-Pniktid-Supraleiter
diskutiert [73, 74].
Die bisher vorgestellten Wellenfunktionen besitzen alle einen Spin-Singulett-Paarungs-
zustand. Es kann sich aber auch ein Spin-Triplett-Paarungszustand (p-Welle) einstellen.
Dieser Paarungszustand wurde bisher nur an Sr2RuO4 [75] nachgewiesen. Er wird jedoch
auch für den eisenbasierten Supraleiter LiFeAs diskutiert [2,5]. Die Mechanismen der Spin-
Triplett-Supraleitung sind sehr komplex und sollen hier nicht näher aufgeführt werden.





Abbildung 3.6.: Schematische Darstellung der unterschiedlichen supraleitenden Ord-
nungsparameter im k-Raum. (a) Konventioneller Supraleiter / s-Welle: Vorzeichen und
Amplitude des Ordnungsparameters sind konstant. (b) d-Welle: Der Ordnungsparameter
ändert im k-Raum Vorzeichen und Amplitude. (c) Zwei-Band-s-Welle: Es tragen zwei
Bänder mit dem gleichen Vorzeichen zur Supraleitung bei. (d) s±-Welle: Die zwei Bänder




Es existiert kein Kristall ohne Defekte. Diese können in Form von Grenzﬂächen, Körnern,
Versetzungen, Fehlstellen oder Verunreinigungen auftreten. Jeder dieser Defekte verur-
sacht eine Störung des Kristallgitters und häuﬁg eine Störung der elektronischen und
magnetischen Eigenschaften. Einzelne Defektatome, die zum Beispiel eine andere elek-
tronische oder magnetische Konﬁguration als die umgebenden Atome besitzen, erzeugen
ein Coulomb- oder magnetisches Streupotential. Um das Streupotential bildet sich ein
Abschirmpotential aus, dessen Stärke von den Eigenschaften des Streupotentials und der
umgebenden Atome abhängt. Die Kombination aus Defektart und Kristalleigenschaften
bestimmt somit den Einﬂuss des Defektatoms auf die elektronischen und magnetischen
Eigenschaften des Kristalls (siehe Übersichtsartikel Balatsky et al. [81]). Ein Beispiel für
den Einﬂuss von Defektatomen in Kristallen ist der Kondo-Eﬀekt [8285].
Für die Untersuchung des Einﬂusses von Defektatomen an der Probenoberﬂäche ist die
RTM/RTS gut geeignet. Durch topographische und spektroskopische Messungen im Be-
reich des Defektatoms lassen sich dessen Einﬂuss und Reichweite auf die elektronischen
Eigenschaften des umgebenden Kristallgitters bestimmen [86].
Ein Beispiel hierfür zeigt Yazdani et al. [87] mit der Messung von Mangan-, Gadolinium-
und Silber-Defektatomen auf einer Nb(110)-Oberﬂäche. Das magnetische Moment der
aufgebrachten Atome verändert die supraleitende Energielücke des Niob. Für Mn ist diese
Änderung anhand der supraleitenden Energielücke in Abbildung 3.7(a) gezeigt. Um einen
besseren Eindruck von der Änderung zu erhalten, wird die Diﬀerenz zwischen den Mn- und
Nb(110)-Spektren dargestellt (Abb. 3.7(b)). Dabei zeigt sich, dass am Ort des Mn-Atoms
eine erhöhte Zustandsdichte existiert. Eine solchen Erhöhung wird auch als gebundener
Zustand bezeichnet. Der gebundene Zustand ist zudem abhängig von der Art des De-
fektatoms. Das gezeigte Mn-Atom bildet einen asymmetrischen, gebundenen Zustand mit
einem Maximum bei negativer Spannung aus. Ein Gd-Atom (nicht gezeigt) hingegen ver-
ursacht ein Maximum bei positiver Spannung. Dass der gebundene Zustand durch magne-
tische Wechselwirkungen verursacht wird, zeigen die Spektren an einem Ag-Atom (Abb.
3.7(c)). Bei diesem bildet sich kein gebundener Zustand aus und die Supraleitung bleibt
unbeeinﬂusst.
Die Entstehung eines gebundenen Zustandes setzt jedoch nicht zwangsläuﬁg ein magne-
tisches Defektatom voraus. So zeigen Messungen an Bi2Sr2CaCu2O8+δ, dass auch unma-
gnetische Störstellen einen gebundenen Zustand erzeugen können [88,89].
Eine Gegenüberstellung von Streupotenzialen und Ordnungsparametern ist in Tabelle 3.1





Abbildung 3.7.: Gebundener Zustand eines Mn-Atoms auf einer Nb(110)-Oberﬂäche.
(a) Vergleich eines supraleitenden Spektrums einer reinen Nb(110)-Oberﬂäche mit einem
adsobierten Mn-Atom. (b) Ortsabhängige Diﬀerenzspektren eines adsobierten Mn-Atoms.
An der Atomposition ist die Ausbildung eines gebundenen Zustandes zu erkennen. (c) Dif-
ferenzspektren eines adsobierten Ag-Atoms. Da das Ag-Atom kein magnetisches Moment
besitzt, bleibt das supraleitende Spektrum unbeeinﬂusst.
Supraleitern nicht brechen können. Dies ist auf die Abschirmung des Defektpotenzials
durch den Festkörper zurückzuführen und wurde durch P. W. Anderson [90] theoretisch
begründet. Dieser Fall ist allerdings die Ausnahme. Bei allen anderen Fällen von Defekt-
streuung (magnetisch und nichtmagnetisch) wird die Supraleitung gestört. Dabei sind
die Wirkmechanismen allerdings verschiedenartiger Natur und hängen von den jeweiligen
theoretischen Modellen ab.
Tabelle 3.1.: Einﬂuss des Defektpotentials auf die Supraleitung. Die Tabelle zeigt die Stö-
rung der Supraleitung für unterschiedliche Kombinationen von supraleitenden Ordnungs-
parametern und Streupotenzialen (+: Streuung, −: keine Streuung). Coulomb-Streuung in
s-Welle Supraleiter ist aufgrund des Anderson-Theorems nicht möglich. Für alle anderen
Fälle stören magnetische sowie nichtmagnetische Defekte die Supraleitung. [81]
s-Welle d-Welle p-Welle
Coulomb-Streuung − + +
Magnetische Streuung + + +
Um einen Defekt anderer Art handelt es sich bei Flussschläuchen in einem Typ-II-
Supraleiter. Hierbei bildet die räumliche Änderung der supraleitenden Zustandsdichte im
Flussschlauch ein Störpotential, welches als Streuzentrum für Quasiteilchen dient. Bei der
Streuung interferieren die Quasiteilchen. Es bildet sich ein gebundener Zustand aus, der
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die Supraleitung behindert [55,56,91]. Über die Zustandsdichte lässt sich dies mittels RTS
messen (siehe Abbildung 3.8). Es zeigt sich dabei, dass für höhere Temperaturen die Inter-
ferenz durch die thermische Verbreiterung verschmiert wird und die innere Struktur der
Interferenz verschwindet. Bei tiefen Temperaturen lassen sich jedoch Interferenzmaxima
am Rand des Flussschlauchs erkennen [92,93].
(a) (b)
Abbildung 3.8.: Berechnete (a) und gemessene (b) Zustandsdichte eines Flussschlauchs





Im Laufe des letzten Jahrhunderts wurden tausende von supraleitenden Materialien ent-
deckt [49]. Im Rahmen dieser Arbeit ist es aufgrund ihrer Anzahl nicht möglich, auf alle im
Detail einzugehen. Dieses Kapitel soll vielmehr einen Überblick geben, welche wichtigen
Materialgruppen existieren und deren wichtigste Eigenschaften aufzeigen.
Die Supraleitung wurde an reinem Quecksilber entdeckt. Deshalb bietet sich ein genauer
Blick in das Periodensystem an. Supraleitung ist keine seltene Eigenschaft von Elementen,
jedoch werden manche nur unter hohem Druck und bei sehr tiefen Temperaturen supralei-
tend [94]. Die höchste Übergangstemperatur und das höchste kritische Feld besitzt Niob
mit Tc = 9,2K und Bc = 0,192T [95]. Für das prinzipielle Verständnis der Supraleitung
waren diese Materialien unerlässlich, da sie die einfachsten Kristallstrukturen besitzen.
Es handelt sich zudem bei fast allen elementaren Supraleitern um konventionelle Typ-I-
Supraleiter [96,97], welche mit der BCS-Theorie beschrieben werden können (siehe Kapitel
3).
Eine für die Anwendung relevante Gruppe stellen die supraleitenden Legierungen dar.
Hierbei handelt es sich zum größten Teil um konventionelle Typ-II-Supraleiter. Ihre Ei-
genschaft ein Aprikosov-Gitter auszubilden (siehe Kapitel 3.2), ermöglicht eine höhere
Übergangstemperatur Tc und ein höheres kritisches Feld Bc2 als bei elementaren Supra-
leitern. Insbesondere Nioblegierungen wie Nb3Ge besitzen ein hohes Tc [94] und Bc2 (z.B.
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Nb3Ge [98]: Tc = 23,2K und BC = 38T). Damit eigenen sie sich besonders für technische
Anwendungen wie supraleitende Spulen.
1979 wurde anhand von CeCu2Si2 mit den Schweren-Fermionen-Systemen eine neue Grup-
pe von Supraleitern entdeckt [99]. Bei CeCu2Si2 handelt es sich um eine intermetallische
Verbindung, deren eﬀektive Elektronenmasse hundert bis tausend Mal größer ist als die des
freien Elektrons [100]. Die Besonderheit bei diesem Material liegt im Entstehen der Supra-
leitung. Es handelt sich dabei nicht um die klassische Elektron-Phonon-Wechselwirkung.
Vielmehr führt eine magnetische Wechselwirkung zur Elektronenpaarung [101,102]. Diese
Erkenntnis widersprach zur damaligen Zeit dem Bild der Supraleitung und regte neue
Denkanstöße über ihre Ursachen und Wechselwirkungen an.
Im Laufe der letzten Jahrzehnte wurde Supraleitung in den unterschiedlichsten Systemen
entdeckt. So zeigen Metall-Hydrid-Verbindungen [103] wie PdCu-H [104] eine Übergangs-
temperatur von bis zu 16,6K, wobei das Tc in diesen Systemen stark von der verwendeten
Wasserstoﬀkonzentration abhängig ist.
Eine sehr überraschende Entdeckung war die Supraleitung in Magnesiumdiborid (MgB2)
[105]. Dieser konventionelle Typ-II-Supraleiter [70] ist der erste, bei dem zwei supraleiten-
de Energielücken [71] gefunden wurden. Die Ursache hierfür liegt in der Bandstruktur des
Materials, bei der Elektronen aus zwei unterschiedlichen Energiebändern zur Supraleitung
beitragen. Für dieses Material wurde ein Tc von 39K gemessen.
Eine weitere Gruppe sind organische Supraleiter. Der erste organische Supraleiter wurde
1980 entdeckt [106]. Für die Erreichung der supraleitenden Phase musste die organische
Verbindung jedoch unter Druck gesetzt werden. Im Laufe der darauﬀolgenden Jahre wur-
den auf dem Gebiet der organischen Supraleiter erhebliche Fortschritte erzielt. Beispiels-
weise präsentierte 1991 Saito et al. [107] Messungen an dem Molekül BEDT-TTF, wobei
dieses ein Tc von 11,7K zeigte. Ebenfalls supraleitend wird Kalium-dotiertes Picene. In
diesem System ist bei geeigneter Dotierung ein Tc von bis zu 18K möglich [108]. Beson-
ders viel Aufmerksamkeit erhielten ab 1991 die metalldotierten Fullerene, auch Fulleride
genannt. Durch die Dotierung von Alkalimetallen in das Fullerenegitter konnte bei K3C60
und Cs3C60 ein Tc von 18K [109] und 38K [110, 111] erreicht werden. Für einen tieferen
Einblick in das weitläuﬁge Gebiet der organischen Supraleiter sei an dieser Stelle auf die
Dissertation von F. Roth [112] verwiesen.
Den wohl spektakulärsten Erfolg erzielten J. Georg Bednorz und K. Alexander Müller
mit der Entdeckung der Kuprat-Supraleiter [113]. Kuprate sind in ihrer stöchiometrischen
Form antiferromagnetische Mott-Isolatoren [114]. Durch Dotierung lassen sie sich jedoch
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in eine metallische Phase bringen, die bei tiefen Temperaturen Supraleitung zeigt. Die
Übergangstemperatur kann dabei sehr hoch sein. So zeigt optimal dotiertes YBa2Cu3O7+δ
(YBCO) ein Tc von 93K [115]. Durch die Dotierung werden für die Supraleitung zusätzli-
che Ladungsträger in den CuO-Schichten zur Verfügung gestellt. Die Supraleitung selbst
wird durch Elektronen-Paare hervorgerufen, was von Gough et al. [116] durch Messung
einer Flussquantisierung von h/2e gezeigt wurde.
Es ist allerdings noch nicht vollständig geklärt, welcher Wechselwirkungsmechanismus
für die Supraleitung ausschlaggebend ist. So gibt es aufgrund der antiferromagnetischen
Ordnung starke Hinweise auf eine Elektronenpaarung durch magnetische Fluktuationen
[117119]. Dies wird auch durch elastische Neutronenstreuung [120,121] und NMR1 [122,
123] bestätigt.
Die Rolle der Phononen für die Supraleitung in den Kupraten ist allerdings noch nicht voll-
ständig geklärt. So geben Widerstandsmessungen [124] wenige Hinweise auf eine Phonon-
Wechselwirkung nahe der Fermi-Fläche. Zusätzlich zeigt das Phononenspektrum [125]
einen geringe Veränderung im Bereich der Supraleitung. Auch der mit ARPES2 unter-
suchte Isotopeneﬀekt [126] zeigt keine Hinweise auf eine Rolle der Phononen in der Su-
praleitung [127].
Im Gegensatz dazu gibt es jedoch auch experimentelle Hinweise auf einen wesentli-
chen Einﬂuss der Phonon-Elektron-Wechselwirkung. So zeigt beispielsweise der Isoto-
peneﬀekt einen Einﬂuss auf die Übergangstemperatur [128]. Weiterhin wird auch das
Fehlen eines Quasiteilchen-Peaks in stark unterdotierten Ca2−xNaxCuO2Cl2 [129] sowie
der dotierungsabhängige magnetische Übergang in der frequenzabhängigen Leitfähigkeit
[130,131] einer starken Phonon-Elektron-Wechselwirkung zugeordnet. Auch ARPES [132]
und RTM/RTS-Messungen [133] wurden in diese Richtung interpretiert.
Allerdings lässt fast jedes experimentelle Ergebnis Spielraum bezüglich einer Interpreta-
tion für oder gegen eine wichtige Rolle der Phononen. So kann beispielsweise der Isoto-
peneﬀekt auf die Übergangstemperatur auch mit dem Einﬂuss der Pseudolücke erklärt
werden [134]. Weiterhin lässt die Interpretation von ARPES-Messungen neben Phonon-
Wechselwirkungen auch magnetische Fluktuationen zu [135137].
Die Frage nach dem supraleitenden Ordnungsparameter gilt hingegen als geklärt. DC-
SQUID-Messungen [138] und Trikristall-Experimente [69] an YBCO zeigen eindeutig,
dass die supraleitende Energielücke eine dx2−y2-Symmetrie aufweist [139]. Die d-Symmetrie






Mit der Entdeckung der Kuprate und der Schweren-Fermionen-Systeme wurde gezeigt,
dass geschichtete Systeme mit einer magnetischen Ordnung durchaus Supraleitung entwi-
ckeln können. Des Weiteren zeigt die Symmetrie der Energielücke in den Kupraten kein
klassisches isotropes Verhalten. Beides führte zu neuen Denkansätzen in der Supraleitungs-
forschung. Allerdings wurde es nicht für möglich gehalten, dass Eisen-basierte Verbindun-
gen eine supraleitende Phase entwickeln könnten. Das starke magnetische Moment des Ei-
sens, so wurde zumindest angenommen, sollte die Supraleitung unterdrücken. Wie falsch
diese Annahme war, zeigte sich mit der Messung von Supraleitung in LaFePO1−xFx [12]
(TC = 5K) und LaFeAsO1−xFx [140] (TC = 26K). Durch die Entdeckung dieser Gruppe
von eisenbasierten Supraleitern wurde ein neues und bis zum jetzigen Zeitpunkt noch
junges Gebiet der Supraleitungsforschung eröﬀnet. Binnen kürzester Zeit war es möglich,
die Übergangstemperatur der sogenannten Eisen-Pniktid-Verbindungen zu erhöhen. So
berichtete Takahashi et al. [141] von einer Übergangstemperatur Tc = 43K bei unter
Druck gesetzten LaFeAsO1−xFx-Verbindungen. Durch Substitution von La mit seltenen
Erden können Übergangstemperaturen von bis zu 56,3K erreicht werden [142]. Allerdings
sei hierbei erwähnt, dass nicht alle Eisen-Pniktid-Verbindungen ein solches Verhalten auf-
weisen. So zeigte Takeshita et al. [143], dass das supraleitende NdFeAsO0,6 unter Druck
sein Tc verringert.
In den folgenden Abschnitten soll eine Übersicht über die Struktur und die Eigenschaf-
ten der Eisen-Pniktid-Supraleiter gegeben werden. Die Verbindung LiFeAs wird aufgrund
ihrer Relevanz für diese Arbeit in einem gesonderten Kapitel betrachtet.
4.2.1. Struktur und Eigenschaften
Die Struktur der Eisen-Pniktid/Chalkogenid-Supraleiter besteht aus einem Eisengitter
FeA, wobei A ein Element der Stickstoﬀgruppe (z.B. As, P) oder der Chalkogene (z.B.
Te, Se) sein kann. In der Projektion auf die ab-Ebene bilden beide Elemente quadrati-
sche Gitter (siehe Abbildung 4.1), bei denen die primitive Einheitszelle von A größer ist
als die des Eisens. Beide Einheitszellen sind um 45o zueinander gedreht. Die wichtigs-
ten Familien der Eisenpniktide sind in Abbildung 4.2 dargestellt. Die Bezeichnung der
einzelnen Verbindung ergibt sich aus deren stöchiometrischer Zusammensetzung. So wird
FeTe als 11-Verbindung und BaFe2As2 als 122-Verbindung bezeichnet. Entsprechend der
Kristallstruktur ergibt sich daraus 111-LiFeAs und 1111-LaFeAsO. Die Komplexität der
Verbindungen hängt im Wesentlichen von den Schichten zwischen den FeA-Schichten ab.


















Abbildung 4.1.: Eisen-Pniktide/Chalkogenideschicht (Fe-A) Gitterstruktur. (a) Gitter-
struktur der Pniktide/Chalkogenidatomen oberhalb (A) und unterhalb (A˜) der Eisen-
atome (Fe). (b) Die Gitterstruktur projiziert auf die ab-Ebene. Jedes Eisenatom (Fe)
besitzt vier Nachbaratome, von denen sich zwei oberhalb (A) und zwei unterhalb (A˜,
helle Kreise mit gestricheltem Rand) der Eisenschicht beﬁnden. Die daraus resultierende
Anisotropie zwingt das Eisenatom in eine (meist verzerrte) tetragonale Gitteranordnung.






























Abbildung 4.2.: Kristallstrukturen von (a) 11-FeTe, (b) 111-LiFeAs, (c) 122-BaFe2As2,
(d) 1111-LaFeAsO1−xFx. Jede Materialgruppe besitzt ein quadratisches Eisengitter, wel-
ches um 45o zum As/Se-Gitter gedreht ist. Für (b) und (c) bilden die Alkali/Erdalkali-
metalle eine Zwischenschicht zwischen den FeAs-Schichten. Im Falle von (d) besteht die
Zwischenschicht aus LaO. Die Einheitszelle ist durch schwarze Linien verdeutlicht. Für
die konkreten Gitterkonstanten sei auf Tabelle A6-A9 in [144] verwiesen.
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Einen Überblick über die elektronischen Eigenschaften der Pniktide geben die Phasen-
diagramme in Abbildung 4.3. Die darin gezeigten Phasendiagramme ((a) LaFeAsO1−xFx,
(b) Ba(Fe1−xCox)2As2) zeigen eine Vielzahl von Gemeinsamkeiten und sind repräsen-
tativ für die Eisen-Pniktid-Supraleiter. Alle Eisen-Pniktid-Supraleiter sind Metalle und
besitzen eine tetragonale Kristallstruktur [144148] sowie eine paramagnetische Ordnung
bei Raumtemperatur. In undotierten Systemen erfolgt beim Abkühlen ein struktureller
Übergang bei TS von einem tetragonalen zu einem orthorhombischen Kristallgitter (siehe
Tabellen im Anhang von [144]). Zusätzlich erfolgt ein magnetischer Übergang bei TN , bei
dem die paramagnetische Phase in eine antiferromagnetische Phase übergeht. Werden die
Systeme mit Löchern oder Elektronen dotiert, führt dies zum Erreichen der supraleiten-
den Phase. Die Phasendiagramme zeigen eine gewisse Vergleichbarkeit mit den Kupraten.
Auch diese besitzen einen strukturellen sowie einen magnetischen Phasenübergang und
zeigen erst bei geeigneter Dotierung Supraleitung [149]. Allerdings handelt es sich bei den
Kupraten um Isolatoren und nicht um Metalle wie im Fall der Eisen-Pniktid-Supraleiter.
Von besonderem Interesse ist der Übergangsbereich zwischen antiferromagnetischer Ord-
nung (AFM, SDW) und Supraleitung. Für diesen Bereich wurde an verschiedenen Syste-
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Abbildung 4.3.: Phasendiagramme für verschiedene Eisen-Pniktid-Verbindungen: (a)
LaFeAsO1−xFx [155]; (b) Ba(Fe1−xCox)2As2 [156]; Beide Phasendiagramme zeigen einen
strukturellen sowie einen elektronischen Phasenübergang. Für undotierte Systeme ist kei-
ne Supraleitung beobachtbar. Sie setzt erst bei zunehmender Elektron- beziehungsweise
Lochdotierung ein.
Um den Zusammenhang zwischen Supraleitung und antiferromagnetischer Ordnung zu
verstehen, ist es nötig, die Bandstruktur der Eisen-Pniktid-Supraleiter zu betrachten (Ab-
bildung 4.4). Sie besteht aus drei Lochbändern am Γ-Punkt und zwei Elektron-Bändern
am M -Punkt. Die Position dieser Bänder ist bei allen Eisen-Pniktid-Supraleitern ver-
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gleichbar, allerdings variiert die Form und Lage der Bänder bezüglich des Ferminiveaus
bei den unterschiedlichen Materialien und mit der Dotierung [83,157161]. Mittels LDA-
Berechnungen3 [160,162,163] lässt sich ihre Struktur und der Verlauf nachvollziehen, wobei
jedoch eine Renormierung nötig ist (Abbildung 4.4(c,d)).

M
Abbildung 4.4.: ARPES-Messung und LDA-Berechnung von BaFe2As2 [164]. (a) Sche-
matische Darstellung der Fermi-Fläche von optimal dotiertem Ba1−xKxFe2As2 basierend
auf ARPES-Messungen in (b). Schnitte durch die berechnete und renormierte Bandstruk-
tur von BaFe2As2 bei -30mV (c) und -76mV (d).
Aufgrund der Form der einzelnen Bänder an der Fermi-Fläche ergeben sich für die
Eisenpniktid-Supraleiter verschiedene Möglichkeiten der Elektronenstreuung. In Abbil-
dung 4.5(a) ist dies anhand eines 4-Band-Modells dargestellt [165]. Das Modell besteht
aus zwei Lochbändern (α1, α2) am Γ-Punkt sowie zwei Elektronbändern (β1, β2) am M -
Punkt. Aufgrund der annähernd gleichen Radien der Bänder ergibt sich eine verstärkte
Interband-Streuung zwischen den α- und β-Bändern (blauer Pfeil, QAFM). Eine solche
Topologie der Fermi-Fläche wird auch als Nesting bezeichnet. Zusätzlich ist aber auch
Intraband-Streuung möglich (grüner Pfeil, QSDW). Dies kann zu einer elektrischen oder
exzitonischen Instabilität [166] und damit zu einer Spin-Dichtewelle [167] führen. Beide




ist deutlich erkennbar, dass bei einer guten Übereinstimmung der Radien der Bänder eine
erhöhte Suszeptibilität am M -Punkt durch Interband-Streuung auftritt. Der Intraband-
Streuvektor QSDW äußert sich durch einen breiten Peak bei dem entsprechenden Streu-
vektor q. Die magnetischen Wechselwirkungen stehen in Konkurrenz zur Supraleitung
und dominieren das Verhalten der Eisen-Pniktid-Supraleiter im undotierten Fall. Wird
jedoch ein Eisen-Pniktid-Supraleiter dotiert, so verändert sich die Form der Bänder [163]
und damit auch die Interband- und Intraband-Streuung. Im supraleitenden Bereich ist
die Streuung stark reduziert.
Es konnte aber mit Hilfe von Neutronen-Streuexperimenten [168170] gezeigt werden,
dass magnetische Fluktuationen eine prominente Rolle für die Supraleitung spielen [163].
Es stellt sich aber an dieser Stelle die Frage, wie genau die magnetischen Fluktuationen
die Supraleitung beeinﬂussen. In der klassischen BCS-Theorie (siehe Kapitel 3.4) wird die
Supraleitung durch Elektron-Phonon-Wechselwirkung ermöglicht. Das damit verbundene
Wechselwirkungspotential V~k~k′ (siehe Gleichung 3.25) ist für eine repulsive Wechselwir-
kung wie antiferromagnetische Fluktuationen (~k~k′ = (pi, pi)) positiv, was nach Gleichung
3.26 zu einer negativen Energielücke führt. Um dennoch eine positive Energielücke zu er-
halten, ist ein Vorzeichenwechsel in der Funktion der Energielücke ∆~k notwendig. Bekann-
testes Beispiel für eine solche repulsive Wechselwirkung sind die Kuprat-Supraleiter mit
der Ausbildung einer d-Welle. Für die Eisen-Pniktid-Supraleiter ist ein Vorzeichenwech-
sel der Energielücke in Loch- und Elektronenbändern vorstellbar. In diesem Fall würden
QAFM-Fluktuationen zu einer s±-Wellensymmetrie führen. Allerdings ist auch Intraband-
Streuung und ein Vorzeichenwechsel in der Fermi-Fläche eines Bandes denkbar.
11-Materialien
Die einfachste Gruppe der eisenbasierten Supraleiter sind die 11-Materialien. Sie beste-
hen aus einer Fe(Se, Te, S)-Schichtverbindung (siehe Abbildung 4.2(a)). Diese Materialien
waren schon seit Jahrzehnten Gegenstand der Forschung, jedoch verstärkte sich die Auf-
merksamkeit in ihre Richtung mit der Entdeckung der Supraleitung in den Eisen-Pniktid-
Verbindungen [171]. Durch das Fehlen einer ionischen Zwischenschicht eignen sich die
11-Verbindungen besonders gut für oberﬂächensensitive Untersuchungen wie RTM/RTS
oder ARPES.
Allerdings ergeben sich große Probleme bei der Herstellung von Fe1+ySexTe1−x Kristallen
[172, 173]. Die einzelnen Komponenten neigen zur Phasenseparation [174, 175], wodurch
eine reproduzierbare Herstellung und Analyse der Kristalle erschwert wird.
Diese Phasenseparation zeigt sich auch in verschiedenen RTM/RTS-Messungen [176179]
und ist anhand von Fe1,05Se0,15Te0,85 in Abbildung 4.6 dargestellt [179]. Die Topographie
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Abbildung 4.5.: (a) Fermi-Fläche für LaFeAsO berechnet mit einem eﬀektiven 4-Band-
Modell (aus [165]). α/β bezeichnet Loch-/Elektronbänder. Die Pfeile geben die wichtigs-
ten Streuvektoren an (blauer Pfeil: Interband-Streuung QAFM, grüner Pfeil: Intraband-
Streuung QSDW). (b) Berechneter Realteil der Spin-Suszeptibilität entlang der Hauptsym-
metrierichtung der gefalteten Brillouin-Zone. Die schwarze Linie beschreibt die Gesamt-
Suszeptibilität (Für nähere Erläuterung siehe [165]).
in 4.6(a) weist helle und dunkle Bereiche auf, die auf Stöchiometrie und Phasenseparation
zurückzuführen sind. Helle, einzelne Atome auf der Oberﬂäche wurden einem Eisenüber-
schuss zugeordnet. Das gemittelte Tunnelspektrum bei 4,2K in 4.6(b) zeigt eine deutliche
Asymmetrie mit einer hohen Zustandsdichte bei negativer Spannung. Diese wird durch
die 3d-Orbitale des Eisens verursacht und lässt sich mit Hilfe von Bandstrukturberech-
nungen [180182] gut nachvollziehen. Die supraleitende Energielücke von Fe1,05Se0,15Te0,85
ist in 4.6(c) gezeigt. Sie lässt sich nur unzureichend mit einer homogenen Energielücke
(s-Welle) beschreiben.
RTM- und RTS-Messungen an Fe(Se, Fe) wurden von Hanaguri et al. [73] durchgeführt.
Die dabei beobachteten Topographien zeigen ebenfalls eine Phasenseparation. Die bei
400mK gemessenen Tunnelspektren zeigten eine vollständig geöﬀnete Energielücke, was
gegen eine d-Wellenfunktion spricht.
Um das Problem der Phasenseparation zu umgehen, verwendet Song et al. [184, 185] die
Methode der Molekular-Strahl-Epitaxie zur Herstellung von FeSe-Filmen. Mit einer opti-
mierten Substrattemperatur war es möglich, den Anteil der Defekte auf 1:70000 zu reduzie-
ren. Spektroskopische Messungen in Abhängigkeit der Anzahl der Schichten führen zu dem
Ergebnis, dass bereits zwei Schichten zu einem supraleitenden Zustand führen. Mit acht
Schichten wurde ein Tc = 7,8K erreicht. Die RTS-Untersuchung eines 30Einheitszellen





Abbildung 4.6.: Topographie und Spektroskopiemessung auf Fe1,05Se0,15Te0,85 [179]. (a)
Atomar aufgelöste Topographie (6,8 nm×6,8 nm) mit vermutlichem Eisenüberschuss (hel-
le Punkte). (b) Gemitteltes Spektrum von -500mV bis 500mV bei 4,2K. Es ist deutlich
eine stark erhöhte Zustandsdichte bei negativer Spannung zu erkennen. (d) Gemitteltes
und normiertes supraleitendes Spektrum bei 4,2K mit Dynes-Fit für s-Wellensymmetrie
der Energielücke (schwarze Linie) [183]
1111-Materialien
Nach der Entdeckung der Pniktid-Supraleiter erhielten die 1111-Verbindungen viel Auf-
merksamkeit. Die Anwesenheit der Metall-Oxid-Schicht erlaubt eine vielfältige Dotierung
der FeAs-Schicht. So war es möglich, binnen kürzester Zeit mit Gd1−xThxFeAsO und
SmFeAsO0,85 eine Übergangstemperatur von 56K [142] beziehungsweise 55K [186] zu er-
reichen. Allerdings standen für die ersten Messungen nur polykristalline Proben mit einer
Kristallgröße von einigen 100µm zur Verfügung [187,188], was RTM-Messungen [189,190]
erschwerte. Ende 2009 gelang es jedoch mit Hilfe der NaAs-Flussmethode, größere Kris-
talle herzustellen [191,192].
Fasano et al. [193] war es zwar nicht möglich, atomar aufgelöste Topographien an
SmFeAsO0,8F0,2 zu erhalten, aber es gelangen reproduzierbare Spektroskopiemessungen
(siehe Abb. 4.7). Die Topographie (a) zeigt eine lokale Variation der Höhe im Nanome-
terbereich. Spektren, die auf einer solchen Oberﬂäche aufgenommen wurden, zeigen ein
asymmetrisches Spektrum mit einer hohen Zustandsdichte bei besetzten (occupied) Zu-
ständen (4.7(b)). Die supraleitende Energielücke in 4.7(c) variiert trotz der Mittelung
über mehrere hundert Spektren. Der Versuch, aus der Form der Spektren auf den supra-
leitenden Ordnungsparameter zu schließen, ergab jedoch keine eindeutige Aussage.
Die 1111-Verbindungen erweisen sich hinsichtlich Oberﬂächenuntersuchungen als recht
problematisch. So zeigen beispielsweise ARPES-Messungen unterschiedliche Oberﬂächen-
zustände in den Fermi-Flächen gespaltener LaFePO [194] und LaFeAsO-Kristallen [160].
Eine ARPES-Studie von Liu et al. [161] fand ein zusätzliches Lochband am Gamma-





Abbildung 4.7.: RTM/RTS an SmFeAsO0,8F0,2 [193]. (a) Topographie (ca.
400 nm× 400 nm) mit einer lokalen Variation der Höhe im Nanometerbereich. (b) Spektren
für verschiedene Positionen auf der Probenoberﬂäche, gemessen bei 4,2K. Eine Variation
der Spektren in Abhängigkeit vom Ort ist erkennbar. (c) Gemittelte und normierte Spek-
tren (Quadrate) im Bereich von -20mV bis 20mV. Die Näherungen für s- und d-Welle
liefern keine eindeutige Aussage.
1111-Verbindungen ist, dass beim Spalten die ionische Bindung zwischen der Oxidschicht
und der FeAs-Schicht gebrochen wird und somit zwei geladene/ionische Oberﬂächen ent-
stehen.
Zur Neutralisation der Oberﬂächenladung [195] kann eine elektronische oder struktu-
relle Oberﬂächenrekonstruktion stattﬁnden [196], die eine Veränderung der Oberﬂächen-
Ladungsdichte in Form von Oberﬂächenzuständen zur Folge hat. Dass LaFeAsO sol-
che Oberﬂächenzustände aufweist, wurde ebenfalls durch theoretische Berechnungen von
Eschrig et al. [197] bestätigt. Zhou et al. [198] liefert den experimentellen Beweis für
die Oberﬂächenzustände mittels RTM/RTS. Dabei zeigt sich, dass FeAs- beziehungsweise
LaO-Oberﬂächen einen charakteristischen Oberﬂächenzustand bei 100mV und -200mV
aufweisen.
122-Materialien
Die 122-Materialien besitzen wie die 1111-Materialien eine ionische Zwischenschicht. Aller-
dings handelt es sich hier um eine Schicht aus Erdalkalimetallen (siehe Abbildung 4.2(c)),
so dass sich eine Struktur AFe2As2 ergibt (A = Ce, Sr, Ba) [148].
Bereits kurz nach ihrer Entdeckung gelang es, große Einkristalle herzustellen [199] und
somit war es bereits frühzeitig möglich, RTM/RTS-Untersuchungen durchzuführen.
Die 122-Materialien eignen sich prinzipiell für RTM/RTS-Untersuchungen. Allerdings tre-
ten auch bei ihnen Oberﬂächenrekonstruktionen auf. Beispiele für solche Oberﬂächenre-
konstruktionen auf 122-Oberﬂächen lassen sich in Abbildung 4.8(a,b) sowie in [200202]
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ﬁnden. Eine spektroskopische Untersuchung (Abbildung 4.8(c)) an der in Abbildung 4.8(b)
gezeigten Oberﬂäche weist eine Variation in der Breite der Energielücke in Abhängigkeit
des Spektroskopieortes auf. Vergleichbare RTS-Messungen sind in [203205] aufgeführt.
Einen Überblick über RTM/RTS an 122-Materialien sowie eine detaillierte Diskussion
der auftretenden Oberﬂächenzustände ist im Übersichtsartikel von J. E. Hoﬀman [206] zu
ﬁnden.
Es lässt sich abschließend feststellen, dass 122- und 1111-Materialien aufgrund ihres Spalt-
verhaltens für oberﬂächensensitive Messungen weniger gut geeignet sind. Ihre Oberﬂä-
chenrekonstruktion macht die Interpretation der Daten schwierig und es ist nicht sicher,
inwieweit die Oberﬂächeneigenschaften die Festkörpereigenschaften widerspiegeln.
(c)(a) (b)
Abbildung 4.8.: RTM/RTS-Untersuchungen an Ba(Fe1−xCox)2As2. (a) Topographie
(20 nm× 20 nm) von Ba(Fe1,86Co0,14)2As2 mit Oberﬂächenrekonstruktion [176]. (b) To-
pographie (20 nm× 20 nm) von Ba(Fe1,8Co0,2)2As2 mit Oberﬂächenrekonstruktion [207].
Diese Oberﬂächenrekonstruktion unterscheidet sich deutlich von der in (a). (c) Variation
der supraleitenden Energielücke auf der rekonstruierten Ba(Fe1,8Co0,2)2As2-Oberﬂäche in
(b) gemessen bei 6,25K [207].
4.2.2. 111-Material NaFeAs
NaFeAs besitzt ähnliche Eigenschaften wie die 122-Verbindungen. Ein Vergleich des
NaFeAs-Phasendiagramms (Abb. 4.9) mit dem von BaFe2As2 (Abb. 4.3) ergibt viele Ge-
meinsamkeiten. So zeigt NaFeAs auch einen strukturellen Übergang von tetragonal zu
orthorhombisch [208] sowie einen magnetischen Übergang von paramagnetisch zur Spin-
Dichtewelle (SDW). Des Weiteren existiert, wie auch schon in Ba-122, ein Bereich der
Koexistenz von magnetischer Ordnung und Supraleitung (AF + SC). Der Unterschied
zwischen beiden Systemen besteht in der Position des supraleitenden Bereichs (SC).
In NaFeAs tritt der Bereich der Koexistenz (AF +SC) bereits im undotierten System
auf [209]. Die höchste Übergangstemperatur existiert bei einer Dotierung von x ≈ 0,02
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auf und ist damit geringer als in den bisher präsentierten Eisen-Pniktid-Supraleitern (ver-
gleiche Phasendiagramme in Abbildung 4.3).
(SDW)
Abbildung 4.9.: NaFeAs-Phasendiagramm [208]. Das Phasendiagramm ist vergleichbar
mit dem der 122-Verbindungen. Es zeigt jedoch Hinweise der Koexistenz von magnetischer
Phase und Supraleitung (AF+SC) im undotierten Bereich.
Der Vorteil der 111-Materialien gegenüber 122 und 1111 ist die zweifache Schicht aus
Alkali-Atomen zwischen den FeAs-Schichten (siehe Abbildung 4.2). Beim Spalten teilt
sich diese zweifache Schicht gleichmäßig auf beide Oberﬂächen auf. Diese sind dadurch
vollständig mit einer Schicht aus Alkalimetall-Atomen bedeckt und dadurch ladungsneu-
tral. Es kommt somit auch nicht zu einer Oberﬂächenrekonstruktion, was in verschiedenen
RTM/RTS-Studien bestätigt wird [210212].
Ein Beispiel einer NaFeAs-Oberﬂäche zeigt Abbildung 4.10. In (a) ist eine atomar aufge-
löste Oberﬂäche von Na(Fe0,975Co0,025)As gezeigt. Man erkennt darin gut den Einﬂuss der
dotierten Cobaltatome. Dieser äußert sich durch eine erhöhte Topographie mit einer loka-
len Ausdehnung von 3× 2 Gitterkonstanten. Die Spektroskopie der supraleitenden Ener-
gielücke (schwarze Quadrate) in Abbildung 4.10(b) zeigt eine Asymmetrie der Kohärenz-
peaks sowie des normalleitenden Spektrums (blaue Kreise). Dabei ist die Asymmetrie des
normalleitenden Spektrums invertiert zur Asymmetrie in den 11- und 1111-Materialien.
4.2.3. LiFeAs-Eigenschaften und Charakterisierung
Bereits kurz nach der Entdeckung der ersten Eisenpniktid-Supraleiter gelang es, LiFeAs
herzustellen [146]. Allerdings dauerte es einige Zeit bis es möglich war, Einkristalle von




Abbildung 4.10.: RTM/RTS an Na(Fe0,975Co0,025)As. (a) Atomare Topographie
(14 nm× 14 nm) mit Co-Defekten (helle Rechtecke) [210]. (b) Spektroskopie aus (a) an
einer Stelle weit entfernt von Co-Defekten (schwarzes Quadrat: Supraleitender Zustand,
blauer Kreis: normalleitender Zustand).
LiFeAs hat ein für die Eisenpniktide sehr ungewöhnliches Phasendiagramm (siehe Abbil-
dung 4.11). So besitzt es bereits im undotierten Zustand die höchste Übergangstempera-
tur. Durch Dotierung verringert sich die Übergangstemperatur, wobei dies bei Loch- und
Elektronendotierung unterschiedlich schnell geschieht. Außerhalb des supraleitenden Be-
reichs (SC) existieren Bereiche mit eingefrorenen Spinzuständen, ferromagnetischen und
antiferromagnetischen Fluktuationen sowie Paramagnetismus. Es ist jedoch kein struktu-
reller Phasenübergang wie in anderen Eisen-Pniktid-Supraleitern zu beobachten [214].
Abbildung 4.11.: Phasendiagramm von LiFeAs [215]. Für das undotierte System treten




Die Gitterstruktur ist in Abbildung 4.12 dargestellt. Die Einheitszelle ist tetragonal mit
a = b = 3,78Å und c = 6,3Å [146, 147, 213]. Eine Projektion der Kristallstruktur auf
die ab-Ebene (Abb. 4.12(b)) ergibt eine gemeinsame Gitterkonstante von a = 3,78Å für
Li und As. Das projizierte Fe-Gitter ist um 45o zum Li-Gitter gedreht und zeigt eine
Gitterkonstante von aFe = 2,67Å.
Wie in 4.12(a) zu erkennen ist, liegt jeweils eine Li-Schicht oberhalb und unterhalb der
FeAs-Schicht. Zwei benachbarte Li-Schichten sind schwach zueinander gebunden. Wird ein
solcher Kristall gespalten, so geschieht dies zwischen zwei benachbarten Li-Schichten [216].
Dadurch werden die Li-Atome gleichmäßig verteilt und es entstehen zwei ladungsneutrale
Oberﬂächen. Weiterhin treten bei LiFeAs keine Oberﬂächenzustände auf [216], so dass bei
der Analyse mit oberﬂächensensitiven Methoden die Festkörpereigenschaften untersucht
werden können.
Die Übergangstemperatur beträgt 17K [146,213,217], wobei dieser Wert von der Qualität
der LiFeAs-Kristalle abhängt. So zeigen Imai et al. [217] Messungen an drei unterschied-
lichen Kistallen mit Übergangstemperaturen von 17,0K, 16,3K und 15,6K. Ebenso weisen
Baek et al. [218] darauf hin, dass bereits geringe Abweichungen in der Stöchiometrie der











Abbildung 4.12.: (a) Isometrische Darstellung der LiFeAs Kristallstruktur. (b) Gitter-
struktur projiziert auf die ab-Ebene. Das Li- und As-Gitter besitzen mit a = 3,78Å die
gleiche Gitterkonstante wie die Einheitszelle (schwarzes Quadrat). Die Gitterkonstante
des Fe-Gitters beträgt aFe = 2,67Å [144].
Die Bestimmung der Bandstruktur ist ein wichtiger Schritt zum Verständnis der Supra-
leitung in LiFeAs. Allerdings ist die Fermi-Fläche bei der vorliegenden Kristallstruktur
komplex. LiFeAs ist ein Multi-Band-System und demzufolge müssen alle Elektronen- und
Lochbänder einbezogen werden. Die Anordnung der As-Atome oberhalb und unterhalb des
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Eisens verkompliziert die Einheitszelle. So erzeugt das alternierende As-Gitter eine Ein-
heitszelle, die doppelt so groß ist wie das einfache Fe-Gitter (siehe Abbildung 4.13(a)). Die
dazugehörige, doppelte Fe-Brillouinzone (BZ) ist damit nur halb so groß wie die BZ des
einfachen Fe-Gitters. Man spricht hierbei auch von einer Faltung der BZ. In Abbildung
4.13(b,c) ist dieser Vorgang schematisch für eine Faltung in Richtung des M -Punktes















Abbildung 4.13.: Fermi-Fläche in LiFeAs. (a) schematische Gitterstruktur des LiFeAs-
Gitters mit As über- und unterhalb der Fe-Ebene. Das gestrichelte, grüne und durch-
gezogene, blaue Quadrat zeigen die erste und zweite Fe-Einheitszelle. (b) Schematische
Fermi-Fläche (2D) der ersten Fe-Brillouin-Zone. Die Grenzen werden durch das gestri-
chelte grüne Quadrat gekennzeichnet. Der blaue Pfeil zeigt die Faltung in Richtung (pi,
pi) an. (c) Fermi-Fläche der gefalteten Brillouin-Zone. Die neue Grenze der Zone ist durch
das blaue Quadrat gekennzeichnet [219].
Die durch die Faltung entstandene Fermi-Fläche konnte durch ARPES-Messungen [74,
213, 220222] bestätigt werden (als Beispiel siehe Abbildung 4.14). Darin zeigt sich, dass
die Fermi-Fläche aus vier Bändern besteht.
Am Γ-Punkt sind zwei Lochbänder zu erkennen (4.14(c)). Das innere Lochband reicht
nahe an das Fermi-Niveau heran, ohne es jedoch zu erreichen [74]. Das äußere Lochband
schneidet das Fermi-Niveau knapp und erzeugt so eine hohe Zustandsdichte am Γ-Punkt.
Weiterhin existiert ein weitläuﬁges Lochband mit dem Zentrum am Γ-Punkt, welches das
Fermi-Niveau schneidet. Ebenfalls sind zwei leicht zueinander verschobene Elektronenbän-
der am M-Punkt erkennbar. Diese entsprechen den durch die Faltung der BZ entstandenen
Bändern (siehe Abb. 4.13(c)).
Die experimentellen Ergebnisse der ARPES-Messungen konnten durch LDA mit Re-
normierung [162, 223] und LDA + DMFT-Berechnungen4 [180] bestätigt und nachvoll-
zogen werden. Dabei stellte sich heraus, dass aufgrund der unterschiedlichen Ausdeh-
4 LDA: Lokale Dichtenäherung, DMFT: Dynamische Molekularfeldtheorie
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Abbildung 4.14.: Fermi-Fläche und Dispersion der Energiebänder [220]. (a) Über 5meV
integrierte Impulsverteilung nahe des Fermi-Niveaus. Die durchgängigen Linien im unteren
Teil zeigen die Größe der Fermi-Flächen am Γ-Punkt, die gestrichelten Linien die Größe
der Fermi-Flächen am M-Punkt. Nesting ist aufgrund der unterschiedlichen Durchmesser
der Fermi-Flächen unwahrscheinlich. (b) Schnitt entlang des M-Punkts. Es ist deutlich
zu erkennen, dass die Bänder das Fermi-Niveau schneiden. (c) Schnitt durch die beiden
Lochbänder am Γ-Punkt. Die zwei Lochbänder am Γ-Punkt. Das innere Lochband endet
nahe dem Fermi-Niveau, ohne es zu erreichen. Das äußere Lochband erreicht das Fermi-
Niveau und erzeugt dadurch eine hohe Zustandsdichte am Γ-Punkt.
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nung der einzelnen Bänder Nesting höchst unwahrscheinlich ist. Des Weiteren ergaben
Berechnungen auf der Grundlage der ARPES-Daten eine starke Phononen-Elektron-
Wechselwirkung [224], die durch die hohe Zustandsdichte am Γ-Punkt verstärkt wird.
Spin-Fluktuationen als Kopplungmechanismus können allerdings nicht ausgeschlossen
werden [224].
Um zu klären, welcher Kopplungsmechanismus der Supraleitung zugrundeliegt, wurde
inelastische Neutronenstreuung an LiFeAs durchgeführt. So zeigt sich bei den Ergebnis-
sen von Qureshi et al. [225] (siehe Abbildung 4.15), dass im Gegensatz zu BaFe2As2
kein magnetischer Streuvektor bei (0,5 ; 0,5) existiert. Es treten lediglich zwei schwache
inkommensurable Peaks um (0,5 ; 0,5) auf (siehe 4.15(b,c)). Somit stellt sich die Frage,
inwieweit antiferromagnetische Fluktuationen in LiFeAs eine ähnlich starke Rolle spie-
len wie in den anderen Vertretern der Eisen-Pniktid-Supraleiter (siehe Abschnitt 4.2.1).
Für BaFe2As2 beispielsweise weist die hohe Intensität bei (0,5 ; 0,5) auf Nesting und die
Ausbildung einer antiferromagnetischen Ordnung hin [166, 167]. Da bei LiFeAs die In-
tensität bei (0,5 ; 0,5) sehr gering ausfällt, lässt sich schlussfolgern, dass in LiFeAs kein
Nesting vorliegt und somit keine SDW beobachtbar ist. Dies wird durch Berechnungen
basierend auf ARPES-Daten durch Knolle et al. [226] bestätigt. Die Berechnungen zeigen,
dass die inkommensurablen Peaks in den Daten von Qureshi et al. [225] durch Elektron-
streuung zwischen den Elektronenbändern am M -Punkt und dem großen Lochband um
den Γ-Punkt hervorgerufen werden.




Abbildung 4.15.: Intensitätsverteilung der Neutronenstreuung [225]. (a) Streuung an
optimal dotierten Ba(Fe0,92Co0,08)2As2 im supraleitenden Zustand. Es ist deutlich eine
magnetische Mode bei (0,5 ; 0,5) zu erkennen. (b,c) Streuintensität gemessen an LiFeAs
bei T = 2K. Es sind zwei schwache inkommensurable Peaks um (0,5 ; 0,5) zu erkennen.
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Diese Erkenntnis steht jedoch im Gegensatz zu Taylor et al. [227]. Die darin gezeigten
Daten aus inelastischer Neutronenstreuung an Polykristallen weisen auf Spinﬂuktuationen
in supraleitenden LiFeAs hin.
Eine weitere Besonderheit von LiFeAs ist die Ausbildung von zwei supraleitenden Ener-
gielücken bei tiefen Temperaturen [93, 217, 220, 228, 229]. Dies ist vergleichbar mit MgB2
und zeigt den Multibandcharakter von LiFeAs. Bei Tc ≈ 17K öﬀnet sich die erste Ener-
gielücke am Γ-Punkt. Die zweite Energielücke beginnt sich bei Tc ≈ 2K [93,229] zu öﬀnen
und wird durch das große Lochband um den Γ-Punkt verursacht [74].
Weiterhin zeigt die Energielücke des großen Lochbandes eine Anisotropie [74, 221, 230].
Die Ursache für diese Anisotropie ist noch nicht vollständig geklärt. So schlussfolgern
Borisenko et al. [74], dass die Anisotropie durch Fluktuationen der d-Orbitale des Eisens
hervorgerufen wird. Im Gegensatz hierzu machen Huang et al. [230] eine starke Kopplung
für die Anisotropie verantwortlich.
Zusammenfassend lässt sich eine generelle Aussage über die magnetische Wechselwirkung
in LiFeAs treﬀen. So zeigt ARPES (Abbildung 4.14), dass die Elektron- und Lochbänder
am Fermi-Niveau eine unterschiedliche Größe besitzen. Dies deutet auf die Abwesenheit
von Nesting hin. Diese Schlussfolgerung konnte mit Hilfe von inelastischer Neutronen-
streuung bestätigt werden (Abbildung 4.15). Sie zeigen für LiFeAs keinen ausgeprägten
Streuvektor. Zu dem gleichen Ergebnis führen auch mittels RTM/RTS durchgeführte QPI-
Messungen5. Sie zeigen ebenfalls keine Signatur einer solchen Streuung [5, 222,231,231].
Die Schlussfolgerung daraus ist, dass Nesting und die damit verbundene antiferromagne-
tische Wechselwirkung in LiFeAs eine untergeordnete Rolle spielen. Allerdings bleibt noch
die Relevanz der magnetischen Fluktuationen zu klären.
Eine ebenfalls noch oﬀene Frage ist das ungewöhnliche Dotierungsverhalten von LiFeAs.
So gibt es Hinweise darauf, dass bereits geringe Änderungen in der Stöchiometrie die Ei-
genschaften von LiFeAs ändern können [217, 218]. Dies wird auch im Phasendiagramm
in Abbildung 4.11 deutlich. Es zeigt, dass für LiFeAs bereits bei einem geringen Li-
Überschuss die Supraleitung zusammenbricht. In diesem Zusammenhang stellt sich auch
die Frage nach dem Einﬂuss der Defekte in LiFeAs und inwieweit magnetische Defekte
die Supraleitung beeinﬂussen.
Ebenfalls ungeklärt ist die Frage nach dem supraleitenden Ordnungsparameter. Aufgrund
der magnetischen Fluktuationen wird eine s±-Symmetrie vermutet [222], allerdings weisen
STS-QPI-Messungen auch auf p-Symmetrie hin [5]. Ebenfalls wird ein Ordnungsparameter




Die zum Teil konträren Messergebnisse und Interpretationen machen LiFeAs zu einem
interessanten, wenn auch nicht einfach zu verstehenden Vertreter der Eisen-Pniktid-
Supraleiter. Als stöchiometrischer Hochtemperatur-Supraleiter besitzt LiFeAs eine Son-
derstellung bei der Klärung der supraleitenden Mechanismen.
RTM/RTS-Messungen an LiFeAs
Die erste RTM/RTS-Veröﬀentlichung zu LiFeAs, in der Topographie- und Spektroskopie-
messungen gezeigt werden, erfolgte durch Hänke et al. [5]. Weiterhin wird darin ausführlich
die beobachtete Quasiteilchen-Interferenz analysiert. Weitere RTS-Untersuchungen von
Quasiteilchen-Interferenz in LifeAs erfolgen durch Chi et al. [222] und Allan et al. [231].
Chi et al. [229] untersuchte die Temperaturabhängigkeit von defektfreien LiFeAs-
Oberﬂächen, wobei die gemessenen Spektren bei T = 2K zwei Energielücken zeigen. Für
die Bestimmung der Energielücke wurde eine erweiterte Dynes-Formel [183] den gemesse-
nen Spektren angepasst. Für ein Modell mit zwei isotropen Energielücken erhalten Chi et
al. ∆1 = (5,33± 0,10)meV und ∆2 = (2,5± 0,15)meV. Weiterhin wurde die örtliche Ver-
teilung der Supraleitung untersucht. Dabei betrug die mittlere Energielücke ∆ = 6,07meV
und einer Standardabweichung von σ∆ = 0,08meV. Hanaguri et al. [93] untersuch-
ten ebenfalls die Temperaturabhängigkeit. Bei der spektroskopischen Untersuchung ei-
ner defektfreien LiFeAs-Oberﬂäche wurden dabei zwei supraleitende Energielücken von
∆1 = 6,0meV und ∆2 = 2,9meV bestimmt (halber Abstand der Kohärenzpeak-Maxima).
Beide Energielücken öﬀnen sich vollständig bei Tc ≈ 1K und besitzen im Bereich von
-1,1mV bis 1,1mV eine diﬀerentielle Leitfähigkeit von 0 nS. Ein solches Verhalten schließt
einen Ordnungsparameter mit d-Wellensymmetrie für die supraleitende Energielücke aus.
Grothe et al. [233] führten Defektuntersuchungen an LiFeAs-Oberﬂächen durch (siehe
Abbildung 4.16). Dabei fanden sich sowohl Defekte, die die Kristallsymmetrie erhalten
(Fe-D2-1) als auch Defekte, die die Kristallsymmetrie brechen (As-D1, Li-D1, Fe-C2). Der
Fe-D2-1 Defekt (4.16(f), Notation nach Schönﬂieß [234]) zeigt eine erhöhte Zustandsdichte
zwischen 0meV und 5meV. Dieser gebundene Zustand tritt in ähnlicher Form auch bei
den untersuchten As-D1, Li-D1 und Fe-C2-Defekten auf. Zusätzlich ist auch eine energie-
abhängige Änderung der lokalen Ausdehnung der Zustandsdichte zu erkennen. So zeigt
Abbildung 4.16(h) eine größere, durch den Defekt beeinﬂusste, lokale Ausdehnung der
Zustandsdichte als es die Topographie in 4.16(g) vermuten lässt. Dies wird auch durch
Spektroskopiemessungen an As-D1, Li-D1 und Fe-C2-Defekten bestätigt.
Eine ausführliche, magnetfeldabhängige Messung an LiFeAs präsentierten Hanaguri et
al. [93]. Die lokal aufgelöste Spektroskopie an einem isolierten Flussschlauch in Abbil-






Abbildung 4.16.: Topographie und Spektroskopie an LiFeAs-Defekten [233]. (a) Über-
sichtstopographie mit drei Fe-D2-1 Defekten und einem Fe-C2 Defekt auf einer LiFeAs-
Oberﬂäche. (b) LiFeAs-Gitterstruktur. (c-e) Topographien weiterer Defekte. (f) Fe-D2-1
Defektspektren: schwarz: defektfreies, gemitteltes Spektrum, gemessen 2 nm entfernt vom
Defekt; rot, blau: gemittelte Spektren, gemessen im Zentrum des Defekts. Der untere Teil
zeigt die Defektspektren nach Abzug des defektfreien Spektrums. Der gemessene Defekt
zeigt einen gebundenen Zustand zwischen 0meV und 5meV. (g) Topographie des Fe-D2-1
Defekts; (h) dI/dU -Karte eines Fe-D2-1 Defekts bei 3meV
lokalen Verlauf der Spektroskopie 4.17(b) zu erkennen und zeigt Oszillationen nahe des
Flussschlauch-Zentrums [56, 204, 235]. Weiterhin zeigt die lokale Ausdehnung des Fluss-
schlauchs bei EF eine Vierfachsymmetrie 4.17(c). Bei Temperaturen über 5K verringert
sich diese Vierfachsymmetrie jedoch aufgrund der thermischen Verbreiterung. Der Fluss-
schlauch geht in eine kreisförmige Form über 4.17(d). Das Flussschlauch-Gitter selbst hat
eine trigonale Struktur 4.17(e) mit geringer langreichweitiger Ordnung. Dies wird beson-
ders in der FFT 4.17(f) deutlich. Die Ringe in der FFT deuten auf einen konstanten
Abstand zwischen den einzelnen Flussschläuchen hin. Es existiert jedoch kein geordnetes
Flussschlauch-Gitter, was durch das Fehlen der Bragg-Peaks in der FFT deutlich wird.
In 4.17(g) ist eine Delaunay-Analyse [236] gezeigt. Dargestellt sind die Verbindungslinien
zwischen den Flussschläuchen und die Anzahl der nächsten Nachbarn, wobei Knoten-
punkte mit weniger/mehr als sechs Nachbarn mit einem blauen Dreieck/roten Viereck
markiert sind. Die Dichte der Flussschlauch-Gitterdefekte steigt mit zunehmendem Feld
und geht von paarweisen Defekten, über Domänenbildung zur chaotischen Defektanord-
nung über.
Die bisher präsentierten RTM/RTS-Messungen an LiFeAs zeigen ein konsistentes Bild






Abbildung 4.17.: LiFeAs-Messungen im Magnetfeld aus [93]. (a) Punktspektrosko-
pie im Zentrum eines Flussschlauchs und weit davon entfernt (T = 540mK). In der
Flussschlauch-Spektroskopie ist deutlich ein gebundener Zustand bei -1mV zu erkennen.
(b) Lokal aufgelöste Flussschlauch-Spektroskopie (T = 540mK). Mit zunehmendem Ab-
stand vom Flussschlauch-Zentrum sind Oszillationen in der Zustandsdichte erkennbar. (c)
dI/dU eines Flussschlauchs bei EF und T = 540mK. Es ist deutlich eine Vierfachsym-
metrie des Flussschlauchs erkennbar. (d) dI/dU eines Flussschlauchs bei EF und 5K. Es
ist keine Vierfachsymmetrie zu erkennen. (e) Flussschlauch-Gitter (500 nm × 500 nm);
(f) Fourier-Transformation von (e); (g) Delaunay-Analyse von (e); Anzahl der Nachbarn:
5 - blaues Dreieck, 6 - keine Markierung, 7 - rotes Viereck, andere - grüner Stern.
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NQR-Messungen [218] sowie in oberﬂächensensitiven Widerstandsmessungen [217] eine
Variation der Probeneigenschaften beobachtet werden kann (siehe Kapitel 4.2.3).
Dass diese Variation auch in der RTM/RTS-Messungen auftritt, lässt sich durch Daten
von D. Baumann [18] belegen. Seine Messungen an nominell stöchiometrischen LiFeAs
zeigen Defekte (siehe Abb. 4.18), die von denen in [93, 229, 233] abweichen. Spektrosko-
pische Untersuchungen lassen bei 300mK eine verbreiterte Energielücke mit ∆ = 4,5meV
erkennen. Es gibt allerdings kein Anzeichen einer zweiten Energielücke. Im Gegensatz
dazu beobachtete Hanaguri et al. [93] bei 540mK zwei ausgeprägte Energielücken.
Dies und die variierenden Probeneigenschaften in [217,218] legen nahe, dass bereits kleins-
te Änderungen der Stöchiometrie die Eigenschaften von LiFeAs verändern können. Einen
Hinweis auf die Ursache hierfür könnten die beobachteten Defekte liefern. Die Art der De-
fekte, ihre lokale Ausdehnung und ihre Häuﬁgkeit geben möglicherweise Aufschluss über










































Abbildung 4.18.: Topographie und Spektroskopie einer LiFeAs-Oberﬂäche. (a) Topogra-
phie (14 nm× 14 nm, UT = −5mV, IT = 1,2 nA, T = 5,8K) mit Defekten. (b) Mittelwert
aus 8× 8 Spektren einer LiFeAs-Oberﬂäche bei T ≈ 300mK. Das Spektrum zeigt selbst
bei 300mK keine zweite Energielücke. Inset: Mittelwert der I(U)-Kennlinie (8× 8 Punkte,





Die untersuchte LiFeAs-Probe (Batch SE2913) wurde im IFW Dresden durch das
Schmelzﬂuss-Verfahren [213] hergestellt und durch Messung der Suszeptibilität eine Über-
gangstemperatur von 16,5K bestimmt [237].
Da Lithium reaktiv gegenüber Sauerstoﬀ ist, wurde die Probe in einem luftdicht ver-
schlossenen und mit Argon gefülltem Transportbehälter befördert. Die Probenpräparati-
on erfolgte in einem mit Argon gefülltem Handschuhkasten1. Darin wurde die Probe mit
einem leitfähigen Klebstoﬀ [42] auf einen Probenhalter geklebt. Zusätzlich wurde mit dem
gleichen Kleber ein Spaltstempel auf der Oberseite der Probe befestigt und der Klebstoﬀ
bei 100oC für eine Stunde ausgehärtet. Anschließend erfolgte eine Spaltung der Probe,
wobei die Spaltﬂächen eine metallisch glänzende Oberﬂäche zeigten. Daraufhin wurde ein
neuer Spaltstempel angebracht und wie zuvor beschrieben befestigt.
Die Messung wurde mit dem in Kapitel 2.4 beschriebenen Rastertunnelmikroskop durch-
geführt. Versuche, die Probe in dem Handschuhkasten einzubauen, schlugen aus bisher
unbekannten Gründen fehl, so dass ein Probeneinbau ohne Schutzatmosphäre favorisiert
wurde. Der Einbau dauerte ca. 30Minuten. In dieser Zeit erfolgt zwar eine Oxidation
der Probenoberﬂäche, allerdings diﬀundiert der Sauerstoﬀ oﬀenbar nicht weit genug in
den Kristall, um diesen im Inneren signiﬁkant zu verändern. Frühere RTM-Messungen
haben gezeigt, dass LiFeAs-Proben 30Minuten an Luft überstehen und nach dem Spal-
ten eine für LiFeAs typische, metallisch glänzende Oberﬂäche zeigen. Nach dem Einbau
der Probe wurde das Mikroskop unverzüglich geschlossen und bis zu einem Druck von
1Reinheit des Handschuhkastens: O2 < 2 ppm, H2O < 2 ppm
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p < 5 · 10−5 mbar evakuiert. Anschließend erfolgte das Einkühlen des Mikroskops zu einer
Basistemperatur von 4,9K. Die Probe wurde bei dieser Temperatur gespalten.
5.2. Topographiemessungen
Nach dem Spalten wurden Übersichtstopographiemessungen durchgeführt (siehe Abbil-
dung 5.1). Sie zeigen eine sehr ﬂache LiFeAs-Oberﬂäche ohne Stufenkanten (a). Auf der
gesamten Oberﬂäche beﬁnden sich zufällig verteilte Defekte. Diese sind meist an ihrer
lokalen Ausdehnung von mehreren Gitterkonstanten und ihrer erhöhten Topographie zu
erkennen.
Eine höher aufgelöste Topographie ist in 5.1(b) dargestellt. Sie zeigt einen Oberﬂächen-
ausschnitt von 25 nm × 25 nm mit den am häuﬁgsten vorkommenden Defekten. Zwi-
schen den Defekten beﬁnden sich jedoch auch defektfreie Bereiche von mehr als 5 nm ×
5 nm. Ein erster Vergleich der hier gemessenen Defekte mit bereits veröﬀentlichten Da-
ten [18,93,229,231,233] zeigt eine gute Übereinstimmung in Form und Größe der Defekte.
Für eine genauere Defektanalyse sei hier auf das Kapitel 5.4 verwiesen.
0 pm 417 pm
30 nm
(a)
0 pm 122 pm
5 nm
(b)
Abbildung 5.1.: (a) Übersichtstopographie 150 nm × 150 nm (UT = −50mV, IT =
100pA, T = 5K); Die Oberﬂäche weist keine Stufenkante auf und besitzt eine Vielzahl
an Defekten (helle Punkte); (b) Oberﬂächenausschnitt 25 nm × 25 nm (UT = −35mV,
IT = 300pA, T = 5K); Es sind vier unterschiedliche Defekttypen zu erkennen.
Ein besonderes Merkmal der Oberﬂäche zeigt sich bei dem Vergleich von Topographie-
aufnahmen bei positiver und negativer Spannung (Abb. 5.2). Die Defekte besitzen bei
positiver Spannung (Abb. 5.2(b)) eine größere lokale Ausdehnung. Dies deutet darauf
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hin, dass die Zustandsdichte bei positiver Spannung von den Defekten stärker beeinﬂusst
wird als bei negativer Spannung. Zudem sind bei positiver Spannung zusätzliche Defekte
zu erkennen. Ein Beispiel hierfür sind die markierten Defekte in Abbildung 5.2. Sie sind
bei positiver Spannung sehr klar erkennbar und unterscheiden sich in ihrer Intensität kaum
von anderen Defekten. Bei negativer Spannung (Abb. 5.2(a)) sind sie jedoch sehr schwer
zu lokalisieren. Im Beispiel von Abbildung 5.2(a) zeigen sie sich als leicht erhöhte To-
pographie, wobei dies von den verwendeten Tunnelbedingungen abhängt. Solche leichten
Erhöhungen können allerdings auch durch Bildanpassungen hervorgerufen werden, was
eine Identiﬁkation der Defekte bei negativer Spannung erschwert. Bei positiver Spannung
lässt sich im Bereich der versteckten Defekte ein defektfreies atomares Gitter erkennen.
Dies legt nahe, dass die versteckten Defekte sich nicht auf der Oberﬂäche beﬁnden. Für
Untersuchungen an defektfreien LiFeAs ist es außerordentlich wichtig, versteckte Defekte
zu erkennen, da diese die Spektren des vermeintlich defektfreien Bereichs beeinﬂussen.
5 nm
0 pm 109 pm
(b)
0 pm 143 pm
5 nm
(a)
Abbildung 5.2.: Topographie bei negativer und positiver Probenspannung; (a) 25 nm
× 25 nm, UT = −35mV, IT = 300 pA, T = 5K; (b) 25 nm × 25 nm UT = 35mV,
IT = 300 pA, T = 5K; Defekte auf der LiFeAs-Oberﬂäche zeigen bei positiver und nega-
tiver Spannung zum Teil unterschiedliche Erscheinungsformen. Weiterhin sind Bereiche




5.3. Untersuchungen defektfreier Oberﬂächen
Für die Untersuchung der Oberﬂächeneigenschaften von LiFeAs wurde die Rastertunnel-
spektroskopie verwendet. Wie bereits im vorherigen Abschnitt gezeigt wurde, sind nicht
alle Defekte bei negativem UT zu erkennen. Aus diesem Grund erfolgt vor der spektro-
skopischen Messung eine topographische Untersuchung bei negativer und positiver Span-
nung. Zeigen beide Topographien keine Defekte, so kann auf diesem Oberﬂächenbereich
die Spektroskopieuntersuchung durchgeführt werden.
Abbildung 5.3 zeigt ein gemitteltes Spektrum einer defektfreien LiFeAs-Oberﬂäche. Sehr
auﬀällig ist hierbei die starke Asymmetrie des Spektrums. Die Zustandsdichte zeigt zwi-
schen -75mV und -12mV eine geringe, lineare Änderung. Ab -12mV bildet sich der Kohä-
renzpeak für negative Spannungen aus, wobei dieser sein Maximum bei -6,9mV erreicht.
Bei positiver Spannung ist die Form des Kohärenzpeaks (UT = 6,6mV) weniger deutlich
ausgeprägt und die Zustandsdichte steigt für höhere Spannungen stark an. Auﬀällig hier-
bei ist auch ein bei 37mV auftretender Knick. Die gemessenen Spektren zeigen eine gute
Übereinstimmung mit den Arbeiten von Chi et al. [229] und Hanaguri et al. [93]. In beiden
Arbeiten ist ebenfalls eine Asymmetrie in der Höhe der Kohärenzpeaks und ein Knick bei
ca. 40mV zu erkennen. Weiterhin zeigen sie eine gute Vergleichbarkeit mit den Spektren
an NaFeAs (siehe Abbildung 4.10). Wird das LiFeAs-Spektrum mit 11- und 1111-Eisen-
Pniktid-Supraleitern [179, 193] verglichen, so fällt vor allem die invertierte Asymmetrie
auf. SmFeAsO0,8F0,2 (siehe Abbildung 4.7) beispielsweise zeigt eine starke Änderung der
Zustandsdichte bei negativer Spannung, wobei hingegen bei positiven Spannungen der
Anstieg geringer ausfällt.
Diese Asymmetrie in den 11- und 1111-Verbindungen lässt sich mit Hilfe der Bandstruktur
beschreiben. So zeigen LDA [182,238] und LDA+DMFT [180] Berechnungen eine höhere
Zustandsdichte bei negativer Spannung. Allerdings besitzen LiFeAs oder BaFe2As2 [202]
eine gegenteilige Asymmetrie im Tunnelspektrum. Eine mögliche Erklärung hierfür liefert
Koepernik et al. [181]. Beim Spalten von Ba-122 verteilt sich das Barium auf beide Oberﬂä-
chen und erzeugt eine Oberﬂächenrekonstruktion. Diese rekonstruierte Ba-Schicht wirkt in
der RTS als ein Filter, der die Asymmetrie im Tunnelspektrum umkehrt. Zusätzlich führt
dieser Eﬀekt auch zu einer Kontrastinvertierung der Oberﬂäche in den dI/dU -Karten.
Die Berechnungen beziehen sich jedoch auf Ba-122. Es ist daher noch zu klären, inwieweit
ein solcher Eﬀekt auch durch die Lithiumschicht an der LiFeAs-Oberﬂäche hervorgerufen
wird.
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Abbildung 5.3.: Spektroskopiekurve einer defektfreien LiFeAs-Oberﬂäche; Spektrum ge-
mittelt über zehn Punktspektren (Stabilisierung: UT = −35mV, IT = 300 pA, T = 5K);
Die Standardabweichung der gemittelten Spektren ist exemplarisch für 35mV einge-
zeichnet. Kleines Diagamm: Spektrum über einen Energiebereich ±75mV (Stabilisierung:




Um ein besseres Verständnis für das Verhalten der Supraleitung in LiFeAs zu erhalten,
wurden temperaturabhängige Spektroskopiemessungen von 5K bis 20K durchgeführt (sie-
he Abbildung 5.4(a)). Für eine bessere Darstellung erfolgte eine Normierung (Division) der
Spektren auf das 20K-Spektrum2. Jedes Spektrum ist der Mittelwert aus 800 Spektren,
die mit Hilfe von Spektroskopiekarten in einem Bereich von 2 nm×2 nm aufgenommen
wurden. Hierbei wurden für alle Spektren die gleichen Stabilisierungsbedingungen verwen-
det, um eventuelle Setpoint-Eﬀekte auszuschließen. Erste Anzeichnen der supraleitenden
Energielücke sind bei Tc = 17K zu erkennen (siehe Abb. 5.4(b)). Bei dieser Temperatur
weicht die Zustandsdichte geringfügig von der normalleitenden Zustandsdichte bei 20K
ab. Bei 16K ist die Energielücke schon deutlich zu erkennen und sie öﬀnet sich weiter
bis zu einer Temperatur von 6K3 (Abb. 5.4(a)). Die supraleitende Energielücke wird in
dieser Arbeit mit dem Abstand der Kohärenzpeaks deﬁniert. Für T = 6K besitzt sie einen
Wert von ∆ = 6,8mV. Dies ist vergleichbar mit den veröﬀentlichten Daten von Chi et al.
(∆ = 6,1mV, [229]) und Hanaguri et al. (∆ = 6,0mV, [93]).
Die normierten Spektren in Abbildung 5.4(a) weisen eine Asymmetrie der Höhe der Ko-
härenzpeaks sowie eine Verringerung der Zustandsdichte bei 12mV auf.
Letzteres wurde ebenfalls von Chi et al. beobachtet und mit der Kopplung einer bosoni-
schen Mode an die Supraleitung begründet. Hierbei handelt es sich um einen gebundenen
Zustand, der auf Quasi-Teilchen- und Coulombwechselwirkungen in stark gekoppelten
Systemen zurückzuführen ist [63]. Die Signatur dieser gekoppelten bosonischen Mode äu-
ßert sich in einer Erhöhung und Verringerung der Zustandsdichte um ∆+Ω (siehe Kapitel
3.5).
Die Temperaturabhängigkeit dieser Verringerung ist in Abbildung 5.5 für positive und
negative Spannung dargestellt. Gezeigt ist die Position der Minima der bosonischen Mode
(∆ + Ω, Quadrat) und die Position der Maxima der Kohärenzpeaks (∆, Kreis) aus Abbil-
dung 5.4. Die durchgehenden Linien mit weißen Symbolen repräsentieren den positiven
und unterbrochene Linien mit gefüllten Symbolen den negativen Spannungsbereich. Um
das Verhalten von Ω (Dreieck) besser darzustellen, wird die Position der Kohärenzpeaks
von ∆ + Ω abgezogen.
Dabei zeigen die Minima der bosonischen Mode eine leichte Temperaturabhängigkeit. So
erhöht sich Ω bei positiven Spannungen von 5,5mV bei 5K auf 6,1mV bei 13K. Gleiches
2Für die Normierung der Daten wurde die Division gewählt um sie mit [229] vergleichen zu können.
Prinzipiell ist aber auch eine Normierung durch Subtraktion möglich.
3Aufgrund der limitierten Energieauﬂösung des verwendeten Mikroskops können Unterschiede zwischen
6K und 4,7K nicht aufgelöst werden (siehe Kapitel 2.4).
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Abbildung 5.4.: Temperaturabhängigkeit der Zustandsdichte in LiFeAs. (a) Tempe-
raturverlauf von 20K bis 4,7K. Die eingezeichneten Symbole sind ausgewählte Mess-
punkte und dienen der besseren Darstellung. Jedes Spektrum wurde aus dem Mittelwert
von 800 Spektren gebildet (Aufnahmebereich 2 nm×2 nm, Stabilisierung: UT = −35mV,
IT = 300 pA, Umod = −400µV). Die Amplituden der Kohärenzpeaks weisen eine Asym-
metrie auf. Zusätzlich ist ein Minimum der Zustandsdichte bei 12mV (∆+Ω) zu erkennen.
(b) Normierte Spektren von 16K bis 20K. Die Farbskala sowie die Symbole entsprechen
der Legende in (a). Die Spektren wurden für die bessere Darstellung grau hinterlegt. Das
Öﬀnen der supraleitenden Energielücke setzt bei 17K ein. Die Signatur der bosonischen
Mode ist bereits bei 18K zu erkennen. Das Temperaturverhalten der bosonischen Mode




gilt für die Mode bei negativer Spannung (5,3mV bei 5K, 5,7mV bei 13K). Zwischen
15K und 16,5K verringert sich Ω analog zu ∆. Für Temperaturen größer 16,5K steigt
Ω wieder an. Dies setzt sich bis 18K fort. Allerdings lässt sich nur für den positiven
Spannungsbereich eine verlässliche Aussage über die Position der Mode treﬀen.



























Abbildung 5.5.: Temperaturabhängiges Verhalten der Position der Kohärenzpeaks und
der Position der Minima der eingekoppelten bosonischen Moden; ∆ + Ω: schwarze Viere-
cke, ∆: Kreise, Ω: Dreiecke:, durchgezogene Linie: Features bei positiver Spannung; gestri-
chelte Linie: Features bei negativer Spannung. Die Breite der supraleitenden Energielücke
∆ erreicht ihren Maximalwert für T < 12K. Ω besitzt seinen Maximalwert bereits bei
T ≈ 16K. Dieser verringert sich für tiefere Temperaturen geringfügig. Die Position der
bosonischen Mode bei negativer Spannung und 18K wurde aufgrund der ungenauen Be-
stimmung nicht eingetragen.
An dieser Stelle sei angemerkt, dass es trotz der im Spektrum kaum zu erkennenden Mode
möglich war, mithilfe eines Näherungs-Algorithmus die Minima innerhalb der Fehlertole-
ranz zu ermitteln. Für eine genaue Beschreibung des Näherung-Algorithmus sowie einer
Gegenüberstellung von Näherungsergebnis und Messkurve sei auf Anhang A verwiesen.
Ein Vergleich dieses Verhaltens mit der theoretischen Arbeit von Scalapino et al. [63]
zeigt, dass es sich bei der Änderung des Minimums einer bosonischen Mode um einen
Eﬀekt der Energieverbreiterung handelt. Durch die bessere Energieauﬂösung bei tiefen
Temperaturen verringert sich die Energiediﬀerenz zwischen Maximum und Minimum der
bosonischen Mode in der Zustandsdichte. Die eigentliche Energie der Mode bleibt jedoch
unverändert (siehe Abbildung 3.5). Wird jedoch nur die Energie des Minimums betrachtet,
so kann für niedrigere Temperaturen eine leichte Verschiebung zu niedrigeren Energien
festgestellt werden.
Ungeachtet dessen stellt sich die Frage nach den Ursachen der bosonischen Mode. Raman-
Messungen an LiFeAs zeigen keine starken phononischen Anregungen unterhalb ∼ 10meV
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[239,240]. Im Gegensatz dazu zeigen Daten aus inelastischer Neutronenstreuung einen in-
kommensurable Peak bei∼ 5,5meV (siehe Abbildung 4.15, [225]). Diese Anregung zeigt ei-
ne gute Übereinstimmung mit der Energie der in dieser Arbeit beobachteten, bosonischen
Mode von ∼ 6mV. Somit liegt die Schlussfolgerung nahe, dass die Wechselwirkung hinter
der bosonischen Mode magnetischer Natur ist. Zu einer vergleichbaren Schlussfolgerung
gelangt auch Wang et al. [241]. Die Gegenüberstellung von verschiedenen Eisen-Pniktid-
Supraleitern ergibt darin einen generellen Zusammenhang zwischen Resonanzpeaks in
der Neutronenstreuung, Energie der bosonischen Mode in der RTS sowie der kritischen
Temperatur Tc. Es zeigt sich, dass ein generelles Verhältnis zwischen bosonischer Mode
und kritischer Temperatur mit Ω/kBTc ≈ 4,3 resultiert. Der festgestellte, starke Zusam-
menhang zwischen Spin-Resonanz und RTS führt in die Richtung einer magnetischen
Wechselwirkung für die Supraleitung, was wiederum auf eine s±-Symmetrie der Energie-
lücke schließen lässt [241]. Die in dieser Arbeit präsentierten Daten ergeben ein Verhältnis
von Ω/kBTc ≈ 4,1 und fügen sich sehr gut in dieses Bild. Allerdings bedarf die Beobach-
tung der Signatur der bosonischen Mode bei T > Tc weiterer Untersuchungen. In diesem
Zusammenhang wäre auch eine ortsabhängige Spektroskopie nahe Tc interessant, da sie
mögliche, lokale Variationen in der einsetzenden Supraleitung zeigen.
5.3.2. Ortsaufgelöste Spektroskopie
Die ortsaufgelöste RTS an defektfreien LiFeAs-Oberﬂächen weist eine Verschiebung der
atomaren Gitterpositionen in Abhängigkeit der Tunnelspannung auf. Abbildung 5.6(a)
und 5.6(b) zeigen den Tunnelstrom einer atomar aufgelösten Spektroskopiekarte bei 10mV
und 30mV. Feste Positionen auf der Oberﬂäche sind jeweils durch vier Punkte dargestellt.
Der Pfeil beschreibt die Position der in 5.6(d) dargestellten Spektren. Beim Vergleich
der Stromkarten 5.6(a) und 5.6(b) ist deutlich zu erkennen, dass sich das atomare Gitter
zwischen 10mV und 30mV um 1,5 Å entlang der Bildsenkrechten (45o relativ zu den Git-
tervektoren ~a,~b) verschiebt. Dabei bleibt die Gitterkonstante a = 3,8 nm konstant. Die
gesamte Verschiebung wird durch die in 5.6(d) dargestellten, ortsabhängigen Spektren ver-
deutlicht. Die Spannung ist hierbei auf der x-Achse und der Ort der Spektroskopie auf der
y-Achse aufgetragen, wobei der Ort durch den in 5.6(a) und 5.6(b) eingezeichneten Pfeil
repräsentiert wird. Die Spektren wurden auf den Mittelwert aller gemessenen Spektren
normiert, um die Unterschiede zwischen den einzelnen Spektren deutlicher hervorzuheben.
Die Farbskala in 5.6(d) entspricht somit der relativen Abweichung der Spektren vom Mit-
telwert. Die eingezeichneten, gestrichelten Linien repräsentieren die in 5.6(a) und 5.6(b)
dargestellten Spannungen. Wird der Intensitätsverlauf in 5.6(d) von 10mV zu 30mV ver-
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folgt, so ist eine bei 15mV einsetzende Verringerung der Maxima zu erkennen. Bei 22mV
sind die Maxima weitestgehend verschwunden. Dies entspricht einer Position des Pfeils
zwischen zwei Atomreihen. Bei 30mV erscheinen die Maxima erneut mit der gleichen
Periodizität wie bei 10mV, diesmal jedoch um 0,15 nm in Pfeilrichtung verschoben. Dies
entspricht 33% des Li-Li-Abstandes, beziehungsweise 66% des As-Li-Abstandes in der
Richtung der Verschiebung. Eine Verschiebung der Atompositionen ist ebenfalls in der
Region der supraleitenden Energielücke zu beobachten. Die gleichbleibende Periodizität
und eine durchgeführte FFT-Analyse4 der Stromkarten führt zu dem Schluss, dass es sich
bei den beobachteten Gittern entweder um das Li- und/oder As-Untergitter handelt (siehe
Projektion des LiFeAs-Gitters in 5.6(c)). Ein Gitterabstand für das Fe-Untergitter konnte
nicht gemessen werden.
Die Verschiebung des Gitters wurde auch bei anderen RTM/RTS-Messungen beobach-
tet [242]. So war insbesondere eine Invertierung des Kontrastes bei -35mV und 35mV
auﬀällig, die konsistent ist mit den hier präsentierten Daten. Die Ursache für die Ver-
schiebung ist allerdings noch unklar. Eine mögliche Erklärung ist die Bandstruktur [180]
von LiFeAs. So ist denkbar, dass für unterschiedliche Spannungen der Anteil der einzel-
nen Bänder in der Zustandsdichte variiert. Die integrierte Zustandsdichte zeigt damit auch
die Spannungsabhängigkeit der Bandstruktur, die sich in einer lokalen Variation äußern
kann. Zusätzlich ist auch eine spezielle Konﬁguration des Spitzenorbitals denkbar [25].
Eine weitere Möglichkeit ist, dass die Verschiebung durch eine Symmetriereduktion der
orbitalen Ordnung hervorgerufen wird. Ein solches Verhalten wurde bereits in LaCoO3
beobachtet [243]. Allerdings besitzt dieses Material eine orthorhombische Gitterstruktur,
was bereits eine Symmetriereduktion gegenüber einem tetragonalen Gitter darstellt. Für
LiFeAs ist eine solche Symmetriereduktion eher unwahrscheinlich, da die beobachteten,
atomaren Gitter für alle Spannungen ein quadratisches Gitter und damit die selbe Sym-
metrie zeigen.
Für die Überprüfung dieser Hypothesen wird allerdings eine umfangreiche, theoretische
Unterstützung benötigt, so dass an dieser Stelle keine Antwort auf die Ursache der Ver-
schiebung das Gitters gegeben werden kann.
Für die Analyse der LiFeAs-Oberﬂäche hat die Verschiebung zur Folge, dass das atomare
Gitter keinen festen Bezugspunkt darstellt. Es ist daher beispielsweise bei einer Analy-
se von Defekten nur möglich, diese über deren Symmetrie und deren spektroskopische
Eigenschaften zu charakterisieren, nicht aber über ihre Position im atomaren Gitter.
4FFT: Schnelle Fourier-Transformation
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a  = 3,8 Å
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Abbildung 5.6.: Tunnelstrom einer Spektroskopiekarte an atomar aufgelöstem LiFeAs
(2,5 nm × 2,5 nm, 70 × 70 Spektren). Stromkarten bei 10mV (a) und 30mV (b). Vier
Punkte repräsentieren feste, räumliche Positionen. Der Pfeil zeigt den örtlichen Verlauf
der Spektren in (d). (c) Projektion des atomaren Gitters auf die ab-Ebene mit den einge-
zeichneten Einheitszellen der Untergitter. (d) Spektroskopiedarstellung entlang der Pfeile




5.3.3. Lokale Variation der Energielücke
Ein wichtiger Indikator für die Homogenität der Probe ist die Variation der supraleitenden
Energielücke. Die Analyse der in Abbildung 5.6 gezeigten, defektfreien Daten liefert eine
mittlere Breite der Energielücke von ∆¯ = 6,3meV mit einer statistischen Abweichung von
σ∆ = 0,1meV, wobei die Energielücke über den Abstand der Maxima der Kohärenzpeaks
bestimmt wurde. Damit ergibt sich eine relative Variation von σ∆/∆¯ ' 1,6%. Dieses
Ergebnis zeigt eine gute Übereinstimmung mit den von Chi et al. veröﬀentlichten Wer-
ten (∆¯ = 6,07meV, σ∆ = 0,08meV [229]). Wird jedoch ein Oberﬂächenausschnitt mit
Defekten betrachtet, so entsteht ein diﬀerenzierteres Bild.
Die Ergebnisse einer solchen Betrachtung sind in Abbildung 5.7 dargestellt. Sie zeigt in
(a) die Breite der Energielücke. Für deren Bestimmung sind alle abgebildeten Spektren
mit einem gemittelten 20K-Spektrum durch Division normiert. Anschließend erfolgen die
Glättung der Spektren mit Hilfe eines von-Hann-Fensters [244] und die Bestimmung des
Abstandes der Kohärenzpeak-Maxima. Dieses Verfahren berücksichtigt gleichermaßen Än-
derungen der Breite der Energielücke sowie Änderungen der Amplitude der Zustandsdichte
im Bereich der Kohärenzpeaks. Damit ist es möglich, Einﬂüsse von Inhomogenitäten und
Defekten zu berücksichtigen.
In Abbildung 5.7 ist auﬀällig, dass die Position der Maxima im gezeigten Bereich der Probe
variiert. So beträgt der halbe Abstand (vergleichbar mit der Energielücke) ∆¯ = 6,9meV
mit σ∆ = 0,4meV. Die relative Variation ist mit σ∆/∆¯ ' 5,8% deutlich höher als im
defektfreien Gebiet, allerdings ist dieser Wert geringer als in anderen Eisenpniktiden
(z.B. BaFe1,8Co0,2As2: σ∆/∆¯ ' 12%5 [207]). Ein genaueres Bild über die Variation der
Maxima-Abstände liefern die durch Punkte (weiß mit schwarzem Rand) markierten, lo-
kalen Spektren. Für ein besseres Signal-Rausch-Verhältnis sind alle Spektren um einen
Punkt gemittelt (Radius: 0,5 nm, in Abb. 5.7(a,c) exemplarisch um den rechten Punkt
eingezeichnet) und in 5.7(b) farblich entsprechend ihrer Maxima-Abstände dargestellt.
Die Spektren zeigen eine Veränderung in der Amplitude der Zustandsdichte und der Po-
sition der Kohärenzpeaks. Letzteres verändert sich im Vergleich zur Amplitude nur ge-
ringfügig.Vergleicht man die Position der Spektren mit der Topographie (Abb. 5.7(c)), so
wird deutlich, dass die Änderungen in der Zustandsdichte durch Defekte verursacht wird.
Dabei besitzen die in Abschnitt 5.2 gezeigten, versteckten Defekte (weiße Pfeile) einen
erheblichen Einﬂuss auf die Maxima-Abstände.
5Gemittelt über 20 nm× 20 nm, Topographie zeigt vereinzelte Defekte und eine für 122-Materialien
typische Oberﬂächenrekonstruktion.
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Abbildung 5.7.: Lokale Variation der supraleitenden Energielücke. (Spektroskopiekarte,
15 nm × 15 nm, 96 × 96Pixel, T = 5K). (a) Verteilung der geﬁtteten Energielückenbreite
auf einem defektbehafteten Oberﬂächenabschnitt. (b) normierte lokale Spektren (Punkte
in (a)). Die Farbe der Spektren korrespondiert mit der Farbskala in (a). Der lange Pfeil
verdeutlicht die Reihenfolge der Spektren. (c) Topographie von (a). Die kurzen Pfeile zei-
gen die Position von Defekten unterhalb der Oberﬂäche an (UT = −50mV, IT = 600pA).
(d) Histogramm der Energielückenverteilung in (a). 90% der Spektren werden durch De-




Dieses Verhalten unterscheidet sich von RTM-Messungen an BaFe2As2 [207], in der die
Abstände der Kohärenzpeaks lokal variieren, die Form der Spektren jedoch weitestgehend
erhalten bleibt.
Den Gesamteinﬂuss der Defekte zeigt das Histogramm der genäherten Energielücke (d).
Darin wird deutlich, dass nur etwa 10% der genäherten Spektren unbeeinﬂusst sind (ge-
punktete Linie in Abb. 5.7(d)), während die restlichen 90% einen Defekteinﬂuss erfahren.
Aus diesen Ergebnissen ergibt sich die Frage, wie stark Defekte die supraleitenden Ei-
genschaften von LiFeAs beeinﬂussen. Im Folgenden soll nun detailliert auf die einzelnen





Wie bereits in Abbildung 5.1 zu sehen war, zeigen die untersuchten LiFeAs-Oberﬂächen
eine Vielzahl an Defekten. Inwieweit diese die supraleitenden Eigenschaften der Probe
beeinﬂussen, soll in diesem Abschnitt näher untersucht werden.
Bei den hier untersuchten Defekten handelt es sich um einzelne, atomare Fehlstellen in
Form von Lücken sowie Überschuss- oder Fremdatomen im Kristallgitter. Im Falle von
LiFeAs kann das beispielsweise ein fehlendes As-Atom oder ein Li-Atom auf einer Fe-
Gitterposition sein.
Eine Bestimmung der Defekte anhand ihrer Gitterposition wie in Grothe et al. [233] ist
wenig sinnvoll. Wie bereits in Kapitel 5.3.2 gezeigt wurde, ist die Position des gemessenen
atomaren Gitters abhängig von der angelegten Tunnelspannung. Die Position der Atome
variiert dabei je nach Tunnelspannung um bis zu 0,5Gitterkonstanten. Mit einer solchen
Gitterverschiebung ist es nicht möglich, die absolute Position der Defekte zu bestimmen.
Eine sinnvolle Klassiﬁzierung der Defekte ist daher die Einteilung nach Symmetriegrup-
pen.
Die am häuﬁgsten vorkommenden Defekte sind in Abbildung 5.9 und 5.10 zusammen
mit ihrem Höhenproﬁl dargestellt. Sie lassen sich aufgrund ihrer Symmetrie mit Hilfe der








Abbildung 5.8.: Schönﬂies-Notation der vorkommenden Defekte. Die Symmetrieachsen
sind als rote Linien eingezeichnet. (a-c) Dreh-Spiegelung Dn: bezeichnet die Anzahl an
n möglichen Drehungen mit anschließender Spiegelung. (d) Rotation Cn: bezeichnet die
Drehung mit n · α = 2pi
Die erste Gruppe beinhaltet die Li-D4-Defekte, dargestellt in Abbildung 5.9(a) und 5.9(b).
Aufgrund ihrer lokalen Ausdehnung liegt die Vermutung nahe, dass es sich dabei um Li-
Defekte handelt. Dafür spricht auch die nur bei diesen Defekten beobachtete Mobilität.
87
5. Ergebnisse
Es ist möglich, diese Defekte beim Scannen entweder zu verschieben oder sie mit der
RTM-Spitze aufzunehmen. Die genaue Identiﬁkation von Li-D4-1 oder Li-D4-2 als Li-
Überschuss- beziehungsweise Deﬁzitatom ist nicht möglich, da im Allgemeinen auch ein
Li-Überschussatom an der Oberﬂäche eine Verringerung der lokalen Zustandsdichte ver-
ursachen kann.
Die Defekte Fe-D2-1 (5.9(c)) und Fe-D2-2 (5.9(d)) mit einer D2-Symmetrie bilden die
am häuﬁgsten beobachtete Art an Defekten. Ihre Spiegelsymmetrieachsen liegen parallel
zu den Gittervektoren ~a und ~b und beide Defekte zeigen eine ähnliche Veränderung der
Zustandsdichte. So erscheinen in der Topographie Fe-D2-1 und Fe-D2-2 in einer sanduhr-
ähnlichen Form, wobei Fe-D2-2 Defekte mit 1,15Å eine doppelt so hohe Topographie wie
Fe-D2-1 aufweisen. Vergleicht man ihre Symmetrie mit der Projektion des LiFeAs-Gitters
(siehe Abbildung 5.6(c)), so besitzen nur Eisenatome eine D2-Symmetrie im Gitter. Dem-
zufolge handelt es sich höchstwahrscheinlich bei den D2-Defekten um Eisendefekte in der
FeAs-Schicht.
Neben Fe-D2-Defekten konnten auch As-D4-Defekte (5.10(a)) beobachtet werden. Diese
Symmetrie legt eine Defektstelle auf einem Arsen- oder Lithium-Gitterplatz nahe. Die
lokale Ausdehnung von 4 nm lässt weiterhin darauf schließen, dass diese Defekte einen
großen Einﬂuss auf die Zustandsdichte besitzen. Dies wiederum ist der Fall, wenn das
ursprüngliche Atom stark mit seinen nächsten Nachbarn wechselwirkt. In Frage kommt
hierfür Arsen, da seine 4p-Zustände teilweise mit den 3d-Bändern des Eisens hybridisieren
[216]. Lithium ist aufgrund seiner Bindungsstruktur für die Entstehung solcher Defekte
höchst unwahrscheinlich, kann aber nicht vollständig ausgeschlossen werden.
Neben den bisher aufgeführten Defekten wurden auch Defekte gefunden, die keiner der
im LiFeAs-Gitter vorhandenen Symmetrien entsprechen. So zeigt 5.10(b) einen Defekt
mit D1-Symmetrie, dessen Achsensymmetrie um 45o zu ~a und ~b gedreht ist. Weiterhin
ist eine auﬀällige, nicht mit der Gittersymmetrie zu vereinbarende Erhöhung im oberen
Teil der Topographie erkennbar. Ein mögliches Szenario für die Entstehung solcher Defek-
te sind Dimer-Fehlstellen. So ergeben beispielsweise zwei fehlende, benachbarte Li- und
As-Atome eine Symmetrie und Orientierung, die der eines D1-Defekts entspricht. Eine
Symmetriereduktion des Defekts aufgrund einer Symmetriereduktion des Gitters ist un-
wahrscheinlich, da diese Reduktion auch benachbarte Defekte betreﬀen sollte. Ein solches
Verhalten konnte in keiner Topographie beobachtet werden.
Zusätzlich zu den bisher beschriebenen Defekten wurden auch Defekte mit der Rotati-
onssymmetrie C2 gefunden (5.10(c)). Sie kommen nur sehr selten vor und besitzen unter-
schiedliche Chiralitäten. Daher sind sie nicht repräsentativ für die untersuchten LiFeAs-
Oberﬂächen und seien hier nur der Vollständigkeit halber aufgeführt.
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Die einzelnen Defekte sind statistisch auf der gesamten, gemessenen Probenoberﬂäche
verteilt. Die Defektrate beträgt (0,40± 0,08)% pro Einheitszelle. Für eine repräsentative
Bestimmung der Defektrate wurden insgesamt 2858 Defekte aus sechs Topographiemes-
sungen (Gesamtﬂäche: 110000 nm2) ausgewertet. Am häuﬁgsten treten Fe-D2-2-Defekte
auf (≈ 38%), gefolgt von Fe-D2-1- und D1-Defekten (je ≈ 21%). Li-D4-, As-D4- und
C2-Defekte sowie andere hier nicht näher aufgeführte Defekte besitzen zusammen eine
Häuﬁgkeit von ≈ 20%.
5.4.2. Ortsaufgelöste Defektspektroskopie
Um den Einﬂuss der Defekte auf die supraleitenden Eigenschaften von LiFeAs zu verste-
hen, wurden Messungen in Form von Spektroskopiekarten an Fe-D2-1, Fe-D2-2, Fe-D1 und
As-D4 Defekten durchgeführt. Insbesondere die Änderung der Spektren zwischen -15mV
und 15mV gibt Auskunft, inwieweit der jeweilige Defekt die Supraleitung beeinﬂusst.
Bei der Auswahl der Defekte wurde versucht, den Einﬂuss benachbarter Defekte zu mini-
mieren. Im optimalen Fall sollte dafür der Abstand zwischen zwei Defekten mehr als 8 nm
betragen. Dies ist jedoch aufgrund der Defektdichte meist nicht möglich (siehe Abbildung
5.1, 5.2), so dass zum Teil am Rand der Spektroskopiekarten der Einﬂuss benachbarter
Defekte erkennbar ist. Die Signatur der untersuchten Defekte bleibt trotz dieses Einﬂusses
erhalten, so dass die Analyse der Defektspektroskopie repräsentativ für die untersuchten
Defektarten ist.
Fe-D2-1-Defekte
Wie in Abbildung 5.9(c) zu erkennen ist, weisen Fe-D2-1-Defekte in der Topographie eine
geringe Höhe von durchschnittlich 50 pm auf. Dies triﬀt auch für den Fe-D2-1-Defekt in
Abbildung 5.11(a) zu. Die Kontraständerungen im unteren sowie die Störung im oberen
rechten Teil der Topographie stammen von Spitzenänderungen während der Spektrosko-
piemessung. Diese Spitzenänderungen verursachen eine Änderung der z-Stabilisierung, las-
sen jedoch die Zustandsdichte der Spitze unbeeinﬂusst. Beweis hierfür sind die in 5.11(c-f)
dargestellten dI/dU -Karten für -15mV, -5mV, 5mV und 15mV. Die darin dargestellte,
diﬀerentielle Leitfähigkeit zeigt keine sprunghafte Änderung der Zustandsdichte, wie sie
in der Topographie zu sehen ist. Somit sind die gemessenen Spektren unbeeinﬂusst von
der Änderung der Spitze und können für die hier gezeigte Auswertung genutzt werden.
Der Einﬂuss des Defekts auf die Zustandsdichte ist in 5.11(g) dargestellt. Die Position
der dargestellten Spektren entspricht den in 5.11(a) eingetragenen Symbolen, wobei die













































































Abbildung 5.9.: Topographien der am häuﬁgsten vorkommenden Defekte. Notation nach
Schönﬂieß [234]. Die Richtung der Gittervektoren sind in (a) als weiße Pfeile dargestellt
und gelten für alle dargestellten Defekte. Die Höhenproﬁle verlaufen entlang der in den
Topographien dargestellten grauen Pfeile. (a,b) Li-Defekte, (c,d) Fe-Defekte.
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Abbildung 5.10.: Topographien und Höhenproﬁle weiterer Defekte. Notation nach
Schönﬂieß [234]. Die Richtungen der Gittervektoren sind in (a) als weiße Pfeile darge-
stellt und gelten ebenso für (b) und (c). Die Höhenproﬁle verlaufen entlang der in den




ist, sind alle Spektren nahezu deckungsgleich. Somit kann der Einﬂuss des Defekts auf die
Zustandsdichte als gering bewertet werden.
Für eine genauere Untersuchung des Defekteinﬂusses auf die Zustandsdichte ist es hilf-
reich, die Änderung der Spektren in Bezug auf ein ungestörtes, supraleitendes Spektrum
darzustellen. Hierfür wird das ungestörte Spektrum von den zu untersuchenden Spektren
abgezogen. Das verwendete, ungestörte Spektrum ist der Mittelwert aller Spektren im
grauen gestrichelten Quadrat in Abb. 5.11(a). Dies stellt sicher, dass die Zustandsdich-
te des ungestörten Spektrums nicht durch Spitzenänderungen oder benachbarte Defekte
verfälscht wurde6. Um mögliche Defekteinﬂüsse in 5.11(g) deutlich zu machen, wird in
5.11(h) die unbeeinﬂusste Zustandsdichte von den Spektren in 5.11(g) abgezogen. Dabei
fällt auf, dass die Zustandsdichte über den gesamten Defekt hinweg im Bereich der supra-
leitenden Energielücke eine leichte Verringerung bei -6mV und eine Erhöhung bei 4mV
(gebundener Zustand, siehe Kapitel 3.7) aufweist. Bei Spannungen größer als 10mV ist die
Zustandsdichte außerhalb des Defekts höher als an der Defektposition selbst. Dies wird
auch in den dI/dU -Karten 5.11(c-f) deutlich. Bei -15mV ist kein maßgeblicher Einﬂuss
des Defekts auf die Zustandsdichte erkennbar. Dies ändert sich auch nur geringfügig im
Bereich der supraleitenden Energielücke (d,e), wobei in (e) die Signatur eines gebundenen
Zustands im Zentrum des Defekts sichtbar ist. Für höhere positive Spannungen 5.11(f)
verringert sich die Zustandsdichte hingegen im Zentrum des Defekts. In 5.11(b) sind al-
le Spektren entlang des Pfeils in 5.11(a) dargestellt. Hierbei wurde wie in 5.11(h) die
ungestörte Zustandsdichte abgezogen. Eine, durch den Defekt reduzierte Zustandsdichte
wird in 5.11(b) mit grauer, eine erhöhte Zustandsdichte mit rot/gelber Farbskala dar-
gestellt. Die Zustandsdichte ist zwischen -35mV und 10mV nur unwesentlich verändert,
wobei auch hier der gebundene Zustand in der supraleitenden Energielücke erkennbar
ist. Allerdings ist die Änderung durch diesen gebundenen Zustand gering im Vergleich
zur Höhe der Kohärenzpeaks. Für Spannungen zwischen 15mV und 30mV zeigt sich in
5.11(b) im Zentrum des Defekts eine verringerte Zustandsdichte, während außerhalb des
Defekts (z.B. Position des hellblauen Quadrates) eine erhöhte Zustandsdichte in Form ei-
nes gebundenen Zustands zu beobachten ist. Dieser übersteigt mit seiner Amplitude den
gebundenen Zustand in der supraleitenden Energielücke um das Dreifache.
Werden die absoluten Änderungen der Fe-D2-1-Defekte auf die Zustandsdichte betrachtet,
so ist festzustellen, dass diese Defekte die Supraleitung in LiFeAs nicht wesentlich stören.
Allerdings ist die lokale Ausdehnung der gebundenen Zustände bei 20mV mit ∼ 4 nm doch
6Vor und nach jeder Spektroskopiekarte wurden Übersichtstopographien bei positiver und negativer




erheblich. Geht man von einem sphärischen Einﬂuss des Defekts aus, so würde dieser drei
Kristallebenen in c-Richtung entfernt messbar sein. Aufgrund der Schichtstruktur von
LiFeAs ist dieser Wert vermutlich zu hoch. Er zeigt aber, dass ein Einﬂuss der Defekte in
der benachbarten Kristallebene durchaus eine Rolle spielen kann.
Fe-D2-2-Defekte
Obwohl Fe-D2-2-Defekte die gleiche Symmetrie wie Fe-D2-1-Defekte besitzen, weisen sie
erhebliche Unterschiede in der Spektroskopie auf (Abbildung 5.12). Die diﬀerentielle Leit-
fähigkeit für -15mV, -5mV und 5mV (5.12(c-e)) zeigt ein qualitativ ähnliches Verhalten
wie bei einem Fe-D2-1-Defekt. Am Ort des Defekts ist die Zustandsdichte bei -15mV leicht
erhöht, wohingegen sie bei -5mV verringert ist. Für 5mV zeigt sich ebenfalls ein gebun-
dener Zustand, allerdings ist dieser bei Fe-D2-2-Defekten deutlicher ausgeprägt. Die Form
der erhöhten Zustandsdichte entspricht hier der Ausdehnung des Defekts in der Topogra-
phie (5.12(a)). Für höhere Spannungen (z.B. 15mV) verringert sich die Zustandsdichte
des Defekts, sie wird jedoch nicht geringer als die defektfreie Zustandsdichte. Werden die
einzelnen Punktspektren in 5.12(g) betrachtet, so fällt auf, dass der Defekt den positiven
Spannungsbereich am stärksten beeinﬂusst. Aber auch der Kohärenzpeak bei negativer
Spannung und die supraleitende Energielücke erfahren eine Änderung. Der Einﬂuss wird
noch deutlicher bei der Betrachtung der normierten Spektren in 5.12(h). So verringert sich
die Zustandsdichte bei der Spannung des negativen Kohärenzpeaks und sie erhöht sich
bei 0mV. Weiterhin ist eine starke Erhöhung der Zustandsdichte im positiven Spannungs-
bereich erkennbar. Hier bilden sich zwei Maxima mit annähernd gleicher diﬀerentieller
Leitfähigkeit aus. Die Auswertung von 5.12(b) zeigt, dass beide Maxima unterschiedliche
räumliche Ausdehnungen aufweisen. So besitzt das Maximum bei 2mV eine räumliche
Ausdehnung von 2,3 nm, was der räumlichen Ausdehnung des Defekts entspricht. Das
Maximum bei 12mV hingegen zeigt eine Ausdehnung von 4,5 nm.
Im Bezug auf die Supraleitung sind Fe-D2-2-Defekte oﬀensichtlich von größerer Bedeutung
als Fe-D2-1-Defekte. Die Veränderung der Zustandsdichte im supraleitenden Spannungs-
bereich ist stark genug, um die Supraleitung zu unterdrücken. Der Einﬂuss auf die Supra-
leitung ist dabei auf die Ausdehnung des Defekts begrenzt. Ein Vergleich mit Grothe et
al. [233] liefert ein übereinstimmendes Bild (siehe Abbildung 4.16). Dort wurde auch eine
Reduzierung der Zustandsdichte bei ≈ 6mV gefunden. Ebenfalls existiert ein gebundener
Zustand bei positiver Spannung, allerdings ist dieser auf den Bereich zwischen 0mV und
5mV begrenzt. Die Daten sind mit der hier präsentierten Messung jedoch nur bedingt
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Abbildung 5.11.: Fe-D2-1-Defektspektroskopie. (a) Topographie zur Spektroskopiemes-
sung, 5 nm× 5 nm (UT = −35mV, IT = 400 pA, T = 5K). (b) Subtrahierte Spektren
entlang des Pfeils in (a). Es sind gebundene Zustände bei 4mV und 20mV zu erken-
nen. (c-d) dI/dU -Karten für -15mV, -5mV, 5mV und 15mV mit Einheiten in nS. (g)
Originalspektren an den in (a) durch Symbole gekennzeichneten Positionen. (h) Subtra-
hierte Spektren aus (g). Bei der Substraktion wird ein ungestörtes, gemitteltes Spektrum
(graues, gestricheltes Quadrat in (a)) von den Defektspektren subtrahiert.
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Abbildung 5.12.: Fe-D2-2-Defektspektroskopie. (a) Topographie zur Spektroskopiemes-
sung, 5 nm× 5 nm (UT = −25mV, IT = 600 pA, T = 5K). (b) Subtrahierte Spektren
entlang des Pfeils in (a). Es ist ein gebundener Zustand für positive Spannungen zu er-
kennen. (c-d) dI/dU -Karten für -15mV, -5mV, 5mV und 15mV mit Einheiten in nS.
(g) Originalspektren an den in (a) durch die Symbole gekennzeichneten Positionen. (h)
Subtrahierte Spektren aus (g). Bei der Substraktion wird ein ungestörtes, gemitteltes




As-D4-Defekte deuten aufgrund ihrer vierzähligen Symmetrie auf eine andere Defekt-
position als Fe-D2-Defekte hin. In der Topographie (siehe Abbildung 5.13(a)) ist eine
ring-ähnliche Erhöhung zusehen, wobei das Zentrum des Defekts tiefer erscheint als das
umgebende, atomare Gitter. Der Einﬂuss auf die diﬀerentielle Leitfähigkeit (5.13(c-f)) un-
terscheidet sich wesentlich von den bisher untersuchten Fe-D2-Defekten. So zeigen As-D4-
Defekte einen gebundenen Zustand über einen weiten Spannungsbereich. Er ist bei -15mV,
-5mV und 5mV deutlich zu erkennen. Bei 15mV delokalisiert der Zustand und dehnt sich
über den Großteil des Messbereiches aus. Die Analyse der Punktspektren (5.13(g,h)) zeigt
deutlich den Einﬂuss des Defekts auf die Zustandsdichte. So erhöht sich die diﬀerentielle
Leitfähigkeit um 2nS bis 4 nS im Bereich von -35mV bis 15mV. Damit wird der gesamte,
für die Supraleitung relevante Spannungsbereich vom Defekt beeinﬂusst. Im Defektzen-
trum werden die Kohärenzpeaks vollständig unterdrückt und es ist keine Supraleitung
mehr erkennbar. Ein detailliertes Bild über den räumlichen Einﬂuss des Defekts auf die
diﬀerentielle Leitfähigkeit entlang des Pfeils zeigt Abbildung 5.13(b). Zwischen -35mV
und -10mV beträgt die Ausdehnung des gebundenen Zustandes ≈ 2 nm. Zwischen -10mV
und -2,5mV verringert sich seine Ausdehnung auf ≈ 1 nm. Für Spannungen größer als
-2,5mV vergrößert sich der Einﬂussbereich des gebundenen Zustands. Dabei verliert er
allerdings an Intensität bis er bei 20mV vollständig verschwunden ist. Damit beeinﬂus-
sen As-D4-Defekte den für die Supraleitung relevanten Spannungsbereich von -15mV bis
15mV, wobei ihr räumlicher Einﬂussbereich für positive Spannungen größer ist.
Hinweise auf den Einﬂuss von As-D4-Defekten auf die Supraleitung wurden auch durch
andere STM/STS-Messungen gegeben. So zeigen Punktspektren an LiFeAs, dass bei Pro-
ben mit einer Häufung von As-D4-Defekten die Supraleitung nur schwach ausgeprägt ist.
Es bildet sich selbst bei 300mK keine zweite Energielücke aus und die erste Energielücke
erscheint verbreitert (siehe Abbildung 4.18, [18]).
D1-Defekte
D1-Defekte sind exemplarisch für den Bruch der Gittersymmetrie, wodurch ihre Bestim-
mung über die Gitterstruktur nicht möglich ist. Mögliche Defekte sind Fe-Dimere oder
die Kombination zweier benachbarter As-Li-Defekte. Aber auch Atome in Zwischengitter-
positionen sind denkbar. Die Topographie eines D1-Defekts (siehe Abbildung 5.14) zeigt
eine Spiegelsymmetrie entlang einer um 45o zum Gitter gedrehten Achse. Die größte to-
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Abbildung 5.13.: As-D4-Defektspektroskopie. (a) Topographie zur Spektroskopiemes-
sung, 5 nm× 5 nm (UT = 35mV, IT = 500 pA, T = 5K). (b) Subtrahierte Spektren
entlang des Pfeils in (a). Es ist ein gebundener Zustand von -35mV bis 20mV zu erken-
nen. (c-d) dI/dU -Karten für -15mV, -5mV, 5mV und 15mV mit Einheiten in nS. (g)
Orginalspektren and den in (a) durch Symbole gekennzeichneten Positionen. (h) Subtra-
hierte Spektren aus (g). Bei der Substraktion wird ein ungestörtes, gemitteltes Spektrum
(graues, gestricheltes Quadrat in (a)) von den Defektspektren subtrahiert.
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Die Symmetrie des Defekts spiegelt sich auch in der diﬀerentiellen Leitfähigkeit 5.14(c-f)
wieder. So ist bei -15mV und -5mV ein schwacher, gebundener Zustand zu erkennen. Sei-
ne Position entspricht der des Maximums in der Topographie. Bei 15mV erscheinen zwei
gebundene Zustände entlang der Symmetrieachse des Defekts, wobei auch hier Unterschie-
de in deren Intensität zu erkennen sind. Der Einﬂuss des Defekts auf die Zustandsdichte
ist in 5.14(g,h) dargestellt. Es existiert ein ausgeprägter, gebundener Zustand zwischen
0mV und 20mV. Für Spannungen über 20mV verringert der Defekt die Zustandsdichte.
Weiterhin existiert ein gebundener Zustand mit geringer Intensität bei 12mV sowie eine
Verringerung der Zustandsdichte bei −6mV. Eine Aussage über die räumliche Ausdeh-
nung der gebundenen Zustände liefert 5.14(b). Bei -15mV erstreckt sich der gebundene
Zustand über 2,5 nm, was in etwa der Defektausdehnung in der Topographie entspricht.
Ähnlich verhält es sich mit dem gebundenen Zustand bei 15mV. Dieser verringert seine
Intensität im Zentrum des Defekts für Spannungen größer 10mV. Zusätzlich zeigt er ei-
ne Energieabhängigkeit bei der räumlichen Ausdehnung. So beträgt bei 5mV die lokale
Ausdehnung des gebundenen Zustandes 2,3 nm, wohingegen sich der gebundene Zustand
bei 15mV auf 4,5 nm erstreckt. Damit beeinﬂusst diese Defektart die Zustandsdichte weit
über seine topographische Ausdehnung hinaus.
Der Einﬂuss von D1-Defekten auf die Zustandsdichte ist vergleichbar mit dem der Fe-D2-2-
Defekte. Beide Defektarten besitzen das gleiche Verhalten im negativen Spannungsbereich
sowie einen gebundenen Zustand mit hoher Intensität bei positiver Spannung. Es ist daher
wahrscheinlich, dass es sich bei D1-Defekten um modiﬁzierte Eisendefekte handelt.
Die Supraleitung ist entsprechend ähnlich beeinﬂusst wie bei Fe-D2-2-Defekten. Bei nega-
tiven Spannungen wird die Zustandsdichte kaum im Bereich der Supraleitung verändert.
Bei positiven Spannungen hingegen liegen Kohärenzpeak und die bosonische Mode im
Bereich des gebundenen Zustandes. Somit ist davon auszugehen, dass die Supraleitung im
positiven Spannungsbereich besonders stark gestört ist und sich diese Störung über einen
weiten Bereich um den Defekt auswirkt.
5.4.3. Zusammenfassung
Die vier hier gezeigten Defektarten repräsentieren mehr als 80% der vorkommenden Defek-
te und spielen eine wichtige Rolle für den Defekteinﬂuss in undotierten LiFeAs-Kristallen.
Alle Defekte zeigen eine eigene, spektroskopische Charakteristik, wobei sich eine Gemein-
samkeit ausprägt: Sie besitzen alle einen gebundenen Zustand bei positiver Spannung.
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Abbildung 5.14.: Fe-D1-Defektspektroskopie. (a) Topographie zur Spektroskopiemes-
sung, 5 nm× 5 nm (UT = −35mV, IT = 300 pA, T = 5K). (b) Subtrahierte Spektren
entlang des Pfeils in (a). Es sind zwei energieabhängige, gebundene Zustände zwischen
0mV und 25mV zu erkennen. (c-d) dI/dU -Karten für -15mV, -5mV, 5mV und 15mV
mit Einheiten in nS. (g) Originalspektren an den in (a) durch Symbole gekennzeichneten
Positionen. (h) Subtrahierte Spektren aus (g). Bei der Substraktion wird ein ungestör-




Für die besetzten Zustände ergibt sich ein anderes Bild. Fe-D2- und D1-Defekte verändern
die Zustandsdichte im negativen Spannungsbereich nur geringfügig, so dass der supralei-
tende Kohärenzpeak noch erkennbar bleibt. Für As-D4-Defekte triﬀt dies nicht zu. Sie
beeinﬂussen die Zustandsdichte so stark, dass am Ort des Defekts kein Anzeichen von
Supraleitung mehr zu ﬁnden ist. Ähnliche Beobachtungen wurden bereits bei früheren
Messungen festgestellt [18]. Dies ist überraschend, da die Supraleitung in LiFeAs im We-
sentlichen durch die 3d-Fe-Bänder bestimmt wird [245]. In einem einfachen Bild würde
dies bedeuten, dass ein fehlendes Fe-Atom einen großen Einﬂuss auf die Supraleitung ha-
ben sollte. Im Umkehrschluss sollte ein fehlendes As-Atom keine gravierenden Störungen
verursachen. Das Gegenteil scheint der Fall zu sein. Die hier präsentierten Spektrosko-
piemessungen zeigen, dass Fe-Defekte die Zustandsdichte zwar beeinﬂussen, aber die Su-
praleitung nicht signiﬁkant stören. Allerdings beeinﬂussen As-Defekte die Supraleitung
massiv. Eine mögliche Erklärung liefern Berechnungen von Sawatzky et al. [245] und
Berciu et al. [246]. Darin wird gezeigt, dass zum einen die As3−-Anionen eine wichtige
Rolle bei der Unterdrückung des magnetischen Moments des Eisens spielen. Zum anderen
ergeben Berechnungen, dass die starke Polarisation des As3− [247] zur Entstehung von
Polaronen führt. Diesen Polaronen wird eine Rolle für die Entstehung der Supraleitung
zugeschrieben. Das Fehlen eines As-Atoms könnte damit zur Erzeugung eines magne-
tischen Moments oder zur Störung der lokalen Polaronen führen. Gleiches gilt für einen
Fe-Überschuss, da hier das magnetische Moment nicht durch As-Anionen unterdrückt
werden kann. Suszeptibilitäts- und µSR-Messungen von Wright et al. [215] bestätigen das
Auftreten eines magnetischen Moments in LiFeAs mit ansteigender Fe-Dotierung.
Betrachtet man den Einﬂuss der Fe- und As-Defekte auf die Supraleitung, so stellt sich die
Frage, inwieweit sich ihr Verhalten mit dem grundlegenden Wechselwirkungsschema für
Defekte in Supraleitern vereinbaren lässt (siehe Tabelle 3.1). Die Spektroskopiemessungen
an den verschiedenen Defekten zeigen, dass As-Defekte die Supraleitung am stärksten
beeinﬂussen und die Fe-Defekte sie nicht signiﬁkant stören. Im Bezug auf das Wech-
selwirkungsschema lassen sich daraus mehrere Szenarien ableiten. Es ist möglich, dass
der Ordnungsparameter nicht s-Symmetrie besitzt. Damit wäre der Einﬂuss des Arsens
konsistent mit dem Wechselwirkungsschema. Allerdings sollte in diesem Fall auch alle
Fe-Defekte einen signiﬁkanten Einﬂuss auf die Supraleitung zeigen.
Denkbar ist ebenfalls, dass bei einem Fe-Defekt die Fe-Gitterposition durch ein As-Atom
besetzt ist. Die so entstandene, nichtmagnetische Störstelle hätte im Falle eines Supra-
leiters mit s-Wellensymmetrie keinen Einﬂuss auf die Supraleitung. Im Umkehrschluss
würde ein Fe-Atom auf einer As-Position eine magnetische Störstelle mit einem starken
Einﬂuss auf einen s-Wellensupraleiter darstellen.
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Eine weitere Möglichkeit ist eine s±-Symmetrie des Ordnungsparameters. Vorstellbar ist,
dass aufgrund des Vorzeichenwechsels der Supraleitung sich die Auswahlregeln für die De-
fektstreuung ändern. Damit wäre eine Streuung von nichtmagnetischen Defekten möglich,
wohingegen magnetische Defekte einen geringen Einﬂuss zeigen. Dies ist allerdings rein
spekulativ und bedarf einer theoretischen Überprüfung.
Das plausibelste Szenario greift die Rolle des As3−-Anions auf. Da ein As3−-Anion das
magnetische Moment der benachbarten Fe-Atome unterdrückt, erzeugt ein fehlendes As-
Atom durch die fehlende Unterdrückung eine magnetische Störstelle. Im Umkehrschluss
sollte ein fehlendes Fe-Atom keinen großen Einﬂuss auf die Unterdrückung des magne-
tischen Moments haben und die Signatur einer Störstelle mit Coulomb-Potenzial tragen.
Dies würde sich auch in das Wechselwirkungsschema für Defekte in Supraleiter mit s-Welle
einfügen.
Um den genauen Einﬂuss der einzelnen Defekte auf die Supraleitung zu klären, sollten
dotierungsabhängige RTM/RTS-Untersuchungen durchgeführt werden. Je nach Art der
Dotierung ergibt sich eine unterschiedliche Defektrate für magnetische und nichtmagne-
tische Störstellen und damit ein genaueres Bild über deren Wirkung auf die Supraleitung.
Von Vorteil wären auch RTM/RTS-Messungen bei tiefen Temperaturen um die elektro-
nische Signatur der einzelnen Defekte besser aufzulösen zu können. Mit Hilfe einer geeig-
neten Theorie lassen sich dann diese Ergebnisse nachvollziehen und es besteht eventuell
die Möglichkeit, eine Aussage über den supraleitenden Ordnungsparameter zu treﬀen.
Zusätzlich können auch hochaufgelöste Quasiteilcheninterferenz-Spektroskopiekarten bei
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RTM/RTS-Untersuchungen im Magnetfeld ermöglichen den Zugang zu charakteristischen
Eigenschaften eines Supraleiters. So ist es möglich, mit Hilfe der Flussschlauch-RTS die
Ginzburg-Landau-Kohärenzlänge ξGL (siehe Kapitel 3.1) in der ab-Ebene zu bestimmen
[204,248,249].
In den vergangenen Jahren wurde durch eine Vielzahl an Experimenten Hc2 beziehungs-
weise ξGL für LiFeAs ermittelt. Die Ergebnisse weisen eine erhebliche Streuung auf. So
ergaben Transport- [250] und Neutronenstreuungsexperimente [251] ein ξGL von 2,1 nm
beziehungsweise 7 nm. Die daraus resultierenden HB‖cc2 von 72,5T und 7T erscheinen
unrealistisch und wurden bereits widerlegt [252255]. Die dafür verwendeten Messme-
thoden basieren auf der Untersuchung von makroskopischen Messgrößen wie Magneti-
sierung oder elektrischen Transport. Inwieweit mikroskopische Probengegebenheiten ξGL
bzw. Hc2 beeinﬂussen, lässt sich mit ihnen jedoch nicht ermitteln. Hierfür eignet sich die
Rastertunnelmikroskopie, da es möglich ist, die elektronischen Probeneigenschaften auf
mikroskopischer Ebene zu untersuchen.
Für die Bestimmung von ξGL wurden RTM/RTS-Messungen im Magnetfeld (B ‖ c) durch-
geführt und ausgewertet, wobei zusätzlich eine Untersuchung des Flussschlauch-Gitters
erfolgte. Die Ergebnisse dieser Untersuchung sollen in den folgenden Abschnitten präsen-
tiert werden.
5.5.1. Flussschlauch-Spektroskopie
Abbildung 5.15(a) zeigt die diﬀerentielle Leitfähigkeit einer LiFeAs-Oberﬂäche bei UT =
0mV (ZBC: Zero bias conductance: UT = 0mV, Messbedingungen: T = 6K, B = 6T).
Das Magnetfeld ist in c-Richtung angelegt. Man erkennt deutlich drei Flussschläuche an-
hand einer erhöhten Zustandsdichte, von denen jeder einen Durchmesser von etwa 12 nm
besitzt7. Die Symbole und der Pfeil zeigen die Position der Spektren in 5.15(b) und der
ZBC in 5.15(c) an. Um die Änderung der Zustandsdichte im Flussschlauch besser dar-
stellen zu können, wurde die gemittelte, ungestörte Zustandsdichte (grauer, gestrichelter
Bereich) von allen gezeigten Spektren subtrahiert.
Das Verhalten der diﬀerentiellen Leitfähigkeit im Bereich des Flussschlauchs ist in 5.15(b)
erkennbar. Die dargestellten Spektren zeigen den für einen Flussschlauch typischen, ge-
bundenen Zustand. Dieser äußert sich durch eine Erhöhung der Zustandsdichte um EF
sowie eine Verringerung der Zustandsdichte an der Position der Kohärenzpeaks. Die Form
7Der Durchmesser der Flussschläuche wurde anhand der höheren ZBC im Vergleich zum unbeeinﬂussten
ZBC ermittelt.
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Abbildung 5.15.: Flussschlauch-Spektroskopie: (a) Diﬀerentielle Leitfähigkeit bei UT =
0mV (ZBC) aus einer Spektroskopiekarte (30 nm× 30 nm). Der weiße Kreis beschreibt
den in (d) geﬁtteten Bereich. Das graue, gestrichelte Kästchen zeigt die Position der un-
gestörten Spektren an. (b) Normierte diﬀerentielle Leitfähigkeit der in (a) eingezeichneten
Punktspektren. Es ist deutlich der gebundene Zustand im Flussschlauch-Zentrum (schwar-
zes Dreieck) zu erkennen. (c) ZBC entlang des Pfeils in (a). Die ξGL-Näherung ist als rote
Linie eingezeichnet. (d) ξGL-Näherung für alle Radialrichtungen des Flussschlauchs (Kreis
in (a)). Für die Näherung wurde über 2pi die Kohärenzlänge bestimmt. Die mittlere Ko-
härenzlänge beträgt (3,9 ± 0,4) nm, wobei aufgrund der Defekte im Flussschlauch von 0
bis pi gemittelt wurde (markierter Bereich).
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entspricht dabei den theoretischen Vorhersagen [55,256258]. Allerdings ist aufgrund der
Messtemperatur von 6K keine innere Struktur des Flussschlauchs erkennbar. Eine Auf-
fälligkeit des gebundenen Zustands ist, dass er sich nicht symmetrisch um EF verteilt.
Vielmehr ist eine Verschiebung um 1,2mV zur negativen Spannung erkennbar. Dies ist
konsistent mit den Beobachtungen von Hanaguri et al. [93], wo ebenfalls eine Verschiebung
des gebundenen Zustands um 0,9mV gefunden wurde.
In 5.15(c) ist das Verhalten der ZBC entlang des Pfeiles gezeigt. Es zeigt eine erhöh-
te Zustandsdichte im Zentrum des Flussschlauchs, die sich mit zunehmendem Abstand
verringert. Dieses Verhalten lässt sich, wie bereits in Kapitel 3.3 ausführlich beschrieben
wurde, anhand Gleichung 3.24 mit der Funktion
A+B · tanh2(x/ξ)
gut beschreiben. Eine Näherung mit den Parametern A, B, ξ ist als rote Linie ebenfalls in
5.15(c) dargestellt. Mit Hilfe einer solchen Näherung ist es möglich, die Ginzburg-Landau-
Kohärenzlänge ξGL zu ermitteln.
Eine mögliche Richtungsabhängigkeit von ξGL soll nun im Folgenden untersucht werden.
Hierfür wird ein Bereich um den Flussschlauch ausgewählt (weißer Kreis). Anschließend
wird ausgehend vom Zentrum des Kreises die ZBC entlang einer radial verlaufenden Linie
ausgewählt und die ZBC über den Winkel α aufgetragen. Dies entspricht dem in Abbil-
dung 5.15(c) dargestellten Diagramm für einen bestimmten Winkel. Im nächsten Schritt
wird Gleichung 5.5.1 an diese Daten angepasst, so dass man ξGL erhält. Lässt man nun
die Auswahllinie um das Flussschlauch-Zentrum laufen, so erhält man die Kohärenzlänge
als Funktion des Winkels α (Abb. 5.15(d)). Es zeigt sich, dass für die Hälfte des Win-
kelbereiches (0 → pi) die Kohärenzlänge weitestgehend konstant ist. Im Bereich von pi
bis 2pi ist für ξGL eine Erhöhung erkennbar, die sich auf den Einﬂuss der Defekte im Be-
reich des Flussschlauchs zurückführen lässt. Weiterhin kann auch die verringerte Anzahl
an Datenpunkten (fehlender Teil des weißen Kreises) das Näherungsergebnis und somit
die Kohärenzlänge beeinﬂussen. Daraus folgt, dass für die Bestimmung von ξGL nur der
Bereich von 0 bis pi genutzt werden kann. In diesem Bereich erhält man einen Mittelwert
von
ξGL(T = 6 K) = (3,9 ± 0,4) nm. (5.1)
Dies entspricht einem oberen kritischen Feld von
H
B‖c
c2 = (21 ± 4) T. (5.2)
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Erfolgt der Vergleich des gemittelten Wertes von ξGL mit veröﬀentlichten Daten (siehe
Tabelle 5.1), so ergibt sich eine gute Übereinstimmung für die Hochfeldmessungen (†). Es
zeigt sich allerdings auch hier, dass selbst für vergleichbare Messmethoden [253255] das




Eigene Messung 3,9 nm 21,6T 16,5K
Kurita et al [252]† 4,6 nm 15,5T 15,5K
Khim et al. [253]† 3,7 nm* 24T 17,4K
Cho et al. [254]† 4,3 nm* 17T 17,5K
Zhang et al. [255]† 4,8 nm 15T 17,5K
Song et al. [250] 2,1 nm 72,5T 19,7K
Inosov et al. [251] 7 nm 6,7T* 17K
Tabelle 5.1.: Vergleich der ermittelten Kohärenzlänge mit publizierten Daten. *Werte
wurden mit Hilfe der Gleichung 3.11 vom Autor bestimmt. †Hochfeldmessungen
Eine direkte Bestimmung von HB‖cc2 (T = 0) sowie der Kohärenzlänge mit Hilfe der
RTM/RTS erweist sich aufgrund der zunehmendenWechselwirkung der Flussschläuche bei
hohen Feldern als schwierig. Der Einﬂuss dieser Wechselwirkung wurde von Kramer und









gilt. Dabei ist T die Messtemperatur, Tc die Übergangstemperatur und aFS der Abstand
zwischen zwei Flussschläuchen. Diese Gleichung zeigt, dass bei niedrigeren Messtempera-
turen die Wechselwirkung zwischen den Flussschläuchen zunimmt und für die Messung
isolierter Flussschläuche das ~B-Feld entsprechend klein gewählt werden muss. Für die hier
präsentierte Messung ergibt sich 3,2  15,0, was aufgrund der guten Übereinstimmung
von ξGL und den Hochfeldveröﬀentlichungen als ausreichend angesehen werden kann. Es
stellt sich jedoch generell die Frage, inwieweit Flussschlauch-Wechselwirkungen die Be-
rechnung von ξGL beziehungsweise Hc2 beeinﬂussen. Weiterhin wird die Gleichung für
die Berechnung des oberen kritischen Feldes (3.11) aus der Ginzburg-Landau-Theorie
abgeleitet, welche streng genommen nur im Bereich um Tc gilt. Ungeachtet dessen liefert
Gleichung 3.11 eine gute Abschätzung von Hc2 aus ξGL, was anhand der hier präsentierten
Ergebnisse gezeigt werden konnte.
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5.5.2. Untersuchungen am Flussschlauchgitter
Untersuchungen am Flussschlauch-Gitter erlauben einen Einblick in die Wechselwirkung
zwischen Magnetfeld und Supraleiter. Insbesondere die Wechselwirkung der Flussschläu-
che mit dem atomaren Gitter und die dabei vorkommende Haftung an Defekten (Pinning)
ist eine wichtige Eigenschaft eines Supraleiters und ausschlaggebend für eventuelle An-
wendungen [49].
Das Verhalten eines geschichteten Supraleiters im Magnetfeld lässt sich in drei Kategorien
einteilen [260262]: Im ersten Fall sind keine Störpotentiale in Form von Oberﬂächen- oder
Festkörperdefekten vorhanden. Somit können sich die Flussschläuche in einem trigonalen
Abrikosov-Flussschlauchgitter [50] anordnen, wie in Abbildung 5.16(a) am Beispiel von
NbSe2 gezeigt ist [51]. Ein solcher Fall wird auch als  sauberen Supraleiter bezeichnet
[263].
Für komplexere, geschichtete Kristallsysteme ist ein solches Verhalten eher ungewöhnlich.
Häuﬁg weist ein Supraleiter in den einzelnen Schichten Gitterdefekte und Störstellen auf.
In diesem Fall erzeugen die Defekte ein schwaches, lokales Störpotential, welches den
Flussschlauch beeinﬂusst. Dieses sogenannte Bulk-Pinning verhindert das Ausbilden eines
Abrikosov-Flussgitters. Es ist allerdings nicht stark genug, um die Flussschläuche an die
Defekte zu binden. Vielmehr entsteht ein Flussschlauch-Glas, bei dem der Gitterabstand
erhalten bleibt, aber die Flussschlauch-Gitterordnung verloren geht [263]. Ein Beispiel
hierfür ist in 5.16(b) anhand von BaFe1,8Co0,2As2 gezeigt [207]. Die Flussschläuche sind
als große, blaue Bereiche, die Defekte innerhalb der roten Kreise dargestellt. Es ist zu
erkennen, dass jeder Flussschlauch sechs Nachbarn wie bei einem trigonalen Gitter besitzt.
Die trigonale Gitterstruktur selbst ist jedoch kaum erkennbar.
Im dritten Fall wird das Flussschlauch-Gitter massiv gestört. Für Kristallsysteme mit
stark entkoppelten Schichten verlaufen Flussschläuche nicht zwangsläuﬁg kontinuierlich
durch den Kristall. Durch die Entkopplung der Kristallschichten können sich die Fluss-
schläuche in den einzelnen Schichten frei bewegen [264]. Dies führt dazu, dass Defekte in
den einzelnen Kristallschichten als Haftzentren für Flussschläuche fungieren und sich somit
weder ein Abrikosov-Gitter noch Flussschlauch-Glas ausbilden kann. Ein Beispiel dieses
sogenannten Schicht-Pinnings ist in 5.16(c) anhand des Bi2Sr2CaCu2O8+δ gezeigt [248].
Darin sind die Positionen der Flussschläuche mit Kreisen markiert. Es zeigt sich, dass
nahezu jeder Flussschlauch mit der Position eines Defekts übereinstimmt.
Im Folgenden soll nun der Einﬂuss von Kristalldefekten auf die Anordnung der Fluss-
schläuche in LiFeAs untersucht werden.
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(a) (c)(b)
Abbildung 5.16.: Verschiedene Kategorien der Flussschlauch-Gitterordnung. (a) Aus-
bildung eines Abrikosov-Flussschlauchgitters in NbSe2 [51]. (b) Gestörtes Flussschlauch-
Gitter in BaFe1,8Co0,2As2 [207]. (c) Stark gepinnte Flussschläuche in Bi2Sr2CaCu2O8+δ
[248]
Abbildung 5.17 zeigt an LiFeAs einen Vergleich von Topographie und Flussschlauch-Gitter
bei B = 3T und gibt Hinweise auf das Pinning-Verhalten der Defekte. In 5.17(a) ist eine
Topographie mit atomaren Defekten und verschiedenen Liniendefekten zu sehen. Wird
die ZBC (Abb. 5.17(b)) im selben Gebiet betrachtet, so fällt auf, dass manche Linien-
defekte die diﬀerentielle Leitfähigkeit stark beeinﬂussen. Einige der Flussschläuche lie-
gen direkt auf einem Liniendefekt, andere leicht versetzt. Führte ein solcher Defekt zu
Schicht-Pinning, so wäre zu erwarten, dass alle Flussschläuche in der näheren Umgebung
des Liniendefekts in diesem haften. Gleiches gilt für die zahlreichen atomaren Defekte auf
der Oberﬂäche. Für einen besseren Vergleich von Flussschlauch-Gitter und Defektposition
sind in 5.17(c) alle sichtbaren Defekte aus 5.17(a) als schwarze Punkte, sowie die Positio-
nen der Flussschläuche aus (b) als rote Kreise eingezeichnet. Die statistische Verteilung der
Defekte auf der Oberﬂäche führt zu 1,6 Defekten pro Flussschlauch-Fläche. Die Auswer-
tung der Flussschläuche liefert eine Defektanzahl pro Flussschlauch von 2,1± 1,1. Somit
liegt die Defektanzahl pro Flussschlauch innerhalb des Fehlerbereichs, was schlussfolgern
lässt, dass Bulk-Pinning in LiFeAs vorliegt.
Inwieweit die lokale Flussschlauch-Gitterordnung für unterschiedliche Magnetfelder ge-
stört wird, soll im Folgenden betrachtet werden. Dafür wurden Flussschlauch-Gitter bei
verschiedenen Magnetfeldern zwischen 0,75T und 12T gemessen und ausgewertet. Abbil-
dung 5.18 zeigt die Ergebnisse für 1,5T (Abb. 5.18(a,d,g,j)), 6T (Abb. 5.18(b,e,h,k)) und
12T (Abb. 5.18(c,f,i,l)).
Für 1,5T zeigt die diﬀerentielle Leitfähigkeit in Abbildung 5.18(a) ein geordnetes
Flussschlauch-Gitter (helle Punkte). Zusätzlich sind auch Liniendefekte auf der Pro-
benoberﬂäche in Form von hellen Streifen zu erkennen. Die Ordnung des Flussschlauch-
Gitters lässt sich anhand der FFT der diﬀerentiellen Leitfähigkeit in 5.18(d) erken-










Abbildung 5.17.: Vergleich von Oberﬂächendefekten und Flussschlauchposition (B =
3T). (a) Topographie 150 nm × 150 nm mit verschiedenen Gitterdefekten (UT = −35mV,
IT = 300pA, T = 5K). (b) ZBC einer Spektroskopiekarte an der gleichen Position wie (a).
(c) Darstellung der atomaren Defekte aus (a) als schwarze Punkte und der Flussschlauch-
positionen aus (b) als rote Kreise. Das Flussschlauchgitter ist nicht perfekt trigonal, es
zeigen sich jedoch auch keine Anzeichen von Defekt-Pinning.
sechs Bragg-Peaks (orangene Pfeile) des Flussschlauch-Gitters mit einer Gitterkonstan-
te (Flussschlauch-Gitter) von a1,5 TFS = (39,6 ± 3,8)nm ab. Die Anwesenheit der Bragg-
Peaks weist auf eine Ordnung des Flussschlauch-Gitters über mehrere Gitterkonstanten
a1,5 TFS hin. Demzufolge ist der Einﬂuss des Bulk-Pinnings gering und es bildet sich ein
Abrikosov-Gitter aus.
Eine genaue Analyse des Flussschlauch-Gitters mit Hilfe der Delaunay-Triangulation [236]
ist in 5.18(g) dargestellt. Hierbei zeigen die Knotenpunkte der Verbindungslinien die Po-
sitionen der Flussschläuche an. Ein Flussschlauch in einem ungestörten Gitter besitzt
sechs benachbarte Flussschläuche. Treten jedoch Flussschlauch-Gitterdefekte auf, so ver-
ändert sich diese Anzahl. In 5.18(g,h,i) sind diese Abweichungen in Form von Symbolen
(benachbarte Flussschläuche: 4: türkises Pentagon, 5: grüner Kreis, 7: gelbes Quadrat, 8:
blaues Dreieck) dargestellt. In dem großen Bereich zwischen den Liniendefekten treten
überwiegend isolierte Paare von Flussschlauch-Gitterdefekten auf. Im Bereich der Linien-
defekte ist eine Identiﬁkation der Flussschläuche nicht möglich, was zu einer Störung
des Flussschlauch-Gitters in der Delaunay-Analyse führt. Die statistische Auswertung
der Flussschlauch-Gitterdefekte von 5.18(g) ist in 5.18(j) dargestellt. Um den Einﬂuss
der Flussschlauch-Gitterdefekte am Rand des Messbereichs zu vermeiden, wurden nur
Flussschlauch-Gitterdefekte im nicht grau markierten Bereich in die Statistik aufgenom-
men. Bei 1,5T beläuft sich die Defektrate des Flussschlauch-Gitters auf 36%, wobei sich
diese auf Flussschlauch-Gitterdefekte mit fünf beziehungsweise sieben Nachbarn zu glei-
chen Anteilen aufteilen.
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Die diﬀerentielle Leitfähigkeit bei 6T in Abbildung 5.18(b) zeigt ein Flussschlauch-Gitter
ohne erkennbare Gitterordnung. Dies wird auch durch das Fehlen eindeutiger Bragg-Peaks
in der FFT 5.18(e) bestätigt. Allerdings weist der Ring darin auf einen konstanten Git-
terabstand von a6 TFS = (19,9 ± 1,8) nm zwischen den einzelnen Flussschläuchen und da-
mit auf ein Flussschlauch-Glas hin. Die Flussschlauch-Gitterdefektverteilung für 6T ist
in 5.18(h) dargestellt. Es bilden sich defektfreie Gebiete von 3 bis 4 a6 TFS aus, die durch
Flussschlauch-Gitterdefekte voneinander getrennt sind. Diese Flussschlauch-Gitterdefekte
besitzen größtenteils fünf beziehungsweise sieben Nachbarn, wobei auch vereinzelt acht
Nachbarn vorkommen. Letzteres führt dazu, dass sich die relative Häuﬁgkeit der 5-
Nachbar-Flussschlauch-Gitterdefekte erhöht (siehe Abb. 5.18(k)).
Die Erhöhung der Flussschlauch-Gitterdefekte-Dichte setzt sich auch bei 12T fort. So
zeigt die diﬀerentielle Leitfähigkeit in 5.18(c) eine starke Unordnung der einzelnen Fluss-
schläuche. Zusätzlich verringert sich der Kontrast zwischen Flussschlauch und den su-
praleitenden Gebieten, so dass die einzelnen Flussschläuche nicht mehr so deutlich zu
erkennen sind. Die FFT 5.18(f) von 5.18(c) spiegelt die Unordnung deutlich wider.
Der Ring des Flussschlauch-Glases erscheint diﬀus und geht in eine quadratische Form
über (1/k1 = a12 TFS−1 ≈ 13,8 nm, 1/k2 = a12 TFS−2 ≈ 12,2 nm). Als Ursache hierfür können
mehrere Einﬂussfaktoren in Frage kommen:
Verändert das Bulk-Pinning die Flussschlauch-Position um mehr als aFS, so können sich
die Flussschläuche untereinander verhaken und das ursprüngliche Flussschlauch-Gitter
stark umformen [263]. Ebenfalls besteht die Möglichkeit, dass eine starke Wechselwir-
kung zwischen den einzelnen Flussschläuchen das Flussschlauch-Gitter stört. Des Weiteren
könnte bei hohen Feldern auch die Symmetrie der supraleitenden Energielücke oder des
Kristallgitters das Flussschlauch-Gitter beeinﬂussen. Ein Beispiel hierfür ist in [265, 266]
an YNi2B2C gezeigt. Hanaguri et al. [93] beobachteten ebenfalls eine quadratische Form
in der FFT bei 8T. Allerdings war die Orientierung des Quadrates bei gleicher Kris-
tallgitterorientierung um 45o gedreht. Die Analyse der Gitternachbarn zeigt in 5.18(i,l)
eine Verkleinerung der defektfreien Bereiche. Zusätzlich nimmt auch der Anteil der Fluss-
schläuche mit sechs Nachbarn ab und es treten vereinzelt Flussschläuche mit vier oder
acht Nachbarn auf.
Das Verhalten der hier beobachteten Flussschlauch-Gitterdefekte stimmt mit den Ergeb-
nissen in [93] überein und bestätigt das darin vorgeschlagene Bild der Defektunordnung.
Für kleine Felder (1,5T) treten vereinzelte Defektpaare mit fünf und sieben Nachbarn
auf, wobei der größte Teil des Flussschlauch-Gitters defektfrei bleibt. Bei höheren Feldern
(6T) beginnen die Flussschlauch-Gitterdefekte Domänen und Gruppen von Defekten zu


















































































Abbildung 5.18.: Magnetfeldabhängigkeit des Flussschlauch-Gitters für 1,5T, 6T und
12T. (a-c) diﬀerentielle Leitfähigkeit mit Flussschlauch-Gitter. Die Flussschläuche sind
als helle Punkte erkennbar. (d-f) Schnelle Fouriertransformation (FFT) der diﬀerentiellen
Leitfähigkeit in (a-c). Die FFT zeigt die Periodizität des Flussschlauch-Gitters. In (d) sind
die Bragg-Peaks des Flussschlauch-Gitters mit Pfeilen markiert. (g-i) Delaunay-Analyse
der Flussschlauchanordnung in (a-c). Die Symbole zeigen Flussschläuche mit mehr oder
weniger als sechs Nachbarn an. Die Farben der Balken stimmen mit den Farben der
Symbole in (g-i) überein. (j-l) Statistische Auswertung der Flussschläuche innerhalb des
schwarzen, gestrichelten Rahmens der Delaunay-Analyse in (g-i). Die Häuﬁgkeit gibt die
Anzahl der Flussschläuche und der Wert im Diagramm die relative Häuﬁgkeit an.
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barn. Die Größe der defektfreien Gebiete verringert sich aber deutlich. Für hohe Felder
(12T) geht das Flussschlauch-Gitter in eine gleichmäßige Unordnung über. Hierbei tre-
ten auch Flussschlauch-Gitterdefekte mit vier oder acht Nachbarn auf. Dieses Verhalten
wurde von Chandran et al. [267] durch Berechnungen vorhergesagt und liefert eine sehr
gute Übereinstimmung mit den hier gezeigten, experimentellen Ergebnissen.
Eine Zusammenfassung der ermittelten, feldabhängigen Flussschlauch-Gitterkonstanten
aFS und der Veröﬀentlichungen von Hanaguri et al. [93] und Inosov et al. [251] ist in Abbil-
dung 5.19 dargestellt. Zusätzlich wurden darin der theoretische Verlauf des Flussschlauch-








eingetragen. Es zeigt sich, dass alle gemessenen Gitterkonstanten dem Verlauf eines trigo-
nalen Gitters folgen, wobei sich eine besonders gute Übereinstimmung für Magnetfelder
bis 6T zeigt. Für Magnetfelder größer als 6T beginnt aFS vom trigonalen Verhalten abzu-
weichen. Dies überrascht nicht, da die FFT auch bei hohen Feldern keinen äquidistanten
Gitterabstand erkennen lässt. Aus diesem Grund ist es allerdings auch schwierig, einen
Wert für aFS zu bestimmen.































Abbildung 5.19.: Vergleich der gemessenen Flussschlauch-Gitterabstände aFS mit dem
theoretischen Wert für ein trigonales Gitter sowie den veröﬀentlichten Daten aus Hanaguri
et al. [93] und Inosov et al. [251].
5.5.3. Bestimmung der Flussquantisierung
Die Entdeckung der Flussquantisierung in Supraleitern stellte ein wichtiges Ereignis im
Bereich der Supraleitungsforschung dar [268,269]. Diese Entdeckung ermöglicht eine Viel-
zahl an Anwendungen, wie das Messen kleinster Magnetfeldänderungen [4, 270, 271]. Mit
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RTM/RTS steht eine Messmethode zur Verfügung, mit der sich die Flussquantisierung
auch mikroskopisch bestimmen lässt.
Hierzu wird zunächst eine Flussschlauch-Topographie (z.B. Abbildung 5.18(b)) aufge-
nommen. Um die Flussquantisierung bestimmen zu können, benötigt man die Fläche
eines Flussschlauchs. Beinhaltet die Topographie eine große Anzahl an Flussschläuche, so
kann die mittlere Flussschlauch-Fläche über die Anzahl der Flussschläuche sowie der To-
pographiegröße bestimmt werden. Dabei ist jedoch zu beachten, dass Flussschläuche am
Rand aufgrund ihrer unvollständigen Flussschlauch-Fläche den Messfehler erhöhen. Für
ein Abrikosov-Gitter stellt dies kein Problem dar, da sich für ein trigonales Gitter die
Flussschlauch-Fläche gut analytisch bestimmen lässt. Im Falle eines Supraleiters mit Bulk-
oder Schicht-Pinning ist das Flussschlauch-Gitter hingegen nur gering geordnet und die
Berechnung der Flussschlauch-Fläche über den Mittelwert führt zu unbefriedigenden Er-
gebnissen. Dies verstärkt sich noch bei Topographien mit einer geringen Anzahl an Fluss-
schläuchen, da hier der Anteil an Rand-Flussschläuchen deutlich höher ist.
Eine Alternative zur Berechnung der mittleren Flussschlauch-Fläche bietet eine Voronoi-
Analyse [236]. Bei einer Voronoi-Analyse wird für jeden Bildpunkt der Abstand zum
nächsten Flussschlauch bestimmt. Ist der Flussschlauch mit dem geringsten Abstand ge-
funden, so wird dem Bildpunkt ein charakteristischer Wert entsprechend des nächsten
Flussschlauchs zugewiesen. Es entsteht mit diesem Verfahren eine Darstellung, die um
die Position eines jeden Flussschlauchs die dazugehörige Fläche darstellt. Das Ergebnis
einer solchen Analyse ist in Abbildung 5.20(a) gezeigt. Für die bessere Darstellbarkeit
wurden allerdings nicht die Flächen selbst, sondern die Grenzen zwischen den einzelnen
Flussschlauch-Flächen dargestellt. Die Flächen der Flussschläuche am Rand wurden grau
dargestellt, da diese in die weitere Analyse nicht einbezogen werden.
Mit Hilfe der Feldquantisierung und dem angelegten Magnetfeld lässt sich die theoretische




berechnen. Es ist möglich diese Fläche mit jener aus der Voronoi-Analyse zu verglei-
chen. Das Ergebnis des Vergleichs ist für B = 6T in Abbildung 5.20(b) dargestellt.
Für eine bessere Vergleichbarkeit ist das Verhältnis von theoretischer und experimen-
teller Flussschlauch-Fläche aufgetragen. Im statistischen Mittel stimmen beide Flächen
mit 1,07± 0,10 überein. Somit trägt jeder Flussschlauch ein magnetisches Flussquant.
Die Voronoi-Analyse ist daher besonders gut geeignet, um die Quantisierung des Ma-
gnetfeldes mikroskopisch zu untersuchen. Insbesondere in stark gestörten Flussschlauch-
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Abbildung 5.20.: Bestimmung der Flussquantisierung mit Hilfe einer Voronoi-Analyse.
(a) ZBC eines Flussschlauch-Gitters bei B = 6T mit Voronoi-Analyse. Die weißen Linien
repräsentieren die Grenzen der Flussschlauch-Flächen. (b) Bestimmung der Flussquanti-
sierung für die einzelnen Flussschläuche in (a). Das Verhältnis von theoretischer und in
(a) bestimmter Fläche stimmt im statistischen Mittel mit einem Faktor von 1,07 ± 0,10
überein.
Gittern bietet sie eine genaue Analyse der einzelnen Flussschlauch-Flächen, was mit einem
mittelnden Verfahren nicht möglich ist. Die Voronoi-Analyse stellt damit auch eine Er-





In der hier vorgestellten Arbeit wird eine ausführliche RTM/RTS-Untersuchung an dem
stöchiometrischen Supraleiter LiFeAs präsentiert. Diese Untersuchung beinhaltet die tem-
peraturabhängige Charakterisierung der supraleitenden Energielücke, die lokale Variati-
on der Spektren, Defektspektroskopie sowie magnetfeldabhängige Untersuchungen eines
Flussschlauchs sowie des Flussschlauchgitters.
Für eine erste Charakterisierung wurden Übersichtstopographien durchgeführt. Sie zeigen
eine atomar ﬂache Oberﬂäche ohne Stufenkanten. Besonders auﬀällig in den Topographien
sind die unterschiedlichen Defekte, die je nach angelegter Tunnelspannung ihre Form und
lokale Ausdehnung verändern. Besonders zu erwähnen ist in diesem Zusammenhang der
Unterschied zwischen Topographien bei negativer und positiver Spannung.
RTS-Untersuchungen an defektfreien LiFeAs-Oberﬂächen zeigen eine Asymmetrie der
Spektren mit einer stark ansteigenden Zustandsdichte für positive Spannungen. Die Ko-
härenzpeaks der supraleitenden Energielücke erscheinen asymmetrisch, wobei der Kohä-
renzpeak bei positiver Spannung nur sehr schwach ausgeprägt ist. Diese Asymmetrie zeigt
sich ebenfalls in der Temperaturabhängigkeit der normierten Spektren. Weiterhin ist in
den Spektren die Signatur einer bosonischen Mode sichtbar.
Die Temperaturabhängigkeit der Spektren zeigt, dass sich die supraleitende Energielücke
bei 17K öﬀnet. Bei dieser Temperatur ist bei positiver und negativer Spannung die Signa-
tur der bosonischen Mode gut erkennbar. Überraschenderweise lassen sich erste Anzeichen
der Signatur auch schon bei 18K erkennen. Dies ist äußerst ungewöhnlich, da bosonische
Moden an die Supraleitung koppeln und in der Regel nur zusammen mit ihr beobachtbar
sein sollten.
Eine Analyse der ortsaufgelösten Spektroskopie an einer defektfreien Oberﬂäche zeigt die
Variation des Tunnelstromes in Abhängigkeit der Position. Daraus folgt eine Verschiebung
des atomaren Gitters für verschiedene Spannungen bis hin zu einer Kontrastinvertierung.
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Als Konsequenz kann das atomare Gitter nicht als fester Bezugspunkt der Oberﬂäche
betrachtet werden. Damit ist auch eine Bestimmung der Defektposition anhand des ato-
maren Gitters nicht möglich.
Die Untersuchung der Variation der supraleitenden Energielücke liefert einen Einblick in
die Homogenität der Probe sowie einen ersten Hinweis auf den Einﬂuss von Defekten
auf die Supraleitung. Defektfreie Oberﬂächen zeigen eine durchschnittliche Energielücke
von ∆¯ = (6,3 ± 0,1)meV (σ∆/∆¯ ' 1,6%, gemittelt über 2,5 nm× 2,5 nm). Betrachtet
man jedoch einen größeren Topographiebereich, so beeinﬂussen die vorhandenen Defekte
die Form der supraleitenden Energielücke erheblich. Dies äußert sich meist in einer Er-
höhung der Zustandsdichte bei der Spannung des positiven Kohärenzpeaks oder in einer
Verringerung des Kohärenzpeaks bei negativer Spannung. Als Folge variiert die Breite
der supraleitenden Energielücke um ∆¯ = (6,9± 0,4)meV (σ∆/∆¯ ' 5,8%, gemittelt über
15 nm× 15 nm).
Für eine genauere Untersuchung der Variation der Energielücke wurden topographische
und spektroskopische Untersuchungen an Defekten durchgeführt. Es ist dabei möglich die
beobachteten Defekte nach ihrer Symmetrie (Notation nach Schönﬂieß) zu klassiﬁzieren
und ihnen dadurch eine mögliche Gitterposition zuzuordnen. Die Gesamtdefektrate be-
trägt bei den untersuchten Oberﬂächen (0,40±0,08)%. Die am häuﬁgsten vorkommenden
Defekte sind Fe-D2-2 Defekte gefolgt von Fe-D2-1- und D1-Defekten.
Die genaue spektroskopische Studie der einzelnen Defektarten gibt Hinweise auf deren
Wechselwirkung mit der Supraleitung.
Die Defektuntersuchungen zeigen deutlich, dass Fe-Defekte die Supraleitung nur ge-
ring stören. Sie beeinﬂussen allerdings erheblich die Zustandsdichte im Bereich um
UT ≈ 12mV. As-Defekte hingegen zeigen eine deutliche Unterdrückung der Supraleitung.
Neben temperaturabhängigen Messungen und Defektuntersuchungen wurden ebenfalls
Messungen im Magnetfeld durchgeführt. Ein Ziel dieser Messungen war die Bestimmung
der Ginzburg-Landau-Kohärenzlänge ξGL. Zu diesem Zweck erfolgt eine Näherung des
lokalen Verlaufs der diﬀerentiellen Leitfähigkeit in einem Flussschlauch. Diese Vorgehens-
weise ist in der Fachwelt etabliert [207,248,249]. Allerdings fehlte bisher der grundlegende
theoretische Zusammenhang zwischen diﬀerentieller Leitfähigkeit, Näherungsfunktion und
Ginzburg-Landau-Theorie. Zu diesem Zweck wurde in dieser Arbeit erstmalig ein solcher
Zusammenhang hergeleitet. Dabei war es möglich, mit Hilfe der Ginzburg-Landau-Theorie
eine geeignete Näherungsfunktion zu bestimmen und diese auf den lokalen Verlauf der dif-
ferentiellen Leitfähigkeit eines Flussschlauchs anzuwenden. Die auf diesem Weg ermittelte
Kohärenzlänge für LiFeAs beträgt ξGL = (3,9±0,4)nm, was einem oberen kritischen Feld
von HB‖cc2 = (21 ± 4) T entspricht.
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Zusätzlich zur Bestimmung von ξGL wurde das Verhalten des Flussschlauch-Gitters
für verschiedene Felder untersucht. Die statistische Auswertung der Flussschlauch- und
Defektpositionen lässt auf Bulk-Pinning in LiFeAs schließen. Weiterhin zeigen FFT-
und Delaunay-Analysen des Flussschlauch-Gitters, dass für Magnetfelder H > 6T die
Flussschlauch-Flussschlauch-Wechselwirkung eine zunehmende Rolle spielt.
Als Abschluss wurde eine Methode präsentiert, mit der sich die Flussquantisierung durch
die Voronoi-Analyse eines Flussschlauch-Gitters bestimmen lässt.
Die in dieser Arbeit durchgeführte RTM/RTS-Studie am LiFeAs ermöglicht einen de-
taillierten Einblick in die elektronischen Eigenschaften auf mikroskopischer Ebene. Die
präsentierten Defektstudien zeigen, dass der Zusammenhang zwischen der Art der Stör-
stelle und ihr Einﬂuss auf die Supraleitung nicht ohne Weiteres zu beantworten ist.
Mit der Bestimmung der Kohärenzlänge ξGL wurde eine Möglichkeit aufgezeigt, wie sich
diese aus der diﬀerentiellen Leitfähigkeit eines Flussschlauchs zuverlässig ermitteln lässt.
Diese Methode erlaubt auch die Bestimmung sehr kleiner Kohärenzlängen und damit die
Abschätzung sehr hoher, oberer kritischer Felder. Dies ist insbesondere dann interessant,
wenn sich das obere kritische Feld aufgrund seiner Höhe nur mit sehr großem experimen-
tellen Aufwand ermitteln lässt.
Ungeklärt bleibt die beobachtete Signatur der bosonischen Mode oberhalb der Übergang-
temperatur. Durch die Kopplung der bosonischen Mode an die Supraleitung sollte diese
Signatur ohne Supraleitung nicht auftreten. Da die Signatur dennoch zu beobachten ist,
könnte man supraleitende Fluktuationen oberhalb Tc = 17K vermuten. Hilfreich für deren
Nachweis wären lokal aufgelöste, temperaturabhängige Spektroskopiemessungen nahe Tc.
Weiterhin konnten nicht alle beobachteten Defekte einem konkreten Element und einer
Gitterposition zugeordnet werden. Für das Verständnis der supraleitenden Mechanismen
ist es jedoch außerordentlich wichtig, genau zu wissen, welches Element welche Defektart
hervorruft. So zeigt beispielsweise Wright et al. [215], dass bereits ein geringes Li-Deﬁzit
in LiFeAs die Supraleitung stark beeinﬂusst. Ein gleich hoher Ni-Überschuss hat hingegen
einen deutlich geringeren Eﬀekt auf die Supraleitung. Um die Ursache hierfür zu klären,
sind dotierungsabhängige RTM/RTS-Studien mit einer statistischen Analyse der beobach-
teten Defekte hilfreich. Der Vergleich von Defektstatistik und nomineller Dotierung sowie
die RTS liefern Aufschluss über das Element, das den beobachteten Defekt verursacht und
dessen Einﬂuss auf die supraleitende Energielücke.
Es stellt sich ebenfalls die Frage nach der Wechselwirkung zwischen antiferromagnetischer
Ordnung und Supraleitung. Da in den Eisen-Pniktid-Supraleitern dieser Wechselwirkung
eine wichtige Rolle zugeschrieben wird, wäre es hilfreich, beides in einer Messung nach-
zuweisen. Erste Messungen dieser Art erfolgten an NaFeAs [212]. Allerdings ist darin
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6. Zusammenfassung und Ausblick
der Einﬂuss der antiferromagnetischen Ordnung und der Einﬂuss der Defekte auf die
Zustandsdichte nicht ohne Weiteres voneinander zu unterscheiden. Eine Lösung hierfür
bieten spinpolarisierte RTM/RTS-Messungen [33]. Diese sollten eine direkte Abbildung
der antiferromagnetischen Ordnung erlauben.
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A
Näherung der Extrema in
temperaturabhängigen Spektren
Für die Analyse der Temperaturabhängigkeit ist eine genaue Bestimmung der Extrema
(Kohärenzpeaks, Signatur der bosonischen Mode) von entscheidender Bedeutung, da be-
reits geringe Abweichungen bei der Bestimmung der Extrema die Auswertung des Tempe-
raturverlaufs verfälschen und zu falschen Schlussfolgerungen führen können. Eine Auswer-
tung beziehungsweise Bestimmung der Extrema per Hand ist ungeeignet, da dabei eine
subjektive Bewertung des Kurvenverlaufs erfolgt und im ungünstigsten Fall ein erwartetes
Ergebnis in die Daten hineininterpretiert wird.
Um dies zu vermeiden, wurde ein zweistuﬁges, automatisiertes Verfahren zur Bestimmung
der Extrema mit Hilfe der Programmiersprache Python realisiert. Eine direkte Bestim-
mung der Extrema aus den Messdaten ist aufgrund des Signal-Rausch-Verhältnisses nicht
immer möglich. Aus diesem Grund wendet die erste Stufe eine Blackman-Fensterfunktion
[272] für die Glättung der Messdaten an. Bei einem Vergleich verschiedener Fensterfunk-
tionen erweist sich Blackman für die verwendeten Daten als am besten geeignet.
Der in Liste A.1 angegebene Quellcode wendet die Blackman-Fensterfunktion auf die
Messdaten an. Allerdings entsteht dadurch eine Abweichung zwischen geglätteten und
ursprünglichen Daten, die zu einer Verschiebung der Extrema führen kann (siehe blaue
Linie in Abb. A.1(b,c)). Um dennoch die genaue Position der Extrema zu erhalten, wer-
den in der zweiten Stufe die Extrema der geglätteten Daten als Startparameter für eine
Polynominial-Näherung zweiter Ordnung verwendet. Die Näherung erfolgt auf die ur-
sprünglichen Messdaten und ermittelt somit deren Extrema. Der für die Näherung ver-
wendete Quellcode ist in Liste A.2 angegeben.
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A. Näherung der Extrema in temperaturabhängigen Spektren
Das Ergebnis der parabolischen Näherung ist in Abbildung A.1(b,c) in Form von roten
Linien dargestellt.
Die eigentliche Stärke dieses Verfahrens zeigt sich bei Spektren, die nahe der Übergangs-
temperatur gemessen wurden. Ein Beispiel hierfür ist das Spektrum bei 17K in Abbildung
A.2. Nahe der Übergangstemperatur lassen sich die zu nähernden Extrema noch erkennen.
Die Messkurve besitzt aber ein schlechteres Signal-Rausch-Verhältnis als die 6K Daten,
so dass selbst das geglättete Signal eine Vielzahl von Maxima und Minima aufweist (blaue
Kurve in Abb. A.2(a)). Verwendet man nun ebenfalls diese Extrema für die parabolische
Näherung, so ergibt sich trotz unterschiedlicher Startbedingungen die gleiche Position für
das Maximum (siehe gelbe, rote und orangefarbene Parabel in Abbildung A.2(b)).
Diese Übereinstimmung zeigt die Wirksamkeit einer Kombination von Glättung und pa-
rabolischer Näherung. Selbst bei einem schlechten Signal-Rausch-Verhältnis ermöglicht
dieses Verfahren eine objektive und reproduzierbare Bestimmung der Extrema und damit
eine verlässliche Datenanalyse.
Liste A.1: Quellcode für die Verwendung der Blackman-Fensterfunktion [273]
1 def smoothing (x , window_len=10, window=' b l a c k m a n ' ) :
2 i f x . ndim != 1 :
3 raise ValueError , " s m o o t h o n l y a c c e p t s 1 d i m e n s i o n a r r a y s . "
4
5 i f x . s i z e < window_len :
6 raise ValueError , " I n p u t v e c t o r n e e d s to be b i g g e r t h a n w i n d o w s i z e . "
7
8 i f window_len < 3 :
9 return x
10
11 i f not window in [ ' f l a t ' , ' h a n n i n g ' , ' h a m m i n g ' , ' b a r t l e t t ' , ' b l a c k m a n ' ] :
12 raise ValueError , " W i n d o w is on of ' f l a t ' , ' h a n n i n g ' , ' h a m m i n g ' ,
13 ' b a r t l e t t ' , ' b l a c k m a n ' "
14 s=np . r_ [2∗ x [0]−x [ window_len :1 : −1 ] , x , 2∗x[−1]−x[−1:−window_len : −1 ] ]
15
16 i f window == ' f l a t ' :
17 w = np . ones (window_len , ' d ' )
18 else :
19 w = ge t a t t r (np , window ) ( window_len )
20
21 y = np . convolve (w/w. sum( ) , s , mode=' s a m e ' )
22 return y [ window_len−1:−window_len+1]
Liste A.2: Quellcode für die Polynominial-Näherung zweiter Ordnung
1 def polynomial_fit_2nd_order ( s e l f , x_values , y_values , p0 ) :
2 x = x_values # Daten der zu
3 y1 = y_values # naehernden Kurve
4
5 f i t f u n c = lambda p , x : p [ 0 ] + p [ 1 ] ∗ x +p [ 2 ] ∗ x∗∗2 # Naeherungsfunktion
6 e r r func = lambda p , x , y : f i t f u n c (p , x)−y # Feh le r funkt ion
7 # f i t a parabola to the c o r r e l a t i o n func t i on
8
9 p1 , su c c e s s = sp . opt imize . l e a s t s q ( er r func , p0 [ : ] , a rgs=(x , y1 ) )
10 parabe l_ f i t = f i t f u n c (p1 , x ) # Daten der genaeherten Funktion
11 f i t_e r r o r = sp . std ( parabe l_f i t−y_values ) # Berechnung des Feh l e r s
12 s e l f . s e t a t t r ( ' f i t _ r e s u l t _ P a r a b o l a ' , ( x_values , parabe l_f i t , p1 , f i t_ e r r o r ) )
13 # Speichern des Ergebn i s s e s in das Spectra−Objekt
14 return x_values , parabe l_f i t , p1 , f i t_ e r r o r
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Abbildung A.1.: Näherung der Extrema in einem 6K Spektrum. (a) Tunnelspektrum
mit angewandter Blackman-Fensterfunktion (blaue Linie). (b,c) Die rote Linie zeigt das
Näherungsergebnis der Parabel. Das Maximum der Fenster-Funktion und der parabo-
lischen Näherung sind durch senkrechte schwarze Linien gekennzeichnet.
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A. Näherung der Extrema in temperaturabhängigen Spektren





















































































Abbildung A.2.: Näherung der Extrema in einem 17K Spektrum. (a) Tunnelspek-
trum mit angewandter Blackman-Fensterfunktion (blaue Linie). (b) Aufgrund der starken
Streuung der Messwerte ergeben sich trotz Blackman-Fensterfunktion mehrere Maxima im
Bereich des Kohärenzpeaks und damit mehrere Anfangsbedingungen für die parabolische
Näherung. Die Ergebnisse der parabolischen Näherung (rote, orangene und gelbe Linie)
zeigen ungeachtet dessen eine sehr gute Übereinstimmung. Ein Maximum der Fenster-
Funktion und das der parabolischen Näherung sind durch senkrechte schwarze Linien





Bei der winkelabhängigen Näherung eines Flussschlauchs ist mit besonderer Sorgfalt vor-
zugehen, insbesondere dann, wenn aus den Näherungsergebnissen auf eine Anisotropie der
Kohärenzlänge und damit auf den supraleitenden Ordnungsparameter geschlossen werden
soll.
Wie in Kapitel 5.5.1 gezeigt, ist die winkelabhängige Analyse der Kohärenzlänge eine
wichtige Methode zur Untersuchung der Isotropie der Supraleitung. Bei der Analyse ist
Sorgfalt geboten, da die Symmetrie des Näherungsergebnisses von der Position der Nähe-
rung abhängt. Abbildung B.1 macht diese Abhängigkeit deutlich. Sie zeigt in (a) die diﬀe-
rentielle Leitfähigkeit bei EF sowie zwei mögliche Näherungsbereiche in Form von Kreisen.
Das Zentrum des durchgehenden Kreises stimmt mit dem Zentrum des darunterliegen-
den Flussschlauchs überein, wogegen der gestrichelte Kreis einen leichten Versatz (weißer
Pfeil) gegenüber dem Flussschlauch-Zentrum besitzt. Die aus diesem Versatz resultieren-
den Unterschiede im Näherungsergebnis sind in Abbildung B.1(b) und B.1(c) dargestellt.
Ersteres zeigt die bereits in Abschnitt 5.5.1 präsentierten Daten und dient lediglich als
Vergleich. Der Versatz des Zentrums hat erhebliche Auswirkungen auf das Näherungser-
gebnis. Er verursacht eine sinusartige Modulation der Kohärenzlänge im gesamten Bereich
von 0 bis 2pi. Diese Variation tritt immer auf, wenn das Flussschlauch-Zentrum und das
Zentrum des Näherungsbereichs nicht übereinstimmen.
Es wird damit deutlich, wie wichtig die exakte Bestimmung des Flussschlauch-Zentrums
ist. Die bevorzugte Methode hierfür ist ein 2D-Näherungsverfahren. Allerdings ist dies im
hier vorliegenden Fall nicht anwendbar, da die Defekte nahe des Flussschlauchs die Nähe-
rung beeinﬂussen und damit den genäherten Ort des Flussschlauch-Zentrums verfälschen.
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B. Winkelabhängige Näherung eines Flussschlauchs
Die Bestimmung des Flussschlauch-Zentrums wurde daher per Hand an der diﬀerentiellen
Leitfähigkeit bei EF durchgeführt.
Näherungsverfahren






und mit der Methode des kleinsten Quadrates [274] an die Messdaten angepasst. Der Feh-
ler der Näherung wird im Normalfall durch die Standardabweichung zwischen Messdaten
und Näherung bestimmt (siehe Liste A.2, Zeile 11). Dies ist für die meisten Anwendungen
ausreichend, allerdings lassen sich aus dem so bestimmten Fehler nicht die Fehler der ein-
zelnen Näherungsparameter ermitteln.
Für die Näherung der Kohärenzlänge ξGL wird aber genau dies benötigt. Um den Fehler
für ξGL zu erhalten, wird zunächst χ˜ (reduced_chi, Liste B.1, Zeile 4) berechnet und dieses
anschließend mit der kovarianten Matrix der Näherungsroutine multipliziert (Liste B.1,
Zeile 7). Die kovariante Matrix beschreibt die Korrelation der einzelnen Näherungspara-
meter. Sie besitzt die Struktur N×N , wobei N durch die Anzahl der Näherungsparameter
bestimmt ist. Die Diagonalelemente dieser Matrix beschreiben die Korrelation der Nähe-
rungsparameter mit sich selbst und besitzen durch die Multiplikation mit χ˜ die Dimension
eines Fehlers. Um nun die Standardabweichung der einzelnen Näherungsparameter zu er-
halten, muss lediglich die Wurzel des entsprechenden Diagonalelements berechnet werden
(Liste B.1, Zeile 13). Der so erhaltene Fehler (error[1]) ermöglicht zusammen mit der
Kohärenzlänge (p1[1]) eine quantitative und qualitative Aussage über das Näherungsver-
fahren.
Liste B.1: Quellcode für Methode des kleinsten Quadrates mit Fehler der Näherungsko-
eﬃzienten
1 def f i t_tanh_with_errors (x , y1 ) :
2 def e r ro r_funct ion ( data , f i t ted_data , num_parameter , covar_matrix ) :
3 reduced_chi = ( ( f i t ted_data−data )∗∗2 ) . sum( ) / ( l en ( data ) − num_parameter )
4 # Verwendung des r eduz i e r t en chi−Quadrates
5 try :
6 covar = covar_matrix ∗ reduced_chi # Berechnung der Fehler
7 except :
8 covar = sp . z e ro s ( ( 3 , 3 ) )
9 print ' E r r o r Fit , no c o v a r p o s s i b l e , w r o n g s t d _ e r r o r '
10
11 std_error = sp . array ( [ sp . s q r t ( covar [ i , i ] ) for i in range ( num_parameter ) ] )
12 # Berechnung der Fehler der Naeherungs−Parameter
13 return std_error
14 p0 = [ 0 , 1 , 0 ] # Startbedingungen
15 f i t f u n c = lambda p , x : p [ 0 ] ∗ ( sp . tanh (x/p [ 1 ] ) )∗∗ 2 +p [ 2 ]
16 e r r func = lambda p , x , y : f i t f u n c (p , x)−y
17 p1 , covar_res , in fo , errmsg , i e r =
18 sc ipy . opt imize . l e a s t s q ( er r func , p0 [ : ] , a rgs=(x , y1 ) , fu l l_output=1)
19 # Methode des k l e i n s t e n Quadrates
20 y_result = f i t f u n c (p1 , x )
21 e r r o r = error_funct ion ( y1 , y_result , l en ( p0 ) , covar_res )









































Abbildung B.1.: Beispiel für die Zentrumabhängigkeit der ξGL-Näherung. (a) Diﬀeren-
tielle Leitfähigkeit bei EF (siehe Abbildung 5.15). Die beiden Kreise repräsentieren den
Bereich der Näherungsergebnisse. Bei dem durchgängigen Kreis stimmt das Flussschlauch-
Zentrum mit dem Zentrum des Näherungs-Kreises überein. Das Zentrum des gestrichel-
ten Kreises besitzt einen Versatz gegenüber dem Zentrum des Flussschlauchs. (b) Nä-
herungsergebnis für den durchgängigen Kreis in (a). Das Näherungsergebnis zwischen 0
und pi ist weitestgehend konstant (graue Linie). Zwischen pi und 2pi ist der Einﬂuss der
im Flussschlauch beﬁndlichen Defekte erkennbar. (c) Näherungsergebnis für den gestri-
chelten Kreis in (a). Das Näherungsergebnis zeigt eine sinusförmige Modulation (graue
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