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Some physical systems are studied as singular systems. Both the canonical formu-
lation (Güler’s method) and Dirac’s method are used throughout this work. The
equations of motion described by Güler are total differential equations in many vari-
ables. They are integrable if and only if the integrability conditions are identically
satisfied. The solutions of these equations give the fields, which describe the trajec-
tories of the system. Various applications, namely the relativistic spinless particle
system and the spinning particle or super-gravity in one dimension, are investigated
by using the above formulations. The relativistic classical spinning particle system
with second-order Lagrangian is also studied by using the same methods. A compar-
ison between the two approaches is held. The results are found in exact agreement,
that indicates the validity of the study.
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This work is mainly concerned with singular (constrained Hamiltonian) systems,
which are characterized by singular Lagrangians. The singular system concept may
be defined as follows: It is common knowledge that the Lagrangian function of any
physical system with n degrees of freedom is a function of n generalized coordinates
qi, n generalized velocities q̇i and parameter τ , that is L ≡ L(qi, q̇i; τ), where
i = 1, · · · , n and τ is a parameter which henceforth will be the time on which the
coordinates qi depend. If the velocities can be expressed in terms of the coordinates
and momenta; the Lagrangian is referred to as regular, otherwise it is singular. In
other words, if the rank of the Hessian matrix ∂2L/∂q̇i∂q̇j is n; the Lagrangian is
called regular, otherwise it is called singular [1-3]. Moreover, a system which has
singular Lagrangian is called the singular system. Lagrangian which has singular
(rank is less than n) Hessian matrix will be the subject of this study.
The aim is twofold: a) to investigate thoroughly the theoretical framework in-
volved. b) to shed some light on its applications.
1.1 History
It was Dirac who first set up a formalism for treating singular systems and the con-
straints involved [4]. He showed that, in the presence of constraints, the number of
degrees of freedom of the dynamical system is reduced. His approach was subse-
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quently extended to continuous systems [2].
More recently, another powerful approach, the canonical, has been developed for
investigating singular first-order Lagrangian systems [5]. Güler’s approach hinges on
defining an equivalent Lagrangian in phase space which is constructed by introduc-
ing generalized momenta [2, 3]. A treatment for the case of higher-order Lagrangian
systems has been generalized by Pimentel and Teixeira [6].
The study of singular systems has reached a great status in physics since the
development of the generalized Hamiltonian formulation by Dirac [2]. Since then,
this formalism has found a wide range of applications in the field theory [2, 7, 8, 9]
and is still the main tool of singular systems.
1.2 Preliminaries
Let us consider a group of transformation equations from a set of coordinates







x′1 = a11x1 + a12x2 + a13x3; (1.1)
x′2 = a21x1 + a22x2 + a23x3; (1.2)
x′3 = a31x1 + a32x2 + a33x3, (1.3)
where a11, a12, · · · are any set of constant (independent of x, x′) coefficients. To
simplify the appearance of many of the expressions, we will also make use of the
summation convenient; first introduced by Einstein: Whenever an index occurs two
or more times in a term, it is implied, without any further symbols, that the terms
are to be summed over all possible values of the index. Thus Eqs. (1.1), (1.2) and
(1.3) can be written most compactly in accordance with this convention as:
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x′i = aijxj, i = 1, 2, 3. (1.4)
The repeated appearance of the index j indicates that the left-hand side of Eq.
(1.4) is a sum over the dummy index j for all possible values (here, j = 1, 2, 3).
Some ambiguity is possible where powers of an index quantity occur, and for that
reason an expression such as
∑
x2i appears under the summation convention as xixi.
Einstein summation rule [10] is used throughout this study.
1.3 Güler’s Method:
Singular Lagrangian systems represent a special case of more general dynamics called
constrained systems. The first-order Lagrangian function of any physical system
with n degrees of freedom is a function of n generalized coordinates qi, n generalized
velocities q̇i and parameter τ [4, 5], that is:
L ≡ L(qi, q̇i; τ), i = 1, · · · , n. (1.5)




, i, j = 1, · · · , n. (1.6)
If the rank of the Hessian matrix is n; the Lagrangian is called regular, otherwise it
is called singular.
Let us consider a system which is described by the Lagrangian (1.5), such that
the rank of the Hessian matrix is n−p; p < n. The generalized momenta conjugated









, µ = n− p + 1, · · · , n. (1.8)
Here q̇i stands for the total derivative with respect to τ . Since the rank of the Hes-
sian matrix is n− p; one may solve Eq. (1.7) for q̇a as [5]:
q̇a ≡ ωa(τ, qi, q̇µ, Pa). (1.9)






≡ −Hµ(τ, qi, q̇ν , Pa), µ, ν = n− p + 1, · · · , n, (1.10)
the minus sign is chosen for later convenience. Relations (1.10) indicate the fact that
the generalized momenta Pµ are not independent of Pa which is a natural result of
the singular nature of the lagrangian. Functions Hµ defined by Eqs. (1.10) are not
explicit functions of q̇ν . This statement can be verified using the singularity of the
system [5].











where the function S ≡ S(qi; τ) is the action, and the canonical (usual) Hamiltonian
Ho is defined as:
Ho = −L(qi, q̇ν , q̇a ≡ ωa; τ) + Paωa + q̇µPµ|Pν≡−Hν . (1.12)
Like the functions Hµ, the Hamiltonian Ho is also not an explicit function of q̇ν .
Therefore, the function S(qi; τ) should satisfy the following set of Hamilton-Jacobi
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partial differential equations (HJPDE):
H ′o
(



















H ′o = Po + Ho, H
′
µ = Pµ + Hµ. (1.15)
Relabelling the coordinates τ, qn−p+1, · · · , qn as to, tn−p+1, · · · , tn respectively;
Eqs. (1.13) and (1.14) may be expressed in a compact form as:
H ′α
(







= 0, α, β = 0, n− p + 1, · · · , n, (1.16)
where
H ′α = Pα + Hα. (1.17)
The equations of motion are written as total differential equations in many vari-















where a = 1, · · · , n− p and α = 0, n− p + 1, · · · , n. Defining
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Z = S(tα, qa) (1.21)








dqa = (−Hαdtα + Padqa) =
(






Equations (1.18), (1.19), (1.20) and (1.22) are called the total differential equa-
tions for the characteristics. If these equations form a completely integrable set,
the simultaneous solutions of them determine the function S(tα, qa) uniquely by the
prescribed initial conditions. The set of Eqs. (1.18), (1.19) and (1.20) is integrable
iff the variations of H ′α vanish identically [7, 13], that is:
dH ′α = 0, α = 0, n− p + 1, · · · , n. (1.23)
If conditions (1.23) are not satisfied identically, one considers them as new con-
straints and again tests the integrability conditions. Repeating this procedure, a set
of conditions may be obtained. Simultaneous solutions of Eqs. (1.18), (1.19) and
(1.20) give the final equations of motion. These equations describe the trajectories
of the system.
1.4 Dirac’s Method:
Investigations on singular theories based on the Dirac’s method have been widely
applied in high energy physics, especially in gauge theories [1]. The presence of
constraints in such theories makes one careful on applying Dirac’s method, espe-
cially when first class constraints arise. This is because the first class constraints
are generators of gauge transformations which lead to the gauge freedom [8].
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Let us consider a system which is described by Lagrangian (1.5), such that the
rank of the Hessian matrix is n−p; p < n. Due to the singular nature of the Hessian
matrix, one can produce p functionally independent constraints:
H ′µ(qi, Pi) = Pµ + Hµ ≈ 0, µ = n− p + 1, · · · , n, (1.24)
which are called primary constraints. The total Hamiltonian is defined as [1, 2, 4,
7]:
HT = Ho + λµH
′
µ, (1.25)
where Ho is given by Eq. (1.12), and λµ’s are unknown coefficients called Lagrange
multipliers. The Lagrange multipliers are defined in Ref. [14].
Making use of Poisson brackets, one can write the total time derivative of any
function g(q, P ) as:
ġ ≡ dg
dτ
≈ {g, HT} = {g, Ho}+ λµ{g,H ′µ}, (1.26)
where Dirac’s symbol (≈) for a weak equality is used (in the sense that one cannot
consider H ′µ = 0 identically before working out the Poisson brackets). Thus, the
equations of motion can be written as:
q̇i ≈ {qi, HT} = {qi, Ho}+ λµ{qi, H ′µ}, (1.27)
Ṗi ≈ {Pi, HT} = {Pi, Ho}+ λµ{Pi, H ′µ}. (1.28)




≈ {H ′µ, HT} = {H ′µ, Ho}+ λν{H ′µ, H ′ν} ≈ 0. (1.29)
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These conditions may be identically satisfied as a result of the primary constraints,
else they will lead to new conditions which are called the secondary constraints.
Repeating this procedure as many times as needed, one arrives at a final set of con-
straints or/and specifies some of λµ. Such constraints are classified into two types:
a) First-class constraints which have vanishing Poisson brackets with all other con-
straints. b) Second-class constraints which have none-vanishing Poisson brackets.
The second-class constraints could be used to eliminate conjugated pairs of the P ’s
and q’s from the theory by expressing them as functions of the remaining P ’s and
q’s. The Total Hamiltonian for the remaining variables is then the canonical Hamil-
tonian plus the first-class constraints. So the new Hamiltonian is defined as:
HT = Ho + λγΦγ, (1.30)
where Φγ are all the independent remaining first-class constraints. The first-class
constraints are the generators of the gauge transformations. This will lead to the
gauge freedom. Besides, λγ are still undetermined. To remove this arbitrariness,
one has to impose external gauge constraints for each first-class constraint. Such a
gauge fixing,
φ = 0, (1.31)
is a set of constraints independent of Φγ and equal in number to all first class
constraints Φγ. Such a choice make the whole set of constraints {Ψγ, Ψβ}
(
where
Ψγ = {φ, Φγ}
)
to be second class constraints, with
det{Ψγ, Ψβ} 6= 0. (1.32)
This gauge is a canonical physical gauge if it does not violate the equations of motion
[8].
Fixing any gauge is not an easy task, since we fix it by hand and there is no
basic rule to select it.
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1.5 Aim of the work
As it was mentioned in Sec. 1.1, the study of constrained systems (singular sys-
tems) was initiated by Dirac. The new method for investigating these systems is
Güler’s . In this work we will adopt Güler’s approach to study some actual physi-
cal systems; the first of which (the relativistic spinless particle) will be given as an
example to illustrate the method. The second and the third systems (the relativis-
tic spinning particle or super-gravity in one dimension and the relativistic classical
spinning-particle with second-order Lagrangian) are the new work to investigate by
using Güler’s approach. These applications will also be studied by using Dirac’s
formulation in order to hold a comparison between the results.
This thesis is arranged as follows: In chapter two the relativistic spinless particle
will be studied by using the previous two methods. Chapter three will investigate the
relativistic spinning particle or super-gravity in one dimension by the same methods.
Chapter four discusses the singular second-order Lagrangian systems. In this chapter
an application, namely the relativistic classical spinning-particle (with second-order
Lagrangian), will also be studied by the preceding methods. A conclusion and a
general summary of the work are given in chapter five. Finally, appendices of basic
definitions and formulations are discussed at the end of this study.
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Chapter 2
The Relativistic Spinless Particle
This chapter represents the actual physical system which illustrates the basic con-
cepts of the preceding chapter.
Following Sec. 2.1, where essential definitions and notations are comprised,
we will apply Güler’s method and Dirac’s method, in Sec. 2.2, to investigate the
relativistic spinless particle system.
2.1 Preliminaries
The dynamics of continuous systems is described by function Q(x) of space-time
rather than the functions of time qi(τ) in a discrete system. The discrete label i is
replaced by the continuous label x ≡ (cτ, x) [3, 10]. Furthermore, in continuous
systems, the function of the coordinates f(q) becomes the function F (Q) of fields.
The most general form of the Lagrangian in the field theory is functional of fields





L = L(Qr, ∂µQr), r = 1, 2, 3; µ = 0, 1, 2, 3 (2.2)
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At this point we must decide on a metric convention for treating covariant vectors
in four-dimensional space-time. The relation between the covariant vector Aµ and
its contravariant partner Aµ is defined as [10, 15, 16]:
Aµ = gµνA
ν , µ, ν = 0, 1, 2, 3, (2.4)
whereas its inverse is defined as:
Aµ = gµνAν , (2.5)




1 0 0 0
0 −1 0 0
0 0 −1 0




For flat space-time of special relativity (in distinction to the curved space-time of
general relativity), gµν is the same as g
µν , that is:
gµν = g
µν . (2.7)
Note that the contraction of the covariant and contravariant metric tensor gives the
Kronecker delta in four dimensions:
gµνg
µν = δνµ. (2.8)
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2.2 The Relativistic Spinless Particle system
Let us consider the action of the free relativistic spinless particle moving in 4-




where the Lagrangian L is a function of the velocities ẋµ:
L = −m(ẋµẋµ) 12 , µ = 0, 1, 2, 3. (2.10)
Here the metric gµν=diag(1, -1, -1, -1) is used.




, µ, ν = 0, 1, 2, 3 (2.11)
is three.
This system will be investigated, as illustrated in chapter one, by using Güler’s
method.
The generalized momenta Pµ conjugated to the coordinates xµ, according to Eqs.










Therefore the zeroth component is:











, a = 1, 2, 3, µ = 0, a. (2.14)
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Since the rank of the Hessian matrix is three; one may solve Eq. (2.14) for ẋa in







Substituting Eq. (2.15) in Eq. (2.13), one gets:
Po = −(m2 + |P|2) 12 ≡ −Ho. (2.16)
The canonical Hamiltonian H is defined as:
H = −L + ẋoPo + ẋaPa = −L
∣∣
ẋa≡ωa − ẋoHo + ωaPa. (2.17)













































It is obvious that H in Eq. (2.19) is zero.
The set of HJPDE (1.13) and (1.14) reads as
H ′ = P + H = P = 0, (2.20)




2 = 0. (2.21)
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dxo = 0. (2.24)
The above equations are integrable iff the variation of H ′o vanishes identically.Here









dPa ≡ 0. (2.25)
Because Ho is independent of xµ, and Eqs. (2.23) and (2.24) are valid; the variation
of H ′o is identically zero. Hence, Eqs. (2.22-2.24) are integrable, and the solutions






xo + Ca, a = 1, 2, 3, (2.26)
where Ca’s are constants.
Making use of Eqs. (1.21) and (1.22), one can find the action integral in phase
space as:







Substituting Eq. (2.14) in Eq. (2.27), one obtains:









which is found as same as the original action (2.9).
To check the results obtained by using Güler’s approach, we will study the prob-
lem by using Dirac’s.
The total Hamiltonian (1.25) reads as
HT = H + λH
′
o. (2.30)
The canonical Hamiltonian (2.19) and the constraint (2.21), which is called the pri-












From the consistency conditions (1.29), the time derivative of the primary constraint
should be zero, that is:
Ḣ ′o = {H ′o, HT} = {H ′o, λH ′o} ≈ 0. (2.32)
It is obvious that the above consistency condition is identically zero. Therefore, no
further constraints arise.
Equations of motion (1.27) and (1.28) read as
ẋµ = {xµ, H}+ λ{xµ, H ′o}, (2.33)
Ṗµ = {Pµ, H}+ λ{Pµ, H ′o}, µ = 0, 1, 2, 3. (2.34)
Since the Hamiltonian H, given by Eq. (2.19), is zero; Eqs. (2.33) and (2.34) take
the following forms:




















































{xi, Pj} = δij, (2.40)
{xi, xj} = {Pi, Pj} = 0, (2.41)
Eqs. (2.35-2.38) may be written as:






, a = 1, 2, 3, (2.43)
Ṗo = 0, (2.44)
Ṗa = 0. (2.45)
To determine λ, one should introduce a gauge-fixing condition φ. Since the con-
straint is first-class (there is only one constraint; the primary); one may determine
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the gauge fixing (1.31) as [1, 2, 8]:
φ = xo − τ = 0. (2.46)
Differentiating Eq. (2.46) with respect to the time τ , one gets:
ẋo = 1. (2.47)
Equations (2.42) and (2.47) lead to:
λ = 1. (2.48)



















Ṗo = 0, (2.52)
Ṗa = 0, a = 1, 2, 3. (2.53)
The above equations of motion are in exact agreement with those obtained by
using Güler’s method (2.26, 2.24, 2.23). In Dirac’s method, it is noticed that the
equations of motion are obtained as ordinary differential equations; whereas, in
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Güler’s, they are obtained as total differential equations. Besides, it is obvious that
one does not need to fix any gauge in Güler’s method, which is a necessary task in
Dirac’s. In general, the determination of the Hamiltonians H ′ and H ′o is a crucial
step, and the motion of the relativistic particle is described by two parameters: τ
and xo (2.22-2.24). However, since H
′ vanishes identically, the parameter τ does
not appear in the equations of motion. Hence, any parameter can be replaced by
τ . As a special case τ can be taken as xo which is nothing but the gauge fixing in
Dirac’s formulation [8]. One can use xo as evolution parameter without loosing the
Hamiltonian structure of the equations of motion.
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Chapter 3
The Spinning Particle or
Super-Gravity in One Dimension
In this chapter, the spinning particle will be studied by using the two methods
discussed in chapter one. Here we consider a free relativistic spinning particle or






















Here and in all expressions below, diagonal g=(1, -1, -1, -1). There are altogether
five fields in the Lagrangian (3.2); some of them are multicomponent ones. The
fields xµ and e are even elements of a Grassmann algebra (Grassmann algebra is
defined in Appendix A), whereas ψµ, ψs and χ are odd ones [1, 2]. This abundance
of fields is typical for supergravity. In this one-dimensional system the fields xµ
are the 4-components Lorentz vector (the position variables x1, x2, x3 and x4), e
is a bosonic field, ψµ and χ are fermionic fields, and ψs is another fermionic field
describing spin for a massive particle [2].
21






In the following section, this system will be investigated as illustrated in chapters
one and two [9]. A comparison between the results of both methods will be held.
3.1 Investigation of the system

































ψs ≡ −Hs. (3.8)
According to Güler’s approach, and since the rank of the Hessian matrix is one, one
may solve Eqs. (3.4) for ẋµ as:
ẋµ = ePµ +
i
2
χψµ ≡ ωµ. (3.9)
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The usual Hamiltonian Ho is defined as:




µPµ − ėHe − ψ̇µHµ − χ̇Hχ − ψ̇sHs. (3.10)





P 2 −m2) + i
2
χ(ψP −mψs). (3.11)
For the calculation of this expression, Eq. (A.5), in Appendix A, has been assumed.
The corresponding set of HJPDE, according to Eqs. (1.13) and (1.14), is:




P 2 −m2) + i
2
χ(ψP −mψs) = 0, (3.12)
H ′e = Pe + He = Pe = 0, (3.13)
H ′µ = Πµ + Hµ = Πµ − i
2
ψµ = 0, (3.14)
H ′χ = Pχ + Hχ = Pχ = 0, (3.15)
H ′s = Ps + Hs = Ps +
i
2
ψs = 0. (3.16)
The above equations are the constraints restricting the system. According to Grass-
mann algebra (Appendices A, B), the total differential equations for the character-
istics (1.19) and (1.20) can be written in a compact form as:



















































































































Substituting Eqs. (3.12-3.16) in Eqs. (3.18-3.23), we obtain the total differential

















χP µdτ − i
2
dψµ, (3.27)










The integrability conditions (1.23) imply that the variations of the constraints
H ′e, H
′µ, H ′χ and H
′
s should be identically zero, that is:
dH ′e = dPe ≡ 0, (3.30)
dH ′µ = dΠµ − i
2
dψµ ≡ 0, (3.31)
dH ′χ = dPχ ≡ 0, (3.32)
dH ′s = dPs +
i
2
dψs ≡ 0. (3.33)
Substituting Eqs. (3.26), (3.27), (3.28), and (3.29) in Eqs. (3.30), (3.31), (3.32) and
(3.33) respectively, the integrability conditions take the forms:










χP µdτ − idψµ ≡ 0, (3.35)






dτ ≡ 0, (3.36)
dH ′s = −
i
2
mχdτ + idψs ≡ 0. (3.37)
Equation (3.34) and (3.36), respectively, lead to a set of new constraints:
H ′′e = P
2 −m2 = 0, (3.38)
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H ′′χ = ψP −mψs = 0, (3.39)









The evaluation of Eqs. (1.18) assures that all the fields are arbitraries with the
exception of xµ. Therefore, taking
χ = 0 (3.42)
as a special case, Eq. (3.24) becomes:
dxµ = eP µdτ. (3.43)
As a result of e being arbitrary, say time-independent, the multiplication eP µ in the
above equation is independent of time totally, since P µ is also time-independent ac-
cording to Eq. (3.25). Therefore, we are left with the following equations of motion:
ẍµ = 0, (3.44)
ė = 0, (3.45)
ψ̇µ = 0, (3.46)
ψ̇s = 0. (3.47)
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The above equations of motion describe the trajectory of the spinning particle.



































which is found as same as the original action (3.1).
To check the above results, we will discuss the problem by using Dirac’s method
[1, 2].
The constraints (3.13),(3.14),(3.15) and (3.16), which are called here primary
constraints, lead to the total Hamiltonian:
HT = Ho + λeH
′
e + λµH








P 2 −m2) + i
2








Applying the consistency conditions (1.29) and making use of the definitions (B.4-
B.7) in Appendix B, the time derivative of the primary constraints should be:




P 2 −m2) ≈ 0, (3.52)




χP µ + λµ
)
≈ 0, (3.53)
Ḣ ′χ = {H ′χ, HT} = −
i
2
(ψP −mψs) ≈ 0, (3.54)
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For the calculation of these expressions, the canonical Bose-Fermi brackets (Ap-
pendix B) among the fields xµ, e, ψµ, ψs, χ and their momenta, have been taken
into account. They are:
{xµ, Pν} = δµν , (3.56)
{e, Pe} = 1, (3.57)
{ψµ, Πν} = −δµν , (3.58)
{χ, Pχ} = −1, (3.59)
{ψs, Ps} = −1. (3.60)
Equations (3.52) and (3.54) yield the secondary constraints
H ′′e = P
2 −m2 ≈ 0, (3.61)
H ′′χ = ψP −mψs ≈ 0 (3.62)








There are no tertiary constraints since
Ḣ ′′e = {H ′′e , HT} = 0, (3.65)





P 2 −m2) ≈ 0. (3.66)
Taking suitable linear combinations of constraints, one can find the maximal
number of the first-class ones. These are:
Φ1 = H
′
e = Pe, (3.67)
Φ2 = H
′

































The total Hamiltonian (3.51) is vanishing weakly. It can completely be written







χH ′′χ + λeH
′
e + H
′µλµ + H ′χλχ + H
′
sλs








It seems that only the multipliers λe and λχ, going with the first-class primary con-
straints Φ1 and Φ2, are arbitrary.
The equations of motion (1.27) and (1.28) read as
ẋµ = {xµ, HT} = eP µ + i
2
χψµ, (3.74)
ė = {e,HT} = λe, (3.75)
ψ̇µ = {ψµ, HT} = 1
2
χPµ, (3.76)
χ̇ = {χ,HT} = −λχ, (3.77)
ψ̇s = {ψs, HT} = 1
2
mχ, (3.78)
Ṗµ = {Pµ, HT} = 0, (3.79)
Ṗe = {Pe, HT} = −1
2
(
P 2 −m2), (3.80)
Π̇µ = {Πµ, HT} = i
2
χP µ, (3.81)






Ṗs = {Ps, HT} = − i
2
mχ. (3.83)
We will content ourselves with a partial gauge fixing by introducing gauge con-
straints for the first-class primary constraints only, just to fix the multipliers λe and
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λχ in Eq. (3.73). Since Pe and Pχ are vanishing weakly, a gauge choice (1.31) near
at hand would be [2]:
φ′1 = e = 0, (3.84)
φ′2 = χ = 0. (3.85)
But this forbids dynamics at all, since the requirement ė = 0 = χ̇ implies λe = 0 = λχ
and the last two terms in Eq. (3.73) become zero by the gauge constraints. The
fixation of λe and λχ can already be achieved by choosing the constraints (1.31) as:
φ1 = e− 1
m
≈ 0, (3.86)
φ2 = χ ≈ 0. (3.87)
Substituting Eqs. (3.86) and (3.87) in Eqs. (3.74), (3.76) and (3.78), one gets:




ψ̇µ = 0, (3.89)
ψ̇s = 0. (3.90)




Ṗµ = 0, (3.91)
ψ̇µ = 0, (3.92)
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ψ̇s = 0, (3.93)
with the constraints
P 2 −m2 ≈ 0, (3.94)
ψP −mψs ≈ 0. (3.95)
We conclude that Güler’s approach is always in exact agreement with Dirac’s
approach. The equations of motion (3.44, 3.46, 3.47) obtained by using Güler’s
method are found as same as those (3.91, 3.92, 3.93) obtained by using Dirac’s.
Eqs. (3.25-3.29) are also equivalent to Eqs. (3.79-3.83) respectively. It is obvious
that Güler’s method does not need to fix any gauge, which is an essential procedure





Lagrangian theories with higher-order derivatives occur in many different areas of
physics, such as general relativity, string theories, Dirac’s model of radiating elec-
tron and the free energy density for ferroelectric liquid crystals.
The study of singular higher-order Lagrangian systems was developed by using
Güler’s method (the Hamilton-Jacobi approach) [6, 17, 18]. Our aim in this chapter
is to investigate the singular second-order Lagrangian systems by using both Güler’s
and Dirac’s methods, and then applying them to solve the relativistic classical spin-
ning particle system.
4.1 Hamilton-Jacobi Formulation of Second-Order
Singular Lagrangians




i ; τ), where q
(r)
i ≡ drqi/dτ r, is called








, i, j = 1, · · · , n (4.1)
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is n, otherwise it is called singular.
The Hamiltonian formulation of singular systems may be investigated by two
approaches: Güler’s and Dirac’s. In these formulations, the canonical momenta can

























When the rank of the Hessian matrix is n − p, the momenta variables are not












, a = 1, · · · , n−p, α = n−p+1, · · · , n. (4.4)







, u, s = 0, 1; s ≥ u. (4.5)





o (for any value of s ) and H(s)o = Ho (for any value of s ).
In Ref. [20], the Hamilton-Jacobi formulation has been developed to investigate
the second-order singular Lagrangian systems by using Güler’s method. According
to this method, the set of Hamilton-Jacobi partial differential equations (HJPDE)
of the second-order Lagrangian can be written as:
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Here Ho is the Hamiltonian corresponding to parameter τ and takes the form:
Ho = P(0)aq
(1)



















, β = n− p + 1, · · · , n. (4.8)
The Hamiltonian Ho does not depend explicitly on q
(2)







































































where γ = 0, n− p + 1, · · · , n and a = 1, · · · , n− p. The set of Eqs. (4.10-4.13)
is integrable iff the variations of H ′(u)α vanish identically [17], that is:
dH ′(u)α = 0. (4.15)
According to Dirac’s formulation the total Hamiltonian is [1]:
HT = Ho + λ(u)αH
′
(u)α, u = 0, 1, α = n− p + 1, · · · , n, (4.16)































In the following section we will investigate the system of the relativistic classical
spinning particle by using Güler’s method and Dirac’s method as illustrated in Sect.
4.1, and a comparison between the results of both methods will be held.
4.2 The Relativistic Classical Spinning Particle















, µ = 1, 2, 3, 4, (4.21)
where the constant ω has units of frequency. Here the space-time coordinates are:
x1 = x, x2 = y, x3 = z, x4 = ct (4.22)
with
xi = x
i, i = 1, 2, 3 and x4 = −x4. (4.23)
The dot, in Eq. (4.21), indicates differentiation with respect to the proper time τ
defined by:
c2(dτ)2 = −dxµdxµ = −(dx1)2 − (dx2)2 − (dx3)2 + (dx4)2. (4.24)
(
The proper time concept is discussed in Appendix C [15]
)
.







































































































= 0 ≡ −H(1)4. (4.32)
According to Güler’s formulation, and since the rank of the Hessian matrix is one;








P(1)1 ≡ f(2)1. (4.33)
The usual Hamiltonian (4.8) takes the form:
Ho = P(0)ax
(1)





























































The set of HJPDE is:









































H ′(0)2 = P(0)2 + H(0)2 = P(0)2 −mx(1)2 = 0, (4.37)
H ′(0)3 = P(0)3 + H(0)3 = P(0)3 −mx(1)3 = 0, (4.38)
H ′(0)4 = P(0)4 + H(0)4 = P(0)4 + mx
(1)
4 = 0, (4.39)
H ′(1)2 = P(1)2 + H(1)2 = P(1)2 = 0, (4.40)
H ′(1)3 = P(1)3 + H(1)3 = P(1)3 = 0, (4.41)
H ′(1)4 = P(1)4 + H(1)4 = P(1)4 = 0. (4.42)
The total differential equations for the characteristics (4.10), (4.11), (4.12) and







































































dP(1)2 = −mx(1)2 dτ + mdx2 = 0, (4.51)
dP(1)3 = −mx(1)3 dτ + mdx3 = 0, (4.52)
dP(1)4 = mx
(1)
4 dτ −mdx4 = 0. (4.53)
The integrability conditions (4.15) imply that the variation of the constraints
(4.37-4.42) should be identically zero:
dH ′(0)2 = dP(0)2 −mdx(1)2 ≡ 0, (4.54)
dH ′(0)3 = dP(0)3 −mdx(1)3 ≡ 0, (4.55)
dH ′(0)4 = dP(0)4 + mdx
(1)
4 ≡ 0, (4.56)
dH ′(1)2 = dP(1)2 ≡ 0, (4.57)
dH ′(1)3 = dP(1)3 ≡ 0, (4.58)
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dH ′(1)4 = dP(1)4 ≡ 0. (4.59)
Making use of Eqs. (4.49) and (4.54-4.56), one gets the following new constraints:
x
(1)
2 = c2, (4.60)
x
(1)
3 = c3, (4.61)
x
(1)
4 = c4 (4.62)




1 = c1, (4.63)
where c1 is constant. Equations (4.48) and (4.63) lead to the conjugate momentum
P(1)1 as:
P(1)1 = 0. (4.64)




Equations (4.26, 4.27, 4.28, 4.65) assure that the momenta P(0)µ have the same forms
as the usual particle momenta Pµ in other spinning-particle theories. This is to be
expected, since P(0)µ are the momenta conjugated to the usual coordinates xµ.
Since dp(1)2, dp(1)3 and dp(1)4 are zeros (Eqs. (4.51-4.53)); Eqs. (4.57, 4.58, 4.59)
are identically satisfied. Hence the system is integrable and thus the simultaneous
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solutions of Eqs. (4.51, 4.52, 4.53), respectively, are:
P(1)2 = B2, (4.66)
P(1)3 = B3, (4.67)
P(1)4 = B4, (4.68)
where B2, B3 and B4 are constants.
The action integral (4.14) for this system will be:
dS =
(








dτ −H(0)2dx2 −H(0)3dx3 −H(0)4dx4
−H(1)2dx(1)2 −H(1)3dx(1)3 −H(1)4dx(1)4 . (4.69)

























3 − x(1)4 x(1)4
)}
dτ. (4.70)










which is found as same as the original action (4.20).
To hold a comparison between the two methods, we will study the problem by
using Dirac’s approach.
The constraints (4.37-4.42), which are called primary constraints in Dirac’s, lead
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to the total Hamiltonian:






































































+λ(1)2P(1)2 + λ(1)3P(1)3 + λ(1)4P(1)4. (4.73)



























where s = 0, 1 and α, β = 2, 3, 4. The evaluation of Eqs. (4.74) and (4.75) leads
to the following conditions:
H
′(1)
(0)2 = −mλ(1)2 ≈ 0, (4.76)
H
′(1)




(0)4 = −mλ(1)4 ≈ 0, (4.78)
H
′(1)
(1)2 = −mx(1)2 + mλ(0)2 ≈ 0, (4.79)
H
′(1)
(1)3 = −mx(1)3 + mλ(0)3 ≈ 0, (4.80)
H
′(1)
(1)4 = −mx(1)4 + mλ(0)4 ≈ 0. (4.81)
Equations (4.76-4.78) fix the values of λ(1)α, such that
λ(1)2 = λ(1)3 = λ(1)4 = 0, (4.82)
whereas Eqs. (4.79-4.81) lead to the secondary constraints:
H ′2 = −mx(1)2 + mλ(0)2 ≈ 0, (4.83)
H ′3 = −mx(1)3 + mλ(0)3 ≈ 0, (4.84)
H ′4 = −mx(1)4 + mλ(0)4 ≈ 0. (4.85)




































































, s = 0, 1, µ = 1, 2, 3, 4. (4.88)
Making use of Eqs. (4.86) and (4.87), we obtain:
x(1)µ = x
(1)




























2 = λ(0)2, (4.94)
x
(1)













2 = 0, (4.98)
x
(2)
3 = 0, (4.99)
x
(2)
4 = 0. (4.100)









1 − P(0)1, (4.102)
P
(1)
(1)2 = −mx(1)2 + mλ(0)2 = 0, (4.103)
P
(1)





4 −mλ(0)4 = 0. (4.105)
It is obvious that Eqs. (4.97), (4.98), (4.99), (4.100), (4.101), (4.102), (4.103),
(4.104) and (4.105) are, respectively, equivalent to Eqs. (4.48), (4.60), (4.61), (4.62),




The highlights of this study are concluded in Sec. 5.1. The link between Dirac’s
method and Güler’s method (of first-order) is also described in Sec. 5.2.
5.1 General Conclusion
Güler’s method and Dirac’s method, represent the Hamiltonian treatment of the
constrained systems. Güler’s method is a recent formulation for studying singular
systems. This method leads us to a set of HJPDEs in many independent variables.
Although we start with a system of n degrees of freedom, some of the generalized
coordinates are treated as independent variables, that is, the degrees of freedom is
reduced to n− p due to the singular nature of the Lagrangian. In other words, the
physical degree of freedom is determined by the rank of the Hessian matrix.
As was mentioned in the introduction, the study of singular systems, was ini-
tiated by Dirac. Thus, it may be instructive to compare Güler’s approach with
that of Dirac. Dirac’s approach hinges on introducing primary constraints, then
constructing the total Hamiltonian by adding the primary constraints, multiplied
by Lagrange multipliers, to the usual Hamiltonian. The consistency conditions are
checked on the primary constraints. All other constraints are obtained from these
conditions. These constraints are classified into two types: First-class constraints
and second-class constraints. The distinction between these two types is quite im-
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portant in Dirac’s method. The equations of motion, obtained by using Poisson
brackets, are in ordinary differential equations forms. The gauge fixing conditions,
which are not an easy task in this approach, are necessary [8] in order to determine
the unknown Lagrange multipliers.
Güler’s method is an alternative formulation for studying singular systems. A
physically important result, in this method, is that we first exhibit the fact that a
singular system can be treated as a system with many independent variables [5].
In other words, the equations of motion are not ordinary differential equations but
total differential ones in many variables. Mathematically speaking, it is not possible
to solve equations of a singular system unless they satisfy integrability conditions
[5]. If these conditions are not identically satisfied, it will be considered as new
constraints. This process will continue until we obtain a complete system. The
gauge fixing conditions are not necessary in Güler’s formulation since one does not
need to introduce Lagrange multipliers [8]. This makes Güler’s method simpler than
Dirac’s.
The previous two methods have been applied in chapters two and three to in-
vestigate two different systems; the relativistic spinless particle and the spinning
particle or super-gravity in one dimension. The final results, for every system, are
found the same.
A formal generalization of Hamilton-Jacobi formalism for singular systems with
second-order Lagrangians has been held. Such systems are studied in chapter four
by using both formulations, Güler’s and Dirac’s. As in the first-order case, the
equations of motion of singular second-order Lagrangian systems are ordinary dif-
ferential equations in Dirac’s method, whereas they are total differential equations
in many variables in Güler’s. The integrability conditions of the equations of motion
for the first-order case can be generalized to the second-order one. A system with
velocities and acceleration dependent Lagrangian has been considered in Sec. 4.2,
the equations of motion obtained by using both methods are equivalent.
The Hamilton-Jacobi formalism is still demanded to be applied to various phys-
ical systems which have been developed by Dirac’s Hamiltonian formalism.
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5.2 The Linkage between the Two Approaches































































Equations (5.1) and (5.2) are equivalent to Eqs. (1.27) and (1.28) suggested by
Dirac. The multipliers λµ correspond to q̇µ. Therefore, the two methods are always
in exact agreement.
However, it turns out that Güler’s method is simpler and more economical in
the sense that there is no need to distinguish between first-class and second-class







In this appendix, Grassmann algebra is defined, and the concept of differentiation
in such algebra is introduced [2]. The following definitions and formulas are written
down for a finite number of degrees of freedom. They may be extended to a field
theory without any problem.
An abstract finite dimensional Grassmann algebra GN has N generators ψα(α =
1, · · · , N) which satisfy the relation:
ψαψβ + ψβψα = 0, β = 1, · · · , N. (A.1)
Every element Ω of GN is of the form:
Ω(ψ) = ωo + ωαψα + ωαβψαψβ + · · ·ω1···Nψ1ψ2 · · ·ψN . (A.2)
It is a sum of 2N terms with coefficients ωα1···αN . The full space GN separates nat-
urally into two subspaces:
GN = G
(0)
N ⊕G(1)N . (A.3)
Subspace G
(0)
N consists of all even elements of GN (those for which the sum (A.2)
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only contains products of an even number of generators ψα). G
(1)
N is correspondingly
the subspace with an odd number of generators in each product. Every element of
GN has a projection in both subspaces and may be written:
Ω(ψ) = Ω(0)(ψ) + Ω(1)(ψ). (A.4)
It will turn out to be useful to assign a number nΩ to the even and odd elements:
nΩ = 0 (1) if Ω is even (odd). Then
Ω1Ω2 = (−1)n1n2Ω2Ω1, (ni ≡ nΩi). (A.5)
Elements of G
(0)
N will also be called bosonic; those of G
(1)
N fermionic.
It is possible to define the derivative for the multinomials (A.2). Because of
the anticommutativity (A.1) of the ψα, two different types of derivatives have to be









As indicated by the manner of writing, it does not matter whether δxi is on the
















Only for elements of G
(1)










Every element of GN is multinomial in ψα. Therefore it is sufficient to specify the




ψα1 · · ·ψαi
)
= δαα1ψα2 · · ·ψαi − δαα2ψα1ψα3 · · ·ψαi + δαα3ψα1ψα2ψα4 · · ·ψαi
+ · · · (−1)i−1δααiψα1 · · ·ψαi−1 . (A.10)
As for ordinary derivatives, a product rule could be held. However, once again, there
is a difference whether one of the factors is from G
(0)


















This rule is a consequence of Eq. (A.5) and the fact that the derivative of an even




Poisson brackets, in Grassmann algebra, can be defined similarly as in ordinary
mechanics. They are called Bose-Fermi brackets (BFB) [2]. The phase space is
spanned by qi, P
i, ψα, Π
α. The elements qi, P
i may be considered as even ones of
Grassmann algebra based on the generators ψα, Π
α. A bosonic (fermionic) element
of this Grassmann algebra
(
B (F ) respectively
)
is subject to the following BFB:








































































However, the following rules hold for the BFB:
{A, B} = −(−1)nAnB{B,A}, (B.4)
{A,B + C} = {A,B}+ {A,C}, (B.5)
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{A,BC} = (−1)nAnBB{A,C}+ {A,B}C, (B.6)
{AB, C} = (−1)nBnC{A,C}B + A{B, C}. (B.7)
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Appendix C
Light Cone and Proper Time
A fruitful concept in special relativity is the idea of the light cone [15]. Consider
Fig. 1, in which the time axis (actually ct, where c is the velocity of light) is vertical
and the space axes are perpendicular to it. For simplicity only one space dimension
is shown. At t = 0 a physical system, say a particle, is at the origin. The space-time
domain can be divided into three regions by a cone, called the light cone, whose
surface is specified by:
x2 + y2 + z2 = c2t2. (C.1)
Light signals emitted at t = 0 from the origin would travel out the 45o lines in the
figure. But any material system has a velocity less than c. Consequently as time
elapses it would trace out a path, called its world line, inside the upper half-cone, for
example, the curve OB. Since the path of the system lies inside the upper half-cone
for times t > 0, that region is called the future. Similarly the lower half-cone is
called the past. The shaded region outside the cone is called “elsewhere”.
The division of space-time into the past-future region (inside the light cone) and
elsewhere (outside the light cone) can be emphasized by considering the invariant
separation or interval s12 between two events P1(t1, x1) and P2(t2, x2) in the space-
time. The square of the invariant interval is:
(s12)
2 = c2(t1 − t2)2 − |x1 − x2|2. (C.2)
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Fig.1 World line of a system and the light cone. The unshaded interior of the cone
represents the past and the future, while the shaded region outside the cone is called
“elsewhere”.
Another useful concept is proper time. Consider a system, say a particle, moving
with an instantaneous velocity v(t) relative to some inertial system K. In a time
interval dt, its position changes by:
dx = vdt. (C.3)
From Eq. (C.2) the square of the corresponding infinitesimal invariant interval ds is:
(ds)2 = c2(dt)2 − |dx|2 = c2(dt)2(1− β2), (C.4)
where β = v/c. In the coordinate system K ′ where the system is instantaneously at
rest, the space-time increment are:
dt′ ≡ dτ, dx′ = 0. (C.5)
Thus the invariant interval is:
ds = cdτ. (C.6)
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The increment of time dτ in the instantaneous rest frame of the system is given by
substituting Eq. (C.6) in Eq. (C.4):
dτ = dt
√






1− β2 . (C.8)
The time τ is called the proper time of the particle or system. It is the time as seen
in the rest frame of the system. From Eq. (C.7) it follows that a certain proper
time interval τ2 − τ1 will be seen in the frame K as a time interval








Equation (C.9) or (C.7) expresses the phenomenon known as time dilatation [15].
A moving clock runs more slowly than a stationary clock. For equal time intervals
in the clock’s rest frame, the time intervals observed in the frame K are greater by
a factor γ > 1.
58
Bibliography
[1] D. M. Gitman and I. V. Tyutin, Quantization of Fields with Constraints,
Spring-Verlag, Berlin, 1990.
[2] K. Sundermeyer, Lecture Notes in Physics, Spring-Verlag, Berlin, 1982.
[3] K. E. Nawafleh, Constrained Hamiltonian Systems, M. Sc. Thesis, Uneversity
of Jordan, Amman, 1998.
[4] P. A. M. Dirac, Lectures on Quantum Mechanics, Yashiva University, New York,
1964.
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