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Slender elastic objects such as a column tend to buckle under loads. While static buckling is
well understood as a bifurcation problem, the evolution of shapes during dynamic buckling is much
harder to study. Elastic rings under normal pressure have emerged as a theoretical and experimental
paradigm for the study of dynamic buckling with controlled loads. Experimentally, an elastic ring
is placed within a soap film. When the film outside the ring is removed, surface tension pulls the
ring inward, mimicking an external pressurization. Here we present a theoretical analysis of this
process by performing a post-bifurcation analysis of an elastic ring under pressure. This analysis
allows us to understand how inertia, material parameters, and loading affect the observed shape.
In particular, we combine direct numerical solutions with a post-bifurcation asymptotic analysis to
show that inertia drives the system towards higher modes that cannot be selected in static buckling.
I. INTRODUCTION
Buckling is a ubiquitous instability in elastic materials [1]. The static buckling problem consists of determining the
value of the load at which an instability takes place and the shape observed close to the instability. It can be recast
as a classic bifurcation problem for which there exists an extensive literature [2–4]. The classic example of this is the
Euler buckling of a column, which can be readily observed by attempting to compress a thin piece of paper along
its axis [4]: different buckling modes (eigenfunctions) exist, each with a different buckling load (the eigenvalue). In
most situations it is the eigenfunction with the smallest eigenvalue that is observed experimentally; indeed, the higher
modes are usually dynamically unstable, rapidly transitioning to the lowest mode [5].
Many other elastic structures exhibit a similar phenomenology: For instance, the static buckling of an elastic
ring under external pressure is a physical problem that has received much attention [6–14]. These seminal works
provide an in-depth analysis of the stability of the ring, showing that the lowest mode is the ‘figure-of-eight’ shape,
determining higher modes and also offering different analytical and numerical methods through which to find the
equilibrium shapes after bifurcation. These post-bifurcation equilibria are relevant to biological problems such as
fluid flow through blood vessels [15].
In contrast to the many studies on the static stability of elastic rings, the problem of dynamic buckling has received
much less attention. In dynamic buckling, the problem is to understand both the onset of instability under possibly
dynamic loading and the evolution of the object’s shape after the onset of instability. These problems are considerably
harder as they involve both space and time [16, 17] and simple energy arguments cannot be used to obtain the post-
buckling dynamics. For instance, twisted elastic rings going through a Michell instability [18] fold into a ‘figure-of-eight’
shape without ever following equilibrium solutions. Dynamic loading can also be used to excite higher unstable modes
that cannot be reached through static methods [19–21]. As such, dynamic buckling is a much richer phenomenon that
offers many possibilities for new behaviours and, potentially, for the development of new active devices.
In this paper we study the dynamic evolution of an elastic ring subject to a sudden jump in external pressure.
When an elastic ring is subject to a slowly increasing external pressure, it buckles into its first unstable mode, a
flattened, ellipse-like shape referred to as mode-2. Higher modes with more lobes can be excited in dynamic loading
and the problem here is to understand how these modes are selected and how they evolve after the onset of the
instability. In particular, we shall show that the presence of inertia implies that higher modes are selected, and we
identify the mode number as a function of the driving pressure. Experimentally, these modes can be obtained by
following the dynamics of an elastic ring embedded in a soap film, as presented in a companion paper [22]. Initially,
the elastic ring is maintained in equilibrium by the balance of surface tension between an internal and external soap
film. Once the external soap film is removed (by puncturing it at a point and allowing it to retract), the force from
the internal soap film is suddenly unbalanced and pulls the ring inwards. This is equivalent to an external pressure
applied instantaneously to the ring, which is illustrated schematically in Fig. 1. The experiments described in ref. [22]
demonstrate that a circular elastic ring buckling under surface tension in this way can exhibit a range of modes with
higher modes selected dynamically as the importance of surface tension increases.
To develop some intuition for the problem of mode selection in dynamic buckling, we begin by considering the
one-dimensional toy problem of an elastic beam (rather than a circular ring) of thickness, h, under an in-plane
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Figure 1. Schematic of an elastic ring subject to an external pressure p (indicated by the arrows). The experiments described
in a companion paper [22] achieve this via an unbalanced soap film filling the shaded area within the elastic ring. The shape
of the ring is described by its centreline with arclength s measured with respect to a point 0. At each point s, the normal and
tangent vectors n and t are defined together with the angle θ between the horizontal x-axis and the tangent vector.
compressive force F per unit width. In linear beam theory the governing equation for the vertical deflection w(x, t)
of a pinned-pinned beam of length L is [23]:
ρh
∂2w
∂t2
+B
∂4w
∂x4
+ F ∂
2w
∂x2
= 0, (1)
w(−L/2) = w′′(−L/2) = w(L/2) = w′′(L/2) = 0, (2)
where ρ is the density and B is the bending stiffness of the beam. This equation exhibits growing buckled solutions
of the form w(x, t) = Kexp(σt) sin(2npix/L) if
ρhσ2 =
4n2pi2
L2
(
F −B 4n
2pi2
L2
)
. (3)
By examining the maximum value of the growth rate, σ, as a function of n in (3), we see that the nth mode is the fastest
growing mode (and hence expected to be selected) if the compressive force is suddenly raised to Fn = 8Bn2pi2/L2.
Alternatively, if a particular force F is imposed then we might expect that the observed mode would be
n ≈ 1
23/2pi
(FL2
B
)1/2
, (4)
since it will be close to the fastest growing mode. This selection of a mode other than the lowest Euler mode (which
corresponds to n = 1) is made possible by the presence of the inertia term.
Although the above calculation gives us an intuitive feel for the problem of dynamic buckling, it is expected to
be only quantitatively accurate for an elastic beam subject to a controlled compressive force F . Achieving such a
condition experimentally is difficult and is perhaps closest to being achieved by an impactor with a known weight [21],
though then the imposed force becomes dependent on the imposed boundary conditions. The case of an elastic ring
embedded in a soap film comes closer to a truly controlled force, but the question then becomes how the calculation
that leads to (4) is modified by the ring’s curvature κ = 1/a, with a the ring radius. In a related study [22],
quantitative agreement with experiment was found by replacing the force F in (4) with the compressive force induced
by the pressure difference p combined with the ring curvature 1/a (Laplace’s law), which gives F = pa. In this paper
we go beyond this simple physical argument to account for the effects of curvature completely, both in terms of the
onset of instability and also in the post-buckling of the ring.
3II. THEORETICAL FORMULATION
A. Model problem
We consider a circular elastic ring of radius a subject to an externally applied pressure p. We model the elastic ring
as an inextensible rod of length L = 2pia, parametrized by its arclength s ∈ [0, L]. The ring is composed of a material
of density ρ, Young’s modulus E, and its circular cross section has cross sectional area A× and second moment of
area I = A2×/(4pi); which gives a bending stiffness B = EI = EA2×/(4pi).
The position of a material point on the ring centreline at a time t is denoted by the vector r(s, t) = xex+yey+zez ∈
R3 (Fig. 1). Previous work has shown that the static equilibrium of a ring with an internal soap film may take a saddle
shape [11, 13]. However, in our problem the ring remains in the plane planar and we restrict our attention to planar
deformations. With the assumption of planarity, we denote by t, n and k the unit tangent, normal, and binormal
vectors attached to the curve describing the centreline. They satisfy the property ∂sr(s, t) = t and ∂st = κn, where
|κ| is the curvature.
The motion of the elastic ring is governed by Kirchhoff’s equations [24, 25]. Let pn be the external body force per
unit length due to the applied pressure and denote by F , M the resultant force and moment, respectively, acting on
the centreline. The balances of linear and angular momenta then lead to [2, 26]:
∂F
∂s
+ pn = ρA×
∂2r
∂t2
, (5)
∂M
∂s
+ t× F = 0, (6)
where, in the last equation, we have ignored the rotary inertia terms [26, p. 115].
The governing equations are closed by the constitutive relation M = Bκ(s, t)k and the constraint that the ring
is unshearable and inextensible. We note that, alternatively, an energy formulation can be used to establish the
governing equations; for example, the static buckling of twisted elastic rings within a soap film is studied in [12, 14].
We denote by θ the angle between the x-axis and the tangent t, so that t = (cos θ, sin θ). We rescale all lengths by the
radius of the initial unstressed ring a, pressure by p∗ = B/a3, and time by the inertial time scale t∗ = a2 (ρA×/B)
1/2.
In the new dimensionless variables, the governing equations projected on ex and ey, are
∂x
∂s
= cos θ, (7)
∂y
∂s
= sin θ, (8)
∂2θ
∂s2
= Fx sin θ − Fy cos θ, (9)
∂Fx
∂s
− P sin θ = ∂
2x
∂t2
, (10)
∂Fy
∂s
+ P cos θ =
∂2y
∂t2
. (11)
This non-dimensionalization introduces the dimensionless parameter
P =
pa3
B
, (12)
which is the control parameter in the problem. It measures the importance of the work done by the external pressure
compared to the bending energy of the ring, as described by Chen & Fried [13]. We have the boundary conditions
θ(2pi, t) = θ(0, t) + 2pi, ∂sθ(2pi, t) = ∂sθ(0, t), x(2pi, t) = x(0, t), (13)
y(2pi, t) = y(0, t), Fx(2pi, t) = Fx(0, t), Fy(2pi, t) = Fy(0, t), (14)
and initially the ring is stationary. The initial shape of the ring is close to that of a circle of radius 1, though a small
amount of noise is added to initiate instability in our numerical simulations.
B. Numerical analysis
Before looking for asymptotic solutions, we present numerical solutions for the evolution of this elastic ring under
imposed pressure. We solve (7–11) numerically using a finite difference scheme in which we discretize the system in
40
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Figure 2. Dynamic evolution of an elastic ring subject to a constant, externally-applied, pressure for t > 0. Results are shown
for different values of the dimensionless pressure, P , defined in (12). For each pressure, ring profiles are shown at different
times (with the time coded by its color). Note that as the pressure increases (i) the observed mode number (the number of
lobes) increases and (ii) the instability progresses more quickly (for the highest pressure, the instability has progressed further,
despite profiles being shown for earlier times). These profiles are obtained by numerically solving the governing equations
(7–11) starting with a circular initial condition and zero initial velocity. These simulations use N = 256 grid points, a time
step ∆t = 10−3, and a random perturbation to the initial circular state with ε = 5× 10−3.
space and time. This discretization produces a series of non-linear equations, which are solved by using Newton’s
method at each time step (see Appendix A for details). The initial velocity is zero, and the initial shape of the ring is
circular with a uniformly distributed random number Ri ∈ [−ε, ε], with ε 1, added to the local radius of curvature
at each point; in particular, the discretized initial state at arclength si = (i− 1)∆s is
θ(si, 0) = si, x(si, 0) = (1 +Ri) sin(si), y(si, 0) = −(1 +Ri) cos(si). (15)
Snapshots of the evolution of the ring profile for different values of the imposed pressure, P , are shown in Fig. 2.
These show two trends: First, the selected mode number of the instability (defined as the number of lobes) increases
with the imposed pressure P . Second, the instability develops notably faster for larger values of P . These initial
observations will motivate our asymptotic analyses of the problem.
III. ANALYSIS
To facilitate the subsequent analysis, we first express the governing equations in the moving frame of the ring
(t,n,k), which is a right-handed orthonormal frame attached to the centreline of the ring at arclength position s. We
start by eliminating the force F from equation (5) to obtain a single equation for the vector position r together with the
inextensibility constraint. The (dimensionless) bending moment is given by the constitutive equation M = κ(s, t)k.
Here, and henceforth, we use a prime to denote derivatives with respect to the arclength s and an overdot for
derivatives with respect to time t. Since κk = r′ × r′′, the resultant moment can be written
M = r′ × r′′. (16)
Substituting (16) into the dimensionless version of (6) then gives
r′ × (r′′′ + F ) = 0, (17)
5which immediately implies that
r′′′ + F = λr′ + βk, (18)
for some unknown functions λ(s, t) and β(s, t). However, since we restrict attention to planar deformations, we have
β = 0 and
F = −r′′′ + λr′. (19)
We note that, if redimensionalized, the term involving λ in (19) would have the units of force and contributes to the
tangential component of the internal force [27]. Using the expression for the force (19) in (5) gives
r¨ = −r(4) + (λr′)′ + Pn, r′2 = 1, (20)
where the last equation is the local inextensibility constraint. The two equations (20) form a system for the two
unknowns r(s, t) and λ(s, t).
Since we are interested in the evolution of the ring away from its initially circular configuration, we take advantage
of the circular geometry to consider displacements from this shape with respect to the polar vectors associated with
the circle. The curvature of the ring in its initial configuration, together with the tangential and normal vectors, are:
κ0 = 1, (21)
t0 = cos(s)ex + sin(s)ey, (22)
n0 = − sin(s)ex + cos(s)ey. (23)
Note that t′0 = n0, n′0 = −t0 and the undeformed ring is parametrized by r0 = −n0.
We denote the displacements in the normal and tangential directions from the initial shape by u(s, t) and v(s, t),
respectively. The ring shape may then be written as
r = r0 + un0 + vt0. (24)
We introduce the angle φ(s, t) between the tangent of the deformed state and the tangent of the undeformed state by
t = cos(φ) t0 + sin(φ)n0. Taking the derivative of (24) gives
r′ = t = cos(φ) t0 + sin(φ)n0 = [1− u+ v′] t0 + [u′ + v]n0. (25)
Hence, we have:
cos(φ) = 1− u+ v′, sin(φ) = u′ + v. (26)
To relate the curvature to the angle φ we use t′ = κn, where n = − sin(φ)t0 + cos(φ)n0 so that
κ = 1 + φ′. (27)
We see that the curvature has two components: a contribution, κ0 = 1, coming from the fact that the ring is initially
curved, and a contribution from the deformation of the ring relative to its initial circular shape. Now taking the
derivative of (20) with respect to arclength gives
t¨ = −t(4) + (λt)′′ − Pκt. (28)
In the absence of pressure, namely P = 0, we recover the equation obtained in [28] for a closed loop elastica. We
can resolve equation (28) into tangential and normal components giving a complete system of five equations for the
five variables (u, v, λ, κ, φ) for the shape of an elastic ring subject to a normal pressure P .
cosφ = 1− u+ ∂v
∂s
, (29)
sinφ =
∂u
∂s
+ v, (30)
κ = 1 +
∂φ
∂s
, (31)
∂2φ
∂t2
= −
(
∂3κ
∂s3
− 6κ2 ∂κ
∂s
)
+ 2
∂λ
∂s
κ+ λ
∂κ
∂s
(32)(
∂φ
∂t
)2
=
[
κ4 − 3
(
∂κ
∂s
)2
− 4κ∂
2κ
∂s2
]
− ∂
2λ
∂s2
+ λκ2 + Pκ. (33)
We now make use of the formulation presented in eqns (29–33) to perform a linear stability analysis of the problem;
this is followed by a multiple scales analysis that allows us to examine the development of the instability beyond
infinitesimal deformations (linear stability).
6A. Linear stability analysis
We begin by noting that (29–33) admit as a solution the undeformed circle:, v0 = u0 = φ0 = 0, κ0 = 1, provided
that λ0 = −P − 1. Physically, this corresponds to the ring having an internal compressive force, λ0 = −P − 1, which,
combined with its initial curvature, balances the external pressure (via Laplace’s law). Our interest lies in determining
the stability of this equilibrium state. Letting u = u0 + u1, v = v0 + v1, φ = φ0 + φ1, κ = κ0 + κ1, λ = λ0 + λ1,
with  1 arbitrary, we expand (29–33) to first order in  to obtain:
∂v1
∂s
= u1, (34)
φ1 = v1 +
∂u1
∂s
, (35)
κ1 =
∂φ1
∂s
, (36)
∂2φ1
∂t2
= (5− P )∂κ1
∂s
+ 2
∂λ1
∂s
− ∂
3κ1
∂s3
, (37)
0 = (P − 2)κ1 + λ1 + 4∂
2κ1
∂s2
+
∂2λ1
∂s2
. (38)
Seeking solutions of the form u1 = a1 exp (σt+ inθ), v1 = b1 exp (σt+ inθ), κ1 = c1 exp (σt+ inθ) , φ1 =
d1 exp (σt+ inθ), λ1 = e1 exp (σt+ inθ), we obtain a homogeneous linear system that has a non-trivial solution
if, and only if, the associated determinant vanishes. This happens when
σ2 =
n2(n2 − 1)
n2 + 1
[
P − (n2 − 1)] . (39)
This dispersion relation may be recovered from that obtained previously by Wah [16] if one neglects rotational inertia
in their formulation (corresponding to the limit in which their parameter µ ∝ a2/A× → ∞). We also note that if
P = 0 then σ2 is negative so that σ is imaginary and all the modes oscillate with a frequency given by the imaginary
part of σ, reproducing a result first obtained by Hoppe in 1871 [29].
Our main interest lies in the instability that may be observed with positive external pressure, P > 0. In this regard,
note that σ = 0 when P = pn = n2 − 1, giving another perspective on the nth static buckling load of a ring under
normal pressure [8, 30]. For a given P > 0, all modes with n ≤ (P + 1)1/2 are unstable. However, the mode that is
expected to be most relevant in the development of instability from arbitrary initial conditions is the most unstable
mode (the mode with the largest value of σ) for a given P . Since the mode number n is an integer, the calculation
of the most unstable mode number is obtained for a pressure interval as shown in Fig. 3 (see red dots). This value
agrees well with the mode number observed in numerical simulations. Note that the numerically determined mode
number is determined from the simulations at the point at which the instability is first visible in the shape. For large
n this appears to introduce an error in n of 1, perhaps because one lobe disappears before instability has become
numerically observable. An alternative, if approximate, approach is to treat n as a continuous variable and obtain the
value of n that maximizes σ in (39) using standard methods. This calculation reveals that the most unstable mode,
nc, is a solution of
P =
(n2c − 1)(2n4c + 3n2c − 1)
n4c + 2n
2
c − 1
, (40)
For P  1, we find nc ∼ (P/2)1/2, which in practice gives a very good account of the numerical results, and the more
detailed analytical calculation, as shown by the dashed line in Fig. 3. Note that this result is precisely that obtained
by letting L = 2pia and F = pa in (4): for large mode numbers (large dimensionless pressures) the most important
role of the ring’s curvature is to convert the externally applied pressure P into an in-plane compression λ within the
ring (corresponding to F in the introductory beam analysis).
B. Weakly nonlinear analysis
The predictions of the linear stability analysis hold only for early times, t 1. As the amplitude of the perturbation
to the circular state grows, various nonlinear terms compete with the exponentially growing terms found by solving
the linear system; eventually, these nonlinearities can no longer be ignored. As a simple illustration of the importance
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Figure 3. The mode number n selected for different imposed external pressures, P : large blue dots correspond to the mode
observed in numerical solutions of the full system (7–11). The mode number observed numerically agrees well with the
most unstable (integer) mode predicted from a linear stability analysis (small red dots). This analytical result is itself well
approximated by the continuous prediction (40) (solid black curve) in which n is treated as a continuous variable, while for
P  1 all approaches tend to the simple scaling nc ∼ (P/2)1/2, which is shown as the dashed line.
of nonlinear effects, note that the linear theory predicts that the area enclosed by the ring is constant to leading order:
A(t) = 12
∫ 2pi
0
(1 + u)2 ds = pi + O(2). Moreover, if one naively calculates the correction at O(2) using the linear
expansion, one finds that the area enclosed should increase with time, in clear contradiction to the numerical results
of Fig. 2 and experimental results [22]. This prediction is a result of the inconsistency of using a result determined at
O() to make predictions about a correction at O(2).
To go beyond the linear theory we perform a weakly nonlinear analysis. From (39), we see that as the external
pressure increases, the ring remains stable as long as σ2 ≤ 0 for all n ≥ 0. Therefore the ring is stable only when
P ≤ pn for all n ≥ 2 (with p2 = 3 the critical pressure above which the circular solution of the ring becomes unstable
[8]). We are interested in the dynamic evolution of a critical mode n when the imposed pressure slightly exceeds
the critical pressure pn. To find this evolution, we introduce  =
√
P − pn  1 as a small number measuring how
far the pressure is above the critical pressure for a given mode. Therefore, we introduce P = n2 − 1 + 2 in the
equations that now depend explicitly on . Next, we expand all variables to third order in . For example, we write
u = u0 + u1 + 
2u2 + 
3u3 +O(4) with analogous expansions for the other variables v, κ, φ, λ. These expansions are
substituted into (29-33) and the resulting hierarchy of linear systems can be solved.
At O(), the solution is given by:
u1 = α1 sin(ns), v1 = −α1 cos(ns)
n
, (41)
κ1 = −α1
(
n2 − 1) sin(ns), φ1 = α1 (n2 − 1) cos(ns)
n
, (42)
λ1 =
α1
(
n2 − 1) (4n2 − P + 2) sin(ns)
n2 + 1
, (43)
where we have an arbitrary amplitude α1(t), which depends on the long time scale.
8At O(2), the solution is given by:
u2 =
α21
(
n2 − 1)2
4n2
, v2 = −
α21
(
n2 − 1)2 sin(2ns)
8n3
, (44)
κ2 = −
α21
(
n2 − 1)2 cos(2ns)
4n2
, φ2 = −
α21
(
n2 − 1)2 sin(2ns)
8n3
, (45)
λ2 =
3α21
(
n4 − 1)2 cos(2ns)
4n2 (n2 + 1)
. (46)
Note that in the above expressions the O(2) radial displacement, u2, is uniform, independent of arclength s. At
second order, therefore, the ring moves uniformly inwards, as is observed in the numerical simulations (Fig. 2) and
experiments [22].
The value of the amplitude α1 as a function of time is determined by a multiple-time expansion to derive the
so-called amplitude equation. This equation is obtained as a compatibility condition for the existence of bounded
solutions (using the Fredholm alternative) for the linear systems to third order (see for instance [23, 31]). This
condition reads
d2α
dt2
= σ2α− µα3, (47)
with
α = α1, σ
2 =
n2(n2 − 1)
n2 + 1
(P − pn), µ = 3
8
(n2 − 1)4
n2 + 1
. (48)
If we neglect the non-linear term, µα3, we recover the results of the linear stability theory, as expected, since (48)
gives the same linear growth rate σ as (39). Equation (47) can be solved in terms of Jacobi elliptic functions but that
approach does not provide any particular insight; we therefore solve (47) numerically.
Since we may readily compute the amplitude α as a function of time, we are now in a position to compare directly
the numerical solutions of the full system with the post-bifurcation solution to second-order. We study several aspects
of the problem:
a. Shape We compare the shape obtained by numerically solving the governing equations with that predicted
by the multiple-scale solutions. To do this, we choose an initial magnitude of numerical noise (here α(0) = 0.01) and
then find the evolution of the amplitude by solving (47). Once this amplitude α(t) is known we use (44) to determine
the corresponding profile as shown in Fig. 4. Comparing this shape with that from the full numerical solution we see
very good agreement for P = 3.5 and P = 8.7, which correspond to the n = 2 and n = 3 modes, respectively.
b. Amplitude We compare the amplitude α(t) with that obtained from the numerical simulations. To do so, we
compute numerically the function u(s, t) and extract the amplitude of its first Fourier component:
αnum(t) =
1
pi
[(∫ 2pi
0
u(s, t) sinnsds
)2
+
(∫ 2pi
0
u(s, t) cosnsds
)2]1/2
. (49)
We see from Fig. 5 that the amplitude equation captures quantitatively the evolution of the n = 2 mode but only
qualitatively captures the evolution of the n = 3 mode.
c. Area From the post-bifurcation solution to second order, we can compute the area of the ring including a
perturbation with mode number n. We find that this area is
An(t) = pi − (n
2 − 1)pi
2
α(t)2. (50)
The change in area, ∆A(t) = A(0)−An(t) = pi −An(t) and the relative change in area is
∆A(t)
A(0)
= 1− An
pi
=
n2 − 1
2
α(t)2. (51)
The plots in Fig. 6a show that the prediction of (51) is in good agreement with the detailed numerical simulations
of the full problem for early times, while the plots in Fig. 6b show that at early times the relative change in area
grows according to ∆A/A(0) ∝ exp(2σt) with σ the growth rate of the linear instability. Finally, Fig. 6c shows that
the error in the area change occurs at higher order in α than O(α2), confirming that the weakly nonlinear analysis
presented here is correct to this order.
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Figure 4. Comparison between the numerical solution (solid curves) and the weakly non-linear solution (dotted curves) for (a)
P = 3.5, corresponding to mode 2, and (b) P = 8.7, corresponding to mode 3. Shapes are shown at instants of time that start
with t = 0.5 and increase at constant intervals of time δt; in (a) δt = 0.5 while in (b) δt = 0.25.
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Figure 5. Evolution of the amplitude α(t) determined as a function of time from full numerical simulations, using (49) (solid
curves) together the corresponding prediction of the amplitude equation (47) (dashed curves). Results are shown for (a) n = 2
and (b) n = 3 with pressures ∆P = P − pc(n) = 0.1, 0.25, 0.5 and 0.75 coded by colour, as in the legend. (Recall that the
critical pressure to excite mode n is pc(n) = n2 − 1.)
d. Compressive force λ The amplitude equation can also be used to study the evolution of the compressive force
λ within the ring: the predicted behaviour of λ(s, t) can readily be computed once the amplitude equation for α(t)
(47) is solved numerically.
The comparison between the prediction of the weakly nonlinear analysis and full numerical simulations is shown
in Fig. 7. As with other variables, the comparison between numerics and the weakly nonlinear analysis is very good,
particularly at early times. However, this plot of λ(s, t) reveals two features that are not so readily observed in other
variables: the oscillations in λ(s, t) for a fixed time t are not up-down symmetric and, in particular, the crest of these
oscillations splits in two, showing the importance of a higher frequency oscillation in the arclength s. Both of these
features can be understood by observing from (44) that the prefactor of λ2 ∼ n4α21 while (41) shows that the prefactor
of λ1 ∼ n2α1. As a result, λ2 is able to compete with λ1 despite being strictly at higher order in α: the cos(2ns)
term in the expansion of λ(s, t) can compete with the sin(ns) term, breaking up-down symmetry and leading to the
splitting of the crests. This is not so apparent in other variables, since the higher order terms remain sub-dominant
for longer; for example, κ2 ∼ α21n2 while κ1 ∼ α1n2.
The appearance of second-order variables with frequency 2n might suggest this as a precursor of a secondary
bifurcation with frequency doubling. However, we note that, in fact, our numerical simulations show that the dynamic
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Figure 6. Comparison of the change in area enclosed by the ring computed numerically and that predicted from the weakly
nonlinear analysis presented here. Throughout, results are shown for the P = 3.5, corresponding to n = 2, (red curves) and
P = 8.7, corresponding to n = 3, (blue curves). (a) The relative area change, ∆A/A(0) = 1 − A(t)/A0 as a function of α(t)2
shows that for early times the results confirm the linear behaviour expected from (51), which become the dashed lines in this
plot. Numerical results are shown as solid curves, together with the prediction of the weakly nonlinear analysis, (51) (dashed
curves). (b) Plotting ∆A/A(0) as a function of t on semi-logarithmic axes shows that at early times the growth is exponential
with growth rate 2σ and σ as predicted from the linear analysis — ∆A/A(0) ∝ exp(2σt) as shown by the dotted lines. (c) A
plot of the absolute numerical error, εr = |∆A/A(0)− (n2−1)α2/2|, as a function of α(t) shows that this error occurs at higher
order in α(t) — most likely εr(t) ∝ α(t)4.
evolution of the shape does not reveal frequency doubling, but rather that lobes progressively disappear with time.
This is shown in the evolution of the shapes obtained with P = 256 (shown in the last panel of Fig. 2), where several
events in which two crests merge into a single crest are shown. We hypothesize that this merger occurs via the
‘snap-through’ of the internal element, as observed in a simple elastic arch [5].
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Figure 7. The evolution of the compressive stress within the ring, λ(s, t), for an applied pressure P = 8.7, corresponding to
mode 3 (as seen in Fig. 4b). The results of the numerical simulations (solid curves) agree well with the prediction of the multiple
scale analysis (dotted black curves). Note, in particular, that at times t = O(1) the spatial oscillations with arclength s are
not up-down symmetric and that the peaks have a noticeable splitting. These two effects are purely nonlinear effects and are
predicted well by the weakly nonlinear analysis presented here. (Results are shown for 1/2 ≤ t ≤ 2 at intervals of δt = 1/4,
with colour indicating elapsed time.)
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IV. CONCLUSION
We have presented both linear and weakly nonlinear analyses of the dynamic buckling of an elastic ring subject
to a suddenly imposed external pressure, p. Returning to our initial discussion dynamic buckling of a beam under a
compressive force F , we speculated that the same argument might hold for a ring under pressure p = F/a and, further,
that this is the most important effect of the ring’s curvature. This analogy is enough to reproduce the main results of
the linear stability analysis for sufficiently large pressures; detailed calculations showed that the most unstable mode
is
nc ≈
(
pa3
2B
)1/2
, (52)
which grows with dimensional growth rate
σmax ≈ 1
2
pa
(ρA×B)1/2
. (53)
These large pressure results are precisely the same as those for a beam with F = pa. We note that while inertia is
required to observe buckling at a high mode number, (52) shows that the mode number selected is independent of
the inertia of the ring, ρA×. Rather the inertia of the ring sets the time scale for the growth of instability, as shown
in (53). The apparent contradiction that inertia is required to observe a high mode number but is not involved in the
selection of a mode number is resolved by varying the loading rate [22] to be below that in (53).
While a linear stability analysis is sufficient to understand the early stages of the dynamics, it does not provide
any insight into how the instability develops further. In particular, the linear stability analysis shows that the area
enclosed by the loop does not change to leading order; moreover, if one attempts to use its results at higher order,
one comes to the obviously erroneous conclusion that the enclosed area increases as instability proceeds. Therefore,
we performed a weakly nonlinear analysis that allows us to show that the relative change in area ∆A/A(0) grows
exponentially in time, with growth rate 2σmax. The weakly nonlinear analysis is able to explain other features of our
numerical simulations, including an apparent frequency doubling of the compressive force λ within the ring. While
this might be expected to lead to an increase in the mode number with time, we note that our numerical simulations
show that crests tend to merge with time, presumably due to the increase in confinement that they experience. The
time scale of this coarsening remains to be understood.
Finally, we note that the ring geometry we have studied here may be a more promising paradigm within which to
understand dynamic buckling instabilities in soft materials: while the uniaxial compression of a rod has often been
studied [21], it can be difficult to impose a known force experimentally and the resulting instability is sensitive to the
imposed boundary conditions. The circular symmetry of the ring problem renders the latter issue irrelevant while
our analysis has shown that, up to the instability, the ring curvature translates the normal force given by the applied
pressure into a uniform in-plane compression.
Appendix A: Details of the numerical scheme
In this Appendix we describe the numerical procedure used to determine the evolution of an elastic ring subject to
a normal pressure; this motion is governed by the system (7)–(15) and so it is a numerical solution of these equations
that we seek.
Following [32] we discretize (7)–(15) in time t and in arclength s; this results in a system of nonlinear equations
that are solved using Newton’s method. In particular, we consider discrete time points tj = (j−1)∆t, where typically
∆t = 5 × 10−3 in the simulations reported in the main paper. The arclength along the ring is discretized to N + 1
grid-points at si = (i− 1)∆s where ∆s = 2pi/N , and i ∈ [1, N + 1].
The system (7)–(15) does not involve any time derivative of the forces Fx and Fy; we therefore cannot use a simple
forward time stepping scheme. Instead, we need to solve for these forces and the rest of the equations together, in a
single time step. To do this we use a one-sided time derivative [33] accurate to O(∆t2), namely:
∂x
∂t
=
3xj − 4xj−1 + xj−2
2∆t
= vx(tj , s). (A1)
Derivatives with respect to arclength are discretized using central differences. The discretized versions of (7)–(11)
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read:
xi+1 − xi
∆s
= cos θi+1/2, (A2)
yi+1 − yi
∆s
= sin θi+1/2, (A3)
κi+1/2 = (θi+1 − θi)/∆s, (A4)
κi+1 − κi
∆s
= Fx, i+1/2 sin θi+1/2 − Fy, i+1/2 cos θi+1/2, (A5)
vjx, i =
3xji − 4xj−1i + xj−2i
2∆t
, (A6)
vjy, i =
3yji − 4yj−1i + yj−2i
2∆t
, (A7)
F jx, i+1 − F jx, i
∆s
− P sin θi+1/2 =
3vjx, i+1/2 − 4vj−1x, i+1/2 + vj−2x, i+1/2
2∆t
, (A8)
F jy, i+1 − F jy, i
∆s
+ P cos θi+1/2 =
3vjy, i+1/2 − 4vj−1y i+1/2 + vj−2y, i+1/2
2∆t
. (A9)
Note that here we use the notational convention that fi+1/2 = (fi + fi+1)/2 for f ∈ {vx, vy, θ, κ, Fx, Fy}.
Given the values of the variables at times tj−2 and tj−1, the system (A2) – (A9) can be solved at time tj using a
Newton solver; we use the MATLAB routine fsolve to find these solutions.
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