Introduction
Optimal control deals with the problem of finding a control law for a given system such that a certain optimality criterion is achieved. The control problem includes a cost functional that is a function of state and control variables. An optimal control problem is a set of differential equations describing the paths of the control variables that minimize the cost functional. It can be derived using pontrygin's maximum principle or by solving Hamilton-Jacobi-Bellman equation. Wave equation is the simplest example of the hyperbolic equation of second order. If represents the space variable and t the time variable, Zakharenko (2012) and Brillovin (1960) showed that the hyperbolic equation of second order can be used to model waves in pipes or vibrating strings when n = 1; waves on the surface of water when n = 2 and waves in optices or a coustics when n = 3. In this paper, we applied the conjugate gradient method of higher -order to the wave propagation control problems. Wave propagation problems are of great concern to scientists and engineers because the principle involved are common to many physical problems such as water waves in an ocean and acoustic or electromagnetic waves in a solid body, Zakharenko (2011) and Brillovin (1960) .
A lot of research works have been carried out on solution of wave propagation equations. Banimok and David (2006) considered an iterative method for solving wave equations while Ogunmadewa (2009) worked on some numerical methods of solving wave equations. We also have some iterative methods for large linear systems of ocean and electromagnetic waves in Kincard and Haycs (1990) . None of these researchers used the conjugate gradient method of higher -order in solving the wave propagation problems. Therefore, in this research work, we considered solution of wave propagation control problems using the algorithm of conjugate gradient method of higher -order. The algorithm was implemented using MATLAB 7.10.0 codes to get some numerical results.
II. Materials and Methods
In this paper we considered, in the first example, an optimal control problem of the form Subject to the I-D wave propagation equations where the control function u(x, t) is being introduced in a similar fashion to the spring force in the generalized Lienard equation or the damping force associated with mechanical vibrations in resisting media.
In the second example, we looked at a problem of functional minimization on where n is very large and the matrix operator A is symmetric and positive definite. Since A is very large in size, we partitioned it for our convenience and then applied the algorithm of conjugate gradient method of higher -order to solve the problem.
In general the minimization problem may not be in vector matrix notation form, we therefore present the third example in a simplified summation form and applied the algorithm of conjugate gradient method of higherorder to solve it. Below are some theorems which we are going to apply in solving some of the problems in this paper. This implies that, if we fix y in , then by virtue of the fact that we get where y is uniquely determined.
Theorem 2
The functional is a bounded, bilinear and self adjoint form.
Proof: There exist which satisfies where and which verifies the boundedness of .
The self adjointness of follows directly from the fact that and the bilinearity is as a consequence of the fact that the relation in (19) below holds:
for any and µ .
III. Computational Examples and Results

Example 1 Let us consider the control problem
Min where a and b are constants and subject to:
We now associate with the unconstrained equivalence of this problem the control operator A in the following manner
Min
Since and Z is the ordered pair , is the penalty constant.
For our subsequent development, we set:
and .
Thus, for convergence of the sequel, we associate with the problem, a functional P and a control operator A as follows
We can easily see that where the equivalence is preserved under the following presumed equivalence laws On applying the conjugate gradient method algorithm in solving this problem, we obtained convergence to the optimal solution after 24 iterations. This is an iteration less than the dimensionality of the space on which the problem was defined. The optimal solution is therefore given by
IV. Conclusion
In this paper, we used theorems 1 and 2 to show the existence of solution for the wave propagation control problem in the first example. We now applied the conjugate gradient method algorithm to solve largescale problems involving wave propagation control in the second and third example. The algorithm was implemented using MATLAB 7.10.0 codes and the numerical results obtained are given in the examples. In the second example, we obtained convergence to the optimal solution after 21 iterations and in the third example; we obtained convergence to the optimal solution after 24 iterations. These iterations are less than the dimensionality of the space on which the problems were defined. This is one of the remarkable properties of the conjugate gradient method algorithm that we applied.
