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This thesis describes the transient oscillation control strategy developed for wind turbine 
systems interconnected to a weak grid, which can cause nonlinear oscillations during the post-
fault period. 
Problems with existing wind turbine system modelling and their control structures are analysed. 
The first problem is the power balance equation (PBE) used in the WT system modelling, 
which fails to describe the transient condition of the isolated AC and DC operating condition. 
The second problem is the conventional feedback control input based on the WT system model, 
which is based on the PBE, resulting in sub-synchronous control interactions and system 
oscillations. 
Recently, many sub-synchronous control interaction (SSCI) cases have been found between 
the electronic components with their controllers in Type-3 doubly-fed induction generator 
(DFIG) based wind turbines with a series compensated transmission lines. The impact of SSCI 
problems has been escalated since the Electric Reliability Council of Texas (ERCOT) event of 
2009, where a faulted transmission line and subsequent outage kept the 450 MW DGIF based 
wind farm radially connected into a series compensated network. It caused a massive DFIG 
wind farm failure and series capacitor damage due to the oscillation build-up after the fault was 
cleared. In addition, the wind farm experienced crowbar failure due to the increase in this 
current oscillation in DC-link circuits. Therefore, there is an urgent need to mitigate these 
oscillation problems.  
The wind turbine system modelled in this thesis is for the two-port based modular structure of 
wind turbine (WT) systems. The input values of each module are inherited from the previous 
module, which eliminates all assumptions of the input conditions, except wind speed. The 
mechanical system model is validated with torsional oscillation (TO) cases, and the electrical 
system model is validated with SSCI cases.  
The new control strategy developed in this thesis consists of: (1) a transient model of DC-link 
during a grid fault; (2) cross-correlation to estimate the time-delay between the grid and 
generator voltages; and (3) the Kalman filter for estimating the voltage and the angle of the 
xii 
 
PMSG. These modelling and control formulation methods are outlined, and the proposed 
control strategy is presented. A three-phase fault is applied in the simulation to demonstrate 
the ability to mitigate the system oscillation during the post-fault period. In addition, the 
voltage characteristics of the DC-link capacitor response are examined with, and without, 
crowbar protection. Control performance is simulated with MATLAB/SIMULINK and 
justified with another well-documented WT system with the SSCI problem via three-phase grid 
fault simulations. 
The overall outcome is a modelling and control methodology for an increasingly new WT 
technology. The approach is generalisable to other WT types and systems. As reliance on WTs 
and wind energy increases, the problems addressed in this thesis will be increasingly common, 
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Wind power is one of the fastest-growing sources of renewable energies in the world. Wind 
turbine modelling is the essential tool and foundation for analysis, design, optimasation, and 
control of these complete systems. Wind turbine systems are very different from conventional 
generation plants in which the wind cannot be controlled. More specifically, the system is 
driven by a noise-like input in which the instantaneous wind speed determines the point of 
wind turbine operation. In addition, the wind turbine (WT) is interconnected to a grid, which 
brings in further nonlinear dynamics. These factors make wind turbine systems substantially 




This thesis looks at grid-connected converter systems in WT applications. When the WT 
system is operating in the steady-state, the behaviour of the system is deterministic [25]. 
However, when the system experiences specific large perturbations, whether caused by 
electrical or mechanical disturbances, or a combination of both, the behaviour of the system 
may have nonlinear characteristics, which may lead to the system becoming unstable [18]-[20]. 
In this case, small-signal based stability prediction methods may, or may not, satisfactorily 
predict system stability, depending on the control limit and capability of the wind turbine 
system [26]-[29].  
Many wind farm failures are related to large-signal disturbances, which introduces more 
significant interactions between system components and other interconnected synchronous 
systems [18], [20], [28], [30]. The definitions of a small disturbance and large disturbance are 
important and defined [31]: 
A small disturbance is a disturbance for which the set of equations describing the power system 
may be linearised for system analysis. 
A large disturbance is a disturbance for which the equations describing the power system 
cannot be linearised for system analysis. Large disturbances are usually referred to as “transient 
[32].” 
For analysing the stability of large-signal disturbances, transient stability analysis should be 
performed, because controllers are designed for local components and are not designed to 
handle large disturbances, such as grid faults. 
 
1.2 Industry Drive 
Unplanned system shutdown represents one of the main cost drivers of any grid-connected 
wind farm [13], [14]. If a wind farm experienced severe disturbances or other unidentified 
problems, it usually ends up with a series of exhausting lawsuits between the electricity 
consumer, wind farm owner, operator, and grid owner for the cost and losses. Reliability 
analysis and scheduled maintenance only reduce the fundamental problem, rather than 
providing a corrective solution. 
Historical failure and downtime data of over 4300 wind turbines ranging between 300 kW, and 
3 MW is presented by Reder et al. [2] from the Technical Research Centre of Finland (VTT) 
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data [3]. However, the author does not discuss nor identify underlying causes, such as grid 
faults or other large disturbances, to these wind turbine component breakdowns. It is mainly 
because the transmission system operator (TSO) keeps its power system event logs in a 
confidential manner, which is not accessible. This non-disclosure makes it very difficult for 
researchers and engineers to analyse the correlation between large disturbances, wind turbine 
components, and the apparent effects or falures. 
Model development of relatively newer WTs, such as a Type 4 direct-drive WT system with 
full power converters, makes it very difficult to analyse the effect of faults on both the grid and 
the WT sides. The existing modelling method for this Type 4 WT does not accurately describe 
the dynamics of the WT and control systems, but it also has much more complex fault response 
characteristics governed by the proprietary controls of the back-to-back converters and WT 
generator [4], [5]. From a system control and protection point of view, it is essential to model 
a system that including realistic WT models with large signal behaviours, which how these WT 
systems are affected by different events or faults. However, almost all real-world WT models 
are manufacturer-specific and proprietary in most cases. Even for the same WT models  from, 
significantly different control parameters or algorithms may be employed across WT systems. 
The National Renewable Energy Laboratory (NREL) released a report on subsystem reliability 
of wind turbine components [6]. This report is based on the database obtained from various 
private and public sectors from different countries [7]-[11] and different manufacturers. This 
report indicates the average number of failures occurring in the control systems was about 12% 
per wind turbine, and the average downtime per failure is ~1.5 hours. 
In Denmark, Technical University of Denmark (DTU) and Risø National Laboratory (RNL) 
released an analytical report after 13 years of a survey called, “Mapping of grid faults and grid 
codes” [12], based the grid faults and their impacts on the grid-connected wind turbine. The 
report identified grid-connected wind turbines are more frequently subjected to grid faults. 
Although it does not mention specifically which wind farms experienced losses due to grid 
faults, various grid faults, such as single- or three-phase faults, can occur any part of the grid. 
These faults are mostly associated with short-circuits and transient voltages. They are either 
symmetrical or unsymmetrical [55] and characterised by the magnitude of the transient voltage 
[3] and by the time duration of the fault [6]. The evaluation of grid faults, and their impact on 
WT systems and distribution loads requires a shared understanding of the grid fault types and 
their frequency change [24]. 
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A mapping of grid faults in different countries is provided in [12], [13]. In this report, statistics 
regarding the grid faults in the grid of the Nordic European countries, Norway, Denmark, 
Finland, and Sweden, are presented and analysed. According to the report, the most common 
faults per year in the period 2000 to 2005 are located on transmission lines. During this period, 
the single-phase fault type had the highest probability of occurrence compared with other fault 
types [14]. However, the three-phase grid fault has the most significant impact on the WT 
system, causing large downtimes [24]. Further studies on grid faults and wind turbine system 
support the results of this investigation [14]. 
 
1.3 Large Disturbances in Wind Farm 
Large disturbances in wind farms are due to faults on either the grid or the generator side. When 
faults occur, protection systems are activated to avoid any penetration of short-circuit current 
to other subsystems by isolating only the components under fault, while leaving as much of the 
network as possible still in operation. The typical duration of faults are 100 to 200 ms, but it 
can be as long as several seconds [15]. 
Large disturbances or transients are severe faults, such as three-phase short-circuits on the 
transmission network [19]. In wind farms with weak grid interconnection, voltage and current 
oscillation problems have been observed in the post-fault stage [16], [17]. Interestingly, the 
sub-synchronous control interaction (SSCI) was also observed during a fault, although the 
author did not specify what type of fault it was [18]. More details about the weak grid are 
described in Chapter 3. 
The transient response initiated by these severe faults involves electromechanical interactions 
and control interactions mentioned in sub-synchronous resonance problems. The system 
behaviour of the transient response is very complex to analyse. From a system point of view, 
transient response and stability is a highly nonlinear and boundary problem [19], [33], [34]-
[36]. Conventional small-signal modelling and stability analysis methods used by the majority 
of the power electronics community cannot describe such nonlinear phenomena [37]. 
In modern transmission and distribution systems, an automatic recloser operated by protective 
relays is commonly used to attempt to restore the system operating condition in the event of a 
fault. This automatic recloser has become more common on wind farms as more wind farms 
are connected to the grid [38]. Thus, there is an urgent need for full system models to analyse 
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Current modelling methods of WT systems allows the input of the individual module to be 
assumed, such as all these control methods assume the DC-link voltage is constant, which is 
controlled by the grid voltage [55]-[64]. In real WT systems, the DC-link voltage is always 
fluctuating even though the magnitude of the fluctuation may be very small. It lacks the 
inherited property of the input condition, such as oscillation from the previous module. The 
loss of inherited property in the system model causes two main problems: (1) untraceable 
system behaviours during the transient oscillation, where the magnitude of the oscillation 
exceeds the operating range, and (2) the uncertainty of their control performance. 
 
1.5 Objectives 
The aim of this research is to: 1) develop a transient model of the DC-link; and 2) develop a 
transient oscillation control strategy for type-4 WT system applications. 
 
1.6 Contributions 
The main contributions of this thesis can be summarised in two groups: 
I. A novel DC-link circuit model describing inherited current and voltage dynamics 
from wind turbine generators 
 
a) Modelling and analysis of the WT system platform 
As the basic, yet most fundamental component of the thesis, electrical system modelling 
and analysis of a DC-link dynamics as an inherited platform from both the wind turbine 
generator and the grid is proposed. The DC-link design process is presented in an 
unconventional way, with wind farm connected to a weak grid, with non-constant DC-link 
voltage and current inherited from the WT generator, and with the isolated grid from the 
voltage source inverter (VSI) during grid faults. The DC-link system is analysed using 
MATLAB & SIMULINK® software in the design process to validate the optimum system 




The simulation of the WT systems interconnected to a weak grid, aiming for offline 
analysis and system performance during large-signal disturbances is investigated. For this 
purpose, the platform is modelled and simulated based on the real physical parameters of 
the WT systems using MATLAB & SIMULINK®. The fault ride-through capability 
problem associated with the WT model-based linear control system is discussed. 
In addition, the control interaction between the VSI and WTG, and how it governs the ride-
through capability of the WT systems in terms of post-fault conditions of three-phase 
balanced faults, is discussed. The control interaction in the DC-link capacitor is introduced 
in the form of mathematical and electrical circuit representations without small-signal 
assumptions that DC quantities (current and voltage) are constant. Since no small-signal 
assumption is made, various operating points of the WT system states are estimated by 
using a Kalman filter. 
Simulation of the real-world environment, physical model, sensor locations, and control 
system are achieved in MATLAB & SIMULINK. The new control strategy is formulated, 
simulated, and validated concerning the real-system parameter-based model. Exact 
modelling and simulation allow efficient and accurate development, testing, and validation 
of the WT system before implementation on real systems. 
II. Novel control method with synthesised input signal 
The control of VSI is an essential part of WT systems as an interface instability problem 
after relatively longer grid faults of over 100~120ms. In this thesis, a control strategy to 
prevent the system instability due to induced oscillation has been proposed to achieve 
traceable control responses and prescribed oscillation behaviours to mitigate stability 
problems. The new control input is defined based on the measurable system parameters of 
WT systems, rather than average linear or typical linear WT models. 
Simulations have been performed to validate the result using wind turbine system 
modelling [20], [39]-[44]. Control performance is improved during the post-fault system 
condition compared to the conventional linear controls used these days [45]-[48]. 
Transient instability in a wind farm is perhaps one of the least probable, yet most severe, 
event any power system can encounter during operation. It may cause unintentional system 
islanding/disconnection from the grid, multiple outages in different locations and even 
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wide-spread blackouts [21], [22], [49]-[51]. One of the main reasons to control the WT 
transient instability problem is to determine the critical clearing time (CCT) for specified 
fault conditions at a pre-fault stage and predict wind farm stability. If the calculated CCT 
is longer than the time required by protection relays, the system can lose synchronisation. 
If so, the coordination of the relays, loads, and generators can be adjusted to increase the 
system stability margin. 
The control strategy to mitigate system oscillations for VSI and WTG after grid faults can be 
considered the most significant contribution of this thesis. However, modelling the platform to 
duplicate the oscillation phenomena as the base tool of this research is essential to carry out the 
rest of the research work. Analysis of fluctuating grid voltage penetrating through VSI and 
PMSG controls to interact with electrical and mechanical counterparts is considered one of the 
main challenges in wind energy in terms of control system design [52], [53]. It requires utterly 
different perspectives than those conventional dq-frame referenced control structures [4], [23], 
[27]. The developed control strategy in this thesis can be applied to any existing type-4 WT 
platform without replacing the existing controllers. 
 
1.7 Thesis Outline 
This thesis consists of six chapters. The description of each chapter is provided as the following. 
Chapter 1 – Introduction 
This chapter briefly presents the problems of existing modelling and control 
methods of the WT systems. The impact of these modelling and control methods 
can lead the WT system to severe failures, such as the ERCOT events, is 
discussed. 
Chapter 2 – Literature Review 
Existing WT system modelling methods are presented. The main focus of the 
modelling in the chapter is the back-to-back converter. Also, the overview of 
available control methods of the back-to-back converters is presented.  
Chapter 3 – System Modelling 
A complete model of the permanent magnet synchronous generator (PMSG) 
based Type-4 WT system using the two-port structure is presented in this 
8	
	
chapter. The new model of a transient DC-link, which is described only with 
DC parameters, is also presented. 
Chapter 4 – Simulation 
The developed WT system model is verified via torsional oscillation (TO) 
simulation for the mechanical system and sub-synchronous control interaction 
(SSCI) simulation for the electrical system with its controls. Various system 
oscillations from the simulation result are discussed. 
Chapter 5 – Control 
Based on the simulation result in Chapter 4, a new control strategy is proposed. 
The control strategy is applied to the oscillating WT systems to validate the 
control performance. In addition, the control is applied to a well-documented 
doubly-fed induction generator (DFIG) based WT exhibiting the oscillation 
behaviour. 
Chapter 6 – Conclusion 
This chapter summarises the objective, contributions, and work presented in this 
thesis. Also, future works after this thesis work are presented. 
 
1.8 Summary 
The problem and its effect of large-signal disturbances in WT systems are outlined in this 
chapter. Grid faults are prevalent disturbances in a power system in general. It suppresses the 
grid voltage, and interact with the generators causing oscillations in the WT system and grid. 
Traditional modelling methods of back-to-back converters and fault-tolerant control algorithms 
share similar small-signal modelling techniques and control structure to each other. Thus, a 
new method to mitigate the transient oscillation of the back-to-back converter and its control 
strategy is proposed. 

















Approaches to the mathematical modelling of wind turbine (WT) systems are typically 
designed on a component-by-component basis, due to the complexity of the system. For the 
member of physically connected components with many feedback/feed-forward loops, 
decoupling the WT system into a set of cascaded components is particularly time consuming 
and complex, because the connectivity of dynamic subsystems imposes many physical limits 
and mathematical constraints on the multiple variables of the WT system [65]. These 
restrictions lead to differential-algebraic equations (DAE) for the system model [66], where the 
differential equations describes the physical characteristics of each component of the system, 
and the algebraic equations represent the characteristics of the system. The differential 
equations describing conservation of electro-mechanical energy, Kirchhoff and Ohm’s laws 
governing general behaviours of the component are quite consistent, whereas the algebraic 
equation describing the system characteristics may not be as consistent as each component. 
Thus, it complicates the modelling, analysis and design of controls for large WT systems. 
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2.1 Problem Statement 
Conventional linear system analysis and control theory applied component-wise may be locally 
valid, such as in the proximity of some steady-state system condition or operating point. 
Characterising the real system structure of physically connected components in the algebraic 
equation is very difficult. In addition, a large-scale and complexity of interactions between all 
components used in WT systems, many modelling approaches and techniques are quite 
inaccurate. Finally, the primary good of modelling WT system is to better understand the 
impact of significant nonlinear perturbations away from known stable operating points. These 
issues are significant challenges to be answered in the power system community. 
The transmission line or cable impedance has become a vital element between remote wind 
farm locations and the grid. It leads to changes in the interconnection environment where 
increasing number of large wind farms are interconnected to weak grids [129]. The weak grid 
consists of an AC system with a low short-circuit ratio (SCR ≤ 5). Thus, the problem is to 
analyse the behaviour of system interactions under large disturbances. 
For instance, the effect of substantial changes in the transmission line system may not be 
identified on local component dynamic behaviour, such as converter systems. Endo et al. have 
shown the ill-conditioned voltage from the interconnection node interacts with the locally 
linearised behaviour of small controlled perturbations and can eventually lead the system to be 
unstable [66]. Thus, are those situations of practical interest occur when a large disturbance 
penetrates through subsystems and may induce non-periodic oscillatory behaviour due to 
uncoordinated control interactions that do not meet physical system requirements, such as PLL 
and controller saturation. 
 
2.2 Modelling of Type-4 Wind Turbine Systems 
The modelling of a complete wind turbine system is extensive and complex, involving various 
parts of a wind turbine model. These diverse system elements include the WT blades to the 
rotor, drivetrain, permanent magnet synchronous generator (PMSG), back-to-back converters, 
and others. The Type-4 WT system model used here is validated via simulations using 
MATLAB and SIMULINK. 
2.2.1 Permanent magnet synchronous generator 
A wind farm is a large-scale power system with many electronic and mechanical components 
operating at different frequencies. The grid operates at 50 Hz, but the generator and turbine 
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may operate at much lower frequencies. Thus, as larger-scale wind turbines are being 
developed nowadays, the direct-drive permanent magnet synchronous generator (PMSG) based 
wind farms and their control algorithms have become a major issue. 
In particular, direct-drive PMSG-based wind turbine systems do not have a gearbox. In 
traditional gearbox-operated wind turbines, the blade rotates a shaft connected through a 
gearbox to the generator. Direct-drive wind turbine eliminates the second- or higher-order 
differential equation which is possibly the most complicated part of the machine and the highest 
maintenance part of the wind turbine system, thus improving reliability. For this reason, the 
use of direct-drive has been increasing for permanent magnet-based generators. For example, 
Siemens has made and released their 6 MW direct-drive systems with a permanent magnet 
synchronous generator [66]. 
The entire model scheme of modern wind turbine systems using direct-drive PMSG, a back-
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Figure 2.1: Typical components of wind farm branch with direct-drive PMSG based wind 
turbine generators 
 
The WT converts the wind into the mechanical power by generating the torque, and the PMSG 
converts the mechanical power into the electrical power. The MSC, either a rectifier or 
converter, converts the AC voltage from the generator terminal into DC voltage and regulates 
the speed of the PMSG to control the current. The inverter controls converting the DC voltage 
to match the grid frequency and voltage level. By controlling the inverter voltage, the active 
and reactive power injection into the grid can be controlled at the desired level. 
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2.2.2 Back-to-back converter 
The back-to-back converter refers to a set of AC-DC and DC-AC converters with a cascaded 
connection. Converter operation is based on switching action. During a switching cycle, several 
switching positions are configured and a set of differential equations are developed based on 
the circuit configuration and algebraic equations for input-to-output relationships. The exact 
model of any switching power converter is nonlinear in nature but can be modelled as a set of 
























Figure 2.2: The basic three-phase VSI circuit 
 
Different power converters have their mathematical models relating to their system dynamics. 
The differential equation describing the switching converter operation can be written as:  
?̇?𝑖 = 𝑓𝑖(𝑥, 𝑢, 𝑡),             𝑖 = 0, 1, 2, … , 𝑛                           (2.1) 
where ?̇? represents a set of the system states, which typically are the filter current and voltage, 
u(t) and the subscript i denote the system input vector, which can be either voltage or current 
and the switching position of converter circuits. 
At the end of this section, an example of a voltage source converter (VSC) model is provided 
to clarify how the differential Equation (2.1) describes the converter operation. 
Assuming the switching action is ideal, the switching position implies a discrete set of states, 
which makes the discrete-time analysis methods preferable. For the perfect switching operation, 
intermittent switching states that increase switching uncertainty are neglected. In addition to 
the switching operation, nonlinearities arise because semiconductor elements, such as diodes 
and transistors, are highly nonlinear [130], as are based power electronic components and 
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passive elements, such as inductors and transformers. In the past, various linear modelling 
techniques of switching power converters have been developed [92]-[97]. 
2.2.3 Modelling methods of switching converters 
i. state space averaging (SSA) 
Middlebrook et al. proposed a general unified approach to modelling any particular switching 
converter called state space averaging (SSA) method [67], which is still one of the most widely 
used modelling and analysis methods for many switching converters these days. SSA 
characterises the small-signal response at different switching stages of a switching converter 
in a set of linear time-invariant (LTI) states, as shown in Table 2.1 and 2.2. Each state represents 
the duty cycle ratio of the switching converter at different voltage levels. Therefore, the 
complete SSA model is defined by a set of switching states based on the duty cycle ratio of the 
converter system. 
 
Table 2.1: VOLTAGES AS A FUNCTION OF SWITCHING POSITIONS. 
 
switching position line-to-line voltage phase voltage 
S1 = S4’ S2 = S5’ S3 = S6’ vab(t) vbc(t) vca(t) va(t) vb(t) vc(t) 
0 0 0 0 0 0 0 0 0 
0 0 1 0 -vdc vdc -vdc /3 vdc/3 2vdc/3 
0 1 0 -vdc vdc 0 -vdc/3 2vdc/3 -vdc/3 
0 1 1 -vdc 0 vdc -2vdc/3 vdc/3 vdc/3 
1 0 0 vdc 0 -vdc 2vdc/3 -vdc/3 -vdc/3 
1 0 1 vdc -vdc 0 vdc/3 -2vdc/3 vdc/3 
1 1 0 0 vdc -vdc vdc/3 vdc/3 -2vdc/3 
1 1 1 0 0 0 0 0 0 
 
Table 2.2:  BASIC COMPARISON OF DIFFERENT STATE SPACE MODELLING APPROACHES. 
 
Nonlinear state space 
?̇?(𝑡) = 𝑓𝑖(𝑥(𝑡), 𝑢(𝑡), 𝑡) 
𝑦(𝑡) = 𝑔𝑖(𝑥(𝑡), 𝑢(𝑡), 𝑡) 
No linearisation 
Linear time-invariant (LTI) 
?̇?(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) 
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) 
Linearisation around a single 
equilibrium point 
Linear time-periodic (LTP) 
?̇?(𝑡) = 𝐴(𝑡)𝑥(𝑡) + 𝐵(𝑡)𝑢(𝑡) 
𝑦(𝑡) = 𝐶(𝑡)𝑥(𝑡) + 𝐷(𝑡)𝑢(𝑡) 





ii. generalised state space averaging (GSSA) 
Sanders et al. extended the SSA method to a more generalised state space averaging (GSSA) 
in switching converters [72], which can process unrestricted types of waveforms. This method 
is based on a time-dependent Fourier series expansion on a given waveform for a sliding 
window. GSSA is extensively used with sliding mode control techniques [131]-[135], which 
is based on the current state of the switching position. Generally, the GSSA model can be 
obtained by eliminating higher-order terms in the Fourier series. For example, the GSSA 
method can capture the low-frequency behaviour of a switching converter by retaining only the 
DC coefficients, and eliminating insignificant all other terms. The result of the GSSA method 
reduces the limitation of SSA [98]. 
Later, Lehmann et al. pointed out the drawbacks of the SSA model by including the “switching 
frequency effects”, such as harmonics due to switching transients, into the conventional 
average converter model [73]. These transient terms are described with a second-order 
polynomial term, which corrects the DC offset error and thus, improves “the accuracy of the 
closed-loop stability and performance of the SSA method [73].” This approach provides 
clarification on the relationship between the original switching converter and the average 
model by approximating the solution of the switching converter using Fourier series within an 
arbitrary accuracy. This modelling method accommodates PWM converters very well because 
it relates to the duty cycle ratio of the switching period. 
In addition to [67]-[98] in modelling and analysis techniques for switching converters, the most 
effort of modelling switching converters has been drawn to small-signal modelling techniques 
[99]-[105], [131]-[135]. For instance, Verghese et al. derived the SSA based small-signal 
model that and compared to the experiment data samples to obtain a relationship between the 
dynamics of perturbations and various operating conditions near the steady-state operating 
point [76]. This “small-signal sampled-data model” significantly improved the SSA methods 
by adding the sampling effect and small perturbations to the steady-state condition, which was 
observed from the experiment data, due to switching transients. It enabled to predict the 
boundary of stability using pole-zero analysis. However, this method is too complicated in 
obtaining a simple periodic solution [106], which makes it difficult to analyse a general 





iii. harmonic state space (HSS) 
Harmonic state space (HSS) modelling of power converters had been developed [68]-[71] 
based on the harmonic domain (HD) modelling [75]. A general theory of the HD is to represent 
the coupling effects between different harmonic frequencies in the steady-state. The HSS 
extends the HD models in the sense that HD models are strictly limited to describe harmonics 
in the steady-state, whereas the HSS captures the evolution of harmonics from perturbed 
systems. The HSS modelling in a linear time-invariant (LTI) approach allows the traditional 
control methods [107]-[109] to be used. Hwang et al. [71] showed that the HSS is capable of 
evaluating the coupling of harmonics during transient events in an experimental setup. Based 
on this HSS modelling, a linear control method [75] has been developed. 
iv. large signal model of switching converter 
Voltage source converter (VSC) of the grid-side is presented. The basic VSC is given in [77]. 
It is modified to a voltage source inverter (VSI) with negative current flowing from PMSG to 
the grid for the WT application shown in Figure 2.2. In addition, PWM modulation and control 
methods are not included in this report. 
For an ideally balanced voltage source and impedance, va + vb + vc = 0. In this example, only 
the fundamental frequency components of the VSI voltages are considered. There are eight 
possible switching combinations of S1, S2 and S3, as shown in Table 2.1. 
 
 
From Table 2.1, the line-to-line voltages can be expressed: 
𝑣𝑐𝑎(𝑡) = −𝑣𝑎𝑏(𝑡) − 𝑣𝑏𝑐(𝑡)                                                            (2.2) 
Similarly, the line-to-line voltages can be expressed in terms of switching position and DC 
voltage: 
𝑣𝑎𝑏 = (𝑆1 − 𝑆2) ∙ 𝑣𝑑𝑐                                                             (2.3) 
𝑣𝑏𝑐 = (𝑆2 − 𝑆3) ∙ 𝑣𝑑𝑐                                                             (2.4) 




𝑆𝑥 = 𝑆1 − 𝑆2                                                                       (2.6)  
𝑆𝑦 = 𝑆2 − 𝑆3                                                                       (2.7) 
𝑆𝑧 = 𝑆3 − 𝑆1                                                                       (2.8) 
Equations (2.3) to (2.5) become: 
 𝑣𝑎𝑏 = 𝑆𝑥 ∙ 𝑣𝑑𝑐(𝑡),      𝑆𝑥 ∈ {−1, 0, 1}                                              (2.9) 
𝑣𝑏𝑐 = 𝑆𝑦 ∙ 𝑣𝑑𝑐(𝑡),      𝑆𝑦 ∈ {−1, 0, 1}                                            (2.10) 
𝑣𝑐𝑎 = 𝑆𝑧 ∙ 𝑣𝑑𝑐(𝑡),       𝑆𝑧 ∈ {−1, 0, 1}                                            (2.11) 




+ 𝑅𝑓 ∙ 𝑖𝑎𝑏𝑐 = 𝑣𝑠𝑎𝑏𝑐 − 𝑣𝑎𝑏𝑐                                              (2.12) 
The equation of the power between the AC and DC sides is defined: 
𝑃𝑔𝑟𝑖𝑑 + 𝑃𝑓 = 𝑣𝑑𝑐 ∙ 𝑖𝑑𝑐                                                                   (2.13) 
where 𝑃𝑔𝑟𝑖𝑑 is the power into the grid and 𝑃𝑓 is the power loss from the RL filter. The DC 







                                                                    (2.14) 
VSI capacitor resistance, Rdc, and switching losses are lumped into 𝑅𝑑𝑐 [78]. By substituting 
Equation (1.13) into Equation (1.12), the DC voltage dynamics can be written: 















                                                    (2.16) 
where: 
𝑃𝑔𝑟𝑖𝑑 = 𝑣𝑎 ∙ 𝑖𝑎 + 𝑣𝑏 ∙ 𝑖𝑏 + 𝑣𝑐 ∙ 𝑖𝑐                                                (2.17) 









]                       (2.18) 
The current is expressed: 
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𝑖𝑑𝑐 = 𝑆1 ∙ 𝑖𝑎 + 𝑆2 ∙ 𝑖𝑏 + 𝑆3 ∙ 𝑖𝑐                                                  (2.19) 
Noting the sum of currents must be zero, the combination of all switching positions must be 
described with two switches. From Table 2.1, when both 𝑆𝑥 and 𝑆𝑦 are equal to 1 and -1, all 
combinations of switching position excluding zero DC voltage at {𝑆1, 𝑆2, 𝑆3} = {0,0,0} and 
{1,1,1} results in Equations (2.8) and (2.11) being eliminated. However, Equation (2.19) also 
needs to be reduced since the 𝑆𝑧 term is eliminated. Problematically, 𝑆𝑥 is expressed in terms 
of 𝑆1 and 𝑆2, and 𝑆𝑦 is expressed in terms of 𝑆2 and 𝑆3. This issue results in three unknown 
parameters, 𝑆1, 𝑆2 and 𝑆3, and two equations. Thus, a new term 𝑆?̂? is introduced by combining 
𝑆𝑥 and 𝑆𝑦 as 𝑆?̂? = 𝑆𝑥 + 𝑆𝑦. From this variable change, a new set of switching functions are 
defined: 
𝑆?̂? = 𝑆1 − 𝑆3                                                                        (2.20) 
𝑆𝑦 = 𝑆2 − 𝑆3                                                                        (2.21) 
Substituting Equation (2.20) into Equation (2.21) gives: 
𝑖𝑑𝑐(𝑡) = 𝑖𝑎(𝑆?̂?) + 𝑖𝑏(𝑆𝑦)                                                      (2.22) 
The synchronous rotating reference frame transformation [110], which is known as Park’s 
transformation [79], is used to express the system equations in a dq0-frame. The assumption 
behind the rotating reference frame transformation is the d-coordinate coincides with the rotor 
flux vector of rotating systems. Therefore, the quadrature component of flux, as well as its 
derivative, is cancelled. 
This approach is beneficial for vector-oriented control since it allows the control of only one 
flux component, which is the d-axis component instead of both the d- and q-axis components. 
The dq0-transformation conversion can be found in [80], and the resulting transformation of 
Equations (2.12) and (2.16) can be expressed in terms of switching functions from Equations 
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+ 2 ∙ 𝑖0
𝑑𝑖0
𝑑𝑡
)                    (2.27) 
Equations (1.20)-(1.23) can be written in the form of Equation (1.1), ?̇?𝑖 = 𝑓𝑖(𝑥, 𝑢, 𝑡) yielding: 














































                                                       (2.32) 
where 𝑥 = {𝑣𝑑𝑐, 𝑖𝑑, 𝑖𝑞, 𝑖0}, 𝑢 = {𝑖𝑓, 𝑣𝑠𝑑, 𝑣𝑠𝑞, 𝑣𝑠0}, and 𝑣𝑠𝑑, 𝑣𝑠𝑞 and 𝑣𝑠0 are d-, q- and zero-axis 
components of the AC source voltage, and 𝑣𝑑, 𝑣𝑞 and 𝑣0 are the VSI terminal voltages.  
These differential equations describe a converter circuit based on the switching function. These 
sets of differential equations can be expressed in terms of the nonlinear state space shown in 
Equation (2.28), or the linear state space forms, where both are shown in Table 2.2. 
Further descriptions and mathematical derivations of LTP theory can be found in [81], and its 
application on a grid converter model can be found in [75], [82].  
 
2.3  Controls Used in Wind Farm 
Some of the available control methods used in wind farms are discussed in this section. 
2.3.1 Control of permanent magnet synchronous generator 
The most common control method used in direct-drive permanent synchronous generator 
(PMSG) system is sensorless control [111]. Different sensorless control methods [111]-[116] 
have been developed to detect the accurate rotor angle without the position sensor. Among 
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these sensorless control methods, there are a few methods for low-speed PMSG [83], [84]. 
Typically, either field-oriented control (FOC) or direct torque control (DTC) in which both are 
defined in [117], is used to control the PMSG. Implementing these conventional control 
algorithms requires the information of the rotor position and angular speed is needed. 
Instantaneous rotor position and angular speed data can be obtained from an encoder installed 
on the drivetrain. However, according to Ribrant et al., speed sensors increase the hardware 
complexity [85]. In addition, the sensor mounted on the rotor has to withstand the constant 
mechanical vibration of the rotor shaft during operation. This vibration reduces the reliability 
of the sensor in measuring accurate positions, and it often fails to measure. Statistically 
speaking, the average failure of the sensor, control and electrical systems including converters 
are 14.1, 12.9 and 17.5 per cent, respectively, for all Swedish wind turbine failures which 
occurred between the years 2000 and 2004. The PMSG model in the Appendix I is based on 
[86], [87], and the control algorithm is based on [88]. 
2.3.2 Control of converter 
The main component of power electronics is the power converter for AC to DC conversion and 
the inverter for DC to AC conversion, which produces a desired electric power (or energy) 
conversion by controlling the system variables, such as voltages and currents. These converters 
rely on their control systems to switch devices ON and OFF. Therefore, applying the 
appropriate control method is essential to the converter system to obtain the desired overall 
performance. 
Often control methods for power electronics are developed solely based on individual power 
electronic circuits, such as a converter circuit, but not as a complete system. It led researchers 
to make heavy assumptions in their component modelling. Either input or output is assumed to 
be constant values, or both of them are assumed constant to characterise the input-to-output 
relationship. Usually, these constant values refer to a steady-state operating point or a desirable 
fixed set point. 
However, real physical systems do not always operate at a fixed set point. The operating point 
can vary due to the full operating range. Notwithstanding this observation, conventional linear 
control methods have been hugely successful in most real system applications. Hence, it must 
be true many systems can be well approximated by linear models. 
Thus, considering nonlinear and linear controls: 
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x Linear control applies to systems which can be described by linear differential equations. 
When system parameters do not change with time, it is called a linear time-invariant (LTI) 
system. In general, the time-domain system response is transferred to another domain using 
mathematical methods, such as the popular Laplace and Fourier transforms [118]. The 
mathematical description of the system leads to solutions of the system response, such as 
frequency response, gain, resonant frequencies, poles, zeros and more. Linear control uses 
these solutions of the system response to control the system output. 
x Nonlinear control applies to systems which can be described by nonlinear differential 
equations, such as those shown in Section 1.3.2. System parameters may vary (time-variant) 
or may not vary (time-invariant) with time, as shown in Table 2, and have nonlinear 
characteristics which may or may not have any solution or have multiple solutions. There 
are some modelling methods, such as the LTP modelling technique [81], to analyse such a 
system. Generally, these nonlinear methods are more complicated and less popular. Often 
the application of a nonlinear method only applies to specific systems, such as 
communications and signal processing. 
In power system transient stability, theories have been developed using nonlinear system 
analysis, such as the Lyapunov theory [119]. In general, nonlinear systems are analysed 
using numerical computations on computer simulations. Nonlinear methods can be applied 
to input-constrained linear systems [89]-[91] in exceptional cases if the solution at the 
steady-state operating condition is the point of interest. 
 
In power electronics and power systems, two typical analysis domains are used: time and 
frequency (or a hybrid of both). When a nonlinear system in the time-domain is linearised 
around a periodic state in the frequency domain, it is referred to as an LTP system modelling 
[81]. Once the system is linearised, the system model can be converted back to the time-domain 
again. 
As an example, harmonic state space (HSS) modelling of power converter systems in [68]-[71], 
[82] use a linear system analysis of harmonic coupling effects. HSS shows the characteristic 
harmonics, and their coupling, in the power converter system can be directly captured. Thus, 
linear control methods have been developed as in [69] based on this HSS modelling. The linear 
control method based on the linear converter model is quite effective and efficient for many 
real-world systems [120]-[122]. 
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However, if the linear system with a linear controller (or multiple linear controllers) behaves 
as a nonlinear system, the controllability of the system by the controller becomes questionable. 
In particular, the linear controller is not designed to handle nonlinear characteristics of the 
system. In addition, the underlying causes of any nonlinear behaviour of the system are not 
identifiable from these linear systems and controls [123]. 
Despite all the effort of developing small-signal modelling [124] and linear system analysis 
[125] of switching converters, they require a significant simplification of the actual system to 
reduce the amount of mathematical complexity, which makes it difficult to derive all the 
properties of the system components with satisfactory accuracy. Indeed, linear system analysis, 
including piece-wise linear system analysis in a small operating window, in time or frequency 
domain also describes nonlinear characteristics, such as limit cycles and multiple equilibria of 
second- or higher-order systems in many cases [126]. 
The point is there is a need for precise theoretical work occupies the transitional ground in 
generality and applicability between linear and nonlinear system modelling and controls is 
needed. Such a theory would serve as a starting point for more mathematical studies and the 
development of applications in large scale systems such as wind farms. 
 
2.4 Summary 
In this section, linear and nonlinear system analysis, modelling and control are explored. Linear 
system modelling and analysis provide efficient evaluations of general system behaviours 
around the steady-state operating point, whereas nonlinear system modelling and analysis 
provide entire system behaviours. 
In this thesis, both linear and nonlinear system modelling is used for WT system modelling 
depending on the assumptions made to a specific component. For controller, linear control 
strategy is used with newly developed control inputs. However, the synthesis of the control 



























This chapter presents the fundamental system modelling used in this thesis. Each system 
component primarily consists of a two-port structure. Small-signal assumptions, such as a 
constant DC-link voltage, are not made. The pitch control of the blade of the WT is obtained 
from the average model [136]-[138]. 
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3.1 Interface of Grid Connection 
The basis of interconnecting the WT to the grid is a two-port system, as shown in Figure 3.1. 
It comprises seven main elements. Due to the inheritance of the transient behaviour in Port D 
and E, these two ports are modelled as a transient vector. The input is the wind velocity, and 
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Figure 3.1: Two-port system model - cascaded WT system components. 
 
The system models from Port A to Port C used in this thesis is the same model used in [20]. 
 
3.2 Wind Turbine 
The variable speed wind turbine (WT) model shown Figure 3.2 from Port A is obtained from 
the average model [136]-[138] in this thesis, since it is available. Various manufacturers have 
different values of Twt, which are not feasible to obtain due to confidentiality.  
 




Figure 3.2: Frequency of WT. 
 















𝜌𝑣𝑤2𝜋𝑅3𝐶𝑡                                                                     (3.3) 
 
where:  Pwt is the extractable wind power [Watt] from wind turbine, 
             ρ is the air density [kg/m3], 
             vw is the wind speed [m/s], 
             R is the radius of the rotor in [m], 
            Cp is the power coefficient, 
            Ct is the torque coefficient. 
 
Cp is a statistical measure of wind turbine output-to-input power ratio. The input is the 
convertible wind power flowing into the wind turbine blades at continuously changing wind 
speed, and the output is the total electrical power produced by the wind turbine system. It is 
also referred to the overall efficiency of the complete system, which consists of the turbine 
blades, the shaft, gearbox, the generator, and other power electronic components used by the 
wind power industry in these systems. 
The coefficient, Cp, must be provided by the WT manufacturer because the Cp value of a 
particular wind turbine is system-specific, and varies with operating conditions, such as wind 
speed, pitch angle, turbine speed, and other system parameters. Thus, it is usually given at 
various wind speeds in the system specification. The Cp value is governed by the Betz’s limit 








                                                                           (3.5) 




The tip speed ratio is the ratio of the circumferential velocity of the rotor at the blade tip and 
the wind velocity 𝜈𝑤 in front of the rotor blade [137]. Substituting Equations (3.4) and (3.5) 




𝜌𝑣𝑤3𝜋𝑅2𝐶𝑝                                                             (3.6) 
where 𝜔𝑤𝑡 is the wind turbine rotor speed [rad/s].  
 
3.3 Drivetrain 
Typically, the optimal performance of the overall system is delivered by using closed-loop 
feedback controllers. These controllers receive the position data of the rotor from the encoder 
to control and actuate the pitch angle of the blades. To understand the dynamics of the 
drivetrain, and how the stiffness of the shaft causes mechanical oscillations in the drivetrain, 













Figure 3.3: 2-DOF model of direct-drive drivetrain system. 
 
For this 2-DOF system, a dynamic equation of motion can be expressed in a second-order 
differential equation. It is derived from the torque equation: 
𝑇 = 𝐼 ∙ 𝛼                                                                      (3.7) 
where T is the torque applied to the drivetrain, 𝐼 is the rotational moment of inertia, and 𝛼 is 
the angular acceleration. 
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The angular acceleration of the drivetrain is a second-order derivative of the angle/position 
obtained from the encoder. All torque values are calculated on one side of each mass, and thus 




                                                                   (3.8) 








= 𝑇𝑠ℎ − 𝑇𝑝𝑚 − 𝑇𝑝𝑚,𝑓𝑟                                        (3.10)  
The equation for the instantaneous torque of WT is given in [138]. The equation of angular 
acceleration for the PMSG is similar to Equation (3.9). However, the torque applied to the 
PMSG is directly transferred from the shaft and counter electromagnetic (EM) torque. 
Therefore, there is no external torque applied on PMSG, 𝑇𝑝𝑚, other than inherited from the 




= 𝑇𝑠ℎ − 𝑇𝑝𝑚,𝑓𝑟                                                   (3.11) 
The equations for the shaft torque and the frictional torque are thus defined: 






)                                    (3.12) 
𝑇𝑤𝑡,𝑓𝑟 = 𝐶𝑤𝑡 (
𝑑𝜃𝑤𝑡
𝑑𝑡
)                                                            (3.13) 
𝑇𝑝𝑚,𝑓𝑟 = 0,    since there is no spring on the PMSG rotor. 
where:  Iwt = wind turbine rotor inertia [kg·m2], 
   Ipm = generator inertia [kg·m2], 
  Twt = wind turbine torque [N·m], 
  Twt,fr = force of friction of wind turbine rotor [N·m], 
  Tsh = shaft torque [N·m], 
  Tpm = electromagnetic torque of PMSG [N·m], 
  Tpm,fr = force of friction of PMSG [N·m], 
  ksh = coefficient of shaft stiffness [N/m], 
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  Cwt = coefficient of wind turbine damping [N·s/m], 
  Csh = coefficient of shaft damping [N·s/m], 
  θwt = position (angle) of wind turbine rotor [rad], and 
  θpm = position (angle) of PMSG rotor [rad]. 
 
By substituting Equations (3.12) - (3.13)  into Equations (3.10) and (3.11), the dynamic torque 











)] − 𝐶𝑤𝑡 (
𝑑𝜃𝑤𝑡
𝑑𝑡










)                        (3.15) 
 
where 𝜃 = 𝜃𝑤𝑡 − 𝜃𝑝𝑚, which is the angular displacement between the WT rotor and PMSG 
rotor. Therefore ?̇? = ?̇?𝑤𝑡 − ?̇?𝑝𝑚 and ?̈? = ?̈?𝑤𝑡 − ?̈?𝑝𝑚. 
The equations are expressed as differential equations in terms of WT rotor position angle where 
the input torque is applied. The idea behind the equation is that this particular wind turbine is 
sensorless, and thus only the position of the WT and PMSG rotors is available via encoders. 
As seen in Equations (3.14) and (3.15), the coefficient of shaft stiffness is coupled with the 
angular displacement. Thus, larger stiffness of the shaft increases the force applied in the 
drivetrain. For a flexible shaft, with a lower stiffness, the shaft twists. As a result, one end of 
the shaft rotates relative to the other, end inducing shear stress in the shaft. 
Rearranging Equations (3.14) and (3.15), the drivetrain system equations of motion are derived: 
 
𝑇𝑤𝑡 = 𝐼𝑤𝑡?̈?𝑤𝑡 + (𝐶𝑤𝑡 + 𝐶𝑠ℎ) ∙ ?̇?𝑤𝑡 − 𝐶𝑠ℎ?̇?𝑝𝑚 + 𝑘𝑠ℎ𝜃𝑤𝑡 − 𝑘𝑠ℎ𝜃𝑝𝑚                     (3.16) 
0 = 𝐼𝑝𝑚?̈?𝑝𝑚 + 𝐶𝑠ℎ ∙ ?̇?𝑝𝑚 − 𝐶𝑠ℎ?̇?𝑤𝑡 + 𝑘𝑠ℎ𝜃𝑝𝑚 − 𝑘𝑠ℎ𝜃𝑤𝑡                            (3.17) 
Equations (3.16) and (3.17) are a two degree of freedom system containing a fourth-order 
characteristic equation, which gives a second-order polynomial. This polynomial has complex 
solutions due to the relatively low damping due to shaft flexure. 
By taking the Laplace transform of Equations (3.16) and (3.17), the equations of motions are 








𝐼𝑤𝑡𝑠2 + (𝐶𝑤𝑡 + 𝐶𝑠ℎ)𝑠 + 𝐶𝑠ℎ   −𝐶𝑠ℎ𝑠 − 𝑘𝑠ℎ




]     (3.18) 
 
The damping coefficient term 𝐷𝑤𝑡 is coupled with 𝐷𝑠ℎ contributing the damping oscillation in 
the drivetrain system. These damping coefficient terms are called cross-coupled damping [145]. 
When there is positive cross-coupled damping, a deflection causes a reaction force, displacing 
the shaft horizontally as if applying a vertical force. If the damping coefficients are significantly 
large enough to make the mechanical system unstable, WT operation needs to be shut down 
immediately before any severe damage occurs [143].  
The damping of WT and PMSG with low-frequencies refers the torsional vibration exerted on 
the structure, which is critically damped and does not impact the natural frequency in this case. 
If the damping of WT and PMSG is significant, it may lead to the failure of the WT structure 
[144]. Therefore, the effect of damping of the WT and PMSG on the resonant frequencies can 




                                                                (3.19) 
𝜔𝑟 = √𝑘𝑠ℎ (
𝐼𝑤𝑡 + 𝐼𝑝𝑚
𝐼𝑤𝑡𝐼𝑝𝑚
)                                                     (3.20) 
 








2 + 𝐶𝑠ℎ𝑠 + 𝑘𝑠ℎ
𝐼𝑤𝑡𝐼𝑝𝑚
𝐼𝑤𝑡 + 𝐼𝑝𝑚
𝑠2 + 𝐶𝑠ℎ𝑠 + 𝑘𝑠ℎ)





















 𝐶𝑠ℎ𝑠 + 𝑘𝑠ℎ
𝐼𝑤𝑡𝐼𝑝𝑚
𝐼𝑤𝑡 + 𝐼𝑝𝑚








































The angular frequencies, 𝜔𝑎𝑟  and 𝜔𝑟  represent the oscillation modes, where the interaction 
between WT and PMSG occur. The resonant frequencies, 𝜔𝑎𝑟 and 𝜔𝑟 are the anti-resonant and 
the resonant frequencies, respectively. 
The peaks of 𝜔𝑎𝑟 and 𝜔𝑟 of the system are the anti-resonant and resonant frequencies when 
the WT system exhibits resonant behaviours. At 𝜔𝑎𝑟, the PMSG rotor rotates with an equal 
and opposite torque from the WT rotor resulting in the oscillation of PMSG. It implies that the 
exciting force of the oscillation from the WT is “absorbed” [140] by physically coupled 
mechanical components, such as a shaft between the PMSG and WT rotors. The vibration of 
the WT is absorbed through the valley in the frequency response. The rotational inertia from 
the PMSG behaves as a vibration absorber, which absorbs the oscillations from the WT. Thus, 
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the coupled components act as an additional restraint to the system at the anti-resonant 
frequency. 
At 𝜔𝑟, the WT and PMSG rotors are at the peak of the resonant frequency. Thus, the force from 
the WT and PMSG become amplified in the drivetrain system, and both the WT and PMSG 
rotors oscillate together. It translates into structural vibrations in the WT nacelle. 
 
3.4 Permanent Magnet Synchronous Generator 
The equivalent circuit of the permanent magnet synchronous generator (PMSG), is shown in 
Figure 3.4. It is based on the transient model of permanent magnet synchronous machine 
(PMSM) [146]. Any change in the magnetic flux of the rotor magnet would cause an induced 
electromotive force (EMF), which results in a circulating current in the magnet. 
 
































Figure 3.4:  PMSG circuit representation. 
 
Sebastian et al. [86] stated “… assuming that the penetration depth δ at the maximum frequency 
of concern is large in comparison with the magnet’s radial thickness, each magnet can be 
considered approximately as a conducting loop of length 𝑙𝑟 , angular span 2α, having a 
resistance 𝑅𝑚′ .” When transferred across the air gap to the equivalent number of direct-axis 
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stator turns, it represents as a mutual resistance 𝑅𝑚 , connected across the direct-axis 









                                                      (3.23) 
where 𝑛 is the number of pole pairs and Ns is the number of turns in the stator winding. 
 
Since the magnet-to-core interface is mainly a non-conducting adhesive, this path can be 
ignored [86]. Based on the circuit model without the zero-sequence component, the equation 
of voltage in dq-axis is expressed: 
𝑣𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 − 𝜔𝑠𝜓𝑠𝑞 + (𝐿𝑠𝑑+𝐿𝑠𝑚)
𝑑𝑖𝑠𝑑
𝑑𝑡
                                        (3.24) 
𝑣𝑠𝑞 = 𝑅𝑠𝑖𝑠𝑞 − 𝜔𝑠𝜓𝑠𝑑 + (𝐿𝑠𝑞+𝐿𝑠𝑚)
𝑑𝑖𝑠𝑞
𝑑𝑡
+ 𝜔𝑠𝜓𝑝𝑚                              (3.25) 
where: 𝜓𝑠𝑑 = (𝐿𝑠𝑑+𝐿𝑠𝑚) ∙ 𝑖𝑠𝑑 and 𝜓𝑠𝑞 = (𝐿𝑠𝑞+𝐿𝑠𝑚) ∙ 𝑖𝑠𝑞. 
 
Substituting 𝜓𝑠𝑑  and 𝜓𝑠𝑞  into Equations (3.24) and (3.25), respectively, yields the current 




𝑣𝑠𝑑 − 𝑅𝑠𝑖𝑠𝑑 + 𝜔𝑠𝑖𝑠𝑞(𝐿𝑠𝑞+𝐿𝑠𝑚)
𝐿𝑠𝑑 + 𝐿𝑠𝑚




𝑣𝑠𝑞 − 𝑅𝑠𝑖𝑠𝑞 + 𝜔𝑠𝑖𝑠𝑑(𝐿𝑠𝑑+𝐿𝑠𝑚) − 𝜔𝑠𝜓𝑝𝑚
𝐿𝑠𝑞 + 𝐿𝑠𝑚
                            (3.27) 
Where:  ωs = the synchronous rotor speed of PMSG [rad/s], 
             Rs = the stator resistance [ohm], 
             ψpm = the flux linkage by permanent magnet [Wb], 
             ψsd = the flux linkage of d-axis [Wb], 
             ψsq = the flux linkage of q-axis [Wb], 
             Lsd = the inductance of d-axis [H], 
             Lsq = the inductance of q-axis [H], 
             Lsm = the stator mutual inductance [H], and 




The electromagnetic torque, Tpm_EM [N·m] of the PMSG is calculated: 
 
𝑇𝑝𝑚_𝐸𝑀 = 1.5𝑛[𝜓𝑝𝑚𝑖𝑠𝑞 + (𝐿𝑠𝑑 − 𝐿𝑠𝑞) ∙ 𝑖𝑠𝑑𝑖𝑠𝑞]                                     (3.28) 
 
 
Ideally, Tpm_EM should be equal and opposite of the mechanical Twt in Equation (3.10), i.e. Twt 
- Tpm_EM = 0 if the losses in the drivetrain system are negligible.  
There are numerous turbines and generator torque controllers available. However, many of 
these controllers are proprietary and thus not publicly available. This work uses the generic 
WT pitch control and torque control algorithms given in [138], with resonant controller tuning 
techniques used in [142], which are directly implemented for the low- and variable-speed WT. 
The torque control of the PMSG is achieved by setting the torque: 
 
𝑇𝑝𝑚_𝐸𝑀 = 𝐾𝜔𝑠2                                                               (3.29) 
where the gain K is defined in [141]. 







)                                                      (3.30) 
where Cp_max is the maximum achievable power coefficient by the turbine, R is the radius of 
the rotor or the length of the blade [m], ρ is the air density [kg/m3], and 𝜆𝑝𝑚∗ is the tip speed 
ratio at Cp_max. 
The generator control is based on the assumption the d-axis is perfectly aligned with 𝜓𝑝𝑚. The 
q-axis current is used to control the electromagnetic (EM) torque of the PMSG. Thus, d-axis 




𝑇𝑝𝑚∗                                                           (3.31) 
 
 




3.5 Machine-Side Converter 
The machine-side converter (MSC) used in this thesis is a three-phase full-wave rectifier, as 
shown in Figure 3.5. The rectifier reverses the voltage with negative polarity to the positive 
periodically to convert AC to DC, as shown in Figure 3.6. Thus, only the current controller for 



























Figure 3.6: Rectifier conduction waveform 
 
For the three-phase full-wave rectifier, the PMSG terminal voltages, 𝑉𝑎, 𝑉𝑏 and 𝑉𝑐, with a phase 
shift of the 120° give: 
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𝑉𝑎 = 𝑉𝑝𝑒𝑎𝑘 ∙ sin(𝜔𝑡)                                                      (3.32) 
𝑉𝑏 = 𝑉𝑝𝑒𝑎𝑘 ∙ sin(𝜔𝑡 − 120°)                                              (3.33) 
𝑉𝑐 = 𝑉𝑝𝑒𝑎𝑘 ∙ sin(𝜔𝑡 + 120°)                                              (3.34) 
The average DC voltage 𝑣𝑑𝑐 of the 3-phase half-wave rectifier is given [147]: 
𝑣𝑑𝑐 = 2 ∙
3√2
𝜋
 ∙ 𝑣𝐿                                                                   (3.35) 
where 𝑣𝐿 is the root mean squared (rms) line voltage of the PMSG terminal. 
 
3.6 Grid-Side Voltage Source Inverter 
The voltage source inverter (VSI) model for the wind farm used in this thesis is based on the 
power balance equation (PBE): DC input = AC output. The PBE eliminates the switching 
function between DC and AC, which makes it easy to solve. However, the new model of the 
VSI does not use the grid filter parameters, 𝑅𝑓 and 𝐿𝑓 as the conventional PBE. It eliminates 
the variable 𝑖𝑎𝑏𝑐 from the grid, which cannot be used as a control input during a fault condition 
or islanding operation. During the fault the voltage and current from the grid are undesirable 
values, and they should not be used as inputs of the control. The new VSI model starts with: 
𝑃𝑖𝑛 = 𝑃𝑜𝑢𝑡                                                                   (3.36) 
where 𝑃𝑖𝑛 is the DC power entered to the VSI, and 𝑃𝑜𝑢𝑡 is the power measured at the RL fileter 
shown in Figure 3.7, respectively, defined: 
𝑃𝑜𝑢𝑡 = 𝑣𝑎𝑏𝑐 ∙ 𝑖𝑎𝑏𝑐                                                            (3.37) 
𝑃𝑖𝑛 = 𝑣𝑑𝑐 ∙ 𝑖𝑑𝑐 = 𝑣𝑎𝑏𝑐 ∙ 𝑖𝑎𝑏𝑐                                                   (3.38) 
where 𝑃𝑎𝑐 is the active power from the PMSG terminal, and 𝑃𝑑𝑐 is the measured power at the 
DC-link. 
The loss of DC-link circuit is represented by placing a lump resistor value Rdc shown in Figure 







                                                      (3.39) 
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Substituting Equation (3.39) into Equation (3.38), the following equation for the power balance 







) = 𝑣𝑎𝑏𝑐 ∙ 𝑖𝑎𝑏𝑐                                             (3.40) 







) = 𝑣𝑑𝑐 ∙ 𝑖𝑑𝑐                                               (3.41) 








𝐶𝑑𝑐 ∙ 𝑅𝑑𝑐 ∙ 𝑣𝑑𝑐







∙ 𝑖𝑑𝑐                                                (3.42) 
where 𝑅𝑑𝑐 ∙ 𝐶𝑑𝑐 is a time constant, 𝜏𝑑𝑐, to charge and discharge the DC-link capacitor, can be 



























Figure 3.7:  RL-filter VSI connected to the grid. 
 
3.7 Transient DC-Link Model 
The purpose of DC-link is to connect a rectifier/converter on the generator side and an inverter 
on the grid side. The capacitor filters our small variations of the two voltages from the converter 
and inverter. The DC link is simply the capacitor connection between these two converter 







Figure 3.8: The DC-link. 
 
The previous section describes the voltage dynamics of the DC-link. In this section, the current 
dynamics are described. The current is not assumed to be constant, but treated as an inherited 
vector from the PMSG. 
3.7.1 Current dynamics of DC-link 
In the previous section, the DC link voltage dynamics were described using the power balance 
method. However, it does not consider the inherited current from the generator via MSC during 
transient events when the grid is faulted. For wind turbine applications, the grid behaves as a 
swing source, rather than a voltage source or power supply, as shown in Figure 3.9. The swing 
source is a term used to represent power grid, which can behaves as a load, voltage source or 


































Figure 3.9:  The equivalent RC circuit of DC-link in the steady-state condition. 
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For wind turbine applications, the voltage on the DC link capacitor is the voltage from the grid 
and the PMSG generator. The DC link circuit is modelled as an RC circuit with both voltage 
and current sources. The voltage source is from the grid, and the current source is from the 
generator. The DC link circuit can be derived by using the superposition method. However, 
during a grid fault, the grid-side of the VSI is disconnected, which makes the PBE no longer 


















from the PMSG  
 
Figure 3.10:  Superposition method of an RC circuit with voltage and current sources. 
 
Figure 3.10 depicts the DC link voltage vcdc depends on both the grid and generator voltages. 
In the majority of small-signal modelling, typically for HVDC applications, the DC link voltage 
is considered as a constant voltage because it stays nearly constant during the steady-state 
operating condition. However, for large-signal modelling, the grid voltage and the generator 
voltage do fluctuate significantly during large-signal disturbances. 
The magnitude of voltage fluctuation depends on the location and type of faults. For instance, 
if the fault occurs on the grid side, the voltage on the grid side drops to the minimum fault ride-
through requirement. In this case, the generation system must stay connected to transmission 
system under certain operational voltage levels. 
The most significant problem with this steady-state based circuit model is the control of the 
VSI and PMSG are based-on this steady-state condition. Thus, conventional small-signal 
models with PBE work well only for the steady-state circuit, and possibly for very short grid 
faults. In additions, to obtain the solutions to the steady-state equation, the DC capacitor voltage, 
𝑣𝐶𝑑𝑐 , is treated as a constant, rather than variable. The capacitor voltage remains nearly 
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unchanged during the steady-state, but it is not constant during transient events. Therefore, the 

































Figure 3.11:  DC-link condition during the grid fault 
 
When the WT system is in an islanding condition, PMSG becomes a power supply, in which 
𝑉𝑑𝑐 and 𝑖𝑑𝑐 are inherited from the PMSG. 𝑣𝐶𝑑𝑐 is the voltage of the DC capacitor. The DC 
capacitor appears to be a short circuit between VSI and PMSG and the current inherited from 
the PMSG is restricted only by the resistor 𝑅𝑑𝑐. Using Kirchhoff’s voltage law (KVL), the 










                                                                     











                                                (3.43) 




































∙ 𝑖𝑑 + 𝜔𝑖𝑞 +
𝑣𝑑 − 𝑣𝑠𝑑
𝐿𝑓







∙ 𝑖𝑞 − 𝜔𝑖𝑑 +
𝑣𝑞 − 𝑣𝑠𝑞
𝐿𝑓
                                            (3.47) 
 
Equations (3.44) and (3.45) describe the transient dynamics of back-to-back converters, and 
Equations (3.46) and (3.47) describe the PBE between the WT and grid when they are 
connected. Note that Equations (2.26) and (2.27) are obtained from the previous chapter.  
 
3.8 Grid Model 
The Technical University of Denmark (DTU) and Risø National Laboratory (RNL) released 
an analytical report after a 13-year survey called, “mapping of grid faults and grid codes” [12] 
based on grid faults and their impact on grid-connected WTs. The report identified grid-
connected wind turbines are more frequently subject to grid faults. Although it does not 
mention specifically which wind farms experienced losses due to grid faults, various grid faults 
can occur anywhere in the grid. Most of these faults are associated with voltage disturbance. 
They are usually characterised by the magnitude of the voltage fluctuation and the time period 
of the fault. 
Only the weak grid model is used in this thesis work because oscillation phenomena are not 
seen with strong grid with high short-circuit ratio (SCR). A weak grid is typically defined as 
having an SCR < 3, as defined in the IEEE Standard 1204-1997 [142]. Typically, it is not 
recommended to interconnect converters (or inverters) to a weak grid for stability concerns 
[148]. However, in some cases, such as large wind farms, it is unavoidable to interconnect wind 
farms to a weak grid in rural areas.  
The weak grid model used in this thesis is based on the equivalent series impedance [21], as 
shown in Figure 3.12. The electrical power flows from the VSI terminal to the grid. The higher 











Figure 3.12:  Circuit diagram of the grid model. 
 
The total impedance of the grid network is calculated: 
𝑍𝑓 = 𝑅𝑓 + 𝑗𝐿𝑓                                                            (3.48) 
𝑍𝑔 = 𝑅𝑔 + 𝑗𝐿𝑔                                                            (3.49) 
𝑅𝑡𝑜𝑡𝑎𝑙 = 𝑅𝑓 + 𝑅𝑔                                                          (3.50) 
𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑓 + 𝐿𝑔                                                           (3.51) 
𝑍𝑡𝑜𝑡𝑎𝑙 = √𝑅𝑡𝑜𝑡𝑎𝑙2 + 𝐿𝑡𝑜𝑡𝑎𝑙2                                                 (3.52) 
 





where 𝑣𝑔 is the rated grid voltage and 𝑆𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is the rated power of the WTG. 
 
3.9 Summary 
This chapter defines the complete simulation model of the two-port WT system. The transient 
model of the back-to-back converters is described with DC quantities only. This circuit model 
treats the DC-link voltage and current as an inherited variables from the PMSG, rather than 
























This chapter introduces the oscillation problems via simulations with the system model 
discussed in Chapter 3. The oscillation problems can be identified as torsional oscillation (TO) 
or sub-synchronous control interaction (SSCI) problems, which have some similarities, but 
have distinct differences in the system response and disturbance characteristics. 
MATLAB/Simulink® is used to simulate the TO and SSCI phenomena in time domain. 
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4.1 Oscillation in Drivetrain 
The drivetrain system is simulated to validate the mathematical model from Chapter 3. This 
simulation is vital to investigate any critical failure of the mechanical component where the 
output of the PMSG is in close proximity of the grid and impact of the DC-link on torsional 
oscillation (TO) is essential to the system stability because the transient interactions may cause 
voltage, current and frequency oscillations to appear at the PMSG terminal which is the critical 
component of the WT system. 
The result of the o simulation has been discussed at the end of this section. 
4.1.1 Drivetrain response 
The system is simulated with MATLAB/Simulink® with actual data given in Appendix II. 
Two different cases were simulated. The first is a flexible shaft case, as shown in Figure 4.1. 
The second is an infinitely rigid shaft case, as shown in Figure 4.2. 
 
 
Figure 4.1:  Simulation result of the flexible shaft [20]: (a) step response of shaft damping, (b) 
Bode plot of θwt/Twt and θpm/Tpm, (c) Bode plot of θwt/Twt with various inertia ratios 




Figure 4.2:  Simulation result of the rigid shaft [20]: (a) step response of shaft damping, (b) 
Bode plot of θwt/Twt and θpm/Tpm, (c) Bode plot of θwt/Twt with various inertia ratios 
and (d) phase plot of WT and PMSG with various inertia ratios. 
 
As Figures 4.1 and 4.2 depict the simulation result of the valley at anti-resonance and resonance, 
they potentially interfere with the feedback control. Practically, placing a low-pass filter would 
remove these valleys. Adjusting the control gain parameters of the PMSG feedback controller 
is tuned to achieve steady-state conditions around the operating frequency. However, Figure 
4.1 shows both anti-resonance and resonance occur at very low frequencies. Placing a low-pass 
filter (LPF) to cut-off the valleys of the anti-resonance and resonance frequencies would reduce 
the usable frequency bandwidth. As the inertia ratio increases, both anti-resonant and resonant 
valleys are significantly shifted to higher frequencies, as shown in Figure 4.1 (c). In addition, 
increasing the stiffness of the shaft can tie the peaks of anti-resonant and the resonant closer 
together (i.e. inertia ratio = 0.5 vs 5 in Figure 4.1 (c)). 
Equations (3.20) and (3.21) for 𝜔𝑎𝑟 and 𝜔𝑟 show the resonant frequency strongly depends on 
the stiffness of the shaft, and the inertia of the PMSG and WT. Figure 4.2 shows a stiffer shaft 
alone can significantly improve the damping response in the drivetrain system by reducing 
transmitted vibration. Reduction of vibration does not necessarily guarantee the overall 
stability of the drivetrain system, which will be discussed in Section 4.1.2. In addition, the 
problematic anti-resonant and resonant valleys are adequately attenuated to the desired level. 
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However, this simulation does not show how the drivetrain interacts with other components, 
such as the WT and the PMSG since the WT model is not presented in this thesis. However, it 
shows the oscillation problem because all shafts are flexible in reality, and there is no such 
shaft with infinite stiffness. The flexible shaft absorbs small torque vibrations. 
4.1.2 Torsional oscillation 
Case 1:  flexible shaft 
The drivetrain system is simulated with the flexible shaft parameters given in Appendix II to 
obtain the steady-state condition. The stiffness coefficient of the flexible shaft is obtained from 














Figure 4.4:  Rotor speed, angle and EM torque of the PMSG (flexible shaft) [20]. 
 
The simulation result shows the WT system converges to the steady-state condition including 
the drivetrain system. The control frequency can interfere with the anti-resonant and resonant 
frequencies, as shown in Figure 4.1. Although the interaction of the anti-resonant and resonant 
frequencies with the control frequency, placing an LPF within the controller and tuning the 
control gain should be considered to avoid interference between the controller frequency and 





Case 2:  rigid shaft 
The stiffness coefficient of the rigid shaft is given in Appendix II. Without having an LPF, it 
perfectly shifts both valleys of anti-resonant and resonant to the higher frequencies in Figure 
4.2. The stiffness coefficient of the rigid shaft is applied in the same WT system after Case 1. 




















 Figure 4.6:  Speed, derivative of the speed, torque (𝑇𝑠ℎ = 𝑇𝑤𝑡 − 𝑇𝑝𝑚) and derivative of the 
rigid shaft torque [20]. 
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4.1.3 TO Analysis 
The simulation results in Figures 4.3 to 4.6 depict the torsional oscillation between the shaft 
and the PMSG, which led to system instability for Case 2. As shown in Figure 3.3 from the 
previous chapter, the coupling torque on the shaft, Tsh is given in Equation (3.12). As Figure 
4.2 (a) depicts, the damping response with the rigid shaft is negligible. Thus, Tsh determined 
by the angular displacement between the WT and PMSG rotors is defined: 
𝑇𝑠ℎ = 𝐶𝑠ℎ(𝜃𝑤𝑡 − 𝜃𝑝𝑚)                                                     (4.1) 








= 𝑇𝑠ℎ                                                            (4.3) 
Defining 𝜃 = 𝜃𝑤𝑡 − 𝜃𝑝𝑚 , subtracting Equation (4.3) divided by 𝐼𝑝𝑚  from Equation (4.2) 












 𝑇𝑠ℎ                                          (4.4) 










𝐶𝑠ℎ𝜃                                        (4.5) 
For steady-state operation, the rate of change of the angular momentum build-up in WT rotor 
is expressed as a function of the WT rotor speed: 
∆𝐿 = ∫ ∑ 𝑇𝑤𝑡 = 𝑓𝑇𝑤𝑡 (
𝑑𝜃𝑤𝑡
𝑑𝑡
)                                                  (4.6) 
The function of the WT rotor torque is defined in Appendix V. 
During torsional oscillation between the WT and PMSG rotors, the oscillating component of 
the larger inertia would be less likely to experience instability induced by the torsional torque. 
Therefore, the PMSG is referred to as the system average of the mechanical synchronous speed 
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 = 𝜔𝑝𝑚 +
𝑑𝜃
𝑑𝑡
                                                               (4.7) 
A Taylor series expansion (TSE) is used for analysing the limits of this drivetrain system. 
Considering only the first term and discarding the higher-order terms of the TSE, the function 

















)                             (4.8) 
where γ is the rate of change of the torque-speed curve of the PMSG, which is the numerical 
derivative of the torque-speed curve. It is not the same as the torque-speed curve of the WT.  












                                        (4.9) 
Positive γ > 0 yields the positive first term indicating the eigenvalues are on the right-half of 
the complex plane and unstable. Thus, the shaft undergoes negative damping and the increase 
in the torsion response shown in Figures 4.5 and 4.6 occurs. From Equation (4.9), the unstable 
torsional oscillation can be also identified in the frequency domain. 
Since the 𝑖𝑡ℎ eigenvalue, 𝜆𝑖, is related to the 𝑖𝑡ℎ natural frequency, the oscillation frequency 




                                                                  (4.10) 












𝐶𝑠ℎ                                   (4.11) 
Since γ is the rate of change of torque-speed, the first term under the square root of Equation 
(4.11) is much smaller than the second term. Therefore, 𝐼𝑤𝑡  and 𝐶𝑠ℎ  dictate the oscillation 
frequency. When 𝐼𝑝𝑚 > 𝐼𝑤𝑡 , 𝐼𝑝𝑚  and 𝐶𝑠ℎ  dictates the oscillation frequency of the shaft. In 
either case, the stiffness of the shaft is always the dictating parameter in the drivetrain system. 
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In addition, γ is useful in torque control design of the PMSG. From Equation (3.30), assuming 
the rotor flux linkage is constant, the mechanical torque of the PMSG rotor only depends on 
the speed of the PMSG. As shown in Figure 4.5, the indication of the growth of oscillation can 





Figure 4.7:  Torque-speed curve (flexible shaft), torque-speed curve (rigid shaft) and torque-
speed curve of flexible shaft vs. rigid shaft (near steady-state operating point) [20]. 
Torque at steady-state  
torque jump  
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It has been shown that when γ is positive and large, the system will result in negative damping 
and instability. As shown in Figure 4.7, the speed of the shaft is nearly insensitive to the change 
in torque. However, the oscillation of the shaft quickly builds up and exhibits negative damping, 
which leads to system instability. However, if γ is positive but very small (close to zero), the 
growth rate of the oscillation of the shaft system may be slower, although it still leads to an 
unstable system condition after a greater period of time. 
This drivetrain simulation shows the effect of TO in the drivetrain system. The negative 
damping behaviour on the drivetrain system occurs due to the shaft stiffness resulting in the 
strong coupling between the rotating masses and the stiffness of the shaft system. The resulting 
oscillation in the shaft is large enough to make the system unstable in this particular WT system. 
The simulation shows sustained torsional oscillations result in catastrophic failure of the entire 
system. 
 
4.2 Sub-Synchronous Control Interaction (SSCI) 
Sub-synchronous control interaction (SSCI) is defined as the interaction between an electronic 
controller within a WT system and series compensated transmission system to create oscillation 
in the WT system and the grid [166]. The initial SSCI phenomena, which lead to voltage 
collapse of the grid is reported in [167] where doubly-fed asynchronous generator (DFIG) 
based WTs are interconnected to the weak grid. In addition, it is possible the oscillation 
frequency of the SSCI overlap to anti-resonant or resonant frequencies of the drivetrain system, 
as seen in the previous section. The SSCI phenomena between the WT and grid is simulated 
via three-phase grid faults, as shown in Table 4.1. 
 
TABLE 4.1:  GRID CONDITIONS AND FAULT TYPE. 
Parameter Value 
System Frequency 50 Hz 
SCR 2.75 
Voltage 33kV 
Cable Length 97km 
Unit Transformer 2.5 MVA (33/0.69 kV) 




A three-phase balanced fault was applied to the cable with duration of 400ms to excite a system 
transient, as shown in Figure 4.9. The breaker on the unit transformer was opened with 5ms 
delay, typical for CB actuation delay [165], after the fault is applied. The system is reconnected 
to the grid and synchronised at 8.4s. System oscillation was observed immediately after 
synchronising with the grid. This simulation model does not include protective relays and other 
protection devices placed in the WT system in order to observe interactions between the 
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Figure 4.9:  Components affected by the grid fault. 
 
4.2.1 Simulation result – voltage and current oscillation 
The simulation results of the grid fault are shown in Figures 4.10 to 4.14. Undamped 
oscillations develop in voltage, current, modulation index, and PMSG. The oscillations shown 
53 
 
in Figures 4.11 and 4.12 do not grow. The presence of the oscillation on the grid voltage is 















Figure 4.12:  33kV grid voltage and current. 
 
 




Figure 4.14:  EM torque of PMSG. 
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The initial oscillation begins with the modulation index shown in Figure 4.13, and it fails to 
recover to the steady-state condition after the fault has been cleared, as shown in Figure 4.10. 
Figure 4.14 depicts the result of the current oscillation in the PMSG rotor. The relay would 
have picked up the continuous overcurrent condition, as shown in Figures 4.11 and 4.12, but it 
may not have picked up if the magnitude of the oscillation is small. If there is no protection 
operation, as in this simulation, the voltage and current oscillations continue until some 
component finally becomes damaged, which would require shutting down the WT for the repair. 
It is also possible the power quality of the weak grid is poor, so the protection system may not 
detect the oscillation if the variations of the voltage and current are small enough to fall into 
marginal thresholds of the relay setting. 
This simulation shows the oscillations are most evident in the voltage, current, and modulation 
index, but the PMSG possibly exhibits the physical damage if the TI continues without being 
suppressed. The voltage oscillation is still significant up to the grid-side RL filter. However, it 
occurs to a much lesser extent than current oscillations. 
4.2.2 Power balance equation 
A vast majority of voltage source inverter (VSI) controls for wind farms use the power balance 
equation as the base model, as shown in Chapter 3. The DC link voltage dynamics are described 
using the power balance method. For wind turbine applications, the voltage on the DC-link 
capacitor is the voltage from the grid and the PMSG generator. This inherited capacitor voltage 
implies the capacitor voltage 𝑣𝐶𝑑𝑐 depends on both grid and generator voltages. In the majority 
of small-signal modelling, typically for HVDC applications, the DC link voltage is considered 
a constant voltage because it stays nearly constant during steady-state operating conditions. 
However, for transient models, the grid voltage and the generator voltage fluctuate significantly 
during large-signal disturbances. The magnitude of voltage fluctuation depends on the 
transmission line or cable impedance and type of faults. For instance, if there is a three-phase 
fault on the grid side, the voltage on the grid side drops to the minimum voltage that fault ride-
through requires in which the generation system must stay connected to transmission system 
under certain operational voltage level. In this case, the power balance equation becomes no 
longer valid. The WT keeps generating the power, but the grid is disconnected from the WT. 
As a result, the WT is isolated from the grid and operates independently. 
Control of WTs is complex [149], [150] and the specific form of control method used in this 
simulation is typical and has been well-documented [151], and is widely used in research and 
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applications [149]-[155]. The typical control mechanism, and many other control algorithms, 
used in this simulation are not seen to be effective for an extended period of grid fault 
considering typical fault length of line-to-ground is 100~150ms. Their failure occurs because 
the location of the measurement sensors is located on the grid side. Due to the basis of the VSI 
control model, the cause of the oscillation is not traceable to how the system responds to the 
control action. 
4.2.3 Phase-locked loop (PLL) and feedback control structure 
Although PLL and PWM are different components, PWM is primarily affected by PLL and 
dependent on it, as shown in Figure 4.15. Conventional grid-side converter control systems 
using PLL and PWM algorithms may perform well in the steady-state and moderate transients. 
However, large transients of the AC system would cause nonlinear control system saturation. 
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Figure 4.15:  Feedback arrangement of VSI control system components. 
 
The feedback control mechanism of the converter control shown in Figure 4.16 would maintain 
the system stability and function correctly in the steady-state and for small to possibly moderate 
disturbances. However, any large transient, such as grid fault can cause the voltage-controlled 
oscillator (VSO) to permanently lose synchronism with the grid because the faulted low voltage 

















Feedback Control Mechanism  
Figure 4.16:  Structure of Feedback Control 
 
Ainsworth et al. [156] discussed about “harmonic instability” where converters connected to a 
weak grid can lose synchronism with the grid frequency, whether those converters are based 
on mercury-arc valves or thyristors. He stated : “… this is prevented by the use of phase-angle 
limit stops, which have a similar effect to those used on other control systems, in that two limits 
of firing angle, α are provided, outside the typical range (e.g., at α = 0° and α = 180°) beyond 
which the firing pulses cannot travel, even if voltage V, has a large positive or negative value 
due to saturation of the feedback loop. In consequence, in the steady state, oscillator frequency 
is always 6f, even if the feedback loop is saturated, and the oscillator cannot jump out of step. 
The limits of α = 0° and 180° operate instantly but are usually suitable only for "emergency" 
use in violent transients” [157]. 
In short, PLLs try to synchronise with the reference signal and lock to the reference values. 
When the measured grid voltage exhibits large disturbances compared against the reference 
grid voltage, PLLs may become saturated, and the output of the PLLs may not be traceable. 
Ainsworth solved the problem by changing the firing angle from the converter controller. 
However, this solution may be used for particular small-signal harmonic problems, but may 
not be adequate to apply to the largely disturbed system environment like grid faults. The FFT 
of the simulation result shown in Figure 4.17 also clearly shows the SSCI is not a “harmonic 
instability” problem, limiting this solution’s efficacy. 
In particular, Figure 4.17 shows the frequency of the current oscillation at the peak magnitude 
is not a multiple of the fundamental frequency of 50 Hz. Instead, it shows interharmonic current 





Figure 4.17:  FFT of oscillating voltage and current between 8.4s and 9.0s showing 
interharmonic current. 
Later, Göksu et al. [159] discovered the instability of grid side converters of wind turbine 
applications as loss of synchronisation (LOS) of PLL during large voltage transients at the 
point of common coupling (PCC), as shown in Figure 4.18. Their transient case study was 
nearly identical to Ainsworth’s observation, and the step response of the voltage and current 






























The main point is any large transient could cause the PLL to lose synchronism with the AC 
system due to the principle mechanism of phase-locked controls, where the reference in this 
case is the grid voltage, which is a large transient voltage in this case. Clearly, the LOS problem 
in PLLs is related to all control problems due to the feedback control structure shown in Figure 
4.15. The disturbance is sustained in the converter system through closed-loop control paths, 
which alter the switching duty cycle [161]. 
To investigate the contribution by control actions, each node of components needs to be listed 
as a block diagram. Figure 4.15 for VSI and Figure 4.19 for MSC show the system arrangement 
of the feedback control system. In this figure ξn(t) is the effect of distortion or saturation and 





















Figure 4.19:  Feedback arrangement of MSC control system components 
 
Figures 4.20 to 4.22 show the control diagrams for VSI, MSC and PLL used in this SSCI 












































Figure 4.21:  Control diagram of MSC 
 















4.2.4 Current oscillation 
From the control arrangement in Figure 4.15, the faulted grid voltage is sampled and enters the 
PLL, trying to calculate the phase difference. During the fault, the output of the PLL would not 
be the desired value because the input voltage is nowhere near the steady-state condition. The 
output of the PLL, which is another undesired value, becomes the input of the control system. 
This process repeats over and over during the grid fault. 
The control system tries to minimise the difference between the measured and reference 
voltages by controlling the firing angle of the VSI. When the difference between these two 
voltages is large, and the fault duration is longer than typical faults ranging between 
100~150ms, the output of the control system would depend on the grid voltage. 
It is worth noting the grid fault problem is a large signal problem, rather than a small-signal 
problem. The control system possibly exhibits some saturation effects, which means the 
modulation index may go over the upper or lower limits the controller can handle. The 
saturation effects depend on the algorithms implemented in each component. Thus, every WT 
system can exhibit different saturation effects including limit cycles [162] on converters. 
Modern WT control mechanisms include limiting functions to prevent the MSC or VSI 
exceeding PWM saturation [163], [164], which can cause unstable operation of the WT. The 
control input parameters (i.e., voltage and current) of the VSI obtained from the grid-side. The 
effect of the VSI control must exhibit in the control parameters including PLLs. The grid 
voltage and current are measured and used as the input to the VSI controller to keep the WT 
and grid. These controllers receive input parameters from the PLL to keep the angle between 
the PMSG and grid in phase. 
To understand the current oscillation from the PMSG output, the control diagram of the MSC 
from Figure 4.21 is examined. Although the MSC and VSI controllers are independent, they 
both use the grid voltage and current as the control reference. Thus, if any oscillation or 
distortion is present in the grid, the controller tries to calculate the maximum power to generate 
based on the oscillating voltage. Therefore, the current starts oscillating, and the oscillating 
current is inherited to the PMSG input and output. This referencing of grid voltage and current 
from the grid is the problem with the maximum power point tracking (MPPT) control 
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Figure 4.23:  Feedback arrangement of MSC control system. 
 
Since 𝑖𝑑𝑞_𝑚𝑒𝑎𝑠 is the measured and transformed from the grid current value 𝑖𝑎𝑏𝑐 to dq-axis, the 
difference in the magnitude from the reference current 𝑖𝑎𝑏𝑐∗  are very large due to zero power 
transfer via VSI. In addition, the resulting SSCI oscillation in 𝑇𝑒𝑚 is shown in Figure 4.24, 





Figure 4.24:  Oscillation comparison between SSCI and TO from the EM torques of PMSG. 
 
4.3 Summary 
The simulation results in this chapter show: 1) shaft failure in the drivetrain system by the TO; 
and 2) the system oscillation by the SSCI. The TO problem must be addressed and dealt at the 
system design level before energising the WT system. However, the SSCI problem is a problem 
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with the reference and input to the control structure using the faulted grid voltage and current 
values. However, changing the entire control structure of the controllers used in the WT system 
is not feasible because they all need to shut down. Therefore, an alternative method is proposed 



















A novel control strategy to mitigate the post-fault oscillation due to SSCI is introduced in this 
chapter. The control method developed prevents oscillation build-up and extends the critical 
clearing time over conventional control methods [149], [150]-[155], [168]-[170]. Control 
system design is based on mostly steady-state operating conditions, because the 
interconnection between the grid and the WT and currently available control methods 
mentioned above are proven effective and robust in controlling harmonics for steady-state 
operating conditions. However, the vast majority of these controllers are not adequate to control 
WT systems during transient events. 
Therefore, an alternative input to the controller is designed for grid fault conditions. 
MATLAB/Simulink® is used to design the controller. The presence of small voltage and 




5.1 Control Objectives 
The most critical control objectives of overall WT system operation are similar in most WT 
control models [58], [153], [155], [170]. Many sub-synchronous control interaction papers 
[170]-[176] suggest and claim new control methods to mitigate the oscillation phenomena, but 
the oscillation they refer to does not present the same oscillation phenomena as seen in Chapter 
4. Even the authors with the original SSCI recording [14] from real system measurements failed 
to duplicate the same post-fault oscillation from the recording. Instead, the authors presented a 
generic system oscillation, which is not the same phenomena as the post-fault oscillation. 
Thus, the control objective, in this case, is to mitigate the post-fault oscillation, and primary to: 
1) Compensate the low grid voltage during long period faults, which last much longer than 
the typical 100 ms. The target fault duration is 400 ms in which the oscillation occurs 
after the fault has been cleared. 
 
2) Maintain the stable DC-link voltage during the grid fault without relying on DC 
choppers. 
Compensation of the low grid voltage implies the faulted grid voltage should not be used as 
the reference voltage to synchronise the PMSG and VSI to the grid. All control methods for 
the VSI, MSC and PLL used in the WT system use the grid voltage as the input to the controller 
during the fault period. There are two primary components to control in this research, the 
PMSG and VSI. 
In the VSI control, maintaining the DC-link voltage as close to the reference value as possible 
is considered as the primary goal. The performance of the new control strategy is compared to 
the control method in Chapter 4. Both steady-state and grid fault conditions, which caused the 
post-fault oscillation due to the SSCI, are presented in this chapter. For PMSG control, stable 
active power and maximum power point tracking (MPPT) values under the given wind speed 
are considered as the general goal. The q-axis control loop is devoted to PMSG speed and 
torque. 
Assessing the overall system performance under steady-state conditions and transient 
behaviour when a three-phase fault occurs at the grid indicates the satisfying performance of 
both VSI and PMSG controllers in both conditions. In other words, no oscillation must be 
found in any grid fault condition in which the low voltage ride-though (LVRT) requirement 
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during the fault must be met. The controller of both controllers must fulfil the control objectives 
mentioned above. 
5.1.1 Considerations for control strategy 
I.  PMSG current rise and oscillation 
The measured current from the grid is compared to the maximum available power from the 
MPPT curve references: DC-link voltage and reference current. As the WT is isolated from the 
grid by the VSI during the grid fault, WT operation is not affected by the disturbance from the 
grid. Thus, the DC-link and the generator-side converter voltages are maintained. 
This isolated WT operation causes control malfunction, as shown in Chapter 4. When the 
measured current from the grid is less than the available MPPT value, the controller tries to 
boost the current generation, as shown in Figure 5.1. Thus, when the measured current is less 
than the reference current value, the controller tries to boost the current generation. In other 
words, if the measured grid current exceeds the reference current value, the controller tries to 
decrease the current generation. 
Therefore, it is vital to avoid the current measured from the grid and compare to the reference 
current values during the grid fault. Unfortunately, almost all conventional control methods 
mentioned above use the measurement values from the grid, which is used as the input of both 
controllers. This approach causes the SSCI and post-fault oscillations shown in Chapter 4. 
Hence, the new control input is defined and used for both VSI and PMSG in this chapter. 
 
 
Figure 5.1:  PMSG stator current rise and oscillation 
 
The stator current rises and 
the oscillation begins due to 
the input grid current to the 
controller 
The stator current stops rising, 
but the oscillation continues  
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II.  DC-link voltage rise 
Figure 5.2 depicts the DC-link voltage rise during and after the fault with the post-fault 
oscillation at 5.4 s. It indicates the controller fails to recover the WT system to the steady-state 
condition once the fault is cleared. The DC-link voltage rise can be more problematic than the 
oscillation if it keeps rising. 
 
 
Figure 5.2:  DC-link voltage rise and oscillation. 
 
If the DC-link protection activates before any system component becomes damaged, the WT 
is again isolated from the grid. Rising DC-link voltage must be compensated or prevented with 
the crowbar/DC chopper protection, but this protection method does not prevent the oscillation. 
IEC 60871-1 [182] and ANSI/IEEE C37.99 [183] define the allowable voltage limit and time 
setting for the protection if the voltage exceeds the threshold. It provides a minimum duration 
at specified voltage factors, as shown in Table 5.1. 
 
Table 5.1:  IEC 60871-1 AND ANSI/IEEE C37.99 CAPACITOR OPERATION TIME. 
Voltage factor 
Vn R.M.S (p.u) 
Max. duration in the 
standard 
Voltage conversion (Volts) 
* rounded up values 
1.2 5 min 1620 
1.3 1 min   1750* 
1.4 15 s   1890* 
1.7 1 s 2300 
2.0 0.3 s 2700 
2.2 0.15 s   2970* 
Oscillation begins immediately after 
the fault is cleared at 5.4 s and the 
DC-link voltage keeps rising 
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In the case of a grid fault, the capacitor should withstand the specified overvoltage range during 
the fault for given time limits in Table 5.1. Thus, this overvoltage and time limit is also 
considered in the control design. 
III.  Voltage angles: grid and PMSG 
As shown in Figure 5.3, the delay of voltage angle is even throughout the steady-state condition. 















During the fault, the delay angle of the grid voltage depicts random shifts of its angle in which 
the frequency of the voltage changes, whereas, in contrast, the PMSG voltage angle is stable. 
When the fault is cleared, the grid voltage fails to recover to the steady-state grid voltage and 
frequency. The oscillating voltage and frequency are shown in Figure 5.3 (bottom). 
As shown in Figure 5.3, the phase angle delay appeared in the measurement between the PMSG 
terminal voltage and the grid voltage during the steady-state is uniformly constant. In contrast, 
the phase angle of the faulted grid voltage deviates and changes the frequency during the fault. 
5.1.2 Control input definition 
There are several prerequisite conditions to consider for the control design during fault 
conditions. 
i. The actual real power from the PMSG transferred to the grid is zero, in which the power 
balance equation becomes no longer valid. However, the real power generated by the 
PMSG is NOT ZERO. (Ppmsg ≈ Pgrid for steady-state, Ppmsg ≈ Prated ≠ Pgrid ≈ 0 for fault 
conditions). 
ii. DC-link voltage is maintained whereas the grid voltage is near zero at the measurement 
location. 
iii. DC-link voltage and current rise during the fault. If the fault lasts long enough, the DC-
link protection activates before any component gets damaged. The current generated by 
the PMSG is limited to its physical capability control threshold, as shown in Figure 5.1. 
iv. The MPPT-based control mechanism should be preserved. 
v. The input of PLL should NOT be the faulted grid voltage.  
Conditions i and ii, are illustrated in Figure 5.4. Considering the conditions above, the operation 
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Figure 5.5:  Process logic of LVRT control input switching. 
 
5.2 Voltage Source Inverter (VSI) Control 
For control of the steady-state condition, the simulation model used in Chapter 4 is employed. 
This control method works well with the steady-state condition with small perturbations in the 
system, such as ripples. For control strategy during the grid fault, the input voltage and current 
from the grid, as shown in Figure 5.6, are removed. This approach avoids comparing the 






























Figure 5.6:  Typical control structure showing the input of the VSI. 
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5.2.1 Steady-state control of VSI 
The typical structure of VSI control shown in Figure 5.6 works very well [184]-[189] for 
steady-state conditions, small-signal disturbances, and even some fault conditions when the 
WT is not connected to a weak grid. Although one control method may perform better than 
another in particular disturbance scenario, all these control approaches are still based-on the 
structure shown in Figure 5.6. The control equations based on Equations (3.46) and (3.45) are 
defined: 
?̃?𝑔𝑑 = 𝑣𝑔𝑑∗ − 𝜔𝑠𝐿𝑔𝑞𝑖𝑔𝑞 + 𝑣𝑑                                                 (5.1) 
?̃?𝑔𝑞 = 𝑣𝑔𝑞∗ − 𝜔𝑠𝐿𝑑𝑖𝑔𝑑                                                          (5.2) 
The q-axis loop in Equation (5.2) controls the reactive power, and the d-axis loop of Equation 
(5.1) controls the DC-link voltage. 
The operation of the VSI is required to stabilise the DC link voltage within a permissible 
operation limit. Considering the active power is the product of the DC-link voltage and the d-
axis current of the grid side converter, the output signal of the DC-link is a reference signal for 
the d-axis current using the PI control as described in Section 3.7. By comparing d-axis current 
𝑖𝑔𝑑 with its reference signal 𝑖𝑔𝑑_𝑟𝑒𝑓 via PI control, the reference voltage signal 𝑣𝑔𝑑∗  is calculated. 
Reactive power control is performed by the q-axis control loop when a voltage disturbance is 
observed at the grid. The VSI should then compensate the voltage variation by injecting 
reactive power to stabilise the voltage. Therefore, the reference q-axis current 𝑖𝑔𝑑∗  is obtained 
by comparing the transformed reactive power 𝑄𝑔𝑑 with its reference 𝑄𝑔𝑑_𝑟𝑒𝑓 via PI control. 
Finally, the decoupled voltages, ?̃?𝑔𝑑 and ?̃?𝑔𝑞 are obtained.  
5.2.2 Transient control of VSI 
The steady-state control of VSI works for all other WTs interconnected to the grid, except when 
it is connected to a weak grid, or the grid is faulted. Oscillating behaviours in wind farms are 
only observed from the interconnection to the weak grid, or grid fault has been cleared. 
Therefore, it is not recommended to connect VSI-based energy sources into the weak grid due 
to the voltage stability issues [177]. However, in some cases, interconnections to the weak grid 
are unavoidable, such as with the increasing number of offshore wind turbines [24]. 
In this case, an oscillation preventive control to mitigate the transient oscillation must be 




























Figure 5.7:  New control inputs of VSI,where the subscript syn means synthesised. 
 
Instead of measuring the grid voltage and current,  the new control signal is used as the control 
input. By removing the measured low voltage and nearly no zero current from the faulted grid, 
the controller does not try to synchronise the VSI output voltage to the faulted grid voltage. 
 
5.3 Machine-Side Converter (MSC) Control 
The output current of PMSG is controlled via speed and torque controllers. An active power 
control within maximum power point tracking (MPPT) value is considered in control 


















Figure 5.8:  General control structure of MSC control system. 
73 
 
In this control diagram, the q-axis loop controls the PMSG speed and torque, and the d-axis 
loop controls to track the maximum available power from MPPT. The control of 
electromagnetic torque allows regulating the WT rotor and generator speed regulation, which 
enables variable speed control of the PMSG WT.  
5.3.1 Steady-state control of MSC 
For the steady-state condition, the same MSC model and control used in Chapter 4 is used. 
Based on Equations (3.24) and (3.25) in Chapter 3, the control equations are defined in terms 
of dq-reference frame: 
?̃?𝑠𝑑 = 𝑅𝑠(𝑖𝑠𝑑∗ − 𝑖𝑠𝑑) − 𝜔𝑒𝐿𝑞𝑖𝑠𝑞                                                     (5.3) 
?̃?𝑠𝑞 = 𝑅𝑠(𝑖𝑠𝑞∗ − 𝑖𝑠𝑞) − 𝜔𝑒𝐿𝑑𝑖𝑠𝑑 + 𝜔𝑠𝜓𝑝𝑚                                            (5.4) 
As shown in Equations (5.3) and (5.4), 𝑖𝑠𝑞 and 𝜔𝑠 are coupled together and any change in 𝜔𝑠 
will alter 𝑖𝑠𝑞. The reference voltage of the q-axis, 𝑣𝑠𝑞∗ , is achieved by multiplying the stator 
resistance and the difference between the reference q-axis current and measured current, 
𝑅𝑠(𝑖𝑠𝑞∗ − 𝑖𝑠𝑞). Consequently, the decoupled PMSG stator voltage equations, ?̃?𝑠𝑑 and ?̃?𝑠𝑞, are 
found from Equations (5.3) and (5.4). 
5.3.2 Transient control of MSC 
As shown in Figure 5.8, the MSC control structure uses the reference currents, 𝑖𝑠𝑑 and 𝑖𝑠𝑞, to 
compare the power transferred from the PMSG to the grid. This approach is possible because 
this MSC control method is based on the assumption the grid voltage is steady-state and stable 
all the time. Therefore, the total power transferred from the PMSG and grid can be calculated 
by comparing the reference current against the measured current from the grid. 
In the case of a grid fault, the current measured from the grid is nearly zero. In contrast, in this 
fault case, the current at the PMSG terminal is nearly the maximum current. Thus, the new 
control input of the MSC control is injected during the grid fault to avoid the current 






















Figure 5.9:  New control input, 𝑖𝑑𝑞_𝑠𝑦𝑛 during the grid fault. 
 
5.4 Phase-Locked Loop (PLL) 
The input voltage signal of PLL is also replaced with the synthesised signal, as shown in Figure 
5.10. In particular, 𝑣𝑔_𝑠𝑦𝑛  is the synthesised grid voltage. The input of the PLL,  𝑣𝑔_𝑎𝑏𝑐  is 
switched when the CB on the grid side is tripped. More switching operations are discussed in 
the next section. 
 


























Figure 5.10:  New PLL input signal, 𝑣𝑑𝑞_𝑠𝑦𝑛 during the grid fault. 
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5.5 Delay Estimation 
The delay between the grid and PMSG voltage can be easily identified in the offline simulation. 
As seen in Figure 5.3, the delay is roughly about 4ms. However, each system has different 
values for the delay. Therefore, cross-correlation is used to estimate an accurate phase angle 
delay, and a Kalman Filter is used for tracking the actual grid voltage during the steady-state 
for any WT system.  
The grid voltage and PMSG voltage frequencies are very stable during the steady-state 
condition. This condition makes it relatively straightforward to generate the synthetic grid 
voltage waveform with the PMSG terminal voltage, assuming the delay between the grid and 
PMSG voltages is nearly fixed. The estimated phase angle is used to generate a synthetic signal 
as the control input for both VSI and PMSG. 
In many practical applications of filtering theory, the delay is mostly identified as a problem 
because it is not only difficult to estimate but also it irregularly changes with system dynamics. 
However, in this case, the phase angle delay, τ, shown in Figure 5.11, between the grid and 
PMSG voltages during the steady-state condition is the identification needed to generate a 
synthetic sinusoidal waveform to replace the grid voltage as the control input during the fault. 
The phase angle delay in time is also sensitive to any frequency change in the voltage, which 
can help identifying any system frequency issues. In the delay estimation shown in Figure 5.11, 
the PMSG voltage model is represented by a discrete equation for computation. 
 
 






The voltage vector of the grid is modelled: 
𝒙𝟏(𝑡) = 𝒗𝒈𝒂𝒃𝒄(𝑡) + 𝒏𝟏(𝑡)                                                     (5.5) 
where 𝒗𝒈_𝒂𝒃𝒄(𝑡) is the grid voltage, and 𝒏𝟏(𝑡) is white Gaussian noise by the grid. The PMSG 
terminal voltage model is expressed: 
𝒙𝟐(𝑡) = 𝒗𝒑𝒎𝒔𝒈𝒂𝒃𝒄(𝑡 − 𝜏) + 𝒏𝟐(𝑡)                                              (5.6) 
where 𝒗𝒑𝒎𝒔𝒈_𝒂𝒃𝒄(𝑡) is the terminal voltage of PMSG, 𝒏2(𝑖)  is white Gaussian noise. The 
































Figure 5.13:  Delay estimation using cross-correlation and peak detection. 
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The cross-correlation [178] between the grid and PMSG voltage vectors provides the 
information on how much time delay exhibits between the PMSG voltage signal compared to 
the grid voltage signal. The cross-correlation between the grid and PMSG voltages, 𝒙𝟏(t) and 
𝒙𝟐(t) is defined: 
𝑤(𝑡) = 𝒙𝟏(𝑡)⨂𝒙𝟐(𝑡)                                                                   (5.7) 





= ∫ 𝒙𝟏∗(𝜏 − 𝑡)𝒙𝟐(𝜏)𝑑𝜏
𝑇/2
−𝑇/2
                                                (5.8) 
The complex conjugate 𝒙𝟏∗(𝜏) in Equation (5.8) does not make any difference in the result 
because only the real value from the simulation is used. 







𝑥2[𝑘 + 𝑚]                                                (5.9) 
As shown in Figure 5.14, the PMSG signal lags about 2224 samples behind the grid voltage 
signal at the measurement point, which translates into 4.448ms lag at the sampling rate of 500 
kHz. This cross-correlation function gives more accurate estimates than the visually estimated 
value from Figure 5.3. 
 
 




ii. Unscented Kalman Filter  
The extended Kalman filter (EKF) requires Jacobian matrices to linearise the nonlinear 
function causing the underlying nonlinear model propagating the covariance [180]. Instead, the 
unscented Kalman filter (UKF) uses a deterministic sampling approach to estimate the mean 
and covariance matrices with a minimal set of sample points [181]. Thus, an UKF is used to 
generate a smoother waveform, which is nonlinear in the time-domain, from the noisy 
generator terminal voltage. Adding an UKF gives a few benefits, notably accuracy and adaptive 
frequency filterting, even if there is slight change or the fundamental frequency may be other 
than 50 Hz. However, adding an UKF makes the system more complex. The effect of UKF is 
examined later in this chapter. 
The voltage signal model is expressed by using simple a UKF model [179]: 
𝒙(𝑖 + 1) = 𝒇(𝒙(𝑖), 𝒖(𝑖)) + 𝒘(𝑖)                                          (5.10) 
where 𝒙(𝑖) is the state at the time-step, i, 𝒖(𝑖) is the control input, and 𝒘(𝑖) is an additive 
white Gaussian noise by the PMSG, which is represented by covariance matrix 𝑸(𝑖). The 
function 𝒇(∙) is the relation function between variables between 𝑖𝑡ℎ and 𝑖 + 1 steps. 
The voltage measurement equation is expressed: 
𝒛(𝑖) = 𝑯(𝑥(𝑖)) + 𝒘𝑚(𝑖)                                                  (5.11) 
where 𝒛(𝑖) is the measured voltage value, 𝒘𝑚(𝑖) is an additive white Gaussian noise with 
covariance matrix 𝑸𝒎(𝑖), and 𝑯(∙) is the relation function between the state and the measured 
voltage value. 
To apply Equation (5.11), the amplitude and frequency of the sinusoidal waveform are defined 
[180]: 
𝑥 = 𝐴𝑠𝑖𝑛(𝜔𝑡)                                                                (5.12) 
?̇? = 𝐴𝜔𝑐𝑜𝑠(𝜔𝑡)                                                               (5.13) 
?̈? = −𝐴𝜔2𝑠𝑖𝑛(𝜔𝑡)                                                            (5.14) 
for given noisy phase-A voltage of PMSG. 
Substituting 𝑥 into ?̈? yields: 
?̈? = −𝜔2𝑥                                                               (5.15) 
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where ?̇? = 𝑢. 

















]                                             (5.16) 





                     

































                              = [
0   1      0
−?̃?2 0 −2?̃??̃?
0    0       0
]                                              (5.17) 
To find the fundamental matrix with two terms: 
𝚽(𝑡) = 𝐼 + 𝒇(∙)𝑡 = [
1   𝑡      0
−?̃?2𝑡 1 −2?̃??̃?𝑡
0    0       1
]                                (5.18) 
Converting the continuous 𝚽(𝑡) to a discrete form yields: 
𝚽𝑖 = [
1     1               0
−?̃?𝑖+12 𝑇𝑠 1 −2?̃?𝑖+1?̃?𝑖+1𝑇𝑠
0    0                1
] ,            𝑖 = 0, 1, 2, … , 𝑛               (5.18) 
where 𝑇𝑠 is the sampling time array. 





]                                                           (5.19) 
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The discrete form of 𝑄𝑖 is defined: 
𝑸𝑖 = ∫ 𝚽(𝛕)𝐐𝚽𝑻(𝛕)𝐝𝐭
𝑇𝑠
0
                                                (5.20) 
Substituting 𝑄,Φ and 𝜏 yields: 
𝑸𝑖 = ∫ [
 1     1       0 
 −?̃?2𝜏 1 −2?̃??̃?𝜏 
 0    0        1 
] [
 0 0 0
 0 0 0
 0 0 𝜆
 ] [ 
1   −?̃?2𝜏      0
𝜏        1            0




,     𝑖 = 0, 1, 2, … , 𝑛 
           = ∫ [
0        0                    0       
 0 4?̃?2?̃?2𝜏2𝚽 −2?̃??̃?𝜏𝚽 





           = [





    0 −?̃??̃?𝑇𝑠2𝚽           𝑇𝑠𝚽       
]                              (5.20) 
The voltage measurement vector is defined: 




] + 𝒘𝑚                                              (5.21) 
𝑯       
where 𝒘𝑚 is represented as a covariance matrix 𝑸𝑚 = 𝝈𝑖2. 
The complete UKF equation is defined: 
?̃?𝑖 = ?⃗?𝑖 + 𝐾1𝑖(𝑥𝑖∗ − ?⃗?𝑖)                                                   (5.22) 
?̃̇?𝑖 = ?⃗̇?𝑖 + 𝐾2𝑖(𝑥𝑖∗ − ?⃗?𝑖)                                                   (5.23) 
   ?̃?𝑖 = ?⃗?𝑖−1 + 𝐾3𝑖(𝑥𝑖∗ − ?⃗?𝑖)                                                 (5.24) 
where ?⃗?𝑖 is the numerically integrated value, which is not the same as the calculated values 
from the fundamental matrix A in Equations (5.12) – (5.14). 
UKF Simulation result: 





Figure 5.15:  Estimated PMSG terminal voltage (top) and phase angle (bottom) using UKF. 
 
The error values near zero-crossing are mainly due to the stiff change in the magnitude of the 
voltage combined with computation delays. However, this error is due to the latency of 
estimation combined with the presence of noise in the PMSG voltage. The actual voltage value 
is the raw data used in this simulation. The sampling rate of the UKF is 10 times slower than 
the measurement frequency in this simulation. 
 
5.6 Initial Proof of Control Concept Using Case Studies 
Three-phase grid fault simulations that create post-fault oscillation are conducted to verify and 
validate the control performance. A total of six cases with different system configurations are 
simulated, as shown in Table 5.2. For Cases 1 to 4, the WT system model developed from this 
thesis work has been used. For Cases 5 and 6, another WT system used to validate the general 
applicability of the control strategy.  
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The WT system used in Cases 5 and 6, has a different power rating of DFIG-based WT with a 
controlled converter on the generator side instead of the rectifier. The specification of this 
system is well documented in [190]. For the MSC converter control, the control method shown 
in Figure 5.9 is implemented. With the estimated voltage, the input current signal 𝑖𝑑𝑞_𝑠𝑦𝑛 is 
calculated for MSC control input. The calculation of 𝑖𝑑𝑞_𝑠𝑦𝑛 is shown in Appendix III. 
 
Table 5.2  GRID FAULT SIMULATION SETUP. 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
WT type PMSG PMSG PMSG PMSG DFIG DFIG 
Rated power 2.0 MW 2.0 MW 2.0 MW 2.0 MW 1.5 MW 1.5 MW 
Grid freuquency 50 Hz 50 Hz 50 Hz 50 Hz 60 Hz 60 Hz 
New Control input No No Yes Yes No Yes 
Fault starting time 5.0 s 5.0 s 5.0 s 5.0 s 6.0 s 6.0 s 
Fault duration 0.4 s 0.4 s 0.4 s 0.5 s 0.5 s 0.5 s 
CB actuation delay 5 ms 5 ms 5 ms 5 ms 5 ms 5 ms 
Input switching delay 2 ms 2 ms 2 ms 2 ms 2 ms 2 ms 
Crowbar protection Yes No Yes Yes Yes Yes 
UKF Estimation No No Yes Yes No Yes 
Oscillation Yes No No No Yes No 
 
Figures 5.16 to 5.32 show the result of the simulations.  
Case 1: Simulation result of the same system in Chapter 4. The oscillation observed in this 
system is the reference to Case 2 to 6. 
Case 2: New control strategy with PMSG measurement data without UKF estimation is applied 
to Case 1. Also, the crowbar protection is not used. 
Case 3: New control strategy with the synthesised control signal from UKF estimation is 
applied to Case 1. Also, the crowbar protection is applied to the DC-link. 
Case 4: The fault duration is extended to 500ms to Case 4. 
Case 5: A three-phase grid fault is applied to another WT system with a doubly-fed induction 
generator (DFIG). Different oscillation behaviour than Case 1 is observed. 
Case 6: Case 5 with crowbar protection is applied. 
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Case 1 result: 
System oscillations are observed from the EM torque of the PMSG, voltages and currents 
during the post-fault transient period, as shown in Figures 5.16 and 5.17. The undamped 
oscillation continues. Unlike TO, there is no oscillation growing in the speed of the PMSG. In 




Figure 5.16:  PQ transferred to the grid, Vdc, PMSG rotor speed and EM torque of PMSG. 
 
 
Figure 5.17:  Bus V-I at the RL filter (VSI terminal) and 33kV. 
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Case 2 result: 
The performance of the control strategy is evaluated with the length of the period that takes to 
recover from the transient condition to a stable operating state once the fault is cleared at 5.4 s, 
as shown in Table 5.3. Oscillations in the voltage and current are mitigated with the new control 
strategy, as shown in Figures 5.18 and 5.19. Due to the absence of crowbar protection, DC-link 
voltage keeps rising until the fault is cleared. In addition, the speed of the PMSG remains at 
the rated speed. 
 
Table 5.3:  CASE 2 - POST-FAULT TRANSIENT PERIOD BEFORE RECOVERING TO THE STEADY-
STATE CONDITION. 
Location Measurement Post-fault Transient Period (ms) 
Bus 690V 690V Voltage 350 Current 830 










Figure 5.19:  690V bus V-I at LC filter and 33kV bus V-I. 
 
Case 3 result: 
The performance of the control strategy significantly improved from Case 2, as shown in Table 
5.4. Since the current transient depends on the DC-link voltage, as shown in Figure 5.9 and 
Appendix III, the control input signal, 𝑖𝑑𝑞_𝑠𝑦𝑛, is calculated from the measured DC-link voltage 
and becomes the input to the PMSG control. Therefore, the current transient is the response to 
the control input, 𝑖𝑑𝑞_𝑠𝑦𝑛. 
The PMSG keeps operating at nearly steady-state, as if it is not affected by the grid fault. The 
DC-link voltage recovers much quicker than in Case 2. The post-fault transient period shows 
almost 20% improvement with less damping in the current, as shown in Figures 5.20 and 5.21. 
 
Table 5.4:  CASE 3 - POST-FAULT TRANSIENT PERIOD BEFORE RECOVERING TO THE STEADY-
STATE CONDITION. 
Location Measurement Post-fault Transient Period (ms) 
Bus 690V 690V Voltage 150 Current 600 





Figure 5.20:  PQ transferred to the grid, Vdc, PMSG rotor speed and EM torque of PMSG. 
 
 







Case 4 result: 
Case 4 simulation results are shown in Figures 5.22 and 5.23, and show the control strategy 
can withstand an even longer three-phase grid fault by nearly 100 ms. It is a significant 
improvement over typical control methods, which uses faulted grid measurement values. The 
transient period and the system response are virtually identical to those shown in Case 3. 
 
 
Figure 5.22:  PQ transferred to the grid, Vdc, PMSG rotor speed and EM torque of PMSG. 
 
 
Figure 5.23:  690V bus V-I at LC filter and 33kV bus V-I. 
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Case 5 result: 
This system shows very different oscillation characteristics than the system oscillation 
demonstrated in Case 1, as shown in Figures 5.24 to 5.27. The magnitude of oscillation is much 
larger on both voltage and current. Interestingly, the DC-link voltage initially oscillates with a 
high-frequency for 500 ms, then evolves with a much slower frequency afterwards. 
The voltage waveform on the grid-side also exhibits nonlinear chaotic oscillation, as shown in 
Figure 5.24. The voltage oscillation on the grid-side in Case 1 is not as significant as Case 5. 
The doubly-fed induction generator (DFIG) is also affected, unlike Case 1. The EM torque and 
the speed fluctuate during the fault and post-fault periods. 
 
 
Figure 5.24:  Voltage oscillation at LC filter terminal. 
 
 




Figure 5.26:  Chaotic oscillation in DC-link voltage. 
 
 
Figure 5.27:  Behaviours of the DFIG during the post-fault transient. 
 
A recent paper [191] addressed similar chaotic behaviour of a power system. However, the 
author does not mention how this behaviour occurs and states linear control is the cause of the 
chaotic oscillation. Since chaotic behaviour does not occur without applying an external force 
not considered in the system [192], this statement is questionable. 
The WT system used in Case 5 by [190] addressed the voltage collapse due to the decrease of 
a DC-link voltage. In this simulation, the DC-link voltage has been oscillating between the 
























Figure 5.28:  Illustration of chaotic oscillation in DC-link voltage. 
 
Case 6 result: 
This performance of the controller for Case 6 simulation is shown in Table 5.5. The chaotic 
oscillation behaviours are completely suppressed, as shown in Figures 5.29 to 5.32. Noticeably, 
the oscillating DC-link voltage during the fault period quickly recovers. In addition, it takes 
about 2.0 s for the DFIG stops fluctuating. The voltage waveform on the grid-side also exhibits 
nonlinear chaotic oscillation, as shown in Figure 5.24. The voltage oscillation on the grid-side 
in Case 1 is not as significant as in Case 5. 
 
Table 5.5:  CASE 6 - POST-FAULT TRANSIENT PERIOD BEFORE RECOVERING TO THE STEADY-
STATE CONDITION. 
Location Measurement Post-fault Transient Period (ms) 
Bus 575V Voltage 970 Current 1000 





Figure 5.29: Voltage at LC filter terminal.  
 
 
Figure 5.30:  Current  at LC filter terminal. 
 
 









The new transient control strategy with the synthesised input signal using UKF is applied to 
two different system models with oscillation instability via simulations in Cases 1 to 6. 
The simulation results from Cases 1 to 6 show the post-fault oscillation is substantially 
mitigated without violating the maximum operation time and the permissible peak voltage of 
the DC-link capacitor, as shown in Table 5.1. In addition, the result of Case 4 shows the new 
control strategy can withstand an extended fault duration, and make the WT system recover 
back to the steady-state condition without any oscillating behaviour. The simulation results of 
Cases 3, 4 and 6 show the recovery time during the post-fault period is significantly quicker 
with crowbar protections to suppress overvoltage. In addition, the effect of switching transient 
due to the phase distortion was minimal. 
In this chapter, the new control strategy with the synthesised control signal using UKF for VSI, 
MSC and PLL is presented. This control strategy proves its capability of mitigating the post-
fault oscillation via two different PMSG-based WT simulation models. Based on the simulation 
result, the new control strategy designed in this chapter can be applied to any Type-4 wind 
turbine models, especially the WT system interconnected to weak grids. 
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Overall, the combination of cross-correlation and UKF methods is simple, but effective to 
mitigate the oscillation problem in grid fault cases. This control strategy can be possibly applied 



























This chapter summarises the objective, contributions, and work presented in this research. Also, 
recommendations for future works are provided. 
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The work in this thesis contributes to the mechatronic modelling, validation, and control of a 
detailed model of the Type-4 WT system platform with potential system failure due to TO and 
SSCI.  
Modelling of a full-scale Type-4 WT system with grid-interconnection is the first part of this 
thesis involving potential catastrophic failure and shut-down of the WT system because an 
accurate WT system model is the essential tool and foundation for analysis, design and control. 
The WT system model is validated through predominantly time-domain simulations rather than 
transfer-domain simulations. The simulation result provides an overview of the transient 
coupling through the system how it evolves.  
For the TO problem, two different stiffness of the shaft shows mechanical torsion between the 
WT and PMSG. The stiffness of the shaft is coupled with the speed of the PMSG. To overcome 
the TO problem shown in this research, monitoring the rate of change in speed-torque of the 
shaft is proposed. 
For the SSCI problem, it is shown that violation of the PBE based system model, and the control 
system of this system model with the input, which is measured data from the faulted grid. 
Many control and filter design tasks are done in the frequency domain because the time-domain 
simulation is computationally intensive for large scale systems like wind farms. In cases, such 
as the post-fault oscillation phenomena shown in this research, proves that time-domain 
simulation is more effective and efficient to analyse the underlying cause of the oscillation. A 
new control strategy is proposed to mitigate the post-fault oscillation. The control input is 
synthesised using UKF to estimate the PMSG terminal voltage combined with a cross-
correlation to estimate the time-sample delay. 
Finally, the new control strategy is applied to two very different WT systems to validate its 
applicability. A full-scale WT system model in time-domain is developed with a two-port 
structure. 
x A transient model of DC-link is developed using DC variables only. 
x A new control strategy using synthetically generated control input signals of the grid 
voltage and current by applying a UKF and cross-correlation. 




6.1. Future Work 
The following subjects have been ongoing projects for implementing the new control strategy 
shown in this thesis. 
6.1.1. Controller implementation 
Since the computation delay is considered in the simulation model in this thesis, the 
implementation of this control strategy is practical in real-world applications. It requires small 
modifications to the control circuit board: a signal generator for the new control input signal 
and a switch instruction between the existing control input port and a new control input port. 
6.1.2. Protective relay development 
Computations used in this thesis can easily be implemented to protective relays with a small 
additional circuit for signal generation. Massive mathematical and computational research 
works cannot be implemented with available hardware due to complexities and computational 
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APPENDIX  I 
________________________________________________________________ 
WT and PMSG Specifications 
 
 
TABLE A.1: WT SIMULATION PARAMETERS 
Parameters Value Unit 
Blade Length 37.5 m 
Rated Speed 23 rpm 
Inertia 6.34 x 106 kg·m2 
Viscous Friction 0.008 N·m·s 
Viscous Damping 0.114 N·m/s 
Wind Speed 12.0 m/s 
 
 
TABLE A.2: PMSG SIMULATION PARAMETERS (CASE 1 TO 4) 
Parameters Value Unit 
Rated Power 2.0 MW 
Efficiency 92 % 
Terminal Voltage (L-L) 690 V 
Rated Stator Current 1870 A 
Pole Pairs 62  
Inertia 3.47 x 106 kg·m2 
Viscous Damping 0.1 N·m·s 
Terminal Voltage 690 V 
Rated Stator Current 1870 A 
Stator Resistance 1.85 p.u 
Inductance: 
Xd, Xd' Xd'' Xq Xq' Xq'' Xl 




APPENDIX  II 
________________________________________________________________ 
Drivetrain Simulation Data 
 





𝜏 = 5.28 × 10−4 
𝜁𝑅 = 4.295 × 10−4 
𝜔𝐴𝑅 = 1.302 𝑟𝑎𝑑/𝑠 
𝜔𝑅 = 1.627 𝑟𝑎𝑑/𝑠 
𝜔𝑑 = 𝜔𝑅√1 − 𝜁𝑅 = 1.302 𝑟𝑎𝑑/𝑠 
 
TABLE A.3: SHAFT PARAMETERS 
Parameters Value Unit 
Shaft Stiffness 
flexible:    5.9x106 
rigid:   6.2x1010 
N·m 
















Reference Signal 𝒊𝒔𝒚𝒏_𝒅𝒒 Calculation 
vCdc_ref
vCdc_meas













𝐾𝑖 = 27.5 
 
VSI Control Parameters 
𝐾𝑝 = 1.0 
𝐾𝑖 = 50 
PWM frequency = 3000 Hz 
 







Figure A.2: VAR regulator block diagram 
 
𝐾𝑖 = 0.05 
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MSC Control Parameters 





MSC Control Parameter Limits 
From the Equation (3.29), 
𝑇𝑝𝑚_𝐸𝑀 = 𝐾𝜔𝑠2 
where 𝑇𝑝𝑚_𝐸𝑀 = electromagnetic PMSG torque to be controlled, 𝐾 = control gain, which is 
given in Equation (3.30), and 𝜔𝑠 = the speed of the PMSG rotor. 








Assuming 𝜔𝑠_𝑟𝑒𝑓 = 𝜔𝑠_𝑚𝑒𝑎𝑠, the torque control given by Equations (3.29) and (3.30) can be 






(𝑇𝑤𝑡 − 𝑇𝑝𝑚) 













Thus, the limiting conditions of the speed of the PMSG rotor  are expressed: 
𝑑𝜔𝑠
𝑑𝑡














𝐾𝑝 = 4.1 









TABLE A.4: SIMULATION PARAMETERS 
Parameters Value Unit 
Simulation sample time 50 μs 
UKF sample time 500 μs 
Control computation delay 2 ms 
CB mechanical actuation delay 
(three-phase, 0.5 cycle) 
5 
ms 
Crowbar protection setting 
ON: 15 
OFF:   5 
% 


















APPENDIX  V 
________________________________________________________________ 
Angular Momentum Function 
 
The definition of the angular momentum of the WT rotor 
 






































𝐶𝑠ℎ ∫ 𝜃 = ∫ 𝑇𝑤𝑡 










𝜃2 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡2] = ∆𝐿 



















Constant = η1 Constant = η2 
