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E-mail address: b.m.turner@bham.ac.ukChromatin structure and function are regulated by families of protein-modifying enzymes that are
sensitive to a variety of metabolic and environmental agents. These enzymes, and proteins that read
the modiﬁcations they maintain, constitute a system by which environmental agents, such as chem-
ical toxins and dietary components, can directly regulate patterns of gene expression. This review
describes this environmental sensing system from an evolutionary perspective. It is proposed that
persistent environmentally-induced changes in gene expression patterns can cause changes in phe-
notype that are acted upon by natural selection, and that epigenetic processes can potentially play
central roles in evolution.
 2010 Federation of European Biochemical Societies. Published by Elsevier B.V.1. Introduction
‘‘There are no alternatives to evolution as history that can with-
stand critical examination. Yet we are constantly learning new
and important facts about evolutionary mechanisms’’ [1].
Evolutionary progression involves phenotypic change and it is
widely accepted that such change derives from the steady, essen-
tially random occurrence of genetic (DNA based) mutations that
are then retained or lost. Which of these possibilities occurs can
be due simply to chance, also called ‘‘genetic drift’’ [2] and/or the
action of Darwinian natural selection [3]. Natural selection often
provides an elegant explanation for the spread of particular alleles
through deﬁned populations of many organisms. In humans for
example, the high frequencies of the variant b-haemoglobin alleles
HbS and HbC in regions in which malaria is endemic can be ex-
plained by the protection they offer against the parasite [4]. How-
ever, while natural selection can explain allele frequencies, and
possibly small phenotypic adjustments such as the beaks on Dar-
win’s Galapagos ﬁnches (i.e. microevolution), it is still debated
whether such processes, even over prolonged periods, provide a
complete explanation for the multiple and mutually compatible
genetic and phenotypic changes necessary for speciation and high-cal Societies. Published by Elsevierer levels of divergence (i.e. macroevolution). These concerns are
long-standing [5] and have been highlighted by recent analysis of
DNA sequence-based phylogenetic trees [6].
Epigenetic processes are powerful determinants of phenotype.
They put in place the coordinated programme of phenotypic
change that constitutes embryonic development, and the link be-
tween developmental and evolutionary processes is a long-stand-
ing and productive one [7,8]. In this review I will outline recently
established molecular mechanisms by which cellular cofactors or
environmental agents can alter the structure and function of chro-
matin and how, at least in the developing embryo, these changes
can be heritable through the cell cycle. These processes potentially
allow the environment to exert a long-term inﬂuence on patterns
of gene expression. I will outline plausible mechanisms by which
epigenetic processes might contribute to evolutionary change, at
least in part by expanding the range of phenotypic variants on
which natural selection can act.
2. Enzyme families that modify chromatin
It is now generally accepted that the nucleosome not only pack-
ages DNA but also acts as a signalling module, largely through
information displayed on its surface in the form of post-transla-
tional modiﬁcations of the histone N-terminal tails. Modiﬁed ami-
no acids are recognised, singly or in combination, by non-histone
proteins that then alter chromatin structure and function. This idea
was ﬁrst proposed nearly 20 years ago [9] and since then has beenB.V. Open access under CC BY-NC-ND license.
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ﬁcation of binding domains able to recognise protein regions carry-
ing particular modiﬁcations, often with exquisite speciﬁcity
[10,11]. It is not unexpected that binding of these ‘‘reader’’ proteins
to their target regions can be inﬂuenced by modiﬁcation of adja-
cent residues, leading to ‘‘crosstalk’’ between modiﬁcations
[12,13]. Many proteins containing reader domains are histone
modifying enzymes, or associate with them in multi-component
complexes [10], promoting further interaction between modiﬁca-
tions. Whether such crosstalk is sufﬁciently consistent and func-
tionally predictive to constitute what has been referred to as a
histone, or epigenetic, code remains intriguingly uncertain [14].
However, it is clear that histone modiﬁcations lie at the heart of
mechanisms by which a variety of functionally signiﬁcant proteins
and protein complexes are targeted to, or excluded from, speciﬁc
regions of the genome. These include transcription factors, chro-
matin modifying enzymes, the complexes that methylate DNA or
the chromatin remodelers that reposition nucleosomes along the
DNA strand [15,16].
The enzyme-catalyzed chemical modiﬁcation of selected amino
acids is a mechanism used throughout the living world to increase
and regulate the functional ﬂexibility of proteins. Enzymes that
phosphorylate serine, threonine or tyrosine, acetylate lysine, meth-
ylate lysine or arginine and ubiquitinate lysine are ubiquitous in
eukaryotes, as are enzymes that remove these same modiﬁcations.
The number of different enzymes within each class is often
remarkably high. Results from 78 metazoans taken from a compre-
hensive survey by Prohaska and colleagues [17], are presented inTable 1
Frequencies of protein modifying enzymes and binding domains that recognise these mod
Activity Protein Hom
ScopID Domain Min
Phosphor’n 88 854 STY kinase 158
(Ser, Thr) 55 884 H kinase 1
52 788 PPI 1
52 799 PPII 28
56 310 PP1-5 8
81 601 PP2C-like 1
48 446 14-3-3 1
52 113 BRCT 8
Methylation 53 351 PRMT 6
(Lys, Arg) 82 200 SET 10
89 746 Dot1 1
140 222 LSD1 2
82 194 JmjC 5
110 107 PAD4 1
57 911 PHD 21
63 749 Tudor 6
54 165 Chromo 3
89 299 MBT 1
Acetylation 55 730 NAT 19
(Lys) 52 773 Rpd3 3
63 984 Sir2 2
47 370 bromo 11
Ubiquit’n 69 572 E1 5
(Lys) 46 935 E1-like 4
54 496 E2 15
56 205 E3 4
102 712 JAMM 2
82 568 UCH 15
110 773 OTU 2
54 054 ULP 2
54 050 UCH-L3 2
Enzyme families (‘‘writers’’) that phosphorylate, methylate, acetylate or ubiquitinylate p
shaded in grey. Protein domains that bind speciﬁcally to these modiﬁcations (‘‘readers’’)
minimum (Min), maximum (Max) and average (Ave) number of genes encoding membe
screened for each protein family is shown in the right hand column, usually 78 but som
Data is abstracted from Supplementary Table 1 of Prohaska et al. [16].Table 1. As expected STY protein kinases are the most numerous,
with between 156 and 2076 different enzymes per species, but
protein acetyltransferases (19–106), SET-domain methyltransfer-
ases (10–97) and E2 ubiquitin ligases (15–103) provide examples
of protein modiﬁers that, while less diverse than kinases, are still
present in high numbers (Table 1). Modifying enzymes tend to
be more numerous than the corresponding demodifying enzymes.
For example there are between 19 and 106 protein acetyltransfer-
ases (NATs) in each of the 78 metazoan species surveyed and only
3–30 Rpd3-type deacetylases. This may reﬂect the lower substrate
speciﬁcity of these demodifying enzymes and their consequent
ability to handle a wider range of protein substrates. For enzymes
that control levels of protein methylation and ubiquitination, the
numbers of modifying and demodifying enzymes are more similar
(Table 1). The catalytic domains involved are evolutionarily con-
served and homologues are present even in eubacteria [17].
The functional effects of protein modiﬁcations can either be di-
rect, through alteration of the charge or conformation of the pro-
tein, or indirect, usually by inﬂuencing the binding of another
protein and thereby altering a functionally signiﬁcant protein–pro-
tein interaction or assembly of a multi-protein complex. For exam-
ple, methylation of lysine 9 on histone H3 provides a binding site
for the chromodomain of the protein HP1, leading to heterochro-
matin formation and gene silencing [18,19]. Conversely, modiﬁca-
tion of residues within the internal, globular domains can alter
nucleosome conformation and exert a direct effect on chromatin
structure [20]. It is interesting that proteins containing known
‘‘reader’’ domains that recognise speciﬁc amino acids only wheniﬁcations in metazoa.
ologues per species Species tested
Ave Max
481.5 2076 78
2.8 8 9
2.0 7 73
90.8 214 78
20.3 81 78
2.5 8 67
6.5 30 78
20.7 50 78
15.1 38 78
31.8 97 78
1.7 9 70
6.1 19 78
17.5 61 78
3.4 7 39
73.0 303 78
24.8 78 78
21.0 67 78
9.4 43 77
38.7 106 78
10.2 30 78
6.6 20 78
35.9 157 78
10.8 26 78
26.0 102 78
39.8 103 78
26.7 94 78
5.9 18 78
47.1 135 78
8.1 45 78
9.2 42 78
4.4 14 78
roteins are shaded in yellow, enzyme families that remove these modiﬁcations are
are shaded in orange. No ubiquitin binding domains are listed. The Table shows the
rs of each protein family across the metazoan species tested. The number of species
etimes less.
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also ubiquitous and frequent in both metazoa (Table 1) and fungi
[17]. However, potentially ancestral homologues are neither found
nor predicted in prokaryotes. It seems that signalling through post-
translation protein modiﬁcations and recognition by families of
reader proteins is restricted to eukaryotes, and may therefore be
primarily a chromatin signalling device [17].
3. Environmental agents and chromatin modifying enzymes
Chromatin modifying enzymes are susceptible to environmen-
tal agents and metabolite ﬂuctuations. For example, a combination
of genetic and biochemical experiments has shown that vernaliza-
tion in ﬂowering plants requires methylation of speciﬁc histone
arginine and lysine residues [21,22], revealing a link between tem-
perature and chromatin state. Chromatin modifying enzymes are
also susceptible to the concentrations of various metabolites. The
kinases, acetylases and methylases that act on histones and tran-
scription factors are all dependent on high energy co-substrates
the levels of which can affect their activities. However, for one
enzyme family at least, speciﬁc mechanisms allow a more subtle
response to metabolic change. The NAD-dependent class III deace-
tylase SIRT1 has been shown to act on both histones and transcrip-
tion factors such as p53 [23] and Adrogen Receptor [24] and
provides an intriguing link with the cell’s metabolic state [25]. A
high NAD/NADH ratio enhances SIRT1 activity, with deacetylation
of Androgen Receptor and diminution of its growth-promoting
activity. Conversely, low levels of NAD, or high levels of the inhib-
itor (and SIRT1 product) nicotinamide, suppress SIRT1 activity and
hence can enhance acetylation-dependent activities. SIRT1 may act
as a sensor of the redox state of the cell [26].
Intriguingly, a second product of the SIRT1 catalyzed deacetyla-
tion reaction, the NAD metabolite O-acetyl-ADP ribose (OAADPR),
binds selectively to the macro domain of the histone variant mac-
roH2A, a marker of heterochromatin [27,28]. The catalytic mecha-
nism of SIRT1 is far more complex than necessary to deacetylate
proteins; the class I and class II deacetylases are straightforward
hydrolases without obligatory co-substrates [29]. However, when
these deacetylases are assayed against native histone substrates,
their activity is enhanced by ATP and chaperone proteins such as
the stress response protein HSP70 [30]. Collectively, these ﬁndings
suggest that the mechanisms of action of at least some protein
deacetylases have evolved to provide a link between intermediary
metabolism, responses to environmental stress and gene function.
Histone deacetylase inhibitors (HDACi), both naturally occurring
and synthetic, arewidelyused therapeutically and increasingly form
part of chemotherapy regimes to treat various cancers [31]. How-
ever, these agents are also widespread in the environment. For
example nicotinamide, a common dietary component, is a competi-
tive inhibitor of Sirtuin deacetylases while short chain fatty acids,
produced at mM concentrations by colonic bacteria in the mamma-
lian large intestine, are effective, broad spectrum HDAC inhibitors
[32,33]. Cells of the intestinal mucosa must have mechanisms by
which they can tolerate (or prevent) the protein hyperacetylation,
cell cycle dysregulation and apoptosis caused by these agents. The
ﬁrst hydroxamic acid based HDAC inhibitor, Trichostatin A (TSA),
is a natural product of Streptomyces platensis [34] and inhibits at
nM concentrations [35]. TSA is an antifungal antibiotic, though the
range of susceptible organisms, which includes Trichophyton and
Aspergillus, is narrow [35]. It is reasonable to suppose thatmany fun-
gi have evolved mechanisms to deal with TSA and other potentially
toxicHDAC inhibitors as part of the ‘‘arms race’’ that so often charac-
terises and drives evolutionary progress. The response to HDAC
inhibitors inmetazoans, and the enzymes involved,may be the evo-
lutionary outcome of an ancient defense mechanism.4. What do histone modiﬁcations actually do?
Attempts to unravel the functional consequences of particular
histone modiﬁcations present enormous experimental challenges.
Some of the problems are inevitable consequences of the paradigm
with which we are working. Histone modiﬁcations do not (and of-
ten cannot) act in isolation but in combination, so attempts to cor-
relate any single modiﬁcation with a deﬁned functional outcome
are compromised from the word go. It has been suggested that
networks of interaction may allow chromatin to operate as a ‘‘com-
putational device’’, capable of processing and storing large
amounts of information [17]. Given the multiplicity of modiﬁca-
tions now available to the cell, deﬁning all possible combinations
at any given genomic region presents challenges, even for the pow-
erful high-throughput approaches now becoming more widely
available [36]. However, some broad generalizations are possible.
For example H4K36ac seems to be involved in the elongation phase
of ongoing transcription [37], H4K20me3 is a marker for centric
(constitutive) heterochromatin [38] and H3K27me3 is associated
with long-term gene silencing mediated by the Polycomb complex
[39]. However, modiﬁcations are often involved in different,
though sometimes interlinked, functional outcomes. For example,
H3K4me3 tends to associate with transcriptionally active, or
potentially active, genes, but also serves to protect certain genomic
regions (CpG islands, see below) from DNA methylation [40,41]. It
is also relevant for the present discussion that there is often a
remarkable mismatch between global, or chromosome wide, mod-
iﬁcations and what occurs at the level of individual genes. The
changes in histone modiﬁcation across the female inactive X chro-
mosome (Xi) provide a good example of this discrepancy. The
events that accompany X inactivation can be followed in female
embryonic stem (ES) cells induced to differentiate in culture. The
X chromosome chosen to become inactive undergoes a chromo-
some-wide loss of histone acetylation and H3K4 methylation at
well deﬁned times early in differentiation, i.e. prior to day 5 [42].
Remarkably, this chromosome wide loss of ‘‘active’’ histone modi-
ﬁcations does not coincide with loss of gene expression from Xi,
which occurs instead on a gene-by-gene basis over three weeks
of differentiation [43]. Genes can be regulated independently from,
or at least be unaffected by, global changes in histone modiﬁcation.
Similarly, recent work in the author’s laboratory has shown that
global histone hyperacetylation by HDACi is not universally re-
ﬂected in hyperacetylation at individual genes ([44] and unpub-
lished results). Some well-studied genes do show increased
histone acetylation in response to HDACi, including b-globin and
growth factor response genes (reviewed in [45]) and Hox genes
[44], while other model genes do not [46]. It will be interesting
to discover what distinguishes genes that do and do not respond
to HDACi. Overall, these ﬁndings are consistent with early data
showing that a surprisingly small number of genes show increased
transcription following treatment of cultured cells with HDACi
[47].
5. Heritability of induced changes; DNA methylation
Methylation of cytosine at carbon 5 of the pyrimidine ring
(50meC), is a relatively frequent modiﬁcation of DNA in many,
though not all, higher eukaryotes. In vertebrates, DNA methylation
is distributed throughout the genome and is generally associated
with regions in which transcription is suppressed [48,49]. It has
been suggested that DNA methylation has evolved to allow the in-
creased efﬁciency of gene silencing demanded by larger genomes
[50] and, at least in its role as a silencing mechanism, it seems to
have evolved rather later than histone modiﬁcation [41,50,51]. A
family of methyl-DNA-binding (MDB) proteins recognise and bind
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tional state of the DNA, typically through the assembly of multi-
protein complexes [52]. Thus, like histone modiﬁcations, DNA
methylation can exert its functional effects indirectly, through
the actions of binding proteins.
DNA methylation is generally a stable modiﬁcation, though
rapid demethylation occurs in speciﬁc physiological situations.
For example, in the mouse zygote the paternal genome is deme-
thylated shortly after fertilization [53]. Demethylation is prob-
lematic due to the very high energy required to split the C–C
bond and the mechanism remains controversial. It may involve
complete removal of methylated cytosine and replacement by
the unmethylated base using enzymes of the DNA repair system
[54,55]. In mammals, cytosine methylation occurs almost exclu-
sively at CpG dinucleotides, reﬂecting the speciﬁcities of the en-
zymes involved. In addition, some DNA methyltransferases (e.g.
Dnmt1 in mice) preferentially methylate the cytosine of a CpG
dinucleotide if the cytosine on the complementary DNA strand
is already methylated. They are referred to as maintenance
methylases. This catalytic preference is complemented by pro-
teins that bring the enzymes to hemi-methylated sites [56]
and by interactions between different methyltransferases [57],
collectively ensuring that patterns of DNA methylation are re-
tained through DNA replication. Thus, a mechanism for the
inheritance of DNA methylation through the cell cycle is built
into the enzymology of the system. Recent studies on patterns
of DNA methylation in induced pluripotent stem cells (iPS cells)
have shown that lines generated by transfection of somatic cell
lines with transcription factors (Oct4, Sox2, Klf4 and cMyc)
showed regional patterns of DNA hyper- and hypo-methylation
characteristic of their somatic tissue of origin, even after many
cell divisions [58,59]. This methylation-based epigenetic memory
seems to be functionally signiﬁcant, in that iPS cells differenti-
ated preferentially down lineages close to those from which they
were derived [59]. Intriguingly, this memory was much less pro-
nounced in iPS cells generated by nuclear transfer.
6. Heritability of induced changes; histone modiﬁcations
The bulk histone hyperacetylation induced by HDACi is rapidly
lost when the inhibitor is removed [60]; the deacetylases regain
their activity and the original steady state level is restored. Studies
of the persistence of induced histone modiﬁcations at the level of
individual genes have been limited. In the yeast Schizosaccharomy-
ces pombe, growth for several cell cycles in the presence of the
HDAC inhibitor Trichostatin A (TSA) induced hyperacetylation
and transcription in normally silent test genes inserted into centric
heterochromatin [61]. The active, hyperacetylated state, though
spontaneously reversible at low frequency, was retained through
many cell cycles in the absence of inhibitor. However, because
acetylation and transcription remained closely linked throughout
these experiments, it was not possible to determine which of these
two factors was the primary determinant of heritability. More re-
cently, it has been shown when mouse embryos were cultured
from 8-cell to morula in the presence of the HDAC inhibitor val-
proic acid (VPA), and then further cultured, in the absence of inhib-
itor, to the blastocyst stage, acetylation at Hoxb gene promoters
was always higher in blastocysts derived from VPA treated moru-
lae than in their untreated counterparts [44]. However, transcrip-
tion from the hyperacetylated Hoxb genes remained undetectable
throughout the experiment. Thus, an environmentally-induced
change in histone acetylation was passed on, through mitosis, to
a later developmental stage in the absence of any change in tran-
scription. The ﬁnding is important because it shows that an in-
duced change in a histone modiﬁcation can persist through thecell cycle in the absence of any overt change in the functional state
of the genes involved.
The mechanisms by which induced histone modiﬁcations might
be maintained through the cell cycle are necessarily complex. Dur-
ing chromatin assembly after DNA replication at S phase, there
must be a mechanism for copying the diverse range of histone
modiﬁcations originally present on the parental chromatin onto
newly assembled nucleosomes on the daughter strands [62]. Mito-
sis also presents barriers to the transmission of epigenetic informa-
tion, with a general loss of histone acetylation accompanying
chromosome condensation, diminished turnover of histone ace-
tates [63] and changes in the relative acetylation levels of speciﬁc
H4 lysines [64]. For an induced acetylation change to persist
through mitosis it must escape these overall changes. Finally, it
is important to remember that levels of histone modiﬁcation
invariably reﬂect a dynamic equilibrium between modifying and
demodifying enzymes. An effective heritability mechanism for in-
duced changes must be one that can maintain the steady state at
a new equilibrium level through successive cell cycles. Epigenetic
feed-forward or feed-back loops based on the interaction (cross-
talk) between modiﬁcations offer an attractive, though at present
entirely speculative, solution to this problem [44].
7. Germ line inheritance
If mitotically-heritable epigenetic changes are induced in germ
cells, then there is the potential for transmission through meiosis
to succeeding generations. It is well known, through many years
of work on imprinted genes (i.e. genes that are differentially ex-
pressed in offspring depending on whether they were transmitted
through the maternal or paternal germ line) that epigenetic effects
can be transmitted through the germ line, though the mechanisms
remain mysterious [65–67]. DNA methylation is likely to be in-
volved, but seems not to provide a complete explanation.
Attempts to demonstrate experimentally the germ line inheri-
tance of induced phenotypic changes are fraught with difﬁculty.
Studies of the Fab7 DNA element in the Drosophila bithorax com-
plex showed that its activation (by the transcription factor GAL4)
early in development induced an activated state that persisted, in
the absence of the inducing agent, through both mitosis and female
meiosis. Inheritance through the male germ line was not observed.
Conversely, rats exposed to the fungicide and endocrine disruptor
vinclozolin at speciﬁc stages of embryonic development, show
changes in disease susceptibility, male fertility and reproductive
behaviour that are heritable, over four generations, through the
male germ line [68,69]. Perhaps inevitably, the interpretation of
these difﬁcult experiments remains controversial [70].
Transmission through the male germ line presents particular
problems for epigenetic inheritance. Sperm DNA is in a particularly
condensed state, with the great majority of histones replaced by
protamines. Within minutes of fertilization, sperm DNA is repack-
aged with maternal histones, followed by an overall loss of meth-
ylated cytosine. However, it is likely that some regions (imprinted
genes perhaps) are protected from demethylation [67], while care-
ful analyses have shown retention of a small amount of histone in
sperm chromatin [71], with enrichment of selected variants, such
as H3.3 and H2AZ [72]. Recent evidence suggests that sperm his-
tones are associated with speciﬁc genes, perhaps those that need
to be expressed very early in zygotic development [73].
While acknowledging the complexity and experimental chal-
lenges posed by work on epigenetic inheritance, there is now no
reason to dismiss it because (potential) mechanisms do not exist.
If environmental agents can induce a heritable change in, for exam-
ple, histone modiﬁcation in somatic cells, then it is likely that it can
also happen in germ cell precursors and be transmitted to the germ
Fig. 1. Heritable epigenetic change in the early embryo. The ‘‘susceptible period’’ is
the developmental stage at which changes in histone modiﬁcation levels, perhaps
at only some genes, induced by environmental agents, can be passed on, through
mitosis, to subsequent cell generations. If induced changes are transmitted to the
primordial germ cells (PGCs) and thence into the gametes, they could be
transmitted through the germ line to the next generation.
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ing embryo and the adult organism will depend on the genes in-
volved, but in the case of the Hox genes could be far reaching.
Fig. 1 shows how a mitotically-heritable epigenetic change, in-
duced during the pre-implantation stage of embryogenesis, can be
transmitted to germ cells and thereby to the next generation. It
proposes a stage at which induced changes are heritable, the ‘‘sus-
ceptible period’’, after which heritability is lost. Based on experi-
ments with the HDACi valproic acid, the susceptible period may
end at the blastocyst stage. This speculation is based on the obser-
vation that treatment of 8 cell – morula stage embryos with val-
proic acid induced a mitotically heritable change in histone
modiﬁcations at Hox gene promoters, while similar treatment of
embryonic stem cells, derived from the Inner Cell Mass of the blas-
tocyst, did not ([44] and unpublished results). It is noteworthy that
the same environmental agent will usually cause selective epige-
netic changes at multiple loci or gene clusters (e.g. Hox genes).
Thus, in contrast to typical DNA sequence (genetic) mutations,
environmentally-induced epigenetic changes, will inﬂuence pat-
terns of gene expression across multiple loci. Importantly, both al-
leles of each susceptible gene will be equally affected.
In the primordial germ cells (PGCs) there is extensive erasure of
epigenetic marks [53,74] and the newly induced epigenetic change
must survive this if it is to be passed to the next generation. As yet
it is impossible to say how frequently this may occur. However, the
epigenetic marks that determine the zygotic expression of im-
printed genes depending on whether they have been passed
through the maternal or paternal germ line, survive this erasure
process. Other marks may do the same. There is also extensive
demethylation of DNA in the zygote and pre-implantation embryo
[54] which may erase some epigenetic marks. But here too erasure
is not complete and even marks dependent on DNA methylation
may survive.
8. Interactions between DNA methylation and histone
modiﬁcation
Methyl cytosine can be regarded as a ﬁfth base in DNA and con-
stitutes a powerful, intrinsically heritable, epigenetic mark. It can
also, over evolutionary time, inﬂuence DNA sequence. Spontaneous
hydrolytic deamination of cytosine, yielding uracil, is an inevitable
and frequent mutation. When confronted with a G@U mismatch,
repair enzymes recognise the uracil as inappropriate and replaceit. On the other hand, deamination of 50meC yields thymidine
and the resulting G@T mismatch is less easy to resolve correctly;
it will, on occasion result in replacement of the G with an A, leaving
an A@T base pair in place of the original G@C. This process will lead
not only to new mutations, but also to loss of cytosines from CpG
dinucleotides. It is likely to explain the unexpectedly low fre-
quency of CpG dinucleotides across vertebrate genomes [51].
Remarkably, this low frequency is not genome wide and selected
regions retain the expected CpG frequency. These regions, referred
to as CpG islands [75], often incorporate gene promoters and are
generally free of CpG methylation [51]. It seems probable that
the lack of CpG methylation has protected CpG islands from cyto-
sine depletion through deamination, but what has prevented their
methylation in the ﬁrst place? It may be that the evolutionarily
more ancient histone modiﬁcation system is involved. It has been
shown that CpG islands are packaged in chromatin with high levels
of H3K4me3 [41]. There is also biochemical evidence to show that
nucleosomes in which H3 is methylated at lysine 4 are poor in vitro
substrates for DNA methyltransferase [76]. Thus, high levels of
H3K4me3 may protect CpG islands from DNA methylation by
blocking the action of DNA methyltransferases.
Evidence that methylation of H3 at lysines 9 or 27 can increase
levels of DNA methylation has been obtained in the ﬁlamentous
fungus Neurospora crassa [77,78], the ﬂowering plant Arabidopsis
[79] and possibly the mouse [80]. In vitro assays have shown that
a PWWP domain on the N-terminal part of DNA methyltransferase
Dnmt3a binds speciﬁcally to H3K36me3, suggesting yet another
possible in vivo targeting mechanism [81]. In all these systems,
the interaction between the histone H3 tail and the methylating
enzyme is likely to be mediated by other modiﬁcations to the local
chromatin, and other histone modifying enzymes, including
deacetylases, have been implicated [82].
Fig. 2 shows chain of interconnected events whereby an envi-
ronmental agent leading to altered levels of H3K4 methylation
might lead to a targeted change in DNA sequence. Once started,
the sequence of events is likely to be self supporting, with trans-
criptionally silent chromatin regions being more susceptible to fur-
ther DNA methylation. As noted earlier, the rare but inevitable
hydrolytic deamination of 50 methyl cytosine generates thymidine
and a G–T mismatch that is not always correctly repaired. Thus,
there is an enhanced rate of DNA mutation at genomic regions
where environmental agents modulate histone modiﬁcation levels.
These mutations might, in turn, exert an effect of DNA methylation
levels by enhancing or suppressing binding of DNA methyl trans-
ferases (Dnmt), or on gene silencing or activation by altering nucle-
osome positioning or transcription factor binding. Again, these are
potentially self-supporting cycles. Nucleosome positioning seems
to be determined at least in part by DNA sequence, though the
‘‘positioning sequences’’ themselves remain elusive [82,83]. Impor-
tantly, changes in nucleosome positioning, dependent on altered
DNA sequence, have been shown to accompany the constitutive
activation or silencing of sets of genes during evolution of yeast
species [84]. Over evolutionary time it may be that the altered
DNA sequence itself becomes sufﬁcient to drive, or at least support,
the gene silencing that was originally a purely epigenetic event.
The scheme outlined in Fig. 2 is not restricted to H3K4 methylation
and essentially the same model could be based on environmen-
tally-induced changes in methylation at H3 lysines 9, 27 and/or
36, all of which, as noted above, have been shown to inﬂuence
DNA methylation.
9. Evolutionary implications
In formulating the concept of evolution by natural selection,
Darwin was strongly inﬂuenced by his own experience in animal
breeding [85]. To change a species in a particular way, the breeder
Fig. 2. How an environmentally-induced epigenetic change might alter DNA sequence. The chain of events shown is speculative but the individual elements are all based on
established biochemical mechanisms. The ﬁgure shows three histone modiﬁcation-demodiﬁcation cycles that can directly or indirectly inﬂuence levels of DNA methylation:
(i) high levels of H3K4 methylation protect DNA in chromatin from cytosine methylation at CpG dimers, (ii) levels of H3K4 methylation are inﬂuenced by other H3
modiﬁcations, including acetylation, which therefore exerts an indirect effect on DNA methylation and (iii) in some organisms methylation of H3 at K9 or K36 can inﬂuence
levels or positioning of DNA methylation. Further details and references are in the text. Metabolic or environmental components that shift the equilibria maintained by one or
more of these enzyme cycles, can potentially alter local levels of DNA methylation. In higher eukaryotes, DNA methylation occurs at the cytosines of CpG dimers. The slow,
but inevitable, deamination of 50methyl cytosine (meC) forms thymidine (T), resulting in a G@T base mismatch, repair of which could involve replacement of either base.
(Note that deamination of cytosine forms uracil which is invariably replaced). Replacement of the G with an A results in an altered DNA sequence on both strands, in which
the original meC is replaced with T. Such a change could exert phenotypic effects, even if it does not occur in a coding region or transcription factor binding site. Both
nucleosome positioning and binding of DNAmethyltransferases are known to be dependent on DNA sequence, though the sequences involved are complex. Over evolutionary
time, localised changes in DNA sequence, perhaps through their effects on nucleosome positioning and Dnmt binding, might result, eventually, in a region of silencing
determined genetically by DNA sequence, rather than epigenetically, as originally. The ﬁgure is an expanded version of a model presented previously [93].
Fig. 3. How environmental agents might contribute to selectable phenotypic
change through epigenetic mechanisms. The model proposes that environmental
agents, including chemical toxins, dietary components and temperature, can act on
the enzyme families that modify the structure and composition of chromatin and
thereby induce an epigenetic change. The epigenetic change, presumably through
effects on patterns of gene expression, causes a change in phenotype that can then
be acted on by natural selection. Persistence of epigenetic changes over many
generations can occur either through epigenetic inheritance, or through long-term
persistence of the environmental agent that induces the epigenetic change. In some
instances, it may be possible for the epigenetic change to alter DNA sequence (see
Fig. 2), so that the functional (phenotypic) effects of the original epigenetic change
can be inherited in a conventional (genetic) way.
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typic traits in the hope that, over successive breeding cycles, off-
spring will express those traits even more strongly. To succeed,
such a programme requires each generation to have a range of
variants, and the wider the range, the more rapidly the programme
can progress. Darwin knew nothing of the mechanism by which
variants were generated, nor was such knowledge necessary for
the idea of natural selection; his own observations told him that
selective breeding worked. With the rediscovery of Mendel’s laws
early in the twentieth century and the rapid growth in genetic
understanding that followed, the neo-Darwinists were able to
show that random genetic mutation provided a steady supply of
allelic variants and proposed that this fuelled the phenotypic
variation on which natural selection could act. This combination
of Darwinian natural selection and Mendelian genetics led to
the current, ‘‘Modern Synthesis’’ version of evolution by natural
selection [5].
Darwin himself was aware of a link between the frequency of
phenotypic variants and the rate of divergent evolution or speci-
ation [86]. A discussion of the details of this crucial link are be-
yond the remit of this review, but for present purposes the issue
resolves itself into a single question, namely, can random genetic
mutation alone provide a sufﬁcient range of phenotypic variation
to explain the observed rates of evolution? Two related issues
are particularly relevant to this question. Firstly, most DNA se-
quence variants have no effect on phenotype and are selectively
neutral [2] and secondly, phenotypic change will often result
from speciﬁc combinations of variant alleles, and these combina-
tions will be diluted by sexual reproduction and rearranged by
crossing over at meiosis.
Could the epigenetic processes outlined earlier provide an addi-
tional source of phenotypic variants on which natural selection
could act? A simple model outlining this possibility is presented
in Fig. 3. In order for epigenetically induced phenotypic variants
to be selected, they must persist over successive generations, but
this does not necessarily require epigenetic inheritance. If the envi-
ronmental agent inducing the epigenetic change remains in place
over many generations, then heritability becomes redundant. Per-sistence of the inducing agent can allow time for the now perpetual
epigenetic change to trigger changes in DNA sequence, perhaps via
the mechanisms outlined in Fig. 2. This would allow the altered
phenotype to become heritable through DNA in the usual way. Per-
sistence of chemical agents with wide-ranging epigenetic and phe-
notypic effects is an ongoing problem in many ecosystems (for
example [87]), while changes in temperature through climate
change are inevitably long-term; temperature shifts, at least in
plants, can trigger phenotypic change through epigenetic processes
[88]. It has been appreciated for some time that organisms can
change their phenotype, sometimes dramatically, in response to
subtle environmental cues. The phenomenon has been termed
phenotypic plasticity and its possible role in evolution has been
considered, particularly the ways in which it might inﬂuence the
interaction between species [89]. The mechanisms involved are
generally not well understood, though progress is being made
[90], but it is reasonable to assume that the ability to respond to
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genomic DNA, and therefore heritable and selectable [89].10. Darwin and Lamarck
A key element of the model proposed in Fig. 3 is that the envi-
ronment not only has a direct effect, through chromatin signalling
and gene expression, on phenotype, but that it may also alter DNA
sequence in a way that leads to genetic heritability of the altered
phenotype. The environment thus becomes an active player in evo-
lution, in contrast to its crucial, but essentially passive role, in both
the Modern Synthesis version of Darwinian evolution and
Lamarckian models. In his Philosophie Zoologique, published in
1809 (i.e. 50 years before Darwin’s Origin of Species), Jean Baptiste
Lamarck presented a model in which life evolved progressively
through small, incremental steps. The proposal grew out of his
work on invertebrate phylogeny, and can claim to be the ﬁrst evi-
dence-based assertion that life on earth had evolved. In attempting
to provide a mechanism for what was then a radical and unpopular
idea, Lamarck proposed that organs became stronger/larger or
weaker/smaller as a result of use or disuse in response to environ-
mental pressures, and that such changes were heritable (Lamarck’s
third and fourth laws respectively, [91]). He was however, quite
explicit in stating that the environment itself had no direct affect
on phenotype, (see Løvtrup [92] for a fuller discussion of this is-
sue). If the epigenetic changes proposed here were to be heritable
through the germ line, in line with Lamarck’s fourth law, this
would strengthen their potential impact on evolution but, as noted
earlier, such heritability is not essential. Thus, the model proposed
here has no essential components that can be described as
Lamarckian.
The range of environmental agents that can exert epigenetic
changes that alter gene expression and, potentially, phenotype, is
enormous. The activities of chromatin modifying enzymes can be
inﬂuenced by a range of metabolites whose levels will be inﬂu-
enced by diet and lifestyle, by a variety of environmental chemicals
and by climatic changes, amongst others. The changes induced can
be widespread, affecting all or most members of a population, and
rapid, occurring in parallel with exposure to the inducing agent. It
may also be signiﬁcant that epigenetic changes will regularly affect
multiple, possibly functionally related, genes and gene families,
depending on how the enzymes involved are targeted. The re-
sponse of Hox genes to HDAC inhibitors provides one example
[44]. Such combinatorial changes are not possible through conven-
tional genetic mutation. Persistence of the environmental agent
inducing the epigenetic change will give natural selection time to
act on the altered phenotype without the need for the induced
changes to be heritable. All these characteristics argue that in-
duced epigenetic changes can make a signiﬁcant contribution to
evolution.
It is often impossible to draw a clear distinction between epige-
netic and genetic processes. In all respects, there is a close func-
tional relationship between the genome and the epigenome. The
response of any individual organism to an environmental agent
will depend on the families of chromatin modifying enzymes it
possesses and its ability to metabolise or otherwise deal with the
agent. Conventional genetic variation (polymorphisms) in these
large enzyme families will inﬂuence their abilities to mount an epi-
genetic response and perhaps cause the magnitude of that re-
sponse to vary between individuals. Such variation, generated by
a combination of genetic and epigenetic mechanisms, could have
selectable phenotypic consequences. Perhaps the fundamental is-
sue here is that it is of no consequence to natural selection whether
a phenotypic change is induced by genetic or epigenetic means, or
a combination of the two. As long as it persists over many genera-tions, then natural selection can act. The question now is to estab-
lish to what extent environmentally induced epigenetic changes
can contribute to the pool of variants on which natural selection
operates. Is it a minor process, or does it make a signiﬁcant contri-
bution by allowing local changes in the rate of evolution, in direct
response to changing environmental pressures. Attempts to an-
swer this question will improve not only our understanding of evo-
lutionary mechanisms, but will also illuminate the intimate
relationship between living organisms and their chemical and
physical environment.
‘‘Seen in the light of evolution, biology is perhaps the most satisfy-
ing and inspiring science. Without that light it becomes a pile of
sundry facts some of them interesting or curious but making no
meaningful picture as a whole’’ [1]Acknowledgments
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