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Abstract
This work focuses on developing efficient and robust implementation methods for hybridiz-
able discontinuous Galerkin (HDG) schemes for fluid and ocean dynamics. In the first part,
we compare choices in weak formulations and their numerical consequences. We address
details in making the leap from the mathematical formulation to the implementation, in-
cluding the different spaces and mappings, discretization of the integral operators, boundary
conditions, and assembly of the linear systems. We provide a flexible mapping procedure
amenable to both quadrature-free and quadrature-based discretizations, and compare the
accuracy of the two on different problem geometries. We verify the quadrature-free ap-
proach, demonstrating that optimal orders of convergence can be obtained, even on non-
affine and curvilinear geometries. The second part of the work investigates the scalability
of HDG schemes, identifying memory and time-to-solution bottlenecks. The form of the
quadrature-free integral operators is exploited to develop a novel and efficient matrix-free ap-
proach to solving the global linear system that arises from HDG discretizations. Additional
manipulations to improve numerical robustness are discussed. To mitigate the complexity
of the implementation, we provide an automated and computationally efficient verification
procedure for the HDG methodologies discussed, using a hierarchical approach to provide
diagnostic information and isolate problems. Finally, challenges related to the effective vi-
sualization of high-order, discontinuous HDG-FEM data for fluid and ocean applications
are illustrated and strategies are provided to address them.
Thesis Supervisor: Pierre F.J. Lermusiaux




The truth will set you free. But not until it is finished with you.
— David Foster Wallace, Infinite Jest
There are a number of people who have been instrumental in my completing this thesis,
and to whom I am grateful.
I feel an enormous sense of gratitude to Pierre for his guidance throughout my time
so far at MIT — thank you for all the ideas, advice, and vision that shaped this research
project. I am continually inspired by your dedication to MSEAS, your deep understanding
of an improbably high number of different research areas, and your incredible work ethic. I
am similarly grateful to Chris Mirabito for his near-infinite patience and many explanations
when I began my work on the HDG project — not to mention his substantial contributions
proofreading and revising the details of this thesis — thanks for helping me avoid “getting
burned” on a regular basis. Thanks to the legendary Pat Haley for more than living up
to the title of “resident wise, old guy” and for all the help with the cluster. I am very
appreciative of the Office of Naval Research for support under grants N00014-15-1-2626
(DRI-FLEAT) and N00014-18-1-2781 (DRI-CALYPSO), the Defense Advanced Research
Projects Agency (DARPA) for support under grant N66001-16-C-4003 (POSYDON), and
the National Science Foundation for support under grants OCE-1061160 (ShelfIT) and
EAR-1520825 (NSF-ALPHA), as well as to the Massachusetts Institute of Technology for
making this research experience possible.
I’d also like to thank Dr. Alexander Linke of the Weierstrass Institute for his incredible
mentorship during my time in Berlin — I found your love of numerical mathematics to be a
source of inspiration, and my choice to pursue research in numerical solution of PDEs was
largely due to my time spent working with you.
My friends and labmates have tremendously increased the dimensionality of my life here.
Abhinav, thanks for the many discussions about life, your prudent financial advice, and for
understanding the importance of fried chicken in any balanced diet. Jing, thanks for your
encyclopedic mathematical knowledge, your crystal-clear explanations, and all of the swim
workouts in the “P-pool.” Arko, thanks for all the great conversations, coffee hours, and
lunches from various food trucks. Thanks to Florian for the rewarding musical moments
playing Kuhlau and Schubert, and thanks to JVo for all the late nights spent debugging
HDG, drinking seltzer, and listening to Yuja Wang and Joshua Bell rip through the Kreuzer
Sonata. Thanks to Nate, Kevin, Evan, Mike, Nick Titelbaum, Richie, and Steve for the
many poker games, nighttime glow-in-the-dark ultimate frisbee matches, hikes, parties,
Blue Moon calzones, and games of deception over the years — you guys are the best. To
Ravi, thank you for the midnight runs, the many stories and jokes, and for being an overall
exceptional flat mate. To Akis, Chinmay, Jade, Manan, Manny, Mike, Stefano, Wael,
Yukino, and all of the other lab members: thanks for making MSEAS a welcoming and fun
place to work.
Lastly, I’d like to thank the members of my wonderful biological family, to whom I owe
the gift of life itself! Thank you, Mom and Dad; everything I’ve accomplished has been
in no small part due to the love, support, and guidance you’ve given me over the years.
Thanks to my sister Abbey for keeping me grounded and for all the excellent times at the
Friendly Toast, and thanks to Esme for selflessly defending me from all the menacing trees,




List of Discretization Symbols 9
Introduction 11
1 HDG: Implementation 13
1.1 Model problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.1 HDG discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.2 The “strong” and “weak” DG forms . . . . . . . . . . . . . . . . . . 25
1.1.3 Extension to time-dependent problems . . . . . . . . . . . . . . . . . 26
1.2 Isoparametric mappings and quadrature . . . . . . . . . . . . . . . . . . . . 27
1.2.1 Mapping from the master element to physical space . . . . . . . . . 27
1.2.2 Derivatives of the isoparametric mapping . . . . . . . . . . . . . . . 28
1.2.3 Derivatives of the isoparametric inverse mapping . . . . . . . . . . . 29
1.2.4 Continuous integral operators . . . . . . . . . . . . . . . . . . . . . . 30
1.2.5 Discrete integral operators . . . . . . . . . . . . . . . . . . . . . . . . 31
1.2.6 Quadrature-free discretization of integral operators . . . . . . . . . . 33
1.2.7 Discrete differentiation operators . . . . . . . . . . . . . . . . . . . . 36
1.3 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3.1 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.3.2 Comparison between quadrature-free and quadrature-based integration 38
1.3.3 Errors incurred by isoparametric transformation . . . . . . . . . . . 42
1.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2 Efficient Computing for HDG Schemes 47
2.1 Benchmarking test case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2 Serial algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.3 Vectorization of element-wise operations . . . . . . . . . . . . . . . . . . . . 49
2.3.1 Elemental reconstruction of qℎ and 𝑢ℎ . . . . . . . . . . . . . . . . . 50
2.4 Solution of the global linear system KΛ = F . . . . . . . . . . . . . . . . . . 51
2.4.1 Direct methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.2 Iterative methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.3 Matrix-free iterative methods . . . . . . . . . . . . . . . . . . . . . . 53
2.4.4 Efficient Application of 𝐴−1𝑙𝑜𝑐 . . . . . . . . . . . . . . . . . . . . . . . 56
2.4.5 Alternative static condensation . . . . . . . . . . . . . . . . . . . . . 61
2.4.6 Matrix-free algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7
3 Automated verification of HDG software 67
3.1 Strategies for finite element integration testing . . . . . . . . . . . . . . . . 68
3.1.1 Method of manufactured solutions . . . . . . . . . . . . . . . . . . . 68
3.1.2 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.1.3 Exact polynomial tests . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 HDG integration test hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.1 Reconstruction tests . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.2 Linear system tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.3 Boundary condition implementation tests . . . . . . . . . . . . . . . 72
3.2.4 Automated convergence tests . . . . . . . . . . . . . . . . . . . . . . 73
3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4 Visualization of Discontinuous Finite Element Data 75
4.1 Visualizing high-order polynomial data . . . . . . . . . . . . . . . . . . . . . 76
4.1.1 Quantitatively measuring visual resolution . . . . . . . . . . . . . . . 77
4.1.2 Visual resolution in higher dimensions . . . . . . . . . . . . . . . . . 79
4.2 Visualizing discontinuous data . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.1 Patch plotting and height plotting . . . . . . . . . . . . . . . . . . . 81
4.3 3D Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.1 Software pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 Mesh visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.3 Volumetric visualization . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Conclusions and Future Work 91
8
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Ω The domain of interest.
𝜕Ω The boundary of the domain of interest.
𝒯ℎ The triangulation of the domain Ω into a set of non-overlapping elements 𝐾.
𝐾 A discrete element in 𝒯ℎ. That is, 𝒯ℎ = ∪𝐾𝑖.
𝜕𝐾 The boundary of an element 𝐾
𝑒 The unique HDG edge element existing between 𝐾+ and 𝐾−. That is, 𝑒 = 𝜕𝐾+ ∩ 𝜕𝐾−.
𝜀 The HDG edge-space. That is, 𝜀 = ∪𝜕𝐾.
𝜀∘ The HDG edge-space on the interior of the domain, excluding the boundaries. That is,
𝜀∘ = 𝜀 ∖ 𝜀𝜕 .
𝜀𝜕 The HDG edge-space on the boundary of the domain. That is, 𝜀𝜕 = 𝜀 ∩ 𝜕Ω.
Γ𝐷 The portion of 𝜕𝒯ℎ with Dirichlet boundary conditions
Γ𝑁 The portion of 𝜕𝒯ℎ with Neumann boundary conditions




The discontinuous Galerkin finite element method (DG-FEM) was first proposed as a
method to solve the steady-state neutron transport equation [67], but has since developed
into an entire numerical ecosystem capable of solving a wide variety of problems in compu-
tational physics. We begin with some notes on the classification of the different portions
of the DG-FEM ecosystem to provide context to the work in this thesis. Discontinuous
Galerkin methods were originally developed for hyperbolic conservation laws, and have en-
joyed popularity for a multitude of applications based on hyperbolic systems: acoustics
[4, 79] , Maxwell’s equations [17, 18], and the shallow water equations [21, 25, 29, 88], to
name a few. DG-FEM approaches to solving elliptic problems using primal methods began
with the introduction of interior penalty methods [1, 70], and was extended to the class
of mixed methods by writing the second-order spatial derivatives as a system of first-order
equations [8, 11]. The extension to elliptic problems has allowed for the more recent ap-
plication of DG-FEM to advection-diffusion problems, as well as to both compressible and
incompressible viscous flow problems. An examination and unified analysis of the properties
and differences between these methods can be found in Arnold and Brezzi [2].
Discontinuous Galerkin finite element methods can provide high-order accuracy, can rep-
resent complex geometries, and can admit both implicit and explicit semi-discrete forms.
Additionally, the discontinuous polynomial spaces in which DG-FEM solutions are sought
allow for the capture of steep gradients and wave behavior, resulting in more stable and flex-
ible methods than the classical continuous Galerkin finite element (CG-FEM) approaches
to advection-dominated problems [36].
Figure 0-1: Globally coupled degrees of freedom for CG-FEM (left), DG-FEM (center), and
HDG-FEM (right).
The benefits of DG-FEM, however, come at a price; namely, the increase in total degrees
of freedom as a result of the discontinuous approximation spaces and element-wise decou-
pling of the solution. In particular, for implicit elliptic and parabolic problems, the increase
in the size of the linear system can outweigh the benefits of a DG-FEM approach. Hybridiz-
able discontinuous Galerkin (HDG) methods were first introduced for second-order elliptic
11
problems in Cockburn [14] in order to mitigate the cost of the discontinuous representation
of the solution. In HDG schemes, the globally coupled unknowns have support on the ele-
ment interfaces only, resulting in a DG approximation and convergence properties at a cost
similar to classical FEM [58, 15, 40]. The differences in degree of freedom distribution for
CG-FEM, DG-FEM, and HDG are schematically illustrated in Figure 0-1. In light of these
benefits, recent research has extended HDG methods to a wide variety of implicit problems
[59, 61, 84, 83, 85, 86, 64, 56, 60]. However, for large-scale computations, hybridization
alone is often insufficient to overcome memory and time-to-solution limitations, resulting
in ongoing research [73, 74, 28, 42, 27] and motivating this work.
In this thesis, we present a complete implementation for an HDG solution of a linear
second-order model problem, providing both the formulation and the non-trivial leap to
the implementation details. We consider a flexible and efficient treatment of boundary
conditions and representation of complex geometry, as well as choices for the discretization of
the integral operators that arise from an HDG formulation. We extend the implementation
to a novel, efficient, matrix-free method that is both specific to the HDG methodology
and that exploits the favorable properties of our particular choice of discretization. Our
matrix-free approaches will address the scalability complications inherent to HDG schemes,
and will provide an efficient HDG software kernel which forms the foundation for numerical




The purpose of this chapter is twofold. First, we provide a cursory overview of the HDG
methodology applied to a simple model problem in the interest of exposition. The techniques
and ideas employed in the model problem will generalize well to the more complicated
problems considered in the remainder of the text. Second, although the weak form of a
PDE and a choice of finite element approximation spaces is, in principle, enough to describe
a scheme, in practice, each scheme includes a rich set of implementation choices; choices
which can have significant computational consequences when considering performance and
scalability.
Examples of these choices include: the representation of the mapping from the master
element to each physical space element, which determines the types of domain geometries
over which the PDE can be acceptably represented; the discretization of the integral oper-
ators (quadrature-based versus quadrature-free schemes), which can affect computational
efficiency for large problems; the choice of nodal basis representation, which affects stabil-
ity and conditioning for high-order polynomial solutions; and the choice of strong or weak
form of the DG discretization and the handling of boundary conditions, both of which has
important consequences with respect to the symmetry and positive definiteness of the dis-
cretized global linear system. Each of these choices has important implications with respect
to implementation and time-to-solution. We will discuss each choice and its consequences
when applied to the model problems in this chapter.
The discussion and derivation of elemental mappings and relations will be written in
the context of 2D problems, because their 3D generalizations are immediately apparent and
unnecessarily verbose. We will specifically note when there are significant implementation
differences between 2D and 3D, and more generally, when certain implementations are
appropriate for “small” or “large” problems; the latter referring to problems where required
memory or computation time are at the threshold of acceptability with respect to available
computational resources.
The material in section 1.1 is primarily a summary of the work contained in Nguyen
[58, 57], but extended to include an explicit and flexible treatment of Dirichlet boundary
conditions — compare the treatment in section 1.1 to equation (9) in Nguyen [58]. The
material relating to the discretization of quadrature-free integral operators extends the
ideas in Atkins [5] to the model problem, and clarifies the approach in Ueckermann and
Lermusiaux (2016) [85]. The numerical experiments in section 1.3 contain novel results that
extend the preliminary investigation conducted in Ueckermann (2010) [84].
The HDG methods we will consider in this context are mixed methods. Mixed meth-
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ods refer to finite element methods where more than one approximation space is used to
approximate the quantities of interest in the problem [11]. For example, in the case of
the numerical solution of the Stokes equations with classical CG-FEM techniques, different
approximation spaces can be used to treat the velocity and pressure [57]. In other mixed
methods, an auxiliary variable is introduced to the differential form of the governing equa-
tions and is solved as an additional problem unknown. This approach is common in DG-like
schemes with higher than first-order spatial derivatives (e.g., diffusion problems) in order to
preserve problem consistency and stability [36, 90]. Such is the case in the following model
problem [83, 85].
1.1 Model problem
Consider the boundary value problem (BVP) consisting of the Poisson equation, subject to
the Dirichlet and Neumann boundary conditions:
−∇ · (𝜅∇𝑢) = 𝑓 in Ω,
𝑢 = 𝑔𝐷 on Γ𝐷,
𝜅∇𝑢 · 𝑛 = 𝑔𝑁 on Γ𝑁 .
(1.1)
We consider the mixed formulation of the boundary value problem by introducing an aux-
iliary variable 𝑞 = 𝜅∇𝑢:
𝑞 − 𝜅∇𝑢 = 0 in Ω,
−∇ · 𝑞 = 𝑓 in Ω,
𝑢 = 𝑔𝐷 on Γ𝐷,




In order to state the weak form of the problem, we will first introduce some requisite
notation. We let 𝒯ℎ = ∪𝑖𝐾𝑖 be a finite collection of non-overlapping elements 𝐾𝑖 that
discretizes the entire computational domain Ω. Also, let 𝜕𝒯ℎ = {𝜕𝐾 : 𝐾 ∈ 𝒯ℎ} be the set
of interfaces of all elements, where 𝜕𝐾 is the boundary of element 𝐾. For two elements
sharing an edge 𝐾+ and 𝐾−, we define 𝑒 = 𝜕𝐾+ ∩ 𝜕𝐾− as the edge between elements 𝐾+
and 𝐾−. The edges can be classified as 𝜀∘ and 𝜀𝜕 , the set of interior and boundary edges,
respectively, with 𝜀 = 𝜀∘ ∪ 𝜀𝜕 .
Figure 1-1 depicts an exploded view of a mesh containing curvilinear triangle and quadri-
lateral elements, as well as the interior edges 𝜀∘ and boundary edges 𝜀𝜕 .
The elements 𝐾+ and 𝐾− have outward pointing unit normals 𝑛+ and 𝑛−, respectively.
The quantities [a±, 𝑐±] denote the traces of [a, 𝑐] on the edge 𝑒 from the interior of 𝐾±.
The mean value {{∙}} and jump J∙K on the interior interfaces 𝑒 ∈ 𝜀∘ for scalar and vector
quantities are then defined as
{{a}} = (a+ + a−)/2, {{𝑐}} = (𝑐+ + 𝑐−)/2,
Ja · 𝑛K = a+ · 𝑛+ + a− · 𝑛−, J𝑐𝑛K = 𝑐+𝑛+ + 𝑐−𝑛−.
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Figure 1-1
on the set of boundary interfaces 𝑒 ∈ 𝜀𝜕 , with outward facing normal 𝑛 on 𝜕Ω, we define
these mean and jump quantities as:
{{a}} = a, {{𝑐}} = 𝑐,
Ja · 𝑛K = a · 𝑛, J𝑐𝑛K = 𝑐𝑛.
We remark that under the definitions listed above, we have the important relation
between edge quantities viewed on each element 𝐾, and the mean and jump quantities





(𝜑𝐾𝑞𝐾) · 𝑛 𝑑𝜕𝐾 =
∫︁
𝜀
J𝜑K {{𝑞}} 𝑑𝜀 +
∫︁
𝜀∘
{{𝜑}} J𝑞K 𝑑𝜀. (1.3)























for vector or scalar functions a, 𝑐 defined on 𝜀.
Approximation spaces
Let 𝒫𝑝(𝐷) denote the set of polynomials of degree 𝑝 on a domain 𝐷. For any element 𝐾 ∈
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We also consider the space 𝑀𝑝ℎ(𝑔𝐷) ≡
{︀
𝜇 ∈𝑀𝑝ℎ : 𝜇 = P𝑔𝐷 on Γ𝐷
}︀
where P denotes the










Figure 1-2 visually illustrates the spaces defined in equation (1.7) using an exploded
view of the curvilinear mixed mesh depicted earlier in Figure 1-1. Boundary edges are
colored differently to emphasize that the degrees of freedom on boundary edges may or may
not be a problem unknown, if the boundary edge lies on Γ𝑁 or Γ𝐷, respectively.
Exposition
To formulate the HDG methodology, we solve a local DG problem on each element 𝐾 ∈ 𝒯ℎ,
and solve a global problem on an “element edge space”, which enforces transmission condi-
tions and domain boundary conditions. The global solution is then supplied as boundary
data to each element locally as boundary conditions (problem data), from which the interior
solution can be reconstructed by solving each of the element-local systems.
16
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+ (𝑢ℎ, ∇ · 𝑣)𝐾 − ⟨̂︀𝑢ℎ, 𝑣 · 𝑛⟩𝜕𝐾 = 0 ∀𝑣 ∈ 𝑉 𝑝(𝐾),
(𝑞ℎ, ∇𝑤)𝐾 − ⟨̂︀𝑞ℎ · 𝑛, 𝑤⟩𝜕𝐾 = (𝑓, 𝑤)𝐾 ∀𝑤 ∈𝑊 𝑝(𝐾), (1.8)
which represents a weak variational form of the original problem in equation (1.2) multiplied
by test functions 𝑣 and 𝑤 and integrated by parts over the element 𝐾. The choice of weak
variational form is not unique, and different options are discussed at length in section 1.1.2,
but we proceed using equation (1.8) without loss of generality. We define
̂︀𝑞ℎ · 𝑛 ≡ 𝑞ℎ · 𝑛+ 𝜏 (̂︀𝑢ℎ − 𝑢ℎ) on 𝜕𝐾 (1.9)
where 𝜏 is assumed to be known. Note that since ̂︀𝑞ℎ is a function of ̂︀𝑢ℎ, if ̂︀𝑢ℎ is known on
𝜕𝐾, the element-local problem is solvable. Further, if ̂︀𝑢ℎ is known on the element interfaces
𝜀, then ̂︀𝑢ℎ is also known on every element boundary 𝜕𝐾 and every element-local problem
can be solved independently. To determine ̂︀𝑢ℎ globally, we take ̂︀𝑢ℎ ∈ 𝑀𝑝ℎ and impose the
transmission condition that the normal component of the numerical flux ̂︀𝑞ℎ be single-valued
on the element edge space:
⟨Ĵ︀𝑞ℎ · 𝑛K, 𝜇⟩𝜕𝒯ℎ = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁 , ∀𝜇 ∈𝑀𝑝ℎ (𝑔𝐷) . (1.10)
By summing over all mesh elements and imposing the continuity of the normal compo-
nent of the numerical flux [58], the complete weak problem can be written as follows: find





+ (𝑢ℎ, ∇ · 𝑣)𝒯ℎ − ⟨̂︀𝑢ℎ, 𝑣 · 𝑛⟩𝜕𝒯ℎ = 0 ∀𝑣 ∈ 𝑉 𝑝ℎ
(𝑞ℎ, ∇𝑤)𝒯ℎ − ⟨̂︀𝑞ℎ · 𝑛, 𝑤⟩𝜕𝒯ℎ = (𝑓, 𝑤)𝒯ℎ ∀𝑤 ∈𝑊 𝑝ℎ
⟨̂︀𝑞ℎ · 𝑛, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 + ⟨̂︀𝑢ℎ − P𝑔𝐷, 𝜇⟩Γ𝐷 = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁 ∀𝜇 ∈𝑀𝑝ℎ
(1.11)
In principle, this completes the formulation of the HDG methodology for linear diffusion
problems. However, we have not made precise the procedure for expressing ̂︀𝑞ℎ and ̂︀𝑢ℎ in
terms of the element-local data. Moreover, by more closely examining the formulation, we
can gain insight into the properties and features of the method.
The global problem for ̂︀𝑢ℎ: characterization
An interpretation of the global problem is the parametrization of the interior unknowns to
the element edge space by virtue of the element-local equations, resulting in a single global
problem where the only unknown is ̂︀𝑢ℎ. We will now characterize this procedure.
We will refer to (1.8) as the “local solver.” On any element 𝐾 ∈ 𝒯ℎ, the function
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𝑢𝜆, ∇ · 𝑣
)︁
𝐾






⟨̂︀𝑞𝜆 · 𝑛, 𝑤⟩
𝜕𝐾
= 0 ∀𝑤 ∈𝑊 𝑝(𝐾),
̂︀𝑞𝜆 · 𝑛 = 𝑞𝜆 · 𝑛− 𝜏 (︁𝑢𝜆 − 𝜆)︁ on 𝜕𝐾,
(1.12)
for some choice of 𝜆 ∈ 𝐿2 (𝜕𝐾). Note that this is the local solver with 𝑓 = 0 on 𝐾, and







𝑢𝑓 , ∇ · 𝑣
)︁
𝐾





⟨̂︀𝑞𝑓 · 𝑛, 𝑤⟩
𝜕𝐾
= (𝑓, 𝑤)𝐾 ∀𝑤 ∈𝑊
𝑝(𝐾),
̂︀𝑞𝑓 · 𝑛 = 𝑞𝑓 · 𝑛− 𝜏𝑢𝑓 on 𝜕𝐾,
(1.13)
for some choice of 𝑓 ∈ 𝐿2 (𝐾). Note that this is the local solver with data 𝑓 and ̂︀𝑢ℎ = 0.












is a strictly positive constant ∀𝑒 ∈ 𝜀ℎ,
(ii) ∇𝑊 𝑝(𝐾) ⊂ 𝑉 𝑝(𝐾) ∀𝐾 ∈ 𝒯ℎ.
(1.14)
Then the global trace ̂︀𝑢ℎ is the element of 𝑀𝑝ℎ(𝑔𝐷) such that
𝑎ℎ (̂︀𝑢ℎ, 𝜇) = ℓℎ (𝜇) ∀𝜇 ∈𝑀𝑝ℎ(𝑔𝐷) (1.15)
where
𝑎ℎ (𝜂, 𝜇) ≡ −⟨̂︀𝑞𝜂 · 𝑛, 𝜇⟩𝜕𝒯ℎ ,
ℓℎ (𝜇) ≡
⟨̂︀𝑞𝑓 · 𝑛, 𝜇⟩
𝜕𝒯ℎ
− ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁 .
(1.16)
We make the claim that the continuous bilinear form 𝑎ℎ (·, ·) is symmetric and positive
definite on 𝑀𝑝ℎ(0)×𝑀
𝑝
ℎ(0); further, symmetry follows for the discretized global problem for̂︀𝑢ℎ under certain types of discrete integral operators.
Proof (symmetry of 𝑎ℎ):
We now prove (inspired by the remarks in Cockburn [12]) that the continuous bilinear form
𝑎ℎ is symmetric. By definition,








[⟨𝜇, 𝑞𝜂 · 𝑛⟩𝜕𝐾 − ⟨𝜇, 𝜏 (𝑢
𝜂 − 𝜂)⟩𝜕𝐾 ] , by definition of ̂︀𝑞𝜂.
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From the first equation of the local solver (1.12), we have that
⟨𝜇, 𝑣 · 𝑛⟩𝜕𝐾 = (𝑞
𝜇, 𝑣)𝐾 + (𝑢
𝜇, ∇ · 𝑣)𝐾
for any choice of 𝑣 ∈ 𝑉 𝑝(𝐾) and 𝜇 ∈ 𝐿2 (𝜕𝐾). Then, in particular, the relation must hold
for the choice of 𝑣 = 𝑞𝜂, yielding
⟨𝜇, 𝑞𝜂 · 𝑛⟩𝜕𝐾 = (𝑞
𝜇, 𝑞𝜂)𝐾 + (𝑢
𝜇, ∇ · 𝑞𝜂)𝐾 .
Therefore we may write
𝑎ℎ (𝜇, 𝜂) = −
∑︁
𝐾∈𝒯ℎ
[(𝑞𝜇, 𝑞𝜂)𝐾 + (𝑢
𝜇, ∇ · 𝑞𝜂)𝐾 − ⟨𝜇, 𝜏 (𝑢
𝜂 − 𝜂)⟩𝜕𝐾 ] . (1.17)
On the other hand, integration by parts gives over each element 𝐾
(𝑢𝜇, ∇ · 𝑞𝜂)𝐾 = ⟨𝑢
𝜇, 𝑞𝜂 · 𝑛⟩𝜕𝐾 − (∇𝑢
𝜇, 𝑞𝜂)𝐾
= ⟨𝑢𝜇, 𝜏 (𝑢𝜂 − 𝜂)⟩𝜕𝐾 ,
(1.18)
where the second equality follows from the second equation of the local solver (1.12), since
we have
(𝑞𝜂, ∇𝑤)𝐾 − ⟨̂︀𝑞𝜂 · 𝑛, 𝑤⟩𝜕𝐾 = 0
for all 𝑤 ∈𝑊 𝑝(𝐾), so it must hold for the particular choice of 𝑤 = 𝑢𝜇, hence
(∇𝑢𝜇, 𝑞𝜂)𝐾 = ⟨𝑢
𝜇, ̂︀𝑞𝜂 · 𝑛⟩𝜕𝐾 = ⟨𝑢𝜇, 𝑞𝜂 · 𝑛⟩𝜕𝐾 − ⟨𝑢𝜇, 𝜏 (𝑢𝜂 − 𝜂)⟩𝜕𝐾 ,
which we can substitute into (1.18), justifying the second equality. Substituting (1.18) into
the expansion of 𝑎ℎ(𝜇, 𝜂) given by (1.17) yields
𝑎ℎ (𝜇, 𝜂) = −
∑︁
𝐾∈𝒯ℎ
[(𝑞𝜇, 𝑞𝜂)𝐾 + ⟨𝑢
𝜇 − 𝜇, 𝜏 (𝑢𝜂 − 𝜂)⟩𝜕𝐾 ]
= − (𝑞𝜇, 𝑞𝜂)𝒯ℎ − ⟨𝑢
𝜇 − 𝜇, 𝜏 (𝑢𝜂 − 𝜂)⟩𝜕𝒯ℎ ,
from where it is immediately clear that 𝑎ℎ(𝜇, 𝜂) = 𝑎ℎ(𝜂, 𝜇) and we have proved symmetry
of the continuous operator. 
As an additional remark, if numerical quadrature is used, we can directly show symmetry
of the discrete operator, since quadrature sums are of the form
∫︁
𝐾




𝜇 (𝑥𝑞) 𝑓𝜂 (𝑥𝑞) ,
which preserves symmetry. Importantly, if another approach is used to discretize the inte-
gral, guarantees of symmetry for the discrete bilinear form are not retained. The continuous
operator must be discretized in a symmetric way.
The global problem for ̂︀𝑢ℎ: weak form
We now discuss the discrete equivalent of the continuous approach above whereby we elim-
inate the variables 𝑞ℎ and 𝑢ℎ in equation (1.11) and form a single equation for ̂︀𝑢ℎ, a pro-
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cedure we will refer to as “static condensation.” For the purposes of handling the Dirichlet




𝜆ℎ, on 𝜕𝒯ℎ ∖ Γ𝐷,
P𝑔𝐷, on Γ𝐷.
(1.19)
Substituting the flux definitions (1.9) and (1.19) into (1.11), we can rewrite the problem as:
find (𝑞ℎ, 𝑢ℎ, 𝜆ℎ) ∈
(︀











+ (𝑢ℎ, ∇ · 𝑣)𝒯ℎ − ⟨𝜆ℎ, 𝑣 · 𝑛⟩𝜕𝒯ℎ = ⟨P𝑔𝐷, 𝑣 · 𝑛⟩Γ𝐷
− (∇ · 𝑞ℎ, 𝑤)𝒯ℎ + ⟨𝜏𝑢ℎ, 𝑤⟩𝜕𝒯ℎ − ⟨𝜏𝜆ℎ, 𝑤⟩𝜕𝒯ℎ = (𝑓, 𝑤)𝒯ℎ + ⟨𝜏P𝑔𝐷, 𝑤⟩Γ𝐷
⟨𝑞ℎ · 𝑛, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 − ⟨𝜏𝑢ℎ, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 + ⟨𝜏𝜆ℎ, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁
(1.20)
for all (𝑣, 𝑤, 𝜇) ∈
(︀






. Note that 𝜇 ∈𝑀𝑝ℎ(0) removes all global basis functions
on Γ𝐷 from the unknowns of the system. The Dirichlet boundary conditions are enforced
directly by the definition of ̂︀𝑢ℎ in (1.19).







𝑏(𝑢, v) = (𝑢, ∇ · v)𝒯ℎ
𝑐(𝜆,𝑣) = ⟨𝜆, v · 𝑛⟩𝜕𝒯ℎ 𝑟(v) = ⟨P𝑔𝐷, v · 𝑛⟩𝒯ℎ
𝑑(𝑢, w) = ⟨𝜏𝑢, w⟩𝜕𝒯ℎ 𝑓(w) = (𝑓, w)𝒯ℎ + ⟨𝜏P𝑔𝐷, w⟩Γ𝐷
𝑒(𝜆, w) = ⟨𝜏𝜆, w⟩𝜕𝒯ℎ ℓ(𝜇) = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁
𝑔(𝑢, 𝜇) = ⟨𝜏𝑢, 𝜇⟩𝜕𝒯ℎ
ℎ(𝜆, 𝜇) = ⟨𝜏𝜆, 𝜇⟩𝜕𝒯ℎ
(1.21)
and we can write equation (1.20) compactly as
𝑎(𝑞ℎ, v) + 𝑏(𝑢ℎ, v)− 𝑐(𝜆ℎ, v) = 𝑟(v),
−𝑏(w, 𝑞ℎ) + 𝑑(𝑢ℎ, w)− 𝑒(𝜆ℎ, w) = 𝑓(w),
𝑐(𝑞ℎ, 𝜇)− 𝑔(𝑢ℎ, 𝜇) + ℎ(𝜆ℎ, 𝜇) = ℓ(𝜇),
(1.22)
which represents the weak form of the problem. We could perform the discretization of









If we were to assemble the discretized linear system (1.23) with the unknowns arranged
in the order [(𝑞ℎ, 𝑢ℎ)𝐾 ∀𝐾 ∈ 𝒯ℎ, 𝜆ℎ], the linear system would have features as shown in
Figure 1-3, where 𝑄, 𝑈, Λ are the vectors of degrees of freedom for 𝑞ℎ, 𝑢ℎ, 𝜆ℎ, respectively.
The important feature is that elemental unknowns 𝑞ℎ and 𝑢ℎ correspond to a block-diagonal
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structure due to the discontinuous nature of the approximation spaces 1.
=
Figure 1-3: Direct discretization of (1.23) (bottom) with zero Dirichlet boundary conditions
(𝑔𝐷 = 0) for a four-element mesh (top). Note that the unknown vector of the system is






is block diagonal, which implies that 𝑄 and 𝑈 can be eliminated on each element, resulting
in a linear system in terms of Λ alone. To perform this elimination, we write the system
(1.23) as:





, without loss of generality. Choose a nodal basis of 𝑣
such that 𝑞ℎ =
∑︀
𝑖





can only be nonzero

























+ 𝐻Λ = 𝐿.




















substitution yields a single equation in terms of Λ:
[︁
𝐶𝑇 −𝐺













+ 𝐻Λ = 𝐿,
forming the linear system KΛ = F, where
K = 𝐻 +
[︁
𝐶𝑇 −𝐺


















As is typical in finite element implementations, these contributions are computed for
each element (independently of the other elements) and are assembled to form the global
linear system KΛ = F.
Once the linear system has been solved, 𝑄 and 𝑈 can be computed directly from Λ
by a modification of equation (1.25). We refer to this step as the “reconstruction” of the
unknowns 𝑞ℎ and 𝑢ℎ. Note that ̂︀𝑢ℎ contains both the computed unknown fluxes 𝜆ℎ and the




















Where 𝐹 = (𝑓, w)𝒯ℎ in equation (1.27) rather than as defined in equation (1.21) — a
slight abuse of notation.3 We take a moment to remark upon the form of the elemental
contributions K and right-hand side contributions F, since their construction and applica-
tion will have important implications for iterative solution techniques. The matrix inverse
present in both K and F represents the parametrization of the element-local degrees of
freedom to the global edge space, and is fundamental to the HDG methodology—such an
2Alternatively, if 𝑔𝐷 is used in ?̂? rather than the 𝐿2 projection P𝑔𝐷, the reconstructed solution will obey
the boundary conditions exactly, but this can pollute the convergence order if 𝑔𝐷 lies outside the polynomial
space.
3This is because the Dirichlet information 𝑔𝐷 is encapsulated in ̂︀𝑢ℎ.
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inverse is not required for continuous Galerkin schemes. Assuming a static mesh in time,
this inverse ought to be computed once and stored (ideally, in a memory-friendly way), and
applied when forming either K or F.
Boundary condition treatment
We take a moment to address treatment of Dirichlet boundary conditions in the formation
of the linear system. Due to definition (1.19), all boundary data appears only on the right
hand side of equation (1.20). This choice is important to the structure of the discretized
linear system for 𝜆ℎ.
Figure 1-4: Sparsity patterns of K with implicit (left) and explicit (right) treatment of
Dirichlet boundary conditions.
Deferring the details of how to discretize the continuous operators for the moment,
if definition (1.19) is not made, and 𝜆ℎ is instead sought in the space 𝑀𝑝ℎ , the Dirichlet
boundary conditions will be treated implicitly, resulting in a nonsymmetric linear system
KΛ = F, as shown in Figure 1-4. Therefore, this definition is not merely a frivolous detail,
but has computational implications and results in a more smaller, symmetric linear system.
Assembly of the global linear system
Assembly of the global linear system from the elemental contributions K𝐾 and F𝐾 requires
a mapping between the volume nodes and global unknowns in 𝑀𝑝ℎ(𝑔𝐷).
We define the “lifting” operator L, a permutation matrix that maps the nodes on the
element boundary 𝜕𝐾 to the ordering of volume nodes. Similarly, L𝑇 maps the volume nodes
to nodes on the element boundary 𝜕𝐾. The lifting operator L operator is computed once
on the master element ̂︁𝐾. For details, see the implementation in Hesthaven and Warburton
[36]. This operator allows for transfer of information from the elemental volume nodes to
boundary nodes and vice versa. We also define the local-to-global index map ℰ(𝐾) that
maps the nodes on 𝜕𝐾 to the edge space nodes in 𝑀𝑝ℎ for each element 𝐾.
The procedure for assembly of K is written in Algorithm 1, where the meshgrid function
returns the matrices resulting from the first and second elements of the Cartesian product
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Algorithm 1 Assembly of K
1: K← 0
2: for 𝐾 ∈ 𝒯ℎ
3: compute elemental contributions K𝐾
4: 𝛼← ℰ(𝐾) ∖ Γ𝐷
5: 𝐽, 𝐼 ← meshgrid(𝛼, 𝛼)
6: K[𝐼[:], 𝐽 [:]]← K[𝐼[:], 𝐽 [:]] + K𝐾 [:]
7: end for
𝛼× 𝛼 and 𝐼[:] refers to the vector formed by iterating over an array in a row-wise manner.
Assembly of F is similar.
















1 2 3 4 5 6 7 8 16 15 14 13
]︁
Figure 1-5: Illustration of the node numbering (left), lifting operator L𝑇 (right), and index
map ℰ (bottom) for the triangular element 𝐾𝑡𝑟𝑖 in the two element mesh. Nodes on the
interior edge 𝜀∘ are blue, nodes on Dirichlet boundary edges 𝜀𝜕 ∈ Γ𝐷 are black, and volume
nodes are grey.
To make the index map procedure explicit, we refer to the example in Figure 1-5, which
depicts the node numbering around the triangular element 𝐾𝑡𝑟𝑖 for a two element mixed
mesh. The boundary nodes on 𝜕𝐾𝑡𝑟𝑖 are labeled from 1 to 12 counterclockwise, starting
from edge node 1. The edge space nodes have a global numbering, but only the nodes on
the blue interior edge are unknowns 𝜆ℎ ∈𝑀𝑝ℎ(𝑔𝐷).
Implementation: serial algorithm
The steps to compute the solution 𝑞ℎ and 𝑢ℎ using the HDG methodology are summarized
in Algorithm 2. We will consider various modifications to this algorithm in the interest of
computational efficiency in this work. It bears repeating that computation of the element-
local contributions K𝐾 , F𝐾 as well as the elemental reconstruction of 𝑞𝐾ℎ and 𝑢𝐾ℎ can be done
independently of every other element. Both steps are embarrassingly parallelizable. The
solution of the global linear system KΛ = F represents the portion of the algorithm where
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elemental information is coupled through the edge space unknowns in the approximation
space 𝑀𝑝ℎ .
Algorithm 2 HDG Algorithm
1: for 𝐾 ∈ 𝒯ℎ
2: compute elemental contributions K𝐾 , F𝐾
3: end for
4: K, F← assemble K𝐾 , F𝐾 for all 𝐾 ∈ 𝒯ℎ
5: Λ← solve KΛ = F
6: ̂︀𝑈 ← Λ ∪ 𝑔𝐷
7: for 𝐾 ∈ 𝒯ℎ











]︂ ̂︀𝑢𝐾ℎ )︂ .
9: end for
Indeed, both algorithmic features are desirable and demonstrate the advantages of the
HDG approach. While a standard discontinuous Galerkin scheme involves the spatially
duplicated interior degrees of freedom in the spaces 𝑊 𝑝ℎ and 𝑉
𝑝
ℎ (depicted in Figure 1-2),
the only globally-coupled unknowns in the HDG approach are the edge space degrees of
freedom, drastically reducing the linear system size.
1.1.2 The “strong” and “weak” DG forms
In section 1.1.1, we noted that the choice of the weak variational form of the element local
problem is not unique. Indeed, the two frequently used choices are the so-called “weak DG
form” and the “strong DG form.” The weak DG form is found by multiplying equation (1.2)
by test functions 𝑣 and 𝑤 and integrating by parts over the element 𝐾, resulting in equation
(1.8). The strong DG form is obtained by integrating (1.8) once more over 𝐾, yielding an
equivalent form of the local problem in equation (1.28): find (𝑞ℎ, 𝑢ℎ) ∈ 𝑉 𝑝(𝐾) ×𝑊 𝑝(𝐾)
such that
(𝑞ℎ, 𝑣)𝐾 + (∇𝑢ℎ, 𝑣)𝐾 − ⟨̂︀𝑢ℎ − 𝑢ℎ, 𝑣 · 𝑛⟩𝜕𝐾 = 0 ∀𝑣 ∈ 𝑉 𝑝(𝐾),
(∇ · 𝑞ℎ, 𝑤)𝐾 − ⟨(̂︀𝑞ℎ − 𝑞ℎ) · 𝑛, 𝑤⟩𝜕𝐾 = (𝑓, 𝑤)𝐾 ∀𝑤 ∈𝑊 𝑝(𝐾). (1.28)
The two are equivalent in terms of the weak problem being posed, but differ in terms
of their implementation [36]. Of course, the weak form and strong form are not the only
two choices: we could integrate any term we wish by parts in the continuous representation
for convenience, and indeed we have done so in the previous section. We stress that the
choice of form has computational consequences in terms of both symmetry of the discretized
problem, and extension to non-linear problems.
Substituting the definition of ̂︀𝑞ℎ in (1.9), and ̂︀𝑢ℎ in (1.19), we find the analogous system
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to (1.20). We seek (𝑞ℎ, 𝑢ℎ, 𝜆ℎ) ∈
(︀











− (∇𝑢ℎ, 𝑣)𝒯ℎ + ⟨𝑢ℎ, 𝑣 · 𝑛⟩𝜕𝒯ℎ − ⟨𝜆ℎ, 𝑣 · 𝑛⟩𝜕𝒯ℎ = ⟨P𝑔𝐷, 𝑣 · 𝑛⟩Γ𝐷 ,
− (∇ · 𝑞ℎ, 𝑤)𝒯ℎ + ⟨𝜏𝑢ℎ, 𝑤⟩𝜕𝒯ℎ − ⟨𝜏𝜆ℎ, 𝑤⟩𝜕𝒯ℎ = (𝑓, 𝑤)𝒯ℎ + ⟨P𝑔𝐷, 𝑤⟩Γ𝐷 ,
⟨𝑞ℎ · 𝑛, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 − ⟨𝜏𝑢ℎ, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 + ⟨𝜏𝜆ℎ, 𝜇⟩𝜕𝒯ℎ∖Γ𝐷 = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁 .
(1.29)
We define a new operator 𝑠(𝑢, v) = (∇𝑢, v)𝒯ℎ in addition to those previously defined in
(1.21), and we can write the strong form system as
𝑎(𝑞ℎ, v)− 𝑠(𝑢ℎ, v) + 𝑐(𝑢ℎ − 𝜆ℎ, v) = 𝑟(v),
−𝑏(w, 𝑞ℎ) + 𝑑(𝑢ℎ, w)− 𝑒(𝜆ℎ, w) = 𝑓(w),
𝑐(𝑞ℎ, 𝜇)− 𝑔(𝑢ℎ, 𝜇) + ℎ(𝜆ℎ, 𝜇) = ℓ(𝜇),
(1.30)









Performing the same elimination, we obtain the analogous linear system KΛ = F, where
K = 𝐻 +
[︁
𝐶𝑇 −𝐺


















1.1.3 Extension to time-dependent problems
Consider the time-dependent extension [57, 58] of the model problem in equation (1.2)
𝜕𝑢
𝜕𝑡
−∇ · (𝜅∇𝑢) = 𝑓 in Ω× (0, 𝑇 ],
𝑢 = 𝑔𝐷 on Γ𝐷 × (0, 𝑇 ],
𝜅∇𝑢 · 𝑛 = 𝑔𝑁 on Γ𝑁 × (0, 𝑇 ],
𝑢 = 𝑢0 in Ω at 𝑡 = 0,
(1.33)
written as a system of first-order equations:
𝑞 − 𝜅∇𝑢 = 0 in Ω× (0, 𝑇 ],
𝜕𝑢
𝜕𝑡
−∇ · 𝑞 = 𝑓 in Ω× (0, 𝑇 ],
𝑢 = 𝑔𝐷 on Γ𝐷 × (0, 𝑇 ],
𝑞 · 𝑛 = 𝑔𝑁 on Γ𝑁 × (0, 𝑇 ],
𝑢 = 𝑢0 in Ω at 𝑡 = 0.
(1.34)
We modify the element-local problem with a “method of lines” approach; on each 𝐾 ∈
𝒯ℎ, for the given data 𝑓
⃒⃒
𝐾













+ (𝑞ℎ, ∇𝑤)𝐾 − ⟨̂︀𝑞ℎ · 𝑛, 𝑤⟩𝜕𝐾 = (𝑓, 𝑤)𝐾 ∀𝑤 ∈𝑊 𝑝(𝐾). (1.35)
The above equation can be discretized using a suitable time-marching scheme; we use 𝑎
to denote a generic time-stepping coefficient, from an IMEX [82, 85], DIRK, or backward
Euler scheme (𝑎 = 1, shown here), Making the same substitutions as above and using the
operators and bilinear forms introduced in (1.21), we have the following weak problem at
time-level 𝑘, without loss of generality: find (𝑞ℎ, 𝑢ℎ, 𝜆ℎ) ∈
(︀
















𝑐(𝑞𝑘ℎ, 𝜇)− 𝑔(𝑢𝑘ℎ, 𝜇) + ℎ(𝜆𝑘ℎ, 𝜇) = ℓ(𝜇),
(1.36)
for all (v, w, 𝜇) ∈
(︀






, where 𝑚(𝑢, w) = (𝑢, w)𝒯ℎ , and where boundary
conditions and forcing are evaluated at time 𝑡𝑘 or 𝑡𝑘+1.
1.2 Isoparametric mappings and quadrature
1.2.1 Mapping from the master element to physical space
We express the transformation from reference space to physical space as a linear combination






where 𝑛𝑏 is the number of nodal shape functions defined on the master element, and 𝑥𝐾𝑗 are
the interpolation points on the physical space element. Note that the number of interpola-
tion points in physical space must be the same as the number of basis functions. Therefore
the ‘interpolation points’ are the nodal points in physical space. We can clarify the above








𝑦𝐾𝑗 𝜓𝑗(𝜉, 𝜂). (1.39)
If we would like to map any set of points (here we choose quadrature points 𝜉𝑞, but the
approach is general and can be used for any set of points 𝜉𝛼 defined on the master element)
defined on the master element to their corresponding points in physical space, we can use
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⎡⎢⎣𝜓1(𝜉1), · · · , 𝜓𝑛𝑏(𝜉1)... ...
𝜓1(𝜉𝑞), · · · , 𝜓𝑛𝑏(𝜉𝑞)
⎤⎥⎦












In order to map any set of points 𝜉𝛼 on the master element, we need the values of the
nodal shape functions evaluated at those points 𝜉𝛼 and the physical space nodal points 𝑥𝐾𝑗 .
Note that in the case of mapping the nodal points on the master element to the physical
space nodes, the transformation matrix 𝐺 is simply the identity matrix 𝐼 (nodal basis), and
the physical space nodal points are recovered.
1.2.2 Derivatives of the isoparametric mapping
In this subsection, we use the explicit example of the derivatives of the isoparametric trans-
formation in 2D, for clarity. The key idea is that since we have an explicit representation of
our transformation in (1.37), we can take the derivative of the transformation with respect
















and similarly for 𝜕𝑥𝜕𝜂 . The last expression of (1.41) is easily computable since we know the
derivatives of the shape functions 𝜓𝑗 on the master element with respect to the master
coordinates (𝜉, 𝜂). The Jacobian matrix of the transformation from the master element ̂︁𝐾
to the physical space element 𝐾 at a specific point 𝑥𝛼 with corresponding point 𝜉𝛼 on the












































⎡⎣𝜕𝜓1(𝜉𝛼)𝜕𝜉 · · · 𝜕𝜓𝑛𝑏 (𝜉𝛼)𝜕𝜉
𝜕𝜓1(𝜉𝛼)














Note that (1.42) is directly computable from the derivatives of the shape functions, eval-
uated at the point of interest 𝜉𝛼 on the master element, as well as the physical nodal points.
In practice, we evaluate the derivatives of the nodal shape functions at the quadrature points
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and nodal points (for quadrature-based and quadrature-free integrals, respectively). We will
denote the determinant of the matrix 𝐽 as |𝐽 |. For every point pairing (𝜉𝛼, 𝑥𝛼) on the mas-
ter element and physical space, respectively, once we have computed 𝐽(𝑥𝛼), computing |𝐽 |
at 𝑥𝛼 is simply a matter of evaluating the determinant.
1.2.3 Derivatives of the isoparametric inverse mapping
We will explicitly need to compute the derivatives of the inverse mapping from physical
space to reference space (discussed in 1.2.4), which arises from the need to compute terms
of the form 𝜕𝜑𝑖𝜕𝑥 , i.e., the derivatives of the global nodal basis functions with respect to
physical space coordinates. The difficulty is that computing and storing the derivatives of
all global basis functions at every point of interest in the computational domain would be
enormously expensive. Instead, we wish to map the derivatives of the global basis functions
to the derivatives of the shape functions on the master element, for example, 𝜕𝜓𝑖(𝜉)𝜕𝜉 , which
are known and stored. We can link the two using the chain rule. In one spatial dimension,








since we have the functional dependence 𝜑𝑖(𝑥(𝜉)). In two dimensions, we have the functional
dependence shown in Figure 1-6.
Figure 1-6: Functional dependence graph of the physical space coordinates (𝑥, 𝑦) and the
reference space coordinates (𝜉, 𝜂) on the master element.










































where 𝐽 is the Jacobian matrix computed at a physical space point 𝑥𝛼 in the previous
section. We can directly invert this expression to find the inverse transform 𝐽−1, which will
allow us to compute the derivatives of the global basis functions in terms of the derivatives
29





































Extension to the general case should be apparent from the specific two-dimensional
examples. Discrete computation of these 𝜕𝜉𝜕𝑥 operators will allow us to perform differentia-
tion and integration on the master element rather than in physical space, which would be
prohibitively expensive.
1.2.4 Continuous integral operators
We can write the forms of the continuous integral operators by directly substituting the



























































































𝜑𝑗 |𝐽 | 𝑑̂︀𝑥
(1.50)





̂︀𝐾 ̂︀𝑓Ω ̂︁𝜑𝑖|𝐽 | 𝑑̂︀𝑥 =
∫︁
̂︀𝐾 𝑓Ω(𝜉(𝑥))̂︁𝜑𝑖|𝐽 | 𝑑̂︀𝑥, (1.51)
30
where there is some subtlety in ̂︀𝑓Ω, since we are integrating 𝑓Ω(𝑥) over some 𝐾 mapped to
the master element ̂︁𝐾. This inverse mapping 𝜉(𝑥) maps physical space locations to their
corresponding locations on the master element. While, in general, this inverse mapping is
equivalent to solving a non-linear set of equations, in practice we don’t need to compute the
inverse map, because the points at which we evaluate the function in physical space (either
nodal points or quadrature points) are mapped from the master element nodal or quadrature
points. That is, the points on the master element which correspond to the physical space
nodal/quadrature points are simply the nodal/quadrature points on the master element, by
construction.
Edge operators
In the case of integrating over a face 𝜀, we transform the integrand to the master edge ̂︀𝜀.





̂︀𝜀 𝑓 |𝐽𝑒| 𝑑̂︀𝜀 (1.52)
1.2.5 Discrete integral operators
Quadrature-based operators
We can choose a classical quadrature scheme (points and weights defined on the mas-
ter element) and approximate the continuous form of the weak Laplacian operator (1.49)
accordingly. We denote the master element quadrature points by 𝜉𝑞 and corresponding
mapped physical space quadrature points 𝑥𝑞.
Weak Laplacian:∫︁
𝐾











































































It is possible to form integral operators without using a “traditional” quadrature scheme
(points and weights chosen on the master element distinct from the nodal points) [5, 36, 85].
Note that forming the quadrature-based integral operators above involves the quantities of
interest at the quadrature points on each element. However, by virtue of using nodal
discontinuous Galerkin schemes, the solution coefficients are known at the nodal points; the
31
finite element expansion of the solution must be evaluated at the quadrature points, which
can be expensive in 3D and at high order. At polynomial order 𝑝 and problem dimension










However, if the integral operators can be computed using only the nodal finite element data,
the cost of interpolation to the quadrature points can be obviated entirely.
Another advantage of quadrature-free schemes pertains to the evaluation of both integral
operators and discrete right hand side integrals. Suppose we wish to compute the mass






̂︀𝐾 ̂︀𝜑𝑖(𝜉) ̂︀𝜑𝑗(𝜉)|𝐽(𝑥)|𝑑 𝜉 (1.55)
computed by quadrature are approximated as
𝑛𝑞∑︁
𝑞=1
𝑤𝑞𝜑𝑖(𝜉𝑞)𝜑𝑗(𝜉𝑞)|𝐽(𝑥𝑞)| = ̂︁𝜃𝑞 diag (𝑤𝑞 ∘ |𝐽(𝑥𝑞)|)̂︁𝜃𝑞𝑇 (1.56)
where ∘ denotes the Hadamard product and where ̂︁𝜃𝑞 denotes the 𝑛𝑏 × 𝑛𝑞 matrix of the
nodal shape functions on the master element ̂︁𝐾 evaluated at each quadrature point. While
it often makes sense to compute and store the determinant vectors |𝐽 | on each element, it
would be inefficient to store the elemental mass matricesℳ𝐾 for every element. Therefore,
this operator must be computed (and sometimes inverted) on each element.






̂︀𝐾 ̂︀𝜑𝑖(𝜉) ̂︀𝜑𝑗(𝜉)𝑑 𝜉, (1.57)
an approximation which is exact in the case of a constant |𝐽 | over element 𝐾.4 Other-
wise an error is incurred; however, we will show that for straight-sided elements, the error
is acceptable and often dominated by discretization error. Moreover, we will show that
we obtain convergence (and often to optimal order) with quadrature-free schemes and an
isoparametric mapping even in the case of curved boundaries, although this represents a
variational crime and the standard Galerkin error analyses are no longer valid. However, it
is often the case that the curved elements are along the boundary of the domain, whereas
the interior elements are straight-sided. In this case, it is always possible to treat curved
elements separately and with quadrature, if necessary, while employing the quadrature-free
approach on the interior straight-sided elements.
The advantage of making this approximation is that the mass matrices, 𝑀 or 𝑀−1,
can be computed once on the master element. In the discussion above, we were careful to
describe the isoparametric mapping at arbitrary spatial locations. Instead of computing the
|𝐽 | and 𝐽−1 at the quadrature points in physical space, we compute the data at the nodal
points only. Then we can compute the elemental integral∫︁
𝐾
𝑓(𝑥)𝑑𝑥 ≈𝑀 [|𝐽(𝑥𝑛)| ∘ 𝑓(𝑥𝑛)] (1.58)
4This is the case when the mapping from the master element to physical element is linear. In 2D,
mapping from the master triangle to physical triangle is always a linear transformation; a linear mapping
transforms the master quadrilateral to an arbitrary parallelogram. In 3D, a linear map transforms the master
hexahedron to an parallelepiped, and the master wedge to a triangular prism with parallel triangular faces.
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as a matrix vector product, where 𝑥𝑛 are the nodal points on the element, without any
interpolation to quadrature points. On the other hand, the left hand side integral operator∫︁
𝐾
(·)𝑑𝑥 ≈ diag(|𝐽 |)𝑀(·) (1.59)
involves only broadcasting |𝐽 | to the rows of the pre-computed master element mass matrix
𝑀 . We will extensively discuss the many computational benefits of quadrature-free integral
operators in Chapter 2.
Because the scheme in Ueckermann et al. [85] employs an HDG formulation using the
“strong form” DG-FEM, the weak Laplacian as written above does not appear (this would
not be the case in a continuous Galerkin finite element formulation). Instead, the integral
derivative operators are similar to the convection-like operators in (1.50).
Convection-like:∫︁
𝐾






(𝜉𝑛𝑞 )𝐽−111 (𝑥𝑛𝑞 ) +
𝜕̂︁𝜑𝑖
𝜕𝜂











(𝜉𝑛𝑞 )𝐽−121 (𝑥𝑛𝑞 ) +
𝜕̂︁𝜑𝑖
𝜕𝜂






We emphasize that there are no weights and all quantities of interest are evaluated at nodal































































1.2.6 Quadrature-free discretization of integral operators
We provide notes on the implementation choices for the quadrature-free operators described
in (1.21) over an element 𝐾 ∈ 𝒯ℎ, following from the continuous integral forms described
in section 1.2.4. Define the discrete operators







over the master element. We make a remark as to the vector-valued test functions. By our










∈ 𝑉 𝑝(𝐾) ∀𝐾 ∈ 𝒯ℎ
}︂
We can view the space 𝑉 𝑝ℎ as 𝑑 copies of the scalar space 𝑊
𝑝
ℎ , which suggests how to
implement the space discretely. Suppose 𝑑 = 2. We view the unknown 𝑞ℎ = (𝑞𝑥, 𝑞𝑦)𝑇 . We
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can form our system of linear equations by choosing the special test functions v = (𝑣1, 0)𝑇
then v = (0, 𝑣2)𝑇 , which certainly spans the test space.
With this convenient choice of test function, inner products (𝜑𝑘𝑖 , 𝜑ℓ𝑗) are only non-zero
when 𝑘 = ℓ. This implies that the discrete operator 𝐴 will be block diagonal—and we can






















where ∘ denotes the element-wise or Hadamard product, where [𝐴]𝑘 operates on the un-
known vector 𝑞𝑘, and where we have made use of the fact that 𝑀𝑇 = 𝑀 . Note that our
operator allows for an anisotropic 𝜅 which depends both on space and on coordinate direc-
tion 𝑘. The quantity |𝐽 | denotes the Jacobian determinant at the nodal degrees of freedom







We take a moment to remark that one of the drawbacks using this type of quadrature-
free integral operator is that the operators are not symmetric, even if they would be with
quadrature. To see this, note for example that if |𝐽 | (or 𝜅) varies spatially over an element
𝐾, each block 𝐴𝑥, 𝐴𝑦 in equation (1.65) will have its rows scaled by the entries of |𝐽 |,
whereas a sum over quadrature points removes this asymmetry. This is demonstrated in
Figure 1-7, which shows 𝐴 − 𝐴𝑇 computed on a 2D quadrilateral element with a spatially
varying |𝐽 |, both in the quadrature-free manner above and in a quadrature-based manner,
the latter of which preserves symmetry. The result is that the elemental contributions
to and, hence, the global linear system K will not in general be symmetric (despite the
symmetry of the continuous operator as proved earlier in the chapter). We will discuss the
implications of this choice in Chapter 2.
We can write the continuous operator 𝑏(𝑢, v) as:





























|𝐽 | 𝑑̂︀𝑥, (1.66)
therefore the discrete operators are formed as















where we note that the transpose of the stiffness matrices 𝑆𝑇 must be used since, for
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Figure 1-7: The entries of 𝐴 − 𝐴𝑇 for an example of 𝐴 in (1.65) assembled using the
quadrature-free (left) approach and quadrature-based (right) approach for a 𝑝 = 2 ele-
ment with spatially varying |𝐽 |. The quadrature-based operator is symmetric to machine
precision.












Further, note that in the case of the strong DG form, or where the operators are of
the form (𝑢,∇𝑤)𝐾 or (∇ · 𝑞, 𝑤)𝐾 , matrix multiplication rules dictate that 𝑆𝑖𝑗𝑢𝑗 = 𝑆𝑢 is
the form of the discrete operator; incidentally, this is why (1.24) contains the 𝐵 and 𝐵𝑇
operators.
For the edge terms, we integrate over the entire boundary of the element 𝜕𝐾, trans-
forming to the boundary of the master element. The operator
𝑐(𝜆,𝑣) = ⟨𝜆, v · 𝑛⟩𝜕𝐾 =
∫︁
𝜕𝐾
𝜆 (𝑣1𝑛1 + 𝑣2𝑛2) 𝑑𝜕𝐾,
=
∫︁
𝜕 ̂︀𝐾 𝜆𝑖̂︀𝜃𝑖̂︀𝜃𝑘𝑗 𝑛𝑘|𝐽𝑒|𝐾 𝑑𝜕𝐾
(1.69)
yielding
𝐶𝑘 = L diag (|𝐽𝑒|𝐾 ∘ 𝑛𝑘) 𝑀𝑒. (1.70)
Similarly, the edge operator
𝑑(𝑢, w) = ⟨𝜏𝑢, w⟩𝜕𝐾 =
∫︁
𝜕 ̂︀𝐾 𝜏𝑢𝑖̂︀𝜃𝑖̂︀𝜃𝑗 |𝐽𝑒|𝜕𝐾 𝑑𝜕𝐾 (1.71)
has the discrete form
𝐷 = L diag (𝜏 ∘ |𝐽𝑒|𝐾) 𝑀𝑒L𝑇 . (1.72)
The operator 𝑒(𝜆, w) is computed similarly. The test functions for the operators 𝑔(𝑢, 𝜇)
and ℎ(𝜆, 𝜇) are the global basis functions of the edge space 𝑀𝑝ℎ (which correspond to the
unknowns Λ in the global linear system). However, we compute the operators on each
element, which involves performing the integrations over 𝜕𝐾—the index mapping which
connects ?̂? to 𝑢 determines the relationship between the element edge space degrees of
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freedom on 𝜕𝐾 and the edge space unknown vector Λ. We compute operators 𝑔(𝑢, 𝜇) and
ℎ(𝜆, 𝜇) in a similar way:
𝑔(𝑢, 𝜇) = ⟨𝜏𝑢, 𝜇⟩𝜕𝐾 (1.73)
hence
𝐺 = diag (𝜏 ∘ |𝐽𝑒|𝐾) 𝑀𝑒L𝑇 . (1.74)
As for the right hand side vectors, let the elemental boundary condition vectors 𝑔𝐷 and
𝑔𝑁 denote the element-wise products P𝑔𝐷 ∘ 1Γ𝐷 and P𝑔𝑁 ∘ 1Γ𝑁 on the element boundary
𝜕𝐾, respectively, where 1Γ𝐷 and 1Γ𝑁 are the indicator functions for Γ𝐷 and Γ𝑁 on 𝜕𝐾,
respectively. Then
𝑓(w) = (𝑓, w)𝐾 + ⟨𝜏P𝑔𝐷, w⟩Γ𝐷 , 𝑓 = 𝑀 (𝑓𝐾 ∘ |𝐽 |𝐾) + L𝑀𝑒 (|𝐽𝑒|𝐾 ∘ 𝜏 ∘ 𝑔𝐷) , (1.75)
𝑟(v) = ⟨P𝑔𝐷, v · 𝑛⟩𝜕𝐾∩Γ𝐷 , 𝑟
𝑘 = L𝑀𝑒 (|𝐽𝑒|𝐾 ∘ 𝑔𝐷 ∘ 𝑛𝑘) , (1.76)
ℓ(𝜇) = ⟨P𝑔𝑁 , 𝜇⟩Γ𝑁 , ℓ = 𝑀𝑒 (|𝐽𝑒|𝐾 ∘ 𝑔𝑁 ) . (1.77)
1.2.7 Discrete differentiation operators
It is often the case that we wish to take derivatives of fields explicitly, in the case of source
terms and the like. In this case, we can take advantage of the fact that we have computed
the 𝜕𝜉𝜕𝑥 and 𝐽
−1 operators, which is discussed in Hesthaven and Warburton [36] in chapter









That is, the representation of a discrete 𝑢 in terms of nodal basis functions implies that
the derivatives 𝜕𝑢𝜕𝑥𝑘 are known if the derivatives of the nodal basis functions are known.
Define the differentiation matrix 𝒟𝑘𝑖𝑗 as the operator which maps the function 𝑢 defined
by its nodal values 𝑢(𝑥𝑖) to its discrete derivatives at the same points in the 𝑘 coordinate
direction, 𝜕𝑢(𝑥)𝜕𝑥𝑘 = 𝒟
𝑘𝑢(𝑥). Consider the product ℳ𝒟𝑘 where ℳ is the transformed mass

























𝑑𝐾 = 𝑆𝑘𝑖𝑗 . (1.79)
Because the nodal basis ensures 𝜑ℓ(𝑥ℓ) = 1 for all ℓ, we obtain the useful relation
whereby the discrete derivative operators can be computed as 𝒟𝑘 = ℳ−1𝑆𝑘. A more
intuitive notion is that the matrix 𝑆 contains the derivatives of the basis functions integrated
over element 𝐾, and ℳ−1 undoes the integration, leaving the pointwise derivatives of the
basis functions, which can be used to take discrete derivatives using (1.78). Note that
the polynomial order of the discrete derivative will be one less than that of the nodal
representation, as shown in Figure 1-8. The convergence to the true derivative is generally
exponential for sufficiently smooth functions; see Hesthaven and Warburton [36] for further
discussion.





























discrete derivative operator applied to sin(x /4)





















exponential convergence of discrete derivative
Figure 1-8: (Top) 1D discrete derivative operator applied to sin(𝑥− 𝜋/4) on [−1, 1]. (Bot-
tom) Exponential convergence of the discrete derivative.








































Now that we have defined these discrete operators, we can mix and match them in order
to take gradients, divergences, curls, and so on, of the scalar or vector fields in question.
1.3 Numerical experiments
1.3.1 Verification
We verify the spatial convergence of our HDG implementation with the steady-state, diffusion-
dominated problem similar to that presented in Nguyen [58]. We solve the model problem
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Degree Mesh size ||𝑢ℎ − 𝑢||𝐿2(Ω) ||𝑞ℎ − 𝑞||𝐿2(Ω)
𝑝 ℎ Error Order Error Order
1 1.00e+00 1.11e+00 - 4.54e+00 -
5.00e-01 3.79e-01 1.55 1.21e+00 1.91
2.50e-01 9.98e-02 1.93 3.05e-01 1.99
1.25e-01 2.51e-02 1.99 7.64e-02 2.00
2 1.00e+00 1.44e-01 - 4.15e-01 -
5.00e-01 2.03e-02 2.83 5.57e-02 2.90
2.50e-01 2.57e-03 2.98 6.81e-03 3.03
1.25e-01 3.21e-04 3.00 8.36e-04 3.03
3 1.00e+00 3.17e-02 - 9.95e-02 -
5.00e-01 2.26e-03 3.81 6.57e-03 3.92
2.50e-01 1.46e-04 3.95 4.19e-04 3.97
1.25e-01 9.25e-06 3.99 2.63e-05 3.99
Table 1.1: Convergence history for the numerical quantities 𝑢ℎ and 𝑞ℎ to the exact solution
in equation (1.82).
(1.1) on the domain Ω = (−1, 1) × (−1, 1) with 𝜅 = 1. The source term 𝑓 and Dirichlet
boundary conditions 𝑔𝐷 are chosen such that the exact solution is
𝑢 = exp(𝑥 + 𝑦) sin(𝜋𝑥) sin(𝜋𝑦). (1.82)
We consider a triangular mesh with uniform elements of size ℎ covering Ω; we present
the error and order of convergence in the 𝐿2-norm in Table 1.1 for 𝑝 = 1, 2, 3. Indeed we
see the optimal order of convergence, 𝑝 + 1, in both the approximate scalar quantity 𝑢ℎ and
its gradient 𝑞ℎ, consistent with the results in Nguyen [58].
1.3.2 Comparison between quadrature-free and quadrature-based inte-
gration
In section 1.2.5, we gave a cursory overview of the ideas behind the use of quadrature-free
integral operators. We also presented results in section 1.3.1 in which we verified optimal
convergence of the numerical solution with use of the discrete quadrature-free operators. A
preliminary investigation of the accuracy of the quadrature-based and quadrature-free was
conducted by Ueckermann and Lermusiaux [84], but the comparisons were limited to the
context of a 1D discontinuous Galerkin scheme. In 1D, or indeed for any straight-sided 2D
triangular element, the transform from master element to physical element is affine, and
the approximation in (1.57) is exact. A better comparison of the accuracy between the two
approaches can be made by examining the effect of a spatially varying |𝐽 | over each element
𝐾.
As a numerical experiment, we consider the accuracy of numerical integration of a
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smooth function which lies outside our polynomial approximation spaces defined in (1.7),
𝑓(𝑥) = sin(𝜋𝑥) sin(𝜋𝑦), (1.83)
over a region 𝑅 (shown in Figure 1-9) discretized by non-affine 2D quadrilateral elements
with Jacobian determinants |𝐽 | that vary spatially over each element.


















Figure 1-9: Function 𝑓(𝑥) (1.83) over the region 𝑅 used in numerical test cases comparing
quadrature-free and quadrature-based integral operators
















𝑀 [|𝐽 |𝐾 ∘ 𝑓(𝑥𝑛)] (quadrature-free),
(1.84)
as a function of both grid size ℎ and polynomial order 𝑝. All quadrature rules are from
Cools [19], and the same number of quadrature and nodal points are used to provide a fair
comparison. All errors are reported in the 𝐿2-norm.
First, we discretize 𝑅 using a single finite element and examine the convergence of the
numerical integrals (1.84) as a function of the polynomial order 𝑝. The purpose of such a
test is to examine the differences in error magnitude over a single element as a function of
polynomial order only. The results are shown in Figure 1-10.
The convergence behavior has several interesting features. The first observation is that
both numerical integrals converge super-linearly in 𝑝 and have roughly the same convergence
behavior. We note that evaluating the quadrature-based integrals involves 𝒪(𝑛3𝑞) ∼ 106
operations over the course of the matrix multiplications at order 𝑝 = 10, and therefore the
roundoff error could be on the order of 10−10; this is substantiated by the numerical results,
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Figure 1-10: Comparison of 𝐿2 error between quadrature-based and quadrature-free nu-
merical integrals
∫︀
𝑅 𝑓(𝑥) 𝑑𝑥 over a single finite element as a function of polynomial order
𝑝.
and we note that convergence to machine precision occurs at an absolute error of order
10−11.
Another interesting feature is that the actual error magnitude of the quadrature-free
integration appears to lag the quadrature-based error by an order of 𝑝. That is, the
quadrature-free numerical integration on an order 𝑝 + 1 element appears to roughly have
the same error as a quadrature-based integration on an order 𝑝 element.
Lastly, while the convergence behavior of the quadrature-free integration is comparable
to the quadrature-based approach, there is clearly a price paid for the ability to use a single,
stored mass matrix 𝑀 and to avoid interpolation of 𝑓 to the quadrature nodes in terms of
the absolute error of the numerical integral.








































Figure 1-11: Sequence of non-affine quadrilateral meshes used to examine convergence
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Degree Mesh size QF QB
p h 𝐿2 error order 𝐿2 error order
1 1.20e+0 6.75e-02 - 3.66e-01 -
6.00e-01 1.30e-01 -0.95 1.39e-02 4.72
3.00e-01 3.88e-02 1.74 4.87e-04 4.83
1.50e-01 9.98e-03 1.96 2.74e-05 4.15
2 1.20e+0 4.01e-01 - 5.31e-02 -
6.00e-01 1.93e-02 4.38 5.35e-04 6.63
3.00e-01 7.26e-04 4.73 4.37e-06 6.94
1.50e-01 4.11e-05 4.14 6.05e-08 6.17
3 1.20e+0 6.83e-02 - 4.42e-03 -
6.00e-01 7.05e-04 6.60 1.17e-05 8.56
3.00e-01 5.81e-06 6.92 2.23e-08 9.04
1.50e-01 8.06e-08 6.17 7.62e-11 8.19
4 1.20e+0 5.42e-03 - 2.35e-04 -
6.00e-01 1.46e-05 8.54 1.66e-07 10.47
3.00e-01 2.79e-08 9.03 7.49e-11 11.11
1.50e-01 9.52e-11 8.19 6.10e-14 10.26
5 1.20e+0 2.78e-04 - 8.83e-06 -
6.00e-01 1.98e-07 10.45 1.64e-09 12.39
3.00e-01 8.98e-11 11.11 1.75e-13 13.20
1.50e-01 6.76e-14 10.38 7.47e-15 4.55
Table 1.2: Convergence history of the numerical integral
∫︀
𝑅 𝑓(𝑥) 𝑑𝑥 as measured in the
𝐿2-norm for quadrature-free (QF) and quadrature-based (QB) numerical integration over
sequentially-refined computational meshes of representative element size ℎ and at polyno-
mial order 𝑝.
Next, in order to examine the convergence behavior of the numerical integral under
grid refinement, we discretize the domain into successively-refined, non-affine quadrilateral
meshes shown in Figure 1-11 and examine convergence of the numerical integrals (1.84) as
a function of the polynomial order 𝑝 and element size ℎ. The convergence history in the
𝐿2-norm is presented in Table 1.2.
We see that the convergence rates are higher for the quadrature-based schemes, as we
would expect. We note that the convergence rates for the quadrature-based integrations
are roughly order 2𝑝 + 2 where 𝑝 is the polynomial order of the elements in the mesh, while
the quadrature-free convergence rates are roughly 2𝑝. The suboptimal convergence rate at
order 𝑝 = 5 in the quadrature-based case is due to abutting machine precision as discussed
in the single-element test case. We make the observation that the convergence rate of the
quadrature free integrations 2𝑝 ≥ 𝑝 + 1 when 𝑝 ≥ 1, an observation which accounts for why
we see optimal convergence at order 𝑝 + 1 in section 1.3.1 without using quadrature.
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1.3.3 Errors incurred by isoparametric transformation
One of the advantages of the isoparametric mapping is the ability to handle non-affine and
curved mesh geometries. Recall that the definition (1.37) asserts that the transformation
from the nodal points on the master element to the nodal points on the physical element
(the so-called nodal “interpolation points”) is represented as a member of the polynomial
space in which the finite element solution is sought. Therefore, if the actual transformation
from master element to finite element lies outside the polynomial approximation space,
there will be an error incurred due to the transformation approximation.
Non-affine, straight-sided meshes
In the case of two-dimensional mixed meshes (meshes containing triangular and quadrilat-
eral elements), explicit criteria for eliminating transformation errors can be stated. Note
that the transformation from the master triangular element to any physical element can
always be written as a linear transformation. Similarly, the transformations from master
edge to each physical space edge is also a linear transformation. Lastly, it can be readily
shown that the transformation from the master quadrilateral to an arbitrary quadrilateral
can be written as a quadratic transformation.
To illustrate this assertion, consider the model problem (1.1) with forcing 𝑓 and inho-
mogeneous Dirichlet boundary conditions 𝑔𝐷 chosen such that the exact solution is 𝑢 = 𝑥
over the computational domain, with different choices of mesh. Since the solution 𝑢 = 𝑥
is linear, we note that the solution is a member of any polynomial approximation space of
order 𝑝 ≥ 1.
Figure 1-12 shows the numerical solution computed on an affine mesh using a polyno-
mial approximation space of order 𝑝 = 1. Since both physical space elements are affine
transformations of the master element, a 𝑝 = 1 transformation is sufficient to eliminate all
transformation error; indeed, we see that the numerical solution 𝑢ℎ is correct to machine
precision.
Figure 1-12: Numerical solution 𝑢ℎ (center) at order 𝑝 = 1 of the manufactured solution
𝑢 = 𝑥 on an affine mesh (left) and the difference |𝑢ℎ − 𝑢| (right).
A non-affine element is an element for which the mapping from the master element can
not be expressed with a linear transformation. If we introduce a non-affine element into the
computational mesh and solve the same problem, as shown in Figure 1-13, the errors are not
machine precision. This is because the transformation from master quadrilateral to physical
space quadrilateral is no longer representable in an approximation space of order 𝑝 = 1.
This is manifested in the nodal error, which is no longer machine precision—this departure
from the exact solution is attributable to representation error in the isoparametric mapping,
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namely, in the expression of the quadrature-free integral operators over the element interior
of the single mesh quadrilateral.
Figure 1-13: Numerical solution 𝑢ℎ (center) at order 𝑝 = 1 of the manufactured solution
𝑢 = 𝑥 on a non-affine mesh (left) and the difference |𝑢ℎ − 𝑢| (right).
Consider the same computational mesh as in Figure 1-13, but seeking a numerical so-
lution 𝑢ℎ at order 𝑝 = 2. The results are shown in Figure 1-14. Since the transformation
is exactly representable in the space of quadratic functions, the transformation error is
eliminated and once again 𝑢ℎ agrees with the exact solution to machine precision.
Figure 1-14: Numerical solution 𝑢ℎ (center) at order 𝑝 = 2 of the manufactured solution
𝑢 = 𝑥 on an affine mesh (left) and the difference |𝑢ℎ − 𝑢| (right).
Therefore, we claim that for straight-sided two-dimensional meshes, as long as the so-
lution is sought in a polynomial approximation space of 𝑝 ≥ 2, there will not be error
incurred due to the isoparametric mapping from master element to physical elements. The
same conclusion applies to two-dimensional edge integrals in three-dimensional meshes.
For three-dimensional problems, we can produce similar conclusions. It can be shown
that the mapping from a non-affine, straight-sided hexahedral element to the master hexa-
hedral element is generally cubic. Therefore an isoparametric mapping at polynomial order
𝑝 ≥ 3 will be exact, otherwise an error due to the transformation will be incurred.
Curved meshes
For the case of arbitrary curved meshes, it is clearly not possible to make explicit assertions
as to the polynomial order necessary to eliminate transformation error, as in the previous
section. However, it is possible to examine the errors and convergence rates associated with
curved boundaries.
As a test case, we consider solving the model problem on a circular domain. Mesh
generators in general provide a straight-sided approximation to the domain of interest, but
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this limitation can be overcome if we perturb the nodal degrees of freedom to coincide with









Figure 1-15: (Left) Before and (Right) after perturbation of nodal degrees of freedom to lie
on curved, circular boundary.
Doing so has changed our interpolation points for each of the boundary elements, and the
isoparametric mapping above will represent the transformation using the best polynomial
approximation to the exact mapping (in this case, order 𝑝 = 4).
Figure 1-16: Numerical solution (left) for the manufactured solution 𝑢ℎ = 1 − 𝑥2 − 𝑦2 at
order 𝑝 = 2, and the difference from the exact solution |𝑢ℎ − 𝑢| (right)
Consider the simple manufactured solution 𝑢ℎ = 1−𝑥2−𝑦2 to the model problem posed
on the unit circle. Note that since the solution lies in the polynomial space, we would expect
the finite element solution to coincide with the analytical solution to machine precision. The
plots of the numerical solution and that of the error are given in Figure 1-16.
Note that the numerical solution is not equal to its analytical counterpart to machine
precision—there is error incurred by the representation of the curved boundary. The solution
error is dominated by the error over the boundary elements, but the interior elements
are affected as well. This is the price of representing curved geometries. However, the
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magnitudes of the errors themselves are not meaningful; the more important question is
how the convergence rates are affected.
Figure 1-17: Numerical solution 𝑢ℎ at 𝑝 = 3 (left) and |𝑢ℎ − 𝑢| (right).
To examine convergence rates, we solve the model problem (1.1) on a set of increasingly
refined curved circular meshes at different polynomial orders; namely, 𝑝 = 1, 2, 3. The
forcing 𝑓 and boundary conditions 𝑔𝐷 are chosen such that the exact solution is
𝑢 = (1− 𝑥2 − 𝑦2) sin(𝜋𝑥) sin(𝜋𝑦) (1.85)
The numerical solution 𝑢ℎ at 𝑝 = 3 on a circular mesh with mean element diameter
ℎ = 0.04 is shown in Figure 1-17, along with the difference |𝑢ℎ − 𝑢| over the computational
domain. We note that even on such a refined mesh, the error is greatest around the boundary
where the curved elements are present. The history of convergence is shown in Figure 1-18,




























slope p + 1
Figure 1-18: Convergence history of 𝑢ℎ in the 𝐿2-norm for the manufactured solution (1.85)
on a curved, circular mesh.
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1.4 Summary
In this chapter we introduced the HDG methodology; we introduced a model problem which
will provide an easily-generalizable basis for more complicated problems we will later en-
counter. We discussed the finite element spaces in which solutions to the model problem
are sought, and their consequences in terms of boundary condition implementation. We
characterized the problem for the global flux ?̂?ℎ and proposed a weak formulation which
eliminates Dirichlet boundary condition information from the set of global unknowns, mod-
ifying the work done in [58], and guaranteeing symmetry of the nonzero entries in the global
linear system.
Given the rich set of discretization choices, we summarized the classic block matrix
procedure for the assembly of the global linear system and element-wise reconstruction
specific to the HDG approach [58, 59], which will have important computational implica-
tions when dealing with matrix-free and parallel approaches to solving large problems. We
described choices of discrete integral operators in both a quadrature-free and quadrature-
based manner and discussed the implementation of an isoparametric mapping for handling
curved elements and edges. We presented results for straight-sided, non-affine elements,
verifying the polynomial orders above which no error will be incurred due to the isopara-
metric representation between master and physical element. This is, to our knowledge, not
discussed in the literature; examination of isoparametric elements is typically focused on
curvilinear boundaries [91]. However, the non-affine, straight sided cases are important for
quadrilateral elements in 2D and for the wedge and hexahedral elements in 3D extruded
meshes.
We concluded the chapter with a set of numerical experiments. We verified our im-
plementation by demonstrating the theoretical optimal convergence behavior [13, 16], and
reproducing results from [58]. Our new results presented a convergence study comparing
quadrature-free and quadrature-based implementations of the discrete integral operators,




Efficient Computing for HDG
Schemes
In this chapter, we more closely consider performance and efficiency with respect to the
HDG methodology reviewed in Chapter 1. “Performance” and “efficiency” broadly describe
measures of computational resources necessary to achieve a desired output, but are not suffi-
ciently precise terms. For example, the interpretation of “efficiency” will differ dramatically
when considering numerical software deployed on a low-power embedded system versus on
a cloud-based platform consisting of thousands of compute nodes. Therefore, we provide
context for our use of these terms by making the following presumptions:
1. We wish to solve a partial differential equation (PDE) at a certain resolution using
an HDG discretization.
2. In our solving the PDE, we presume that time-to-solution is the primary limitation.
A more “efficient” implementation will solve the same problem, with the same com-
putational resources and accuracy, and subject to the same computational constraints
in a shorter wall-clock time.
3. There exist computational constraints which must be obeyed, such as available mem-
ory, disk space, or available compute nodes.
Loosely speaking, our goal is to minimize time-to-solution on a single machine or in a
distributed computing environment. Our discussion will necessarily include analysis of al-
gorithmic performance and complexity, but we will also give particular attention to the
design of efficient numerical code, as both are important with respect to time-to-solution
and memory constraints. In particular, we follow the approach of starting with a naive im-
plementation and considering first algorithmic improvements, followed by code-level (loops,
vectorization, broadcasting, caching, and so on) improvements.
Modern benchmarking and profiling tools make it feasible to discriminate between dif-
ferent algorithms and implementations in a quantitative manner; however, the complexity
of the HDG methodology as well as that of modern computer architectures is such that a
single choice of algorithm is almost never sufficient to provide an efficient implementation
at varying problem sizes. Hence, central to our discussion will be the identification of the
different regimes at which various algorithms are applicable and performant.
In this chapter, we will begin by considering the naive, serial algorithm introduced in
Chapter 1, paying particular attention to the efficient formation and application of the
requisite discrete operators. We will outline efficient ways to vectorize the embarrassingly
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parallel parts of the HDG algorithm, which will be applicable to any problem size. We will
then turn our attention to the solution of the global linear system, conducting a scalability
investigation to identify the memory and time-to-solution bottlenecks. We will discuss the
applicability and implementation of direct and iterative solvers. Finally, we will introduce
and analyze new matrix-free iterative solvers for HDG schemes, which merge the assembly
and solution of the linear system.
2.1 Benchmarking test case









Figure 2-1: Top-down (left) and bathymetric view (right) of the 3D test case mesh.
We choose as a representative performance test case a straight-sided 3D test case with
non-trivial bathymetry. The computational mesh can be seen in Figure 2-1; the mesh is an
extrusion of the 2D mixed mesh with 6 terrain-following layers in the vertical direction. The
mesh consists of 768 elements (384 hexahedral elements and 384 wedge elements). Since we
noted in section 1.3.3 of Chapter 1 that 𝑝 ≥ 3 is needed to avoid errors in the numerical
solution incurred due to a non-affine isoparametric transformation for 3D hexahedral ele-
ments, we benchmark using a numerical solution of order 𝑝 = 4; there are 76,800 interior
degrees of freedom and 68,320 edge degrees of freedom.
2.2 Serial algorithm









Recall that in section 1.2.6, we argued that a quadrature-free discretization of the integral
operators breaks the symmetry of the element-local contributions and hence the symmetry
of the left hand side K in the global problem KΛ = F. However, in the interest of generality,
we would prefer to write the problem such that if a quadrature-based discretization is used,
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symmetry is preserved. The elemental contributions to K and F are
K = −𝐻 −
[︁
−𝐶𝑇 𝐺

























is now analytically symmetric, and will be discretely symmetric if quadrature is used, which
also produces symmetric contribution matrices K.
Considering the modified system, we begin from the statement of the naive, matrix-
based HDG algorithm stated in Algorithm 3. When available memory is not a constraint,
Algorithm 3 HDG Algorithm: serial, matrix-based
1: for 𝐾 ∈ 𝒯ℎ
2: compute elemental contributions K𝐾
3: compute elemental contributions F𝐾
4: end for
5: K, F← assemble K𝐾 , F𝐾 for all 𝐾 ∈ 𝒯ℎ
6: Λ← solve KΛ = F
7: ̂︀𝑈 ← Λ ∪ 𝑔𝐷
8: for 𝐾 ∈ 𝒯ℎ











]︂ ̂︀𝑢𝐾ℎ )︂ .
10: end for







which are used to compute both K and F. The computation of K, F, and the element-wise
reconstruction of 𝑄 and 𝑈 (steps 3, 2, and 9, respectively) all involve the application of 𝐴−1𝑙𝑜𝑐 ,
and storage and application of these arrays has important consequences for the scalability
and efficient solution of the global linear system (step 6), and its handling will be discussed
in detail in section 2.4.4.
2.3 Vectorization of element-wise operations
The formation of the elemental contributions K𝐾 and F𝐾 (steps 2 and 3 of Algorithm
??, respectively), as well as the element-wise reconstruction of 𝑞ℎ and 𝑢ℎ (step 9) can all
be completed independently and are embarrassingly parallelizable portions of the HDG
algorithm. This section relates to the latter two — the efficient formation and assembly of
the right-hand-side vector F and the elemental reconstruction of 𝑢ℎ and 𝑞ℎ. Formation and
assembly of K𝐾 will depend on the method used to solve the global linear system, so we
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defer its discussion to section 2.4. Since we are considering element-wise operations, these
techniques are general and applicable to any problem size and are independent of how the
global linear system is handled.

























L diag(|𝐽𝑒| ∘ 𝑛𝑘)𝑀𝑒
L diag(|𝐽𝑒| ∘ 𝜏)𝑀𝑒






Since ̂︀𝑢ℎ is a vector on each element edge space, we stand to gain by evaluating each of
the operators sequentially on ̂︀𝑢ℎ from right to left rather than from left to right as written
since matrix-matrix multiplication is more expensive than matrix-vector multiplication.
The vector ̂︀𝑢ℎ has no exploitable structure, and in general is dense.
While applying the diagonal matrices to the product 𝑀𝑒̂︀𝑢ℎ is mathematically correct,
forming and computing the matrix-vector product with the diagonal matrices is enormously
inefficient, since most of the operations will involve multiplication by zero. Much better
performance is achieved my broadcasting the vectors 𝑀𝑒̂︀𝑢ℎ directly onto the vectors |𝐽𝑒|∘𝑛𝑘







|𝐽𝑒| ∘ 𝑛𝑘 ∘ [𝑀𝑒̂︀𝑢ℎ]
|𝐽𝑒| ∘ 𝜏 ∘ [𝑀𝑒̂︀𝑢ℎ]
]︃
(2.7)
Figure 2-2: (Left) Sparsity pattern of lifting operator for a 3D hexahedral element at order
𝑝 = 4, (Right) sparsity in 3D lifting operators as a function of polynomial order 𝑝.
Finally, application of the lifting operator L as a dense array is inefficient for the same
reason; generally, 3D finite element lifting operators at polynomial order 𝑝 ≥ 3 tend to be
sparse. Therefore, a sparse representation of L can be applied much more efficiently: for
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example, the hexahedral lifting operator shown in Figure 2-2 can be applied with roughly a
factor of 25 speedup (10.9 ms ± 273 𝜇s vs 355 𝜇s ± 9.12 𝜇s) for our representative problem.
2.4 Solution of the global linear system KΛ = F
All discussion heretofore has treated the solution of the global linear system KΛ = F as a
black box which solves the globally-coupled weak problem in equation expressed in equation
(1.15) for the numerical fluxes 𝜆ℎ. In this section, we turn our attention to the scalability
and details of forming and solving this linear system.
2.4.1 Direct methods
Direct methods are a good choice when the problem to be solved is small enough that a
factorization of the linear system can be formed and stored in memory1. In such cases, it
is generally advantageous to reduce bandwidth of the global linear system with a Cuthill–
McKee reordering [51] (see, for example, Figure 2-3) and to store an LU factorization of
the problem for fast solution of the global linear system KΛ = F during time-stepping.
Figure 2-3: Bandwidth reduction of K for a 3D problem with the reverse Cuthill–McKee
reordering [51], illustrated here for the model problem discretized on the benchmarking
mesh in section 2.1.
Limitations of direct methods
While factorizations and direct solution methods are generally fast, robust, and usually
the best choice for small problems [81], they require 𝑂(𝑛3) work where 𝑛 is the number of
problem unknowns, and without careful attention do not preserve the sparsity that arises
from discretization of integral or differential equations.
1We are presuming a static computational mesh in time. If the mesh itself is time-dependent, as in
the case of a moving or adaptively refined mesh, then the expensive factorization of the linear system will
simply be discarded at the next time step. In these cases, iterative approaches or direct elimination are
better techniques.
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Figure 2-4: Comparison of LU factorization time against total wall-clock runtime when
solving a time-dependent advection-diffusion problem, taking 100 time steps on a compute
node with 16 of RAM
Figure 2-4 compares the LU factorization and total wall-clock time for a time-dependent
(100 time steps) scalar advection-diffusion problem solved with an HDG discretization at
different resolutions on a compute node with 16 GB of RAM. In this particular example,
the resolution was increased until the underlying LU factorization (with Cuthill–McKee
reordering) could no longer fit in main memory. Moreover, as problem size grows, the initial
factorization time begins to dominate the time-to-solution. While this is a specific example,
it illustrates the scalability limitations of direct solution techniques; even at a modest 105
unknowns, the factorization time and memory requirements become unacceptable.
2.4.2 Iterative methods
Iterative methods should be considered for large sparse problems for which excessive memory
requirements become a bottleneck and a factorization or direct solution of the linear system
KΛ = F is no longer possible. Either memory requirements (factorization of K will require
𝑂(𝑛2) memory) or time-to-solution requirements (factorization or elimination of K will
require 𝑂(𝑛3) operations) may be the limiting factor. In this work, we will consider Krylov
subspace methods [81, 49], which treat the matrix 𝐴 ∈ R𝑛×𝑛 associated with a linear
system as an operator and build up a subspace 𝒦𝑟(𝐴,𝑥) = span
{︀
𝑥, 𝐴𝑥, 𝐴2𝑥, . . . , 𝐴𝑟−1𝑥
}︀
for 𝑥 ∈ R𝑛 in relation to which an iterative solution is sought; for a complete treatment, see
Saad [75]. The important feature of these methods from a computational standpoint is that
Krylov subspace methods treat K as an operator and use repeated matrix-vector products
K𝑥 to iteratively construct the solution Λ, accurate to a given tolerance. The work required
to compute K𝑥 is proportional to the number of non-zeros in K— 𝑂(𝑛) at each iteration.
Therefore, use of iterative methods is essential to scale to large problem sizes.
Our primary concern in this chapter will involve the efficient application of K to a
vector, since the matrix-vector product involving K is the limiting factor in Krylov subspace
methods constructing the solution at the 𝑖𝑡ℎ iteration Λ𝑖. Our discussion will be generally
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applicable to any Krylov subspace method, and we do not concern ourselves with the details
of the Krylov methods themselves; these can readily be found in Golub [30] or Saad [75].
However, we will conclude the discussion on symmetry in section 1.2.6, which noted that if a
quadrature-based scheme is used, or the domain geometry is sufficiently regular, the linear
system K will be symmetric positive definite (SPD). In such cases, a conjugate gradient
method will generally be the preferred Krylov subspace method. Otherwise, another choice
of iterative solver is required; GMRES and BiCGSTAB are often suitable choices [73].
2.4.3 Matrix-free iterative methods
A matrix-free method refers to a general class of algorithms which apply the action of a
matrix 𝐴 on a vector 𝑥 without explicitly storing or assembling the matrix. Rather, the
elements of the matrix are computed and applied to 𝑥 without being stored. Matrix-free
methods can refer to explicit evolution schemes as well as to matrix-vector multiplication
𝐴𝑥𝑖 in the context of an iterative solve of an implicit problem; in this work, we refer to
the latter. Matrix-free implicit methods are motivated by a lack of operative memory2—at
certain problem sizes, the entire linear system can not be stored, necessitating a matrix-free
approach.
In typical serial, matrix-based finite element algorithms such as Algorithm ??, the as-
sembly and solution of the global linear system are separate. In a matrix-free approach,
we couple the two, computing the action of K on a vector 𝑥 in order to form the iterative
solution Λ𝑖.
Although matrix-free methods for HDG schemes require less memory, they generally re-
quire more computational time and specialized implementation, as will be discussed later in
the chapter. The implementation details underlying matrix-free methods for HDG problems
discussed herein are applicable to their use both on a single machine and in a parallel, dis-
tributed computing environment. The extension of the matrix-free methods to a distributed
computing environment is outside the scope of this work, but is discussed in Foucart et al.
[28].
Limitations of iterative methods
Iterative methods scale well as compared to direct methods, but it is important to identify
and address the computational limiting factors both in memory and in time. In contin-
uous Galerkin or standard implicit discontinuous Galerkin finite element schemes, these
limitations are immediately apparent: storage and solution of the linear system are the
memory and time-to-solution bottlenecks. However, for HDG schemes, the static condensa-
tion procedure in which 𝑞ℎ and 𝑢ℎ are eliminated to form a linear system for 𝜆ℎ complicates
scalability.
Equation (1.26) implies that that even if the linear system is assembled and stored in







2 Sometimes it is also the case that the underlying linear system is simple enough (e.g., a tri-diagonal
linear system) that applying the operator to the vector directly in a matrix-free sense can be more efficient
and faster than storing and applying a sparse data structure. However, this is not the case in an HDG finite
element method.
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or its factorization for every element. The inverse 𝐴−1𝑙𝑜𝑐 represents the HDG parametriza-
tion of the element-local PDE onto the edge space, and is distinct from the element-local
contributions to a standard CG or DG finite element scheme. Somewhat surprisingly, the
application of this inverse is an important computational consideration for large HDG prob-
lems.
To see this, we consider the scaling of memory requirements of the HDG data structures
for an 𝑁 × 𝑁 square domain in 2D, and an 𝑁 × 𝑁 × 𝑁 cubic domain in 3D at different
polynomial orders 𝑝. We consider a mesh consisting entirely of quadrilateral and hexahe-
dral elements, respectively. The regularity of the domain allows exact calculation of the
memory required for all of the relevant data structures. As a reference, we investigate the
scaling assuming a single, large compute node with 256 GB of main memory, and we make
the assumption that data is stored in double-precision floating point format, with 64 bits
required for each floating point number.
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Figure 2-5: Memory requirements for K and 𝐴−1𝑙𝑜𝑐 for an 𝑁 ×𝑁 2D square domain (quadri-
lateral elements) at different polynomial orders 𝑝.
Figure 2-5 shows a comparison of the memory requirements for the assembled linear
system K compared to the dense 𝐴−1𝑙𝑜𝑐 arrays. We see that the 𝐴
−1
𝑙𝑜𝑐 arrays rather than the
linear system K are the memory bottleneck, and the effect becomes even more dramatic as
polynomial order increases. This is because the inverses are generally dense, and scale as
𝑛𝐾 [(𝑑 + 1)𝑛𝑏]𝑑 where 𝑛𝑏 is number of degrees of freedom on each element, 𝑛𝐾 is number
of elements, and 𝑑 is problem dimension. By comparison, K scales with the number of
edges in the mesh rather than elements, and the degrees of freedom on each edge are of
dimension 𝑑−1. We remark that the storage requirements of 𝐴−1𝑙𝑜𝑐 also involve the duplicated
spatial degrees of freedom common to DG schemes. So from a memory standpoint, the 𝐴−1𝑙𝑜𝑐
arrays are the largest data structure, and a memory-efficient way of applying the inverses
is crucial as problem size and polynomial order grows. Techniques to address these issues
will be discussed at length in section 2.4.4.
How do the memory requirements compare to the master-to-physical element transfor-
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mation data 𝐽−1, |𝐽 |, and |𝐽𝑒|? Figure 2-6 includes the transformation data in the memory
requirements. We see that the memory required to store the transformation data is modest
compared to that of the linear system K and the 𝐴−1𝑙𝑜𝑐 arrays.
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Figure 2-6: Memory requirement comparison between K, 𝐴−1𝑙𝑜𝑐 , and transformation data
𝐽−1, |𝐽 |, and |𝐽𝑒| for an 𝑁 ×𝑁 2D square domain at different polynomial orders 𝑝.
For 2D problems, if we explicitly store neither the global linear system nor the element
local inverses, we can handle much larger problem sizes. In 3D we would expect the same
conclusion to hold, but more dramatically.
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Figure 2-7: Memory requirements for K and 𝐴−1𝑙𝑜𝑐 for an 𝑁 × 𝑁 × 𝑁 3D cubic domain
(hexahedral elements) at different polynomial orders 𝑝.
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Figure 2-7 shows that this is indeed the case. The 2D trends are exacerbated, and we see
that without storing the 𝐴−1𝑙𝑜𝑐 arrays, the linear system alone limits problem size to roughly
𝑁 = 100 elements per side at order 𝑝 = 4 on a 256 GB compute node. Furthermore, storing
the element local inverse arrays limits the problem size to fewer than 𝑁 = 40 elements per
side! In summary, the primary concern with regards to memory limitations is the storage
or computation of the 𝐴−1𝑙𝑜𝑐 arrays. If these are not stored, then storage of the sparse linear
system K becomes the bottleneck.
Matrix-free methods are aimed at removing the memory bottleneck of K, but applying K
implicitly requires applying 𝐴−1𝑙𝑜𝑐 — if the inverse is not available, applying K would require
inversion of each 𝐴𝑙𝑜𝑐 matrix at every iteration of every iterative solve at every time step. If
we were able to efficiently apply 𝐴−1𝑙𝑜𝑐 without needing to store the array, we would have only
the master-to-physical element mapping data 𝐽−1, |𝐽 |, |𝐽𝑒| and the normal vectors as the
comparatively modest memory requirements, and we could devise an efficient matrix-free
implementation for the HDG schemes addressed earlier in this work. This is the primary
motivation for the chapter.
2.4.4 Efficient Application of 𝐴−1𝑙𝑜𝑐
In order to form the elemental contribution matrices, it is required to explicitly invert
the element local system, or to solve a system of linear equations each time an elemental
contribution is required. This represents the parametrization of the element-local PDE onto
the edge space. As we saw in section 2.4.3, the storage and application of 𝐴−1𝑙𝑜𝑐 has important
implications for iterative and matrix-free schemes. To motivate the following procedure, we
will discuss some of the properties of the element local system.
Observe that in both the strong and weak DG forms of the model problem, equa-
tions (1.28) and (1.8), respectively, the inner product (𝑞ℎ, 𝑣)𝐾 has no differential oper-
ators applied to either 𝑞ℎ or 𝑣. Using the quadrature-free integral operators discussed




]︀𝑘 ∘ |𝐽 |𝐾)︁𝑀 , where 𝑘 is the coordinate direction, and 𝑀 is the mass matrix over



























where the extension to 3D problems is immediately apparent. With this manipulation, the
portion of 𝐴𝑙𝑜𝑐 corresponding to the 𝐴 block matrix reduces to a diagonal matrix with
respect to the unknown 𝑄, as shown in Figure 2-8.
The diagonal block immediately suggests an exploitable structure in terms of computa-
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Figure 2-8: Exploitable sparsity patterns for 2D and 3D 𝐴𝑙𝑜𝑐 matrices (divided by the
elemental mass matrix) described in equation (2.9).





















Importantly, 𝑀−1 is the inverse mass matrix on the master element, which is pre-computed
and stored. Therefore, we turn our attention to the other matrix in equation (2.10), which






















where 𝑆 = 𝐷 − 𝐵𝑇 𝐴−1𝐵 is the Schur complement of Θ. This form is convenient, be-
cause in the case of (𝑀−1𝐴𝑙𝑜𝑐)−1, 𝐴−1 is diagonal and trivial to compute algebraically:
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(|𝐽 |𝜅−1𝐼)−1 = (𝜅/|𝐽 |)𝐼. Hence we can write the inverse (𝑀−1𝐴−1𝑙𝑜𝑐) as
(𝑀−1𝐴𝑙𝑜𝑐)−1 =
[︃
(|𝐽 |−1𝜅𝐼) + (|𝐽 |−1𝜅𝐼)𝐵 S−1𝐵𝑇 (|𝐽 |−1𝜅𝐼) −(|𝐽 |−1𝜅𝐼)𝐵 S−1
−S−1𝐵𝑇 (|𝐽 |−1𝜅𝐼) S−1
]︃
, (2.14)
where S = −𝐷 −𝐵𝑇 (|𝐽 |−1𝜅𝐼)𝐵.
Storing the complete, fully-dense inverse of 𝐴−1𝑙𝑜𝑐 would be wasteful. Instead, we can
compute and store the Schur complements S−1 on each element, which are the same size as
𝐷. Then, for example, applying 𝐴−1𝑙𝑜𝑐 to the right–hand side vector [𝑅,−𝐹 ], as in equation
(2.2) amounts to computing
F = 𝐿 −
[︀
−𝐶𝑇 𝐺
]︀ [︂[︀(|𝐽 |−1𝜅𝐼) + (|𝐽 |−1𝜅𝐼)𝐵 S−1𝐵𝑇 (|𝐽 |−1𝜅𝐼)]︀𝑀−1𝑅 + (𝜅𝐼)𝐵 S−1𝑀−1𝐹
−S−1𝐵𝑇 (|𝐽 |−1𝜅𝐼)𝑀−1𝑅 − S−1𝑀−1𝐹
]︂
, (2.15)
which consists of application of small, pre-computed matrix operators. Computing the prod-
ucts, we are careful to both evaluate all chained matrix products right to left, since repeated
matrix-vector multiplication is more efficient than repeated matrix-matrix multiplication;
and to apply (|𝐽 |−1𝜅𝐼) operators directly via broadcasting— it’s wasteful to perform matrix
multiplication with a dense matrix consisting almost entirely of zero entries.

























directly apply stored inverse
compute inverse & apply
solve linear system directly
apply inverse using Schur complement
Figure 2-9: Benchmarking data for application of 𝐴−1𝑙𝑜𝑐 to a random vector at different
polynomial orders for 3D elements. Average wall-clock time out of 10,000 trials using
a single representative wedge or hexahedral element; standard deviations were negligible
compared to mean times in all cases.
Figure 2-9 shows benchmarking data for different approaches to applying 𝐴−1𝑙𝑜𝑐 . Take
as a reference the time required to directly apply (in a vectorized way) a stored inverse
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or factorization; we showed in section 2.4.3 that for large problems, storing the dense 𝐴−1𝑙𝑜𝑐
inverses becomes a memory bottleneck and is not feasible. If we are operating in the matrix-
free regime, where the linear system can not be stored in memory, then the dense inverses
certainly can not be stored either. Hence, we are left with the option of computing and























or by storing the small, dense Schur complements S−1 (or their factorizations) and applying
them as in equation (2.15) to reproduce the action of 𝐴−1𝑙𝑜𝑐 . Unsurprisingly, benchmarking
shows directly computing and applying 𝐴−1𝑙𝑜𝑐 is by far the slowest; while it requires nothing
be stored, these inverses must be computed and applied for every element, at every iteration
of the solution of the linear system KΛ = F. It is well-known in numerical linear algebra
that it is almost never efficient to explicitly compute a matrix inverse, and indeed, we see
that solving the linear system instead of applying the inverse is faster. Lastly, note that for
hexahedral elements of polynomial orders 𝑝 ≥ 3 and for wedge elements of polynomial order
𝑝 ≥ 5, the Schur complement approach is even faster than direct application of a stored
inverse for 𝐴𝑙𝑜𝑐.3
How does storage of S−1 compare memory-wise to storage of the 𝐴−1𝑙𝑜𝑐 arrays? We revisit
the scaling of memory requirements for 3D problems shown in Figure 2-7. Figure 2-10 shows
the memory requirements associated with storing the linear system K compared to the S−1
arrays. We see that the memory requirements associated with 𝐴−1𝑙𝑜𝑐 have been substantially
reduced — now storage of K is the bottleneck — and we still don’t need to perform any
inversions or factorizations during each matrix-free application of K.
Returning for a moment to our investigation of the memory requirements associated
with matrix-based and matrix-free iterative linear solvers in section 2.4.3, we saw that on
a compute node with with 256 GB of RAM, 𝐴−1𝑙𝑜𝑐 requirements limited a 3D problem at
polynomial order 𝑝 = 4 to fewer than 𝑁 = 40 elements per side. However, Figure 2-10 shows
that storing S−1 instead allows 𝑁 = 100 elements per side, which constitutes a substantial
improvement.
The Schur complement approach represents a good trade-off between wall-clock time
and memory in the matrix-free context; but asymptotically, even the small S−1 matrices
will become a memory bottleneck. However, the Schur complement approach is still useful
since S will always be smaller than the 𝐴𝑙𝑜𝑐 matrix. Rather than defaulting to directly
solving the 𝐴𝑙𝑜𝑐 linear system, the factorization of S should be computed on the fly and S−1
applied through back-substitution every time S−1 appears in the chain of operators when
applying the operator K.
3Figure 2-9 only shows up to order 𝑝 = 6 to demonstrate the crossover point in application times, and
benchmarking to higher order (𝑝 = 12) shows that the Schur complement inverse remains faster at high
order, although asymptotically both inverse applications scale the same way. This is to be expected, since
both are ultimately matrix-vector multiplications.
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Figure 2-10: Memory requirements for K and S−1 for an 𝑁 × 𝑁 × 𝑁 3D square domain
(quadrilateral elements) at different polynomial orders 𝑝.
Stability considerations
The previous section illustrated the main ideas behind exploiting the structure of 𝐴𝑙𝑜𝑐 in
order to apply its inverse, 𝐴−1𝑙𝑜𝑐 , efficiently by storing only the small, dense inverse Schur
complements S−1. While we saw the benefit of this approach in terms of both required
memory and wall-clock time of inverse application, the approach as stated can suffer from
numerical stability issues.
To illustrate this, we consider the solution of the system in equation (2.16), for a wedge
element4 in the test case introduced in section 2.1. Figure 2-11 shows the solution of equation
(2.16) directly by Gauss elimination (to machine precision) compared to the solution 𝐴−1𝑙𝑜𝑐𝑏
applied using the inverse Schur complement S−1.
We see that while the qualitative behavior of the system is correct, the relative error of
the solution is on the order of 10−3, which is unacceptable from a numerical stability point
of view. The issue is not due to the condition number of the Schur complement S —in fact,
the S matrix is generally much better conditioned than the 𝐴𝑙𝑜𝑐 matrix. Closer examination
shows the primary source of error to be roundoff error due to the relative magnitudes of
the 𝐴−1 = 𝜅/|𝐽 | operator and the unscaled operands [−𝐶, 𝐸] or [𝑅,−𝐹 ].
To resolve the relative magnitude issue, we can modify the procedure by multiplying








𝐼 𝑀−1 diag(𝜅/|𝐽 |)𝐵
𝑀−1 diag(𝜅/|𝐽 |)𝐵𝑇 −𝑀−1 diag(𝜅/|𝐽 |)𝐷
]︂−1 [︂
𝑀−1 diag( 𝜅|𝐽| )




4The choice of element is arbitrary and purely illustrative, since the large relative error present in this
element is present in the other elements as well.
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Figure 2-11: Comparison of direct solution of equation (2.16) with solution via application
of the inverse Schur complement S−1.
This manipulation applies the 𝜅/|𝐽 | scaling to both sides of the 𝐴𝑙𝑜𝑐 system. It bears
repeating that diag(𝜅/|𝐽 |) is mathematical notation, but is computationally carried out
as a element-wise product with a vector operand or row-scaling rather than a matrix-
multiplication. The Schur complement becomes, since the upper left block matrix 𝐴 =
𝐴−1 = 𝐼,
?̃? = 𝑀−1 diag(𝜅/|𝐽 |)𝐷,
?̃? = 𝑀−1 diag(𝜅/|𝐽 |)𝐵,
S̃ = −?̃? − ?̃?𝑇 ?̃?,
(2.19)










The operators 𝐶 and ?̃?, as well as vectors ?̃? and 𝐹 are formed by pre-multiplication with
𝑀−1 diag(𝜅/|𝐽 |) in the same way. This ameliorates the accumulation of roundoff error,
because both equation (2.20) and the right hand side operand, e.g., [?̃?, 𝐹 ], are multiplied
by the factor 𝜅/|𝐽 |, which, large or small, will scale both operator and operand.
This modification makes the approach more numerically robust. Figure 2-12 shows the
application of 𝐴−1𝑙𝑜𝑐 via S̃−1 to the same system as in Figure 2-11; the results are much better
and the relative error is on the order of 10−11.
2.4.5 Alternative static condensation
We can make use of the previous two ideas (pre-multiplication by 𝑀−1 and storing the
inverse Schur complement S−1) to derive an alternate matrix-free scheme which eliminates
the system in equation (2.1) for Λ directly. The advantage of doing so is that in the
evaluation of the matrix-vector product K𝑥, there is no need to consider the 𝐴−1𝑙𝑜𝑐 operator
explicitly; rather, we apply the matrix-vector product directly as a chain of operators acting
on 𝑥.
We introduced the process of static condensation in section 1.1.1 by algebraically elim-
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Figure 2-12: Comparison of direct solution of equation (2.16) with solution via application
of the inverse Schur complement S̃−1.
inating equation (1.23) for the scalar trace Λ. However, the decision to eliminate the
variables [𝑄, 𝑈 ] was arbitrary. We could instead algebraically eliminate the matrix system
for Λ directly to offer an alternative perfective.
We begin with equation (2.1), but where the entire system has been pre-multiplied by
the inverse mass matrix 𝑀−1 on the master element:









where, for example, 𝐴 refers to |𝐽 |𝜅−1𝐼. Elimination of the first equation yields 𝑄 =
𝐴−1 (𝑅−𝐵𝑈 + 𝐶Λ). Substitution of 𝑄 and re-grouping yields the following reduced system
for 𝑈, Λ: [︃
−(𝐷 + 𝐵𝑇 𝐴−1𝐵) 𝐵𝑇 𝐴−1𝐶 + 𝐸








−𝐿 + 𝐶𝑇 𝐴−1𝑅
]︃
. (2.22)
Once again, let S = −𝐷 − 𝐵𝑇 𝐴−1𝐵. This system could be solved directly for 𝑈, Λ and
𝑄 could be found by substitution. However, this is undesirable, since one of the primary
advantages of the HDG approach is to avoid the duplication of degrees of freedom present














Back-substitution and straightforward matrix manipulations yields
−
[︁(︁











= −𝐿 + 𝐶𝑇 𝐴−1𝑅 +
(︁









yielding the explicit elemental contribution operators
K =
(︁










F = −𝐿 + 𝐶𝑇 𝐴−1𝑅 +
(︁








We emphasize that this approach is equivalent to that of the previous sections, since
the Schur complement approach is a way to invert the 𝐴𝑙𝑜𝑐 system. However, instead of
considering 𝐴−1𝑙𝑜𝑐 as an operator to be applied, we can instead re-write the entire element-
local contributions K𝐾 and F𝐾 in terms of the Schur complement explicitly —in this case
we don’t need to consider the 𝐴𝑙𝑜𝑐 system at all, but rather we simply chain the discrete
matrix operators together to form the action of K. This is a more convenient form for a
matrix-free representation.
We remark that instead of explicitly computing the inverse S−1 directly, an appropriate
factorization of S should be stored and the inverse applied to a vector 𝑎 by solving S𝑥 = 𝑎 by
back-substitution. Writing S−1 is simply a mathematical convenience, but not an indication
as to how the operator is actually applied. Lastly, in the regime where even the S−1
factorizations are too large to be stored, the inverse can be applied to a vector 𝑎 in a
numerically stable way by solving the linear system S𝑥 = 𝑎 when evaluating the matrix-
vector products K𝑥 over the course of an iterative solve.
2.4.6 Matrix-free algorithm
Since we have addressed the memory bottleneck of applying 𝐴−1𝑙𝑜𝑐 , we can now illustrate the
procedure for computing an HDG solve in a matrix-free manner. The modifications to the
matrix-based algorithm are given in Algorithm 4.
Algorithm 4 HDG Algorithm: serial, matrix-free
1: for 𝐾 ∈ 𝒯ℎ
2: compute elemental Schur complement inverse S̃−1
3: end for
4: F← assemble F𝐾 for all 𝐾 ∈ 𝒯ℎ
5: Λ← matrix-free iterative solve KΛ = F
6: ̂︀𝑈 ← Λ ∪ 𝑔𝐷
7: for 𝐾 ∈ 𝒯ℎ
8: reconstruct 𝑢𝐾ℎ ← S̃−1?̃?𝑇 𝐶̂︀𝑢𝐾ℎ − S̃−1(𝐹 − ?̃?̂︀𝑢𝐾ℎ )
9: reconstruct 𝑞𝐾ℎ ← −(𝐼 + ?̃?S̃−1?̃?𝑇 )𝐶̂︀𝑢𝐾ℎ + ?̃?S̃−1(𝐹 − ?̃?̂︀𝑢𝐾ℎ )
10: end for
However, it remains to detail the procedure for the matrix-free iterative solve in Al-
gorithm 4, step 5. Any choice of Krylov subspace method is applicable; here we use the
conjugate gradient Krylov subspace method for the matrix-free iterative solve [75, 81], with-
out loss of generality.
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Algorithm 5 Standard conjugate gradient
1: 𝑖← 0
2: 𝑑, 𝑟 ← (F−K𝜆0)
3: 𝛿0, 𝛿𝑛𝑒𝑤 ← 𝑟𝑇𝑟
4: while 𝑖 < 𝑖𝑚𝑎𝑥 and 𝛿𝑛𝑒𝑤 > 𝜀2𝛿0
5: 𝑞 ← K𝑑 ,
6: 𝛼← 𝛿𝑛𝑒𝑤
𝑑𝑇 𝑞
7: 𝜆← 𝜆+ 𝛼𝑑
8: if recompute_criterion(𝑖) then
9: 𝑟 ← (F−K𝜆) ,
10: else
11: 𝑟 ← (𝑟 − 𝛼𝑞)
12: end if
13: 𝛿𝑜𝑙𝑑 ← 𝛿𝑛𝑒𝑤, 𝛿𝑛𝑒𝑤 ← 𝑟𝑇𝑟
14: 𝛽 ← 𝛿𝑛𝑒𝑤𝛿𝑜𝑙𝑑
15: 𝑑← (𝑟 + 𝛽𝑑)
16: 𝑖← (𝑖 + 1)
17: end while
An efficient implementation of the conjugate gradient algorithm is given in Shewchuk [78]
and reproduced in Algorithm 5. Steps 2, 5, and 9 involve the matrix-free application of the
operation of K to 𝜆0, 𝑑, and 𝜆, respectively. These matrix-free matrix-vector applications
are the most expensive part of the algorithm; therefore to decrease computational cost, step
8 only involves explicit computation of the residual vector 𝑟 at certain iteration numbers,
in order to remove accumulation of floating point errors. One such example is recomputing
the residual explicitly every
√
𝑛 iterations, where 𝑛 is the size of the solution vector 𝜆 [78].
The algorithm for the matrix-free matrix-vector product is given in Algorithm 6.
Algorithm 6 Matrix-free matrix-vector product K𝜆
1: 𝑦 ← 0
2: for 𝐾 ∈ 𝒯ℎ
3: ℰ ← global DOF indices on 𝜕𝐾 ∖ Γ𝐷
4: 𝜆𝐾 ← 𝜆[ℰ ]
5: 𝑦[ℰ ]← 𝑦[ℰ ]−𝐻𝜆𝐾 −
[︁
−𝐶𝑇 𝐺
]︁ [︃(𝐼 + ?̃?S̃−1?̃?𝑇 )𝐶𝜆𝐾 + ?̃?S̃−1?̃?𝜆𝐾




The vector 𝜆 contains all of the degrees of freedom on the element interfaces 𝜀 ∖ 𝜀𝜕𝐷.
The degrees of freedom on each interior edge 𝑒 ∈ 𝜀∘ will be operated on by K𝐾+ and K𝐾−
(using the 𝐾± notation as in section 1.1.1 to denote the elements on the left and right
side of an edge), the elemental contributions from elements on either side of the interface
(see Figure 1-2). As such, the application of K is not embarrassingly parallel — there is
a race condition5 updating the entries of 𝑦. In a matrix-based procedure, this is avoided,
summing the contributions of K𝐾+ and K𝐾− during assembly. Moreover, the matrix-free
5A race condition occurs when two software processes must operate on the same memory, preventing the
processes from doing so simultaneously.
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algorithm can not be done in place; both K𝐾+ and K𝐾− must operate on the original vector
𝜆, necessitating use of a destination vector 𝑦.
Algorithms 4, 5, and 6 together constitute the complete algorithm for performing an
HDG solve in a matrix-free manner, storing only the master-to-physical element transfor-
mation data, the inverse Schur complements 𝑆−1, and the right-hand-side vector F.
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2.5 Summary
In this chapter, we addressed scalability and efficient implementation of the HDG schemes
in Chapter 1. We provided vectorization techniques for the embarrassingly parallel portions
of the HDG algorithm and were able to obtain significant time savings in their application;
discussion of the embarrassingly parallel parts of the algorithm is not discussed in the
literature, but we included relatively minor changes that can result in large speedups.
We discussed choices and applicability of direct and iterative solvers to the solution
of the global linear system KΛ = F, and found that handling of the 𝐴−1𝑙𝑜𝑐 was crucial to
scaling the HDG algorithm to large problems. Indeed, the memory requirements for these
arrays grow much faster than the requirements for storing the global linear system due
to the duplication of degrees of freedom which the HDG method seeks to mitigate in the
first place. The cost of storing versus recomputing the local matrices 𝐴𝑙𝑜𝑐 is mentioned in
Fabien et al. [27], but the authors state that the focus of the work is not on the generation
or solution of the local matrices.
To address this issue, we presented the derivation of a novel, numerically stable approach
to efficiently apply the 𝐴−1𝑙𝑜𝑐 operators without having to explicitly store the arrays, taking
advantage of the structure of the 𝐴𝑙𝑜𝑐 linear system and the form of the quadrature-free
integral operators introduced in Chapter 1. Alternative techniques to address this issue
have been the subject of very recent research [41, 42]; however, these techniques rely on
Schur complement approaches for the augmented system for [𝑈, Λ] rather than only the nu-
merical trace Λ, and use quadrature-based integral operators (sometimes with nodal points
collocated with Gauss-Lobatto integration points). Our procedure is unique in that it ex-
ploits the quadrature-free representation of the integral operators to efficiently compute the
Schur complement. Doing so approach addressed the memory bottleneck in the scalability
investigation. We concluded by synthesizing all of these techniques to provide an efficient,
quadrature-free, memory-friendly, matrix-free implementation of the HDG algorithm.
66
Chapter 3
Automated verification of HDG
software
Maintaining correctness of scientific-computing codes is challenging, complex, and no single
practice has been demonstrated to effectively prevent all errors; however, there is evidence
that a combination of practices can be very effective in identifying and preventing mistakes
when used in conjunction with one another [23, 87]. The widely-used open-source finite
element libraries deal.II [7], DUNE [9, 38], and FEniCS [52] all employ an extensive set
of automated tests in order to ensure software correctness.
Understandably, most test-driven development references such as Percival [65] or Govin-
daraj [31] concern general commercial application development and are thus too broad in
scope to be applicable in their entirety to numerical codebases. However, useful types of
automated testing from the broader field of software engineering directly applicable to nu-
merical software include: unit testing, integration-to-main testing (integration testing), and
regression testing. Unit testing refers to tests that test the functionality of a single func-
tion or “unit” of the codebase by establishing that the function returns the known, correct
output for a known input (for example, a test that a factorial function returns 120 as the
output to the input 5). Integration tests test the behavior of larger subsystems of code
and the functionality of a code on known test cases (for example, ensuring a root-finding
software package returns the correct roots to a non-linear equation system). Regression
testing tests against failures that are caused by changes to the environment rather than by
the developer (for example, code that fails due to an unresponsive compute node, or due to
an updated external library file).
In this chapter, we focus on integration testing specific to verification of our HDG
schemes. In order for the automated testing to be effective, we must keep several goals in
mind. An ideal test suite is comprehensive and ensures that any change to the codebase does
not break any existing code functionality. Otherwise, every change to the codebase must be
accompanied by manually re-testing previously trusted test cases, which is time-consuming,
error-prone, and ultimately unmaintainable as the codebase grows. However, since running
numerical experiments can be expensive, we would like to design the integration tests such
that they provide the most possible code coverage but are able to run quickly enough to
not stall code development — for example, a test suite that takes several hours or days to
run can be useful at times, but would seriously hinder code development if they had to be
run several times per day; more frequent tests should ideally be able to run on the order of
seconds to minutes. Lastly, we would like the integration tests to provide more information
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than the breaking of previously functional code; we would like the tests to be hierarchical
in a way that helps indicate the source of the break in functionality.
The contribution of this chapter is a procedure for verifying the “kernel” of an HDG
software, which takes an input the mesh and boundary conditions, and outputs the solution
variables 𝑞ℎ and 𝑢ℎ to the discretized problem for a chosen polynomial order 𝑝. We will
demonstrate a method to provide automated, fast verification in a way that provides diag-
nostic information upon test failure. Extension of these tests to time-marching schemes is
straightforward. Our approach is unique in that it is specific to HDG, can be used for 2D
and 3D problems, and can be evaluated quickly. For all tests, we use the pytest framework
[26, 62], but the verification techniques discussed herein are generally applicable to any
HDG finite element software.
3.1 Strategies for finite element integration testing
3.1.1 Method of manufactured solutions
The method of manufactured solutions is a well-known technique in numerical methods —
see, for example, Roache [71, 72] — and forms the basis for the automated integration tests
considered in this chapter. For the model problem given in equation (1.1), the method of
manufactured solutions involves choosing a solution 𝑢 along with a diffusivity 𝜅 which may
vary in space, and analytically evaluating the forcing function 𝑓 as well as the Neumann
boundary condition values 𝑔𝑁 on Γ𝑁 .
The process of analytically evaluating the quantities 𝑓 and 𝑔𝑁 can also be automated us-
ing symbolic manipulation software in a dimension-independent manner. All manufactured
solutions in this work are computed using the SymPy library [53].
3.1.2 Convergence tests
Convergence tests are a commonly used verification method for finite element methods in
which a numerical solution 𝑢ℎ is computed on successively refined grids along with the
𝐿2-error. The rate of convergence 𝑟 as specified by ‖𝑢− 𝑢ℎ‖𝐿2(Ω) ≤ 𝐶ℎ𝑟, where 𝐶 is
a constant independent of the representative element size ℎ, and can be computed and
compared against the theoretical optimal convergence rate.
While convergence tests are necessary for verification of finite element software and are
straightforward to automate, they are expensive; the numerical solution must be computed
successively and with increasing resolution, along with the error ‖𝑢− 𝑢ℎ‖𝐿2(Ω)), which may
involve quadrature. Moreover, the convergence rates are asymptotic — the numerical solu-
tion must be sufficiently well-resolved in order to observe the correct convergence order.
The cost of creating an automated convergence test can be mitigated by determining the
asymptotic convergence regime a posteriori. Take, for example, the convergence results for
the numerical experiment given in Table 1.1. We see from the table that the optimal rate of
convergence is obtained only between the two finest mesh sizes. An automated integration
test could be made less costly by computing the numerical solution only on these meshes
and verifying the optimal rate of convergence. However, those meshes are already refined
to the point that they contain a non-trivial number of elements.
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3.1.3 Exact polynomial tests
A particularly useful subset of manufactured solutions for efficient verification of finite el-
ement software are exact polynomial tests — choosing a manufactured 𝑢 ∈ 𝑉 𝑝ℎ , that is, a
solution that is an element of the approximation space in which the solution is sought. As
a consequence, the numeric solution 𝑢ℎ and its gradient 𝑞ℎ should agree with the analyt-
ical solution 𝑢 and 𝜅∇𝑢, respectively, up to machine precision. These tests are efficient
because only one spatial solve is required, and unlike convergence tests, can be conducted
on arbitrarily small meshes. Therefore, multiple exact polynomial tests can be conducted
quickly and can be parameterized with differing testing features (boundary conditions, lin-
ear solvers, and so on).
3.2 HDG integration test hierarchy
While we saw that both convergence tests and exact polynomial tests can verify the nu-
merical solutions returned by finite element software, upon failure, they cannot indicate the
portion of the software responsible for the failure of the test. However, we can specify a hi-
erarchy of increasingly complex test cases in order to isolate portions of the HDG algorithm
responsible for the test case failure. The tests can be run sequentially or in parallel; it is by
noting which test cases succeed and which tests fail that can illustrate the offending code.
Algorithm 7 HDG Algorithm
1: for 𝐾 ∈ 𝒯ℎ
2: compute elemental contributions K𝐾 , F𝐾
3: end for
4: K, F← assemble K𝐾 , F𝐾 for all 𝐾 ∈ 𝒯ℎ
5: Λ← solve KΛ = F
6: ̂︀𝑈 ← Λ ∪ 𝑔𝐷
7: for 𝐾 ∈ 𝒯ℎ











]︂ ̂︀𝑢𝐾ℎ )︂ .
9: end for
Since exact polynomial tests can be run very cheaply, they are our integration test of
choice for the following series of automated tests. For convenience, we reproduce the serial
HDG algorithm for reference in Algorithm 7. The tests shown are 2D for simplicity of
manufactured solution, but their equivalent 3D test cases should be immediately apparent.
3.2.1 Reconstruction tests
The simplest HDG test case is the element-local reconstruction of the numerical solution
from the global flux ̂︀𝑢ℎ. These tests involve computing ̂︀𝑢ℎ using the analytical solution
𝑢, and computing 𝑞ℎ and 𝑢ℎ from step 8. This tests the machinery of the element-local
equations and the integral operators 𝐴, 𝐵, 𝐶, 𝐷, and 𝐸 without having to form or solve a
linear system; reconstruction tests will pass even with a bug in the global index map or
assembly of the linear system.
To provide an example of a reconstruction test, we solve the steady-state diffusion
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equation
−∇ · (∇𝑢) = 𝑓 in Ω,
𝑢 = 𝑔𝐷 on Γ,
(3.1)
on Ω = (−1, 1) × (−1, 1), with the source term 𝑓 and 𝑔𝐷 chosen such that we have the
following exact solution:
𝑢 = (𝑥 + 1)(𝑥− 1)(𝑦 + 1)(𝑦 − 1). (3.2)
In order to ensure 𝑢 ∈ 𝑉 𝑝ℎ , we discretize using a single element mesh at polynomial order
𝑝 = 4. The computational mesh and numerical solution are shown in Figure 3-1.

























Figure 3-1: Computational mesh (left) and numerical solution 𝑢ℎ (right) for the reconstruc-
tion test with manufactured solution 𝑢 given in equation (3.2).
The boundary conditions are Dirichlet, and homogeneous (𝑔𝐷 = 0) analytically. All
elemental transformation information is the identity since the element being tested coincides
with the master element; therefore, incorrect handling of the isoparametric transformation
data 𝐽 will still allow this test to pass. In some ways, this test constitutes the simplest
possible HDG test case.
An analogous case can be constructed for triangular elements by choosing
𝑢 = −𝑦(𝑥− 𝑦)(𝑥 + 𝑦 − 2) (3.3)
on Ω = Δ((0, 0), (2, 0), (1, 1)) where Δ denotes the interior of the simplex defined by the
three argument points, and where 𝑢 ∈ 𝑉 𝑝ℎ is ensured by choosing polynomial order 𝑝 = 3.
However, this test case additionally tests the handling of the isoparametric transformation
𝐽 , since Ω no longer coincides with the master element.
Analogous test cases in 3D are found by straightforward modification of the analytical
solutions 𝑢 to guarantee 𝑔𝐷 = 0 on the hexahedral, wedge, and tetrahedral master elements
and an appropriately high polynomial order to ensure 𝑢 ∈ 𝑉 𝑝ℎ .
If the reconstruction tests pass, we can be confident that the elemental contributions K𝐾
and F𝐾 are also correct for any test case with homogeneous Dirichlet boundary conditions
(𝑔𝐷 = 0), since they involve the same operators.
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3.2.2 Linear system tests
The next step in the HDG testing hierarchy targets the assembly and solution of the linear
system KΛ = F. Since we argued that the passing of the reconstruction tests verifies the
element-local contribution matrices K𝐾 and F𝐾 , these tests mainly serve to detect an error
in the local-to-global index map, which determines the assembly of the linear system.
We once again solve equation (3.1) with manufactured solution 𝑢 given in equation
(3.2), the problem described in section 3.2.1. To test the smallest possible linear system,
we discretize the problem on a two-element mesh shown in Figure 3-2; that way, there is
only one single interior edge.



























Figure 3-2: Computational mesh (left) and numerical solution 𝑢ℎ (right) for the simple
linear system test with manufactured solution 𝑢 given in equation (3.2).
The next test in the hierarchy is to solve the same problem, but with more elements and
solved on a mixed mesh; an example is shown in Figure 3-3. This verifies that the index
maps remain correct with multiple elements, and that the handling of different element
types is correct. Because the boundary conditions are everywhere Dirichlet and analytically
homogeneous, these tests will pass even if the boundary terms are incorrectly implemented.









Figure 3-3: Computational mesh for linear system test testing multiple elements on a mixed
mesh.
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Extension of the test to 3D can be achieved by extruding the 2D meshes to a single-
element flat- bottomed 3D mesh, and modifying 𝑢 to vanish on the 3D boundaries and
increasing the polynomial order such that 𝑢 ∈ 𝑉 𝑝ℎ .
3.2.3 Boundary condition implementation tests
Chapter 1 detailed the boundary condition treatment handling carefully so that all Dirichlet
data was applied to the right-hand side, excluding the edges on Γ𝐷 from the approximation
space (see equations (1.20) and (1.21)). Inhomogeneous Dirichlet boundary values 𝑔𝐷 ̸= 0
appeared in the 𝐹 and 𝑅 operators, which are used to form the elemental contributions F𝐾
and are assembled into F. To test the implementation of these terms, we solve the same
problem
−∇ · (∇𝑢) = 𝑓 in Ω,
𝑢 = 𝑔𝐷 on Γ,
(3.4)
on Ω = (−1, 1) × (−1, 1), with the source term 𝑓 and 𝑔𝐷 chosen such that we have the
following exact solution:
𝑢 = 𝑥 + 𝑦. (3.5)
Here, the manufactured solution 𝑢 is such that 𝑓 = 0 but 𝑔𝐷 ̸= 0. Any multiple-element
computational mesh will do; our test cases use the one shown in Figure 3-2. To ensure
𝑢 ∈ 𝑉 𝑝ℎ , we choose polynomial order 𝑝 = 1. Since we are confident that the interior edges
are being handled correctly from the linear system tests in section 3.2.2, this test isolates
the implementation of the inhomogeneous Dirichlet boundary conditions. However, if the
Neumann boundary conditions are incorrectly implemented, this test will still pass.
To test the Neumann boundary condition handling (the 𝐿 operator and its assembly),
we extend the same test case, by making the boundary described by 𝑥 = 0 part of Γ𝑁 .
To test everything working together in conjunction, we choose the source term 𝑓 , and the
boundary values 𝑔𝐷 and 𝑔𝑁 to coincide with the more complicated manufactured solution
𝑢 = 𝑥3 − 𝑦3 + 𝑥𝑦, (3.6)
solved on the mixed mesh in Figure 3-3. Extension to 3D problems can be accomplished
by extruding the mesh as discussed previously.
The basic machinery of the HDG spatial solves can be verified if all these tests pass.
Further, since all are exact polynomial tests, they can be executed quickly. Running the
entire test hierarchy in serial along with basic variations (non-affine meshes and variable
diffusivity 𝜅) for 2D and 3D test cases can be executed in approximately 10 seconds on a
desktop machine. Further, the pytest library can collect and run all the tests automatically
every time a change is committed to the code base, generating a report of which tests passed
and failed, as shown below.
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========================== test session starts ===========================




======================= 19 passed in 8.03 seconds ========================
3.2.4 Automated convergence tests
The testing hierarchy can be supplemented with automated convergence test cases by choos-
ing a manufactured solution 𝑢 /∈ 𝑉 𝑝ℎ . Since convergence tests are more expensive, they
should give the maximum amount of code coverage per test. Our convergence test cases test
problems on non-affine mixed element meshes with inhomogeneous Dirichlet and Neumann
boundary conditions in 2D and 3D. This has the advantage of catching subtler problems,
such as incorrect projection of inhomogeneous boundary values P𝑔𝐷, which would not af-
fect an exact polynomial test, but would pollute the convergence order of an HDG scheme.
These tests can be run in the background upon completing the HDG testing hierarchy.
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3.3 Summary
Chapters 1 and 2 together detailed implementation of an efficient HDG software kernel,
which can take as input boundary conditions 𝑔𝐷(𝑡) and 𝑔𝑁 (𝑡) and return the solution
variables 𝑞ℎ, 𝑢ℎ, and ̂︀𝑢ℎ for the model problem given in equation (1.33) at some time 𝑡.
Such a kernel can be used in conjunction with any suitable time-marching scheme, requiring
as parameters only the boundary condition values and time integration coefficients (see, for
example, the IMEX coefficients described in Ascher et al. [3]).
In this chapter, our contribution is a verification procedure to test the features of the
HDG kernel software in a methodical and automated way. To that end, we developed a
framework that can test the functionality of an HDG solve inexpensively and in a hierarchi-
cal manner. Doing so provides verification that changes to the codebase have not broken the
functionality of the HDG solve and identifies the parts of the software that are responsible
for a bug, should a subset of the test cases fail. The testing framework can easily incorporate
convergence testing in both space and time to verify the optimal convergence properties of
the solver; the convergence testing can be made efficient by a posteriori identification of
the asymptotic convergence regime. Further, the testing framework can be used for other
problems using the HDG framework including advection problems treated explicitly [85] or
implicitly [58, 59]. The novelty of our verification approach is that it is specific to the HDG
algorithm.
Employing the automated testing practices herein provides software verification and
eliminates time-intensive and repetitive running of previously working test cases upon





The convergence results presented in Chapter 1 demonstrate that high-order methods can
be much more accurate for the same efficiency as a comparable low-order polynomial solu-
tion on a refined grid. However, in the context of computational fluid dynamics or ocean
modeling [22, 22, 35, 33], it is nearly always the case that the terminal use of simulation
data is interpretation by a scientist or engineer as part of a larger effort to understand or
predict physical phenomena. It is therefore crucial to ensure that the richness of the finite
element solution is not lost in the visualization of the solution data; otherwise, the effort
and computational expense of using a high order solution is wasted.
Visualizing finite element data poses a unique set of challenges. The most general issue is
that the polynomial solution obtained by a finite element is represented by nodal coefficients
which specify a linear combination of known non-linear basis functions (for polynomial
solutions of order 𝑝 ≥ 2). Many scientific visualization technologies are aimed at low-order
schemes: they transform high-order finite element data to low-order representations, such as
visualizing only the nodal coefficients. We will see that the naive approach of visualizing the
nodal coefficients without incorporating the information of the basis functions is insufficient
and does not, in general, capture the information in the high order solution. This not only
adds a so-called “visualization error” to the total error of the solution, but also burdens the
scientist or the researcher with the task of determining whether features of the simulation
are physical or are simply visualization artifacts [39].
Moreover, an attractive feature of discontinuous Galerkin schemes is the ability to cap-
ture steep gradients by admitting discontinuous solutions, but the discontinuous nature of
the solution naturally poses visualization challenges, especially in 3D. Most existing visual-
ization frameworks are developed with continuous data in mind [80] and require interpola-
tions that may spoil the integrity of discontinuities between elements, even if a high order
solution is preserved on each element interior. The technologies for visualizing such output
are simply not mature, and are an active area of development for many state-of-the-art
codes [7].
In this chapter, we will justify our claims regarding the necessity of using visualization
techniques specifically aimed at high-order finite-element data. We will present 2D and 3D
solutions to the challenges addressed above, as well as ways to visualize data unique to HDG
finite elements, such as visualizing data on the element edge space and on the global edge
space. We will conclude with suggestions and best practices, as well as a brief discussion of
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emerging visualization technologies.
4.1 Visualizing high-order polynomial data
A nodal finite element solution is a linear combination of the global basis functions weighted
by some coefficients 𝑢ℎ =
∑︀𝑔𝑏
𝑖=1 𝑐𝑖𝜑𝑖, where 𝑔𝑏 denote the number of global basis functions.
In the context of a nodal discontinuous Galerkin or hybridizable discontinuous Galerkin
formulation, the global basis functions are the union of the nodal shape functions on each







where 𝑛𝑏 denotes the number of nodal shape functions on each element. Since a discontinu-
ous Galerkin finite element solution can be thought of as a continuous polynomial solution
on each element, we begin by addressing how to visualize a continuous solution on a single
element. That way, if a plotting software is able to render the solution satisfactorily on
a single element, the procedure can be repeated for every element in the mesh, and the
discontinuous solution will be well-represented visually. We make the assumption that a
plotting agent will render a linear interpolation between the data points explicitly stored.1













p = 10 element nodal points





view mesh, equally spaced nodes
Figure 4-1: Order 𝑝 = 6 polynomial represented by linear interpolations on different view
meshes: at the nodal points (top, left), at the nodal points of a higher order (𝑝 = 10)
element (top, right), and on a view mesh of 16 evenly spaced points (bottom, left).
Consider the 1D example of a polynomial solution at order 𝑝 = 6 over an element
𝐾 = [−2, 0.5]. Figure 4-1 shows three different visualizations of the polynomial solution
over the element. The plot of the solution at the nodal points of 𝐾 is the linear interpolation
of the nodal values and is insufficient to represent the structure of the solution: plotting the
nodal coefficients shows the solution to be zero everywhere except at a single node. This
1While many popular plotting and visualization softwares support quadratic and cubic interpolation,
these implementations tend to be very expensive, especially in 2D and 3D.
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is an example of transforming high-order finite element data to a low-order representation
alluded to above, and is to be avoided. A better approach is to evaluate the solution at
additional points on 𝐾.
At this point, we introduce some terminology in the interest of clarity. We will refer
to the linear interpolation of the nodal data alone as “nodal interpolation.” Any set of
visualization points different than the set of only the nodal points will be referred to as
a “view mesh.” The two alternatives to the nodal interpolation shown in Figure 4-1 are
both examples of view meshes (in this case, the view mesh contains only one element). In
the case of a view mesh which contains the nodal points of a higher order element, such
as the 𝑝 = 10 view mesh, we will refer to the “viewing/plotting order” of the visualization.
We will denote a view order as 𝑝𝑣𝑖𝑒𝑤 for the sake of avoiding ambiguity between the view
order and polynomial order of the numerical solution. It is often convenient to use these
particular types of view meshes, especially when the data structures associated with higher
order elements are accessible. Refinement of a view mesh for the purposes of visualization
will be referred to as “visual refinement” whereas refinement of the computational mesh as
used in computing the numerical solution will be referred to as “numeric refinement.” If
the features of a finite element solution are insufficiently resolved due to not having a fine
enough view mesh, as in the nodal interpolation visualization in Figure 4-1, we refer to the
solution as “visually under-resolved.”
We remark that the isoparametric representation of the mapping between the master
element and each physical element allows a straightforward implementation of evaluating
the finite element solution on a view mesh. Because of (4.1), we need only evaluate the
shape function Vandermonde matrix ̂︀𝜃𝑖𝑗 = 𝜑𝑖(𝜉𝑗) as defined in Chapter 1 at the locations
𝜉𝑗 on the master element corresponding to the view mesh. However, a plotting agent must
know the locations of all view mesh points. The consequence of expressing the map from





where 𝑥𝐾 are the nodal locations on the physical element 𝐾, is that we can map 𝜉𝑗 to their
physical space locations 𝑣𝐾𝑗 by evaluating the matrix-vector product ̂︀𝜃𝑥𝐾 , or all at once
with the product ̂︀𝜃𝑋, where the columns of 𝑋 are 𝑥𝐾 .
Naturally, there is a trade-off between the cost of evaluating (and potentially storing)
the solution on any type of view mesh and sufficiently representing the solution visually. In
general, the objective is to use a fine enough view mesh such that the solution is not visu-
ally under-resolved, but not finer, lest computation, memory, and disk space be needlessly
wasted.
4.1.1 Quantitatively measuring visual resolution
While finding a good regime of visual refinement is more of an art than a science, here we
propose a heuristic, quantitative approach to ensuring a visually-resolved solution. The idea
is simple; find a “stationary point” in the visualization up to some tolerance. We can do so
by computing the error in the 𝐿2-norm between the difference of the solution as computed
on successive view meshes. This is depicted in Figure 4-2 for the 1D example introduced in
Figure 4-1. Consider two view meshes, described by the point sets {𝑥1} , {𝑥2}. We wish to
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compute
‖𝑢ℎ(𝑥1)− ℐ (𝑢ℎ(𝑥2))‖𝐿2(Ω) =
√︃∫︁
Ω
|𝑢ℎ(𝑥1)− ℐ (𝑢ℎ(𝑥2)) |2 𝑑Ω , (4.2)
where ℐ is the linear interpolation operator. When this error quantity is below a certain
tolerance, the visual appearance of the plotted solution can be considered stationary, and
any additional refinement is visually unnecessary.









Figure 4-2: Measuring volume between solutions on different view meshes.
To provide a concrete example, we apply this approach to the same 1D polynomial
solution, using a set of successive view meshes refined by bisection. We compute the integrals
using the trapezoidal rule (note the asymptotic second-order convergence), and scale the
integral by the volume of 𝐾 — we will later make an argument that all integrations can
be made over the master element directly, since we are only concerned with the differences
between visual representations. By inspecting the error in conjunction with the plots of the
refinement, we see that an error threshold of approximately 5e-02 is more than sufficient for
visual resolution. If we compute all integrals over the master element, this threshold value
generalizes well to other 1D problems.




















Figure 4-3: (a) Visualization of the polynomial solution on view meshes 𝑥𝑖 successively
refined by bisection. (b) Convergence history (to zero) of the “visualization error” (4.2).
While any numerical quadrature will suffice for the purposes of computing (4.2), we
revisit the argument that use of view meshes corresponding to higher-order finite elements
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are particularly useful. If the data structures for higher-order master elements are available
for view orders 𝑝𝑣𝑖𝑒𝑤 = {𝑝1, 𝑝2} , the mass matrices 𝑀 and nodal shape function matriceŝ︀𝜃𝑖𝑗 = 𝜑𝑖(𝜉𝑗) as defined in Chapter 1 can be used to compute (4.2) in a quadrature-free
manner:
‖𝑢ℎ(𝑥1)− ℐ (𝑢ℎ(𝑥2))‖𝐿2(̂︀𝐾) ≈𝑀𝑝1 (︁̂︀𝜃𝑝1𝑐𝐾 − ℐ (︁̂︀𝜃𝑝2𝑐𝐾)︁)︁ , (4.3)
where 𝑐𝐾 are the nodal coefficients on element 𝐾. This approach is more efficient because all
master element data can be computed once for different candidate view meshes and re-used,
potentially at every time step, since the view mesh required for avoiding a visually under-
resolved solution are dependent on problem dynamics. Additionally, the numerical integrals
are more accurate and converge faster than if computed with a generic numerical quadrature
(such as trapezoidal rule); for justification, see the quadrature-free convergence studies in
Chapter 1. Using view orders rather than bisected or equally spaced view-meshes, it is
straightforward and efficient to implement automated visual refinement by only specifying
a tolerance.
Heuristic improvements to this procedure are easy to conceive for HDG solutions, in
particular. All integrations can be computed on the master element rather than over the
physical domain, since we are concerned only with the difference between view mesh solu-
tions. Moreover, since the weak gradient 𝑞ℎ is solved for and used, the element with the
largest gradient magnitude is a good candidate for a test element on which to compute an
acceptable view-mesh, without requiring the integrations on the other elements.
4.1.2 Visual resolution in higher dimensions
In higher dimensions, the ideas are the same, but we need to consider how the patches
or volumes are shaded. The principle is the same as in 1D; the finite element solution is
evaluated on a view mesh. However, in 2D and 3D, that view mesh is divided into simplices
with a Delaunay triangulation, and individual simplex elements are shaded according to the
plotting agent. Flat shading renders each simplex as a single color; shading is constant over
the simplex. Gouraud shading computes a color at each vertex and interpolates linearly
between the colors across the simplex. In 2D and 3D, the effects of visual under-resolution
are typically more pronounced than in 1D cases.
Figure 4-4: Computational mesh used in domain discretization.
Figure 4-5 shows a tracer field visualized on the structured mesh of quadrilateral ele-
ments shown in Figure 4-4 shows a mesh of quadrilateral elements, but on different view
meshes. Although all subplots correspond to the same numerical solution, the nodal inter-
polations are severely visually under-resolved. By contrast, the intermediate and fine view
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meshes (𝑝𝑣𝑖𝑒𝑤 = 4 and 𝑝𝑣𝑖𝑒𝑤 = 6, respectively) are not visually under-resolved. Note that
the differences between shading types become less noticeable once the solution is visually
resolved.
(a) flat shading (b) Gouraud shading
Figure 4-5: All plots show numerical solution order 𝑝 = 2 on the computational mesh in
Figure 4-4, (top) viewed with nodal interpolation, (middle) visualized at 𝑝𝑣𝑖𝑒𝑤 = 4, (bottom)
visualized at 𝑝𝑣𝑖𝑒𝑤 = 6.
The goal of avoiding visually under-resolved solutions is not an inconsequential one.
Visualizing a numerical solution can generally be considered as post-processing. Any visu-
alization computations can be done completely in parallel and without any data coupling;
it will not be a computational bottleneck. It is important to avoid numerically refining a
high-order solution until it is also visually refined — doing so is not only costly in terms
of the numerical bottlenecks, but also completely defeats the purpose of using a high-order
solution. Refining the actual computational grid until a nodal interpolation visualization
appears resolved is essentially refining to the point that the high order solution on each
element is approximately linear.
4.2 Visualizing discontinuous data
In section 4.1, we discussed strategies for visualization of a high order polynomial solution.
Now we turn our attention to strategies for visualizing discontinuous data. The central
idea is encapsulated in (4.1); we must simply have the plotting agent render each element
individually. In 2D, this corresponds to “patch plotting,” where a continuous solution is
drawn on each element independently. In 3D, this generalizes to volumetrically rendering
the solution on each element separately. Within each element, any of the aforementioned
techniques for rendering a high-order polynomial solution can be employed. Until this point,
we have deferred discussion of the particular softwares used as plotting and visualization
agents, but in this section we will address the software choices we make.
For 2D patch plots, the open source matplotlib library [37] is often sufficient for vi-
sualizing finite element data. However, for “height plots”, which display a 2D scalar value
as an embedded surface in R3 where the height of the surface corresponds to the 2D scalar
value, as well as for all 3D visualizations, we use the Visualization Toolkit (VTK) library
and open-source software Paraview for visualization [77, 6] . We defer the details of this
visualization pipeline until section 4.3, where it is more relevant.
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4.2.1 Patch plotting and height plotting
For 2D numerical solutions, patch plotting is the simplest choice for visualization of a
discontinuous finite element solution. If the solution is sufficiently smooth and visually
resolved, patch plotting can adequately capture the features of the numerical solution.
Figure 4-6: matplotlib rendered patch plot visualization of a passive tracer field in a flow
field around a square cylinder
Figure 4-6 shows a matplotlib passive tracer field in a flow around a square cylinder
[32], in which vortex shedding can be observed. The field is visually well-resolved and the
solution itself is smooth. In such cases, patch plotting is often sufficient to visualize the
solution.
However, patch plotting can be insufficient to visualize solutions with discontinuities
or with steep gradients; in such cases, height plots are often useful to visualize both. In
Figure 4-7, a patch plot and a height plot are used to visualize the same (𝑝 = 0) piecewise
constant discontinuous Galerkin approximation to the function 𝑢 = 2 − 𝑥2 − 𝑦2 on the
domain Ω = [−1, 1]× [−1, 1].
Figure 4-7: Paraview rendering of both a patch plot (left) and a height plot (right) of the
𝑝 = 0 discontinuous Galerkin approximation to the function 𝑢 = 2− 𝑥2 − 𝑦2, colors scaled
from [0, 2].
Note that by viewing only the 2D patch plot, it’s unclear if the plot is visually under-
resolved or if the solution is discontinuous; a height plot immediately reveals the latter.
Furthermore, the relative magnitudes of the discontinuities are not visually apparent from
the patch plot, but are immediately clear from the height plot.
Figure 4-8 depicts the numerical solution to the time-dependent heat equation with
a matplotlib–rendered height plot. An HDG solver using linear (𝑝 = 1) quadrilateral
elements was used to compute the numerical solution. The colorbar and the height of
each element both indicate the value of the solution, but the height plot emphasizes the
discontinuities between the elements.
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Figure 4-8: Visualizing discontinuous solutions with a height plot with matplotlib.
The same limitations of visual resolution and techniques for rendering high-order poly-
nomial solutions can be applied to patch plots and height plots. As an example unifying all
of the techniques we have described thus far, we consider the discontinuous function
𝑢(𝑥, 𝑦) = sin(2𝜋𝑥) sin(2𝜋𝑦) + 1𝐼(𝑥, 𝑦)− 1𝐼𝐼𝐼(𝑥, 𝑦), (4.4)
on [−1, 1]×[−1, 1] where 1𝐼 and 1𝐼𝐼𝐼 are the indicator functions for quadrant I and quadrant
III of R2, respectively. We consider the piecewise discontinuous Galerkin approximation of
𝑢, 𝑢ℎ = P𝑢, at polynomial order 𝑝 = 4 (where P denotes the 𝐿2 projection into the space
𝑊 𝑝ℎ as defined in Chapter 1) on the mesh shown in Figure 4-9. Note that the mesh contains
one finite element per quadrant.











Figure 4-9: Computational mesh for the discontinuous Galerkin projection P𝑢 of 𝑢(𝑥, 𝑦)
defined in (4.4).
Figure 4-10 shows patch plot (4-10a) and height plot (4-10b) visualizations of the dis-
continuous Galerkin projection P𝑢 of 𝑢(𝑥, 𝑦). Both the patch plot and the height plot of
the nodal interpolation appear undesirably visually under-resolved and make the solution
appear under-resolved and sharp, but the discontinuities are well communicated. Applying
the procedure described in section 4.1.1, we find that a view mesh at order 𝑝𝑣𝑖𝑒𝑤 = 20 yields
a stationary value of the visualization, which can also be seen in Figure 4-10. Indeed, the
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(a) Patch plot (b) Height plot
Figure 4-10: The nodal interpolation (top) and visualization on a view mesh at order
𝑝𝑣𝑖𝑒𝑤 = 20 (bottom) of the discontinuous Galerkin projection P𝑢 of 𝑢(𝑥, 𝑦) defined in (4.4),
rendered in Paraview as patch plots and height plots.
features of the polynomial solution on the view mesh are visually well resolved.
We emphasize that, in the context of interpreting a numerical solution, patch plots and
height plots simply provide different perspectives. A complete visualization pipeline should
involve viewing both types of plots. Figure 4-11 depicts a Paraview rendering of the tracer
field 𝜌′ = (𝜌−𝜌0)/(𝜌𝑚𝑎𝑥−𝜌𝑚𝑖𝑛), a nondimensionalized density perturbation from the mean,
in a 2D lock exchange simulation, both as a patch plot and as a height plot. The patch
plot and height plots give different viewpoints of the dynamics involved. The patch plot
communicates the symmetry and relative locations of the Kelvin–Helmholtz instabilities at
the interface of the two fluids of differing densities. The height plot visually communicates
the steep gradients around the instabilities and the smoothness of the solution — the latter
is an indication to the researcher that perhaps the solution is numerically over-resolved and
that the computational mesh can be coarsened.
4.3 3D Visualization
Choices for 3D CFD visualization software are limited compared to 2D plotting software,
and the high-order and discontinuous nature of the finite element solutions we have ad-
dressed thus far requires additional flexibility. In this section, we describe the software
pipeline used to generate high-quality 3D visualizations, and discuss the data structures
and approaches necessary to render HDG-specific data.
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Figure 4-11: Paraview rendering of a 2D patch plot (top) and height plot visualization
(bottom) of nondimensionalized fluid density perturbation in a numerical simulation of a
2D lock exchange problem. Red denotes “lighter” density, and blue “heavier” density.
4.3.1 Software pipeline
Discontinuous finite element data requires rendering the polynomial data on each element
separately; to do so, we make use of the open-source Visual Toolkit (VTK) library. VTK
consists of a mature object-oriented C++ library and interfaces that allow users to build visu-
alizations by combining various objects together [77]. VTK can be thought of as providing
the building blocks and output formats to create custom visualizations. We will discuss the
VTK representations of relevant finite element data and the corresponding outputs.
We use a subset of the VTK data model for the purposes of our visualizations. All
sets comprised of polygonal data (lines, planes, triangles, point clouds) are represented and
output as a vtkPolyData object2. All polygonal data is assumed to be embedded in R3. All
sets of unstructured volumetric data are represented and output as a vtkUnstructuredGrid
object3, which allows for irregular topology and geometries. VTK supports tetrahedral,
hexahedral, and wedge cell types, allowing for the finite elements associated with 2D mixed
2vtkPolyData is an instance of the more general vtkDataSet, and its output format is a .vtp VTK
“PolyData” file. Its parallel equivalent is the VTK “PPolyData” (.pvtp) data file.
3vtkUnstructuredGrid consists of arbitrary combinations of any possible cell type, and its output format
is a .vtu VTK “UnstructuredGrid” data file. Its parallel equivalent is the VTK “PUnstructuredGrid”
(.pvtu) data file.
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meshes and 3D extruded meshes, which are those relevant to our MSEAS-3DHDG code
[83].
Scalar, vector, and tensor-valued data can be added to the different VTK objects. The
3D generalization of the techniques for plotting high-order polynomials over a view mesh
in the volume of each element is accomplished by performing a Delaunay triangulation of
the view mesh points in each element and representing each simplex as a tetrahedral cell.4
Apart from the VTK data model, the VTK library provides functionality for the ren-
dering of all objects and data therein. However, using the VTK library directly to render
data visualizations is unnecessary, as the rendering and visualization of scientific VTK data
is exactly the purpose of Paraview. Paraview is an open-source software framework that
is built on VTK and provides functionality for data analysis and visualization of VTK
data; Paraview additionally extends VTK and provides an application/GUI framework for
interactive visualization, a Python scripting language for programmatic generation of vi-
sualizations, a client-server architecture to facilitate remote visualization of datasets, and
supports data parallelism on shared-memory or distributed-memory multicomputer plat-
forms [6]. Paraview is capable of interpreting and rendering any VTK datafile, allowing
user configuration of visualization settings. We have now specified a complete visualization
pipeline.
4.3.2 Mesh visualization
Visualizing either a 2D or 3D mesh is a matter of writing out each element in the mesh as
a VTK cell, as described in section 4.3.1. Figure 4-12 shows the visualization of a simple,
extruded mixed mesh.
Figure 4-12: Simple extruded mixed mesh.
Figures 4-13a and 4-13b depict top-down and volumetric visualizations, respectively, of
an extruded mixed mesh with non-trivial bathymetry.
4.3.3 Volumetric visualization
There are several choices for visualization of volumetric 3D data. We give examples of semi-
transparent volumetric visualization, cross-section slices, and contour surfaces — a surface
4A feature recently implemented in VTK is support for Lagrange cells, which handles the evaluation of
the high order polynomial at a view mesh defined by bisection over each element as a rendering feature.
However, the feature is still under development and only supports polynomial orders up to 10, which for the
time being necessitates writing VTK data onto a view mesh.
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(a) Bathymetric, extruded mixed mesh,
top-down view.
(b) Bathymetric, extruded mixed mesh
with 6 layers.
Figure 4-13
on which the function has a constant value.
Consider the example of a 3D lock exchange with free-slip boundary conditions on the
sides of the domain. We will examine different visualizations of the nondimensionalized
fluid density perturbation in the numerical simulation. We use a grid with 𝑁𝑦 = 12, 𝑁𝑥 =
6, 𝑁𝑧 = 3 hexahedral elements at order 𝑝 = 5. Figure 4-14 shows a semi-transparent volu-
metric rendering of the density perturbation with a contour surface depicting the isopycnal
surface 𝛿𝜌′ = −0.3. Figure 4-15 shows the same, but visualized with slices along the ver-
tical and horizontal center-planes (axially) and with the same isocontour of the density
perturbation. Both visualizations are rendered on a view mesh of order 𝑝𝑣𝑖𝑒𝑤 = 20.
The volumetric rendering gives a sense of the scalar density perturbation field every-
where in the domain, but would be a poor choice for viewing the visually overlapping
dynamics. The slice depiction, on the other hand, gives an incomplete description of the
density perturbation over the entire domain, but each slice does not suffer from the prob-
lem of rendering visually overlapping dynamics. As in the case of 2D visualization, both
methods should be used in conjunction to form a complete visualization of the simulation.
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Figure 4-14: 3D Lock exchange volume / contour visualization of normalized density per-
turbation.
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In this chapter, we detailed our approach to visualization of discontinuous finite element
simulation data. We described generalized approaches to visualize high-order polynomial
data, and demonstrated the necessity of avoiding visually under-resolved plots. We showed
how to use the isoparametric transformation in Chapter 1 to evaluate polynomial solution
on a view mesh — this is a common approach in the finite element community. However,
our approach can evaluate the solution on a view mesh by storing only the nodal basis
function data on a higher order master element, which differs from other implementations
that compute the additional solution points by bisection [68] or interpolate the solution onto
a finer mesh which must be stored [44, 54]. We presented novel criteria for quantitatively
measuring “visual resolution” and avoiding visual under-resolved solutions automatically;
although usually overkill, these algorithms ensure that the user of a finite element codebase
does not interpret visually under-resolved solutions as numerically under-resolved.
We described strategies for representing discontinuous data in 2D, and commented on
the strengths and weaknesses of patch plots and height plots as a representation of the
underlying discontinuous finite element solution. We described our software pipeline for
rendering 3D data, inspired by similar cell-based high-order visualization methods [76], and




Conclusions and Future Work
Although the parametrization of the model problem into a global equation system for the
approximate trace ̂︀𝑢ℎ and the introduction of the HDG edge space adds complexity to the
standard DG finite element approach, the weak formulation is straightforward. However,
there is a leap between the mathematical formulation of HDG methods and the actual
implementation of the algorithms. This is particularly true given the rich set of imple-
mentation choices which ultimately affect the efficiency, robustness, and flexibility of the
resultant schemes.
The first contribution of this work has been to identify a flexible implementation that al-
lows explicit handling of Dirichlet boundary conditions to preserve symmetry of the nonzero
entries of the global linear system, as well as a mapping procedure for modular represen-
tation of curvilinear meshes that allows for use of quadrature-based and quadrature-free
schemes.
Through numerical experiments, we characterized the errors associated with handling
of non-affine mixed meshes and demonstrated that the optimal convergence rates are at-
tained with quadrature-free discretization on non-affine and curvilinear meshes, despite
claims in the literature [5, 69] that spatially constant Jacobian matrices are necessary for a
quadrature-free approach. The numerical test cases both provided verification and demon-
strated the accuracy and robustness of the quadrature-free methods.
The second contribution of this work provided an automated and systematic approach to
verification of the HDG algorithm. By judicious choice of test case, the testing procedure can
verify all portions of the HDG algorithm in seconds, providing useful diagnostic information
upon failure of a test. The hierarchical approach to testing lends additional credence to the
implementation.
Having demonstrated the viability of the quadrature-free approach, our last contribution
uses the form of the discrete integral operators to derive a novel and efficient matrix-free
algorithm for solution of the global HDG linear system for the approximate trace 𝜆ℎ. The
approach employs a Schur complement approach exploiting the mathematical structure
of the discretized element-local equations. All implementations herein are independent of
dimension, and remarks and guidelines are provided for effective visualization of high-order,
discontinuous finite element solutions in 2D and 3D.
All contributions contained in this thesis relate to the linear model problem introduced
in Chapter 1. The justification for the scope of this consideration is that the HDG software
kernels developed in this work form the basis for — and are immediately applicable to —
much more complicated problems: the linear and nonlinear convection diffusion equations
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[58, 59], projection method [85] and fully-implicit solution [61] of the incompressible Navier–
Stokes equations, and the ocean equations [83, 86, 28]. In this sense, scalable, flexible, and
efficient implementation of the HDG kernels is extensible and advantageous.
In the future, the present work will complement the suite of multidisciplinary simula-
tion, estimation, and assimilation systems (MSEAS) methods and software [55], used for
fundamental research and for realistic simulations and predictions in varied regions of the
world’s ocean [50, 63, 34, 35, 66, 33, 46, 48]. Applications include monitoring [47], real-time
acoustic predictions and data assimilation [45, 89, 43, 24], as well as ecosystem predictions
and environmental management [10, 20]. Namely, the research in this work will be applied
the MSEAS-3DHDG non-hydrostatic 3D Navier-Stokes and Boussinesq code, developed
pursuant to research in high-order regional ocean modeling [84, 83, 85, 86]. These models
can be employed for targeted non-hydrostatic or biogeochemical process-studies.
Preliminary work has been done to extend HDG methods to a distributed computing
environment [73, 74, 28, 42, 27] , and a logical step for future work involves adapting the
matrix-free approaches and implementations in this work to a distributed multicore or GPU
environment. The fast application of the sparse HDG matrix-vector product in particular
may be amenable to GPU acceleration, perhaps in conjunction with an HDG-specific graph-
coloring approach similar to that discussed in Roca [74] to provide further vectorization.
Efficient, scalable approaches to high-order schemes could then be employed for multi-scale
ocean and fluid modeling [21].
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