Introduction
The COPS 5 ] test set provides a modest selection of di cult nonlinearly constrained optimization problems from applications in optimal design, uid dynamics, parameter estimation, and optimal control. In this report we describe version 2.0 of the COPS problems. The formulation and discretization of the original problems have been streamlined and improved. We have also added new problems.
The presentation of COPS follows the original report, but the description of the problems has been streamlined. For each problem we discuss the formulation of the problem and the structural data in Table 0 .1 on the formulation. The aim of presenting this data is to provide an approximate idea of the size and sparsity of the problem. We also include the results of computational experiments with the LANCELOT, LOQO, MINOS, and SNOPT solvers. These computational experiments di er from the original 5] results in that we have deleted problems that were considered to be too easy. Moreover, in the current version of the computational experiments, each problem is tested with four variations.
An important di erence between this report and the original 5] report is that the tables that present the computational experiments are generated automatically from the testing script. This is explained in more detail below.
Testing Methods
We have performed our trials on sixty-eight variants of seventeen di erent applications, which constitute version 2.0 of the COPS set. The implementations are written in the AMPL modeling language for use with the AMPL (version 20000906) interfaces to nonlinearly constrained optimization solvers of interest to us. The solvers include LANCELOT (AMPL driver 19990513), LOQO 5.03 (20000528) , MINOS 5.5 (19981015) , and SNOPT 5. 3-4 (19981124) .
We have devised a script for running a problem on each solver successively, so as to minimize the e ect of uctuation in the machine load. The script tracks the wall-clock time from the start of the solve, killing any process that runs for more than 3,600 seconds, which we declare unsuccessful. We cycle through all problem variants, recording the wallclock time as well as the combination of AMPL system time (to interpret the model and compute varying amounts of derivative information required by each solver) and solver time. We consider the times returned by AMPL de nitive, but we initially record the wall-clock times to check for discrepancies in the solvers' methods of calculating execution time. We include no problem results for which the AMPL time and the wall-clock time di er by more than ten percent. To further ensure consistency, we have veri ed that the AMPL time results we present could be reproduced to within ten percent accuracy. All computations were done on a SparcULTRA2 running Solaris 7. Once all the runs have completed, a parser searches the output les for key text patterns indicating whether the solver completed successfully. The script then gathers the data we need into tables and other les for later calculations.
The AMPL interfaces to these solvers provide numerous options. We set options for each solver and execute our nal complete runs with the same options for all problems. The options involve setting the output level so that we can gather the data we want, increasing the iteration limits as much as allowed, and increasing the super-basics limits for MINOS and SNOPT to 5000. None of the failures we record in the nal trials include any solver error messages about having violated these limits.
We realize that testing optimization software is a notoriously di cult problem and that there may be objections to the testing presented in this report. For example, performance of a particular solver may improve signi cantly if non-default options are given. Another objection is that we only use one starting point per problem and that the performance of a solver may be sensitive to the choice of starting point. We also have used the default stopping criteria of the solvers. This choice may bias results but should not a ect comparisons that rely on large time di erences. A nal objection is that not all solvers use the same derivative information; MINOS and SNOPT use rst-order information, while LANCELOT and LOQO use second-order information. In spite of these objections, we feel that it is essential that we provide some indication of the performance of optimization solvers on interesting problems. This report is an e ort in this direction.
Largest Small Polygon
Find the polygon of maximal area, among polygons with n v sides and diameter d 1. Formulation This is a classic problem (see, for example, Graham 16] Our implementation follows 14] and xes the last vertex by setting r nv = 0 and nv = .
By xing a vertex at the origin, we can add the bounds r i 1. Graham 16] showed that the optimal solution is regular for odd n but not regular for even n except n = 4. Another interesting feature of this problem is the presence of order n 2 v nonlinear nonconvex inequality constraints. We also note that as n v ! 1, we expect the maximal area to converge to the area of a unit-diameter circle, =4 0:7854. This problem has many local minima. For example, for n v = 4 a square with sides of length 1= p 2 and an equilateral triangle with another vertex added at distance 1 away from a xed vertex are both global solutions with optimal value f = 1 2 . Indeed, the number of local minima is at least O(n v !). Thus, general solvers are usually expected to nd only local solutions. Data for this problem appears in 
Formulation
This problem, known as the Thomson problem of nding the lowest energy con guration of n p point charges on a conducting sphere, originated with Thomson's plum pudding model of the atomic nucleus. This problem is representative of an important class of problems in physics and chemistry that determine a structure with respect to atomic positions. Also, the number of local minima grows exponentially with n p . Thus, determining the global minimum is computationally di cult, and solvers are usually expected to nd only a local minimum. Performance Results for the AMPL implementation are summarized in Table 2 .2. The starting point is a quasi-uniform distribution of the points on a unit sphere. The best solution for n p = 100 is shown in Figure 2 .1. 
Implementation
This classical problem (see Cesari 11, ) was suggested by Hans Mittelmann.
In this problem we need to determine a function x(t), the shape of the chain, that minimizes the potential energy We discretize the integrals and the di erential equation with the trapezoidal rule on a uniform mesh with n h intervals. Data for this problem appears in Table 3 .1. 
Formulation
The formulation of this problem is due to Anitescu and Serban 1]. We assume that the shape of the cam is circular over an angle of 6 5 of its circumference, with radius r min . The design variables r i , i = 1; : : :; n , represent the radius of the cam at equally spaced angles distributed over an angle of 2 5 . We maximize the area of the valve opening by maximizing This is a departure from 1], where the curvature constraint was expressed in terms of (r i+1 ? r i ) 2 . Data for this problem appears in Table 4 .1. We follow 1] and use r min = 1:0 and r max = 2:0 for the bounds on r, r v = 1:0 in the area of the valve, and = 1:5 in the curvature constraint. Since the optimal cam shape is symmetric, we consider only half of the design angle. The problem was originally 1] formulated for the full angle of 4 5 .
Performance
Results for the AMPL implementation are summarized in Table 4 .2. We use a starting guess of r i (r min + r max )=2. The cam shape for = 1:5 appears in Figure 4 .1. We note that the number of active constraints increases with up to a threshold of 1 3:0, after which increasing does not change the optimal solution. LANCELOT stops prematurely with the message step got too small for all values of n. MINOS quits for n = 400 because the current point cannot be improved. for the components of the solution y of (5.1). The constraints in the optimization problem are the initial conditions in (5.1), the continuity conditions, and the collocation equations.
The continuity equations at each interior grid point are a set of 5(n h ? 1) linear equations.
The collocation equations are a set of 5kn h nonlinear equations obtained by requiring that the collocation approximation satisfy (5.1) at the collocation points. Data for this problem appears in Table 5 .1. 
We provide results for the AMPL formulation with k = 3 in Table 5 . LANCELOT stops with the message step got too small, near the solution for n h 50. MINOS fails completely on n h = 200 with unbounded (or badly scaled) problem, while SNOPT manages a p]rimal feasible solution, which could not satisfy dual feasibility for both n h = 50; 200. This model assumes that the species eventually dies or grows into the next stage, with the implicit assumption that the species cannot skip a stage. Initial conditions for the di erential equations are unknown, since the stage abundance measurements at the initial time might also be contaminated with experimental error. We minimize the error between computed and observed data, (t ? t i ) j j! h j?1 w ij ; t 2 t i ; t i+1 ]; for the components of the solution y of (6.1). The constraints in the optimization problem are the continuity conditions and the collocation equations. The continuity equations are a set of n s (n h ? 1) linear equations. The collocation equations are a set of k n s n h nonlinear equations obtained by requiring that the collocation approximation satisfy (6.1) at the collocation points ij = t i + h j for i = 1; : : :; n h and j = 1; : : :; k. Nonzeros in c 0 (x) (2k + 1)(k + 2)nsnh
The parameters in the problem are the n s n h initial conditions, the n s mortality rates, the n s ? 1 growth rates, and the (k + 1)n s n h basis parameters in the representation of the collocation approximation. Data for this problem appears in Table 6 .1.
We do not impose any initial conditions on the di erential equations, since initial measurements are usually contaminated with experimental error. Introducing these extra degrees of freedom into the problem formulation should allow solvers to nd a better t to the data. A signi cant di erence between this problem and other parameter estimation problems is that the population dynamics data usually contains large observation errors.
We provide results for the AMPL formulation with k = 2 in Table 6 .2. We use a simulated dataset with n s = 8 stages. The initial basis parameters are chosen so that the collocation approximation is piecewise constant and interpolates the data. LANCELOT returns the message step got too small for the values of n h for which it terminates within 3; 600 wall-clock seconds. The graph on the left of Figure 6 .1 shows the populations for stages 1; 2; 5; and 6, while the graph on the right shows the populations for stages 3; 4; 7; and 8. In both cases, the t between the model and the data is not always tight.
For this problem we are using a relatively small number of collocation points (k = 2), since in this case the number of parameters grows quickly with the number of stages. The quality of the solution does not seem to be a ected, at least as measured by the population curves and the mortality and growth parameters. 
Formulation
We use a k-stage collocation method to formulate this problem as an optimization problem with a constant merit function and equality constraints representing the solution of (7.1).
We use a uniform partition with n h subintervals of 0; 1], and the standard 2, pages 247{249] 
Performance
Results for the AMPL implementation with k = 4 and R = 10 are summarized in Table 7 .2. The starting point is the function t 2 (3 ? 2t) evaluated at the mesh points. Solutions for several R are shown in Figure 7 .1. This problem is easy to solve for small Reynolds numbers but becomes increasingly di cult to solve as R increases. LANCELOT is unable to solve even simple versions of the problem, advancing very slowly toward the solution (as judged from the value of the merit function). This model ignores the fact that the spherical coordinate reference frame is a noninertial frame and should have terms for Coriolis and centrifugal forces.
Implementation
In the implementation of Vanderbei 22 ] the controls u are eliminated by substitution, and thus the equality constraints in (8.1) become the inequalities jL 00 j 1; jI 00 j 1; jI 00 j 1:
In this implementation (8.1) is expressed in terms of a rst-order system with the additional variables 0 , 0 , and 0 . Discretization is done with a uniform time step and the trapezoidal rule over n h intervals. Data for this problem is shown in Table 8 .1. which matches three of the boundary conditions. The initial values for all the controls were set to zero, and t f = 1 initially. LANCELOT reports that it could not nd a feasible solution for any of the versions we try for this implementation. For n h = 100, SNOPT encounters di culties, which it describes as an error evaluating nonlinear expressions. Figure 8 .1 shows the variables , , for the robot arm as a function of time. We also show in Figure 8 .2 the controls u , u , u as a function of time. Note that the controls for the robot arm are bang-bang. Also note that the functions , , for the robot arm are continuously di erentiable, but since the second derivatives are directly proportional to the controls, the second derivatives are piecewise continuous. Minimize the time taken for a particle, acted upon by a thrust of constant magnitude, to achieve a given altitude and terminal velocity.
Formulation
The equations of motion are y 1 = a cos(u); y 2 = a sin(u); (9.1) where (y 1 ; y 2 ) is the position of the particle, u is the control angle with ju(t)j 2 ;
and a is the constant magnitude of thrust. The particle is initially at rest so that y 1 (0) = y 2 (0) = _ y 1 (0) = _ y 2 (0) = 0:
The problem is to minimize the travel time t f so that the particle achieves a given height y 2 (t f ) and terminal velocity ( _ y 1 (t f ); _ y 2 (t f )).
This is a classical (see Bryson and Ho 7, pages 59{62]) problem in dynamic optimization.
We use a = 100 for the magnitude of thrust and the boundary conditions Discretization is done using a uniform time step and the trapezoidal rule for the integration of the system over n h intervals. Data for this problem is shown in Table 9 .1. Only LANCELOT returns an error here, for n h = 400, of step got too small. Even so, it comes near to the optimal solution value. We discretize the equations of motion with the trapezoidal rule, and a uniform mesh with n h intervals. Data for this problem appears in Table 10 .1. evaluated at the grid points. The initial value for the thrust is T = T max =2.
For the rocket problem with n h = 200; 400, MINOS makes no progress, declaring it to be an unbounded (or badly scaled) problem. This gure shows that the optimal ight path involves using maximal thrust until t = 0:022, and no thrust for t 0:073, at which point the nal mass is reached, and the rocket coasts to its maximal altitude. The oscillations that appear at the point of discontinuity in the thrust parameter can be removed by using more grid points. The aerodynamic lift coe cient c L must satisfy the bounds 0 c L (t) c max ;
and we also impose the natural bounds x 0 and x 0 0. In this problem c max = 1:4, m = 100, g = 9:81, and the boundary conditions are x(0) = 0; y(0) = 1000; y(t f ) = 900;
x 0 (0) = x 0 (t f ) = 13:23; y 0 (0) = y 0 (t f ) = ?1:288: Discretization is done with a uniform time step and the trapezoidal rule over n h intervals.
Data for this problem is shown in Table 11 .1. Figure 12 .1 shows the solution and the data. for the components of the solution (y 1 ; y 2 ; y 3 ) of (13.1). The constraints in the optimization problem are the initial conditions in (13.1), the continuity conditions, and the collocation equations. The continuity equations are a set of 3(n h ?1) linear equations. The collocation equations are a set of 3kn h nonlinear equations obtained by requiring that the collocation approximation satisfy (13.1) at the collocation points. Data for this problem appears in Table 13 .1. The problem is to minimize ?1 + x 1 (t f ) + x 2 (t f ); (14.2) where the nal time is xed at t f = 1.
We discretize the control and state variables along a uniform mesh with n h intervals and with the standard trapezoidal rule. Data for this problem appears in Table 14 .1. Performance Results for the AMPL implementation are shown in Table 14 .2. For starting points we use u = 0, x 1 = 1, and x 2 = 0 evaluated at the grid points.
The catalyst mixing problem is a typical bang-singular-bang problem. The singularity leads to nonunique values of the control in the singular region, and thus it is possible to obtain di erent values for the control. Figure 14 .1 shows the controls obtained by two di erent solvers.
The results in Table 14 .2 show that all the solvers are successful for n h 100 but that the objective function value uctuates somewhat. This is probably due to the bang-singularbang nature of the problem. The most common approach to dealing with singular control problems is to add a penalty to the objective function that leads to a smooth control, for example,
for some positive value of . Values of 1 seems to work well for this problem, but an appropriate value is di cult to nd. Nonzeros in c 0 (x) 0
Performance
We provide results for the AMPL formulation with c = 5 in Table 15 .2. For these results we x n x = 50 and vary n y . The starting guess is the function dist(x; @D) evaluated at the grid nodes. Nonzeros in c 0 (x) 0
We provide results with the AMPL formulation in Table 16 .2 with b = 10 and = 0:1. For these results we x n x = 50 and vary n y . The starting guess is the function maxfsin(x); 0g evaluated at the grid nodes. Figure 16 .1 shows the pressure distribution for the journal bearing problem. 
