Abstract. In this paper, we consider algorithms for maintaining treedecompositions with constant bounded treewidth under edge and vertex insertions and deletions for graphs with treewidth at most 2 (also called: partial 2-trees, or series-parallel graphs), and for almost trees with parameter k. Each operation can be performed in O(log n) time. For a large number of graph decision, optimization and counting problems, information can be maintained using O(log n) time per update, such that queries can be resolved in O(log n) or O(1) time. Similar results hold for the classes of almost trees with parameter k, for xed k.
Introduction
Two recently popular areas of investigations in graph algorithms are dynamic graph algorithms, and algorithms for graphs with small treewidth. In this paper, we consider dynamic algorithms for graphs with treewidth at most 2, (also known as partial 2-trees or series-parallel graphs.) These contain all outerplanar graphs.
Many problems become linear time solvable for graphs, given together with a tree-decomposition with treewidth bounded by some constant k. (Such a treedecomposition can be found in O(n) time 4] (see also 13, 15] ).) These problems include many well known NP-complete problems, like Hamiltonian Circuit, Independent Set, Graph Coloring, etc., counting problems like How many Hamiltonian circuits does G have? and some PSPACE-complete problems. Also, these problems when restricted to graphs with bounded treewidth belong to NC 3, 7, 12] . We consider the problem of solving these problems on graphs with treewidth at most 2 that change dynamically. We allow the following operations: insertion and deletion of isolated vertices, insertion of edges that do not result in a graph with treewidth larger than 2, and deletion of edges. One can check (using the results of this paper) in O(log n) time whether a desired edge insertion would yield a graph with treewidth at least 3. Also, when considering problems on weighted or labeled graphs, we allow operations that change the label or weight of a vertex or edge.
For a large class of graph decision, optimization, and counting problems, we show that data structures can be maintained, such that each such operation and queries to the problem can be performed in O(log n) time. These problems include almost all problems known to be linear time solvable on graphs with bounded treewidth.
Besides graphs with treewidth at most two, similar results also hold for the classes of graphs of almost trees with parameter k, for some constant k.
Related results. In a recent paper, Cohen et al 8] designed algorithms for the maintenance of graphs with treewidth at most 2 or 3. For graphs with treewidth at most 2, insertions and deletions can be done in O(log 2 n) time, while queries cost O(log n)
time. For graphs with treewidth at most 3, their data structure allows insertions (no deletions) to be performed in O(log n) amortized time. The class of graph problems that can be queried with their approach is much smaller than the class, dealt with in the present paper. The techniques used in 8] and this paper are quite di erent. Frederickson 10, 11] found independently similar results for trees, forests, and k-terminal trees under several operations, including label changes. The technique in this paper for maintaining trees and forests is very similar to the technique used in 10, 11]. Fernandez-Baca and Slutzki 9] considered parametrized algorithms on graphs with bounded treewidth.
Overview of this paper. In section 2, de nitions and some preliminary results are reviewed. In section 3, we discuss the class of query problems we can deal with. In section 4, we use`parallel tree-contraction' to come to the data structure and algorithms that maintain suitable tree-decompositions of binary forests. In section 5, we discuss how the result of section 4 can be used to deal with larger classes of graphs, including the graphs with treewidth at most 2, and the almost trees with parameter k. Consequences of these results, open problems, and some other nal remarks can be found in section 6.
De nitions and preliminary results
The notion of tree-width and tree-decomposition were introduced by Robertson and Seymour in their series of fundamental papers on graph minors 16].
De nition 1. A tree-decomposition of a graph G = (V; E) is a pair (fX i j i 2 Ig; T = (I; F)) with fX i j i 2 Ig a collection of subsets of vertices, and T a tree, such that { S i2I X i = V . { 8(v; w) 2 E : 9i 2 I : v; w 2 X i . { 8v 2 V : fi 2 I j v 2 X i g induced a connected subtree of T. The treewidth of tree-decomposition (fX i j i 2 Ig; T = (I; F)) is max i2I jX i j ?
1. The treewidth of a graph G is the minimum treewidth over all possible treedecompositions of G.
The third condition can be equivalently be replaced by: for all i; j; k 2 I, if j lies on the path from i to k in T, then X i \ X k X j . There are several notions, equivalent to treewidth, e.g. a graph is a`partial k-tree', i its treewidth is at most k (see e.g. 17]). We say a tree-decomposition is nice, if T is a rooted binary tree, with for root node r: X r = ;. It is easy to transform each tree-decomposition into a nice one with the same treewidth.
A k-boundary graph G = (V; E; B) is a 3-tuple, with (V; E) an undirected graph, and B a set of at most k vertices in V . Consider a nice tree-decomposition (fX i j i 2 Ig; T = (I; F)) of treewidth k ? 1 3 Td-open problems Suppose we have a dynamically changing graph G = (V; E) with a tree-decomposition that may change dynamically too. When solving problems (like Hamiltonian Circuit, Independent Set) on G, it is desirable that only few values (i) (see section 2) need to be recomputed during a change of G and its tree-decomposition. We will see that for many problems, the update time can made linear in the number of a ected nodes, where a ected is de ned as follows:
{ In case of a change of a weight or a label of a vertex v 2 V , or an edge (w; x) 2 E, let i 2 I be the highest node in the tree containing v, or containing both w and x, respectively. All predecessors of i (not i itself) are a ected. If the last condition does not hold, we say that (G; op) is td-maintained with cost O(f(n)). We base our approach on applying parallel tree-contraction, as introduced by Miller and Reif 14] . In 3] tree-contraction was used in the rst proof of membership in NC of many problems on graphs with constant bounded treewidth. (Later results, especially those of Lagergren 12] gave very large savings in the number of used processors.) We use a version of tree-contraction that is most suitable for our purposes.
De ne the following operations on forest T with maximum vertex degree 3.
{ Rake. Remove a leaf node v, and its adjacent edge (v; w). We say that v and A set of rake, compress and 0-remove operations is said to be a good RC-set, if no vertex or edge is involved in more than one operation, and it is maximal, i.e., every vertex of degree 0 is 0-removed, and every vertex of degree 1 or 2 is adjacent to an edge that is involved. Using the modi cation described in section 2, T can be made binary, while its depth increases with only a constant factor. Extending this technique to binary forests can be done without much problems by building for each tree a treedecomposition as above, and then using extra nodes i with X i = ;, which are at the top of the resulting tree and together have logarithmic depth. Let F 3 denote the set of all forests with maximum vertex degree 3. The reason why the construction described above is useful for dynamic algorithms is the following theorem, which can be shown by an extensive case analysis. 
Larger classes of graphs
In this section, we show for larger classes of graphs that they can be td-maintained (with the usual operations) with O(log n) cost.
First, we consider the class CAC 3 of the cactus graphs with maximum vertex degree 3. We maintain a maximal spanning forest TI= (V; E 0 ) of cactus G = (V; E). If we have a nice tree-decomposition (fX i j i 2 Ig; T = (I; F)) of T with treewidth 2, we can make a nice tree-decomposition of G in the following way: for each edge not in the spanning forest (v; w) 2 E ?E 0 , add either v or w to all nodes in I on the path in T between the highest node that contains v and the highest node that contains w (inclusive). One can show that this gives a tree-decomposition of G with treewidth at most 5. Simple analysis of the di erent cases show that each insertion or deletion can be done in O(log n) time, such that also O(log n) nodes are a ected. As each other operation in OP CAC 3 can be expressed in O(1) insertions and/or deletions, we have: Lemma 9. (CAC 3 ; OP CAC 3 ) can be td-maintained with cost O(log n). and breadth b, and (H; op H ) can be strongly td-maintained with cost O(log n), then (G; op G ) can be strongly td-maintained with cost O(log n).
(ii) If for constant c 2 N, (G; op G ) can be interpreted into (H; op H ) with width c, and (H; op H ) can be strongly td-maintained with cost O(log n), then (G; op G ) can be td-maintained with cost O(log n).
Proof. C G denotes the possible (graph -interpretation) pairs for G. We maintain one such pair. Then the tree-decomposition of G is made from the tree-decomposition of H as in lemma 5.2. One operation in G translates to O(1) operations to its `interpreted graph' and interpretation, resulting in O(log n) changes to the treedecompositions of G and H. We maintain also the` -information' of the td-open problems on G and H, necessary to nd the operation sequences opseq. (ii) Each base edge is replaced by a ladder, as shown in gure 5. Vertices that are adjacent to more than one biconnected component may be split, similar as in lemma 13. (ii) (T W 2 ; OP ? T W2 ) can be interpreted into (COM 4 ; OP COM 4 ) with width 1. Proof. (i) We interprete a graph G with treewidth 2 into its completed graph H. E.g., when adding an edge to G, at most one base edge may have to be added to the completed graph. The problem to determine if a new base edge must be added, and if so, to nd the endpoints of such a new base edge can be seen to be td-open, using a formulation of the problem in monadic second order logic. Similarly, when an edge is deleted, it may be possible that one extra edge (a base edge) disappears from the completed graph. Again, this edge can be found if necessary by solving a td-open problem, (hence in O(log n) time).
(ii) By combining techniques used in lemma 16(ii) T W2 ) can be td-maintained with cost O(log n).
The treewidth of the resulting tree-decompositions is at most 11. Using similar methods, one can also obtain the following result:
Theorem 19. Let ALMOST k denote the class of almost trees with parameter k.
(ALMOST k ; OP ?
ALMOST k ) can be td-maintained with cost O(log n).
Conclusions
By combining the results of the earlier sections, we get the following result. In all cases, directed and mixed graphs can be handeled as undirected graphs with a direction labeling on the edges.
Theorem 20. For each problem P from table 1, there exists a data-structure that allows the following operations on graphs with treewidth 2:
{ delete an isolated vertex { add an isolated vertex { delete an edge { add an edge such that the treewidth of the resulting graph is at most 2 { check for a given pair of vertices whether adding this edge would increase the treewidth to larger than 2 { change the label or weight of a vertex or edge (in case P is a problem on labeled or weighted graphs)
{ query (solve P on current graph) such that each operation can be carried out in O(log n) time. Queries cost O(1) or O(log n) time, as described in the table. When given a graph G with treewidth 2, the data-structure can be build in O(n) time.
The same result holds, when we use almost trees with parameter k for some xed k, instead of graphs with treewidth at most 2.
An interesting open problem is to extend these results to graphs with treewidth at most k, for constant k. Using techniques from this paper (especially those in sections 3 and 4) and some older results, one can build a data-structure, that supports queries to a td-open problem P, and has the following time bounds:
{ deleting an isolated vertex: O(log n) amortized, O(n) worst case { adding an isolated vertex: O(log n) { deleting an edge: O(log n) { adding an edge such that the treewidth of the resulting graph is at most k: O(n) (just rebuild the data structure from scratsch : : : ) Problems with O(1) query time:
Vertex cover, dominating set. domatic number, chromatic number (graph coloring), achromatic number for xed k, monochromatic triangle, feedback vertex set, feedback edge set, feedback arc set, partial feedback edge set, minimum maximal matching, partition into triangles, partition into isomorphic subgraphs for xed H, partition into Hamiltonian subgraphs, partition into forests, partition into cliques, partition into perfect matchings for xed k, covering by cliques, covering by complete bipartite subgraphs, clique, independent set, induced subgraph with property P (for monadic second order properties P), induced connected subgraph with property P (for monadic second order properties P), balanced complete bipartite subgraph, bipartite subgraph, degree-bounded connected subgraph for xed k, planar subgraph, transitive subgraph, uniconnected subgraph, Hamiltonian completion, Hamiltonian path, Hamiltonian circuit, directed Hamiltonian circuit (path), subgraph isomorphism for xed H, induced subgraph isomorphism for xed H, path with forbidden pairs for xed n, multiple choice matching for xed J, kernel, k-closure, path distinguishers, degree constraint spanning tree, maximum leaf spanning tree, bounded diameter spanning tree for xed d, kth best spanning tree for xed k, bounded component spanning forest for xed k, multiple choice branching for xed m, Steiner tree in graphs, maximum cut, minimum cut into bounded sets, Chinese postman for mixed graphs, Stacker-crane, rural postman, longest circuit, chordal graph completion for xed k, chromatic index for xed k, spanning tree parity problem, distance d chromatic number for xed d and k, thickness k for xed k. membership for each class C of graphs that is closed under minor taking, vertex generalized geography, maximum matching, minimum spanning tree, outerplanarity, connectivity, biconnectivity, strong connectivity, triangulating colored graphs with 3 colors, (and counting variants of many of the problems described above) : : :
Problems with O(log n) query time: (endpoint of paths etc. can be speci ed with the query): longest path, shortest path, Hamiltonian path between speci ed endpoints, k'th shortest path for xed k, disjoint connected paths for xed k, maximum length-bounded disjoint paths for xed J, maximum xed length disjoint paths for xed J, minimum cut between given endpoints, do s and t belong to the same: connected component, biconnected component, : : : (and counting variants of many of the problems described above) : : : (See among others 2, 6].) Table 1 . List of problems { checking for a given pair of vertices whether adding this edge would increase the treewidth to larger than k: O(log n) { changing the label or weight of a vertex or edge: O(log n) { queries: O(1) { building time for given graph G with treewidth k: O(n) (with use of result in 4] and tree-contraction) Possible improvements may well be possible here. Most challenging seems to bring down the edge insertion time. Restrictions to planar graphs, or graphs with bounded vertex degree (while still assuming an upper bound on the treewidth) seem also interesting, and may be easier to solve.
