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Abstract
Diamond has been regarded as a promising radiation detector material for the use as a 
solid state ionising chamber for decades. To improve detection performance, the param­
eters affecting the charge transport need to be understood, especially defects leading to 
degradation from the expected behaviour of an “ideal” crystal. Recently, chemical vapour 
deposited (CVD) single crystal diamond has become available, offering the opportunity to 
study the properties of this synthesised material independent of grain boundaries.
This work focuses on particle induced charge pulses studied as a function of temperature 
between 200 K and 296 K in polycrystalline and single crystal material. Thermally acti­
vated re-emission of holes out of shallow trap levels is clearly observed in this temperature 
range. The electrical characterisation is complemented by other techniques, such as polar­
ising microscopy and luminescence studies. Time resolved ion beam induced charge (IBIC) 
imaging on a single crystal was also performed.
The charge collection efficiency of the devices hardly shows a temperature dependence 
in the investigated range, but polarisation and priming affect the detection performance. 
The pattern in the IBIC images of the single crystal reflects the spatial distribution of the 
luminescence signature of nitrogen impurities and dislocations, giving direct evidence of 
their degrading effect on the charge carrier mobility-lifetime product {fir). Additionally, 
there is some structure in the fir  images evolving with the growth direction of the CVD 
material. The spatial distribution of internal electric fields will be discussed together with 
the effects of polarisation/ priming processes.
The recent progress in high purity single crystal synthesis of CVD diamond is a major 
step for its application as a radiation detector with spectroscopic properties. The study 
of these single crystals will improve the understanding of the relation between defects and 
the bulk charge transport properties of diamond.
The LORD is compassionate and gracious, slow to anger, abounding in love. P s a l m  103:8
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1 INTRODUCTION
1 Introduction
1.1 Diamond
1.1.1 Properties
Diamond has been studied for many decades as a solid state ionisation chamber for radia­
tion detection, because it combines a number of unique intrinsic properties.
Famously, it is the hardest known material - and retains its hardness even at temperatures 
up to 1600 K [1]. The rigid crystal lattice inhibits incorporation and diffusion of large 
impurity atoms. The strong phonon coupling results in a high thermal conductivity, which 
can be as large as 25 Wcm“ ^K“  ^ in single crystals. This is six times higher than the value 
for copper [2, 3]. The thermal conductivity is even enhanced in isotopically pure samples
[4]. The thermal expansion coefficient of diamond can be as low as 1.1 x 10~® [3]. 
Pure diamond is very transparent to infra red (IR) and visible light. Its high refractive 
index of 2.4 makes it an attractive and popular gemstone. Diamond has a wide indirect 
band gap {Eg = 5.48 eV), corresponding to an absorption edge for light with wavelengths 
below 225 nm. Based on the band gap energy and the density of states in the conduction 
band, the intrinsic free carrier concentration at room temperature of an ideal diamond is 
expected to be less than one carrier per km^. In existing, real diamond so far, the free 
carrier concentration and the resistivity are determined by its defect and impurity states
[5]. Nevertheless, high purity diamonds are highly resistive.
The mobility of the charge carriers is large, up to 4500 cm^V~U~^ for electrons and 
3800 cm^V“ U“  ^ for holes have been reported in synthetic material [6 ]. The saturation 
velocity for both carrier types is above 1 x 10  ^cms“  ^ at room temperature [5, 7]. Diamond 
has a high breakdown voltage and a small dielectric constant of 5.7. The (111) surface 
can have a negative work function and operate as a cold cathode. An additional feature 
of interest for mechanical applications is the low friction of hydrogen terminated (1 0 0 ) 
diamond surfaces [8 ]. Finally, the material is chemically inert and thus suitable for use 
in aggressive environments. In recent years, highly boron doped artificial diamonds have 
even been found to become superconductive at very low temperatures [9].
The combination of these properties, which are summarised in table 1.1, leads to a wide 
range of possible applications; only a few shall be mentioned here. The heat resistant 
hardness has been widely and routinely utilised in tools and coatings for many years. This 
application might be extended to the production of hard, low-friction coatings. Since dia-
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mond is both transparent and heat conducting, it is suitable for use as a window material 
in extreme environments, for example as the exit window for high power light sources. The 
combination of heat conductance and and excellent electronic performance can be exploited 
to build small high speed, high power devices, electron emitters, particle or UV-detectors 
as well as gas sensing devices [3, 4]. The fact that diamond is made up of carbon atoms 
and is thus a bio-compatible, non-reactive material has also triggered research for its use 
as an electrode material especially for biological sensors.
1.1.2 Synthesis
The industrial use of diamond requires reproducible material properties. Those properties 
vary drastically with the defect content and structure. This is the origin of the observed 
variety of properties of natural diamonds. The synthesis of diamond, a metastable modi­
fication of carbon at ambient pressures and temperatures, is difficult.
Solid carbon exists in a number of different modifications. Commonly known are the crys­
talline forms of graphite and diamond, as well as amorphous carbon. More exotic carbon 
structures, like the football shaped Ceo-fullerenes, carbon onions, nanotubes and diamond 
like carbon (DLC) with the special case of tetrahedral amorphous carbon (ta-C) were pro­
duced and studied in more detail during recent decades. Although there is a hexagonal 
(lonsdaleite) form of diamond, the term usually refers to face-centred cubic (fee) carbon 
crystals. The lattice is built-up of carbon atoms bound by electrons in sp^ orbitals. There­
fore, every atom is positioned in the centre of a symmetrical tetrahedron, whose corners 
are its next neighbour atoms, as shown in figure 1.1. Two neighbouring atoms are only 
0.154 nm apart, corresponding to a lattice constant a =  0.357 nm [14].
Graphite is the thermodynamically stable modification of carbon at ambient pressures and 
temperatures. Diamond is only metastable, which causes the challenges involved in its syn-
Bulk modulus 444 GPa [1]
Thermal conductivity, type Ila up to 25 Wcm"^K“ ^ [2 ]
Thermal expansion coefficient 1.1 X 10“^cm” ^ [1 0 ]
Lattice constant 0.357 nm [1 0 ]
Refractive index (visible light) 2.4 [1 1 ]
Dielectric constant 5.7 [1 1 ]
Breakdown voltage lOWcm"^ [1 2 ]
Indirect band gap 5.48 eV [13]
Resistivity > 1 0 ^^  Qcm [1 2 ]
Electron mobility up to 4500 cm^V“ ^s“ ^ [6 ]
Hole mobility up to 3800 cm^V“ ^s“ ^ [6 ]
Saturation velocity (electrons and holes) up to 2 X lOAms—1 [1 2 ]
Table 1.1: Diamond properties at room temperature
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Figure 1.1: Crystal structure of diamond [15]. The filled balls show one tetrahedron.
thesis. The most common techniques used are high temperature/high pressure (HT/HP) 
diamond synthesis and chemical vapour deposition (CVD). H P/H T synthesis takes place 
in the stable part of the carbon phase diagram shown in figure 1.2. The high tempera­
tures and pressures required cause limitations on the environment and materials (choice of 
substrate) which can be used; for example the stress induced by different heat expansion 
coefficients of the diamond and the substrate material during the cooling down process 
has to be considered. Furthermore, it is more difficult to scale HT/HP processes to larger 
scale productions than CVD [8 ]. CVD growth does not take place in a thermodynamic 
equilibrium but takes advantage of the reaction kinetics involved in the growth process. 
More details are discussed in section 3.1.1.
The industrial production of large amounts of high quality single crystalline material with 
reproducible properties at low pressures is not yet a routine procedure. Obviously, the 
amount and type of defects which can be tolerated within the produced material depends 
on the application. For electronic devices - such as semiconductor detectors, high purity 
and a high grade of perfection in the crystalline quality is required to guarantee a large 
charge carrier mobility-lifetime product, a high intrinsic resistance and spatial uniformity 
of these properties. Microwave plasma enhanced (MPE) CVD has the capability to become 
a reliable method to grow high quality diamond.
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Figure 1.2: Phase diagram of carbon [16]
1.1.3 R adiation detection  applications
Diamond has a low intrinsic conductivity. This is an advantage, compared to other semi­
conducting materials with smaller band gaps, for operation as a radiation detector at room 
temperature and above, because only very small leakage currents contribute to the noise 
in the detector signal. Additionally, the large carrier velocities which are achievable in 
diamond are expected to provide very fast signals. Diamond is used as a solar blind de­
tector for ultra violet (UV) light which could be applied in photo lithography, where the 
decreasing size of semiconductor devices also requires a decrease in the light wavelength 
used for lithographic processes.
Due to the strong bonding of the crystals, the material properties of diamond deteriorate 
permanently only at high absorbed radiation doses. In this important aspect diamond 
is superior to the well developed silicon based detector technology [17]. It has triggered 
a growing interest in diamond detectors for nuclear physics experiments. The RD42 col­
laboration based at CERN^ is studying and developing diamond particle detectors with 
respect to their application at the Large Hadron Collider (LHC). The radiation fluences
^European Organization for Nuclear Research {C entre Européen pour la Recherche Nucléaire)
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at the centre of some of these experiments will be very high and the stability of the de­
tector signal with increasing absorbed dose will be crucial for long term operation [18]. 
The charge carrier saturation velocity, which ultimately limits the speed of the signals, is 
comparable to the values published for high purity silicon material [19]. Diamond detectors 
are used for particle tracking and as beam monitors, see for example [20]. Poly crystalline 
chemical vapour deposited detectors for tracking applications for the LHC are a realistic 
possibility [18]. They can also be applied for neutron monitoring [21, 22].
Carbon is a light element, which means that the absorption coefficient for X- and 7 -rays 
is lower in diamond than for most other materials, giving rise to small signal amplitudes 
in thin films. On the other hand, this is an advantage in experiments where the particle 
passes through a thin detector, because then the particle momentum is hardly disturbed 
by passing through the material.
Many radiation - material interaction mechanisms scale with the atomic numbers present 
in the irradiated material. Therefore detectors with comparable atomic numbers to tissue 
are desirable for dosimetry in medical applications. Diamond is a good candidate in this 
case. It has the potential to measure X-ray doses with an ideal spatial resolution of 1 mm^ 
in the future. Diamond detectors are also suitable for dose measurements for hadron ther­
apy [23].
Research in diamond as radiation detector material is not limited to its use as a solid state 
ionisation chamber. Thermoluminescence dosimetry is another promising way to take ad­
vantage of its tissue equivalence [12, 24]. Finally, diamond is transparent and may be used 
as a scintillator [25].
1.2 Outline
For many decades, CVD diamonds were of poly crystalline nature. Grain boundaries 
strongly affect the detector signal amplitude and as a consequence CVD diamonds were 
suitable as particle counters, but not for spectroscopic applications, because of their poor 
energy resolution. Selected natural diamonds have shown an excellent resolution, demon­
strating the potential of high quality single crystals in this area. However, defects in the 
bulk material also affect the charge transport and the signal generation in synthetic poly- 
and single crystal material. Further insight into the nature of defects affecting the signal 
generation and their structural origin will be given in this work.
In chapter 2, an introduction to signal generation in a solid state ionisation chamber will 
be given, beginning with the interaction mechanisms between radiation and m atter, lead­
ing to the creation of charge carriers and the induced currents in the external electrical 
circuit, which give rise to the observed charge signal. The interpretation and analysis of 
these signals will be discussed. Afterwards, the present state of knowledge on CVD dia­
mond detectors is presented in chapter 3. It starts with an overview of CVD synthesis, 
with a special emphasis on microwave plasma enhanced techniques. This method has been 
used recently by several groups to produce synthetic single crystal material [6 , 26, 27] 
and two of those single crystals are studied in this work. The known effects and defects.
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which influence the detection performance of polycrystalline and bulk diamonds are also 
reviewed. The experimental methods which have been used in this study are introduced 
in the following chapter 4. It gives an insight into the equipment used for the acquisition 
of luminescence and birefringence images, a description of the particle induced charge ex­
periments and the software used for the analysis of the experimental data. The method 
of charge carrier mobility-lifetime product imaging by ion beam induced charge (IBIC) 
measurements will be explained and demonstrated with the example of a Cadmium Zinc 
Telluride device. Chapter 5 is split into two sections. Firstly a temperature dependent 
IBIC study on a polycrystalline diamond detector with a coplanar electrode structure is 
presented. Secondly, a transient pulse shape study was carried out in a polycrystalline di­
amond sandwich structure, focussing on the delay of charge transport due to the presence 
of shallow hole traps. The following chapter 6  deals with single crystalline samples. The 
detector signal amplitude has been found to be stable in the temperature range between 
200 K and 300 K. The presence of shallow hole traps is also confirmed in this sample. 
They seem to be localised in a particular part of the sample related to the growth stages 
of the synthesis process. The mobility-lifetime products for electrons and holes have been 
imaged. There is direct evidence for the degradation of charge transport due to disloca­
tions and nitrogen impurities. The presence of non-uniform electric fields throughout the 
device and the change in performance due to previous irradiation and incident dose rate 
will be discussed. Finally, the results of this study and some possibilities for further lines 
of investigation in the future are summarised in chapter 7.
2. SEMICONDUCTOR RADIATION DETECTORS
2 Semiconductor radiation detectors
2.1 Radiation - material interactions and creation of 
charge carriers
In order to use diamond as a radiation detector, one needs to understand the processes 
taking place in the material under irradiation with ionising particles. The general mecha­
nisms are similar for all materials and are summarised briefly in the following section. 
When a particle (fast ion, electron, X- or 7 -ray) penetrates a material, it mainly interacts 
with the electrons within it. It transfers energy to the electrons and can excite them to 
higher levels or even ionise the atoms. Subsequently secondary processes like luminescence. 
X-ray emission and Auger processes occur as well as heating of the material via electron - 
phonon interactions [28, 29].
2.1.1 X- and 7-rays
There are three main interactions for X- and 7 -rays with matter, the photoelectric absorp­
tion, Compton effect and creation of electron-positron pairs.
In the process described as photoelectric absorption, the 7 -photon is completely absorbed 
and its energy transferred to a photo electron - usually an electron of the K-shell. The 
photoelectron’s kinetic energy is the difference between the 7 -energy and the binding en­
ergy of the electron. Due to the refilling of the hole in the K-shell, characteristic X-rays 
or Auger electrons are emitted. The photoelectric absorption cross section apE depends 
strongly on the atomic number Z  of the absorber and is lower for higher photon energies 
Ep. Its variation with X-ray energy and atomic number of the target can be described 
using equation 2.1, with n between 4 and 5 [28, 30].
Zn
TPE(X—  (2.1)
p
If a high energy photon transfers only a part of its energy to an electron the interaction is 
called Compton scattering. Assuming the electron is at rest before the interaction, the final 
energies of the electron and the photon can be related to the scattering angle according to 
the conservation of momentum and energy. The probability for a Compton event to occur 
increases linearly with the number of electrons available and thus with the atomic number
2. SEMICONDUCTOR RADIATION DETECTORS
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Figure 2 .1 ; Attenuation coefficient for X- and 7 -rays in diamond, calculated by Xcom [31].
of the material. It decreases with photon energy.
If the photon energy is above 1 .0 2 2  MeV, it is possible to create electron-positron pairs 
inside the absorber. The photon energy is completely absorbed, the energy difference 
between its energy and the rest energy of the electron-positron pair is transferred to kinetic 
energy of these two particles. The probability of pair production increases with 7 -energy 
and varies approximately with of the absorber [28].
Due to the low atomic number of carbon, the absorption of high energy X- and 7 -rays 
in diamond is low compared to most other materials. The attenuation of electromagnetic 
radiation in diamond, and the contribution of each discussed mechanism is summarised in 
figure 2 .1 .
2.1.2 Electrons
The deviation of the electron path from the incident irradiation direction is large for elec­
trons inside the material, because electrons are light and the momentum transfer during 
an interaction with electrons in the solid can be large. This means that the chance of an 
electron being back scattered at the surface instead of entering deeply into the target is 
high. This may reduce the detected signal in a detector compared to the expected value 
for the incident dose rate. Additional to the Coulomb interaction, electrons lose part of 
their energy directly by emitting electromagnetic radiation, the so called Bremsstrahlung. 
The ratio between radiative energy loss { d E p / d x ) r  and Coulomb energy loss { d E p / d x ) c  can
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be approximated with Ep as the electron energy in MeV and Z  the atomic number of the 
material as follows [28]:
dEp^ ^ EpZ ^dEp^ 2^ 2^
dx J  ^  700 \  dx
Fast secondary electrons - so called J-rays are usually reabsorbed in a detector. As dia­
mond is not a strong absorber for X-rays, secondary X-rays or Bremsstrahlung may escape 
the device, but due its low atomic number their production should be low.
The energy loss per depth of charged particles decreases as function of particle energy 
at high (relativistic) energy values. It reaches a shallow minimum at Ep % 3mc^, where m  
represents the particle rest mass and c the speed of light. Particles with these energies are 
called minimum ionising particles (MIPs). Their energy loss is only weakly energy depen­
dent. Consequently they deposit energy uniformly with depth, when they pass through 
a thin detector. Electrons can be considered as MIPs above energies of 1.5 MeV and are 
frequently used to characterise radiation detectors. They create 36 free charge carriers per 
^m in diamond, compared to 89 charge carriers per fim  in silicon [32].
2 .1.3 H eavy charged particles
The energy loss per depth normalised to the target density for a particle is called stopping 
power. For ions, the interaction with electrons dominates the stopping power over the 
small contribution to the stopping due to interaction with nuclei. However, there are direct 
interactions between the incident ions and the nuclei of the target, which are essential for 
Rutherford back scattering (RBS) and nuclear reaction analysis (NRA). The electronic 
stopping by Coulomb interaction can be described using the Bethe-Bloch formula given 
in equation 2.3, where mo represents the electron rest mass, c the speed of light, ze the 
electronic charge of the incident ion, cz the number of atoms per target volume and I  the 
average ionisation potential of the target [33]. The formula is valid for particles whose 
velocity v is so large that the ion does not pick up charge from the absorbing material 
with the atomic number Z. This happens when the ion velocity is of the same order of 
magnitude as the orbital velocity of the target electrons.
dEp _  /  AttZ cz
dx \ 47reo I mov^
(2.3)
The first term in brackets dominates the expression for non relativistic ions with u <C c. 
The average energy to ionise an atom in the target material I  is typically in the order of 
% X 11 eV [33].
For low energies and heavy ions irradiating the sample, the contribution of nuclear stopping 
becomes more relevant and is proportional to the ion velocity. Thus, the energy deposited 
by an incident ion concentrates in the so called Bragg peak, at a specific depth below the 
surface which is characteristic for the ion species, its energy and the absorbing material.
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The damage generated by the ion implantation is concentrated at the end of the ion tracks 
[28, 29].
The ion undergoes multiple interactions on its path through the material. Predictions 
of the deviation from a straight path (radial range), the range, damage production etc. 
are always of a statistical nature. A widely used way to estimate/simulate these values
500
^  400
I  300 in ■a
200
1 0 0
ion energy loss 
in diamond
He2+
2 4 6 8 10 12 14 16 18 20 22 24 
Depth [pm]
Figure 2 .2 : Calculation of stopping power using SRIM for 2  MeV protons and a-particles 
incident on diamond using the following material parameters for diamond: displacement 
energy =  32 eV, binding energy =  35 eV [34] and the density =  3.515 gcm“  ^ [1 0 ].
for a given set of experimental parameters is a Monte Carlo program called SRIM [35], 
which simulates each interaction for a given number of incident ions, taking into account 
the target density, atomic number, binding energy, and displacement energy of the target 
atoms. It is generally assumed that the target can be described by the Bragg-Kleeman rule, 
which says that the total stopping power of a compound is the sum of the stopping powers 
of each element i with atomic number Z{ weighted by their respective concentrations c^. 
[35, 36].
=  (2-4)
Two example calculations for 2 MeV protons and cr-particles incident on diamond are 
shown in figure 2.2. The Bragg peak is clearly visible in both cases. The time t to stop a 
non relativistic charged particle can be estimated using equation 2.5, where R  is the range 
of the particles in metres, m its mass in atomic units and Ep the particle energy in units
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of MeV [28].
( % 1 . 2 x  10~'^R (2.5)
In this work, typically protons or a-particles with energies of several MeV, e.g. ranges in 
the order of tens of micrometres, are used. Thus, the resulting interaction times are in the 
order of picoseconds, which is beyond any time resolution of the experiments presented.
2 .1.4 Creation o f charge carriers
If ionising irradiation deposits an energy Ep within the material, then Ep/Wehp free elec­
tron hole pairs (ehp) will be created, where Wehp is a material constant, independent of 
the radiation type [37]. In principle, the minimum energy required to excite an electron 
from the valence band into the conduction band is only the band gap energy Eg  ^ but the 
so called ionisation threshold is usually larger than that, which might be related to the 
momentum conservation within the solid. The major part of the incident energy is believed 
to be dissipated by phonons [37]. There is still no generally accepted model for the rela­
tionship between Eg and Wehp- Owens et al summarised the available data for a number 
of materials, the result is displayed in figure 2.3. The plot of band gap energy versus Wehp 
shows two parallel lines, which can be fitted by Wehp =  14/5 Eg-\-c, where c is the differing 
offset for the two lines [38].
16.0
e = 14/5 E + r(h<a) . / •  ain
14.0
8.0
6.0 AlSb 
CdZnTe ,  
CdTô ^
4.0 Ge
2.0
0.0
0.0 2.0 3.0  4.0
Bandgap energy (eV)
5.0 6.0 7.0
Figure 2.3: Band gap versus mean ehp creation energy [38]
Although Wehp is generally independent of the radiation type, heavy ions tend to produce
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slightly smaller signal amplitudes than light ions of the same energy. This is due to the 
larger nuclear contribution to the stopping power, which is less likely to produce electron 
hole pairs than the electronic stopping. Additionally, more energy will be lost of heavy 
ions, if the detector has a dead layer in the entrance window. If the created ehps experience 
a potential difference, then they will start to move within the material. Their movement 
creates the signal of a semiconductor/ solid state radiation detector. Consequently, the 
larger ionisation density along the ion track of a heavy ion, compared to a light one, leads 
to a stronger screening effect of the electric field and further reduces the observed signal 
height [28]. A more detailed discussion on the signal creation will be the subject of the 
next section 2 .2 .
The energy resolution of an ideal detector for spectroscopic applications is intrinsically lim­
ited by the statistical nature of the processes involved to create the ehps. In the literature, 
this fluctuation is described by the Fano factor. If the creation of each ehp was independent 
from the creation of the other ehps by the same detected event, then the total number of 
created ehps would follow Poisson’s statistics. Poisson’s statistics predicts a variance in 
the number of ehps created of Ep/Wehp- In fact, the events are not independent and the 
variance is smaller. The Fano factor is defined as the ratio of the observed variance and 
the one predicted by Poisson’s distribution, assuming that the observed variance is not 
affected by additional factors reducing the energy resolution [28].
2.2 Induced current and charge
This section deals with the signal generation induced by the movement of charge carriers 
in an electric field and its correlation to the material properties governing the charge 
transport.
2.2.1 Ram o theorem  and the H echt equation
A simple semiconductor radiation detection device is a metal/ semiconductor/ metal sand­
wich structure, as shown in figure 2.4 a). The device is biased and the charges of the 
created ehps (see section 2.1.4) start drifting according to the electric field E  they experi­
ence. Usually, the drift velocity v can be described using their mobility ji as
V = iiE  (2 .6 )
This relation fails in the case of very large field strengths, where the carrier velocity reaches 
a saturation value.
A charge q placed between two metallic plates, the metallic contact area, will induce a 
surface charge on those plates. When the charge moves, the surface charge redistributes 
itself accordingly. A generalised description for an arbitrary number of electrodes was made 
by Shockley [39] and Ramo [40]. They considered one electrode at unit potential and set 
any other electrodes present to zero potential. This so-called weighting potential causes
2. SEMICONDUCTOR RADIATION DETECTORS 13
a)
' b i a s
E
ground
03
I
Q.
0.6
O),5 0.4
g  0.2
0.0
d0 Position
I(QrrCT. 3 (Q 
1/d =t\ 
CD. 
Q.
i
Figure 2.4: a) Geometry of a detector with electrodes in sandwich structure; b) Weighting 
potential and held in a sandwich structure.
the weighting held F. The induced current at the electrode considered by a moving charge 
is [28, 41]
Rnduced ~  QFV. (2.7)
The weighting potential and the weighting held for the special case of a sandwich structure 
are shown in hgure 2.4 b). The weighting potential and consequently the weighting held 
scale directly with the corresponding electrical values in this case. Cavalieri et al comment 
that if the charge moves a distance A x  between two parallel contacts separated by a 
distance d, then relation 2 .8  for the induced charge Aqinduced is valid even in the presence 
of space charge within the semiconductor material [42].
^Qinduced Q
A x
d (2.8)
If every generated carrier reaches its corresponding electrode, then the total induced charge 
Qoo equals the amount of created charges Qo- The ratio of Q o o /Q o  is dehned as the charge 
collection efhciency (CCE) of the detector. Unfortunately, most materials contain a certain 
number of defects, which trap the charge carriers before they reach their electrode. This 
is described by their limited average lifetime or trapping time r.
For simplicity, only one charge carrier type, electrons, are considered within this para­
graph. The general description for both carrier types can be easily derived by adding the 
corresponding hole contributions. In the case of an infinite electron lifetime and a constant 
electric held throughout the device, the induced current is constant for the so called elec­
tron drift or transit time 7^ ., which is the time it takes the electrons to travel to the anode. 
If the lifetime is hnite, but constant over the path length, then the number of free carriers
2. SEMICONDUCTOR RADIATION DETECTORS 14
and thus the current decays exponentially beginning with the initial current Iq.
(2.9)
Radiation detectors are frequently operated with a charge integrating pre-amplifier. Ne­
glecting the response function of that pre-amplifier, its output voltage is proportional to 
the integrated induced current Q { t )  = f  I{t)dt given by equation 2.10. Q o  is the total 
number of created charges, E  the electric field strength, d the device thickness and x the 
interaction depth, as illustrated in figure 2.4 a).
Q { t )  =  Q o (2 .10)
Three transient pulse shapes Q(t), normalised in terms of CCE, with the same transit
50 -
40 - 10%.90%
X 0.5 %/T^ = 1g .3 0  -
HI
o
20 -
end of prompt transit
%/T = 0 . 110 -
Time
t = o
Figure 2.5: Transient pulse shapes
time Tr and x = 0 are illustrated in figure 2.5. The time interval tio %-go % in which the 
signal amplitude of a pulse rises from 10 % to 90 % of its maximum value is often measured 
during an experiment. Equation 2.10 and the black graph in figure 2.5 show that Tiq %_go % 
is determined by the lifetime r  of the charge carriers, if r  is clearly smaller than the transit 
time Trj i.e. if the amplitude is smaller than % 50 % CCE. On the other hand, if r  is 
clearly larger than Tj., i.e. the maximum amplitude reaches > 75 % CCE, then rio %_go % 
will be directly proportional to the transit time Tr. This case is illustrated by the light
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grey waveform. The carrier velocity and thus mobility can be deduced in this case from 
the Tio %-9o % value using equation 2.6. The dark grey curve represents the intermediate 
regime, where the lifetime and the transit time are of similar magnitude.
Taking electrons and holes into account, then the CCE can be derived from expression 2.10, 
for t > Tre and t > Trh, where the indices e, h mark the corresponding properties for elec­
trons and holes:
CCE = fJ'e' e^E
d
1 — exp
-{d — x)
[J'e'^ eE +
Th'^hE
d
(2.11)
This relationship for the voltage and interaction depth dependence of the induced charge 
signal was first reported in 1932 by Hecht [43], for electrons only. Expression 2.11 is 
therefore known as the Hecht equation.
The mean free drift path of an electron or hole in a constant electric field strength E  = \E\ 
is given by Xe/h = l^e/h'i'e/hE. Additionally, the charge collection length (CCL) is a number, 
which is often referred to. It describes the actual distance the electrons and holes travel 
within the investigated device CCL =  CCE x d. Thus, the CCL is limited by the distance 
between the two electrodes. It converges towards Ag 4 - Xh for CCE <K 100 %.
In a standard set-up, the pre-amplifier signal is passed on to a shaping amplifier, which will 
convert the amplitude reached within a set shaping time, into a Gaussian shaped voltage 
pulse proportional to the signal. The signals measured using this method can only be 
described with equation 2 .1 1 , if the shaping time is longer than the drift times for both 
carriers and too short to be sensitive for carriers being slowly re-emitted from traps.
2 .2.2 R e-em ission of charge carriers
As mentioned earlier, defects within the material limit the time an electron or hole spends 
as a free charge carrier in the conduction or valence band respectively. The contribution 
for different trap types l...k  to the carrier lifetime r  can be expressed by equation 2 .1 2 , 
where cr^  is the capture cross section, Ui the available/empty trap concentration of the trap 
2 , and Vth the thermal velocity of the charge carriers [44].
(2 .12)
i=l
Charges trapped at a defect site need to overcome an energy barrier, the activation energy 
to be re-emitted as free carriers into the valence or the conduction band. The probability 
for this to happen increases with temperature. For a pure thermally activated emission of a 
hole into the valence band, the relationship between the emission rate eh and temperature 
T  is given by equation 2.13 [45]:
eh = IhcruT exp - E a (2.13)
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In this expression, 'yh is a material specific constant given by expression 2.14, determined 
by the thermal velocity Vth and the density of states in the valence band Ny-
(2,14)
The expression for Vth and N y  are given below in equation 2.15 and 2.16 with the Boltz­
mann constant ks, Planck’s constant h and the effective mass.
(2.15)
(2.16)
It follows that is independent of temperature.
The capture cross section cjh can be temperature dependent, for example in the case of a 
multi-phonon emission related capture process [46] with the trap specific energy value Ea, 
Gh can be expressed as:
The emission rate for electron emission into the conduction band is given by the analogous 
expression with the electron parameters.
end of prompt transit
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Figure 2.6: a) Transient current pulses with carrier trapping and de-trapping; b) Transient 
charge pulses with carrier trapping and de-trapping
Emission of charge carriers out of traps will influence the observed induced current. The 
main indicator for de-trapping is a non-zero current for times larger than the transit times 
of the charge carriers. Although there exists no analytical expression for the resulting pulse 
shapes in general, some cases can be analysed using approximations [47, 48]. Considering 
only one carrier type and one trap type for simplicity, using the inverse emission rate,
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which is the de-trapping time td = e~^ the following cases, illustrated in figure 2 .6 , allow 
an interpretation of the induced currents [47] :
• The de-trapping time is much smaller than the transit time, e.g. td In this case
the time the charge carriers spend in the traps can be neglected and the resulting 
induced charge transient is similar to the case where no trapping/de-trapping is 
observed, shown by the black graph. The involved donor or acceptor levels are very 
shallow.
• The carrier lifetime is much smaller than the de-trapping time and the transit time 
is much smaller than the lifetime, e.g. td > r  and % < r: Under these conditions, 
carriers are not re-emitted out of traps more than once. The current observed after 
the initial carrier transit has finished follows an exponential decay proportional to 
exp(—t/ru ) , as depicted by the dark grey waveform in figure 2.6. This case in combi­
nation with equation 2.13 is commonly used for the analysis of photo induced current 
transient spectroscopy (PICTS). The temperature dependence of the de-trapping 
time leads to an Arrhenius plot of log(T^r^)) as a function of inverse temperature. 
The gradient of that plot yields an energy value. Its interpretation depends on the 
actual detail of the experiment and the sample used. The temperature dependence 
of the capture cross section, changes in the band gap with temperature and electric 
field dependent emission rates have to be considered [46, 49]. If a  oc exp{—Ea/kT) 
and other temperature effects can be neglected, then the energy value extracted from 
the Arrhenius plot is characteristic for that trapping level.
• The de-trapping time is of the same order of magnitude or larger than the lifetime 
and the transit time is larger than the sum of lifetime and de-trapping time, so that 
Td > T and Tr %$> {td +  T); in this scenario, carriers are trapped and de-trapped 
many times on their way through the detector. The current through the detector 
appears to be constant until most carriers have passed completely through the device, 
as shown by the grey graph. The pulses can be described as analogous to a “trap 
free” case, by replacing the carrier mobility with a trap limited mobility, which takes 
into account the delay by the trapping/de-trapping effects.
In the case of large activation energies needed for the trapped charge carriers to leave their 
respective defect site, the de-trapping constants can be as long as hours/ days/ months at 
room temperature. This effect has been shown by Marinelli et al [50]. They have analysed 
the change in CCE of their detector after initial filling of traps using a similar expression 
to equation 2.13.
The de-trapping process can be accelerated by increasing the temperature and/or irradia­
tion with light. In contrast to radiation damage, it is possible to reset the detector to its 
initial, so-called virgin state, because no permanent damage or deterioration of the lattice 
has taken place. Consequently, even without introducing radiation damage, the history of 
a detector, previous irradiations, temperature changes and illuminations, can influence its 
performance on long time scales.
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All the phenomena mentioned in this section affect the charge transport in diamond and 
therefore its performance as a radiation detector. They are determined by the structural 
defects within the material, which can also be studied using optical techniques and com­
plement the information obtained by induced charge measurements.
2.2.3 Ion beam  induced charge (IBIC) m icroscopy
Using ion irradiation for the excitation of ehps in the investigated material has the advan­
tage that the ions penetrate several micrometres into the material. They deposit a large 
part of their energy below the sample surface, while still maintaining a well defined pene­
tration depth. This is in contrast to high energy electrons and electromagnetic radiation 
(X- and 7 -rays), which loose their energy throughout the whole sample, or - in the case 
of lower energies - deposit a dominant part directly in the surface region. In the latter 
case, they are more sensitive to interface effects, sometimes referred to as surface recom­
bination [51]. Although electron beams are easier to focus below micrometre beam spot 
size, the volume in which they interact within the sample is more easily broadened due to 
straggling compared to heavier ions [52]. The probing volume in an IBIC experiment is 
not only determined by the spot size of the ion beam, the ion range and straggling. Re­
absorption of X-rays and fast electrons (so called (5-rays) produced during the ion -material 
interaction as well as diffusion of the excited carriers increase the probed volume. A model 
taking into account the effect of these 5-rays emitted around the incident ion track was 
developed and compared to experimental data by Michaelian et al [53]. Bettiol applied 
this model to 3 MeV protons and o;-particles incident on diamond. His calculation shows 
that charge carriers are generated within a 450 nm and 45 nm distance from the ion track 
for protons and a-particles respectively [54].
X-ray induced current (XBIC) and electron beam induced current (EBIC) imaging are 
typically used in current mode, whereas ion beam induced charge (IBIC) microscopy usu­
ally probes the sample in single counting mode. The current mode experiments monitor 
an incoming radiation fiux directly using the output current amplitude of the detector. In 
contrast to the current mode, single events are registered for every particle entering the 
detector separately [55]. Therefore, IBIC is an interesting technique for the investigation 
of radiation detectors, [56, 57] as well as for the characterisation of micro-electronic struc­
tures [58, 59]. Further developments of the technique include the acquisition of time re­
solved pulses called digital IBIC [60] or time resolved IBIC (TRIBIC) [61] and temperature 
dependent experiments. They have been used to extract spatially resolved electron transit 
times [62], mobility-lifetime products [61, 63] and carrier diffusion lengths in a Schottky 
diode [64]. Ion scanning deep level spectroscopy has been implemented by Laird et al 
and trap activation energies have been deduced from their ion beam experiments [65]. 
Simultaneous ion beam and light [6 6 ] or even laser irradiation [67] has been performed to 
gain additional understanding of the devices’ charge transport behaviour. IBIC has been 
combined with other ion beam analysis techniques like ion beam induced luminescence 
(IBIL) [6 8 , 69], particle induced X-ray emission (FIXE) [70], scanning transmission ion
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microscopy (STIM) [71], and channelling experiments [52].
Focused ion beams of heavy ions, like gallium, with energies in the order of a 10 to 50 keV 
can routinely be focused to less than 1 0  nm spot diameter with beam currents in the order 
of nano Ampere in commercially available equipment. These machines are designed for ma­
terial analysis, surface processing and micro machining [72]. In IBIC, light ions and higher 
energies are needed, to provide the necessary ion range deep into the sample to be able to 
study bulk defects independent of the surface. Usually protons or a-particles with a few 
MeV energy are used in an IBIC experiment. Typically, spatial resolutions of <  5 fim  are 
achieved. A detailed description of the Surrey Microbeam used in this study will be given 
in section 4.3.
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3 Chemical vapour deposited  
diamond
The first section of this chapter will give a brief introduction into the diamond synthesis 
by chemical vapour deposition. The second section deals with charge transport in dia­
mond. It aims to summarise the observed phenomena which affect the charge transport 
with respect to its application as a radiation detector. The correlation of these phenomena 
to the defect distribution in the material and the consequences on the radiation detec­
tion performance will be discussed. Thus, a strong emphasis will be on experimental 
results of induced current/charge techniques. This will be complemented by additional 
information on electrically active traps extracted by other methods, for example thermally 
stimulated currents (TSC), thermoluminescence (TL), photocurrents (PC), photo induced 
current transient spectroscopy (PICTS), deep level transient spectroscopy (DLTS) and 
more. The third part of the chapter concentrates on the characterisation of diamond using 
luminescence techniques, which has been established to be a very sensitive method for the 
identification of impurities and structural defects within the material. Finally, polarising 
microscopy of single crystal diamond samples will be introduced. This comparably fast, 
easy and non-destructive imaging technique [73] has been previously applied successfully 
for the selection of high quality natural single crystals for tools [74].
3.1 Microwave plasma enhanced CVD of diamond
Diamond is only the stable modification of carbon at high pressures and/or high temper­
atures (see the phase diagram in figure 1.2 in section 1.1). It exists at ambient conditions 
only due to the fact that a large activation energy is needed to turn diamond into graphite, 
the thermo dynamically favoured modification.
Unfortunately that means that diamond growth at low pressures and low temperatures 
can only take place in non-equilibrium conditions. The first confirmed successful synthesis 
of diamond at low pressure and temperature was performed by Eversole within the Union 
Carbide Corporation in the United States in 1952. Since then, much effort has been spent 
on the development, analysis and investigation of the CVD process parameters, world­
wide. Although the literature dealing with this subject is vast, the process is still not yet 
completely understood. The following discussion will be limited to a brief description of 
the basic concepts of CVD diamond synthesis. A number of different methods is in use
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for the activation of the chemical reactions involved in the growth process, like electronic 
discharges, combustion flame methods, radio frequency (RF) and microwave activation, 
electron and laser beam assisted processes and bias enhanced growth. Special emphasis 
will be placed on microwave plasma enhanced (MPE) CVD, as the samples investigated in 
this work were grown using that method.
3.1.1 General growth m echanism
The gas used for almost any reported diamond grown by CVD contains hydrocarbons and 
hydrogen, typically a CH4 (1 — 5 %), H2 (95 — 99 %) mixture. The gas is activated to 
form highly reactive atomic hydrogen and CH3 radicals. In the early growth stage, small 
crystallites form and grow independently. Their nucléation can be supported by polishing 
a non-diamond substrate with diamond powder before the deposition. Once the substrate 
surface is covered by adjoining crystallites, the layer growth begins. If the substrate has 
a high carbon solubility, the initial growth stage may be delayed. Some substrates will 
form a carbide layer before the diamond growth sets in. In the case of inert substrate 
material, it can be said that the number of nucléation sites will be small if the surface is 
smooth. The diamond surface grows by the following generalised mechanism. The freshly 
nucleated diamond surface is hydrogen terminated. A dangling bond on the surface is 
created by the reaction of the surface hydrogen with an atomic hydrogen atom in the gas, 
forming a hydrogen molecule. Now, a CHs* radical can replace the hydrogen atom at 
that position. Its remaining hydrogen atoms are replaced by carbon atoms by the same 
mechanism. Thus, the net reaction for the diamond growth is as follows, with hydrogen 
acting as a catalyst [75]:
CH4 (g) —  ^ C(diamond) + 2 H2 (g) (3.1)
Some of the determining factors of diamond quality and growth rate are the amount of 
hydrocarbon radicals and atomic hydrogen reaching the growth surface, surface diffusion 
and the chemical reactions taking place there. The concentration of the species present 
depends on the gases used, their flow rate, the activation method and power, reactor ge­
ometry, the substrate material, its temperature and electrical potential, impurity content 
of the reactor and more factors. A schematic view of the growth process can be found in 
figure 3.1. The (100) growth sector is the only possible orientation which needs to adsorb 
only a single carbon atom to build a new stable site and can therefore develop even as 
an atomically smooth surface. This growth sector has a low defect density compared to 
other growth orientations. Other common growth sectors, like (110) and (1 1 1 ) grow faster, 
but usually have a large surface roughness. The growth is thought to take place at step 
and edge positions causing less smooth development and a stronger incorporation of de­
fects [77].
The atomic hydrogen, playing a key part in the growth process, is created by collisions 
with sufficiently fast electrons which have been accelerated in the alternating electric field
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Figure 3.1; Schematic process of MPE CVD growth, after [76]
of the electromagnetic (micro)wave. The dissociation of molecular hydrogen is most effi­
cient with electron impact energies of 25 eV, although the binding energy is only 4.5 eV. 
Thus, the atomic hydrogen produced in the microwave plasma has higher kinetic energies 
than in a purely thermally activated process. The growth rates are higher in plasmas 
with higher pressures, because the electron gas-collision rate is larger and therefore more 
atomic hydrogen and radicals are produced [78]. It is possible to enhance the growth by 
adding oxygen (O2) [8 ] or carbon dioxide (CO2 ). A summary of a number of growth ex­
periments using gas mixtures containing carbon, hydrogen and oxygen in various chemical 
compounds, is given by Bachmann et al [79]. Their study leads to a C-H-0 phase diagram 
indicating a general correlation of the ratios of these elements, which allow, but do not 
guarantee, diamond growth. Other groups also report diamond growth by adding Fluorine 
(F2) to the initial gas mixture [76]. Furthermore, dopants can be introduced by addition of 
appropriate gases to the precursor gases. This is an important feature for CVD processes 
in general, as doping of diamond by implantation and diffusion methods has not been 
very successful so far. Implantation of dopants tends to damage the crystal lattice, which 
cannot be fully recovered by annealing, if the damage is larger than a certain threshold
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concentration of defects. Diffusion in diamond is very limited, due to the narrow crystal 
lattice and therefore not an option for the introduction of large dopant atoms.
3.1.2 The diam ond-graphite growth com petition
Usually, diamond and graphite are formed in parallel during the growth process. Graphite, 
with its sp^ hybrid orbitals is more easily etched by atomic hydrogen than diamond (sp^) 
and therefore the presence of atomic hydrogen in the growth reactor is very important to 
prevent graphite growth. The first approach to non-equilibrium diamond growth was a 
cyclic process. Diamond and graphite were grown in parallel, then the surface was exposed 
to hydrogen to preferentially remove graphite, a second layer was grown, the etching re­
peated and so on. Electron or ion beam irradiation can also be used to remove graphite [80]. 
Another important role of hydrogen during the process is the surface termination of the 
growing diamond. Hydrogen attached to the surface maintains the sp^ hybridisation and 
therefore does not allow adsorption of an sp^ type graphite layer.
The substrate temperature for diamond growth from a pure CH4 /H 2 gas is usually between 
500°C and 1300°C. Above that temperature range, graphite growth becomes dominant and 
below 500°C mainly DEC is synthesised [78]. The lower temperature limit for diamond 
synthesis can be lowered further by adding oxygen to the plasma [8 , 81].
It is not completely understood yet why diamond is the dominant synthesised carbon mod­
ification in a typical CVD process optimised for that purpose. There are indications and 
speculation that the defect content and formation may change the thermo dynamic equi­
librium in favour of diamond opposed to graphite. The energy of a vacancy in graphite 
is larger than in diamond. Diamond is predicted as the thermo dynamically more stable 
carbon modification at standard conditions for a neutral vacancy content of more than 
8  %. This concentration is too high to be realised, but a change to lower values might 
be possible through the incorporation of other defects and their charged states. Diamond 
growth is improved by negative bias on the substrate. This might be induced by the shift 
of the respective position of defect level energies or by the “irradiation” of the growing 
surface by positive species attracted towards it.
One of the effects of boron doping is the improvement of the crystalline perfection of the 
grown material [78, 82]. Diamond can be grown epitaxially on a variety of substrates, 
e.g. c-BN, SiC. The epitaxial growth can be enhanced using negative bias of the substrate 
and/or ion bombardement [83]. Polycrystalline diamond produced by CVD grows in a 
columnar structure with small crystallites at the substrate side and increasing crystallite 
size toward the growth surface [84].
One of the first free standing single crystal CVD diamond films was reported in 1993 [85]. 
Since then, more groups have published their success in synthesising single crystal diamond 
by MPE CVD, typically grown on HT/HP single crystalline diamond substrates [6 , 26, 27, 
85, 8 6 , 87], yielding high purity diamond crystals.
The synthetic CVD single crystals produced by Element Six Ltd [8 8 ] can have carrier 
mobilities above 3800 cm^V“ ^s“  ^ [6 ] and excellent detection performance with mobility­
3. CHEMICAL VAPOUR DEPOSITED DIAMOND 24
lifetime products of 1700 x 10“  ^ cm^V“  ^ for electrons and 650 x 10“  ^ cm^V"^ for holes, 
which is about 1 0 0 0  times higher than typical values of high quality polycrystalline mate­
rial [89]. It follows that carrier lifetimes of a few hundred nanoseconds can be achieved, 
but are not guaranteed; Berdermann et al estimated electron lifetimes of 2 ns in that sort 
of material [90].
Charge transport studies, on synthetic single crystals provided by Element Six Ltd. [8 8 ] 
will be presented in chapter 6 . Among others, IBIC imaging has been used to probe the 
uniformity of transport properties within a single crystal.
3.2 Charge transport
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Figure 3.2: Resistivity versus temperature for several diamond samples [91].
Diamond has an indirect band gap of 5.48 eV. As mentioned earlier in section 1 .1 .1 , due 
to this large band gap, only few electrons are thermally excited to the conduction band 
at room temperature. Therefore the resistivity at room temperature is high, which allows 
diamond detectors to operate with low leakage currents. The band gap changes as a func­
tion of temperature with a rate of ^  =  —1.1 x 10“"^ eV at 300 K [13]. The carrier 
density and thus the resistivity of nominally undoped diamond samples depends on the 
sample structure and impurity content.
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The temperature dependence of the resistivity for different types of diamond is shown in 
figure 3.2, the origin for the energy levels observed in that plot will be discussed in the 
following.
A common impurity in diamond is nitrogen, which acts as a deep donor in a substitutional 
lattice site position with an ionisation energy of 1.7 eV. The resistivity of n-type single 
crystals often shows this 1.7 eV activation energy. Even type Ila samples, whose nitrogen 
content is below the detection limit of IR absorption spectroscopy exhibit regularly this 
1.7 eV level [5]. P-type diamond is usually boron doped, this impurity has an acceptor 
level 370 meV above the valence band edge. The temperature dependence of p-type con­
duction in diamond usually shows this activation energy at room temperature. At lower 
temperatures or high doping levels, variable range hopping between the defect sites is ob­
served [5]. At room temperature, conductivities of less than 1 0 “ ^^  n~^cm“  ^ have been 
found in natural diamonds of low nitrogen content [92].
The conduction mechanism in undoped poly crystalline diamond films seems to be depen­
dent on the specific defect structure of each sample. The graphite and amorphous inclu­
sions which are concentrated in the grain boundaries can provide conducting channels [93]. 
Some groups report a 1 eV activation energy observed in their temperature dependent 
conductivity measurements of polycrystalline samples [94, 95, 96, 97]. Gonon et al have 
demonstrated the shift of this energy value with electric field strength and temperature 
between 0.39 and 1.14 eV [98]. Polyakov et al [94] suggest that the 1 eV activation energy 
extracted from their Arrhenius plot cannot be assigned to a single defect level, but is an 
effective value of a defect distribution related to amorphous carbon found at the grain 
boundaries. The grain boundary supposition is supported by Gan et al [95], who claim 
that the 1 eV has never been observed in single crystal material. Possibly, this activation 
energy is of the same origin as a 1 eV threshold observed by Rosa et a/ in a PC experi­
ment, which has been assigned to dangling carbon bonds [99]. Ion implantation introduces 
vacancies into the crystal lattice. This changes the temperature dependence of the leakage 
current, giving rise to component with an activation energy of 0.46 eV [100].
The conductivity of the diamond material used as a radiation detector determines the 
leakage current through the device and thus the noise level observed in the current signals.
3.2.1 M obility
At low fields, the charge carrier velocity varies linearly with the electric field, as introduced 
in equation 2.6. The drift mobility (i for electrons and holes in natural single crystal dia­
monds as a function of temperature is depicted in figure 3.3. It shows a temperature 
dependence below 400 K, which is typical for acoustic phonon scattering of charge carriers. 
The mobility of holes decreases even more strongly above 400 K, which is explained by ad­
ditional scattering with optical phonons. At room temperature typical mobility values are 
1000 to 2000 cm^V“ ^s“  ^ for both carrier types in single crystals. More recently, drift mo­
bilities of 4500 cm^V“ ^s“  ^ for electrons and 3800 cm^V~^s~^ for holes have been measured 
in high quality single crystal CVD diamond samples provided by Element Six [6 ]. Berder­
mann et al have found indications of an electron mobility as high as 2 .2  x 1 0  ^ cm^V~^s“ ^
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Figure 3.3: Temperature dependence of the a) hole and b) electron drift mobility in single 
crystal diamond [101, 102] and references therein; graphs taken from [5].
in similar material [90].
The drift mobility is not isotropic [103]. For holes, it seems to be higher along the (100) 
direction compared to (110), and the opposite effect is observed for electrons [5]. Beck­
mann et al report a difference in IBIC signals for crystallites in different orientations as 
well, but they explain the effect with differences in contact formation for different interface 
orientations [104]. The mobility reduces due to carrier - carrier scattering, if the den­
sity of injected carriers is larger than 10  ^ cm“  ^ [105]. The carrier velocity saturates at 
Vsat = 11 i  0.1 X 10  ^ cms“  ^ for holes and at 1.5 ±  0.1 x 10  ^ cms“  ^ for electrons at electric 
field strengths of % 10  ^ Vcm“  ^ due to the onset of optical phonon scattering [5, 7]. This 
effect is illustrated for hole transport at different temperatures in figure 3.4. The interme­
diate range of electric fields, where the charge carrier velocity varies less than linear with 
the electric field, but is not saturated yet, is sometimes described using an interpolated 
expression for a field dependent mobility /// [1 2 , 106]:
Tf = T 1 +
'^sat
- 1
(3.2)
3.2.2 Trapping
Trapping phenomena have been studied intensively in diamond detectors using a-, /?-, 7 - 
and X-ray induced charge amplitude measurements, including the spatial resolved cor­
responding techniques IBIC imaging [107, 108], EBIC microscopy [109, 110] and XBIC
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Figure 3.4: Hole drift velocity as a function of electric field and temperature [101].
[ I ll, 112]. Most of the results presented in this section have been deduced from these 
kinds of experiments, often in combination with other techniques.
The average energy deposited in diamond by ionising radiation to create an electron hole 
pair Wehp is 13.2 eV [7]. This value is only weakly temperature dependent and its increase 
below 200 K reflects qualitatively the temperature dependence of the band gap [113]. In 
diamond, the energy resolution is usually not limited by the statistics of the ehp creation, 
but by the charge transport, trapping and de-trapping of the charge carriers generating 
the signal.
The trapping of free charge carriers at defect sites within the material limits the charge 
carrier lifetime (see section 2 .2 ). Values of picoseconds up to several nanoseconds for the 
lifetime have been reported for different samples, i.e. different defect structures [113, 114, 
115, 116].
Thus, it is generally assumed that the detection performance of diamond is directly linked 
to the material quality, e.g. its structural perfection. It has been shown that the CCE
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increases with decreasing Raman line width and with decreasing sp^/sp^ ratio [117]. These 
qualities of CVD diamond often improve with film thickness due to the columnar growth of 
the material. Coplanar devices for radiation or ultra violet photo detection make full use 
of the better quality material on the growth surface of synthetic diamond films. By using 
pitch widths between the interdigitated finger contact structure smaller than the grain size 
of the material, CCEs up to 70 % have been achieved locally [118]. Alternatively, perfor­
mance improvements are suggested in free standing sandwich structures by removing the 
low quality part of the film on the nucléation side [119].
The incorporation of silicon impurities originating from Si-substrates has been shown to be 
larger for low nucléation densities at the substrate film interface, which résultés in larger, 
but stronger Si-contaminated grains. In this case, larger grains are more strongly contam­
inated and do not show an increase in CCE, compared to small crystallite films [120]. 
Highly oriented diamond (HOD) polycrystalline films are expected to show better charge 
transport properties due to the better crystallite alignement and quality. So far, this 
expectation has not been fullfilled, which is also caused by preferential incorporation of 
nitrogen acting as a deep trap in the growth sectors of the crystallites [1 2 , 55, 1 2 1 ]. Se­
lected single crystal material, natural and synthetic, shows excellent charge transport and 
resolution [90, 121, 122, 123].
The following section deals with the modified state of the device due to trapped charge 
and its influence on the detection performance.
Priming (or pumping) and polarisation: deep traps
It is well established that the CCE of diamond detectors is improved by a so called pump­
ing or priming procedure [24]. Pumping or priming refers to the effect of filling traps with 
charge carriers, which do not thermally de-trap over long timescales (hours/ days...). The 
occupied traps can no longer trap free charge carriers and therefore do not limit their 
lifetime. Thus, the resulting CCL and CCE are enhanced. Priming has been observed 
in polycrystalline as well as in single crystal material [124, 125]. Usually high energy (3- 
particles, X- or 7 -rays are used for the priming process, as they are able to penetrate the 
whole thickness of the irradiated samples. The response of polycrystalline films to alpha 
particles was investigated in the initial and the primed state of a series of detectors. The 
authors of that study have simulated the detector response using the following assumptions: 
The traps de-activated by priming are hole traps, distributed homogeneously throughout 
the detector volume; the trap concentration limiting the charge transport in the primed 
state increases from the growth surface towards the substrate side. The simulation agrees 
well with the experimental results. Thus, the authors concluded that the traps de-activated 
by priming are hole traps, which are thought to be in the bulk material of the crystallites 
(as opposed to being accumulated at the grain boundaries) [126, 127].
If the charges trapped within the device due to a priming procedure are not distributed 
homogeneously through the material, space charge will be built up and consequently an 
internal electric field will develop. This polarisation process is observed in polycrystalline 
and single crystal diamond. The samples are irradiated while an external bias is applied
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to the detector, and a reduction of CCE with irradiation time was found [128, 129]. The 
internal built up charge compensates the external field. Subsequently the drift velocity 
of the charge carriers is reduced, which leads to a shorter CCL and a lower CCE. This 
means that the CCE of a detector under operation can increase, if the priming effect is 
dominating, or decrease, if polarisation determines its performance. A strong indication 
for an internal polarising field are events registered even at 0 V bias supply in a device 
which should not have an internal field due to the doping profile [130, 131, 132, 133]. In 
polycrystalline material, polarisation and priming effects vary with sample position on the 
growth surface and are thus not controllable by the growth parameters [133]. The response 
of a particle detector is expected to be less affected by polarisation, if the particle range 
is comparable to the detector thickness [134, 135]. On the other hand, Bergonzo et al 
suspect a highly defective diamond/ contact interface to be be responsible for the reduction 
in signal current observed in an XBIC study by reducing the X-ray energy [1 1 2 ]. A recent 
study of combined priming and polarisation resulting in a hysteresis curve of the signal 
amplitude of a diamond detector operated at different bias voltages has been published 
by Mersi et al [136]. Sio et al report a pre-illumination dependence (wavelength resolved) 
on the PC in their UV detectors, which was also assigned to the building up of space 
charge [137].
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Figure 3.5: Band structure proposed by Bor chi et al [138].
Polarisation and priming can clearly be distinguished from radiation damage effects, which 
modify the atomic lattice structure permanently. Polarisation and priming can be reversed 
by irradiation with visible light or by heating of the device [139, 140]. The removal of the 
priming effect on hole transport is accompanied by a reduction of a TL signal at % 500 K, 
indicating the decreasing population of this trap level responsible for the priming [141]. 
TL signals originating from hole traps situated at 1 .2  eV and 1.4 eV above the valence 
band have been observed in a similar temperature range [142]. This is in agreement with a 
trap level scheme within the band gap also suggested by other authors [140], and nitrogen
3. CHEMICAL VAPOUR DEPOSITED DIAMOND  30
A aggregate (pairs of nitrogen atoms) has been suggested as its origin [143].
Figure 3.5 shows the band structure proposed by Borchi et al in the un-primed state of 
a diamond detector, which was deduced by taking into account previous suggested band 
diagrams [138]. It reflects the general agreement in the literature that there are shallow 
acceptor levels (labelled A) present above the valence band, which can best be described 
as a band of energy levels [128, 140, 138]. Secondly, closer to the mid band gap are deep 
states, labelled B, which are deep electron donors, which can act as recombination centres 
for holes. Usually, those B centres are thought to be related to nitrogen. Less clarity exists 
on the exact positions of the two defect bands and their charge states. The interpretation 
of the analysed data is sensitive to the assumed Fermi level position within the band gap. 
Although various models have been suggested, no generally accepted band structure has 
emerged so far.
Analysis of thermally activated de-trapping of trap levels filled during priming has con­
firmed at least two distinct deep trap levels involved in the priming process at 1.3 eV and 
1 .6  eV [144]. The 1.3 eV level was also found in a TSC experiment [145] and a Q-DLTS 
study [94], but has not been identified with a defect structure. A level observed at 380 K in 
TSC studies has been related to the slow response time of polycrystalline X-ray detectors 
operated in current mode [135]. This level also plays a role in the priming behaviour of 
signal amplitudes induced by single particles.
De-trapping from shallow traps
Besides the just described case of traps staying occupied for long time periods at ambient 
temperatures, leading to priming and polarisation, two other scenarios can occur. Firstly, 
there might be traps, which capture charge carriers and stay occupied during the obser­
vation time of one event (typically within the shaping time of less than 1 0  fis), but empty 
between two successive events. They will limit the charge transport, but not modify the 
detector performance with time. Secondly, there could be traps which release their charge 
carriers within a few microseconds. They slow the charge transport process down, but the 
charges are still able to contribute to the induced charge signal of an event in the detector. 
All three cases are not generally different, but depend on the time scales of the experiment 
and the dose rate of the incident radiation, as illustrated by the dose rate dependent IBIC 
signal observed by Manfredotti et al [129].
Slow components, characteristic for de-trapping from shallow traps, have been reported 
at room temperature and below in alpha-particle induced charge pulses in poly crystalline 
and single crystalline material [1 2 2 , 146]. The presence of deep trapping centres, which do 
not de-trap during the observation time, and a shallow trap level are necessary to explain 
the observed transient charge pulses. The shallow trap polarity has been determined as 
a hole trap with an activation energy of 0.35 ±  0 .0 2  eV [146]. A similar level has been 
reported in boron doped samples [147]. The same trap level was found in a spatially re­
solved DLTS study. Its distribution did not correlate to the spatial distribution of the 
EBIC response of the same sample [110]. Trap activation energies in the energy range 
of 0.29 to 0.4 eV have been reported frequently by TSC and PICTS and Q-DLTS stud­
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ies [145, 148, 149, 150, 151]. Many more shallow trap levels have been reported in the 
literature with energies from 0.11 eV upwards [151]. It is suspected that some of the lev­
els observed represent broad distributions of levels [143, 152]. Despite the effort of many 
groups, no clear understanding of their origin and effect on charge transport has been 
achieved so far. Therefore, this discussion shall be left uncompleted here, because a list 
of all different experimental circumstances and their corresponding results does not seem 
very enlightening. More details on the subject can be found in the study of Bruzzi et al 
and the references therein, who have investigated traps present in undoped detector grade 
polycrystalline diamond with respect to their influence on the mean lifetime of the charge 
carriers in the material [153].
Trapping at grain boundaries
The grain boundaries between the crystallites in poly crystalline diamond films are expected 
to have a high defect concentration. They are rich in structural defects due to the disorder 
of the crystal lattice, which is indicated by a high luminescence intensity of dislocations 
(see section 3.3.1). Additionally, impurity atoms are also found in higher concentration in 
the boundaries compared to the bulk material of the crystallites [70, 154, 155]. 
Consequently, the grain boundaries are rich in trapping centres and severely limit charge 
transport for both carrier types through the material. This has been demonstrated by 
a study of Hammersberg et al, who found that the average lifetime of induced charges 
is determined by the defect distribution in the crystallites if the induced charge carrier 
density is low, so that the carriers get trapped before reaching the grain boundary. The 
average lifetime for high induced densities is determined by the crystallite size, because 
a few carriers fill the intra crystalline traps and deactivate them [114]. IBIC images and 
their corresponding CCE distributions of polycrystalline samples have been explained suc­
cessfully with the approach, that the voltage dependence of the CCE follows the Hecht 
equation as long as the CCL is shorter than the grain size, and limited by the grain size 
otherwise [115].
Polycrystalline CVD diamond grows in a columnar structure [84], which can also be ob­
served in IBIC measurements taken from the cross section of a CVD diamond detector. 
Interestingly, the combination of polarisation and priming led to an increasing homogeneity 
of the detector response with measuring time and is assumed to be related to a removal of 
space charge during the initial irradiation [156, 157]. Space charge due to trapped charges 
at the grain boundaries locally weakens the electric field and thus reduces the CCE. W ith 
increasing temperature, less charges stay trapped at the boundaries and the CCE improves, 
according to a study published by Hearne et al [158]. Combined IBIC and luminescence 
studies have shown that regions with high CCE tend to emit low intensity luminescence. 
Highly luminescent areas usually have low CCE, although areas where both signals are 
small have been reported [6 8 , 69, 159].
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3.3 Optical properties of diamond
3.3.1 Lum inescence
Basics of lum inescence
Electromagnetic radiation emitted in the infra red (IR), visible, and ultra violet (UV) 
regime is due to electric or magnetic dipole transitions of electrons between different states 
and is called luminescence.
The probability for a transition can be expressed quantum mechanically in first order per­
turbation theory and contains the matrix element {i\Vint\f), where (z|, [/) are the initial 
and the final state. The operator Vnt describes the interaction, which can be of electric 
or magnetic dipole interaction origin. Selection rules and anisotropic properties are de­
termined by the matrix elements of the involved levels. The intensity of a luminescence 
signal also depends on the position of the Fermi energy within the band gap, which de­
termines the number of occupied and free levels. Luminescence can emerge from band 
to band transitions, free and bound excitons (FE or BE), transitions between bands and 
shallow levels and/or deep levels. Lines of electric levels within a complex can also be 
observed. Signals of transitions between a donor and acceptor state within the band gap 
are sometimes referred to as donor acceptor pairs (DAP). Transitions which do not involve 
a phonon, where the line energy corresponds to the energy difference between the two 
electronic levels, are called zero phonon lines (ZPL). Several additional lines of the same 
transition assisted by phonon interaction may appear as vibrational modes. Non-radiative 
recombination processes are reduced at low temperature and the luminescence intensity 
usually increases. Additionally, as thermal vibration becomes less, the observed lines are 
narrower [160].
A lot of different mechanisms are used to excite luminescence. The most popular is pho­
toluminescence (PL), where the charge carriers are excited by light. Ionising irradiation 
is also frequently used, i.e. X-ray induced luminescence, cathodoluminescence (CL), and 
ion beam induced luminescence (IBIL). Charged particles can be highly focussed and the 
luminescence signal can be imaged with high spatial resolution. Ionising radiation provides 
excitation above the band gap even for high band gap materials. A different approach is 
given by electroluminescence (EL) and thermoluminescence (TL) techniques, which will 
not be discussed here. The effect of the incident radiation depends on the type of radiation 
as well as on the properties of the target, for example the absorption coefficient is wave­
length dependent. This can result in different luminescence spectra for the same sample. 
In general, the energy absorbed by a centre is not necessarily emitted by the same centre, 
but may be transferred via phonon assisted processes or re-absorption to other levels in 
the material. These processes can be very complex, and thus the emitted luminescence 
of a specific line depends not only on the concentration of this centre in the sample but 
also on all the other electronic states that are present. This makes it almost impossible to 
extract concentrations of defects from luminescence data.
Luminescence spectra, for which the sample has been excited with energies much higher
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than the band gap of the material, are independent of the excitation method [52]. This 
is in contrast to the variety of changes in luminescence spectra which can be found in 
PL excited by sub-band gap wavelengths. Irradiation with electrons or protons creates 
additional defects in the material and these additional defects can change the electronic 
structure and thus the luminescence properties. The de-activation of luminescence centres 
with increasing absorbed dose by the sample is empirically described by the Birks Black 
relation given by equation 3.3.
- B f  , 3 3 .
dx 1 +  k C §   ^ ’
dL/dx  represents the luminescence intensity emitted per unit path length of the incident 
radiation and dE /dx  the energy loss of the incoming particle. B  and C  are constants 
specific to the particular radiation-tar get combination of the process. B  is related to 
the number of charge carriers created by each ion, whereas C depends on the number 
of damaged luminescence centres created by the irradiation, which allow a non-radiative 
recombination of the excited electrons. The probability for an excited charge carrier to be 
trapped at a damaged centre compared to an undamaged one is given by k [161, 162].
The effect of converting luminescent defect centres into non-radiative recombination sites 
is not to be confused with decreasing transparency of the sample itself caused by radiation 
damage, which can also lead to a reduction in the observed signal intensity [163].
In the case of PL induced with a fixed wavelength, Raman signals are observed frequently 
besides the luminescence. Raman signals appear in the acquired spectrum at an energy 
value equivalent to the excitation energy reduced by the energy value of a phonon. In 
principle, Raman and PL spectra are always acquired simultaneously, but the analysis of 
Raman spectra requires a wavelength scan over a limited range close to the excitation 
energy with a very high spectral resolution. In contrast, PL is usually performed at lower 
resolution over a larger wavelength range.
Luminescence in diamond
Luminescence in diamond has been studied very intensively. This section will only give a 
short introduction into luminescence signals and their relation to crystal quality and charge 
transport. A more detailed list of luminescence centres found frequently in diamond is given 
in Appendix A.
• Raman signals: A single narrow Raman signal found at 1332 cm“  ^ is usually an 
indicator for high quality material, e.g. sp^ bonds, in diamond. Broadening of the 
line is caused by stress. High quality films as well as natural diamonds show a 
Raman peak width (FWHM) of about 2.5 cm“  ^ [127]. Amorphous and graphitic 
sp^ bonded carbon show two broader bands centred at 1360 cm“  ^ and 1590 cm“ .^ 
The relative intensity between the sp^ and the sp^ related signals depends on the 
excitation wavelength of the laser used for the measurement. The sensitivity for 
amorphous/graphitic phases increases for decreasing excitation energy from 4.82 to 
1.16 eV [165]. The Raman efficiency is % 50 times larger for graphitic phases than
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Figure 3.6: Raman spectra of high quality polycrystalline diamond [164].
for diamond [166]. The Raman spectra shown in figure 3.6 show the response of a 
high quality polycrystalline film as a function of depth [164]. On the surface, a weak 
luminescence background is found, whereas at 2  /im depth or more, only the sharp 
Raman signature of diamond is visible.
• band A: The most frequently observed luminescence signal in diamond is the so-called 
band A luminescence, which is labelled “broad band" (v) in the graph of figure 3.7. 
This broad blue band appears in natural as well as in artificial diamonds, typically 
with peak energies between 2.4 and 3.1 eV. Two different components can contribute 
to the observed broad band [167]. One of them is assumed to be related to donor 
acceptor pairs involving boron impurities, because the component exhibits a 0.37 eV 
activation energy. The other contribution, typically observed at energies of 2.7 eV 
or above, originates at dislocation lines. The intensity of that blue band A emission 
is temperature dependent and maximised at 170 K. The light is emitted polarised 
parallel to dislocation lines, independent of the dislocation type [168, 169].
The band A intensity observed in spatially resolved CL experiments differs for differ­
ent growth sectors of the sample, possibly due to differing nitrogen content [169, 170]. 
Weak band A emission is found in (100) growth direction compared to (110) textured 
samples, reflecting the lower defect density in (1 0 0 ), which is also reflected by the 
smaller width of the Raman signal in those areas [171, 172]. This observation is 
in contrast to CL studies, which report emittance of luminescence preferentially in 
(100) growth sectors [109, 173]. How these results fit into the general assumption (see
3. CHEMICAL VAPOUR DEPOSITED DIAMOND 35
156
eV
=j
üi
>*
2.85 eV 
broad
(/)c
I
Ü
1.5 2.0 3.0 3.5
Photon energy [eV]
Figure 3.7: CL spectrum of a HT/HP diamond substrate (labelled A) and CVD diamond 
(labelled D) at 77 K [176].
section 3.1.1) that less defects are introduced in the (100) growth sectors is not clear. 
Several authors report that the intensity of the band A luminescence decreases with 
increasing ion dose, although the shape of the peak does not change [54, 6 8 , 174,175]. 
The decrease can be described using the Birk Black equation [54, 175]. Furthermore, 
the spatial change in integrated intensity of the band A luminescence shows the same 
trend as the signal of a neutral nitrogen vacancy complex {[N — V]°) [173, 176]. CL 
studies with different probing depth have concluded that the band A emission is 
increased towards the sample surface [109, 173].
Nitrogen: There are many nitrogen related complexes which give rise to luminescence 
emission in diamond. Generally the presence of the substitutional nitrogen-vacancy 
complex are used as indicator for nitrogen present in the bulk material. Negatively 
charged, [N-V]“  ^ is responsible for the emission line at 1.95 eV, while the ZPL at 
2.15 eV is associated with the neutral state ([N-V]®) [177]. The latter signal is clearly 
visible in the spectra shown in figure 3.7. It seems to be stronger in areas with a 
large dislocation density [176]. A possible decoration of dislocations located at grain 
boundaries with this defect has been suggested [178]. Both charge states of the [N-V] 
defect can be observed simultaneously, the relative intensity of each line depends on 
the wavelength used to excite the PL [177]. Stress induces a broadening in these 
lines [179, 180]. Interestingly, pre-irradiation with bright white light enhances the
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luminescence of these centres in PL spectra acquired at 77 K [181]. This is confirmed 
by another study of the effect of light illumination (independent of the lumines­
cence excitation source) on the luminescence intensity of the nitrogen signals [182]. 
So, maybe it is possible that the same mechanisms responsible for priming and de­
priming, as discussed in section 3.2.2, could also influence the luminescence signature 
of the sample.
A broad band around 2 eV has been observed in IBIL spectra of polycrystalline and 
single crystal material [6 8 , 163]. Opposed to the band A luminescence, the intensity 
of this band does not decrease with increasing irradiation dose [6 8 ]. It has been 
assigned to the nitrogen vacancy complexes and it has been suggested that the de­
activation of radiation centres is balanced by the production of additional vacancies 
by the ion beam [181]. A green band in a similar wavelength range has been ob­
served in single crystal material, accompanied by the PIXE signature of chromium, 
iron, nickel and copper [163].
The signal observed at 2.33 eV, labelled (iii) in figure 3.7 is also nitrogen related. 
Its corresponding defect structure is not clear yet, but it has been shown to be very 
stress sensitive [183].
• Silicon; Combined luminescence and charge transport studies can give an insight 
into the effect of certain defects on the detection performance of a device. This has 
been demonstrated by a study, which correlated the increasing normalised silicon- 
vacancy signal at 1.68 eV to the decreasing CCE measured in polycrystalline diamond 
films [1 2 0 ].
3.3.2 Polarising/birefringence m icroscopy
Mechanism
When light passes through a material, the deformation of the electron distribution by an 
electric field is called polarisation. The polarisability cx links the induced dipole moment 
p to the electric field E  which induces it, therefore it follows that a E  = p. The easier it is 
to deform the electron clouds of the atoms in a material, the larger a  is. The deformation 
of the electron cloud around a nucleus does not only depend on the particular nucleus but 
also on the charge distribution of its environment, thus the neighbouring atoms. Thus 
the polarisability depends on the crystallographic directions in anisotropic materials. As a 
consequence the refractive index is also orientation dependent. Crystals with this intrinsic 
property are called biréfringent. Depending on their crystal structure, they can be of 
uniaxial or biaxial type [184].
In a polarising microscope, the investigated crystal is set between crossed polarisers (a 
polariser and an analyser which are set at 90° to each other). No transmitted intensity 
is expected for an ideally isotropic crystal. Light passing through an anisotropic crystal 
will split the beam into two rays polarised perpendicular to each other, which travel with 
different velocities. The fast and the slow component interfere. The positions of complete
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extinction depend on the geometrical setting (orientation of the sample with respect to the 
analyser and material thickness). If the sample is rotated with respect to the polariser- 
analyser orientation, there will be 4 positions at 90° difference, where the transmitted light 
is minimised.
Polarising microscopy/birefringence in diamond
Diamond has a face centred cubic Bravais lattice with two carbon atoms per unit cell. 
Therefore, it is expected to have isotropic optical properties. Nevertheless, diamond sam­
ples show contrast between crossed polarisers. The cross polarised images show strain in 
the sample. This strain can be due to dislocations, lattice parameter variations due to 
inhomogeneities in impurity content, inclusions and precipitates, plastic deformation and 
fractures [185]. The contrast cannot be used to distinguish between tensile and compressive 
strain [186]. Measurements on stressed diamonds show that the velocity of light perpen­
dicular to the compressive stress direction is reduced. Birefringence patterns of natural 
diamonds have been used to study their synthesis [187, 188] and often X-ray diffraction 
topography or CL is used as a complementary source of information on the growth sec­
tors [189,190]. In a side view onto dislocations, extinction of contrast for screw dislocations 
is predicted when the incident light is polarised at 45° with respect to the dislocation line, 
opposed to the contrast of edge dislocations, which will vanish at 0° [191, 192]. Jiang et al 
have studied a single stacking fault in a low dislocation density sample, demonstrating the 
potential of the technique [193]. McCormick et al have investigated synthetic diamond 
using Raman spectroscopy, PL and polarising microscopy. They conclude that the H3 
signal, which is characteristic for a nitrogen-vacancy-nitrogen complex configuration (see 
appendix A), is enhanced in areas of high strain [186]. Finally, a combined irradiation and 
annealing study shows a high thermal stability of the observed birefringence pattern, even 
for heating the sample for 8  hours up to 1173 K [194].
3.4 Radiation damage in diamond
The influence of absorbed radiation dose on the optical and electronic properties of diamond 
are of interest, for example, with respect to its application in high luminosity experiments, 
space applications and doping and contact fabrication via ion implantation. In this sec­
tion, only a small selection of the published literature shall be outlined with the purpose 
of establishing that the experiments in this work are below the generally assumed critical 
levels of irradiation to cause significant damage. More detailed summaries of radiation 
induced damage and ion implantation are available in reference [195, 196].
Irradiation of a material leads to the breaking of electronic bonds between the atoms and, 
more permanently, to the production of vacancy-interstitial pairs by the momentum trans­
fer from the incident particle to lattice atoms. These displaced atoms can knock on further 
atoms and a whole cascade can take place, the crystal suffers radiation damage. Diffusion 
and clusters of damage sites can form more complex defect structures. The whole set of
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newly introduced defects influences the optical and electronic properties of the material 
in the irradiated and, due to diffusion, even in non-irradiated areas. Usually, annealing 
is used in order to “repair” damaged crystallites. In diamond this is only possible if the 
defect concentration is below a certain threshold limit, otherwise the damaged/ amorphous 
areas turn into graphite at higher temperatures, or under further irradiation [34, 197]. This 
effect limits the application of ion implantation for doping purposes of diamond [198].
As a possible candidate as detector in high luminosity experiments, detailed radiation dam­
age studies have been performed on diamond, investigating the effect of damage on the 
detection performance. The CCL was found to be stable up to a 500 MeV proton dose of 
10^  ^ cm“ ,^ without a significant increase of leakage current [199]. Fernandez et al report 
a decrease on CCL of 37 % after a fluence of 2.8 x 10^  ^ cm“  ^ high energetic protons [200]. 
Detection properties were also found to be unaltered up to irradiation with 6 .8  MGy of 
10 keV photons or even 10 MGy of 1.33 or 1.17 MeV photons [149].
Colourless transparent diamond turns into a greenish colour after strong irradiation, due to 
the production of vacancies; the neutral vacancy [V]°, sometimes referred to as GR centre, 
acts as a deep donor level [34]. With increasing absorbed radiation dose of ions, a lumi­
nescence signal related to the nitrogen-vacancy-nitrogen complexes can be observed [6 8 , 
181, 201]. Han et al noticed a stronger effect of irradiation on the luminescence signature 
of their polycrystalline samples, compared to single crystals [201]. Raman experiments 
of irradiated samples confirm the deterioration of crystalline structure by increased peak 
widths. A recent study by Newton et al on high quality polycrystalline CVD material 
reports no effect on Raman signals of 0.6 MeV protons for up to 2  x 10^  ^ cm“  ^ [164]. 
The effect of ion irradiation oii the intensity of the blue band A luminescence has been 
confirmed to follow equation 3.3. The dose of protons or a-particles with energies of a few 
MeV for which the intensity of the band A luminescence decreases by about 50 % are in 
the order of 10^ '^  cm“  ^ [54, 181].
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4 Experim ental set-up
4.1 Optical m ethods
4.1.1 Polarising m icroscopy
CCD cam era analyser
objective
/  "\
focussing lens
9
polariser
IX )
light source
X -Y sam ple stage
Figure 4.1: Sketch of the polarising microscopy set-up
All microscopy images presented in this work are acquired using a vertical sample stage 
in transmission geometry. The schematic set-up of the system is shown in figure 4.1. The 
samples are clamped horizontally onto a computer controlled X-Y stage with a maximum 
scanning size of 5 cm x 5 cm and micrometre step resolution. This allows us to scan over 
large sample areas. The camera, model CV M50IR produced by JAI, acquires images of a 
280 (im X 213 fim area, which corresponds to a resolution of % 0.38 /um per pixel. This 
value is in the order of the light wavelength, therefore, if one wanted to increase the reso­
lution further, the influence of light diffraction would need to be considered. Each image 
acquired by the camera, called a frame, is displayed and saved together as a whole compos­
ite image of the scan area. For large area scans, these composite images are compressed.
4. EXPERIM ENTAL SET-UP 40
which means the resolution of the images is reduced. The samples are illuminated using 
a halogen lamp, which is focussed on the sample area using a lens. The intensity of the 
light source can be adjusted by the current supply. Unfortunately, the illumination of the 
area visible in each frame is not perfectly homogeneous. Consequently, a regular pattern, 
reflecting the periodicity of the frames can be seen in the assembled image in figure 4.2. 
The effect can be reduced by normalising the intensity in each pixel to the intensity of the 
same pixel of a frame taken without sample.
5.55 mm
Figure 4.2: The image on the left shows the composite microscopy image of a piece of 
diamond, before correction. The black rectangle in the top right corner shows the area 
which was used to correct for the inhomogeneous illumination of each frame. The dark-held 
corrected image can be seen on the right.
For the cross polarised images, a polariser is inserted between the light source and the fo­
cussing lens. The analyser, oriented manually at 90° ±0.5° with respect to the polarisation 
plane, is inserted between the objective and the CCD camera. The crossed orientation of 
the analyser polariser set has been determined using a transmission spectroscopy set-up 
equipped with a silicon-photo detector. The intensity transmitted as a function of the 
angle of the polariser with respect to the analyser is shown in hgure 4.3. The offset of 14.4° 
is due to the incorrect mounting of one of the polarisation hlters, which has been taken 
into account during the experiments.
Frames captured with no sample between the crossed polarisers do not show complete 
extinetion of the transmitted light, which is probably due to a combination of non-ideal 
behaviour of the polarising material in the polariser-analyser pair and small deviations 
from the ideal crossed position. Therefore, the pictures acquired in cross polarised ge­
ometry appear like a modification of the microscopy picture acquired in normal mode.
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Figure 4.3: The graph shows the transmitted light intensity through the analyser-polariser 
pair as a function of their respective angle a, the nominal diflFerence in angle for the two 
mounted polarisation filters.
Nevertheless, areas of enhanced intensity due to birefringence in the cross polarised images 
will be clearly visible.
In principle the polarised microscopy images, which are corrected with respect to the in­
homogeneous light illumination of each frame as described earlier in this section, can be 
normalised in terms of percent transmitted light intensity. It is then possible to subtract 
the “normal transmission” component from the polarised images, removing the effect of 
non-ideal polariser-analyser behaviour. In practise it turns out that the noise in the data, 
especially within the polarised images, which are acquired at a higher gain setting of the 
camera, will introduce errors in the final image in the order of 5 % to 10 %. Additionally, 
if the data sets are not acquired at exactly the same position it will be difficult to match 
the images exactly pixel by pixel, which is a further complication. The attem pt to correct 
for the “normal transmission” component, yielding images which are purely due to bire­
fringence effects did not reveal more insight, structure or pattern than the acquired data 
with crossed polarisers corrected only for the inhomogenous illumination of the frame area.
4.1.2 Lum inescence 
Photoluminescence
A laser is used to excite the luminescence of the sample under investigation. Its light is 
passed through a band pass filter to avoid contamination due to other emitted wavelengths.
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Figure 4.4: Sketch of the photoluminescence set-up
The mechanically chopped beam is reflected by a mirror and focussed by a convex lens onto 
the sample - under an angle of 45°. The laser spot on the sample was focussed manually 
as good as possible to maximise the spatial resolution. The set-up is shown in figure 4.4. 
The sample is mounted on a computer controlled horizontal X-Y stage, which can be 
moved with micrometre resolution. The mainly isotropically emitted luminescence light 
is focussed onto the slit of a single grating monochromator (Digikrdm CM 110/8) by two 
convex lenses. A band edge filter is placed in front of the entrance slit of the spectrometer 
to reject the strong intensity of the laser line. The intensity of the luminescence light 
is detected with a G a As photomultiplier (Hamamatsu R636 — 10) operated at —700 V. 
Its current output signal, which is proportional to the detected light intensity is fed into 
a EG&G 7220 lock-in amplifier, which will de-modulate the phase sensitive signal with 
respect to the reference signal provided by the mechanical chopper.
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Two different lasers and a corresponding set of band edge and band pass filter are used for 
the experiments presented in this work:
• A 20mW He-Ne laser with a wavelength of Xex = 632.8 nm is used in combination with 
a band pass filter which transmits light of 633 ±  10 nm. The band edge filter in front 
of the spectrometer removes any signal with wavelengths shorter than % 650 nm^.
• The alternative laser used for the luminescence measurements is a 25 mW semicon­
ductor laser with an excitation wavelength of Aex =  407 nm. The emitted power 
is roughly reduced to 50 % of the original value by the band pass filter, which has 
a transmission maximum at 405 nm and a width of 10 nm [202]. The interference 
band edge filter (LOT Oriel Ltd. 450FH90-25) has a sharp absorption edge for light 
with wavelengths below 450 nm^. The luminescence in the wavelength range between 
% 809 and 817 nm cannot be studied due to the second order diffraction peak of 
the laser light.
C athodolum inescence
The cathodoluminescence experiments were performed at room temperature using the 
Cameca SX 100 electron probe micro analyser at Strathclyde University, Glasgow. The 
luminescence spectra are acquired using a cooled CCD camera and corrected for the back­
ground noise and the response of the detection system. The spatial resolution can be 
optimised to 20 nm at low beam energies. In the experiments presented in this work, the 
electrons incident on the sample had an energy of 1 0  keV and typically beam currents of 
4 to 10 nA were used. The spatial resolution in this case is about 100 nm. The resolution 
in the data sets acquired in this work is limited by the pixel size of 2  /im x 2  fim.
4.2 Electrical characterisation
4.2.1 Current voltage characteristics
The voltage dependent steady state current flow I (U) through the samples has been mea­
sured using a Keithley 487 Ampère-meter, which was also used as the bias supply. The 
sample is connected in series with a 1 0  kD resistor to protect the circuit. All investigated 
samples have a considerably larger resistance of several Mfl and higher. Thus, the trends 
in the current voltage behaviour reflect the sample properties.
The temperature dependent measurements have been performed in a small continuous flow 
nitrogen cooled cryostat with a heatable sample stage. The pressure within that vacuum 
chamber is kept below 10“  ^ mbar to prevent condensation. Temperatures between 100 K 
and 320 K are reached in that system, with a stability of about ±0.5 K using an Oxford 
Instruments ITC 502 control unit.
^Many thanks to Hector Alva-Sanchez for the investigation of the absorption properties of the filters.
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4.2.2 Induced charge pulses using a-particles
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Figure 4.5: Illustration of the experimental set-up used for the induced charge measure­
ments
The same cryostat used for the acquisition of the temperature dependent current-voltage 
data has been used for the a-particle induced charge measurements.
The detector bias is applied through the charge sensitive pre-amplifier, an Ortec 142 A. 
The amplitude of induced charge pulses by the a-particles was measured using a standard 
set-up, which is illustrated in figure 4.5. The sample was irradiated through the biased top 
electrode using a "^^ ^Am source, which emits a-particles with an energy of 5.48 MeV. The 
activity of the source is 69 kBq and it was usually placed at % 5 mm distance from the 
sample surface. The pressure in the vacuum chamber is kept below 10“ ’^ mbar during the 
measurement to prevent a-particle energy loss. The output signal of the charge sensitive 
pre-amplifier is passed on to an Ortec 570 shaping amplifier. The amplitude of each pulse 
is digitised using a multi channel analyser (MCA) and a computer acquires the pulse height 
spectra (PHS). The presented PHS are usually normalised with respect to the acquisition 
time. Therefore, the intensity can be compared quantitatively between spectra acquired 
within the same data series. Geometrical effects due to small changes in the source position 
for spectra of different measurement series are not accounted for by this normalisation. 
The pulse amplitudes are calibrated in terms of charge collection efficiency (CCE) using a 
charge terminator with a capacitance of 1.87 pF. The reliability of this method has been 
confirmed by comparison of this calibration with the induced charge signals in a 1 0 0  % 
efficient Si-PIN diode. The average energy to create an electron hole pair W^hp in silicon 
is 3.6 eV [28] and Wehp — 13.2 eV for diamond [7].
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4.2.3 a-particle induced transient charge m easurem ents
The shape of the pre-amplifier output pulse can provide additional information about the 
charge carrier transport properties in the material, as discussed in section 2.2. Therefore, 
the induced pulse shapes were measured using the same set-up as shown in figure 4.5, using 
a digital oscilloscope (Tektronix TDS 3032), with a maximum sampling rate of 2.5 Gs/s. 
The oscilloscope was triggered by the shaping amplifier signal. The characteristics of the 
charge sensitive pre-amplifier used, will influence the acquired pulse shapes. Appendix B 
deals with the investigation of the device used during these measurements, an Ortec 142 A 
which showed a characteristic rise time of 23 ns and a decay time constant of 123 //s. These 
two time values limit the time interval in which acquired pulse shapes can be interpreted 
quantitatively without further processing. The digitised pulses from the oscilloscope are 
transferred to a PC and saved event by event as described by Wang et al [203].
90 % total amplitude
Q. t^otal
10 % total amplitude
10 % to 90 % 
rise time
bo% 9^0%
Time
Figure 4.6: Schematic of an induced transient charge pulse. The definition of the 10 % to 
90 % rise time is illustrated.
Once acquired into the PC, each pulse is baseline corrected by subtracting the average 
amplitude at the beginning of the pulse. The total pulse amplitude, Atotai in figure 4.6, 
is determined by the difference of the average amplitude for 1 0  sample points after the 
maximum amplitude is reached and the baseline. The 90 % amplitude position is the in­
terpolated position between two sample points where the 90 % amplitude is crossed and the 
next 5 succesive samples are above that same threshold value. Simultaneously, the 1 0  % 
amplitude position is determined as the last position within the array of samples, where 
5 consecutive samples are below the 10 % amplitude threshold. This algorithm tends to 
return negative values for the 10 % to 90 % rise times Tio%-9o% if pulses are affected by
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high frequency noise which is larger than 90 % of the pulse amplitude. It is therefore easy 
to reject those events in the analysis.
4.2.4 A nalysis o f de-trapping related charge transients in dia­
mond
The fast and the slow part of the transient pulse
For the special case of the diamond samples studied in this work, an algorithm has been 
developed for the offline pulse shape analysis, which is based on the assumption that the 
pulse shape can be split into distinct fast and slow parts, as shown in figure 4.7. The fast
10 % to 90 % slow 
I rise time ]
90 % slow amplitude 
90 % total amplitude
10% slow amplitude
Cl
‘to ta l
‘fast
10 % total amplitude ‘pream p '•10%
10% to 90 % 
irise time!
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Figure 4.7: Schematic of an induced transient charge pulse in diamond. The “traditional” 
definition of the 10 % to 90 % of the whole pulse and its modified application to the “slow” 
part of the pulse are illustrated.
signal is caused by the prompt current pulse induced by drifting carriers with a transit time 
Tr (see section 2 .2 ), which is expected to be below 50 ns, assuming a bias voltage of 50 V, a 
sample thickness of 0.5 mm and a mobility larger than 1000 cm^V~^s“  ^ (see section 3.2.1). 
In our samples, Tr is smaller or in the same order of magnitude than the rise time of the 
charge sensitive pre-amplifier. The slow contribution is caused by charge transport due to 
de-trapping phenomena on a longer timescale, as discussed in section 2.2.2. The duration 
of the fast part is determined by the time resolution of the pre-amplifier, which limits the
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observed 10 % to 90 % rise times to values above tpreamp ~  50 ns. The amplitude at that 
characteristic position tpreamp +  l^o % is defined as the fast amplitude A fast, illustrated in 
figure 4.7. The corresponding slow amplitude is simply calculated as the difference between 
the total amplitude and the fast one: Asiow = Atotai — A fast- The alghorithm determining 
the so called 10 % to 90 % slow rise time considers only the slow part of the pulse and 
passes it through the same rise time mechanism as described above.
Fitting the de-trapping time
If the charge carriers causing the slow part of the induced pulse shape de-trap only once 
during their passage through the detector, then the induced current is proportional to 
exp{—{t — to)/td )^  as discussed in section 2 .2 .2  where td represents the de-trapping time 
of the particular defect level observed. Using a linear approximation for the fast part, the 
pulse transient a(t), which is proportional to the induced charge Q{t), can be described 
as follows, where t = to is the time of the interaction of the radiation particle with the 
detector:
10  for t < totpreamp ^  to  <  t  <  to  R  tpreamp  (4.1)■^fast +  ■^slowO' ~  G X p (— ^ ^ ) )  f o r  t  >  to  P  tpreamp
W ith Atotai = A fast +  Aslow, It follows directly that for t >  to P tpreamp-
ln{Atotai ~  ^(^)) =  Aglow 4---------------=  const   (4.2)
To Td Td
Expression 4.2 provides a way to extract de-trapping time from the experimental pulse 
shape using a linear regression. The method is even valid, if the duration of the fast part
of the pulse is over estimated. The offline analysis allows the limiting of the considered
pulse length to a fraction of its total length. This reduces the effect of noise, which has 
a larger impact when a{t) approaches Atotai- Typically, only the first third of the slow 
part will be used in the offline analysis. Note that this method requires that the pulse 
amplitude saturates within the acquired time interval to determine Atotai- Additionally, 
the maximum amplitude has to be reached within a time significantly shorter than the 
decay time constant of the pre-amplifier. Otherwise the decay time will introduce a sys­
tematic reduction in Atotai- In both cases the amplitude will be under estimated, which 
usually leads to an under-estimation of the fitted de-trapping time. The value reflects 
the agreement between the experimental data and the prediction made by the fit.^ It is^Assuming a set of experimental data yi with i =  l. . .n  points and the corresponding fitted values 
then is defined as;
yields 1 for a perfect agreement between the fitted and experimental data and 0 if there is no correlation 
between the two.
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assumed that if < 0.4 then the data set does not resemble (usually due to noise) an 
exponential behaviour and the result is rejected in the analysis.
Limits to the interpretation of the fitted de-trapping time
In the previous section, a method to fit the de-trapping time from a transient induced charge 
pulse has been presented. This interpretation of the fitted parameter as the de-trapping 
time, is based on the assumption that each charge carrier is trapped and re-emitted from 
a trap only once (see section 2.2.2). It is expected (see section 3.2.2) that at least two trap 
levels are necessary to explain the pulse shapes observed in diamond, which exhibit a slow 
component. Therefore, induced pulse shapes have been simulated using a two trap type 
model proposed by Marinelli et al [204]. The basic idea of that model is as follows: There 
are traps in the material, which will not re-emit charges during the observation time (e.g. 
maximum % 100 fis) of the experiment. They are called “deep” traps in this context and 
labelled “A”. A second type of shallow traps, labelled “B” , does thermally re-emit charge 
carriers with a characteristic de-trapping time tbd- The mean lifetime r  of a free charge 
carrier is determined by the trapping time of both traps, such that r~^ =  4- Tg ^  and is
independent of time. This means that the filling of a few traps does not significantly affect 
the trapping times involved in the process, i.e.priming is not taken into account.
The considered device is a sandwich structure. For the simulation of the induced charge 
transient, its thickness d is divided into a fixed number of k layers. The free charge carriers 
present in a layer rii travel through the 2^^  slice of material during the time interval A t  and 
induce the corresponding charge. Expression 4.3 describes the change of free charge carrier 
concentration rii{t) in each layer i for the successive iterations, taking into account the 
trapping and movement of charge carriers, as well as their release out of shallow trapping 
centres. The concentration of filled shallow traps is given by n f .
rii{t) = rii-i{t -  At)  exp ( -  ( —  4- — 1 1  -t- nf_i{t -  At)  exp ^
t a  t b  J  J  \  Tb d
hf{t )  = rii{t — At)  ^ 1  — exp —nf { t  — At)  exp ^ (4.3)
All time constants introduced in the model are only defined with respect to At, which is 
the transit time Tr/k of the charge carriers through one layer and therefore will depend on 
the device thickness, the mobility and the electric field. For the purpose of this evaluation 
A t  is set equal to 1 . Two simulated example pulses, using A: =  50 layers, are displayed in 
figure 4.8 a). The respective set trapping and de-trapping times are indicated in the plot. 
Figure 4.8 b) displays the corresponding fit. In the case of the black curve, the trapping 
time tj5 , for the shallow trap, is much longer than the transit time through the whole device 
Tr. Thus, most charge carriers will de-trap from a shallow trap only once and accordingly, 
the fit procedure returns the expected value in a reasonable agreement. Unfortunately, 
the fit of the grey curve is just as convincing, although the analytical expression should 
not be a pure exponential anymore. The fit result is a factor of two larger than the set
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de-trapping time. This apparent elongation is caused by multiple de-trapping, very likely 
to happen as the trapping time is 1 0  times shorter than the transit time Tr. 
Unfortunately, this means, that it cannot be concluded from a reasonable looking fit of the
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Figure 4.8: a) Two simulated transient induced charge pulses are displayed. The black 
curve represents the case, where the assumption that each carrier de-traps only once, is 
valid. The grey curve is an example of multiple trapping and de-trapping events, b) The 
fit for the two pulses using the algorithm described in the previous section 4.2.4 are shown.
data that the conditions for equation 4.2 are met. But, in the case of multiple de-trapping, 
the observed transient charge pulse and its apparent time constants, will change with the 
transit time Tr and thus with the applied bias voltage. This should not be the case, if 
equation 4.2 is valid. Figure 4.9 gives an overview of the discrepancy between the fitted 
de-trapping time tbd and the set value for a device divided into 50 layers, e.g. Tr =  50. 
It confirms the above statement that for a good estimate of the de-trapping time tbd  ^ the 
shallow level trapping time tb should be longer than the carrier transit time T .^ The figure 
also reveals that, in general, the observed tbd will be an over estimation of the true value. 
Additionally, it demonstrates that the fit result does not strongly depend on the trapping 
time ta associated with the trap concentration and capture cross section of deep traps, as 
long as Ta exceeds the transit time of the charge carriers.
So far, the algorithm does not use the fast pulse amplitude A fast, which contains informa­
tion about the ratio of the total trapping time to the transit time. Maybe its application 
and quality could be improved by finding ways to include this information into the fitting 
procedure.
The fitting algorithm developed for this work has the potential to provide an automated 
method to extract the de-trapping time of shallow traps, using induced charge transient 
pulses. It could become a very useful tool for the analysis of spatial resolved ion beam in-
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Figure 4.9: Summary of the comparison between the fitted tbd parameter and the “true” 
number introduced into the simulation of the pulse shapes. The transit time of the charge 
carriers is 50.
duced charge measurements. The limitations of the method have to be taken into account 
in the interpretation of the extracted data.
4.3 IBIC at the Surrey M icrobeam  
4.3.1 A ccelerator and M icrobeam  chamber
The Microbeam line at the University of Surrey is attached to a 2  MV Tandetron accel­
erator from High Voltage Engineering Europe. It shows stable characteristics for the ion 
energies and the extracted beam currents [205]. The beam is focussed using a quadrupole 
triplet from Oxford Microbeams Ltd. [206]. The vacuum pressure in the chamber during 
the measurements is kept below 1 x 10“  ^ mbar. The samples are mounted on a copper 
cold finger, which can be cooled with liquid nitrogen. The temperature of the holder is 
monitored using a platinum thermo-resistor. Additionally a heating device is fitted to the 
sample stage, so that it allows computer controlled temperatures to be set in the range of 
100 K to 300 K. A schematic top view of the Microbeam chamber is shown figure 4.10. It 
is equipped with an X-ray detector to detect FIXE and a Silicon surface barrier detector 
for the detection of back scattered ions. STIM is implemented by a Si-PIN diode mounted 
on the back of the chamber next to the Faraday cup, which is used to estimate the beam 
current.
During normal operation, the beam raster scans quickly over the sample in the vertical
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Figure 4.10: Sample chamber at the Microbeam, diameter(outside) % 21 cm
direction and slowly horizontally. The two scan axes are not perfectly perpendicular to 
each other, due to a small misalignment. This makes the acquired images appear slightly 
distorted in some cases. A maximum of 256 x 256 pixels per map can be recorded. The 
beam size is usually determined by scanning a copper grid of either 25 //m or 12.5 /im pitch. 
The intensity of the copper signal in an RBS or a PIXE spectrum increases while the beam 
is moving from an “empty” space onto the copper of the grid. The beam spot size is defined 
by the distance in which the intensity increases from 10 % to 90 % of its maximum value. 
Typically, the beam spot has a rectangular shape with dimensions between 3 and 4 fim. 
The beam current used during an IBIC experiment is in the order of femtoAmpere, which 
is not sufficient to acquire a RBS or a PIXE spectrum with sufficient statistical significance 
to determine the beam size in a short time. So the beam size is determined using higher 
beam currents and the beam is afterwards reduced in size by closing the object slits in the 
beam line. Therefore it is possible that the actual beam size of the IBIC experiment is 
significantly smaller than the measured maximum size.
4.3.2 IBIC
The electronic chain for a conventional IBIC experiment is similar to the set-up described 
for the a-particle induced pulse height spectra illustrated previously in figure 4.5. The
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sample is connected to an Ortec 142 A charge sensitive pre-amplifier which is mounted 
directly outside the sample chamber. The output of the pre-amplifier is then fed into a 
shaping amplifier (Ortec 572) and the pulse amplitudes are digitised by a multi channel 
analyser (MCA). Simultaneously, the pulse height of an event and the X-Y position of 
the beam scanning unit are recorded. Pulse height images are calculated by averaging 
the recorded pulse heights in each pixel using the Omdaq software [207]. These mean 
amplitude images are calibrated in terms of CCE using the same method as mentioned in 
section 4.2.2.
In contrast to analogue IBIC, digital IBIC is able to maintain the time resolved information 
of each induced charge pulse shape. The charge integrated pre-amplifier output signal is 
passed through an Ortec 579 fast filter amplifier and then the pulse shapes are digitised 
using an Acquiris digitiser with a maximum sampling rate of 500 MS/s, e.g. a 2  ns minimum 
time interval between two samples [60]. The data is stored event by event. Thus, digital 
IBIC offers the spatially resolved version of the induced transient measurements mentioned 
in section 4.2.3. The digital IBIC system can process the incoming events up to 1000 times 
faster, than the a-particle laboratory system, which is necessary to take advantage of the 
higher event rate of the ion beam compared to the ^^^Am a-source. The high processing 
speed is possible due to a high speed bus connection, which transfers waveforms from the 
digitiser to the PC in real time [60]. The number of sample points per waveform is lower 
than in the laboratory system and results consequently in a lower resolution and precision 
of the digitiser system compared to the digital oscilloscope. All IBIC images shown in this 
work (CCE, fiT and rise time maps) are colour coded with a linear scale.
4.3.3 M obility-lifetim e im aging
The intrinsic material property which determines the CCE of a detector is the mobility­
lifetime product {fxr) of the charge carriers (see section 2.2). Thus, it is useful to determine 
this property, as it is independent of the experimental conditions (like bias voltage, detec­
tor thickness or the type of radiation used for the characterisation). The mobility-lifetime 
product is therefore an indicator of the material quality and can be compared across differ­
ent devices and geometries. In the case of irradiating one contact of a sandwich electrode 
structure, the interaction depth of the incident particles, x, can be much smaller than the 
detector thickness d. Typically, the range of the incident ions in an IBIC experiment is in 
the order of tens of microns. In this case, the induced charge signal is dominated by the 
charges drifting to the electrode opposite the irradiated one, if d is sufficiently large.
The Hecht equation (equation 2.11) can be simplified for a homogeneous electric field 
E  = V/d. In the case of cathode irradiation, which gives an induced signal sensitive to 
electron transport, the CCE is related to /ig'Te by equation 4.4.
1 - (4.4)
CCE images can be measured as a function of bias voltage in a standard IBIC set-up and 
thus it is possible to fit the simplified Hecht equation in each pixel to experimental data.
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yielding /XgTe maps. An algorithm was developed to process averaged pulse height maps of 
the Omdaq software [207] acquired at different bias voltages. These images are calibrated 
into CCE images (see section 4.2.2). The simplified Hecht equation is then fitted using a 
Levenberg-Marquard algorithm [208] in each pixel position, yielding spatially resolved jir 
images.
4.4 Example: IBIC analysis of Cadmium Zinc Tel- 
luride
4.4.1 Electron m obility-lifetim e product ( R e ^ e )  im aging
covered with 
gold contact
CCE 1%
Figure 4.11: CCE images at a bias voltage of —250 V: at a) 3 mm x 3 mm scan at 296 K 
(the indicated areas are used for further analysis in section 4.4.2; b) 270 fim x 270 /im 
scan of the indicated area in c) at 250 K; c) 3 mm x 3 mm at 250 K.
A commissioning experiment was performed to test the performance of the IBIC /ir  imaging 
algorithm using a Cadmium Zinc Telluride device. The detector grade CdiZuo gTeo  ^ single 
crystal was analysed with 2.05 MeV a-particles at the Surrey Microbeam. A 5 mm x 5 mm 
square gold contact was evaporated on the top and a planar contact on the back. The cur­
rent voltage data showed ohmic behaviour and the sample was irradiated through the 
negatively biased top contact. The average energy necessary to create an electron hole 
pair in CZT is 4.4 eV [61, 209]. This value has been used for the calibration of the charge 
collection efficiency maps acquired between —50 V and —250 V in steps of 50 V at 296 K 
and at 250 K. The energy loss of the incident ions in the gold contact is negligible, they 
lose only some 10 keV in the thin layer. The range of the a-particles is 4.7 /im according
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to SRIM [35, 36] and the sample had a thickness d = 700 /im. Thus the condition x d 
for the simplified Hecht equation is fulfilled. During the measurement, the beam scanned 
over a 3 mm x 3 mm area and one scan at higher spatial resolution was acquired with 
a 270 /im x 270 /im scan size. The ion beam raster scanned over the sample surface at a 
rate of 500 /is/pixel. It moved vertically up and down at a fast rate and progresses slowly 
from the left to the right end of the scan area and back.
Figure 4.11 shows the CCE images of the sample biased at —250 V. The main features 
are the same for all bias voltages. The contour of the contact area is clearly visible, as 
well as a long vertical scratch across the left hand side of the contact area, which can be 
seen by eye on the sample. Additionally, all images show a regular grid of small, low CCE 
spots, about 1 mm apart. They originate from mechanical damage of the sample before 
the deposition of the contact, due to a probing procedure. The higher resolution image 
in figure 4.11 (c) clearly reveals three separate dots. Apart from these damaged regions,
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Figure 4.12: Pulse height spectra of the 3 mm x 3 mm scan area at the indicated bias 
voltages, the inset shows the FWHM/peak centroid at a) 296 K and b) at 250 K.
the spatial distribution of CCE across the device at 296 K is very homogeneous. The 
CCE generally decreases over the whole area with reducing bias at both temperatures, as 
expected by the Hecht equation. Reducing the temperature also leads to a reduction of 
CCE over the whole area, but instead of the evenly distributed values at 296 K, the images 
indicate a weak increase from the left to the right hand side.
The pulse height spectra obtained from the whole scanning area are shown in figure 4.12. 
They show various features corresponding to different regions of the sample. The full width 
at half maximum (FWHM) of the main peak is constant at both temperatures at bias volt-
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ages from —250 V to —150 V and increases at lower bias values. The resolution (FWHM 
over the peak position) degrades from 1.2 ±  0.2 % at high biases to 4.6 ±  0.4 % at —50 V 
at 296 K and from 3.6 ±0 .4  % to 6.1 ±  0.6 % at 250 K respectively. Schlesinger et al [210) 
report that the resolution of a CZT detector in 7 /X-ray spectroscopy is not affected by 
variations in electron drift length Ae within 1 0  %, if Ag is large compared to the detector 
thickness. This corresponds to our constant resolution observed at 296 K between —250 V 
and —150 V, which corresponds to Ag between 1.7 mm and 1 mm. A separate set of data 
was acquired with the polarity of the bias reversed, so that the ion beam irradiated the 
anode. In this configuration, where the observed signal is due to hole transport in the CZT, 
hardly any pulses were observed above our MCA threshold. This behaviour is expected 
since the charge collection length Xh of holes is short compared to the thickness of our 
detector, due to the small jdhTh [2 1 0 ].
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Figure 4.13: Peak centroids of the pulse height spectra in figure 4.12 versus bias voltage, 
acquired from all pixels in the IBIC images. The lines show fits to the Hecht equation 4.4.
Figure 4.13 illustrates the Hecht fitting procedure. It shows the CCE in % calculated from 
the peak centroid positions, from the pulse height spectra in figure 4.12. These centroid 
positions give the averaged CCE of the detector at the corresponding bias voltage, the 
error in the mean peak position is less than 0.1 % CCE. The analogue threshold of the 
detection system was at 8  % CCE. Additionally, the fit to the Hecht equation with the 
resulting averaged //gTg value over the whole detector area is shown. /rgTg and thus CCE 
is clearly reduced at the lower temperature. The electron mobility in CZT is expected 
to increase at lower temperature in this temperature range [210, 211). It follows that the 
reduction in product must be caused by a reduction in electron lifetime.
Figure 4.14 shows the calculated //gTg images of the device at 296 K and 250 K respectively. 
Every CCE value in each pixel used for the fit is the average of approximately 40 events.
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Figure 4.14: //gTg image of the CZT device at 296 K and 250 K
Pixels which do not provide a good fit have high values are set to zero and shown in 
black. Typically they occur in low efficiency regions, were only a few events are registered 
above threshold. At 296 K, the CCE reduces approximately by 5 % between —250 V and 
—50 V. Therefore, the data is more sensitive to statistical fluctuations, which can be of the 
same order of magnitude; leading to larger differences in the fieR of neighbouring pixels. 
These fluctuations have no physical significance. At the lower temperature, the reduction 
in CCE with voltage is stronger and small statistical fluctuations have less influence. The 
//gTg images look very similar to the CCE images of the same sample. They show the 
right corner of the gold contact. In general, the /igTg distribution is very homogeneous in 
this sample. It increases slightly at the right edge of the 250 K image, which is due to 
a trapping/de-trapping effect, which will be discussed in the following section 4.4.2. In 
general, //gTg reduces from % 4.7 x 10“'^  cm^V"^ to % 25 % of its room temperature value, 
1.2 X 10““^ cm^V“  ^ at 250 K.
4.4.2 D e-trapping effect observed at 250 K
P rim in g  due to  th e  ra s te r  scanning  p a tte rn  o f th e  ion beam
The left part of figure 4.15 shows the pulse height spectra extracted from the area indicated 
as 1 ) in figure 4.11 a), at a bias voltage of —250 V, measured at 250 K. Two separate peaks 
are clearly resolved. This effect cannot be found in the region marked as 2 ), in which only 
the lower CCE peak is observed. Further analysis revealed that the lower CCE peak occurs 
when the beam irradiates the indicated area for the first time after a longer pause (more 
than % 30 s) of having been irradiated previously. Higher CCE events occur, when the 
beam has just passed over the area once, turned direction at the end of the scan area and 
hits the same area again within a few seconds at 250 K. This effect was observed in all
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Figure 4.15: Pulse height spectra of a single movement of the beam over the sample 
area, resolved in the two different directions of scanning movement of the ion beam: left: 
extracted from area 1) indicated in hgure 4.11 a); right: extracted from the indicated area 
as shown in the inset of the 270 fim x 270 /im data
data sets measured at 250 K. The right graph in hgure 4.15 shows that it also occurs in the 
smaller area scan, although less pronounced. For measurements taken at 296 K no separate 
peaks could be resolved. This indicates priming of the material by the ion beam, due to 
hlling of electron traps, which will release the electrons with a de-trapping time td  in the 
order of several seconds. The beam initially hlls electrons traps, which are inactive when the 
beam passes over the same area within a short period of time again. The electron lifetime 
is enhanced in this case compared to the hrst irradiation and consequently, the CCE is 
improved too. Fitting the two peak centroid positions yields an increase of //gTg from 1.1 x 
10“  ^cm^V“  ^ to 2.0 X 10“‘i cm^V“ .^ Medunic et al [61] also suggest an electron trapping/de­
trapping mechanism to be responsible for a changing signal amplitude with measuring time 
[61]. Due to the dependence of CCE on previous irradiation, the trapping/de-trapping 
mechanism determines also the resolution of the device. De-trapping in the order of tens 
of microseconds has been observed in the induced charge pulse shapes (see section 2 .2 .2  
and section 4.2.3) obtained from CZT detectors by several groups [61, 212].
Toney et al [213] calculated the variation of resolution with temperature taking into account 
the changes in band gap and leakage current, neglecting trapping effects. They predict 
250 K as a better operation temperature for CZT compared to 296 K. The result of our 
study shows that the resolution is potentially degraded and dose rate dependent at 250 K 
due to trapping/priming effects [63].
A nalysis of th e  tim e  dep en d en t C C E
The following section interprets the observed change in CCL depending on the time passed 
since the last irradiation. This discussion uses a modified version of a model used by 
Marinelli et al [50]. The model is based on equation 2.13, which gives the emission rate
4. EXPERIM ENTAL SET-UP  58
of one trap type at a fixed temperature, to explain the change in CCL. The paper by 
Marinelli et al describes the effect of filling deep hole traps in diamond using a ®°Sr (5- 
source until the CCE is saturated. This means that all deep traps, throughout the device, 
have been filled. Then, the subsequent decrease in CCE with increasing time after the 
priming process is observed and analysed. In our case, there is a major difference. We 
cannot assume that all deep traps involved in the process are filled after the ion beam 
has irradiated the scan area once. Assuming a constant concentration n of the observed 
trap throughout the material, the concentration no of traps filled by one ion impact on 
the detector should be the same for all events at a fixed electric field E,  as the number 
of created charges in each event is the same. The very homogeneous CCE distribution 
observed during the room temperature experiments, justifies this approach of comparable 
conditions over the scan area, excepting the damaged spots.
The change in CCE with previous irradiation will be treated as a change in the electron 
lifetime Tg, which means that the mobility and the electric field are not affected by the 
priming. The number of active trapping centres n{t) increases with the time difference t 
from the previous event and can be derived from the expression for the emission rate 2.13 
as:
n{t) = n — fiQ exp f —— J (4.5)
The capture cross section of that trap will be represented by a. Additionally, a second 
type of trap is introduced into the model, having a concentration ub and a capture cross 
section ajg. This shallow trap B has a de-trapping time that is too fast to be observed 
within the time regime analysed; in other words, Ub is considered to be a constant active 
trap concentration for all events and accounts for the fact that even in a completely primed 
state, the CCE may not reach 100 %. The resulting electron lifetime Te{t) can be written 
as:
t -
n  — no exp  I  +  crgng (4.6)
Multiplying that expression with the mobility and the electric field involved gives as the 
mean free electron path Ag as a function of time.
Ag =  /igTgE =  a ( n - f i Q  exp ( ~ ~ j  j  +  (^ b ^ b (4.7)
' t^h
The mean free electron path for  ^=  oo can be described using the following expression:
Xoo = K { t  = oo) = aBfÎB]~^ (4.8)
Vth
During the analysis, the lower CCE value observed when previous irradiations have been 
more then 30 s ago, will be used to determine Aqo- Combining equation 4.7 and 4.8 yields 
an exponential relationship, which allows us to estimate the de-trapping time
1 1 m^Ao (4 ,9 )
A(x> Ag PeE \  To
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Equation 4.10, illustrated in figure 4.16 is derived from the Hecht equation (see section 2 .2 ) 
by approximating the transit distance for the electrons as the device thickness.
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Figure 4.16: Relationship between the CCE and the mean drift length Ag as expressed in 
equation 4.10 with d = 0.7 mm.
CCE =  I 1 -  exp
A. d 1 — exp M -  CCE =  0 (4.10)
A horizontal slice through the centre of the CCE images acquired at 250 K (see fig­
ure 4.11 c)) was extracted for each voltage and converted in terms of Ag by applying 
the Newton Raphson procedure for the numerical determination of the zero positions of 
function 4.10 [214]. The x-pixel position can be translated into the time difference to the 
previous irradiation using the beam scan rate. Only the beam direction moving from the 
right hand side towards the left was analysed. It was not possible to see the effect in the 
opposite direction, which is expected to be more difficult, because on the left hand side of 
the scan area, the beam is not irradiating the contact of the sample any more; the resolu­
tion was less good in this case as well, due to a software problem occurring in the offline 
analysis. The resulting electron mean free path as a function of the time passed since the 
previous irradiation is shown in figure 4.17. It is not clear why the initial electron mean 
free path at the turning point of the beam is reduced. The reason could be a polarisation 
effect due to the previous irradiation, which reduces the effective electric field. The scatter 
in the Ag values becomes more pronounced as Ag becomes much greater than the sample 
thickness. In this case small errors in the CCE will introduce a large error in the determined 
electron mean free path. Figure 4.18 shows an example of the fitting procedure, where the
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Figure 4.17: The experimental determined electron mean free path as a function of the 
time passed since the last irradiation.
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Figure 4.18: The natural logarithm of versus time passed since the previous
irradiation for the bias voltage of — 1 0 0  V. The line shows the regression through the data 
points. The gradient of the fitted line is equal to —T^h
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—100 V data set is fitted to equation 4.9. The errors shown only reflect the scatter in the 
data around the regression line. The CCE in the “non primed” state (CCEqo) and the 
corresponding mean drift length Ag are input parameters used in the fits to determine td- 
The statistical error in the CCEqo peak position is negligible. These parameters and the 
results are listed in table 4.1. The extracted de-trapping time td is sensitive to the time
Voltage[V] CCE^[%] Aoo[mm] t d [s ]
-5 0 70.1 0.92 9.9 ± 0 .6
- 1 0 0 78.5 1.39 6.3 ±  0.3
-150 84.5 2 .0 2 6.3 ± 0 .3
- 2 0 0 89.6 3.14 8.3 ± 0 .4
-250 91.9 4.08 1 1 .0  ± 1 .0
Table 4.1: Summary of the parameters and the results of the linear regression to equa­
tion 4.9
250  K 
296  K
0.2 0.3 0.4 0.5 0.6 0.70.0 0.1 0.8 0.9 1.0
Activation energy  [eV]
Figure 4.19: De-trapping time as a function of an electron trap activation energy in CZT 
at 250 K and 296 K for capture cross section oî a = 10“ °^ cm~^, 10“ ^^  cm^ and 10” °^ cm^ 
calculated using equation 2.13.
chosen, where the data is started to be taken into account for the fitting procedure. The 
considered time interval was 3 to 20 s in all cases. The de-trapping time can be estimated 
around 6  to 11 s at 250 K in this CZT sample. The fit result for decreases from
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1.5 X IQ-'  ^ cm“  ^ to 7 X 10“  ^ cm“  ^ from the —250 V to the —50 V data. It is influenced by 
the electric field E  and by no, the number of traps filled initially during the priming. The 
value of no is expected to be smaller at higher voltages, as the electron velocity increases 
and less charge carriers are trapped into the considered trapping/de-trapping centres. 
Figure 4.19 exhibits a visualisation of equation 2.13 for the case of an electron trap in 
CZT, where the effective mass of electrons is 0.118 rrie [210]. Different capture cross sec­
tions a result in parallel lines in this semi-logarithmic plot. Typical capture cross section 
for traps identified in CZT by PICTS vary between 10“ ®^ cm“  ^ and 10“ ^^  cm“ .^ If this 
range also applies to the trap observed in the IBIC experiment, than it follows with td  
around 6  to 11 s at 250 K that the activation energy is in the range of 0.5 eV to 0.7 eV 
according to figure 4.19. Unfortunately, it is not possible to extract a more exact activa­
tion energy value of the observed electron trap. Thus, it is hard to correlate it to one of 
the reported electron traps in the literature with activation energies between 0.1 eV and 
1 .1  eV [215, 216, 217, 218]. However, the present data and its analysis show that IBIC 
could be used for the analysis of trap activation energies, if more data sets at different 
temperatures were acquired. This could, in combination with PICTS data, allow the iden­
tification of the trap level which affects the CCE of the device most strongly.
In conclusion, it has been shown that temperature dependent IBIC imaging is a useful tool 
to extract spatial resolved information about the influence of trapping and de-trapping on 
the detector performance.
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5 Polycrystalline CVD diamond
Two independent experimental series on undoped polycrystalline CVD diamond detectors 
are discussed in this chapter. Firstly, the temperature dependence of the IBIC signal 
acquired from a coplanar electrode structured device is investigated. Coplanar electrode 
structures show better charge collection efficiencies compared to sandwich electrode con­
figurations produced from the same source material, due to the increasing crystallite size 
and quality on the growth surface of the CVD diamond [219]. The geometry of the inter- 
digitated electrode structure causes an inhomogeneous electric field distribution through 
the material [219]. The combination of this inhomogeneous electric field and charge trap­
ping at grain boundaries results in a non-uniform CCE distribution over the detector 
area [107, 2 2 0 ]. This investigation extends those studies of the spatial CCE distribution 
by varying the temperature between 130 K and 296 K. The changes in the CCE are not 
only temperature induced, but also affected by priming and/or polarisation during the 
experiment. This inhibits a quantitative analysis of the temperature dependent CCE. 
Qualitatively, the CCE is reduced at lower temperatures. It is suspected that this reduc­
tion in collected charge is due to a smaller contribution of thermally re-emitted charge 
carriers to the signal.
The second part of the chapter concentrates on induced charge pulse heights and tran­
sient charge pulses obtained from a polycrystalline detector with electrodes in a sandwich 
configuration, studied as function of bias voltage and temperature in the range of 200 K 
to 320 K. It is found that thermally activated de-trapping plays a significant role for hole 
transport dominated pulse shapes and an activation energy of 0.38 ±  0 .0 2  eV is estimated. 
Unfortunately, no direct evidence about the spatial distribution of these traps, whether 
they are present in the bulk of crystallites or concentrated at grain boundaries, could be 
gained from that device, due to strong polarisation under ion beam irradiation.
5.1 Temperature dependent analogue IBIC in a copla­
nar device
The aim of the experiment presented in this section is to study the temperature dependence 
of charge transport in a polycrystalline CVD diamond detector with a coplanar electrode 
structure. The device was fabricated on the polished top surface of a free standing film. 
The electrode structure consists of 100 /zm wide evaporated Or/An strips with 100 /zm
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spacing between them. The current voltage characteristic of the device at room tempera­
ture shows ohmic behaviour [107]. Previously, spatially resolved CCE and CL studies at 
room-temperature on this type of detector had shown its suitability for IBIC experiments 
without indications of polarisation or priming under ion beam irradiation. The device 
demonstrated good charge transport within the crystal grains of the material, resulting in 
large CCE values in those crystallites which bridge two adjacent electrodes [107, 220].
5.1.1 R esults and discussion
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Figure 5.1: CCE images of the sample at a bias voltage of —250 V at 296 K, a) Overview 
scan size; b) investigated area
The sample was investigated at the Surrey Microbeam using 2.05 MeV a-particles with a 
beam size of less than 3 /zm x 4 /zm. Analogue IBIC data was taken at 296 K, 250 K, 
202 K, 151 K and 130 K. The temperature was stable within ±5 K. Each IBIC image was 
acquired at a bias voltage of —250 V for about 20 minutes. The threshold to reduce the 
influence of electronic noise in the experiment was set at 25 % CCE. The shaping time of 
the shaping amplifier was kept constant at 0.5 /zs.
Figure 5.1 a) shows an overview scan of the sample. The electrode structure of the device 
is clearly visible. In figure 5.1 b) a higher resolution scan of the area indicated in a) at 
296 K is shown. It is not clear if two or even more larger crystallites give rise to the 
observed structure in the centre of the image. Due to the coplanar electrodes, the electric 
field between them is not homogeneous, but strongly enhanced at the edges of the metal 
strips [219], which coincides with the positions of the maximum CCE within the crystal­
lites. Values between 80 and 90 % CCE are reached. The fact that the CCE is maximised 
at the electrode edges was confirmed in another crystallite of the same device [118].
Figure 5.2 a) shows the change of the CCE with temperature along a line joining regions A 
and B. The plot demonstrates that not only the maximum values decrease, but also that
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Figure 5.2: a) Line scan of the CCE through the region A and B indicated in figure 5.1 b) 
at different temperatures, the data sets indicated by (2 ) are taken during the warming up 
of the sample opposed to cooling down; b) The maximum CCE reached in the areas A and 
B as plotted as a function of temperature. The arrows indicate the order in time in which 
the data was taken.
the area of high CCE reduces and becomes narrower at lower temperatures. This effect 
was clearly visible in all the corresponding maps as well and confirmed the general trend 
towards lower CCE values over the whole map area at reduced temperatures. The maxi­
mum CCE reached in region A and B, shown in figure 5.2 b), does not strongly change, 
but the reduction of CCE at lower temperatures is visible.
The efficiency distribution acquired at 296 K as last measurement did not completely re­
produce the data set acquired at the same temperature at the beginning of the series. 
However, the deviations between these two data sets are smaller than the observed tem­
perature induced changes in the detector response. The separate analysis of the beginning 
and the end of each data file, representing the first and the last few minutes in each mea­
surement, did not show significant degradation during the acquisition time of about 2 0  
minutes. Priming or polarisation might have taken place during the initial set-up of the 
sample position, which was not recorded permanently. Due to the movement of the sam­
ple with changing temperature, induced by the thermal expansion and contraction of the 
holder, it was necessary to adjust the sample position after each temperature change.
Still, the degradation of charge transport properties is at least partly due to the reduction 
of temperature and was confirmed in a second crystallite of the same device [118]. The 
average applied held strength during the experiment was 2.5 x 10  ^ Vcm~^ and saturation 
of the carrier velocity is not expected below % 10^  Vcm“  ^ [5, 7]. However, due to the 
inhomogeneous electric held, saturation of the carrier velocity might occur locally. The 
mobility in diamond increases at lower temperatures [5], which should lead to an increase 
of CCE. So a stronger mechanism must inhuence the lifetime of the charge carriers in the
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investigated sample. According to the interpretation that the structure in the CCE image 
reflects the response of one or two big crystallites in the material, the change in lifetime is 
an intra-crystalline phenomenon. This interpretation is consistent with a report by Tan- 
imura et al who observed an increase in CCE with temperature in a single crystal from 
room temperature up to 341 K. The authors of that study attribute the increase in CCE 
to de-trapping [2 2 1 ]. Additional support for the assumption of de-trapping is given by a 
simulation of temperature effects on the response of an interdigitated electrode diamond 
structure. The simulation predicts an increase of CCE by a factor of 1.5 by increasing 
the temperature between 500 K and 1100 K for a trap level with 0.5 eV activation energy 
due to enhanced de-trapping [222]. The change in CCE can occur at lower temperatures 
if the activation energy of the trap level is smaller. De-trapping from a hole traps with 
an activation energies of 0.35 ±  0.02 eV has been reported by Marinelli et al [146], which 
results in de-trapping times of a few hundred nanoseconds at room temperature. Release 
of charge carriers out of shallow levels within similar timescales has also been reported in 
another polycrystalline device [203] and even in single crystal material [122]. The latter 
supports the hypothesis of the “in-grain” nature of the effect.
In conclusion, a decrease of charge collection efficiency with decreasing temperature has 
been observed within a polycrystalline CVD diamond detector with a coplanar electrode 
structure. Slow release of charge carriers from traps at reduced temperatures is thought to 
be responsible for the reduction in CCE values in this experiment due to the short shaping 
time of 0.5 /as used. Hole traps present in the bulk material with de-trapping times in the 
relevant time and temperature interval of a few hundred nanoseconds at room temperature 
are published in the literature [122, 146, 203]. The charge collection efficiency can also be 
affected by a varying effect of temperature on the priming/polarising behaviour of the 
sample, depending on the spatial defect distribution in the sample. This complicates the 
interpretation of the data and inhibits a more quantitative analysis of the presented data 
set. It illustrates the complexity of the parameters affecting charge transport in diamond.
5.2 Temperature dependent a-particle induced charge 
measurements
Several authors have shown that particle induced charge pulses in diamond detectors are af­
fected by re-emission of charge carriers out of shallow traps at room temperature [122, 146]. 
Re-emission of holes out of a shallow level with an activation energy of 0.35 ±  0.02 eV was 
observed in a not intentionally doped, fully primed, polycrystalline device [146].
The aim of this study was to investigate, if a similar trap level affects the detector signal of 
the sample shown in figure 5.3. For this purpose, d-particle induced pulse height spectra 
and pulse shapes have been acquired as a function of applied electric field and tempera­
ture. In principle the information gained by this type of experiment can be acquired with 
spatial resolution of a few micrometre in a digital IBIC measurement. This would enable
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a correlation of the re-emission seen in the transient charge pulses to the grain structure 
of the diamond material and thereby confirming, if the shallow traps are more strongly 
concentrated at the grain boundaries or in the bulk material of the crystallites.
Induced pulse shapes have been studied as a function of bias voltage and temperature 
in an undoped polycrystalline diamond detector. Circular contacts of 6  mm diameter have 
been fabricated on the substrate and the growth surface of the non-polished 50 /im thick 
film. The crystallite size on the growth surface is typically about 15 fim. The device can 
be seen in figure 5.3.
Figure 5.3: Photograph of the device^
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Figure 5.4: Raman spectra of two different sample positions are shown^
^Photograph taken by S.G. Wang
^Thanks to J.L. Thomas from the Polymer Research Centre for these measurements.
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The sample was characterised with Raman spectroscopy, using the excitation wavelength of 
782 nm of a Ga/Al/As laser. No graphite or amorphous phases have been found using that 
system. The diamond Raman peak width varies slightly with sample position. Two typical 
examples with FWHM of 5.4 cm“  ^ and 6.3 cm“  ^ are shown in figure 5.4 a). Although the 
Raman peak width is larger than the ones observed in very high quality samples of less 
than 2.5 cm~^ (see section 3.3.1), the material quality is expected to be good, due to the 
absence of non-diamond carbon phases. The excitation wavelength used is expected to 
be very sensitive to those [165] and yet no signal above the luminescent background was 
found at the wave number shift characteristic for amorphous carbon at 1360 cm“  ^ or at 
1590 cm“  ^ which is typical for graphite.
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Figure 5.5: Current versus voltage at different temperatures a) negative bias supply, b) 
positive bias supply. Note that the current scale in a) is linear, opposed to the logarithmic 
scale in b).
The current voltage characteristic of the sample has been investigated as a function of tem­
perature between 230 K and 313 K in the voltage range of ±400 V. The bias was applied 
through the top contact on the growth surface and varied in voltage steps of 10 V. The cur­
rent reading was taken after waiting for a second, so that the system reaches a stable state. 
It has been found that the details of the IV curves depend on the direction in which the 
voltage scan is taken. This indicates that either the leakage current depends on the history 
of the sample, or that the sample had not reached stability when the measurement was 
taken, after changing the voltage. Nevertheless, figure 5.5 shows clearly that the current 
voltage characteristic is strongly asymmetric. Leakage currents below 2  nA are observed at 
negative bias polarity for the whole range. The resistivity deduced from the linear region 
between 0 V and —300 V decreases by an order of magnitude from about 5 x ICd^  Çlcm at 
230 K to 5 X 10^  ^ flcm at 320 K. The range of resistivities published for non-intentionally
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doped diamond samples varies from 10^ ® f]cm [91] down to 10  ^ ficm [223]. The actual 
values are strongly sample dependent.
For positive bias, the leakage current increases more strongly with increasing voltage, reach­
ing up to a 100 times larger values at 4-400 V. The origin of this behaviour is not clear. 
The increase in leakage current at high positive bias and elevated temperature was also 
observed in the instability of the detector signal base line.
5.2.1 Charge collection efficiency  
a-particle spectroscopy
Pulse height spectra (PHS) were acquired using the set-up described in section 4.2.2. The 
bias was supplied through the irradiated electrode. The shaping time of the shaping am­
plifier was chosen between 0.5 fj,s and 6  fis, depending on the temperature and polarity, 
to include the whole rising edge of the pulses in the analysis. The signal height has been 
calibrated separately for each setting used.
The range of 5.48 MeV o-particles is 15 fim [35, 36]. This means the electron hole pairs 
(ehps) are created within the first 30 % of the detector thickness. The signal observed 
at positive bias polarity is thus dominated by hole transport, whereas signals acquired at 
negative bias are predominantly induced by electron movement.
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Figure 5.6: PHS acquired at positive and negative bias at 296 K.
Figure 5.6 shows broad CCE distributions acquired at 4-250 V and —250 V at 296 K. In 
general, the CCE for electron transport is higher than for hole induced signals in this sam­
ple and all PHS measured at negative bias > 50 V showed broad but well resolved peaks. 
Spectra induced by hole movement usually did not exhibit a resolvable peak. The distri­
butions reflects the inhomogeneity of transport properties of the material, typical for poly­
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crystalline diamond detectors. The CCE is comparable to the response of other undoped 
polycrystalline CVD diamond detectors with a sandwich electrode structure. Devices with 
no resolvable peak and CCE centroids below 15 % up to about 70 % depending on sample 
quality and priming are reported in the literature, (see for example in [124, 126, 127, 219]). 
In diamond, the mobility values for electrons and holes are expected to be in the same 
order of magnitude. Thus, the superior performance of the detector at negative bias is due 
to a significantly longer electron lifetime compared to the hole lifetime in this device.
a) measured from 180 K to 320 K b) measured from 292 K to 230 K
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Figure 5.7: PHS dominated by hole transport at a fixed bias of +250 V as a function of 
temperature a) acquired starting from low temperature, b) acquired starting from high 
temperatures.
Figure 5.7 displays two series of PHS spectra taken at +250 V as a function of a) increasing 
and b) decreasing temperature. Although not all spectra exhibit a well resolved peak, it is 
clearly visible that the effect of temperature seems to be reversed in figure 5.7 a) compared 
to b). The main difference between the two graphs is induced by the order in time in which 
the data sets were taken, not by temperature changes.
The same effect is observed at negative bias polarity, where the signal is due to electron 
transport. In figure 5.8 a) the series of PHS starting from 230 K is shown. The centroid 
positions of the observed PHS, representing the mean CCE as a function of temperature are 
displayed in 5.8 b). The error in the fitted centroid positions are smaller than 0.1 % CCE. 
The arrows indicate the order in time in which the data was measured and the same trend 
observed in the hole data is found here. This data shows that the CCE is more determined 
by the operation duration of the detector than by temperature, which is a strong indicator 
for polarisation.
Another example of polarisation phenomena is shown in figure 5.9. The initial CCE values 
reached for —100 V and —200 V are not reproduced when the measurement was repeated
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Figure 5.8: a) PHS sensitive to electron transport acquired at different temperatures; b) 
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Figure 5.9: PHS due to electron transport as a function of voltage; inset: CCE versus 
voltage, the arrows indicate the order in which the measurements were made.
during the same series. This effect has been observed frequently in the device at all tem­
peratures, for negative and positive bias.
Polarisation is caused by the subsequent trapping of charge carriers throughout the de­
vice. The trapped carriers represent an inhomogeneous distribution of charges through the 
material whose presence results in an internal electric field. Although it is not clear, which
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defect levels are responsible for the trapped charges, the internal polarisation field can be 
long lived. Consequently, if an internal field is present, irradiation of the detector sample 
without external bias supply can still yield induced charge pulses caused by charge carriers 
moving according to the internal field.
Initially, no pulses have been observed above the analogue threshold level at 0  V in the 
experiments presented. After operating the detector at negative bias for a while, pulses of 
the opposite polarity are observed after switching off the external bias. The same effect 
happens if the polarities are reversed. After having irradiated the detector under positive 
bias and then negative bias, even pulses in both polarities appear simultaneously. This 
indicates that the polarisation of the detector is inhomogeneous and the polarising electric 
field can even have different orientations at different areas of the device.
The inset in figure 5.9 shows that the increase in external field strength must be stronger 
than the internal polarisation field. An overall increase in CCE as a function of bias supply 
is still clearly visible. However the Hecht equation cannot be applied in this case because 
firstly, the effective electric field that the charge carriers experience is not known. Secondly, 
the externally applied electric field strength varies between and 1 0 ® Vcm~^ and the 
carrier drift velocity is expected to reach the saturation regime [5, 7], where the Hecht 
equation is no longer valid.
The polarisation effect we observe looks very similar to the one reported by Souw et al, who 
describe very similar experiments. One of their conclusions is that the charge transport 
observed in their device is primarily due to hole transport [128]. This report is therefore 
not in full agreement with the larger CCEs observed for electron dominated signals in the 
present case.
Analogue IBIC at room temperature
The purpose of the IBIC analysis of this sample is twofold. Spatially resolved CCE images 
of the detector response for electrons and holes could potentially help to decide whether 
the areas of large amplitude events for electron and hole transport coincide or not. Further­
more, transient pulse shape analysis of ion beam induced pulses was expected to clarify, if 
the shallow trap levels discussed in detail in the next section (5.2.2) are concentrated within 
the crystallites or concentrated at the more defective material around grain boundaries. 
Unfortunately, the sample showed very strong polarisation which inhibited the analysis 
which motivated this part of the study.
Analogue IBIC at the Surrey Microbeam has been performed at room temperature using 
6  MeV CK-particles. The dimensions of the beam spot were approximately 4 [im x 4 fim  
and an area of 0.7 mm x 0.7 mm has been scanned. Unfortunately, it has not been possible 
to acquire stable IBIC images from this sample, due strong polarisation of the device. The 
signal amplitude decreased within the first minutes of the irradiation below the analogue 
threshold level, at an incident dose rate of about 1000 particles per second. Figure 5.10 a) 
displays the evolution of the CCE distribution with time for the whole scan area acquired 
at —100 V. The PHS have been extracted separately for the first ten percent of the ex­
periment, the second ten percent and so on. It clearly demonstrates the polarisation effect
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again, which happens on a much faster timescale compared to the data presented in the 
previous section. This is due to the larger incident dose rate compared to the unfocussed 
^^^Am Of-source system.
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Figure 5.10: a) PHS extracted of the indicated part of the data acquired at —100 V; b) 
CCE image of the full data set shown in a)
Figure 5.10 b) shows the CCE distribution of the scan area. The shadow of the wire bond 
to the detector and the edge of the contacted area are easily recognised. The crystallite size 
on the growth surface of the sample is about 15 fim  and their structure does not seem to 
be resolved; This is an effect of the combination of a spatial resolution limited by the beam 
size and low counting statistics. After a few minutes of measurement, hardly any counts 
above threshold are observed. Thus, even longer data acquisition time does not improve 
the situation. Reducing the beam current (incident dose rate) would have increased the 
data acquisition time beyond an acceptable limit.
5.2.2 Transient charge pulse analysis 
P ulse  shapes
a-particle induced pulse shapes were acquired as a function of bias voltage between —400 V 
and -f400 V at temperatures ranging from 180 K up to 320 K. For charge transport 
dominated by electrons, only fast pulses were observed, with 10 % to 90 % rise times 
between 40 and 60 ns. This value is in agreement with the characteristics of the pre­
amplifier (see appendix B), which predicts a 10 % to 90 % rise time of 50 ns, if the rising 
edge in the integrated current signal can be aproximated as a step function. This is the case, 
if the current signal is shorter than the pre-amplifier rise time, thus approximately < 5 ns. 
At positive bias polarity slow components, indicating de-trapping, are observed between
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Figure 5.11: a) Comparison between a negative pulse (displayed inverted) showing no de­
trapping and positive pulse; b) Two example hole pulses, one of them clearly having an 
amplitude above 100 % CCE; c) Two example hole pulses showing de-trapping; d) Example 
of the de-trapping time fit of the pulses shown in c).
296 K and 220 K. The difference in the rising edge for a positive and a negative pulse 
is illustrated in figure 5.11 a). Occasionally, pulses with a very large positive amplitude 
occur during the experiments. They have clearly a CCE > 100 % and their origin is not 
clear, an example is displayed in figure 5.11 b). They occur more frequently after long 
use and at elevated temperatures. In general the 10 % to 90 % rise time increases with 
decreasing temperature, as depicted in part c) of the same figure. The illustration in 
figure 5.11 d) demonstrates that the fit routine presented in section 4.2.2 can be used to 
extract a de-trapping time from these type of pulses.
V oltage dependence  of th e  average 10 % to  90 % rise tim e
The absence of any delayed charge transport in pulses dominated by electron transport, as 
opposed to positive pulses dominated by hole transport, is highlighted in the 10 % to 90 %
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Figure 5.12: a) 10 % to 90 % rise time distribution at 296 K; b) Voltage dependent average 
10 % to 90 % rise time for electron transport, limited by the pre-amplifier.
rise time distributions for negative and positive bias polarity plotted in figure 5.12 a). The 
sharp peak centred around 50 ns is representative for all rise time distributions acquired 
at negative voltages. Figure 5.12 b) shows the peak centroid position as function of bias 
voltage for two series taken at 296 K and 270 K, which is found between 43 ns and 50 ns. 
For hole transport, the broad distribution together with the observed pulse shapes indicates 
de-trappping. The mobility of the charge carriers of both polarities can be assumed to be 
larger than 1000 cm^V“ ^s~  ^ (see section 3.2.1). No signals above trigger level could be 
observed for voltages below 50 V, which gives a lower limit for the carrier velocities in 
these experiments, leading to an upper limit for the transit time of 0.5 ns. Furthermore 
the CCE is much smaller than 100 %, i.e. the current pulse length is limited by the carrier 
lifetime rather than the transit time, which will be even less. Thus prompt current pulses 
for both carrier types have durations, which are expected to be insignificant compared to 
the rise time of the system.
For positive bias voltages, the algorithm described in section 4.2.2 has been used to fit the 
de-trapping time. Prior to the fitting procedure, the number of sample points in each pulse 
shape was reduced by averaging over a number of consecutive samples, which increased 
the time interval between two data points to 40 ns. These pulse waveforms have been 
filtered using a fast Fourier transform Butterworth low pass filter [224] which removes high 
frequency noise. The fit procedure has applied the following settings:
The pre-amplifier 10 % to 90 % pre-amplifier rise time tpreamp is set to 50 ns. The data 
shown in figure 5.12 suggests that the actual value might be slightly smaller, but as 
mentioned in section 4.2.2, overestimating this value does not affect the assumptions 
made for the fit.
The minimum amplitude of the slow component has to be larger than 1 niV for
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a pulse to be included in the distribution, 
oscillations due to noise.
This is to reduce the chance of fitting
Only a third of the total pulse length is fitted.
If the pulse does not reach its maximum amplitude within the first 70 % of the 
total length, it will not be fitted, because it is quite likely that the pulse is not 
actually saturated but just cut off during its rise due to the limited time window of 
the data acquisition. This would underestimate the total amplitude and introduce a 
systematic error.
Fit results with r  ^ < 0.4 are rejected.
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Figure 5.13; a) De-trapping time distribution. The black graphs demonstrate the repro­
ducibility of the data, if the detector is exposed to light regularly. The grey graph has 
been acquired after several days of operation of the device without illumination. Inset b) 
peak centroid of the de-trapping time histogram as a function of bias voltage measured at 
293 K.
Two example fits made with these parameters are shown in figure 5.11 d). The extracted 
de-trapping time distributions at 293 K for a fixed bias supply of -F250 V are displayed 
in figure 5.13 a). The distributions exhibit slightly asymmetric peaks with more events 
registered towards longer de-trapping times. They have been fitted using a Gaussian peak 
shape. Especially in the asymmetric distributions, the fitted peak centroid position is quite
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sensitive to the interval of data points included in the fit. Consequently, the output error 
of the Gaussian fit underestimates the uncertainty of the peak position. The error of the 
mean de-trapping time is estimated to be 0.25 x FWHM of the peak.
The de-trapping time distributions are only very weakly voltage dependent and centred 
around 200 ns at 293 K. The two black graphs in figure 5.13 a) are an example of the 
reproducibility of the data. Only after using the detector for long periods of time (more 
than 2 days) without intermediate illumination, the de-trapping distribution shifted to 
significantly longer times. The resulting distribution and its increased mean value are 
shown in grey in figure 5.13.
Temperature dependence of the de-trapping time
The de-trapping time distribution was fitted as a function of temperature in steps of 5 K 
at a fixed bias voltage of -f250 V. The mechanism described in the previous section has 
been applied again for the extraction of the mean de-trapping time. Three histograms are 
displayed in figure 5.14 a). The image illustrates the fact that the de-trapping time of
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Figure 5.14: a) Three examples of the de-trapping time distributions used to produce the 
Arrhenius plot shown in b).
the observed delayed component of the pulses becomes even slower at lower temperatures. 
Below 240 K, the pulse amplitude does not reach a saturation level within the acquired 
pulse length and the de-trapping time cannot be deduced from these shapes. Extending 
the acquisition window is possible, but pulses are noticeably distorted by the response 
function of the pre-amplifier, which involves a time decay constant of 123 /as; for a more 
detailed explanation see appendix B. At about 180 K, the re-emission of charge carriers is 
so slow that the pulse shapes resemble the ones observed for electron pulses. The increase 
in amplitude due to de-trapping after the prompt integrated current pulse is so small within 
the 40 fis time window of the captured pulses that it cannot be resolved anymore.
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The temperature dependent de-trapping time, which is equal to the inverse emission rate of 
the trap, has been fitted using equation 2.13 introduced in section 2.2.2. De-trapping times 
below 1 0 0  ns are left out, as the result of their analysis is more strongly affected by the 
distortion of the pulse shape due to the pre-amplifier rise time, the Fourier filter and the 
averaging than pulses with slower de-trapping. The Arrhenius plot of this procedure yields 
an activation energy E a = 0.38 ±  0.02 eV, as displayed in figure 5.14 b). If the capture 
cross section of this trap is not temperature dependent and the effective mass of the charge 
carriers are known, then the intercept gives an estimate of the capture cross section. Values 
between 0.15 and 2.1 depending on the curvature of the respective bands for the hole mass 
have been published in the literature [13]. For this crude estimate, it has been assumed to 
be equal to the free electron mass, which means 7  =  3.25 x 10^  ^ cm~^s~^K~^. This yields 
a capture cross section of (1.7 ±  1.5) x 10“ ^^  cm^.
D iscussion
Hole emission from shallow traps is observed without any initial priming of the device, 
contradictory to many publications by an Italian group (see for example [146, 204]). This is 
qualitatively explained by different relative trap concentration within the different samples 
used for the studies. If a large concentration of traps with very slow emission rates (deep 
traps) dominates the lifetime of the charge carriers in the non-primed state, then only very 
few carriers will be trapped in shallow states and the amplitude produced by the release 
of charge will be to small to be resolved. De-activating the deep states with a priming 
procedure increases the sensitivity in favour of the shallow traps. The Arrhenius plot 
allows us to extrapolate the de-trapping time expected from shallow traps at temperatures 
below 240 K. The extrapolated de-trapping times > 10 /is agree well with the fact, that 
the slow component seems to disappear completely below 200 K.
Charge de-trapping under u-particle irradiation in single crystal material has also been 
reported [87, 122, 123, 221]. The published time scales for the observed emission from hole 
traps and the temperature ranges agree well with the results presented in the previous 
section. Additionally, the findings resemble also a trap level identified in induced current 
studies [110, 147], where they are assigned to a boron doping level. The actual activation 
energies deduced in these studies are smaller (0.29 up to 0.31 eV), and their corresponding 
deduced capture cross sections range between 10“ ®^ and 2 x 10“ ^^  cm^. This does not 
agree with the value deduced in this study. However it is only meaningful under the 
pre-caution that the assumption of a temperature independent capture cross section is 
valid. Our estimated shallow trap capture cross section of (1.7 ±  1.5) x 10"^^ cm^ is 
large in comparison with typical cross sections reported in the literature. Although no 
obvious electric field dependence could be found in our experiments, it is possible that 
the assumption of no multiple trapping and de-trapping taking place is not fulfilled (see 
section 4.2.4). This could be the case, if the hole velocity is actually independent of the 
electric field strength in the investigated voltage range, due to the complete saturation of 
the carrier velocity at high electric fields. If this was true, then no increase of CCE with 
increasing field should take place either, which is not in agreement with the experimental
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data. A possible explanation could be to be in the intermediate regime, where the increase 
in carrier velocity is sub-linear with the electric field and thus not resolved in the rise 
time spectra, but sufficient to increase the CCE noticeably with increasing bias voltage. A 
reduction in carrier velocity due to strong polarisation, leading to multiple trapping and 
de-trapping, could be responsible for the increase in rise time at room temperature after 
operating the detector for a long period of time without illumination.
5.2.3 Conclusion
a-particle induced transient charge pulses have been studied in an undoped CVD diamond 
sandwich structure as a function of temperature between 180 K and 313 K, and as a func­
tion of applied bias voltages ranging from —400 V to 4-400 V. The temperature dependence 
of the CCE, which means the mobility-lifetime product of the carriers, has been found to 
be negligible in comparison to the effect of increasing polarisation with increasing absorbed 
dose. The transient charge pulses show prompt electron transport, which is not affected by 
de-trapping out of shallow traps. In contrast to that, re-emission of holes within microsec­
onds out of shallow states present in the bulk material has been found in the non-primed 
state. The observed pulse shapes are in agreement in terms of time and temperature range 
with similar data published in the literature [146, 203, 221]. The temperature dependence 
of the emission rate yields an estimated activation energy for this trap of 0.38 ±  0 .0 2  eV; 
the structure of the related defect is not known.
6. SINGLE CRYSTAL CVD DIAMOND  80
6 Single crystal CVD diamond
This chapter deals with the investigation of two synthetic single crystal CVD diamonds 
provided by Element Six [8 8 ].
As the charge transport in diamond is strongly affected by grain boundaries, synthetic 
single crystal material offers the unique opportunity to study the electronic properties in­
dependent of grain boundary effects. CVD offers the possibility to synthesise diamond 
with reproducible properties, which is important for the potential routine production of 
devices. In addition, high pressure/high temperature (HT/HP) synthesis of diamond is a 
well developed technique, but its disadvantage are the extreme growth conditions, which 
need to be sustained by all components involved in the process.
The synthetic single crystal CVD diamonds studied in this work were grown by microwave 
plasma enhanced CVD on H P/H T single crystal diamond substrates. The substrate tem­
perature was 830°C and a mixture of hydrogen, methane (5.5 %) and argon ( 1 0  %) was 
fed into the reactor. Details of the growth process can be found in reference [6 ]. Both 
samples are cut out vertically from the grown crystals and the obtained slices of 0.49 mm 
thickness contain a part of the H P/HP substrate material. Sample 1 has dimensions of 
4 mm X 6  mm. During the growth of sample 2, nitrogen was introduced on purpose into 
the reactor at several stages of the growth procedure [225]. This sample has a smaller area 
of 2 mm X 2.5 mm.
6.1 Optical characterisation
6.1.1 Sample 1 
L um in escen ce /R am an
Figure 6 .1  a) shows a transmission microscopy image of sample 1 . The top of the sample 
lies in the shadow of the sample holder. The slightly darker triangle in the bottom left 
corner, which is of yellow colour, is the H P/H T substrate. On the left hand side of the 
sample is a horizontal crack.
Part b) of the same figure displays a luminescence photograph, a so called “diamond view 
image” , taken by Element Six Ltd., excited using a UV lamp [8 8 ]. The ring structure 
visible in the centre of the image is part of the sample holder and not related to any sam­
ple feature. The yellow substrate corner clearly exhibits a strong luminescence intensity.
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Figure 6.1: a) Transmission microscopy image; b) Luminescence image (provided by Ele­
ment Six Ltd. [8 8 ])
Additionally, fine blue line structures, probably band A luminescence, can be seen. Some 
red luminescence which decreases in intensity from the bottom right corner diagonal to­
wards the sample centre is also visible. It seems to have a regular substructure of diagonal, 
parallel lines. Only speculations on the origin of the red colour can be made; possibly 
it is related to the negatively charged nitrogen-vacancy complex [N-V]“  ^ with a ZPL at 
1.95 eV (see section 3.3.1). The structure of the image hardly changes, when the sample 
was illuminated from the reverse side. This means that the structures observed are present 
throughout its thickness.
The plots in figure 6.2 show luminescence spectra acquired at different positions of sam­
ple 1 using the apparatus described in section 4.1.2 with the blue laser line (excitation 
wavelength of 407 nm). The inset of the plot shows the spatial luminescence intensity 
distribution at 2.64 eV (= 470 nm) and an optical image for comparison. The positions 
from which the displayed luminescence spectra were acquired are indicated in those images. 
Only a long tail is visible in the spectra, which is due to a luminescence distribution with 
maximum energy values > 2.75 eV. This is beyond the sensitivity of the system due to the 
absorption edge at 450 nm of one of the filters involved. The intensity of that tail clearly 
varies with sample position. The enhanced luminescence emission at the sample edges and 
in the crack area are caused by stronger absorption of the laser energy in these regions, 
where the incident light is scattered by the presence of rough surfaces. The luminescence 
origin of the tail might be band A luminescence. Unfortunately, the spatial resolution of 
the intensity map shown in figure 6 .2  does not correlate with the luminescence photograph 
shown in figure 6.1 b). Thus, either the observed intensity does not follow the blue band A
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Figure 6.2: PL spectra at different positions of sample 1; inset: Luminescence intensity 
acquired at 2.64 eV as a function of sample position and an optical image for comparison. 
Typically the peak position for band A luminescence is at ~  2.8 eV, beyond the wavelength 
range of this PL system.
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Figure 6.3: Luminescence spectra acquired at 296 K, with 632.8 nm excitation wavelength; 
inset: intensity map at 1331 cm“L The peak width of the sp^ signal is limited by the 
instrument resolution.
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or the resolution of the system is not high enough.
Luminescence spectra were also acquired using the red laser line (632.8 nm) at differ­
ent sample positions. A typical example is given in figure 6.3; only the diamond sp^ 
Raman signal and no luminescence background is found. The Raman peak width could 
not be analysed as it is determined by the % 1 nm resolution of the spectrometer, which 
corresponds to % 10 cm“  ^ at 1331 cm~h The spatial intensity distribution displayed in 
the inset of the same figure is taken at 691.0 nm (= 1331 cm~^ wave number shift). This 
setting includes the whole Raman sp^ intensity, which seems to be sightly higher in the 
initial growth area above the substrate corner.
Po larising  m icroscopy
intensity [%]
Figure 6.4; Polarising microscopy images of sample 1; a) The arrow in the bottom right 
corner indicates the polarisation direction of the light incident on the sample; b) cross 
polars rotated by 45°.
Figure 6.4 displays two polarising microscopy images acquired with the set-up described 
in section 4.1.1. Despite of the correction applied to the images to remove the effect of 
inhomogeneous illumination of each captured frame, the frame structure is visible, but 
weaker than in the untreated pictures. Both images clearly show that there are deviations 
from an ideal cubic lattice structure, especially at the interface of the substrate to the 
CVD grown diamond and around the cracked region. The comparison of figure 6.4 a) and 
b) highlights the fact that the orientation of stress or strain in the sample is not uniform
& SDKHJS CRYSTAL 84
over the sample area, which leads to different observed patterns for the two settings of 
analyser/ polariser orientation. No clear correlation except for the sample outline is found 
between the polarised images and the Raman peak intensity deduced from the luminescence 
scan. The birefringence patterns did not significantly change with probed sample depth 
and therefore cannot be attributed to surface effects.
In contrast, a fine pattern of parallel lines, which can be seen leading diagonally from 
the left top corner towards the right bottom, are only clearly resolved at the surface of 
the sample. Similar lines are found at the back in a different orientation. These lines 
do not change contrast with rotation of the cross polars and they are also observed in 
conventional optical images. The latter is illustrated in figure 6.5 a). The surface profile
V.'l*
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Figure 6.5: a) Optical image of the area indicated by the white rectangle; b) Bottom right 
corner of the transmission microscopy image shown in figure 6 .1 ; c) surface profile of that 
area; d) surface profile of the white line in c).
was measured using a DektakS profiler by Veeco instruments, with a 5 /im stylus. The 
profile was scanned with a force corresponding to 8  mg and a scan velocity of 0 .1 2  s/im“ h 
The correlation of the line structure found in the optical images with the surface profile in 
figure 6.5 c) proves the surface nature of these lines. The line scan shown in figure 6.5 d) 
shows height variations up to 30 nm. These features are probably induced by the cutting 
and/or polishing process of the sample.
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C onclusion
In conclusion, sample 1 was investigated using room temperature luminescence and the 
polarising microscopy technique. No clear correlation is found between the distribution 
of the biréfringent areas of the sample and the luminescence signature, except at the sub­
strate/sample interface. Band A and some red luminescence observed in the UV stimulated 
image could not be clearly resolved using PL excited at 407 and 632.8 nm. This is due to 
the insufficient focussing of the laser spot and low absorption in the sample of the wave­
lengths used. The polarising microscopy images confirm the absence of grain boundaries 
and extended defects like inclusions, which occur in natural diamonds. The luminescence 
data shows some sample areas with very low luminescence emission, probably linked to a 
low dislocation and nitrogen concentration, indicating high purity of the sample in these 
areas.
6 .1.2 Sample 2
Lum inescence
nitrogen dis ocation
2 mm
e d g e  of th e  sam p le
Figure 6 .6 ; a) Photograph of the contacted sample 2 ; b) Luminescence image (provided 
by Element Six Ltd. [8 8 ]).
Figure 6 .6  displays a top view of the contacted sample 2 (details of the contact fabrication 
are described in section 6.2). The outline of the sample, the contacted area and the wire 
bond are easily recognised in this photograph. The sample appears perfectly clear un­
der normal light conditions. Figure 6 .6  shows a luminescence image provided by Element 
Six [8 8 ]. The bright blue area on the bottom part of the image is the substrate on which 
the CVD material was grown. The interface between the substrate and the CVD material
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is marked as line S. Nitrogen was introduced on purpose during the growth process and is 
responsible for the three distinguished horizontal yellow lines (two of them having a double 
structure).
1600 
1400 -
1200  -  
1000 
800 4  
600
400 4
200 
0
B and  A
2 .1 5 e V [N -V ]
2 .3 2  eV
400 500 600 700
W av e le n g th  [nm]
800
Figure 6.7: CL spectra acquired at room temperature, the arrows indicate the positions 
where the two shown spectra were acquired in an extract of figure 6 .6  b).
Cathodoluminescence (CL) was measured in the marked area in figure 6 .6  at room temper­
ature at Strathclyde University (see section 4.1.2). The spectrum acquired on the yellow 
line B is shown as the black plot in figure 6.7. The 2.15 eV signal and its phonon replicas are 
assigned to the [N-V]° centre, characteristic for diamond containing nitrogen contamina­
tion (see section 3.3.1). The signal at 2.32 eV is only found simultaneously with the [N-V]° 
in this sample. It is believed to be of similar origin as the doublet line observed around 
2.33 eV in a CL studies of synthetic single crystal and polycrystalline diamonds [176, 183]. 
The authors of that study have assigned the signal to a point defect of unknown structure 
involving substitutional nitrogen.
The 2.15 eV signal intensity of the [N-V]° defect decreases sharply with distance from the 
intentionally nitrogen doped areas, which are labelled A, B, C for further reference. The 
grey graph in figure 6.7 is extracted from the CL data between the lines B and C. It is 
representative of the luminescence signature for most of the sample. Nothing other than 
band A luminescence in varying intensity was found outside the nitrogen doped areas. 
The three graphs shown in figure 6 .8  compare the integrated intensity measured in the 
[N-V]° band (600 — 660 nm) and the band A signal (400 — 440 nm) along a 110 fim  wide 
strip, reaching from nitrogen line A up to C. The area of this measurement is indicated in 
figure 6 .6  b). The substrate area is avoided for this experiment, as it charged up strongly 
during the electron irradiation. The grey graphs illustrate the strong decrease of nitrogen 
intensity outside the doped parts and the double line structure of line B is resolved. In 
general, the band A luminescence, shown in black, seems to increase slightly from left to 
right, i.e. the growth direction of the sample. It is enhanced around the lines B and C, but
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Figure 6 .8 : Integrated intensity over a vertical 110 jj,m wide horizontal strip extracted from 
the CL map area as shown in 6 .6 . The position from left to right is parallel to the growth 
direction.
not in the vicinity of line A. The study mentioned above by Robin et al reported a corre­
lation in the spatial variance of signal intensity for the band A and the [N-V]° peak [176]. 
This can only partly be confirmed by the results in this sample.
Po larising  m icroscopy
Figure 6.9 displays the polarising microscopy images of sample 2 for different orientations 
of the incident polarised light. The arrow in the image acquired at 0° indicates the po­
larisation axis at that setting. With changing polarisation direction, different areas of the 
sample are highlighted and only very few areas appear dark in all images, which means 
that small distortions from an ideal lattice structure are present almost everywhere. The 
substrate/C YD material interface is clearly visible and the positions of the nitrogen lines 
A,B,C and the dislocation bundles can also be found, although with a weaker contrast.
C onclusion
The presence of some nitrogen doped layers in the CVD grown sample was observed in the 
luminescence image and confirmed by CL measurements. No other impurity was confirmed 
in the sample. Band A luminescence, originating from dislocation lines or bundles, was 
found with varying intensity all over the sample area, with a few vertical features clearly 
distinguished. The substrate material, which charged strongly during electron irradiation 
has a very bright band A luminescence signal. The nitrogen and luminescence distribution
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Figure 6.9: Polarising microscopy images for various orientations of the cross polars with 
respect to the sample
has only a weak, but resolvable effect on the overall strain and stress distribution in the 
sample which was imaged by polarising microscopy.
6.2 Electrical characterisation
Contacts were fabricated by the same method for both samplesF Care has been taken in 
the case of sample 1, to ensure that the cracked area or the HT/H P substrate corner was 
not covered. The contacts have been made of evaporated titanium (% 50 nm), followed by 
a % 300 nm gold layer. The samples have been annealed at 400°C for 20 minutes to form 
a carbide layer, which is expected to result in an ohmic contact [226, 227].
^The contact processing was done by G. Hill at the University of Sheffield.
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6 .2.1 Leakage currents as a function of bias voltage  
Sam ple 1
Unfortunately, sample 1 showed a resistance of less than 10 MO after this treatment. The 
origin for the relatively large leakage current observed in the device is not clear. The bulk 
resistance of the sample is expected to be much larger than this and therefore the current 
is probably due to a large surface conductivity of unknown origin. No characterisation of 
the sample with respect to its radiation detection properties was carried out, as the leakage 
current through the device was too large to resolve the signals of single ion irradiation.
Sam ple 2
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Figure 6.10: Current versus voltage of sample 2 at room temperature
The current voltage characteristic of sample 2 for the voltage range of ± 2 0 0  V is displayed 
in figure 6.10 a). Initially, the sample had been mounted at room temperature in air in a 
low noise metal enclosure. The leakage current measured in that enclosure increases more 
than linearly with voltage above ±120 V and below —150 V. The current signal measured 
in these data sets took more than 15 minutes to stabilise after the change of each voltage 
setting. This is at least partly responsible for the non-reproducibility of the data, which 
can be seen by comparing the data sets acquired with increasing to the one acquired with 
decreasing voltage steps. But the deviation between the two is small and the main features 
are similar for voltages between —150 V and ±150 V.
The observed increase in leakage current with applied electric field strength does not follow 
the dependence of space charge limited currents. The plot in figure 6.10 also shows a 
comparison to a data set taken at the same conditions without a sample being connected. 
This graph demonstrates that all currents measured are close to the resolution limit of the 
system and that the step observed crossing 0 V is not related to the sample properties.
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Figure 6.10 b) depicts the extracted linear part of the current versus voltage curve. It 
was used to estimate the minimum bulk resistance of the sample, which leads to a room 
temperature resistivity of at least 0.8(3) x 10^  ^ Ocm^h
The currents which are measured when the sample was connected inside a cryostat have 
larger values due to more electronic noise, which determined the signal amplitude. It was 
therefore not possible to study the temperature dependence of the leakage current in the 
cryostat in detail.
6.2.2 Charge transport studied by ce-particle spectroscopy
Charge transport was studied using a-particle spectroscopy as a function of bias voltage 
and temperature as described in section 4.2.2. The bias voltage was supplied through the 
irradiated contact. The range of the 5.48 MeV a-particles in diamond is 15 /rm [35, 36], 
which is small compared to the sample thickness of 490 fim. Thus, the signals induced at 
positive bias polarity are mainly sensitive to hole transport, whereas the signals induced at 
negative bias are determined by electron drift. All the spectra shown are typically acquired 
within 10 to 15 minutes. No false events due to noise are registered above threshold in 
these experiments.
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Figure 6 . II: a) Electron CCE distribution as a function of bias voltage at 296 K; b) Electron 
CCE peak position versus voltage fitted to the Hecht equation - inset: the resulting electron 
mobility-lifetime product as a function of temperature.
The spectra shown in figure 6 . II  a) are representative of the whole temperature range 
between 200 and 296 K. The CCE peak positions are fitted using a Gaussian shape, with 
uncertainties of max. I % CCE for the peak position. The peaks move to slightly lower
6. SINGLE CRYSTAL CVD DIAMOND  91
centroid positions with ongoing measuring time. Their width decreases with increasing 
bias voltage, reflecting the fact that more and more charge carriers reach the contact and 
the CCL saturates. The simplified Hecht equation (4.4) can be applied to extract the 
electron mobility-lifetime product //e'Te- Three examples of the Hecht fit are plotted in 
figure 6.11 b). The inset shows hardly any variation with temperature. Ignoring the data 
point at 200 K, one might suspect a slight increase in /XgTe at reduced temperatures. The 
average is about 9 x 10“  ^ cm^V“  ^ in this sample for the temperature range investi­
gated. Isberg et al have measured the fieR product in a single crystalline sample provided 
by Element Six Ltd. using a UV lamp as the excitation source for the induced currents [89]. 
They extract clearly larger fieTe values > 1.7 x 10“  ^ cm^V“ .^ The discrepancy could be 
caused by differences in sample quality, due to the effect of nitrogen and dislocations in 
our sample. Additionally, the average lifetime of charge carriers in the measurement by 
Isberg et al might be improved by priming effects due to the larger number of electron hole 
pairs per time created in their sample during the experiment [89].
Holes
In contrast to electron dominated signals, the pulse height spectra acquired at positive 
bias polarity, sensitive to hole movement, are found to be strongly influenced by polari­
sation and priming phenomena. Figure 6.12 a) shows that initially, the CCE distribution 
shows no peak. Irradiation with o-particles at opposite bias increases the average CCE 
observed of holes and a broad peak evolves. This effect was not observed if the radiation 
source had been removed during the time of opposite biasing, nor if 0 V bias was supplied 
during the irradiation. The effect is stable without further irradiation and external bias 
supply, but is removed by illumination with white light, as illustrated by the graphs in 
figure 6.12 b). Increasing the external field has a similar effect on the CCE distribution 
as previous irradiation, as shown in figure 6.12 c). The peak positions will move slowly 
to lower CCE values with increasing irradiation time at positive bias supply. All these 
results are consistent with the build up of an internal field, which is also confirmed by 
the appearance of signals above threshold at 0 V bias supply in the polarised state. These 
pulses are absent in the initial state. As with the poly crystalline sample (see section 5.2.1), 
pulses in both polarities can be observed simultaneously, indicating different internal field 
orientations being present in the sample at the same time.
The graphs plotted in figure 6 .1 2  d) display the CCE distributions acquired at different 
temperatures at +100 V. The sample was illuminated prior to the acquisition of each spec­
trum shown in this plot. Temperature does not seem to have a significant effect on the 
CCE. If there is any effect, it is a slight improvement at reduced temperatures.
Discussion
The sample shows clear signs of polarisation. Irradiation of the sample at negative bias 
drives charge carriers through the sample, where some of them get trapped. The trapped
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Figure 6.12: a) Hole CCE distributions after different times of previous irradiation at 
— 100 V; b) Stability of the polarisation effect time (grey), removal of polarisation with 
illumination (black); c) Hole CCE distribution as a function of bias voltage; d) Hole CCE 
distribution as a function of temperature.
charges are responsible for the building up of an internal electric field opposite to the 
external bias supply. When the bias is reversed to study hole transport, the effective held 
experienced by the holes increases compared to the initial held without previous irradiation. 
A similar ehect is found in an X-ray induced current study of polycrystalline material [133]. 
The CCE is improved, just as it is by increasing the bias voltage. The mean CCE for 
electron transport measured at a typical voltage of —100 V is less sensitive to the changes 
in the electric held, but small reductions in CCE with increasing acquisition time are found 
as well. They are thought to be responsible for the scatter in the /igTe data. Irradiation 
without external bias, which could hll and passivate deep traps, does not have a strong 
effect on the hole transport dominated CCE. Instead the build up of an internal electric held 
seems essential to yield an improvement. This is in agreement with the observation made 
in a study of UV diamond detectors by Lefeuvre et al [228]. Priming, e.g. de-activation 
of hole traps might still take place simultaneously and be partly responsible for a stronger
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impact of the sample history on hole CCL than on electron transport. The resetting of 
diamond detectors to their initial state by illumination with visible light, which empties 
filled trap levels, thereby activating traps and removing space charge, is a well known 
phenomenon [136, 140] and has been confirmed in this single crystal CVD sample.
The mobility-lifetime product of electrons and holes hardly changes within the temperature 
range investigated between 200 K and 296 K. This is in agreement with drift mobilities 
published in the literature for electrons and holes in naturally undoped single crystals [1 0 2 , 
101], which predict a very slow increase following a relation. This leads to the
conclusion that the lifetime limiting the charge carrier transport is hardly temperature 
dependent either.
6.2.3 Transient charge pulse analysis 
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Figure 6.13: 10 % to 90 % rise time distribution as a function of bias voltage at 296 K.
Transient pulse shapes were acquired as described in section 4.2.3. At negative bias, no 
delayed charge transport was observed after the first % 50 ns of the pulse. This means, 
no significant amount of electrons de-trap from shallow levels within less than hundred 
microseconds. The measured rise time is limited by the rise time of the pre-amplifier to 
% 50 ns, which is observed for bias voltages > 50 V. At lower bias, the 1 0  % to 90 % rise 
time increases with decreasing bias voltage, thus with decreasing electric held, as shown in
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figure 6.13. The 10 % to 90 % rise time distributions acquired at 250 K are similar to the 
data acquired at 296 K. The rise time will not be purely determined by the transit time of 
the charge carriers at very low held strength, but by their lifetime, when the CCL is much 
smaller than the sample thickness, i.e. CCE <C 100 %.
Theoretical 10 % to 90 % rise times were calculated for current pulses of the form (2.9) con­
voluted with the pre-ampliher response function presented in appendix B in equation (B.7). 
Various combinations of electron lifetime Tg and mobility jie (which determines the transit 
time) were used for these simulations. In principle, only one set of values should be able to 
reproduce the experimental results of voltage dependent CCE and 10 % to 90 % rise times. 
Due to the uncertainties in the experimental data, this method could only be used for a
lo-irough estimate of /Xg and Tg. The mobility is between 2000 cm^V~^s“  ^ and 5000 cm^V "s 
the electron lifetime approximately between 20 and 30 ns. These values are in agreement 
with jUgTg =  9 X 10“  ^cm^V“  ^ deduced from the Hecht plots in the previous section and with 
the reported mobility value of jUg =  4500 cm^V“^s~  ^ in the literature for similar material 
by Isberg et al [6 ].
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Figure 6.14; a) Fitted de-trapping time distributions; b) Mean de-trapping times as a 
function of bias voltage and temperature.
At positive bias, pulses dominated by hole transport are acquired. Some of them show 
purely prompt charge transport. Others have a slow component due to de-trapping from 
shallow levels. Transient pulse shapes were acquired at bias voltages > -MOO V. The 
electronic noise strongly affected the small amplitude pulse shapes at lower applied held 
strengths, preventing a sensible analysis. The 10 % to 90 % rise time of the prompt charge 
pulses at voltages > -MOO V was purely determined by the pre-ampliher rise time, and even 
a rough estimate of fik and T/^  was impossible. Pulses showing a delayed charge transport
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component due to de-trapping were analysed as a function of bias voltage and tempera­
ture. The algorithm presented in section 4.2.4 was employed to extract de-trapping time 
distributions, with the following settings. The waveforms were averaged over 5 consecutive 
points, resulting in a time interval of 20 ns between two waveform data samples. The 
pre-amplifier rise time was set to 60 ns (as mentioned earlier, small overestimations of this 
value do not influence the fit). The minimum amplitude of the slow component to be 
included in the analysis was fixed at 1 mV amplitude, which corresponds to 2.6 % CCE. 
Regressions with < 0.4 were rejected.
Three examples of the fitted de-trapping time distributions are displayed in figure 6.14 a). 
All distributions yield symmetric peaks which were fitted using Gaussians. The extracted 
peak centroids are summarised in the plot shown in figure 6.14 b). The main factor influ­
encing the de-trapping time is temperature. This confirms that the delayed hole transport 
is governed by a thermally activated process. A small shift towards shorter times with 
increasing applied field is visible, but the extracted de-trapping time distribution seems to 
converge towards a constant mean value at each temperature for bias voltages > 150 V. This 
is found in the whole temperature range between 296 K and 240 K. The pulse amplitude 
did not saturate within the acquisition time interval of about 30 fis at lower temperatures 
and the slow component had completely disappeared at 200 K. No influence of the polari­
sation state of the device on the de-trapping time distribution was found.
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Figure 6.15; Arrhenius plot of the mean hole de-trapping times extracted at different bias 
voltages.
The delayed component cannot be purely related to an inhomogeneous field distribution
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through the device thickness, as it has never been observed at opposite bias polarity. If 
the re-emitting traps were related to surface states present at the interface between the 
diamond and the metal contact, then the charge carriers involved would have travelled 
almost through the whole sample thickness before they are trapped and re-emitted, which 
would not produce a significant amplitude of the slow component. Therefore, the shallow 
level observed must be a hole trap in the bulk material. The weak field dependence of 
the fitted de-trapping time suggests that the extracted values do not represent the inverse 
emission rate out of the shallow trap levels at low bias. The fit parameter describes a time 
constant which is governed by thermal emission, but affected by the field due to multiple 
trapping and de-trapping of charge carriers during their transit through the device. This 
effective de-trapping time is expected to converge towards the real inverse emission rate 
at high carrier velocity, i.e. at higher field strength. The data in figure 6.14 supports this 
interpretation and an Arrhenius plot can be used to estimate the activation energy of the 
trap level in this (high field) case. It turns out that the linear regression of the data points 
for different applied bias are in agreement within the error.
The extracted activation energy of 0.29 ±  0 .0 2  eV is slightly smaller than the one ob­
served previously in the polycrystalline sample (section 5.2.2). The capture cross sec­
tion can be calculated under the same precautions as in section 5.2.2 and results in 
(7.7 ±  2.0) X 10“ ®^ cm^. Both, the activation energy and the capture cross section are 
in agreement with the traps characterised by Glesener et al and Sato et al who report acti­
vation energies of 0.29 eV and 0.31 eV with capture cross sections ranging from 10“ ®^ cm^ 
to 2 X 10-1^ cm2 [110, 147].
Due to the similarity in the temperature dependence of the observed emission, it is likely 
that the shallow level observed in this sample and in the polycrystalline material are the 
same, or at least have a related defect structure. A bias dependence of the de-trapping 
time was not observed in the polycrystalline data. A field dependent activation energy, 
i.e. electric field assisted emission, can therefore be excluded as the reason for the voltage 
dependence found in the single crystalline data set. The discrepancy in the extracted acti­
vation energies between the polycrystalline and the single crystal data might be caused by 
an underestimation of the experimental error. The asymmetry found in the de-trapping 
time distributions of the polycrystalline data set could also have led to an overestimation 
of the de-trapping times and thus of the activation energy. The energy value and the cap­
ture cross section deduced in this experiment are in agreement with levels observed in the 
literature with similar emission time - temperature characteristics in undoped and boron 
doped samples [110, 146, 147]. The re-emission of charge carriers out of shallow states in 
particle induced transient charge states has been reported previously in single crystal and 
poly crystalline material and is in agreement with this data [146, 203, 221].
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6.3 IBIC
Analogue and digital IBIC imaging was performed at the Surrey Microbeam on sample 2  
to investigate the spatial variation of the CCE as a function of applied electric field. The 
2.582 MeV protons employed have a range of 35 /im in diamond [35, 36], which is about 
7 % of the sample thickness. The bias was applied to the irradiated contact, which means 
signals detected at positive bias are predominantly induced by hole movement, whereas 
negative bias is sensitive to electron transport. The data yields spatially resolved infor­
mation on the mobility-lifetime product as discussed in section 4.3.3 and demonstrated 
in section 4.4.1. Digital IBIC data was acquired at 296 K and at 270 ±  5 K to identify 
the areas of the sample, where thermal emission from shallow hole traps takes place. The 
number of particles incident on the sample has been set to about 1 0 0 0  particles per sec­
ond by irradiating a silicon detector with a nominal counting efficiency of 100 %. The 
shaping time of the analogue data acquired at 296 K was set to 2 fis, whereas the pulses 
acquired at 270 ±  5 K were integrated over 6  fis. Two preliminary data sets at less than 
150 K at -t- \  —100 V are also presented. The beam size in each experiment was less than 
4 fim X 4 fim, and the resolution of the images is limited to 8  fim  or 10 fim  by the pixel 
size of the scan areas of 2  mm x 2  mm or 2.5 mm x 2.5 mm respectively. Typically, 
data sets are acquired with at least 1 0  registered events per pixel whose calibrated average 
amplitudes are displayed as CCE images.
6.3.1 CCE and m obility-lifetim e im aging  
Pulse height spectra due to electron transport
The pulse height spectra acquired for electron sensitive polarity at 296 K and the peak 
centroid position as a function of bias voltage are shown in figure 6.16 a) and b). The Hecht 
plot labelled “no hole contribution” has been fitted to the simplified Hecht equation (4.4). 
The results are very similar to the data measured using the 5.48 MeV a-source, which is 
evident by comparison with figure 6 .1 1 . Therefore, it is assumed, that the charge transport 
for electrons under the irradiation with the proton beam is not affected by the change in 
ion species, energy and incident dose rate. The Hecht plot labelled “7 % hole contribution” 
includes a constant offset to account for the hole contribution to the signal amplitude. This 
assumption is made, because the hole sensitive data, which will be discussed in the next 
paragraph, suggests that the holes will contribute their proportion to the signal amplitude. 
Consequently, the extracted fieTe is reduced. In part c) of the same figure, the resolution 
in terms of peak width over the peak position is given. It shows the improvement of 
resolution with increasing bias voltage. The additional data points acquired in a different 
series of measurements do not show a strong change with decreasing temperature, a minor 
systematic increase can be suspected, but is not clearly evident within the data. This is in 
agreement with the a-source measurements presented in section 6 .2 .2 .
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Figure 6.16: The figure shows all data acquired over the scan size of 2.5 mm x 2.5 mm. 
a) CCE distribution b) Hecht plot; c) Resolution versus bias voltage.
Pulse height spectra due to hole transport
In contrast to electron transport, the detector performance in the case of hole sensitive 
signals appears largely improved by irradiation with the proton beam compared to the 
previously reported results gained using the 5.48 MeV a-particle source in section 6.2.2. 
The CCE distribution is displayed in figure 6.17, illustrating very sharp peaks with centroid 
positions above 90 % CCE. This improvement of CCE is thought to be caused by the larger 
dose rate incident on the sample, causing priming and polarisation, which increase the 
carrier velocity and their lifetime. In the literature, an increase of signal amplitude with 
increasing depth range of the incident radiation is suggested, due to enhanced trapping at 
a highly defective interface at the contact layer [112]. This is considered unlikely in this 
case, because electron transport is not affected. The contribution of the opposite charge 
carriers has to be considered to be able to account for CCE values close to 100 % and the 
approximation of a constant 7 % is made for the fit to the Hecht equation. The extracted 
average hole mobility-lifetime product is larger than the corresponding electron value by 
a factor of four. The result does not show a large variation between the 296 K and 270 K 
data. The two data points labelled “non polarised” were measured in a separate series 
and will be discussed later on in section 6.3.3. The resolution shown in figure 6.17 c) is 
comparable to values achieved by a recent study of Mingiong et al in a polycrystalline
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Figure 6.17: The figure shows all data acquired over the scan size of 2.5 mm x 2.5 mm. 
a) CCE distribution b) Hecht plot: Both fits assume a 7 % CCE electron contribution to 
the measured CCE. c) Resolution versus bias voltage.
sample, although the authors of that report found a far lower CCE peak position [119]. 
The resolution is better in the hole spectra compared to the electron case.
Spatial CCE and j i r  distribution
Figure 6.18 displays the luminescence image of the diamond sample and a CCE image 
acquired for electron transport at —100 V. The CCE image is representative in its main 
features for all data sets acquired at bias voltages > 75 V, for both bias polarities. The 
substrate area of the sample hardly registered any events above threshold. The nitrogen 
doped areas clearly show reduced CCE values compared to their surroundings. The dou­
ble line structure of the nitrogen line(s) labelled C are resolved by the IBIC technique. 
Although less pronounced, a degradation from the overall performance of the detector is 
found on the sample areas showing large band A luminescence. The vertical dislocation 
line or bundle going through position VI correlates to an area of reduced CCE. The other 
sample positions marked in the image will be referred to in the following discussion. 
Eleven IBIC data sets were acquired at 296 K at bias voltages between —150 V and -F125 V, 
beginning with the negative bias. CCE images of that series at high and low field strength 
for both polarities are shown in figure 6.19 a), b) and d), e). The one pixel wide straight 
line found in the bottom half of the picture and the double line structure in the nitrogen
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Figure 6.18: a) Luminescence image of sample 2; b) CCE distribution due to electron 
transport at —100 V at 296 K.
doped area A are caused by an artifact in the data acquisition system.
Additionally, very large amplitude events occurred in some data sets acquired at negative 
bias. They are not reproducible and their origin is unclear. Unfortunately, they affect the 
analysis of the areas in which they occurred. Therefore the analysis was restricted to a 
smaller part of the irradiated area for negative bias.
For an average field strength > 1500 V cm "\ the images are similar to the one discussed 
earlier in figure 6.18. The nitrogen doped and the dislocation rich areas are visible in 
the spatial CCE distribution. As expected by the Hecht equation, the CCE in general 
decreases with decreasing field strength.
In the case of hole transport, the signal amplitude dropped below the acquisition threshold 
between the nitrogen doped areas labelled B and C at +50 V and hardly any signal was 
detected above line B at +30 V; the latter being visualised in figure 6.19 a). The separation 
between areas which have lost the signal and those who have not, is very sharp and must 
be related to some change in the material properties, i.e. the defect distribution within it. 
This is probably caused by differences in the growth process at its subsequent stages. The 
introduction of nitrogen during the growth is known to increase CVD growth rate [27]. It 
is not clear if this could also affect the material grown subsequently after nitrogen doping. 
Noticeable is also that the hole CCE seem to decrease gradually with distance from the 
substrate interface S. This is consistent with the extracted spatial iihTh distribution shown 
in figure 6.19 c).
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6. SINGLE CRYSTAL CVD DIAMOND 102
100
a )296 K
80
LU 60
-  -35 V (electrons)
-  +75 V
-  +100 V
-  +125 V
40
J  (holes)
20
1500 20001000500
X  position [|im]
Figure 6.20: Comparison of the CCE profile along a central horizontal line between the 
nitrogen doped areas B and C. The positions with grey shaded background indicate the 
dislocation bundles.
The decrease in CCE with decreasing external field strength for electron sensitive transport 
follows almost a complementary pattern compared to the case of hole transport, which is 
most pronounced in the comparison of figure 6.19 a) and d). The signal decreases faster 
with field strength at the substrate interface and increases towards the centre between the 
nitrogen doped areas B and C, which is reflected by the /igTg profile in figure 6.19 f). The 
abrupt change in signal amplitude in areas separated by the nitrogen doped lines B and 
C has not been found in this case, but a clear reduction in CCE between the substrate 
interface S and line A is present.
Line profiles extracted from the central part between the nitrogen doped areas B and C 
are displayed in figure 6.20. The position of the dislocation bundles, observed in the lumi­
nescence image, are indicated by the grey shaded background. The comparison between 
the data sets at —35 V and +75 V demonstrates that both, electron and hole transport, 
are degraded by the presence of dislocations in a similar way. Because of the absence of 
registered amplitude pulses for holes below +75 V in that area, the Hecht analysis could 
only be based on three points for the fit. The resulting /ir values are not used for a quan­
titative comparison of the effect of dislocations on electron and hole /i t  product. Analysis
6. SINGLE CRYSTAL CVD DIAMOND 103
of a line scan in the central region between the nitrogen lines A and C, which had signals 
above threshold in all data sets, showed that the mobility-lifetime of electrons and holes 
was reduced by a factor of approximately 2 to 2.5 on the dislocation line compared to the 
surrounding area in this probed volume.
The data set acquired at +125 V also shown in figure 6.20 exhibits a very homogeneous 
CCE profile achieved over a length scale of more than 1 mm. The charge carrier velocity 
is not saturated at these held strength. Further improvement of homogeneity in response 
and signal amplitude should therefore be possible by further increase in field strength [5, 7].
6.3.2 Transient charge pulse analysis
The pulse shape analysis for electron dominated pulses did not reveal any further insight. 
Only prompt pulses with rise times determined by the resolution of the system are ob­
served when the central part of the contacted area has been irradiated. This finding is - 
like the CCE data - in agreement with the a-source measurements of electron dominated 
transport in section 6.2.3. Slow pulses with low amplitudes are found surrounding the 
contacted areas, where a weak field is present, in the data sets of both bias polarities. The 
intrinsic 10 % to 90 % rise time limit of the system response is about 80 ns, depending on 
the digitiser setting and the noise level in each experiment.
Figure 6.21: 10% to 90%  rise time distribution
The 10 % to 90 % rise time image of hole dominated data at +30 V bias is presented 
in figure 6.21. It shows that long rise times are observed at the substrate interface area, 
which decrease along the growth direction of the crystal, reaching a minimum in the centre 
around position III. The rise times are close to the resolution limit of the system there, and
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then increase again towards line B and C. The same trend has been found in the data sets 
acquired at higher voltages, but the differences in rise times become smaller and therefore 
less clear in the images. The 10 % to 90 % rise time map does not seem to correlate with 
the CCE distribution of the same data set (see figure 6.19 a), which has a maximum in the 
area close to the substrate interface and decreases gradually in growth direction towards 
the nitrogen doped areas B and C.
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Figure 6.22: Line scans through positions I to V
Figure 6.22 presents a vertical cross section of the CCF, fir  and 10 % to 90 % hole rise 
time data of the sample through the indicated positions I, II, III, IV, and V. The dis­
turbing effect of nitrogen doping on the charge transport is obvious for both carrier types 
in figure 6.22 a) to c). The spatially complementary behaviour of electrons and holes fir 
product is highlighted in these plots. The 10 % to 90 % rise time line scans confirm the 
result discussed on the rise time map at higher voltages, highlighting the fact that even at 
+  125 V, long pulses are observed at position I.
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Figure 6.23: Transient puises from the positions indicated in each graph.
A comparison between transient pulse shapes induced by events incident on position I and 
IV is given in figure 6.23. The pulse shapes acquired at position I resemble the discussed 
shapes characteristic for fast, prompt charge transport followed by a slow component in­
duced by thermally re-emitted carriers out of shallow traps. The change in the emission 
rate with temperature is easily recognised, when comparing figure 6.23 a) and c), thus 
confirming the thermal activation of the process leading to the delayed component in the 
induced signal. With increasing bias voltage, fewer charge carriers are trapped during the 
prompt charge transport, which increases the amplitude of the prompt part of the pulse 
and decreases the amplitude of the slow component. This is in agreement with the experi­
mental data and causes the 10 % to 90 % rise time at position I to decrease with increasing 
bias voltage, although the electric field does not influence the de-trapping time character­
istic for the slow part of the pulses. In contrast to the thermally activated re-emission of 
traps, the pulse shapes displayed in figure 6.23 b) and d) seem to be hardly affected by 
temperature. A prompt and delayed component cannot be separated. Instead, the whole 
(prompt) pulse slows down at lower bias. The effect is independent of temperature and 
the increasing rise time reflects the increase in carrier transit time, which is inversely pro-
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portional to their velocity. Thus, two different mechanisms are responsible for the increase 
of the 10 % to 90 % rise times with decreasing electric field observed at position I and IV. 
The hole lifetime and the transit time can be fitted to the time dependent expression for 
the induced charge given by equation 2.10, considering only the rising edge of the pulse, 
where the transit of the carriers is not yet completed. This yields Th = 480 ±  30 ns for the 
+30 V pulses shown in figure 6.23 b). The transit time can be estimated to 1.0 ±  0.2 jis. 
The fact that the carrier velocity is different in the different areas of the sample, for exam­
ple in III and IV, means that either the hole mobility or the electric field is not constant 
over the sample area. The slowing down of pulses in area IV compared to III has been 
confirmed within the same data set, i.e. the same applied external field. The decrease in 
carrier velocity around the doped areas B and C coincides with the observed increase in 
band A luminescence in figure 6.8. This increase is absent in the proximity of the doped 
area A and so is the decrease in prompt carrier velocity in that part of the material. The 
velocity reduction observed in region IV can be caused by a loss of electric field strength 
or a reduction in the mobility. The issue of a non-uniform electric field due to polarisation 
will be investigated in more detail in the next section.
The rise time image shown in figure 6.21 seems to indicate an increase in average 10 % to 
90 % rise time along the dislocation line compared to the surrounding sample area. Like­
wise, the rise time line scans in figure 6.22 suggest that the minumum rise time reached at 
position III at 30 V is larger than the minimum value at higher bias voltages. In contrast 
to the previous discussion, the slowing down of the charge signal could not be confirmed by 
the investigation of extracted pulse shapes in these two cases. Analysis of extracted tran­
sient pulses did not reveal a change in pulse shape compared to other “prompt” transport 
areas. The apparent delay in the 10 % to 90 % average rise time originates from a larger 
influence of electronic noise on the pulse shapes with smaller amplitudes, which introduces 
a systematic error towards longer rise times into the average value.
The temperature variation of ±5 K during the data acquisition at the 270 K data, intro­
duces changes in the de-trapping time dependent on the temperature, which are likely to 
be much stronger than any spatial variations of trap energy levels. For this reason, the 
algorithm introduced in section 4.2.4 has not been used to investigate spatial variations 
in the emission rate within the transient IBIC pulses. Nevertheless, the de-trapping times 
of the slow components shown in figure 6.23 a) and c) are in agreement with the results 
analysed in section 6.2.3.
The presence of delayed charge transport due to re-emission of charge carriers in some 
areas of the sample needs to be taken into account, when interpreting the fir  maps of this 
sample. The Hecht equation is strictly speaking not valid, if de-trapping takes place.
If the loss of amplitude due to carriers trapped in shallow levels is negligible, because of 
the re-emission of most carriers within the shaping time, then it is possible to interpret the 
fir values extracted using the Hecht equation with a modified meaning for the lifetime r. 
This lifetime represents the inverse trapping rate of carriers into deep trap levels.
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6.3.3 Polarisation  
C C E
Ail IBIC spectra shown in the previous section have been analysed in terms of the time 
evolution during the data acquisition time. No significant changes in the IBIC images and 
the corresponding pulse height spectra are found in the data presented so far, where the 
IBIC images sensitive to hole transport were acquired after irradiation at negative bias. It 
is expected that the irradiation at negative voltage has lead to polarisation of the device 
(see section 6.2.2). In contrast to those hole sensitive data sets acquired in a polarised 
state, changes in the performance and response of the detector are found during the ac­
quisition time if the data was acquired with the device being initially in a non-polarised 
state. Nevertheless, the hole CCE peak centroid positions found at 270 K and 296 K in the 
initially non-polarised case are comparable to the data acquired in an initially polarised 
state. This had been indicated in figure 6.17 b).
Figure 6.24 a) to e) present the time evolution of the pulse height distribution acquired 
from the whole detector area irradiated under +100 V bias supply at 296 K in the non­
polarised state, i.e. the detector had not been previously irradiated with negative bias. 
The overall hole CCE distribution is displayed in figure 6.24 i). Care was taken that each 
data set represents a full scan over the contact, so that differences observed in the pulse 
height spectra cannot be attributed to spatial variations of the detector response. The 
CCE distribution hardly changes after the first 1.8 % of all events have been incident on 
the detector. Only the electronic noise further increases in the low CCE channels. The 
broad peak observed in spectrum a) is similar to the one observed in the polarised state 
achieved using the '^^^Am a-source (see section 6.2.2). This peak actually disappears with 
ongoing measurement, which means that the average CCE reduces, before a sharper peak 
starts to evolve at around 90 % CCE. A similar initial drop and then increase in CCE with 
increasing measuring time is observed in polycrystalline diamond under electron irradia­
tion, for certain field strengths [131].
In contrast to that behaviour f) to h) give the example of a stable response as a function 
of acquisition time observed at —100 V bias supply.
The corresponding IBIC images to the pulse height spectra shown in figure 6.24 a), b) and 
i) are displayed in figure 6.25 a) to c). These maps demonstrate that initially the whole 
contacted area of the sample produces events above threshold, and the discussed features 
of nitrogen doping and dislocations are weakly visible. The active area of the detector 
decreases with ongoing measuring time, until only the area between the substrate/CVD 
interface and some parts above it, contribute to the detected signals. Consequently, an 
apparently sharp CCE peak, as visible in figure 6.24 i) is not necessarily an indicator 
for a high counting efficiency of the device. The overall CCE image acquired at +100 V 
shown in figure 6.25 a) is clearly different from the spatial CCE distribution which was 
observed at +100 V, if the device had been irradiated at negative bias beforehand. In 
the latter case, the whole contact area is active and the distribution is similar to the one 
displayed in figure 6.19 b). Although the sample performance converged towards a stable
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Figure 6.24: Pulse height spectra of the indicated percentage of registered events of the 
whole data file. The data was acquired in an non-polarised state, i.e. the device had not 
been irradiated previously at negative bias.
polarised/ primed state in both cases, the detection properties obtained are different and 
dependent on the sample history. The same polarisation/ priming phenomenon was con­
firmed at 270 K.
Although an equal amount of charge carriers is created by each incident proton, the propor­
tion of trapped carriers and the polarising field they subsequently produce, depends on the 
trap level concentration and cross sections, which are not homogeneously distributed over
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Figure 6.25; a) to c) IBIC images of the indicated percentage of registered events of the 
detector irradiated in the initial state; d) events sensitive to hole transport without exter­
nal bias supply acquired simultaneously with e); e) events sensitive to electron transport 
without external bias supply; f) CCE distribution at 120 K.
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the detector area. The effect of building up a non-uniform polarisation field is confirmed by 
the images shown in figure 6.25 d) and e). They were acquired simultaneously at 0 V after 
the device had been irradiated for about 20 minutes each at +100 V, followed by —100 V. 
Hole sensitive signals are displayed in d), labelled +0 V, whereas electron sensitive signals 
are shown in e), labelled —0 V. The data clearly reveal the presence of internal electric 
fields in opposing directions. The number of events registered above threshold decreased 
quickly under irradiation without external bias supply, as trapping of the slowly drifting 
charge carriers finally compensates the polarising fields. A quantitative statement on the 
variations of the internal field strength is difficult to make, because the amplitudes of the 
registered pulses reflect a combination of the average field strength and the fir  product of 
the material at that respective sample position. The polarisation fields seem to be related 
to the growth stages of the sample. In contrast to this, the build-up of a polarising field 
in polycrystalline samples is strongly influenced by the grain boundary structure and thus 
not a property which can be easily controlled by the growth parameters [133].
The area between the substrate/CVD interface and the first nitrogen doped line A, has 
poor electron transport properties, e.g. many electrons get trapped and build up an electric 
field. That field improves the hole velocity and combined with a low hole trapping rate 
into deep traps, it leads to high CCE values observed in most acquired data sets at positive 
bias. In an analogous way, some other areas with a low hole transport performance show 
better electron properties, for example the lines between the nitrogen doped areas B and 
C show an accumulation of electron sensitive pulses above threshold.
The confirmation of varying electric field across the device area, means that the spatial 
fiT distributions have to be interpreted with care. The complementarity observed in the 
electron and hole fir  maps in figure 6.19 could rather be caused by the wrong assumption 
of a uniform electric field in the fitting procedure, than by the systematic variation in fiT. 
Nevertheless, even the presence of a non-uniform field must be related to inhomogeneities 
in the defect concentrations of the material.
Finally, a preliminary result showing the CCE map of hole transport at 120 K is reported 
in figure 6.25 f). Unfortunately, with increasing measuring time, the noise in the data 
set increased strongly after a few minutes so that a sensible analysis was not possible for 
longer acquisition times. Still, it is obvious that at this temperature, the spatial distribu­
tion of high and low CCE is reversed compared to the data taken at 270 K and 296 K. 
The largest pulse amplitudes are now found in the area between the nitrogen doped lines 
B and C and the area close to the substrate interface. The area which had been highly 
efficient at higher temperatures, hardly yields any response at 120 K. The origin of this 
behaviour can be caused by spatial variations of the trap distributions. Traps limiting 
the lifetime and thus the charge transport at temperatures >  270 K may have emission 
rates which are high enough to avoid priming effects at these temperatures at the fixed 
incident dose rate. At low temperature their thermal emission rate decreases; the traps 
become inactive as soon as they have been filled once - priming occurs. The CCE will be 
enhanced due to the increase in carrier lifetime. On the other hand, the same trap with a 
different concentration might increase the polarising field so strongly that the CCE drops. 
Obviously more complicated scenarios involving more trap levels at different energies or
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Figure 6.26: a) 10 % to 90 % rise time map; transient pulses of selected positions at b) 
296 K and c) 270 K.
surface related effects are also possible and further study is needed to clarify the situation. 
In the case of electron transport, the CCE images acquired at —100 V look very similar at 
all temperatures measured (120 K, 270 K, 296 K).
The spatial rise time distribution of the data set acquired at +100 V without previous 
irradiation and example pulses from three different areas are shown in figure 6.26. Note 
the difference in the time scales in b) compared to c). Again, a significant part of the am­
plitude induced by events incident just above the substrate interface is due to re-emission 
of holes from shallow traps. Re-emission can also be suspected to contribute in the area 
just above the the nitrogen line A; although the evidence of the extracted pulses shown in 
black is less strong.
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6.4 Further discussion and conclusion
Two synthetic single crystal CVD diamond samples grown onto H P/H T single crystalline 
substrate material by Element Six Ltd. [88] were investigated.
The optical characterisation of sample 1 did not yield a correlation between the strain/stress 
pattern qualitatively imaged by polarising microscopy and the spatial distribution of the 
Raman signal intensity observed in a luminescence spectrum.
The induced charge imaging of sample 2 gave direct evidence of the degrading effect of 
nitrogen contamination and dislocations on the charge transport properties, strongly affect­
ing electron and hole transport. Sample areas with larger band A luminescence intensity, 
characteristic for dislocations, are suspected to coincide with areas having a polarisation 
field responsible for the reduction in hole drift velocity. Further study is needed to clarify 
this point.
Hole transport was found to be strongly affected by priming. The filling of deep traps 
increases the hole lifetime which strongly enhances the signal amplitude at larger incident 
ion dose rate. In contrast, electron transport is insensitive to the filling of hole traps (as 
long as the effect of the polarisation field is negligible) and is thus not affected by dose rate 
changes.
A shallow hole trap level of unknown origin was found in some parts of the CVD bulk 
material. This is consistent with delayed components found in transient charge pulses in 
other single crystal diamond detectors [122, 221]. The temperature dependent re-emission 
rate of charge carriers was investigated and shows similar characteristics as a level reported 
with an activation energy of 0.3 eV in intrinsically undoped and boron doped polycrys­
talline diamond [110, 146, 147].
Hardly any correlation was found between the birefringence images and the spatial re­
solved charge transport images of the sample. This means, either, that there is no direct 
link between the two, or, that the electric properties are only sensitive to strain and stress 
parallel to their direction of movement. A direction dependence of the charge transport 
was found in an XBIC study, with higher induced currents parallel to dislocation lines than 
perpendicular to them [229].
The induced pulse heights are hardly temperature dependent between 200 K to 296 K, 
whereas a reversal in the spatial CCE distribution for hole sensitive transport was ob­
served by cooling to 120 K. No sign of a reversal in the spatial efficiency distribution was 
found in the IBIC study on a coplanar polycrystalline device in section 5.1.
The comparison of the initially non-polarised to the polarised IBIC images acquired at 
+100 V demonstrate firstly, that the sample history and state is important for the detec­
tor performance. Secondly, it cannot be concluded from a sharp, high CCE peak observed 
in the pulse height distribution that the whole detector area has good charge transport 
properties.
Polarisation, priming and the initial presence of space charge are found frequently in poly­
crystalline CVD diamond detectors, as discussed in detail in section 3.2.2. No other re­
search group working with CVD single crystals provided by Element Six has found polar-
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isation and priming phenomena in their charge transport studies so far [89, 90, 230, 231]. 
However, a non-uniform electric field due to space charge was reported to be present in 
an initially ohmic device made of similar Element Six material [231]. In contrast to those 
publications, priming and polarisation has clearly been found to have a strong effect in 
this work. The reason for this difference lies in differences in the spatial distribution of 
defects and possibly - in case of extended defects - their orientation. The sample studied 
in this work was intentionally doped with nitrogen during some stages of the synthesis 
and cut parallel to the growth direction. The different stages of the growth process, eas­
ily recognised by their separation by nitrogen doped areas, seem to have different electric 
properties. The origin of those differences is not clear.
The estimated average electron mobility between 2000 to 5000 cm^V“^s“  ^ and the electron 
lifetime of about 20 to 30 ns are in agreement with some reports in the literature [6, 231]. 
Larger values of fieTe >  1.7 x 10“  ^ cm^V“  ^ have been published by other authors [89]. 
Although the initial mobility-Iifetime of holes in the non-polarised/ non-primed state must 
be very small, priming leads to lifetimes of several hundred nanoseconds.
This work highlights the degrading influence of nitrogen and dislocation lines on the charge 
transport of electrons and holes. It also shows that the electronic properties of the material 
change with increasing sample thickness in the growth direction. Further study is needed 
to investigate the origin of this phenomenon. On the other hand, signals induced by elec­
tron movement are stable and homogeneous over large areas of the detector at sufficiently 
high electric fields. This can also be achieved for hole transport after a priming and polar­
isation procedure. The absence of priming and polarisation phenomena for other samples 
of similar synthesis reported in the literature demonstrates that high efficiency and signal 
reproducibility can be achieved in synthetic single crystal CVD diamond on more than a 
millimetre scale.
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7 Summary and possible future works
7.1 Summary
Diamond has a number of extraordinary properties, whose combination makes it attractive 
as an electronic material [3, 4]. More specifically, its radiation hardness is of interest in high 
fluence experiments as they are expected in high energy physics research [12]. Furthermore, 
the low atomic number makes it ideal for particle tracking [17]. Diamond is desirable for 
medical and dosimetric application due to its tissue equivalence [121]. Intrinsic diamond 
has a high room temperature resistance, is solar blind, chemically inert and dissipates heat 
easily due to its huge thermal conductivity [2]. So far, many of the potential electronic 
applications of diamond were inhibited due to the lack of single crystalline high quality 
material with reproducible properties. Chemical vapour deposition (CVD) now offers the 
opportunity to produce and investigate polycrystalline and high purity single crystals. Par­
ticularly microwave activation of the methane/hydrogen mixture typically used in the CVD 
process seems to be suitable for the synthesis of high quality single crystals [6, 26, 27]. 
The main parameter affecting the detection performance of any material is the mobility­
lifetime product {fir) of the charge carriers. The bulk drift mobility for electrons and holes 
in diamond is typically > 1000 cm^V“ ^s“  ^ [5]. The main limitation to high quality and 
reliable radiation detection performance is known to be the carrier lifetime due to charge 
trapping and its related phenomena. Firstly, the subsequent increase in number of trapped 
charges with irradiation dose builds up an internal electric field, which reduces the effec­
tive carrier velocity and therefore their charge collection length (CCL). In polycrystalline 
material, the CCL is generally assumed to be ultimately limited by the grain boundaries, 
i.e. the crystallite size [70]. Secondly, the hole lifetime increases with absorbed dose due to 
filling of hole traps [125, 127]. Delayed charge transport due to re-emission of holes out of 
shallow trap levels within the observation time of a tens of microseconds is found in poly- 
and single crystalline samples [122, 144, 203].
The aim of this work was to gain a better insight into the impact of defects on the charge 
transport in CVD diamond, with respect to its application as a solid state ionisation 
chamber for radiation detection. The charge transport has been investigated using particle 
induced charge pulses, and these experiments have been complemented by luminescence 
and microscopy techniques.
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Software was developed to extract fir  maps for electrons and holes separately from cal­
ibrated ion beam induced charge (IBIC) images. A series of voltage dependent charge 
collection efficiency (CCE) maps are fitted pixel by pixel to the Hecht equation yielding 
liT images with up to 4 (im x 4 /zm spatial resolution. The program has been tested 
in an investigation of charge transport uniformity in Cadmium Zinc Telluride, which also 
showed re-emission of charge carriers out of traps at reduced temperatures.
Additionally, an algorithm was presented and discussed, which processes the transient 
induced charge pulses in diamond automatically, analysing the thermally activated re­
emission of holes out of shallow trap levels.
Polycrystalline and single crystal CVD diamond are investigated in this study. Both show a 
negligible influence of temperature on their respective induced signal amplitudes between 
200 K and 296 K, although delayed charge transport was observed in hole dominated 
signals. The charge emission rate of the shallow hole level was studied as a function of 
temperature and activation energies of 0.38 ±  0.02 eV and 0.29 ±  0.02 eV were deduced 
in the poly crystalline and single crystal case respectively. The observed shallow traps are 
probably of the same origin and the discrepancy in the activation energy has not been 
clarified yet.
Polarisation takes place in both samples. Mobility-lifetime images were measured in the 
synthetic single crystal material and average values of 5x 10“^cm^V~^ and l.Sx 10“ '^cm^V“  ^
could be extracted for electrons and holes respectively. The value for holes seems to be 
strongly dependent on irradiation dose rate, combined with the initial state of polarisation 
of the detector. Electron signals are less affected by both of these factors. No correla­
tion was found between the detection performance and the strain and stress distribution 
of the sample which had been qualitatively imaged by polarising microscopy. Compari­
son between the luminescence characteristics and the CCE images prove directly a strong 
degradation of charge transport properties of both carrier types due to the presence of 
nitrogen doping and dislocations. Additionally, a systematic change in electric properties 
with growth stage seems to take place. For example, a significant contribution to the signal 
amplitude by re-emission of holes from a level has only been found in one particular area 
parallel to the growth direction of the sample. It is thereby confirmed that this shallow 
level is found independently of any grain boundary effects. This investigation of the newly 
available engineered synthetic single crystal CVD material shows the advantage of studying 
the effect of defects on the charge transport independent of grain boundaries. In the fu­
ture, synthetic single CVD crystals will yield a better insight into the trapping taking place 
in the material. On the other hand, this study also demonstrates - together with other 
reports dealing with similar material - that reliable radiation detection with spectroscopic 
resolution by synthetic single crystals diamonds is available [89, 90, 230, 231].
7.2 Outlook
Dislocations and nitrogen impurities are identified unambiguously as inhibiting charge 
carrier transport. However, it is not well understood, why spatial variations of detec­
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tor performance are linked to the different growth stages of the synthetic single crystal 
sample. Further analysis of the different areas identified are necessary to clarify this be­
haviour. Extending the induced charge experiments to lower temperatures is interesting 
in order to verify and investigate the transition to the inverted spatial CCE distribution 
observed at 120 K compared to room temperature. On the other hand, a priming related 
TSC feature [135] and a thermoluminescence peak [142] are observed at higher temper­
atures by other authors. Investigations at elevated temperatures could thus also help to 
understand the priming and polarisation behaviour of the sample. Another open question 
is whether different defects are responsible for the changes in electronic properties at the 
different growth stages, or if this effect is mainly caused by the varying concentration of 
traps present in the sample.
Most studies on the radiation hardness of CVD diamond published in the literature so far 
deal with polycrystalline material. Investigations in CVD single crystal material are in 
progress [90]. Consequences of radiation damage on priming, polarisation and transient 
induced pulse shapes should be studied. Delayed components in the charge pulses will 
ultimately be related to the signal duration. Both radiation hardness and speed are of 
importance for high fluence applications, e.g. at the Large Hadron Collider [232].
For this work an improvement on the software of the transient induced charge pulses is 
desirable, reducing noise and artifacts in the digital IBIC system. The correction of charge 
pulse shapes for the pre-amplifier response function using a deconvolution algorithm shall 
be tested to increase the time window for the transient pulse shape analysis. Addition­
ally, the method could be extended by considering the amplitudes of the prompt and the 
delayed charge pulses separately, which contain information on the trapping probabilities 
into shallow and deep traps. Finally, finding a way to link the signal amplitude, prim­
ing and polarisation to the trap concentration in the material would be a major step in 
understanding the detector response - not only in the case of diamond.
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A Luminescence centres in diamond
In the following, the most important luminescence signals observed in non intentionally 
doped CVD diamond and the influence of radiation damage on their intensity are presented 
roughly ordered according to their emission energy. The energies associated with an op­
tical centre refer usually to the ZPLs. The effect of annealing is not included in this section.
• 1.25 eV - H2: At 1.25 eV a luminescence signal known as H2 can be produced 
in most diamond samples by careful setting of irradiation and additional annealing 
afterwards [233].
• 1.4 eV - metal related: Luminescence at 1.4 eV, 1.22 eV, 2.56 eV, 1.883 eV, 
2.51 eV and 3.1 eV which is related to nickel, is observed in synthetic H P/H T diamond 
samples. Similarly a line at 1.989 eV is seen due to cobalt impurities. The two metals 
are used as catalysts during synthesis and are usually not seen in CVD material 
[182, 233].
• 1.672 eV - G R l - [V]°: The neutral vacancy - labelled GRl - emits a characteristic 
luminescence signal with a ZPL at 1.672 eV. Two components were resolved by 
Wotherspoon et al at 1.673 eV and 1.664 eV at 7 K [234]. The signal increases 
linearly with ionising irradiation dose, independent of the applied dose rate [234].
• 1.681 eV - [S-V]“ :^ A negatively charged silicon - vacancy defect ([Si-V]~^) is 
proposed as explanation for the ZPL observed at 1.682 eV with phonon lines at 
1.556 eV, 1.526 eV. The intensity of the luminescence signal of this centre depends 
on the nitrogen content [235] and on the amount of amorphous carbon within the 
polycrystalline material [179]. Stress reduces the intensity of this signal but does not 
influence its shape [236].
n itro g en  re la ted  lines: A negatively charged nitrogen - vacancy configuration ([N- 
V]“ )^ is responsible for the emission line at 1.95 eV. The ZPL at 2.15 eV is associated 
with a neutral nitrogen vacancy complex ([N-V]°) [177]. It is enhanced at sample 
positions with a high dislocation density [176].
Both charge states of the [N-V] defect can be observed similarly, the intensity of 
each line depends on the wavelength used to excite the PL [177]. Stress induces a 
broadening in these lines [179, 180].
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Steeds et al report a decrease in the intensity of the nitrogen-vacancy signals (at 
1.95 eV for [N-V]“  ^ and 2.15 eV for [N-V]°) with electron irradiation, but also men­
tion that the signal appears after irradiation in samples where it could not be de­
tected in the virgin state [237]. Manfredotti et al observe a decrease in a nitrogen 
related broad band around 2 eV during IBIL measurements with increasing dose [68].
Some additional (possibly nitrogen related) lines have been reported at 2.197 eV 
[99] and 1.967 eV [238], but their origin is still unclear. In nitrogen-rich samples, a 
polarised signal can be detected at 1.25 eV originating from so called platelets, ad­
ditional lines were observed at 1.328 eV, 1.36 eV, 1.574 eV, 1.769 eV, and a separate 
signal at 2.14 eV may appear. Platelets are spikes seen in X-ray topographs in (100) 
direction due to a displacement. They vary in size from nanometre to tens of microns 
[239, 182].
• Hayashi et al report a sharp line at 1.984 eV in CL measurements at room temper­
ature and at 20 K [240].
• Steeds et al observe a broad increasing background around 2 — 2.5 eV in their PL 
spectra with electron irradiation. The effect is smaller for irradiation at lower tem­
peratures [237].
• py 2.3 eV  - green  band: Several groups observe a green luminescence band. 
Hayashi et al report a broad signal around 2.3 eV in their CL measurements, which is 
correlated to hydrogenation of the sample surface [240]. In lakoubovskii’s PL study, 
two independent components are resolved. One of them is associated with amorphous 
carbon. The peak position shifts to lower energies for higher excitation energies [179]. 
The second component is assumed to be a DAP involving boron as acceptor and a 
non-nitrogen donor [241, 242]. A combined IBIL and PIXE study suggests that tran­
sition metals in the material act as activators for the green luminescence band [163]. 
Manfredotti et al studied the behaviour of a broad band around 2.4 eV with IBIL 
and observe a constant intensity with increasing proton dose [68].
2.312 eV: Wang et al report a boron related surface signal in their CL measurement 
at 80 K [243].
• 2.462 eV - 3H - self in te rs titia l re la ted : An optical centre called 3H is observed 
at 2.462 eV in previously irradiated diamond [233]. The emission is reduced at an 
excitation wavelength below 325 nm and will disappear if the excitation has a high 
power [234]. The centre is possibly related to a self interstitial. It was produced by 
ionising irradiation together with a line at 2.14 eV. The signal enhances with irradia­
tion even outside the irradiated area, which is due to diffusion of the self interstitials 
[237].
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2.464 eV - H3 - [N-V-N]: A similar emission energy at 2.464 eV is associated 
with a [N-V-N] configuration and usually labelled as H3. It is shown that the peak 
position shifts with increasing stress to lower energy values [97].
Several authors report an increase in H3 luminescence with increasing radiation dose 
[97, 201, 234]. Han et al studied the centre and report that its intensity increases 
linearly with the absorbed dose, even 1.5 mm outside the irradiated area due to 
diffusion [201]. The signal in polycrystalline samples seems to be more sensitive 
to irradiation than that in single crystals. The luminescence of this signal is also 
sensitive to the applied dose rate, since it is enhanced at higher rates [234].
2.64 eV - TR12: The signal emitted with 2.64 eV is called TR12. Its structure is 
unclear, it is estimated that it involves six carbon atoms or more [182].
Wotherspoon et al report that the intensity of the TR12 increases with electron 
irradiation [234].
• Yagyu et al observe a number of lines at 2.33 eV, 2.56 eV, 2.63 eV and 2.98 eV 
increasing with dose of implanted phosphor or boron ions, after plasma annealing
[174].
• nitrogen related: A set of possible nitrogen related lines whose intensity reaches a 
saturation, is found in an electron irradiated sample at 2.356 eV, 2.285 eV, 2.267 eV, 
2.204 eV, and 2.107 eV. More signals appear between 2.0 eV and 2.5 eV after electron 
irradiation, and their complicated behaviour at different irradiation and annealing 
conditions is described in detail in [237].
• % 2.8 eV - band A: Most diamond samples emit a broad signal centred between
2.4 and 3.1 eV, called band A luminescence. Light polarised parallel to dislocation 
lines contributes to the band A. It shows a maximum intensity at 170 K in CL experi­
ments and the intensity also differs in different growth sectors of the sample, possibly 
due to differing nitrogen content [170, 169]. Additionally, boron seems to be involved 
in the process as the band A shows an activation energy of 0.37 eV characteristic for 
this element in diamond.
Several authors report that the intensity of the band A luminescence decreases with 
increasing ion dose, although the shape of the peak does not change [54, 68, 174, 175]. 
The decrease can be described using the Birk Black equation [54, 175].
• A set of luminescence lines within the band A was observed by Rzepka et al at 
2.3658 eV, 2.5803 eV, 2.5504 eV, 2.4238 eV and 2.3652 eV in a PL experiment at 
1.7 K [244].
• 2.98 eV - N3: The optical centre N3 emits a ZPL at 2.98 eV. The proposed defect 
configuration is three nitrogen atoms arranged around a vacancy in the diamond 
lattice [245, 246, 247].
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• Yagyu et al observe additional lines during their CL experiment at 80 K at 2.63 eV, 
2.56 eV and 2.33 eV, which are sensitive to radiation damage [174]. Additional signals 
of unknown origin are reported at 2.476 eV and - after irradiation - at 2.807 eV [245].
• 3.15 eV - N D l: The optical centre NDl at 3.15 eV can be created by irradiation 
and is associated with a negatively charged vacancy ([V]“ )^ [245, 248].
• 3.188 eV: Several groups observe luminescence at 3.188 eV in measurements at 80 K 
or below [174, 237,176]. The defect responsible for this line is assumed to be a carbon 
interstitial - nitrogen configuration.
• 4.58 eV - 5RL - carbon interstitial: The so called 5RL line observed at 4.58 eV 
at liquid nitrogen temperature originates from a carbon interstitial [237, 249, 250]. 
Four peaks of this defect at 0.234 eV intervals can be resolved [251].
Irradiation with 30 keV Ga+ ions increases/ produces the signal of carbon interstitials, 
but it is also quenched by radiation damage and thus decreases at higher irradiation 
doses [252].
• 5.251 eV - N9: The origin of the defect responsible for luminescence at 5.251 eV - 
the so called N9 - is not clear, but it is assumed to be related to nitrogen aggregates 
[182, 253].
• Excitons: In good quality diamond, excitonic lines are observed in CL experiments. 
Bound excitons emit luminescence at 5.04 eV and 5.22 eV [249, 243, 176]. Free exci­
tons have emission lines at 5.33 eV, 5.275 eV, 5.12 eV, and 4.955 eV - corresponding 
to the optical and acoustical modes and additional modification with Raman phonons 
[176]. The indirect band gap can be seen at 5.5 eV [250, 252].
The excitonic lines are very sensitive to radiation damage from 30 keV Ga"  ^ ions 
which reflects the fact that they are only observed in high quality samples [252].
• Additional lines of unclear origin are reported at 4.97 eV and 5.15 eV, and an extra 
line is observed at 4.751 eV induced by irradiation damage in a boron doped sample 
[249]. Incorporation of oxygen into the surface gives rise to a signal at 4.64 eV [254].
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B Ortec 142 A response function
B .l  C onvolution  o f th e  signal w ith  th e  sy stem  re­
sp onse function
Unfortunately, the integration performed by a charge sensitive pre-amplifier deviates from 
a mathematical integration due to the finite rise and decay time of the preamplifier, re­
ferred to as 7^^ and respectively. This non-ideal behaviour of the amplifier limits the 
time resolution of the pulse shape analysis. The method of Gadomski et al [255] has been 
used to analyse the response function of the pre-amplifier, the Ortec 142 A.
The current input signal s{t) (in our case usually the induced current from our sample) to 
the pre-amplifier is convoluted with the response function h{t) of the pre-amplifier or, in 
a more general case, the response function of the detection system. It leads to an output 
signal a(t), described by equation B.l.
a{t) = [  h{t — t')s{ t')d t'= s (B.l)
J  —oo
It is assumed that the response function is independent of the current signal. If there is 
no signal for t < 0, the lower value of the integration interval can be replaced by 0. The 
system is sampled in time intervals At, which allows us to approximate the integration by 
the sum in equation B.2. The index i runs from 0 to the number of points which sample 
the output waveform.
Ai = ^ H i j S j  or y ï = H 5  (B.2)
3
For a known system response H, the deconvolution of the charge integrated signal A  only 
requires multiplication of A  with the inverted response W  =  to gain 5, which describes 
the original current signal as given in equation B.3.
5  =  =  (B.3)
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The response is independent of the starting time of an event, which simplifies the matrices 
involved to the form shown in B.4.
H  =
^ Hi 
H 2 Hi 
H3 H2 Hi
0 \
W  =
/  fVi 
IV2 Wi 
W3 Wiz
0 \
(B.4)
An iterative formula for the elements Wi is given in B.5 which follows directly from B.4:
1 1 
=  =  for i > l (B.5)
fc=0
By generating a known input signal Si and determining the corresponding amplifier output 
Vi, the matrix elements Hi can be calculated iteratively.
/  2 - 1
(B.6)
k=0
The response of a charge sensitive pre-amplifier is analytically described by expression B.7 
[256]. The response is given as a function of the rise and the decay time and re­
spectively, to marks the beginning of the signal and üq the additional amplification of the 
induced charge signal by the pre-amplifier.
exp
t — to
^pre — exp
t — to (B.7)
Ho = h{t = to) is 0, because there is no instantaneous response of the system. Therefore, 
Ho = 0 will be neglected in the inversion process of the matrix.
Note that in the idealised case (7^ ^  =  0, to =  0) which describes an instantaneous amplified 
signal output of the preamplifier, the Wi can be calculated analytically, using the expression 
in B.8. Only Wi and W 2 are not equal to zero.
Wi = — exp 
ÛQ
A t
vre W2 = — , Wi = 0 for i > 2 ÛQ
(B.8)
B.2 Application to the Ortec 142 A
ft is assumed that our system can be described using expression B.7. The pre-amplifier 
has a rise time of 10 to 30 ns and a decay time of > 70 /xs. Therefore, the response 
can be separated into two different time regimes. In the fast regime, pulses are analysed 
on time scales of less than a 1 jis, where the effect of the decay time can be neglected. In 
the slow regime, pulses are digitised over several tens of microseconds; the rise time does
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not play a significant role in that time regime.
A square wave voltage pulse of an analogue pulse generator is injected into the pre-amplifier 
test input. It is differentiated across the test input capacitance which gives a fast current 
pulse at the pre-amplifier input. The rise time of the square wave voltage pulse itself is 
approximately 10 ns. Both pulses, the puiser wave form and the Ortec 142 A are acquired 
using the averaged pulse shape function of a digital oscilloscope (Tektronix TDS 3032,
2.5 GS/s).
Slow signals
In the slow time regime, the sampling intervals are usually larger than the rise time of the 
system. The response function is thus hardly influenced by 7^^ and the current induced 
at the pre-amplifier input can be considered as an ideal 6 function. The square wave can 
be considered as an ideal step function in this case and the current signal is therefore 
taken as 5o =  1, Si>o = 0 multiplied by a constant. The output pulse can be described 
using a single exponential decay, in the approximation of =  0 (see equation B.7). The 
measured pulse and the fit yielding a decay time of 122.8 fis are shown in figure B.lc).
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Figure B.l: a) The amplitude of the puiser voltage pulse which is differentiated at the test 
input capacitance of the Ortec 142 A charge sensitive amplifier to create the current pulse, 
is shown, together with the output signal, b) Comparison between the numerically derived 
response function and the analytical form following equation B.7 with = 23 ns and 
^pre _  222.8 fis. c) Measurement and fit of the decay time.
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F ast signals
To be able to determine the response function in the fast regime, it is necessary to obtain 
the input current Si of an output signal Ai. The averaged puiser voltage pulse is shown 
in figure B .l a). It is differentiated numerically to obtain the current pulse which will 
be generated at the pre-amplifier input. The derivative is then averaged over a 2 ns 
time interval. This further reduces noise. The resulting current pulse of this process is also 
displayed, together with the output pulse of the amplifier, in figure B .l a). The numerically 
derived response function can now be calculated using equation B.6. The uncertainty 
in the calculated increases with the index z, because of the iterative nature of the
process. The numerical result of is then fitted to the analytical expression of the
pre-amplifier response function as given in B.7. The decay time was fixed at 122.8 /is. A 
comparison between the numerically derived and the fitted response function is shown in 
figure B .l b). It yields a rise time of 23 ns, with an uncertainty of roughly ±  3 ns.
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