Abstract-We obtain asymptotic formulas for non-self-adjoint operators generated by the Sturm-Liouville system and quasiperiodic boundary conditions. Using these asymptotic formulas, we obtain conditions on the potential for which the system of root vectors of the operator under consideration forms a Riesz basis. In this paper, we study the differential operator L t (Q) generated by the differential expression
In this paper, we study the differential operator L t (Q) generated by the differential expression
l(y) = −y (x) + Q(x)y(x)
in the space L m 2 [0, 1] and by the quasiperiodic boundary conditions y (1) = e it y (0),
where t ∈ [0, 2π). where | · | and · , · is the norm and the inner product on C m . Such boundary-value problems play a fundamental role in the spectral theory of the differential operator L generated in the space L m 2 (−∞, ∞) by a differential expression l(y) with periodic potentials Q(x). This can be explained by the fact that the spectrum of the operator L is the union of the spectra of the operators L t when t ranges over the closed interval [0, 2π) (see [1] ).
Let us give an outline of the paper. It is readily seen from the classical results (see [2] ) that the eigenvalues of the operator L t (Q) consist of m sequences of numbers
that lie inside circles of radii O(|k| 1−1/m ) whose centers coincide with the eigenvalues (2kπ + t) 2 of the operator L t (0) (see Theorem 1) . Further, we prove that the eigenvalues λ k,j of the operator L t (Q) lie inside O(ln |k|/k) neighborhoods whose centers are the eigenvalues of the operator L t (C) with a constant potential C = 1 0 Q(x) dx. To do this, we express the operator L t (Q) as a perturbation L t (C) by the operator Q(x) − C. Therefore, we first analyze the eigenvalues and eigenfunctions of the operator L t (C), and, after that, we obtain formulas (17)-(19) relating the eigenvalues and the eigenfunctions of * E-mail: oveliev@dogus.edu.tr the operators L t (Q) and L t (C). Using these formulas and Lemmas 1-3, we find the asymptotics of the eigenvalues and eigenfunctions of the perturbed operator L t (Q). These results are stated in Theorem 2; they constitute the main contents of the paper.
Note that, in order to obtain asymptotic formulas with a remainder of the form O(k −1 ) for the eigenvalues λ k,j of the operator L t (Q), the classical method of asymptotic expansions of the solutions of the matrix equation −Y + Q(x)Y = λY is usually used, and is assumed that the elements of the matrix Q(x) are differentiable (see [2] - [5] ). The method proposed here allows us to obtain asymptotic formulas for the eigenvalues λ k,j and the normalized eigenfunctions Ψ k,j (x) of the operator L t (Q) with remainder O(k −1 ln |k|) when the elements b i,j (x) of the matrix Q(x) belong to the space L 1 [0, 1]. As a consequence of the resulting asymptotic formulas, by using Bari's theorem, we find that, for t = 0, π, the root functions of the operator L t (Q) form a Riesz basis whenever all the eigenvalues of the matrix potential C are simple.
It should be noted here that general results concerning the Riesz basis property of ordinary differential operators of higher order and of more complicated boundary-value problems when the equations and the boundary conditions contain nonlinear functions of the spectral parameter were obtained in the scalar case by Shkalikov [6] - [8] (the history of the problem and the corresponding references are given in [7] ). He also noted [9] that methods from [6] and [7] can be extended to cover the matrix case, essentially, without any changes. A generalization of the results from [8] 
Here we assume that the number N is sufficiently large.
Proof. By the definition from [2] , the boundary conditions are said to be regular if the numbers θ −m , θ m defined by the equality
are nonzero. Here
and I is the unit matrix of dimension m × m. Let us prove the equality
which implies regularity, since, in this case, the two numbers θ m = (−2ie it ) m , θ −m = (−2ie it ) −m are not equal to zero. Note that, for m = 1, formula (4) is valid, because
Using the obvious equality
. This relation allows us to conclude the proof of formula (4) by induction. Thus, regularity is proved. It follows from formula (4) that, for t = 0, π, the numbers s 1 = e it ,, s 2 = e −it are distinct and both are roots of multiplicity m of the equation
But, in that case, it follows from [2, Chap. 3, Theorem 2] that to each of the roots s 1 and s 2 there corresponds m sequences of eigenvalues of the operator L t (Q) possessing, up to O(k 1−1/m ), the identical asymptotics
where j = 1, 2, . . . , m. Obviously, both these sequences can be written in the form (3). The theorem is proved.
In the subsequent estimates, by C 1 , C 2 , . . . , we denote different positive constants whose values are inessential. Formula (3) implies the following: the eigenvalues λ k,j of the operator L t (Q) are close to the eigenvalues (2kπ + t) 2 of the operator L t (0) with zero potential. Besides, for t = 0, π, the eigenvalues λ k,j are far away from the numbers (2nπ + t) 2 for n = k. More exactly, for t = 0, π the following inequalities hold:
These inequalities imply the following relations:
n =k
Here the summation is taken over the values of the index n, t = 0, π, and the number k ≥ N is assumed sufficiently large. Note that
are the eigenfunctions of the operator L t (0) corresponding to the eigenvalues (2πn + t) 2 . The multiplicity of the eigenvalue (2πn + t) 2 is equal to m, and the corresponding proper subspace coincides with E n = span{ϕ n,1 , ϕ n,2 , . . . , ϕ n,m }. The adjoint operator to L t (Q) coincides with L t (Q * ), where Q * (x) is the conjugate matrix to Q(x). Since the boundary condition (1) is self-adjoint, it follows that the operator
Now let us find the eigenvalues and root functions of the operator L t (C). We introduce the following notation. Suppose that the matrix C has p distinct eigenvalues µ 1 
defines the maximal length of the Jordan chain corresponding to the eigenvalue µ j . It is easy to see that, for s = 1, 2, . . . , the functions u j,s e i(2πk+t)x are the eigenfunctions of the operator L(C) corresponding to the eigenvalue µ k,j = (2πk + t) 2 + µ j , while u j,s,r e i(2πk+t)x , where r = 1, 2, . . . , are the corresponding associated functions.
In the subsequent relations, it is convenient to number the eigenvalues of the matrix C, counting multiplicity µ 1 , µ 2 , . . . , µ m . The normalized eigenfunctions corresponding to the eigenvalue µ j are denoted by v j . The associated functions corresponding to the vector v j are denoted by v j,1 , v j,2 , . . . . In our notation, the eigenvalues, the eigenfunctions, and the associated functions of the operator L t (C) can be written as
Similarly, the eigenvalues, the eigenfunctions, and the associated functions of the operator L * t (C) take the form
Here v * j and v * j,s are the eigen and associated vectors of the matrix C * corresponding to µ j . By definition, we have
where Φ * k,j,0 (x) = Φ * k,j (x). Let us multiply the equality
scalarly by Φ * k,j (x). Using the equality L(Q) = L(C) + (Q − C) and (10), we obtain
Let us multiply (12) scalarly by Φ * k,j,1 (x) and use (11). Then we obtain
Multiplying this equality by (λ k,j − µ k,j ) and using relation (13), we can write
In view of relations (11)- (14), we find similarly
To estimate the expressions (15), we use (6)- (8) and the following formulas:
Formula (17) follows from (16) and (5), while formula (16) is obtained after the scalar multiplication of relation (12) by ϕ n,s (x) if we take the following relations into account:
Here n ∈ Z, |k| ≥ N , s, j = 1, 2, . . . , m and
Proof. It follows from the inclusion
Therefore, there exists a positive constant C(k, j) and indices n 0 , j 0 such that
Using (20) and (17), and, after that, (6), we obtain
n:n>d
Then the expansion of the function Ψ k,j (x) in the orthonormal basis {ϕ n,s (x) : n ∈ Z, s = 1, 2, . . . , m} is of the form
where
Multiplying scalarly relation (22) by the function Q * (x)ϕ n,s (x) and letting d → ∞, we obtain (18). Now let us prove inequality (19). Repeating the procedure just carried out, letting d → ∞, and extracting the terms with multipliers
Since
from (21) and (7) we obtain
It follows from (24) that the first summand on the right-hand side of (23) can be estimated by mC 5 . From relations (20), (23) and (25) we then obtain |C(k, l)| < 2mC 5 , which implies estimate (19).
Lemma 2. For t = 0, π, we have
where i = 1, 2, . . . , m and p = 0, 1, 2, . . . .
Proof. By the equalities
it suffices to prove that
for s = 1, 2, . . . , m. Let us use the obvious relation
and (18). Then
On the other hand, from (17) and (19) we obtain
for n = k and i = 1, 2, . . . , m. Therefore, it follows from (24) and (7) that the right-hand side of (28) can be estimated by O(k −1 ln |k|). This yields the proof of estimate (27).
Lemma 3. For each eigenfunction
of the operator L t (C * ) for which the following condition is satisfied:
Proof. Since the system {ϕ n,i (x) :
On the other hand, it follows from (29) and (8) 
From the equalities Ψ k,j (x) = 1 and (30) we obtain
and that µ j is a simple eigenvalue the matrix C. Now let us prove that λ k,j is a simple eigenvalue of the operator L(Q). If the geometric multiplicity of the eigenvalue λ k,j is greater than one, then there exist two corresponding mutually orthogonal eigenfunctions satisfying relation (34), but this cannot be true. Now, if there is a function Ψ k,j,1 (x) which is an associated function for the eigenfunction
Let us multiply this equality scalarly by Ψ * k,j (x), where Ψ * k,j (x) is the eigenfunction of the adjoint operator L * (Q) corresponding to the eigenvalue λ k,j . Then we obtain
The eigenfunctions of the adjoint operator L * (Q) = L(Q * ) also satisfy assertion (b) of Theorem 2 now written in the form
where v * j is the eigenvector of the matrix C * corresponding to µ j . Since (v j , v * j ) = 0, it follows that (37) and (34) contradict (36). Thus, λ k,j is a simple eigenvalue, r j = 1, and relation (33) follows from assertion (a).
Let us prove assertion (c). By (a), all sufficiently large (in absolute value) eigenvalues of the operator L t (Q) lie inside disks of radius O(k −1 ln |k|) centered at the points µ k,j = (2πk + t) 2 + µ j . Let us prove that, asymptotically, there is only one eigenvalue inside these disks. Suppose that there are two different eigenvalues satisfying relation (33) for a fixed j and a fixed sufficiently large (in absolute value) k. It has already been proved that to these two eigenvalues there correspond eigenfunctions of the form
To the complex conjugate eigenvalues of the adjoint operator there correspond eigenfunctions of the form By Bari's definition [11, Chap. 6] , this implies that the system of eigenfunctions of the operator under consideration is Bessel. The number of associated functions is finite; therefore, the system of all root functions of the operator is also Bessel. The system of root functions of the adjoint operator has the asymptotics (37); therefore, it is also Bessel. Obviously, the system of χ k,j,p (x) biorthogonal to the system of root functions Ψ k,j,p (x) for |k| > N is of the form (the index p is dropped)
.
