This paper considers Wiener-Hammerstein systems consisting of a cascade of a linear dynamical system, a static nonlinearity and another linear dynamical system. We start from a black-box nonlinear state-space description of the system and develop a method to reconstruct the parameters of the underlying Wiener-Hammerstein block structure by means of linear algebra operations. First, the static nonlinearity is retrieved by decoupling the nonlinear part of the state-space equations into a single-branch nonlinear function. From there on, a canonical Wiener-Hammerstein nonlinear state-space model is recovered by using linear algebraic and geometric tools. The method is validated on a simulation example.
INTRODUCTION

Existing methods
Recent years have witnessed the shift from linear system identification (Ljung, 1999; Pintelon and Schoukens, 2012; Van Overschee and De Moor, 1996) to nonlinear system identification methods (Billings, 2013; Giri and Bai, 2010; Sjöberg et al., 1995) , driven by the need to capture the inherent nonlinear effects of real-life systems. A general framework for nonlinear system identification does not exist (Giannakis and Serpedin, 2001) , however, two major approaches to nonlinear system identification can be distinguished: black-box nonlinear system identification and block-oriented system identification.
Black-box nonlinear identification methods (Sjöberg et al., 1995) are often devised as nonlinear extensions of wellknown model structures, such as NAR(MA)X or NFIR models (Billings, 2013) , or employ regressors inspired by machine learning or kernel methods (Rojas, 1996; Suykens et al., 2002) . Major drawbacks of black-box methods are that these models are not capable of capturing the underlying physical nature of the system: black-box models often contain a (very) large number of parameters, which cannot be easily given physical meaning.
Block-oriented methods (Billings and Fakhouri, 1982; Giri and Bai, 2010) typically have fewer parameters and provide insight into a system by considering interconnections of linear time invariant system blocks and static nonlinear blocks. This approach provides the user with a multi-This work was supported in part by the Fund for Scientific Research (FWO-Vlaanderen), by the Flemish Government (Methusalem), by the Belgian Government through the Interuniversity Poles of Attraction (IAP VII) Program, by FWO project G.0280.15N, by the ERC Starting Grant SLRA under contract 258581, and by the ERC Advanced Grant SNLSID under contract 320378. Mariya Ishteva is an FWO Pegasus Marie Curie Fellow.
tude of flexible models that can accurately describe the underlying physical nature of a system and also lead to interpretable models.
One such block-oriented system structure is the Wiener-Hammerstein structure, which consists of a cascade of a linear time-invariant dynamical system G(q), a static nonlinear function f (·), and a linear time-invariant dynamical system H(q), see Fig. 1 . Wiener-Hammerstein systems are a typical starting point for studying and developing nonlinear identification methods because they are simple, but yet have practical relevance. In the last five years there has been a surge in research activity on Wiener-Hammerstein system identification, mainly due to the publication of a Wiener-Hammerstein benchmark data set (Schoukens et al., 2009) for the purpose of the organization of a dedicated session at SYSID 2009 and a special issue of the journal Control Engineering Practice (Hjalmarsson et al., 2012) . Current identification methods that are tailored towards Wiener-Hammerstein systems are often based on nonlinear optimization methods, see e.g., Schoukens et al. (2014) ; Vanbeylen (2014) , although an interesting development by Li et al. (2015) proposes an iterative biconvex optimization scheme for block-oriented models.
Contribution of the paper
The proposed method is a first step towards discovering (or imposing) block structure in black-box models. Indeed, rather than than providing a new Wiener-Hammerstein identification scheme, we propose a method to obtain a Wiener-Hammerstein model from a given (black-box) nonlinear state-space model (Paduart et al., 2010; Schön et al., 2011) . This only requires linear algebra operations, and hence the computational bottleneck lies with the computation of the nonlinear state-space model, for which efficient algorithms exist (Paduart et al., 2010; Schön et al., 2011) .
General structure of a Wiener-Hammerstein system with measured input signal u(t) and output signal y(t). A static nonlinear function f (·) is sandwiched between the LTI dynamical systems G(q) and H(q). It is assumed that the intermediate signals y G (t) and u H (t) cannot be measured.
It is known that linear identification methods easily succeed to retrieve the product G(q) · H(q) (up to scaling) of the Wiener-Hammerstein structure, but it is rather difficult to split the dynamics (i.e., poles and zeros) over the blocks G(q) and H(q). In this article, we will tackle the identification task in the following way. First, we introduce a canonical nonlinear state-space representation of a Wiener-Hammerstein system. We proceed by writing the model for G(q) in an observer canonical form and the model for H(q) in a controller canonical form. These two representations are then combined into a single canonical Wiener-Hammerstein state-space model in which the nonlinearity appears in the state-update equation of a single state and depends on a single state only.
Remark that the canonical Wiener-Hammerstein model cannot be obtained directly. Instead, we assume that a black-box model is available that is related to the canonical representation by means of an unknown linear state transformation. The relations between the two representations result in a set of equations that allows for the recovery of the unknown state transformation (and hence the Wiener-Hammerstein structure) by means of linear algebra and geometry tools.
The remainder of this paper is organized as follows. In Section 2 we introduce a canonical Wiener-Hammerstein state-space representation, in which the parameters from the block structure can be read off immediately. In Section 3 we will develop a method to reconstruct from a given black-box state-space representation the canonical representation. In Section 4 we will validate the method on a simulation example. Section 5 contains a discussion of the results and ideas for future work.
A CANONICAL WIENER-HAMMERSTEIN STATE-SPACE REPRESENTATION
Let us consider the Wiener-Hammerstein structure of Fig. 1 , where u(k) and y(k) are the input and output of the system at discrete time instant k, G(q) and H(q) are discrete-time LTI dynamical systems, and f : R → R is a univariate static nonlinear function. We assume that G(q) and H(q) are strictly proper transfer functions (i.e., there is no direct feedthrough). 1 Furthermore it is assumed that f (·) does not have a constant term, i.e., f (0) = 0. This assumption is justified since we consider measurements of a system that operates about a fixed operating point.
Let the transfer functions of G(q) and H(q) be given as
and
respectively, where q denotes the forward time-shift operator defined by qx(k) = x(k + 1). For notational brevity we will often omit the time indices, e.g., u = u(k), and we use x + = Ax as short-hand notation for x(k + 1) = Ax(k).
We write the system G(q) in the observer canonical form
(2)
The above representation has the attractive property that the output of the system coincides with a single state, in this case y G ≡ x p . The system H(q) is written in the following controller canonical form
in which the input enters in a single state update x + p+1 as
Combining the state-space representations (1)-(2) and (3)-(4) with the relation u H = f (y G ) gives rise to a Wiener-Hammerstein state-space formulation in which the two systems occur in a lower block-triangular matrix formulation. We find
(11) Remark that the state update matrix A • contains on its block-diagonal the state update matrices of the LTI systems G(q) and H(q), respectively. Furthermore, only the top part of b • and the right part of c T • contain nonzero elements. It is important to observe that the nonlinear function f (·) in this representation is a single-input-singleoutput nonlinearity acting between x p (the last state of G(q)) and x + p+1 (the first state of H(q)). Notice the entry α at position (p+1, p) of A • . The method will start from an identified state-space representation, in which the identified state transition matrix A will inevitably contain a contribution of the linear part of f (·). We write the nonlinear function f (·) therefore explicitly as the sum of its linear part and its nonlinear part as
RECONSTRUCTING THE WIENER-HAMMERSTEIN STRUCTURE
Similarity transformation on state variables
The canonical Wiener-Hammerstein state-space model (5)-(11) allows for directly reading off the coefficients of the systems G(q) and H(q), as well as the nonlinear function f (·). To the authors' knowledge, no procedures exist to identify the block structure directly. Instead, a nonlinear state-space model is obtained on the basis of input-output measurements. We assume in this paper that the black-box representation is related to the canonical representation through the state similarity transformation x = Tz, where z is the black-box state vector and T is a nonsingular (p + r) × (p + r) matrix. Remark that in general it is possible that a nonlinear state transformation occurs (see Section 5 for a simple example of a nonlinear transformation). We will often refer to the rows of the transformation T as
The starting point for the proposed method is thus a blackbox state-space representation
in which the canonical structure of the matrix A • and the vectors c T • and b • is destroyed and the vector function f : R p+r → R p+r is a multivariate function of p + r equations in p + r variables.
The state-space representations (5)- (6) and (12)-(13) are equivalent (i.e., they exhibit the same input/output behavior) and obey the relations Due to the canonical representation of the parameters (8)-(11), the above equations are very structured. In the following paragraphs we will illustrate how the unknown transformation T can be reconstructed by exploiting linear algebraic and geometric relations that result from the expressions (14)-(17).
Reconstruction procedure for p ≤ r
For didactical reasons we will proceed in five steps. In the first step, we will recover the row t T p from a rankone representation of f(·). The second step recovers the bottom r rows of T. After the two first steps have been completed, we will see that it is possible to partition the poles of G(q) and H(q). The fourth step recovers the top p rows of T. Throughout these four steps, at certain points scaling factors are introduced and left undetermined; this is taken care of in step five by rescaling the bottom r rows of T.
Step 1: Rank-one decomposition of f(·). Inspection of (17) leads to
wheref (x) = f (x) − αx, simplifying to
with s p+1 denoting the (p + 1)-th column of T −1 .
In order to be able to access t T p , we compute the Jacobian of f(·), defined as the (p + r) × (p + r) matrix J(z) = [ ∂f i (z)/∂z j ] . Considering (19) we observe that evaluating the Jacobian in a point z becomes a rank-one matrix
The vectors s p+1 and t p can hence be obtained directly from J (up to scaling), for instance by writing J as an outer product of two vectors by using the SVD. 2
In the polynomial case, the coefficients off (x) can be found by solving a linear system. Letf (x) = f 2 x 2 + · · · + f d x d , then we can find f 2 , . . . , f d from (Dreesen et al., 2015) 
. . .
where diag(s p+1 ) is the N (p+r)×N block-diagonal matrix containing s p+1 on its block-diagonal, the vector function f(z) is probed in N different sampling points z (k) and
Step 2: Recovering the bottom r rows of T. To obtain the rows t T p+1 , . . . , t T p+r , we exploit two properties. By investigating (14) we see that a chain of relations among the t T p+1 , . . . , t T p+r appears. More specifically, we obtain
meaning that, if a single one of the t T p+1 , . . . , t T p+r is known, all remaining ones can be computed. Furthermore,
Combining above two observations allows for the computation of t T p+r (up to scaling) from t T p+r A r−1 b · · · b A r−2 f(z) · · · f(z) = 0 T , (24) where the row vector 0 T has 2p−1 components. Once t T p+r is computed, the remaining rows t T p+1 , . . . , t T p+r−1 follow from (21)-(23).
Remark that if p > r, the null space in (24) will have dimension higher than one. A simple way to circumvent this problem is to post-filter the output data y with a known filter of appropriate order, in which case p ≤ r and the remainder of the procedure can be applied.
Step 3: Assigning poles to G(q) and H(q). Let us consider again (14). Once we know t T p , . . . , t T p+r , we can find α, c 1 , . . . , c r by solving the linear system
This allows for assigning the poles of the system to the blocks G(q) and H(q). Recall that c 1 , . . . , c r are the coefficients of the denominator of H(q) and hence define the eigenvalues of the block of A • corresponding to H(q).
Since A has as eigenvalues both the poles of G(q) as well as H(q), the poles of G(q) are now also known. The block of A • corresponding to G(q) is also in a companion form, so from the eigenvalues we can directly find the remaining coefficients a 1 , . . . , a p . This is done by solving the system [ −a p −a p−1 · · · −a 1 1 ]
where λ 1 , . . . , λ p denote the poles of G(q), i.e., the eigenvalues of the block of A • corresponding to G(q).
Step 4: Recovering the top p rows of T. Once the the elements a 1 , . . . , a p are known, the remaining rows t T 1 , . . . , t T p−1 can be obtained from another chain of linear relations. From (14) we find
Step 5: Fixing scaling factors. At two places in the proposed method we have encountered scaling indeterminacy. This occured a first time when the rank-one estimation of f(·) was determined: a scaling factor can be exchanged between t p and s p+1 . A second scaling indeterminacy appeared when t p+r was computed using (24). The easiest way to fix the scaling is to rescale (multiply) the bottom r rows of T by (t T p+r s p+1 ) −1 : Recall that s p+1 is the (p + 1)th column of T −1 and we need to obtain TT −1 = I.
A single free scaling parameter remains in the representation: the canonical Wiener-Hammerstein representation is not unique. From a theoretical point-of-view, the lack of uniqueness should not come as a surprise. It is known (Ljung, 1999) that the linear part of (5)-(6) has 2p + 2r degrees of freedom, however, there are 2p + 2r + 1 parameters in the linear part of (5)-(6).
SIMULATION EXAMPLE
Let us illustrate the procedure by means of a simulation example. Consider the following black-box state-space description of a Wiener-Hammerstein system 2.4z 3 2 − 6.4z 2 2 z 5 + 6.4z 2 z 2 5 − 2.4z 3 5 6.4z 3 2 − 19.2z 2 2 z 5 + 19.2z 2 z 2 5 − 6.4z 3 5 0.4z 3 2 − 1.2z 2 2 z 5 + 1.2z 2 z 2 5 − 0.4z 3 5 2.4z 3 2 − 6.4z 2 2 z 5 + 6.4z 2 z 2 5 − 2.4z 3
in which we want to recover the underlying Wiener-Hammerstein block structure. The orders of G(q) and H(q) are given as p = 2 and r = 3.
We start by computing the Jacobian of f and evaluate it at a point, say z = [ 1 2 −1 −2 1 ] T . We have
which we can factor using the SVD, providing us with s 2 and t T 3 .
Sincef (x) = f 2 x 2 + f 3 x 3 is polynomial of degree three, we can find its unknown coefficients f 2 and f 3 from 
We findf asf (x) = 0.6667x 3 .
In the second step we find from (24) The bottom r rows of T are now determined, and we can now proceed to step three, where we allocate the poles to the systems G(q) and H(q). From (25) we find the coefficients c 1 = −1.50, c 2 = 1.00 and c 3 = −0.25. This determines fully the part of A • corresponding to H(q):
The poles of H(q) are 0.500, 0.500 ± 0.500i. The poles of G(q) and H(q) combined are the eigenvalues of A, and are 0.500, −0.500, −0.250, and 0.500±0.500i. This means that the poles of G(q) are λ 1 = −0.500 and λ 2 = −0.250. From (26) we then immediately find the coefficients a 1 = 0.750 and a 2 = 0.125.
To find t 1 we simply need to complete the chain (27)-(29). We find t T 1 = [ 1.4142 0.7071 0 −1.4142 0 ] .
We have now determined all rows of T, but need to fix the scaling indeterminacy. We rescale the rows t T 3 , t T 4 and t T 5 by multiplying them with (t T 3 s 3 ) −1 . The transformation matrix T is found as 
DISCUSSION AND FUTURE WORK
Discussion
We have presented a method to recover from an identified black-box nonlinear state-space model, the underlying Wiener-Hammerstein block structure. It is assumed that between the black-box representation and a canonical Wiener-Hammerstein representation there has occured a linear transformation on the state vector. In this case it turns out that linear algebra tools suffice to reconstruct the block structure.
During our attempts to apply the presented method to the SYSID 2009 Wiener-Hammerstein benchmark example, we have run into the case of a nonlinear state transformation. Indeed, it turns out that, unlike for the linear case, two equivalent state-space models may be related by a nonlinear state transformation, rather than a linear transformation. This can be shown by means of a simple example. Consider the simple state space model x + 1 = 1/3x 1 + 1/2u, x + 2 = 1/4x 2 + 1/5x 2 1 , y = x 2 , where one can recognize a Wiener-Hammerstein system with two first-order systems and a nonlinearity f (x) = x 2 . Now consider a nonlinear state transformation x = T(z), defined by
x 1 = z 1 , x 2 = z 2 + z 1 z 2 . A few algebraic manipulations easily lead to z + 1 = 1/3z 1 + 1/2u, z + 2 = 1/4z 2 − 1/12z 1 z 2 + 1/5z 2 1 − 1/2uz 2 , y = z 2 + z 1 z 2 . Observe that the obtained representation is again polynomial of degree d = 2. However, the nonlinear part contains terms that are cross-products of the transformed states z 1 and z 2 , and the transformed state z 2 with input u. Obviously, in this case a linear transformation does not suffice to recover the underlying Wiener-Hammerstein structure.
Future work
Ongoing work focuses on studying and unraveling nonlinear state transformations as above. Another important challenge for future work is to investigate the effect of noise: in practice the assumption that a noise-free initial model (12)-(13) is available, is not realistic. It is therefore necessary to understand what effect noise has on the initial black-box state-space model and how this knowledge can be incorporated in the reconstruction method. It would be interesting to investigate whether their optimization-based approach could be adopted for the case that the equations (14)-(15)-(16)-(17) do not hold exactly as in the nullspace approach for linear systems of Mercère et al. (2014) . Furthermore, rather than starting from an identified blackbox nonlinear state-space model, it would be interesting to investigate if the Wiener-Hammerstein structure can be imposed during identification. A combination of the ideas developed in the current paper with procedures of Lyzell et al. (2009) and Ase et al. (2009) would be an interesting starting point for bypassing the proposed twostep procedure. Finally, the ideas developed in the current paper may be generalized to other block structures, such as parallel Wiener-Hammerstein systems.
