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CHAPTER 1. INTRODUCTION, AND REVIEW OF FLUIDIZED BED 
MECHANICS FOR GRAVITY SEPARATORS 
Th# air ••paration prlncipl* has b««n usad in th# 
processing industry for many years in the operation of 
machines known variously as gravity separators, or fluid-bed 
separators, air classifiers, or dry tables. In the seed 
industry, the process is known as gravity separation, but in 
other applications such as mineral processing it is commonly 
referred to as '*dry tabling,** "jigging," or "gravity 
concentration." In the seed grain industry, gravity 
separators have been used for the sorting and cleaning of 
grains such as com, wheat, and soybeans. In mineral 
processing or ore dressing, air classifiers are used for 
recovery of valuable metals from ores. Gravity separators 
have been used in waste disposal facilities to separate the 
components of domestic and industrial refuse. 
The gravity separation principle is based upon the 
segregation phenomena which arise in pneumatically fluidized 
beds of particles. Vibration and gravity table geometry are 
then employed to take advantage of the tendency of the 
particles to segregate in layers composed of components 
having similar density and size. 
A simplified version of a gravity table that could be 
used to separate a binary mixture of light and dense 
2 
particles of the same size is shown in Figure 1-1. With air 
flowing at a velocity great enough to support and "fluidize" 
the lighter particles, yet low enough to leave the heavier 
component in contact with the deck of the gravity table, 
vibration of the deck is used to move the heavy particles up 
the sloping deck surface. The lighter particles are 
fluidized and behave much like a liquid. In this liquid­
like state, the light particles flow down the slope. Using 
a convenient terminology, Rowe et al. (1972a) refer to the 
heavy ''sink" component as jetsam and the light ''float" 
component as flotsam. 
Particle flow on a gravity separation table is 
complicated. The fluidized bed phenomenon plays an 
important role in the operation of the gravity table, 
however, fluidization mechanics are not well-understood. 
There are numerous independent variables which influence 
particle movement. Among these are factors such as particle 
density and aerodynamics, air flow rates, deck vibration 
period and ae^ lltude, deck slopes and geometry, and bulk 
flow rates of particles. The mechanics of the problem are 
complex, and this complexity Is enhanced because the large 
number of particles makes It nearly impossible to observe 
the behavior of Individual particles or even classes of 
particles. 
3 
Ftcd mixtur* 
Heavy fraction 
(Iatsam) Dack vibration 
Light fraction 
(Fiotaam) _ 
Air (ftitributlon 
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FIGURE 1-1. A simplifiée! gravity separator used to divide a 
binary mixture of light and heavy particles 
The majority of literature concerning air separation 
has been written on topics associated with mineral 
processing or ore dressing. Because of the complicated 
physical nature of the subject, journal articles and text 
4 
material concerning air separation have been largely 
descriptive and have not presented any truly quantitative 
analyses. (See for example: Taggart, 1927; Caudin, 1939; 
Burdick, 1942; Dickson et al., 1959; Douglas and Sayles, 
1971; or Perry and Chilton, 1973.) There is, however, some 
information describing wet tabling. Caudin (1939, pp. 
280-316) discusses in some detail the theory of particle 
movement for flowing film concentration or wet tabling. 
However, the separation mechanism for wet tabling is 
somewhat different than for dry tabling or "pneumatic 
jigging," and Caudin (1939) offers no corresponding analysis 
of air concentration. Some of his analyses for flowing film 
concentration supports observations of performance of air 
separators, however. 
For particle movement in a nonviscous fluid (air may be 
considered to be approximately nonviscous) on a vibrating 
deck, he concludes that particles of different specific 
gravities will "drift** differently and thus will follow 
different pathways. Lower density particles will tend to be 
moved less in the direction of the vibration. Because 
fluidization is not the mechanism of flotation in his 
discussion, but buoyancy is, Caudin's theory shows that 
drift does not depend upon particle size. It is well-
established that size is an in^ rtant factor for particle 
5 
separation on an air table, however. The substitution of 
fluidization for buoyancy as the agent of flotation greatly 
complicates the mechanics of the problem and renders 
Gaudin's analysis useful in only a qualitative sense. 
There is less information concerning the use of the 
gravity separator for seed conditioning. Gaul (1983) 
studied the characteristics of light, heavy, and 
intermediate components that were separated from soybean 
lots by use of a gravity separator. He found no significant 
difference between the specific gravities of the various 
fractions. In the experiments he performed, separation was 
due to sise differences among the seeds. Misra (1983) found 
that the gravity separator could be used to remove virtually 
all black nightshade berries from soybean lots. Black 
nightshade berries are approximately the same size and 
density as are soybeans; thus, they are difficult to remove. 
To obtain good gravity separator performance, the seedlot 
was dried which caused the nightshade berries to shrivel and 
decrease in specific gravity. With a lower specific gravity 
than the soybeans, the black nightshade berries were easily 
separated from the beans. 
6 
Objectives 
The objectives of this research are the following: 
1. To review the general concepts of fluidization 
theory, discuss fluidization research, and 
emphasize applications to the study of gravity 
separator performance, 
2. To develop a theory to describe the movsment of 
particles through a gravity separator, and 
3. To verify the theory with laboratory data. 
Fluidized Bed Concepts and Theory 
Consider a bed of loosely-packed particles as shown in 
Figure 1-2; pump a liquid or gas up through the bed of 
particles. At low flow rates, the particles remain 
stationary and the fluid merely flows through the void 
spaces between the fixed particles. This is a classic 
example of flow through porous media. This is called a 
fixed bed. As the fluid flow rate is increased, a point is 
reached when some particle movement occurs and the bed 
becomes more loosely packed. In this condition, the bed is 
termed expanded. 
At some greater velocity, the upward acting drag forces 
on the particles will equal the submerged weight of the 
particles. Kunii and Levenspiel (1969) note that at this 
FIGURE 1-2, Fixed bed 
point compression forces between particle layers disappear; 
pressure drop through any vertical section of the bed is 
approximately equal to the weight of particles per unit 
cross-section that are supported in that vertical section. 
They refer to this bed as an "incipiently fluidised bed^  or 
a bed at minimum fluidization. An incipiently fluidized bed 
is shown in Figure 1-3. 
Further increase in flow rate above minimum 
fluidization velocity usually results in the smooth 
expansion of a liguid-fluidized bed with little turbulence, 
but the result is much different for a gas-fluidized system 
(Kunii and Levenspiel, 1969). Some bubbling and channeling 
8 
I I I  
V 
FIGURE 1-3. Incipiently fluidis«d bed 
of gas can occur. At still larger flow rates, violent 
bubbling and agitation commence with resultant vigorous 
particle mixing. Such a bed is referred to as a bubbling 
gas-fluidized bed. An example is shown in Figure 1-4. 
One of the most important properties of a fluidized bed 
is the fluid velocity at which the transition from packed 
bed to fluidized bed occurs, the minimum fluidization 
velocity u^ ^^ . Note that velocity through a fluidized bed is 
usually expressed as a "superficial velocity." The 
superficial velocity of flow through a bed is the volume 
flow rate of fluid divided by the cross-sectional area of 
the bed. 
9 
FIGURE 1-4. Bubbling g**-fluidiz#d b«d 
The minimum fluidization velocity i# a function of 
particle, fluid, and bed characteristics. Broadhurst and 
Becker (1974) used dimensional analysis to express certain 
"dependent" variables, such as minimum fluidization 
velocity, as functions of other "independent" variables. 
Mote that the choice of independent and dependent variables 
is somewhat arbitrary. The decision to treat a variable as 
independent or dependent is based upon practicality. 
Broadhurst and Becker (1974) point out that many researchers 
have tried to use parameters such as minimum fluidization 
velocity and void ratio at minimum fluidization as 
independent variables. The problem with this approach is 
10 
that such quantities are poorly defined and are unlikely to 
be known initially. 
A dimensionally correct set of parameters that could be 
used as independent variables to describe the behavior of a 
multi-component fluidized bed would be the following: 
1. superficial fluid velocity v (L/T) 
2. fluid density (FT'/L*) 
3. fluid viscosity n (FT/L*) 
4. bed cross-section dimensions (L) 
5. settled bed depth H (L) 
6. equivalent particle diameters d^  (L) 
7. weight fractions of various particle types %j 
8. particle shape factors (e.g., sphericity) 
9. particle densities pj (FT'/L*) 
10. acceleration of gravity g (L/T*) 
Here, equivalent particle diameter might be defined as in 
Kunii and Levenspiel (1969); equivalent diameter is the 
diameter of a sphere having the same volume as the particle. 
Sphericity is defined as the surface area of a sphere 
divided by the surface area of a particle having the same 
volume. 
With these 10 variables having 3 independent 
dimensions, it is possible to form 7 dimensionless groups: 
1. vdjP^ w, 
2. g(p^ )'HVu', 
11 
3. Pf/Pp, 
4. X j t 
5 • j f 
6. dj/H, and 
7. dj/X^  
Thus» minimum fluidization velocity u^  ^is rsprsssntsd as: 
• #2C9(P£)'» P^ /Pj* *j» j* dj/H, d^ /X|). 
Void ratio c at any superficial velocity v could be 
expressed as a function of the above seven dimensionles# 
variables. 
® g(p^ )*H'/y*/ g / p ^j j *  d j / H ,  d ^ / X ^ ) .  
Broadhurst and Becker (1974) note that with such a large 
number of dimensionless groups, it is no wonder that the 
scaling up of fluid bed behavior from model to prototype has 
been a persistent problem. 
Many researchers have considered the minimum 
fluidization velocity problem from the standpoint of 
statics. They note that at the onset of fluidization, the 
drag force on the particles caused by the upwards moving 
fluid is equal to the submerged weight of the particles. 
12 
That is, for a bed of unconsolidated particles having 
density, on the verge of fluidization, statics would 
yield: 
(1-1) AP/H = 
where is the void ratio at minimum fluidization. Kunii 
and Levenspiel (1969) use Ergun's equation (Ergun, 1952) to 
solve for AP/H: 
(1-2)  
AP/H » |(l-*)/(ge')|(150wu(l-*)/(*d,)'+1.75gp2u'/(*d,);. 
Here, u is the superficial velocity, d^  is the equivalent 
diameter of the particles, and * is the sphericity of the 
particles. For particles of the same shape but different 
diameters, it is suggested that average equivalent diameter 
be used as an approximation. 
Rowe and Nienow (1975) derived an expression for 
pressure drop based on Hatch's equation. They obtain: 
(1-3) AP/H = k,f(w/Pf)2"*(u/:)*(S(l-s)/c)3~*. 
13 
Again, u is superficial velocity, c is void ratio, and k is 
a constant. S is specific surface area per unit volume of 
particle (e.g. 6/d for spheres). The exponent n varies with 
flow from n » 1 for creeping flow to n * 2 for turbulent 
flow. For a bed containing a mixture of particle diameters 
and shapes, Rowe and Nienow (1975) recommend using average 
specific surface area defined as: 
m 
S • I 
i»l 
where Xj^  is the weight fraction of particles for the ith. 
component. It can be shown that for correct choice of k and 
n in equation 1-3, Ergun's equation 1-2 results. 
Note that there is a significant problem with the use 
of equations 1-1, 1-2, and 1-3. Substitution of equations 
1-2 or 1-3 into equation 1-1 to solve for minimum 
fluidization velocity ,u^ jp, requires the knowledge of void 
ratio at minimum fluidization Experimental 
correlations of with sphericity * are sometimes used to 
approximate the solution. For binary mixtures, Rowe and 
Nienow (1975) suggest the use of an equation developed by 
Cheung et al. (1974). This equation is; 
X? 
V^ s = 
14 
wh«r« the u'a are minimum fluldization velocities, x is 
weight fraction, and the aubacripta b, a, and c refer to the 
large component, the amall component, and the mixture 
reapectively. The reaulta were found to be beat when d^ d^  
ia leaa than 3. 
Hiatorically, much reaearch concerning fluidized beda 
haa dealt with problema aaaociated with chemical reactora 
and coal burning and cleaning operations. There are a 
number of aignificant differencea between the bed mechanica 
of a chemical reactor and the bed mechanics of a gravity 
table. Traditionally, the particles under consideration 
have been fine particles or powders. Bed depth may be on 
the order of several feet, which is perhaps thousands of 
times the particle diameter. The bed width is normally much 
less than the bed height. In contrast, seeds such as corn 
or soybeans are rather coarse; the bed height may be only 
several times as large as the particle diameter. The bed 
width is normally many times the height of the bed. Thus, a 
gravity table operates with a shallow bed of coarse 
particles. Chemical reactors operate with a deep bed of 
fine particles. For a gas-fluidized deep bed, 
compressibility effects cannot be ignored. Since change in 
pressure is roughly proportional to the weight of particles 
15 
suspended, large pressure drops across the bed depth can 
occur. For a gas, these pressure changes would be 
accompanied by significant changes in gas volume. For a 
shallow bed, with relatively small suspended weight per unit 
area of bed surface, compressibility is not expected to be 
an important factor. 
Segregation Phenomena in Gas-Fluidized Beds 
Movement of particles within a gas-fluidized bed is not 
well understood. In fluidized beds of fine particles, van 
der Waal* forces, capillary forces, and electrostatic forces 
can be important (Donsi and Massimilla, 1974; Rietema and 
Mutsers, 1974). Some researchers have attempted to use gas 
diffusion models to describe particle movement in gas-
fluidized beds (Buevich et al., 1980). Baile (1965) notes 
that some researchers consider the diffusion model to be 
invalid. He lists five assumptions that are needed for the 
diffusion equation that cannot be applied to fluidized beds. 
They are: 
1. On collision of particles, all scattering angles 
must be equally probable. 
2. The mean free path must be constant throughout 
the bed. 
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3. Particle# must move at some constant average 
velocity throughout the bed. 
4. Movement of particles is independent of other 
particles. 
5. Particles are not constrained by neighboring 
particles. 
Movement of particles does not appear to be completely 
random as is required by the diffusion model. Conceptually, 
it appears that movement of particles is accomplished by a 
random mechanism similar to diffusion superimposed upon a 
"bulk flow motion" (Baile, 1965). He proposes a "double 
transport model" which accounts for the dual deterministic 
and stochastic natures of the process. Baile (1965) uses 
the model to calculate concentration profiles. 
In the operation of chemical reactors, good mixing is a 
desirable characteristic of the fluidized bed. As a result, 
chemical reactors are normally operated in the bubbling bed 
mode which encourages much turbulence and mixing. A number 
of researchers have used "bubbling bed models" to describe 
particle movement (Yoshida et al., 1980; Rowe and Nienow, 
1976; Kunii and Levenspiel, 1969). In these models, 
particle transport is typically related to bubble volume and 
particle density. 
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It has been found that even in the highly agitated 
bubbling bed, segregation of particles is very likely to 
occur if there are any differences in density or size among 
the particles. Xn fact, Rowe et al. (1972a) found that 
bubbles were a major factor in particle segregation. Light 
particles are lifted in the wake of the rising bubbles, and 
large particles fall through the bubble and descend. Small 
dense particles can percolate through the pore spaces. 
Rowe et al. (1972a and 1972b) worked with binary 
systems of near spherical particles in deep two-dimensional 
beds. They found that the effect of increasing the 
superficial velocity was to increase the fraction of jetsam 
mixed with the lighter flotsam. The bottom layer of jetsam 
remained pure (Rowe et al., 1972a). It was also found that 
while the less dense particles would float on a bed of dense 
particles, they would not rise through a confining layer of 
dense particles unless the layer was disturbed by a rising 
bubble. 
Rowe et al. (1972b) found that if the superficial 
velocity v was slightly less than or equal to the minimum 
fluidization velocity of the jetsam, then the bottom layer 
will approach pure jetsam. The concentration of jetsam in 
the lower layer would be proportional to and 
would also tend to vary as (d^ d^ )^ ^^ . Here, subscripts H 
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and L refer to the heavy and light densities, and subscripts 
b and s refer to the big and small diameters. 
A number of researchers have studied binary mixtures of 
particles composed of various proportions of the heavy 
jetsam component and the light flotsam component. Maimer et 
al.(1982) developed a mixing/segregation model for high 
flotsam beds. They state explicitly that their model does 
not apply to jetsam-rich systems. Nienow and Chiba (1981) 
also note that segregation patterns for jetsam-rich systems 
differ from those of flotsam-rich systems. Rove and Nienow 
(1976) note that with high jetsam concentration, complete 
segregation of the top layer is not likely except near 
minimum fluidization velocity of the mixture. The bottom 
layer remains relatively free of flotsam, however. 
Many authors have noted that the addition of a small 
number of fines to a coarser fraction of particles will 
significantly decrease the minimum fluidization velocity of 
the mixture below that for the coarser particles alone 
(Oieung et al., 1974; Rowe and Nienow, 1975; and Douglas and 
Sayles, 1971). With a high jetsam mixture and the bed 
fluidized at a superficial velocity only slightly less than 
that of a pure jetsam mixture, it could be expected that the 
lower jetsam layer will remain relatively pure but that the 
upper flotsam layer will be contaminated by the occasional 
rise of jetsam particles. 
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Fluidizad Bed Mechanics and Segregation Phenomena for 
Gravity Separators 
There are a number of differences between the 
separation mechanics of a gravity separator working with a 
shallow bed of coarse particles such as seed grain and the 
separation characteristics of a deep gas-fluidized bed of 
fine particles. The fluidized bed which occurs on the deck 
of the gravity separator is actually only partially 
fluidized. It is a jetsam-rich mixture with a layer of the 
jetsam portion (usually the best grain) in contact with the 
vibrating deck. This condition is similar to that described 
for the jetsam-rich systems discussed at the end of the 
previous section. 
Proper operation of the gravity table requires that the 
superficial velocity be high enough so that the mixture is 
fluidized yet low enough to avoid the bubbling-bed 
condition. Figure 1-5 shows a plot of pressure drop versus 
superficial velocity for a fluidized bed. Note that with 
increasing flow rate there is little change in pressure drop 
beyond point A where the minimum fluidization velocity 
occurs. Douglas and Sayles (1971) point out that there is 
little change in bed density between points A and B. 
Velocity, however, may increase as much as 60 times from 
points A to B. They note that beyond point B, though. 
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turbulence and pressure drop increase. Eventually, 
entralnment of particles will begin. In the range beyond 
point B, where there is much turbulence and agitation, 
mixing dominates segregation and proper separation of 
materials is impossible. 
I V 
2 
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log (superficial vekxity) 
FIGURE 1-5. Pressure drop as a function of superficial 
velocity for a gas-fluidized bed 
Figure 1-6 shows the top view of a gravity separator 
operating under ideal adjustment (Oliver Manufacturing 
Company, Inc., 1980). Slope of the deck is positive in the 
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y direction and negative in the x direction (positive x runs 
from right to left as shown in the figure). The deck 
vibrates in the y direction as is shown in the simplified 
diagram in Figure 1-1. This vibration causes the heavy 
particles in contact with the bed to be moved up the slope. 
Adjustment of the slope in the y direction alters the 
proportions of light, medium, and heavy particles which are 
delivered to various points along the left-hand side of the 
deck. Adjustment of the slope in the x direction alters the 
capacity of the table. 
Y 
Heavy 
Stratifying 
zone 
V Feed \ 
-X 
FIGURE 1-6. Ideal operation of a gravity separator 
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We now consider some of the unique characteristics of a 
gravity-table-fluidized bed more closely. First, recall 
that the gravity table is not designed to operate in the 
bubbling-bed mode. Rowe et al. (1972a) identified bubbles 
as the major factor which encourages particle segregation in 
a deep bed. How then is segregation accomplished on the 
gravity table? Perhaps the deck vibration serves a purpose 
similar to that of the rising bubbles in a deep bed. 
In a deep bed, with mixtures of light and heavy 
particles, bubbles were required to disrupt layers of heavy 
particles and to carry lighter particles up in the bubble 
wake. The vibrating bed of a gravity table agitates the 
particles and disrupts the mixture enough to allow the 
lighter particles to find a free path to the surface through 
any confining layers of heavy particles. Recall that Rowe 
et al. (1972a) found that less dense particles would float 
on a bed of dense particles but they would not move up 
through a layer of dense particles on their own. Thus, this 
type of buoyant behavior preserves segregation but is not 
the sole cause of segregation. Once vibration has allowed a 
lighter particle to move to the surface, it tends to stay 
there. 
It has been observed that shallow beds have less 
tendency to bubble than do deep beds. That is, a deep bed 
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of particle* will begin to bubble at a lower superficial 
velocity than will a shallow bed of identical particles. 
Douglas and Sayles (1971) consider bubbling to be an 
indication of too much turbulence and state that bubbling 
actually hinders segregation on a gravity table. This is in 
direct contrast to the role bubbles play in encouraging 
segregation in deep stationary fluidized beds. The 
fluidized bed on a gravity table is only partially 
fluidized. It is important that a heavy layer of jetsam be 
in contact with the deck. Since shallow beds bubble at 
relatively high superficial velocities, bubbling may be an 
indication that the bottom layer of jetsam is being 
destroyed. As a result, the jetsam does not remain in 
contact with the deck long enough for the deck vibration to 
transport this heavier fraction up the slope and promote 
separation. 
Summary of Fluidized Bed Mechanics for Gravity Separators 
It is obvious that the operating mechanics of gravity 
separators are complex. There has been little research 
dealing with the subject. While the concepts involved in 
traditional fluidized bed theory are valuable, there is 
perhaps little that can be directly applied to the mechanics 
of gravity separators. The addition of deck vibration to 
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the problem complicates the analysis somewhat. Minimum 
fluidization velocities derived with the use of Ergun-like 
equations are probably not accurate. Use of Ergun's 
equation to determine minimum fluidization velocities 
assumes that the bed develops a minimum fluidization void 
ratio. With the addition of deck vibration, however, the 
depth and hence the void ratio of the bed are being altered 
with every oscillation. These minimum fluidization 
properties would need to be redefined, perhaps in the time 
averaged sense, for specific combinations of oscillation 
rate and amplitude. 
The separation processes in a deep, gas-fluidized bed 
and on a gravity table are also markedly different. In a 
deep, gas-fluidized bed, the major agent of separation has 
been identified as bubble flow. In contrast, the gravity 
table does not operate in the bubbling bed mode; its 
performance is degraded if bubbling occurs. Rather, the bed 
is partially fluidized. Deck vibration is the chief 
segregation factor. Deck vibration serves two purposes. 
First, vibration agitates the mixture and allows lighter 
particles to find their way to the surface where they become 
fluidized and flow down the cross-slope. Second, vibration 
transports the heavier nonfluidized particles which are in 
contact with the deck up the cross-slope. 
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Broadhurst and Becker (1974) discussed the application 
of dimensional analysis to fluidized bed theory. The 
performance of a gravity separation table is related to many 
of the factors which they considered important for fluidized 
beds. Conceptually, the relevant parameters for the gravity 
separator problem would be those describing: 
1. deck geometry, 
2. deck orientation (direction cosines relative to 
the datum plane), 
3. period and amplitude of deck vibration, 
4. force of gravity, 
5. fluid properties: density and viscosity, 
6 .  particle properties: density, physical 
dimensions, shape, and aerodynamic properties, 
7. particle mixture composition, and 
8. bulk flow rate of particles. 
Note that it might be desirable to combine a number of the 
fluid and particle properties into a single term such as 
drag coefficient or terminal velocity. Information 
concerning these values is readily available for seed grains 
and could be easily related to work done with nonseed grain 
particles (Bilanski et al., 1962; Hawk et al., 1966). Use 
of a single property such as drag coefficient or terminal 
velocity would eliminate the need to use quantities such as 
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sphericity, minimum fluidizaticn velocity, end void ratio, 
which are difficult to measure and correlate. 
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CHAPTER II. DEVELOPMENT OF A MATHEMATICAL MODEL OF 
SEPARATION PHENOMENA FOR A GRAVITY SEPARATOR 
Particle flow on # gravity separation table i# a 
complex process. There are numerous independent variables 
which influence particle movement, and in particular, the 
large number of particles on the deck makes it nearly 
impossible to observe the behavior of individual particles. 
Thus, development of a deterministic model of particle 
movement promises to be a difficult task. 
Fan and Chang (1979) proposed a stochastic model for 
the mixing of large particles in gas-fluidized beds which 
suggests a method of approaching the gravity table problem. 
They developed a nonstationary random walk model to describe 
particle mixing and segregation. In this chapter, we first 
will examine how Fan and Chang's model can be adapted to 
describe particle movement through a gravity separator. The 
utility of this model will be a prime consideration. To 
obtain a model which is practical to use, it will be 
necessary to reformulate the problem conceptually. 
Specifically, in Fan and Chang's model (1979), particle 
movements occur during time-based transition periods; in the 
model proposed here, particle movements will occur over 
distance-based transitions. Methods of estimating the 
parameters in the Markov model will be discussed; selection 
of the method used in this research will be explained. 
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Stochastic Modeling of Particle Movement on a Gravity 
Separation Table 
A Markov process is assumed to govern the movement of 
particles on a gravity separation table. Particle movement 
that is governed by a Markov process is independent of 
previous movement; it is a function of the particle's 
present location only. For the purposes of modeling 
particle movement, the states of a Markov process can be 
thought of as being associated with particle positions. 
Movements between the states (positions) are known as 
transitions. Transition probabilities are the probabilities 
of certain transitions occurring during a specified interval 
known as a transition period. There are two fundamentally 
different ways of defining a transition period which were 
considered for use in this research. 
Time-transition Markov model 
To use Fan and Chung's model, the gravity table deck 
shown in Figure 1-6 would be divided into a number of 
nonintersecting regions as shown in the simplified example 
in Figure 2-1. These regions would correspond to states in 
a Markov chain. In the general case, each particle on the 
deck could have its movement controlled by its own unique 
Markov process. For practical purposes, we will assume that 
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the movements of all particles that belong to the same class 
of particles (classes of particles will be defined) are 
governed by the same Markov process. We confine our 
attention to the movement of one particle at a time. The 
system is defined as the gravity table deck, the particle 
mixture flowing on the deck, and the specific particle whose 
movement is being studied. The system is in state j if the 
particle occupies the area of the deck associated with state 
j. 
FIGURE 2-1. Rectangular deck with 6 states 
The only assumption required for the stationary Markov 
model is that any particle's movement be determined solely 
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by the position of the particle on the deck. If we confine 
our study to the steady-state operation of the gravity 
table, the stationary Markov model is appropriate. 
Observation of the gravity table in operation indicates that 
particle movement is not influenced by the particle's flow 
history; thus, the required assumption that particle 
movement be dependent on position only is reasonable. For a 
uniform mixture of particles fed at a constant rate, the 
time-averaged concentrations of particle fractions in 
various regions on the deck would be expected to change with 
position only and not with time. The gravity table deck is 
divided into a number of sections or "states" as is shown in 
the simplified rectangular deck in figure 2-1. Each type of 
particle in the mixture would have associated with it a 
transition matrix for some specified time-transition period 
AT. A natural choice for the transition period might be 
some integer multiple of the deck vibration period. The 
transition matrix for a specific particle type is composed 
of the state-to-state transition probabilities for 
transition periods of length AT. 
For example, suppose the particle mixture were composed 
of 50% dense particles and 50% light particles. The 
transition matrix for the light particles on the deck in 
Figure 2-1 would be, say: 
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'13 '14 'is '16 
'21 '22 '23 "24 '25 '26 
•"31 '32 '33 '34 '35 '36 
'41 %3 '44 '4s '46 
^52 '53 '54 '55 'S6 
'62 *63 '64 '65 '66 • 
is the probability that a light particle located in 
state i would move to state j during the transition period 
AT. For example, is the probability that a light 
particle located in state 6 would remain in state 6. Pg^  is 
the probability that a light particle located in state 2 
would move to state 1 during the span of one transition 
period. Clearly, for any i we must have; 
6 
Z P^ j = 1.0, 
i.e. the row sum must equal 1. 
To obtain experimentally the values of P^ j, the ideal 
method would be to follow individual particles as they move 
about on the deck. Transition probabilities could then be 
estimated by observing position as a function of time. 
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After Lee et al. (1977), let n^ j(t) denote the number of 
particle* of a given type which are located in state i at 
time t-1 and in state j at time t. Let transition period, 
t, range from t=l to t*T+l. Thus, we are considering data 
that span T+1 transition periods. Let 
T+1 
"ij " * nij(t)' 
t»2 
Then, the maximum likelihood estimator of j is given by; 
r 
Phat^ j • n^ /^( % n^ j). 
J»1 
As mentioned previously, though, the large number of 
particles on the deck makes this approach extremely 
difficult. In addition, particles tend to stratify in 
vertical layers. It is likely that an individual particle, 
especially a heavy jetsam particle, would not be visible for 
a large part of its journey. 
An additional problem from the conceptual standpoint is 
that the system as shown is not closed. That is, the 
particles flow onto the deck and then off. T%us, the same 
particles are not always present on the deck. To make the 
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system closed, two additional states would need to be added, 
an input state and an output state. Figure 2-2 shows this 
idea applied to the deck of Figure 2-1. 
FIGURE 2-2. Rectangular deck with input and output states 
Two states i and j are said to communicate if a 
particle can reach state i from state j and if a particle 
can reach state j from state i (Parzen, 1960). For the 
example, in Figure 2-2, the input and output states would 
not communicate with any states. Particles can stay in the 
input state or transfer out but can not move in. The output 
state is an absorbing state; i.e., no particles can leave 
the output state once they have transferred into it. 
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This is a somewhat awkward solution, and it limits the 
usefulness of the model. For example, it would be desirable 
to predict the path which is followed by a particle that is 
placed somewhere on the deck. Because two of the states, 
the input state and especially the output state, have no 
locations that can be related to positions of particles 
moving on the deck, it is difficult to obtain meaningful 
particle pathway predictions. 
Because of the problems associated with the time-
transition Markov model, it is considered unsuitable for 
this study. The conceptual artificiality of the use of 
input and output states limits its usefulness, and the 
difficulty of obtaining experimental data is a particularly 
severe shortcoming. 
Pi stance-transi tion Markov model 
A way to circumvent the problems of the time-transition 
model is to adopt an alternate definition of transition 
period. A convenient approach is to consider transitions 
based upon position or movement in the longitudinal 
direction. Observation of the deck in operation indicates 
that movement in the %-direction is basically uniform across 
the width. All particles on the rectangular portion of the 
deck appear to move toward the output end at roughly the 
same x-velocity. Thus, we let longitudinal distance, x. 
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become # "pseudo" time dimension. A note on interpretation 
of figures: from the operator's side of the gravity table 
(the low side of the deck), the particle mixture flows from 
right to left. In Figures 2-1 and 2-2, the feed end is on 
the right and the output end is on the left. The particle 
flow in all figures is in the direction of the positive x-
axis. Thus, in Figures 2-1 and 2-2, the positive x-axis 
runs from right to left. However, it is sometimes more 
convenient to use the mirror image of the gravity table deck 
and have the particle flow proceed from left to right. 
Thus, in Figure 2-3, particle flow is from left to right, 
and the positive x-axis also runs from left to right. The 
convention that is used is that particle flow is always in 
the direction of the positive x-axis (t-axis). Consider the 
rectangular portion of a gravity table deck shown in Figure 
2-3. The deck width is divided into discrete sections which 
correspond to states. In this example, four states divide 
the deck. 
The particle mixture is fed in on the left at time step 
(position step) 1 and traverses the deck trough a series of 
time (position) transition periods until it leaves on the 
right at the final transition period which in Figure 2-3 is 
8. Thus, the length of the deck is divided into 8 discrete 
sections so that x-position may be thought of as a form of 
I 
I 
'L 
X 
FIGURE 2-3. Distance-transition scheme for a gravity table 
discrete time variable. That is, one transition period 
corresponds to the movement of one discrete step in the x-
direction. 
For a stationary process, a single 4 by 4 transition 
probability matrix describes the particle movement: 
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j îtate t 1 
St# e 3 
J »tate ; 1 
1 
i 
Itate 
1 2 3 I 5 « 7 8 
Transition periods ——— 
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'u '12 '13 '14 
'21 '22 '23 '24 
'31 '32 '33 '34 
'41 '42 '43 '44 • 
For #xampl#, is th# probability that a partiel# in atat# 
3 will mova to atat* 2 after moving forward on* transition 
period in th* %-dir*ction (from say transition pariod t>3 to 
transition pariod t"4). Again, it ia obvious that th* row 
sums of matrix P must aquaI 1, i.e., 
4 
I P^ j » 1.0. 
j=l 
Using % as a transition variable has had two notable 
effects upon the model. First, it is possible to use fewer 
states; fewer states will reduce the number of transition 
probabilities which need to be computed. Second, since 
position on the deck changes with each transition period, it 
is possible that if conditions on the deck change greatly 
with x-position, we may have sacrificed the stationary 
property of the time-transition model which was discussed 
earlier. That is, the transition probability matrix may 
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change from one transition period to the next. If possible. 
It is much preferable to use a stationary model. The 
Introduction of nonstationarity greatly complicates the 
analysis. Stationary and nonstationary models will be 
discussed in more detail later. First we will consider the 
problem of data collection and the type of data we will 
collect. 
Assumptions needed to implement the di stance-transi tion 
Markov model We will need to make several assumptions 
regarding the flow of particles on the deck. The 
assumptions are required by the sampling method we use. If 
it were possible to follow the path of each individual 
particle, we could estimate transition probabilities from 
the "micro data" (Lee et al., 1977) using the methods 
discussed in the previous section. We must, however, 
collect data in the following manner. 
First, the gravity table is allowed to attain steady-
state operation with a constant mass-flow rate of a particle 
mixture having a known makeup of different particle 
components. When steady-state operation begins, the deck is 
shut off, and the particles settle in place. From 
experience gained through operation of the deck, it has been 
found that the gravity table quickly reaches this steady-
state condition. It is possible to verify from sinqple 
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observation when start-up effects have disappeared, and 
steady-state operation has begun. After the deck has been 
stopped and the particle mixture has settled, the particles 
are physically removed from the deck and are classified 
according to the state and transition period in which they 
are found. Since transition period is the longitudinal 
position and state is the position along the width, in 
effect, the samples are classified by their location on the 
deck. Thus, we have a sample of particles from each of the 
r states for each of the T*1 transition periods. 
The particle mixtures from each of the r(T+l) 
transition period-state combinations are then separated into 
their various particle components. Each of these separated 
component fractions is quantified by either weight or number 
and listed according to its particle type and position on 
the deck (i.e., the state and transition period in which it 
was found). We can now put these data in the so-called 
"aggregate** or "macro" data form (Lee et al., 1977). 
Consider a binary mixture of particles a and b. Let 
wa^ (t) be the weight (or number) of particles of type a in 
state i for transition period t. Similarly, wb^ (t) is the 
quantity of particles of type b in state i at transition 
period t. Particles a and b would differ in some 
characteristics such as size, density, or shape. 
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Thus, wa^ (t) im the actual quantity of particles of 
type a removed from the deck from state i and transition 
period t. We now want to relate the distribution of 
particles in transition period t to the distribution of 
particles in transition period t+1. Let ya^ (t) be the true 
fraction of particles of type a which pass through state i 
in transition period t during an interval of steady-state 
gravity table operation. Likewise, let ya^ (t+l) be the true 
fraction of particles of type a which pass through state i 
in transition period t+1. 
We wish to consider the total quantity of particles of 
type a, Wa, which passes through the the gravity separator 
during this interval. Note that all particles of type a 
pass through transition periods t and t+1. Thus, Wa(t^ ) » 
Waftg) » Wa for any tj and t^ . Let Wa^ (t) be number of 
particles of type a which pass through state i in transition 
period t. Let r be the number of states; therefore, we 
have; 
r 
Wa = Wa(t) - I Wa^ (t). 
i=l 
Clearly, the true fractions ya^ (t) are given by ya^ (t) = 
Wa^ (t)/Wa(t) = Wa^ (t)/Wa. Thus, 
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r 
2 y«i(t) • 1.0. 
i«i 
The dlatributiona of particles for transition periods t and 
t+1 are given by the set of fractions {ya^ (t)) and 
(ya^ (t+l)) respectively. After Lee et al. (1977), we relate 
the fractions (ya^ (t)) to the fractions (ya^ (t+l)) with the 
following aquation: 
r 
(2-1) yaj(t+l) • I P^ y^a^ (t) • ua^ (t+l). 
i«l 
Here, uaj(t+l) is a random component with zero mean. It 
must be emphasized that our system is still defined for a 
single particle. The state of the system is still defined 
by the position of the particle. As noted, though, we have 
no information about individual particle movements. The 
only data available are in the form of the fractions 
(ya^ (t)) which describe the distributions of many particles 
(systems) each of which we assume is governed by the same 
Markov process. Equation 2-1 is the means by which we 
relate these data to the assumed Markov process. We must 
now point out, though, that the "true" fractions (ya^ (t)) 
are not known. 
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We do, however, have the observed weights {wa^ (t)). If 
used carefully, these observed weights can provide estimates 
of the true fractions (ya^ (t)). Firat, we conaider the 
general case and note that longitudinal velocity (%-
velocity) may not be uniform acroas the width of the gravity 
separator (it may vary with state and even transition 
period). Let V^ (t) be the average x-velocity of particles 
of type a in atate i for tranaition period t. Let L be the 
length of the tranaition period. Then, the flow rate, 
qa^ (t), of particlea through atate i for tranaition period t 
is given approximately by: 
qa^ (t) » wa^ (t) * V^ (t)/L . 
The total flow rate qa is constant and independent of t so 
that for any transition period t, qa is given by: 
r 
qa » I qa^ (t), 
i=l 
In practice, the velocities {V^ (t)) could be measured by 
some means of direct observation. 
Using this flow rate basis, we can estimate the true 
fractions {ya^ (t)) with the following equation (the particle 
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identifier, », will henceforth be deleted with the 
understanding that fractions and probabilities are for a 
specific particle type; thus, ya becomes y and the estimate 
of y is yhat): 
*i(t) » yhat^ (t) 
r 
" I q^ (t)) 
Observation of the operation of the gravity table that 
was used for this research indicated that there was very 
little difference in x-velocities of particles across the 
width of the deck. A number of tests were made in which two 
"tracer** particles were dropped simultaneously onto the deck 
in the same transition period but at different locations 
across the width. The two particles were observed as they 
flowed down the deck with the particle mixture and could be 
seen to move at approximately the same x-velocity. 
Comparisons of the particle compositions of samples of 
outflow from the deck were made with particle compositions 
of samples taken off the deck from the last transition 
period. The weight fractions of light and heavy particles 
44 
in the outflow mixture were nearly identical to the weight 
fractions of light and heavy particles in the samples from 
the deck which were taken from y-positions which 
corresponded to the y-positions of the outflow samples. 
This indicates that the various particle fractions move at 
the same x-velocity. When velocity is uniform across the 
width, it is possible to simplify the above expression 
considerably: 
(2-2) yhat^ (t) - »^ (t) 
- (Wi(t)V^ (t)/L)/( I (w^ (t)V^ (t))/L); 
i«l 
and for V^ (t) » V(t) for all t, 
r 
= I  w^ (t)). 
1=1 
The quantities (w^ (t)} are samples from a larger population 
(M^ (t)). We have used these samples to estimate the true 
fractions (y^ ft)). 
Suppose we have multiple observations; e.g., suppose we 
have stopped the deck twice and obtained numbers (weights) 
(wl^ (t)) and for observations I and 2 respectively. 
Then, clearly our estimates of {y^ (t)) improve if we use; 
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(2-2*) yh«tj(t) - *^ (t) 
r 
" (wl^ (t)+w2^ (t))/{ % (wl^ (t)+w2^ {t)). 
i»l 
That la, our aatimataa ara improved if we "pool* the reaulta 
from obaervationa 1 and 2. Again, it ia emphasized that the 
aaaumption of uniform velocity across the width waa found to 
be valid for the tests done here. This allowed the uae of 
equation 2-2 for the estimation of the fractions (yj(t)). 
Stationary and nonstationarv Markov model relationships 
Using the estimates (l^ (t)) we can re-write equation 2-1 as; 
r 
(2-3) fjft+l) » I Fj^ ïj(t) • Uj(t+1). 
For a nonstationary model, becomes a function of 
transition period t so that equation 2-3 is modified: 
r 
(2-4) *j(t+l) = I Pij(t)»i(t) • Uj(t+1). 
i-1 
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If r is the number of states and T+1 is the number of 
transition periods, the stationary model will have r 
unknowns, whereas the nonstationary model will have r^ T 
unknowns. For each transition period, r equations can be 
written. Thus, the stationary model is determinate if there 
are r transition periods and overdeterminate if T is greater 
than r. The nonstationary model is strictly indeterminate 
unless certain assumptions are made. 
A typical approach is to assume that the variable 
transition probabilities are linearly dependent upon 
parameters which vary with the transition variable (Lee et 
al., 1977; Telser, 1963). 
(2-5) Pijit, . Pij ' ? 'ijkZk(t). 
k»l 
Here, m is the number of so-called "external variables" to 
which the probabilities are related. The are the 
entries of the stationary matrix, P, which has all the 
required properties of a transition probability matrix. 
That is, all its entries are nonnegative and the row sums 
equal I. Note that with » - 0, we have the stationary case. 
The are coefficients which are to be determined, and 
the Z^ (t) are the external variables. An additional set of 
constraints on the requires that: 
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: *ijk " 0 
for all i and k. This enaur## that the row sums of P^ j(t) 
will always equal 1 regardless of the values of Z^ (t). Note 
also, that for the range of values of Z^ t^), the should 
be determined under the condition that for all t, the 
entries of P<t) are nonnegative. Note that with the use of 
equation 2-5 the number of unknowns for the nonstationary 
2 
model has been reduced to (m+l)r . Thus, the minimum number 
of transition periods required to make the problem 
determinate has become (m+l)r. 
Note that in choosing the variables 2^ (t), we are not 
concerned with global variables such as slope and vibration 
rate that do not change with x-position (transition period 
t). For the gravity table, some possible candidates for the 
variables Z^ (t) would include local deck geometry 
parameters, local superficial air velocity, settled bed 
depth, static air pressure, or even some parameter 
quantifying the distribution of particles in a particular 
transition period. It should be emphasized that it is 
extremely desirable to limit the number of parameters, m, to 
as few as possible (preferably 1 or 2). From a statistical 
48 
standpoint, the estimate# of the P^ j and 5^ ^^  become more 
reliable as the system becomes more overdetermined. That 
is, the estimates improve as the number of transition 
periods increases or the number of variables m is minimized. 
Unfortunately, we are limited by the number of transition 
periods that are available, so m must be held small. In 
practice, we will be able to make better use of the number 
of transition periods we have by eliminating some of the 
unknowns. With a 4-state system, for example, if 
transitions are allowed only between adjacent states (a 
physically justifiable assumption), then the number of 
unknowns for a stationary model such as that which appears 
in Figure 2-3 is reduced from 16 to 10. (P^ ,^ P^ ,^ Pg*, 
Pg}, P^ j. and P^ 2 zero.) 
Estimation of Transition Probabilities from Aggregate Date 
It is more difficult to estimate transition 
probabilities from aggregate (macro) data than from 
individual particle data or "micro data." Micro data would 
be of the form discussed in the earlier section on time-
transition Markov models. The problem of estimating 
transition probabilities from aggregate data has most often 
been discussed with regard to management and market analysis 
applications. Telser (1963) used aggregate data to estimate 
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transition probabilities for a Markov process which he 
postulated to govern the distribution of market shares for 
three brands of cigarettes. Ezzati (1974) used a similar 
approach to forecast market shares of home-heating units. 
There are a number of methods for the estimation of the 
transition probabilities involved. The inital formulation 
of the aggregate data problem is always the same, however. 
For simplicity, consider the stationary case from which it 
is possible to generalize to the nonstationary model. The 
data are related to the transition probabilities using 
equation 2-3. An unrestricted least squares estimator can 
be developed by using the method of Lagrange multipliers 
with the traditional error sum of squares as the objective 
function. 
The minimization is subject to the constraints that the 
row sums of the transition probability matrix P must equal 1 
(Lee et al., 1977; Lee et al., 1965). Let the estimate of 
proportion ï^ (t+l) be given by: 
r 
*hatj(t+l) = I Pijfi(t). 
i=l 
Then, the objective function *(P^ j) is an error sum of 
squares expression: 
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T+1 r 
t»2 j"l 
Th# constraintB ar#: 
: " 1 
J-i 
for all i. The primary difficulty with this approach is 
that it is not possible to include the nonnegativity 
constraints on the entries of matrix Thus, it is 
possible to obtain "infeasible" solutions - solutions for 
which some entries, of matrix P (which are 
probabilities) may be negative or have absolute values 
greater than 1, 
If the nonnegativity constraints are included, and the 
objective function is still specified as the error sum of 
squares, then the estimation of the P^  ^becomes a classic 
quadratic programming problem. That is, the objective 
function is quadratic; and the constraints are all linear. 
See Boot (1964), Hadley (1964), or Sposito (1975) for 
discussions of the quadratic programming problem. Ezaati 
(1974) uses a maximum likelihood estimator proposed by Lee 
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•t al. (1965) which also results in a quadratic programming 
problem. Theil and Rey (1966) discuss the application of 
quadratic programming to Telser's data (1963). Judge and 
Takayama (1966) discuss different forms of the quadratic 
estimator and work with Telser's data as an example. 
A disadvantage of the quadratic programming method is 
that it is rather complicated. Use of the method to 
calculate estimates of transition probabilities requires a 
considerable amount of manipulation to arrange the data in a 
form which is compatible with that required by the available 
quadratic programming software. 
There is no reason that an alternative objective 
function cannot be used, however. Lee et al. (1977) state 
that there is no basis for preference of a least squares 
objective function over a minimum absolute deviation (MAD) 
function. The function, MAD, is defined as; 
T+l r 
(2-6) MAD = Z t  | ; j(t)-;hatj(t)|. 
t»2 j-l 
We could then define upj(t) - um^ {t) = fj(t) - ïhat^ (t) with 
upj(t) and umj(t) strictly nonnegative. We rewrite equation 
2-6 as: 
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T+1 
(2-7) MAD » I 
t=2 
% (UPj(t) • URIj(t)]. 
j=l 
We now formulât# th# optimization probl#m a# follow#) 
Minimize 
T+1 
MAO - I 
t»2 
I • um^ (t)|. 
subject to: 
r 
uPj(t) - uWj(t) + I » ;j(t): 
i»l 
for all j and for t 2 0. We also have the row sums of P 
equal to 1 for all is 
I . 1. 
j=i 
Naturally, we require that be nonnegative for all 
and j. Expressed in this manner, the estimation of P^  ^is 
linear programming problem. For the nonstationary problem. 
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the objective function, MAD, remains the same, but the 
constraints are rewritten to include the parameters of 
equation 2-5, and the variable transition probability matrix 
P(t). We define « ^ Pijk^ ^^ ijk include the row sum 
constraints on the 
X • 0, 
j-1 
for all i and k. We use the equality constraints 
Pij(t) " Pij " : 2k(t)(*Pijk-*"ijk) " ® 
k»l 
to define P^ j(t). There are of course, the required 
nonnegativity constraints on the activities, P^ j(t), 
*Pij%, *m^ j%, upj(t), and um^ ft) for all i, j, k, and t. 
The greatest disadvantage of this approach is the large 
number of parameters or "activities" which need to be 
estimated. For the nonstationary case, this number can 
reach the thousands quickly. Even so, the linear 
programming algorithms used to solve these problems are 
extremely efficient and computation costs are minimal even 
for nonstationary problems. Because of the simplicity of 
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formulation, and the familiarity of literature concerning 
linear programming, the linear programming approach was 
chosen for this research. In addition, linear programming 
software was readily available and quite useable. The MPSX 
linear programming package available on Iowa State 
University's IBM computer was used for the computations. 
See Appendix A of Sposito (1975) for an explanation of the 
MPSX linear programming features and format. A Fortran 
computer program was written by this author to organize the 
data into proper input format for use by the MPSX software. 
The size of the problem makes this a necessity. See 
Appendix I for a listing of the code for this program. An 
explanation of the MPSX job control cards and control 
program can be found in Appendix A of Sposito (1975). 
Summary of Development of a Mathematical Model of Separation 
Phenomena for a Gravity Separator 
Fan and Chang's time-transition random walk model 
(1979) was used as a starting point for the development of a 
time-transition Markov model to describe the steady-state 
operation of a gravity separation table. This time-
transition Markov model was found to have several 
disadvantages, however. The major problem is that "micro 
data" or movements of individual particles are required. 
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These data are difficult if not impossible to obtain. 
Secondly, a large number of states may be required to 
adequately describe particle position; this makes 
computations cumbersome. Finally, it was noted that it 
would be difficult to make meaningful predictions of 
particle pathways becauae not all the atatea were aasociated 
with physical positions. 
A distance-transition Markov model waa proposed which 
corrects these difficulties. The model is simplified 
considerably if longitudinal x-velocity is uniform across 
the width. It can then be assumed that a sample of particle 
distributions across the width for a particular transition 
period is an estimate of the true distribution of all 
particles which flow through that transition period. It 
should be emphasized that each particle type in the mixture 
has associated with it a transition probability matrix of 
its own. The differences among these transition probability 
matrices are responsible for the differential movement of 
particles and the resultant separation phenomena. It should 
also be noted that transition probability matrices are 
specific for specific operating conditions. The transition 
probabilities may be altered with the change of such 
variables as deck slope, vibration speed, airflow, or even 
particle mixture makeup. 
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Use of stationary and nonstationary Markov models was 
discussed, and methods of estimating the parameters in these 
models from the aggregate "macro" data were examined. It 
was decided to use a linear programming approach for the 
estimation of the transition probabilities for both the 
stationary and nonstationary models. 
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CHAPTER III. EQUIPMENT, PROCEDURES, AND DATA COLLECTION 
In this chapter, we will examine the materials, 
equipment, and methods which were used to collect the data 
for the research presented in this report. In the seed 
conditioning industry, the gravity separator is typically 
used for the sorting and cleaning of seeds such as corn, 
soybeans, and wheat. Corn and soybeans were available in 
plentiful quantities for testing. Soybeans were used as 
test particle; soybeans were chosen because of their simple 
geometry and because gravity separation has been observed to 
work well with soybeans. An Oliver series 7000, no. 50 
gravity separator was used as the test machine. 
Since the primary objective of this study is to verify 
the validity of the Markov probability model of particle 
movement, the testing was not limited to soybeans and to 
particles which occur naturally in soybean lots. An 
"artificial" particle could be used as the light discard 
fraction to be separated from the soybeans. The artificial 
particle should be easily distinguishable from the soybeans 
in appearance and in size to facilitate the speed and 
accuracy of the sorting of the particle samples which are 
removed from the deck. To examine the performance of the 
Markov model under practical conditions, at least one test 
run was needed for which the light particle or discard 
fraction was a natural particle such as soybean splits. 
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The artificial particles used were 3/16 inch diameter 
red polypropelene plastic balls. Polyprcpelene has a 
specific gravity ranging from 0.90 to 0.91. The soybeans 
had a specific gravity between 1.21 and 1.22. Soybeans 
passing over a 15/64 inch round screen were used for all 
tests in which polypropelene balls were the light particles. 
The 3/16 inch diameter of the plastic balls allowed them to 
be easily handscreened from the soybeans, and the red color 
permitted easy visual inspection. The diameter difference 
and the significant difference in specific gravity were 
expected to produce good separator performance. 
Equipment 
An Oliver series 7000, no. 50 gravity separator was 
used as the test machine. Figure 3-1 shows the deck 
dimensions of the machine. Figures 3-2 and 3-3 are 
photographs of the gravity separator. It should be noted 
that since this research was not concerned with the movement 
of rock-like particles, the rock-trap was not needed. Since 
the rock-trap complicates the geometry of the deck, it was 
blocked off for all tests but experiment 1, a preliminary 
test. A photograph of the modified deck can be seen in 
Figure 3-4. The dashed line in Figure 3-1 shows the outline 
of the blocked-off portion of the deck. 
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59cm 
Mem 
40cm 
Feed 
Rock trip 
Gravity table deck 
(plan view) 
67.5cm 
Outlet 
FIGURE 3-1. Deck dimensions for Oliver model 50 gravity 
separator 
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FIGURE 3-2. Pressure gages and controls for gravity 
separator 
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FIGURE 3-3. Gravity separator deck showing particle flow 
pattern 
FIGURE 3-4. Modified gravity separator deck showing 
particle flow pattern 
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Run 1 was a preliminary teat in which a mix of soybeans 
was used. The mixture was not recycled; some difficulty was 
experienced in adjusting the deck for proper operation. 
Only a short adjustment period was available before the feed 
bin emptied, and the flow of particle mixture to the deck 
ceased. To correct this problem, a 12 ft. bucket elevator 
leg was installed at the outlet end of the gravity 
separator. It was used to recirculate the mixture. This 
elevator leg can be seen to the left of the gravity 
separator outlet in Figures 3-2 and 3-3. In Figure 3-3, the 
return chute can be seen dropping from the upper left-hand 
side of the picture to the gravity separator inlet bin at 
the right. The addition of this recirculation leg was a 
valuable aid for adjusting the deck and removed the time 
constraints which hampered data gathering in experiment 1. 
The space below the deck of the gravity table is 
divided into three chambers each supplied with air by its 
own centrifugal fan. The control handles which set the 
airflow rate to these chambers can be seen in Figure 3-2. 
From left to right, the first dial and the third dial (just 
visible to the left of the post for the pressure gage 
support) control airflow into the last chamber. The second 
dial controls vibration speed, and the fourth and fifth 
dials control airflow into the middle chamber and the inlet 
end chamber, respectively-
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Three 1/8 inch (3.2 mm) outer diameter copper tubes 
were mounted beneath the deck. A tube was positioned at the 
middle of each chamber with the tube's length parallel to 
the airstream. With the openings at the ends of the tubes 
facing directly into the airstreams, the tubes could be used 
to measure total head, the sum of velocity head and static 
pressure head, for each chamber. Static pressure tubes were 
mounted in each chamber in positions out of the airstream to 
measure static pressure head. Thus, it was possible to find 
an approximate velocity head by connecting the total 
pressure line to the high side of a pressure gage and the 
static pressure line to the low side of the pressure gage. 
Velocity head figures were not considered to be accurate, 
however, and were used only as a rough indication of 
superficial velocities. Superficial velocities were on the 
order of 10 to 25 ft/sec (3.3 to 8.2 m/s). 
Vibration speed was measured by use of a digital 
tachometer at the drive shaft for the vibration cam. See 
Figure 3-5. Note the shiny spot on the shaft. This is a 
reflective strip which was attached to the shaft. Light 
pulses reflected by this spot as the shaft revolves are 
counted by the tachometer to determine RPM 
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FIGURE 3-5. Digital tachometer for measuring vibration 
speed 
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Procedures 
The sequence of procedures, which were performed for 
#11 experiments other than the preliminary test, experiment 
1, was as follows. First, the correct mixture and weight of 
particles were placed in the elevator leg inlet bin at the 
outlet of the gravity separator. The slope settings were 
measured using a dial-type inclinometer. Operation of the 
elevator leg and the gravity separator was then initiated. 
The trap for the elevator bin was opened allowing the 
particles to begin moving through the system. Slope and 
vibration adjustments were made before or during the 
operation of the machine depending upon the requirements of 
the test. When steady-state operation of the machine was 
observed (usually after only a minute or so), measurements 
such as pressure readings (Figure 3-6) and RPM (Figure 3-5) 
were recorded. 
After these measurements were completed, particle 
mixture flow rate was found. The trap for the bin feeding 
the elevator leg was shut which caused outflow from the deck 
to accumulate in the bin. The gravity separator was 
operated until particle feed from the elevator leg stopped; 
at this point, the gravity separator was turned off. The 
time from when the trap to the elevator was shut until the 
time the machine was stopped was recorded. By use of this 
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FIGURE 3-6. Pressure readings recorded 
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time and the weight of particle mixture which had 
accumulated in the elevator inlet bin, a mixture flow rate 
warn determined. 
For experiments 1 through 1, a grid, which was 
assembled from 2 inch strips of aluminum sheet metal* was 
placed over the deck to be used for sampling. See Figure 
3-7 for a picture of the grid in place. 
Experiments 2 through 6 were used to provide data on 
the movement of the plastic balls only. It was found that 
the plastic balls floated on the top of the particle mixture 
for all portions of the deck except near the low side 
(operator's) side of the gravity table. Here, they 
accumulated in such large numbers that some were buried 
beneath one another. Everywhere else on the deck (states 2 
through 6) it was possible to simply count the number of 
balls in each chamber of the grid. See Figure 3-7. 
It was necessary to actually remove the particles from 
the deck in state I (along the low side) only. After the 
red balls were counted on the rest of the deck, the settled 
bed depth was measured for each of the 20 transition periods 
along the length at the area centroids of states 2, 3, 4, 
and 5 (the area centroids of the 2nd, 3rd, 4th, and 5th 
divisions counted from the low side up). To measure depth, 
a probe was simply pushed through the bed until it struck 
m m r n  
FIGURE 3-7. Sampling grid in place; plastic balls counted 
in grid chambers 
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bottom. The probe was withdrawn, and bed depth measured 
from the tip of the probe to the point along the probe where 
the bed surface had been. Measurements were recorded to the 
nearest mm. 
The particles then were removed from state 1. The grid 
was pressed down through the particles to prevent movement 
of particles from one grid chamber to another. By use of a 
vacuum, the particles were removed from state 1 (Figure 3-8) 
and collected in a trap located in the vacuum line (Figure 
3-9). The plastic balls were then sieved through a 13/64 
inch round screen (Figure 3-10) and counted. 
Because only state 1 required that its particles be 
physically removed from the deck and screened, much greater 
efficiency and time savings in data collection were realized 
than had been anticipated. To take advantage of this 
situation, two particle distribution samples were collected 
for each of experiments 2 through 6 to obtain better 
estimates of the particle distributions in the several 
states. In experiment 7, a mixture consisting of beans 
passing over a 16/64 inch round screen and splits passing 
through a 13/64 inch by 3/4 inch slot screen was used. For 
experiment 7, all particles had to be removed from the deck 
and screened. Because of the additional time required, just 
one sample of particle distributions was collected for 
experiment 7. 
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"Pif 
FIGURE 3-8. Vacuuming particle samples from grid 
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FIGURE 3-9. Collecting particle samples from vacuum trap 
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FIGURE 3-10. Screening particles 
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Data 
To suRunarizs, the following data were collected for 
each of experimenta 2 through 7: atatlc head and velocity 
head in each of the 3 chambers below the deck of the gravity 
table, vibration speed, longitudinal slope, cross slope, 
particle distributions on the deck, settled bed depth, and 
particle mixture flow rate. Experiment 1 was a preliminary 
test for which several of these data were not recorded; 
static and velocity heads were not measured nor was settled 
bed depth. 
Description of experiments 
The effects upon particle movement of changes in 
certain key parameters from one run to the next were 
measured. These parameters were changed in a systematic 
manner to facilitate direct comparison between experiments. 
Experiments 2 through 6, in which the polypropelene plastic 
balls were the test particles, were used for this purpose. 
Table 3-1 summarizes the makeup of the particle 
mixtures for each of experiments 1 through 7. Experiment 2 
was the first run in which the movement of the polypropelene 
bails was modeled. The deck was adjusted to give optimum 
separation for the particle mixture. Table 3-2 lists the 
settings for the four air adjustments, the two slope 
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adjustments, and the vibration speed for each of the 7 
experimental runs. After run 2 was completed, it was 
decided that a greater weight of particle mix should be 
used. More particles were needed to cover the deck 
completely. The gravity separator is designed to work with 
its deck completely covered by particles. The weight of 
beans was increased from 37 lbs. (16.78 kg) to 51 lbs. 
(23.13 kg). To keep the same weight ratio of plastic balls 
to beans, the weight of plastic balls was increased from 250 
grams to 350 grams. 
In experiment 3, the deck was readjusted to give 
optimal separator performance for the new mixture. An 
increase in vibration speed improved separation. Table 3-3 
lists the values of key parameters for the gravity table 
that were measured during operation. For experiment 4, the 
vibration rate was dropped down to the same level as it had 
been for experiment 2. Two comparisons can be made among 
experiments 2, 3, and 4. Between runs 2 and 4, we can 
compare the effects of different flow rates. Note that 
Table 3-3 shows an increase in particle flow rate from 16.68 
kg/min for experiment 2 to 35.10 kg/min for experiment 4. 
This increase is due to the greater amount of material being 
circulated in experiment 4. In our data analysis, we might 
expect to find a drop in separation performance for 
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TABLE 3-1. Partiel* mixtures for experiments 1 through 7 
Experiment 
no. 
Particle description weight of 
screen size (1/64 in) particles 
R • round screen (kg) 
percentage 
by weight 
in mixture 
soybeans, over 16 R 
screen, (16.5 g/100) 
soybeans, over 15 R 
thru 16 R screen, 
(14.0 g/100) 
soybean splits, thru 
15 R screen, 
(12.2 g/100) 
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39 
soybeans, over 15 R 16.78 
thru 16 R screen, 
3/16 in polypropelene 0.25 
plastic balls 
99 
1 
3, 4, 5, soybeans, over 15 R 23.23 
and 6 thru 16 R screen, 
3/16 in polypropelene 0.35 
plastic balls 
99 
1 
soybeans, over 16 R 21.77 
thru 17 R screen, 
(16.2 g/100) 
soybean splits, thru 1.81 
13/64 in by 3/4 in 
slot, (6.8 g/100) 
94 
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TABLE 3-2. Gravity separator settings for experiments 1 
through 7 
Chamber 1 Chamber 2 
X 
part 1: Fan settings for air chambers 
(turns counterclockwise) 
Experiment 
no. chamber 1 chamber 2 chamber 3 chamber 3 
1 1X0 60 65 0 
2 102 12 0 0 
3 110 16 13 0 
4 110 16 13 0 
5 110 16 13 0 
6 110 16 13 0 
7 75 34 18 10 
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TABLE 3-2 (continued) 
part 2: Slopes and vibration speeds 
z = deck surface elevation 
Experiment longitudinal cross-slope vibration 
no. slope { i z / i x )  (&z/ay) speed (RPM) 
1 -tan(3.0®) tan(3.0®) 442 
2 -tan(3.0®) tan{4.5®) 473 
3 -tan(3.0®) tan(4.5®) 562 
4 -tan(3.0®) tan(4.5®) 478 
5 -tan(3.0®) tan(5.0®) 476 
6 -tan(3.0®) tan(5.0®) 564 
7 -tan(3.0®) tan(3.0®) 511 
experiment 4; higher particle feed rates tend to degrade 
separation performance. 
Comparison of experiments 3 and 4 should show the 
effects of a changing vibration rate. Note that the 
particle flow rate is greater for experiment 3 than for 
experiment 4. Static pressures are also lower in experiment 
3 than in experiment 4 which indicates a smaller bed depth 
for experiment 3. The effect of increased vibration is to 
decrease the friction between the particle mixture and the 
deck surface. This allows the mixture to flow through 
faster. Since the elevator leg at the outlet end of the 
gravity table recycles the mixture at whatever rate it flows 
off the deck, the deck capacity controls the flow rate of a 
given weight of material being circulated. 
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TABLE 3-3. Air pressure readings and mass flow rates for 
experiments 1 through 7 
Chamber 3 Chamber 2 Chamber 1 
X 
Experiment 
no. 
Static head 
(cm water) 
chamber 
12 3 
velocity head 
(cm water) 
chamber 
12 3 
flow 
rate 
(kg/min) 
1 m - - - - 31.67 
2 1.88 1.83 1.57 0.25 0.20 0.03 16.68 
3 2.01 1.96 1.70 0.18 0.23 0.05 45.21 
4 2.24 2.18 1.93 0.23 0.20 0.05 35.10 
5 2.24 2.18 1.93 0.23 0.20 0.03 34.74 
6 2.03 1.93 1.70 0.23 0.23 0.03 41.79 
7 2.31 2.24 1.93 0.25 0.25 0.05 31.14 
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Comparison of experiments 4 and 5 will indicate the 
effects of a change in cross-slope; for experiment 5, the 
cross-slope has been increased from 4.5* to 5.0*. Likewise, 
comparison of experiments 3 and 6 will show the effects of 
an increase in cross-slope from 4.5* to 5.0* but this time 
at a higher vibration rate. Finally, comparison of 
experiments 5 and 6 should show the effects of a change in 
vibration rate for a cross-slope of 5.0*. Note that change 
in cross-slope does not have a large effect on particle flow 
rate, but a change of vibration rate does. 
Sampling grids 
Use of the aluminum grid pictured in Figure 3-7, allows 
a number of grid/state configurations. The grid used for 
the preliminary experiment, run 1, was a simple division of 
the width into 4 states, each about 1/4 of the width of the 
deck in length. This is grid I; its specifications are 
shown in Figure 3-11. Three other grid configurations were 
used and these are shown in Figures 3-12, 3-13, and 3-14. 
For all grids, transition length, the length of a single 
transition period, was 2 inches (5.08 cm). 
Particle distributions were recorded for 20 transition 
periods in experiments 2 through 7. It should be noted that 
transition periods -3 through 0 had irregular geometry, and 
Figures 3-11, 3-12, 3-13, and 3-14 do not correctly describe 
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the dimensions of the states at the high side (larger y 
values) of the deck for transition periods -3 through 0. 
This study is chiefly concerned with particle movement on 
the regular portion of the grid, that covered by transition 
periods 1 through 16. 
It was found that grid 1 (shown in Figure 3-11) was 
unsuitable for describing the distribution of the 
polypropelene balls on the deck. The polypropelene balls 
were easily separated from the beans; they concentrated near 
the low side (state 1) of the gravity table in the very 
early transition periods. In experiments 2 and 3, very few 
plastic balls moved into states 3 or 4 of grid 1. For this 
reason, grid 2 (Figure 3-12) was used. For grid 2, states 
1, 2, and 3 are located close to the low side where most of 
the movement of the polypropelene balls occurs. State 4 
comprises all of the deck width above 17.1 cm. 
In experiments 4, 5, and 6, separation and movement of 
the plastic balls to the low side of the deck did not occur 
as quickly as in experiments 2 and 3. Many balls were able 
to move to y locations of 32.5 cm and more. Virtually none 
moved to y values of 48.0 cm or greater. Grid 2 was 
modified by adding one state for those values of y greater 
than 32.5 cm and putting and upper limit of y = 32.5 cm on 
state 4. This modification of grid 2 is grid 3, and its 
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Y 
State 4 
67. Scm 
State 3 1 
18. Ocm 
State 2 1 
32. Scm 
State 1 t 
17 ,1cm 
Location oi: looundaries (cm) Location of 
State lover upper centroid (cm) 
1 0.0 17.1 8.5 
2 17.1 32.5 24.8 
3 32.5 48.0 40.3 
4 48.0 67.5 57.8 
Physical constraints on transition probabilities; 
1^3 = 0 3^1 
= 0 
1^4 - 0 4^1 
= 0 
2^4 = 0 4^2 
= 0 
FIGURE 3-11. Specifications for grid 1 
83 
Y 
Statt 1 
67.5cm 
SUt« 3 
Stst* 1 
State 2 
%.%cm 
"T 8.9cm 
1 
"T 
17.1cm 
Location of boundaries (cm) Location of 
State lower upper centroid (cm) 
1  0 . 0  4.4 2.2 
2 4.4 8.8 6.6 
3 8.8 17.1 13.0 
4 17.1 67.5 24.8 
Physical constraints on transition probabilities: 
4^ = 0 f,! = 0 
2^4 = " P42 = 0 
FIGURE 3-12. Specifications for grid 2 
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67.5cm 
Stat* S 
Stmt# 1 
32.5cm 
State 
17.1cm 
S.Scm State 
Location of boundaries (cm) 
State lower upper 
Location of 
centroid (cm) 
1 
2 
3 
4 
5 
0,0 
4,4 
8.8 
17,1 
32,5 
4.4 
8.8 
17.1 
32.5 
67.5 
2,2 
6 . 6  
13.0 
24.8 
40.3 
Physical constraints on transition probabilities: 
Fi4=0 
*35=0 
Pj5=0 
PS2=0 
"24=0 
«53=0 
«25=0 
*51=° 
FIGURE 3-13. Specifications for grid 3 
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Stats 6 
67.5cm 
Stat# 5 
48.0cm 
Stat# 1 
32.5cm 
Stat# 3 
17.1cm 
Stat# 2 * I 8.8cm 
Stat# 1 I^.Ocm I 
Location of boundaries (cm) Location of 
State lower upper centroid (cm) 
1 0.0 4,4 2.2 
2 4.4 8.8 6,6 
3 8.8 17.1 13.0 
4 17.1 32.5 24.8 
5 32.5 48.0 40.3 
6 48.0 67.5 57.8 
Physical constraints on transition probabilities: 
1^6=0 2^4=® *25=0 2^6=0 
*35=0 P3j=0 P,i=0 P^ =0 P,6=0 P5j=0 
fs2=0 *53=0 Pai=0 Pg2=0 Pj3=0 Pg^ =0 
FIGURE 3-14. Specifications for grid 4 
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specification* are listed in Figure 3-13. Grid 3 was used 
to describe particle distributions for experiments 4, 5, and 
6. 
Finally, in experiment 7 in which a mixture consisting 
of splits and whole beans was tested, it was necessary to 
use two grid configurations. In this experiment, we were 
concerned with modeling the movement of two particles — the 
splits and the whole beans. The whole beans distributed 
themselves fairly uniformly across the width of the deck. 
From the results of experiment 1, it was expected that the 
mass centroid would be located somewhere near the center of 
the deck. For the heavy particles, grid 1 was used to 
record the particle distributions. 
The splits were distributed over the whole deck, but 
they were distributed unevenly. They showed a marked 
movement towards the low side of the gravity table. For the 
splits, grid 3 was modified to create grid 4 (Figure 3-14). 
The splits, which concentrated on the low side of the deck, 
required accurate distribution records for the low side of 
the deck. Moderately accurate distribution records were 
required for the high side of the deck because a relatively 
small but significant number of splits were found along the 
high side of the gravity table. Grid 3 was sufficiently 
accurate on the low side of the deck; to obtain better 
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accuracy on tha high aide of the gravity table, grid 3 was 
modified by splitting state 5 of grid 3 in half to create 
grid 4. 
Note that for grids 2 and 3, the centroids listed for 
state 4 of grid 2 and atate 5 of grid 3 are not located at 
the area cantroida of thoae states. The polypropelene balls 
were not diatributed evenly in theae atatea; the cantroida 
liated are cloaer to the low aide of the deck than are the 
corresponding area centroids; they more accurately repreaent 
the locations of the particles in those states. Thus, the 
centroids listed can be considered maas centroids. 
Note that in Figures 3-11, 3-12, 3-13, and 3-14, a set 
of constraints is listed for each of the respective grids. 
Recall that in Chapter 11, we said that it would be 
desirable to rule out certain transitions that were 
physically unlikely. The transition interval is short, only 
2 inches (5.08 cm) in length. The obvious transitions to 
eliminate are those occurring between any states which are 
not adjacent to one another. Thus, for grid 1, six 
transition probabilities have been set to zero. An 
exception has been made for grids 2, 3, and 4, however. 
State 1 is located physically close to state 3 in these 
three grids. It is very possible that a particle could move 
between these two states after travelling only one 
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transition period. Thus, and were not set to zero 
for grids 2, 3, and 4. 
Processed data tables 
The data collected in the seven experiments needed some 
processing before being used. In experiments 1 and 7, 
weights of particle fractions were recorded. In experiments 
2 through 6, the numbers of particles were counted. The raw 
data were then put in aggregate form. That is, the 
quantities were converted to fractions. In experiments 2 
through 6, two particle distribution samples were obtained 
for each experiment. The two observations were pooled to 
obtain the aggregate data by using equation 2-2a. The raw 
data are listed in Tables A-1 through A-7 of Appendix II. 
Also included are settled bed depth measurements for 
experiments 2 through 7. 
The processed data in aggregate form are listed in this 
section for transition periods 1 through 16 (the rectangular 
portion of the deck). See Tables 3-4 through 3-10. Tables 
3-4 through 3-10 also contain key measured data in proper 
form for use as parameters in the nonstationary Markov 
models. Velocity head was not considered to be a reliable 
measurement; it is not listed. With regard to calculations 
of static pressure divided by depth (p/d) and the static 
pressure data which appear in Tables 3-5 through 3-10, the 
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air chambers which are associated with the transition 
periods need to be specified. Transition period -3 was 
located completely within chamber 1. Pressures for 
transition period -2 (not listed) were averaged between 
chambers 1 and 2. The division between air chambers 2 and 3 
was located along the length of the deck between the x-
coordinates associated with transition periods 5 and 6. The 
pressures recorded for transition periods 5 and 6 were 
averaged from the values of chambers 2 and 3. 
Surface slopes for experiment 1 were obtained by linear 
regression with the proportions of particles in the states 
as the dependent variables and the dimensionless coordinates 
of the mass centroids of the corresponding states of grid 1 
(formed by dividing the y coordinates by the width, 67.5 cm) 
as the independent variables. For experiments 2 through 7, 
surface slopes were obtained by linear regression with the 
settled bed depth at the area centroids of states 2, 3, 4« 
and 5 of grid 4 as the dependent variable and the 
corresponding y-coordinates as the independent variable. 
The settled bed depths which appear in Tables 3-5 through 
3-9 are from state 3. The depth from state 3 was used 
because state 3 was located on a region of the deck through 
which many of the plastic balls moved and in which many of 
the plastic balls were located. The depth in state 4 is 
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TABLE 3-4. Processed data for experiment 1 
part a: Aggregate data for particle distributions, 
rectangular deck, grid 1 
Heavy particle (over 16/64 in round screen) 
Transition no. Fractions of particles in states 
period particles 12 3 4 
1 2261 0.3095 0.2229 0.2147 0.2528 
2 2000 0.2849 0.2508 0.2083 0.2560 
3 2301 0.2827 0.2250 0.2317 0.2606 
4 2191 0.2309 0.2347 0.2363 0.2980 
5 1827 0.2944 0.2492 . 0.2073 0.2491 
6 2178 0.2636 0.2078 0.2300 0.2986 
7 1749 0.2494 0.2534 0.2195 0.2777 
8 2070 0.2546 0.2283 0.2238 0.2933 
9 1704 0.2795 0.2243 0.2223 0.2739 
10 2057 0.3031 0.2415 0.1838 0.2716 
11 1775 0.2656 0.2074 0.2115 0.3155 
12 1818 0.2805 0.2216 0.2155 0.2824 
13 1688 0.3392 0.2024 0.2026 0.2557 
14 1751 0.2491 0.2559 0.2141 0.2809 
15 1392 0.2716 0.1978 0.2407 0.2899 
16 1441 0.2480 0.2346 0.2453 0.2721 
Medium particle (over 15/64 in, thru 16/64 in round screen) 
Transition no. Fractions of particles in states 
period particles 12 3 4 
1 2008 0.3303 0.2520 0.1866 0.2311 
2 1530 0.3350 0.2286 0.2258 0.2105 
3 1916 0.3137 0.2525 0.1876 0.2463 
4 1832 0.2649 0.2321 0.2265 0.2765 
5 1587 0.3555 0.2206 0.1926 0.2314 
6 1970 0.3265 0.2321 0.2038 0.2377 
7 1351 0,3734 0.2387 0.1959 0.1921 
8 1710 0.3091 0.2138 0.2198 0.2573 
9 1452 0.3328 0.2478 0.2200 0.1993 
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TABLE 3-4 (continued) 
Medium partiel# (over 15/64 in, thru 16/64 in round screen) 
Transition no. Fractions of particles in states 
period particles 12 3 4 
10 1681 0.3411 0.2762 0.1721 0.2106 
11 1369 0.3451 0.2406 0.2150 0.1992 
12 1702 0.3275 0.2689 0.2047 0.1990 
13 1628 0.3304 0.2673 0.1926 0.2098 
14 1496 0.3309 0.2366 0.2208 0.2118 
15 1087 0.3674 0.2248 0.2233 0.1846 
16 1014 0.2955 0.2624 0.2163 0.2258 
Light particle (thru 15/64 in round screen) 
Transition no. fractions of particles in states 
period particles 12 3 4 
1 257 0.3756 0.2212 0.2071 0.1962 
2 202 0.3675 0.1911 0.2382 0.2033 
3 277 0.3837 0.2311 0.1889 0.1963 
4 243 0.3694 0.2589 0.1928 0.1789 
5 202 0 4666 0.1826 0.1895 0.1614 
6 281 0.4341 0.2559 0.1372 0.1729 
7 191 0 3688 0.2220 0.2530 0.1562 
8 219 0.4092 0.2041 0.2089 0.1778 
9 181 0 3818 0.2583 0.2147 0.1453 
10 259 0.4122 0.2531 0.1880 0.1467 
XI 193 0.3818 0 1900 0,2424 0.1858 
12 226 0.4547 0.2454 0.1653 0.1347 
13 199 0.3774 0.2606 0.2187 0.1433 
14 181 0.4189 0.2453 0.2272 0.1086 
15 145 0.4306 0.1983 0.2125 0.1586 
16 142 0.2829 0.2835 0.2522 0.1814 
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TABLE 3-4 (continued) 
part b: Key parameter# that vary with transition 
period 
Transition Surface 
period slope 
1 -0.07132 
2 -0.05168 
3 -0.02384 
4 0.08116 
5 -0.07112 
6 0.05008 
7 0.02040 
8 0.04464 
9 -0.00752 
10 -0.06088 
11 0.06152 
12 -0.00016 
13 -0.10012 
14 -0.02144 
15 0.03912 
listed in Table 3-10 because state 4 is located closer to 
the middle of the deck. The soybeans whose distributions 
are listed in Table 3-10 are more evenly distributed across 
the width of the deck than are the polypropelene balls of 
experiments 2 through 6. Thus, a depth which is from the 
middle of the deck is more appropriate than is a depth from 
either the high or low side. The width location from which 
the depth is recorded is probably not crucial; it is only 
important that a model calibrated with depths from a 
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TABLE 3-5. Processed data for experiment 2 
part as Aggregate data for polypropelene ball 
distributions, rectangular deck, grid 2 
Transition no. Fractions of particles in states 
period particles 12 3 4 
1 205 0.6098 0.0829 0.1024 0.2049 
2 175 0.5829 0.0457 0.2571 0.1143 
3 197 0.5482 0.0660 0.3401 0.0457 
4 196 0.6582 0.0867 0.2347 0.0204 
5 178 0 6966 0.1292 0.1685 0.0056 
6 204 0.6765 0.1373 0.1667 0.0196 
7 216 0.6898 0.1481 0.1528 0.0093 
8 255 0.7765 0.1020 0.1176 0.0039 
9 227 0.8062 0.0925 0.0925 0.0088 
10 251 0 8685 0.0996 0.0239 0.0080 
11 247 0.9313 0.0526 0.0121 0.0040 
12 190 0.9579 0.0316 0.0053 0.0052 
13 146 0.9864 0.0068 0.0068 0.0 
14 161 0.9938 0.0062 0.0 0.0 
15 135 1.0 0.0 0.0 0.0 
16 84 0.9881 0.0 0.0 0.0119 
part b: Key parameters that vary with transition period 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
1 1.82 3.5 -0.0037 0.520 
2 1.82 3.2 0.0142 0.569 
3 1.82 3.3 0.0039 0.552 
4 1.82 3.4 0.0065 0.535 
5 1.69 3.0 0.0141 0.563 
6 1.69 2.9 0.0054 0.583 
7 1 56 3.2 0.0048 0.528 
8 1.56 3.0 -0.0010 0.520 
9 1.56 2.7 -0.0021 0.578 
10 1.56 2.7 0.0070 0.578 
11 1.56 2.7 0.0026 0.578 
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TABLE 3-5 (continued) 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
12 1.56 2.5 -0.0041 0.624 
13 1.56 2.6 -0.0079 0.600 
14 1.56 2.5 0.0015 0.624 
15 1.56 2.6 -0.0097 0.600 
particular width location be used with depths from that 
location. 
Comparison of Data with Observations of Gravity Separator 
Operation 
From the data presented in this chapter, it is possible 
to make some general observations related to the performance 
of the gravity separation table. It is apparent from Tables 
3-5 through 3-9, which summarise the data for experiments 2 
through 6« that the polypropelene balls, the movement of 
which is modeled in these experiments, have a marked 
tendency to move to the low side (state I) of the gravity 
table. The gravity separator very efficiently separates the 
plastic balls from soybeans. 
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TABLE 3-6. Processed data for experiment 3 
part a: Aggregate data for polypropelene ball 
distributions, rectangular deck, grid 2 
Transition no. Fractions of particles in states 
period particles 12 3 4 
1 189 0.5291 0.0317 0.1164 0.3228 
2 183 0.4863 0.0601 0.1475 0.3061 
3 206 0.5146 0.0437 0.2282 0.2136 
4 163 0.5706 0.0245 0.2761 0.1104 
5 203 0.4828 0.0345 0.4039 0.0788 
6 208 0.5865 0.0337 0.3510 0.0288 
7 221 0.5611 0.0905 0.2942 0.0543 
8 244 0.6352 0.1025 0.2295 0.0328 
9 261 0.6130 0.1073 0.2529 0.0268 
10 222 0.6802 0.1396 0.1667 0.0135 
11 245 0.7061 0.1796 0.1061 0.0082 
12 211 0.7820 0.1280 0.0853 0.0047 
13 191 0.8534 0.1309 0.0157 0.0 
14 162 0.8889 0.0679 0.0432 0.0 
15 160 0.9438 0.0313 0.0188 0.0063 
16 192 0.9740 0.0208 0.0 0.0052 
part b: Key parameters that vary with transition period 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
1 1.96 3.1 -0.0023 0.632 
2 1.96 3.2 -0.0023 0.613 
3 1.96 3.1 0.0045 0.632 
4 1.96 3.1 0.0089 0.632 
5 1.83 3.2 0.0070 0.572 
6 1.83 3.1 0.0112 0.590 
7 1.70 3.1 0.0054 0.548 
8 1.70 3.0 0.0142 0.567 
9 1.70 3.1 0.0033 0.548 
10 1.70 2.9 0.0026 0.586 
11 1.70 2.9 0.0052 0.586 
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TABLE 3-6 (continued) 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
12 1.70 2.8 0.0052 0.607 
13 1.70 2.8 0.0047 0.607 
14 1.70 2.6 0.0028 0.654 
15 1.70 2.6 -0.0008 0.654 
The «eparation process for the light particles in 
experiment 1 (Table 3-4) was not successful; there was 
little sustained movement of the particles in either 
direction. Experiment 1 was a preliminary test; the gravity 
table had not yet been modified to run continuously. It is 
likely that proper adjustments of the controls were not 
made. It is also possible that the gravity table did not 
reach steady-state operating conditions. The light particle 
in experiment 7 (Table 3-10) does, however, demonstrate 
preferential movement towards the low side of the gravity 
table. The fraction of this light particle (soybean splits) 
in states I, 2, and 3 increases from about 35% in the early 
transition periods to about 60% in the last transition 
period. Recall that for grid 4, which is used here, states 
1, 2, and 3 comprise only 1/4 of the width of the deck and 
are located near the low side of the deck. Thus, it appears 
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TABLE 3-7. Processed data for experiment 4 
part a: Aggregate data for polypropelene ball 
distributions, rectangular deck, grid 3 
Tran. no. Fractions of particles in states 
pd. part. 12 3 4 5 
1 233 0.4807 0.0429 0.0987 0. 3090 0.0687 
2 260 0.4462 0.0423 0.1577 0. 3000 0.0538 
3 233 0.5279 0.0558 0.1373 0. 2446 0.0343 
4 241 0.5021 0.0622 0.1411 0. 2614 0.0332 
5 233 0.5193 0.0601 0.1545 0. 2489 0.0172 
6 283 0.4664 0.0565 0.1731 0. 2898 0.0141 
7 282 0.5461 0.0603 0.1986 0. 1738 0.0213 
8 254 0.6063 0.0512 0.1457 0. 1890 0.0079 
9 350 0.6114 0.0743 0.2143 0. 0914 0.0086 
10 301 0.6445 0.0631 0.1993 0. 0797 0.0133 
11 298 0.6040 0.1242 0.2215 0. 0369 0.0134 
12 294 0.6701 0.1361 0.1360 0. 0510 0.0068 
13 214 0.7243 0.1215 0.1262 0. 0280 0.0 
14 233 0.7725 0.1245 0.0901 0. 0258 0.0 
15 206 0.8107 0.1165 0.0728 0. 0000 0.0 
16 197 0.8579 0.0914 0.0355 0. 0152 0.0 
part bs Key parameters that vary with transition period 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 <cm) 
1 2.18 3.7 -0.0221 0.589 
2 2.18 3.7 -0.0149 0.589 
3 2.18 3.7 -0.0133 0.589 
4 2.18 3.6 -0.0092 0.606 
5 2.05 3.5 -0.0068 0.586 
6 2.05 3.5 -0.0068 0.586 
7 1.92 3.3 -0.0023 0.582 
8 1.92 3.2 -0.0053 0.600 
9 1.92 3.3 -0.0134 0.582 
10 1.92 3.2 -0.0107 0.600 
11 1.92 3.2 -0.0127 0.600 
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TABLE 3-7 (continued) 
Transition Static Settled Surface 
period pressure bed depth slope 
t p (cm water) d3 (cm) 
p/d3 
12 
13 
14 
15 
1.92 
1.92 
1.92 
1.92 
3.2 
3.4 
3.0 
2.9 
0.0112 
0.0190 
0.0146 
0.0145 
0.600 
0.565 
0.640 
0.662 
that in experiment 7« the splits, a light particle, behave 
as would be expected; they move down the cross-slope. 
Earlier in this chapter, a number of comparisons among 
experiments 2, 3, 4, 5, and 6 were discussed. It was 
observed from comparisons of experiment 3 with experiment 4 
and experiment 5 with experiment 6 that increasing the 
vibration rate increases the particle mixture flow rate. We 
expected the bed depth at the high side of the gravity table 
to be relatively greater in the experiments for which the 
vibration rates were higher. Comparison of surface slopes 
for experiments 3 (Table 3-6) with surface slopes for 
experiment 4 (Table 3-7) and slopes for experiment 5 (Table 
3-8) with those of experiment 6 (Table 3-9) confirms this. 
In both cases, the experiments having the higher vibration 
rates (experiments 3 and 6) have the more positive surface 
slopes. 
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TABLE 3-8. Processed data for experiment 5 
part a: Aggregate data for polypropelene ball 
distributions, rectangular deck, grid 3 
Tran. no. Fractions of particles in states 
pd. part. 12 3 4 5 
1 257 0. 4514 0.0506 0. 1089 0.2840 0.1051 
2 271 0. 5277 0.0443 0. 1033 0.2731 0.0517 
3 251 0. 4502 0.0598 0. 1355 0.3227 0.0319 
4 284 0. 3944 0.0528 0. 1444 0.3768 0.0317 
5 277 0. 4693 0.0505 0. 1372 0.2888 0.0542 
6 270 0. 5074 0.0667 0. 1222 0.2741 0.0296 
7 294 0. 4966 0.0612 0. 1327 0.2687 0.0408 
8 250 0. 5000 0.0840 0. 1600 0.2400 0.0160 
9 337 0. 4777 0.0979 0. 1780 0.2196 0.0267 
10 311 0. 5595 0.0643 0. 1994 0.1672 0.0096 
11 291 0. 5430 0.0653 0. 2784 0.1065 0.0069 
12 283 0. 5936 0.0919 0. 2332 0.0777 0.0035 
13 236 0. 6653 0.1356 0. 1398 0.0466 0.0127 
14 297 0. 7205 0.1279 0. 1178 0.0337 0.0 
15 243 0. 7778 0.1111 0. 0864 0.0247 0.0 
16 297 0. 8956 0.0673 0. 0337 0.0034 0.0 
part b: Key parameters that vary with transition period 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
1 2.18 3.6 -0.0138 0.606 
2 2.18 3.8 -0.0147 0.574 
3 2.18 3.7 -0.0174 0.589 
4 2.18 3.6 -0.0073 0.606 
5 2.05 3.7 -0.0076 0.554 
6 2.05 3.5 -0.0129 0.586 
7 1.92 3,4 -0.0052 0.565 
8 1 92 3.5 -0.0183 0.549 
9 1.92 3.3 -0.0158 0.582 
10 1 92 3.2 -0.0174 0.600 
11 1.92 3.1 -0.0112 0.619 
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TABLE 3-9 (continued) 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
12 1.92 3.1 -0.0179 0.619 
13 1.92 3.3 -0.0258 0.582 
14 1.92 3.0 -0.0175 0.640 
15 1.92 2.9 -0.0156 0.662 
Surface slopes for experiments in which side tilt was 
less should be more positive. Comparison of experiment 4 
(4.5* cross-slope) with experiment 5 (5.0* cross-slope) and 
comparison of experiment 3 (4 5*) with experiment 6 (5.0*) 
confirms this, albeit the distinction is less pronounced 
than that between the surface slopes for the two vibration 
rates. 
To summarize, it is evident that the data presented in 
this chapter, especially for experiments 2 through 7, are 
physically plausible. Thus, these data should provide a 
good base for the particle movement modeling which is 
presented in the following chapter. 
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TABLE 3-9. Processed data for experiment 6 
part a: Aggregate data for polypropelene ball 
distributions, rectangular deck, grid 3 
Tran. no. Fractions of particles in states 
pd. part. 12 3 4 5 
1 246 0.4797 0.0528 0.0894 0.3780 0.0488 
2 244 0.4385 0.0492 0.1311 0.3689 0.0123 
3 246 0.4472 0.0488 0.1138 0.3821 0.0081 
4 225 0.4489 0.0444 0.1422 0.3556 0.0089 
5 299 0.5418 0.0368 0.2308 0.1806 0.0100 
6 253 0.5731 0.0316 0.2451 0.1462 0.0040 
7. 285 0.5789 0.0456 0.2842 0.0912 0.0 
8 301 0.5847 0.0565 0.3023 0.0565 0.0 
9 303 0.6172 0.1188 0.2376 0.0264 0.0 
10 277 0.5957 0.1625 0.2094 0.0289 0.0036 
11 290 0.6759 0.1517 0.1483 0.0241 0.0 
12 246 0.7480 0.1626 0.0732 0.0163 0.0 
13 233 0.8498 0.1073 0.0300 0.0129 0.0 
14 211 0.8199 0.1043 0.0521 0.0237 0.0 
15 230 0.9261 0.0478 0.0217 0.0043 0.0 
16 253 0.9565 0.0277 0.0118 0.0040 0.0 
part b; Key parameters that vary with transition period 
Transition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
1 1.98 3.0 0.0021 0.660 
2 1.98 3.1 0.0038 0.639 
3 1.98 3.2 0.0003 0.619 
4 1.98 3.1 0.0064 0.639 
5 1.84 3.1 0.0080 0.594 
6 1.84 3.0 0.0082 0.613 
7 1.70 2.9 0.0093 0.586 
8 1.70 2.9 0.0041 0.586 
9 1.70 2.9 0.0110 0.586 
10 1.70 2.7 0.0023 0.630 
11 1.70 2.7 -0.0018 0.630 
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TABLE 3-9 (continued) 
Traneition Static Settled Surface 
period pressure bed depth slope p/d3 
t p (cm water) d3 (cm) 
12 1.70 2.6 0.0028 0.654 
13 1.70 2.8 0.0004 0.607 
14 1.70 2.7 -0.0066 0.630 
15 1.70 2.5 -0.0020 0.680 
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TABLE 3-10. Processed data for experiment 7 
part a: Aggregate data for particle distributions, 
rectangular deck 
Heavy particle (over 13/64 in by 3/4 in slot screen), grid 1 
transition no. Fractions of particles in states 
period particles 12 3 4 
1 4302 0.1954 0.1933 0.2234 0.3879 
2 4595 0.1920 0.2054 0.2282 0.3745 
3 4437 0.1928 0.1969 0.2260 0.3844 
4 4612 0.1821 0.2032 0.2346 0.3801 
5 4495 0.1742 0.2020 0.2226 0.4011 
6 4320 0.1701 0.2002 0.2402 0.3895 
7 3916 0.1760 0.2013 0.2300 0.3926 
8 3726 0.1711 0.2040 0.2457 0.3791 
9 3618 0.1764 0.2024 0.2327 0.3886 
10 3238 0.1865 0.2096 0.2403 0.3637 
11 3273 0.1670 0.2128 0.2488 0.3714 
12 3255 0.1859 0.2012 0.2310 0.3820 
13 2865 0.1975 0.2158 0.2431 0.3437 
14 2893 0.1754 0.2389 0.2372 0.3485 
15 2340 0.2198 0.2324 0.2591 0.2887 
16 1684 0.2016 0.2306 0.2275 0.3404 
Light particle (thru 13/64 in by 3/4 in slot screen), grid 4 
Tr. no. Fractions of particle in states 
pd. part. 12 3 4 5 6 
1 1258 0. 1363 0. 0664 0. 1426 0. 2206 0. 1320 0. 3020 
2 1291 0. 1030 0. 0697 0. 1711 0. 2232 0. 1521 0. 2809 
3 1163 0. 0976 0. 0678 0. 1818 0. 2064 0. 1720 0. 2778 
4 1214 0. 1117 0. 0823 0. 1498 0. 2317 0. 1850 0. 2395 
5 1109 0. 1385 0. 0882 0. 1839 0. 1826 0. 1882 0. 2186 
6 1183 0. 1278 0. 1118 0. 1800 0. 1952 0. 1583 0. 2268 
7 1241 0. 1498 0. 1147 0. 1959 0. 1916 0. 1604 0. 1876 
8 1250 0. 1491 0. 0902 0. 1719 0. 2085 0. 1807 0. 1995 
9 1158 0. 1646 0. 0993 0. 1764 0. 1914 0. 1677 0. 2007 
10 1137 0. 2094 0. 1297 0. 1582 0. 1780 0. 1538 0. 1709 
11 1033 0. 1817 0. 1461 0. 1582 0. 1931 0. 1430 0. 1779 
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TABLE 3-10 (continued) 
Light particle (thru 13/64 in by 3/4 in alot acreen), grid 4 
Tr. no. Fractiona of particle in atatea 
pd. part. 1 2 3 4 5 6 
12 1000 0.2167 0. 1149 0. 1362 0. 1514 0. 1627 0. 2180 
13 889 0.2503 0. 1232 0. 1683 0. 1753 0. 1055 0. 1774 
14 931 0.2291 0. 1611 0. 1757 0. 1675 0. 1063 0. 1604 
15 826 0.3007 0. 1253 0. 1802 0. 1674 0. 1065 0. 1198 
16 633 0.3645 0. 1462 0. 1272 0. 1395 0. 1034 0. 1191 
part b: Key parametera that vary with tranaition period 
Tranaition Static Settled Surface 
period preaaure bed depth alope p/d4 
t p (cm water) d4 (cm) 
1 2.24 3.5 0.0184 0.640 
2 2.24 3.4 0.0065 0.659 
3 2.24 3.6 0.0172 0.622 
4 2.24 3.5 0.0105 0.640 
5 2.09 3.6 0.0199 0.581 
6 2.09 3.3 0.0093 0.633 
7 1.93 3.2 0.0076 0.603 
8 1.93 3.1 0.0163 0.623 
9 1.93 3.0 0.0100 0.643 
10 1.93 3.0 0.0073 0.643 
11 1.93 2.7 0.0026 0.715 
12 1.93 2.6 -0.0017 0.742 
13 1.93 2.7 0.0029 0.715 
14 1.93 2.5 -0.0064 0.772 
15 1.93 2.5 -0.0010 0.772 
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CHAPTER IV. DATA ANALYSIS 
In this chapter, the Markov models which were fitted to 
the data of experiments 1 through 7 will be presented. The 
transition probabilities that comprise the entries of the 
transition probability matrices define the Markov processes 
and, hence, the behavior of the particles whose movement we 
are modelling. The transition probabilities were computed 
by use of the linear programming method that was described 
in Chapter II applied to the aggregate data presented in 
Chapter III. 
Some method of evaluating the performance of those 
models will be needed. Recall that the linear programming 
method used the sum of absolute deviations, 
r T+1 
I I |ï,{t)-ïhat.(t)| 
1=1 t=2 
as the objective function to be minimized. Here, the 
{ïhat^ (t)) are the measured proportions of particles in 
states i=l through r and transition periods t=2 through T+1. 
The {ïhat^ (t)) are obtained by using the equation: 
r 
ïhat^ (t)- r *j(t-l)Pji(t-l). 
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The transition probability matrix that minimizes the sum of 
absolute deviations is our best estimate of the matrix which 
defines the Markov process. 
Methods of Evaluating Model Performance 
Certainly, the minimum value of this sum of absolute 
deviations (MAO) is one indication of how well the particle 
movements are explained by the assumed Markov process. The 
significance of this figure is not for comparisons between 
experiments but for comparison of the performance of several 
alternative models for one experiment. For example, one 
could assume that the matrix P is simply an r by r identity 
matrix. Thus, the proportions (<hat^ (t)) are estimated from 
the measured values of Ihat^  lagged one time period: 
*hat^ (t)s|^ {t-l). 
One could compare the value of absolute deviations for this 
"lag one" model with the value of MAD obtained for, say, a 
stationary model. Similarly, one could compare the value of 
MAD for a stationary model with that for a nonstationary 
model correlated with depth, perhaps. In any case, the 
model having the lower value of MAD would fit the data 
better. 
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It should be obvious that one could always expect the 
stationary model to give a lower value of MAD than a "lag 
one" model, and the nonstationary model to give a lower 
value of MAD than the stationary model. This is because the 
"lag one" model is a special case of the stationary model 
and the stationary model is special case of the 
nonstationary Markov model. Thus, we will need to consider 
whether the improvements realized by the fitting of the more 
complicated models justify their use. 
Lee et al. (1977) developed a statistic, which they 
2 
claim is approximately x distributed, to test for 
stationarity of the Markov process: 
T+1 r 
*T(r-lJ ' *  ^N(tH»i(t)-ïhat^ (t))^ /ïhat^ (t), 
t»2 i=l 
where N(t) is the number of particles in transition period 
t. They note that this statistic is only an approximate 
indicator of a stationary model's validity and caution 
against using it as a true statistical test. It was found 
unsuitable for this research because of two problems. In 
some instances, Ihat^ (t) has a value of zero; the statistic 
is undefined in this situation. A second problem is that 
for large values of N(t), the statistic too easily rejects 
the assumption of stationarity. 
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Because the transition period that was used was 
relatively short at 2 inches (5.08 cm), it was found that 
for most experiments the "lag one" model did a fairly good 
job of predicting values of {r^ (t)) from the values 
{V^ (t-l)). Obviously, though, the "lag one" model does not 
explain the gross particle movement over several transition 
periods. A parameter which is used as an indicator of the 
Markov model's validity should measure the model's ability 
to explain particle movement over several transition 
periods. A possible test would be to predict the values of 
(*i(t)) for t«2 through T+1 using only the values (Y^ (l)) 
and the transition probability matrices (P(t)). 
This would be accomplished in the following manner. 
Let V(t) denote the column vector (y^ (t)). Let P(t) be the 
transition probability matrix for transition period t. 
Then, the fractions Y(2) would be estimated by the equation: 
;hat'(2)=%'(l)P(l) 
where the primes denote vector transposition. Likewise, 
£(3) would be estimated from: 
;hat'(3)=f'(iyp(l)p(2). 
109 
Thus, the estimates yhat(t) are formed by successive back-
multiplication of the transition probability matrices 
(P(t))i 
(4-1) îhat'(t)-î'{l)P(l)*P(2)«**P<t-l). 
By using the estimates, (ïhat(t)), we can now compute 
some parameter such as sum of absolute deviations or error 
sum of squares to use as an indicator of performance. 
Still, we would not have a parameter which gives an absolute 
measure of model performance; it would only be useful for 
relative comparison. Unfortunately, there are no meaningful 
statistical tests which can be directly applied to these 
data. Even a simple parameter such as correlation index, 
2 R , is somewhat tricky to apply to the two sets of 
proportions {*bat(t)) and {*(t)). A complication is that 
the entries within each vector are not independent; they 
must sum to 1. 
To avoid the problems associated with interpreting how 
well one set of proportions approximates another, it was 
decided to consider a single variable, y_(t), defined as the 
location of the mass centroid of the particles in a 
particular transition period. This variable has physical 
significance because a series of these values {y^ (t)) for 
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t=l through T+1 describes what could be interpreted as an 
"average pathway" for the particles as they traverse the 
gravity table. 
Recall that in Figures 3-11, 3-12, 3-13, and 3-14, we 
have listed the locations of the mass centroids of each of 
the r states for each of the four grid configurations. If 
we assume that all particles within a state have a mass 
centroid located by the centroid of that state as specified 
in Figures 3-11, 3-12, 3-13, or 3-14, then the mass centroid 
for the entire transition period can be calculated. Let Ç 
b« the column vector of centroid locations for state 1 
through r; then, the value y^ ft), the location of the mass 
centroid for the entire transition period, is given by: 
(4-2) yc(t)»C'i(t) 
where the prime over vector C denotes vector transposition. 
For example, C for grid 2 is given by: 
Ç = (2.2, 6.6, 13.0, 24.6)'. 
For i(t)-(0.5649, 0.0763, 0.1526, 0.2061)', the mass 
centroid for transition period, t, is given by: 
yg(t) = C'i(t)-8.8 cm. 
Ill 
We can compute estimated values of y^ (t) by using the 
definition of fhat(t) given in equation 4-1. Recall that 
the vector Vhat(t) was obtained by using the vector of 
proportions Y(l) and the probability matrices P(l) through 
P(t-l). Thus, the estimated centroid pathway given by 
(4-3) vhat^ (t)»C';hat(t). t«2, 3, .T+1 
is obtained from Just the initial conditions, Y(l), and the 
transition probability matrices that define the Markov 
process we have assumed to govern the particle movements. 
A reasonable method of evaluating the performance of 
2 the models would be to compute a correlation index, R , 
between the observed values of y^ ft) and the estimated 
2 
values yhatg(t). A value of R close to 1 would be 
interpreted to mean that the model does a good job of 
2 predicting the particle pathways. Thus, the R parameter 
can be used as an absolute measure of a model's validity. 
Stationary and Nonstationary Markov Models for 
Experiments 1 through 7 
Stationary and nonstationary Blarkov models were fitted 
to the aggregate data from experiments 1 through 7. These 
models will be presented in this section for each of the 
112 
seven experiments. Each experiment will be considered 
individually. 
Experiment 1 
As noted previously, experiment 1 was a preliminary 
test; a full set of measurements was not taken; it is likely 
that some of the assumptions, particularly the assumption of 
steady state operation, may have been violated. The 
particle mixture consisted of three particles* a light 
particle, a medium particle, and a heavy particle. 
Transition probabilities were computed for each 
particle. Some experimentation with the variables that were 
available for correlation with the variable transition 
probabilities of the nonstationary model indicated that 
surface slope as defined in Chapter III was a good choice. 
Table 4-1 summarizes the results for the splits fraction of 
experiment I's mixture. Tables 4-2 and 4-3 list the results 
for the medium and heavy fractions. 
Note that the sum of absolute deviations (SAD) for the 
light particle, which is obtained from the "lag one" model, 
is, at a value of 2.2723, considerably higher than those of 
the medium particle (SAD=1.5564) and the heavy particle 
(SAD=1,5009). These values represent upper limits for the 
values of MAD obtained for the stationary and nonstationary 
models of light, medium, and heavy particle movement. 
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TABLE 4-1. Transition probability matrices for experiment 
1, light particle (through 15/64 in. round 
screen), grid 1 
Lag It P«I^  
SAD-2.2723 
Stationary: MAD»1.6677 
P » 
0.61900 
0.62962 
0.0 
0.0 
0.38100 
0.0 
0.41227 
0.0 
0.0  
0.37038 
0.24256 
0.42080 
0.0  
0.0 
0.34518 
0.57920 
Nonstationary: MAD»1.6243 
P(t)»P+D*2(t)J Z(t)"8urface slope 
P » 
0.69168 
0.49928 
0.0 
0.0 
0.30832 
0.0 
0.54283 
0.0  
0 .0  
0.50072 
0.16061 
0.35472 
0.0 
0.0 
0.29656 
0.64528 
1.68709 
3.03806 
0.0 
0.0 
I,68709 
0.0 
'3.37817 
0.0 
0.0 
'3.03806 
0.80743 
3 54298 
0.0  
0.0 
2.57073 
'3.54298 
Stationary models drop to approximately 74%, 73%, and 71% of 
these maximums for the light, medium, and heavy fractions, 
respectively. 
The generalisation of the process to a nonstationary 
model based on surface slope results in values of MAD which 
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TABLE 4-2. Transition probability matrices for experiment 
1, medium particle (over 15/64 in. round, 
through 16/64 in. round screen), grid 1 
Lag 1: P=%^  
SAD»1.5564 
Stationary* MAD*1.1324 
0.61241 0.38759 
0.49314 0.11871 
P » 0.0 0.41990 
0.0 0.0 
0.0 0.0 
0.38814 0.0 
0.11680 0.46329 
0.43273- 0.56727 
Nonstationary; MAD»1.0484 
P(t)»P+D*2(t); Z(t)=eurface slope 
P = 
0.54105 
0.64745 
0.0  
0.0 
0.45895 
0.16676 
0.25611 
0.0 
0.0 
0.18580 
0.12257 
0.60904 
0.0 
0.0 
0.62133 
0.39096 
0 = 
•1.41902 
2.83943 
0.0 
0.0 
1.41902 
1.20362 
0.30041 
0.0 
0.0 
1.63580 
1.22422 
0.01993 
0 .0  
0.0  
0.92381 
0.01993 
are approximately 71%, 67%, and 54% of the respective values 
of SAD for the light, medium, and heavy portions. These 
preliminary observations indicate that the generalization of 
the process to a nonstationary model may not be justified 
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TABLE 4-3. Transition probability matrices for experiment 
1, heavy particle (over 16/64 in. round screen), 
grid 1 
Lag 1: 
SAD»1.5009 
Stationary; MAD«1.0707 
0.48541 0.51459 
0.58884 0.0 
P » 0.0 0.40154 
0.0  0 .0  
0.0 0.0 
0.41116 0.0 
0.47801 0.12046 
0.08964 0.91036 
Nonstationary: MAD"0 8106 
P(t)»P+D*Z(t)j Z(t)»surface slope 
P = 
0.64928 
0.42329 
0.0 
0.0 
0.35072 
0.18163 
0.40968 
0.0 
0.0 
0.39508 
0.40938 
0.15454 
0.0 
0.0 
0.18094 
0.84546 
3.07541 
•2.35055 
0.0 
0.0 
3.07541 
1.81409 
2.49004 
0.0 
0.0 
0 53646 
'3.05490 
1.54356 
0.0  
0.0 
0.56485 
1.54356 
for any but the heavy particle. Later, when we consider 
prediction of mass centroid pathways, we will find that 
these values of MAD can be somewhat deceiving. Though 
values of HAD obtained for these models may be relatively 
low, the low MAD values do not guarantee good performance of 
the models for predicting the centroid pathways. 
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Experiments 2 Through 6 
In experiments 2 through 6, 3/16 inch polypropylene 
balls were used as the test particles. Stationary 
transition probabilities were computed for each experiment. 
Two nonstationary models were fitted to the data, also. One 
nonstationary model was correlated with surface slope; the 
other was correlated with the dimensionless variable 
composed of static pressure (cm HgO) divided by settled bed 
depth (cm). From experiment 1, it was found that surface 
slope could be successfully correlated with the variable 
transition probabilities. It was expected that static 
pressure divided by settled bed depth (P/d) would be a good 
parameter to correlate with the variable transition 
probabilities because it should be closely related to the 
superficial air velocity passing through the bed. 
The transition probability matrices for experiments 2 
through 6 are presented in Tables 4-4 through 4-8. From 
Tables 4-9 and 4-10 we note that the ratios of MAD/SAO for 
the stationary and nonstationary models are similar to the 
ratios obtained in experiment 1. Recall that a low value of 
the ratio, MAD/SAD, shows better model accuracy than a high 
ratio. The SAD value represents an upper limit for the MAD 
of any models we consider here. 
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TABLE 4-4. Transition probability matrices for experiment 
2, grid 2 
Lag Is P=I^  
SAD»1.7610 
Stationary: MAD*1.0866 
1.0  0 .0  0 .0  0 .0  
0.44291 0.55709 0.0 0.0 
P » 0.0 0.22229 0.76577 0.01194 
0.0 0.0 0.62702 0.37298 
Nonstationary (surface slope): MADaO.9065 
P(t)»P+D*Z(t)J Z(t)"Surface slope 
P = 
0.99868 
0.44636 
0.14823 
0.0 
0.00132 
0.39862 
0.37333 
0.0 
0.0 
0.15502 
0.45513 
0.53473 
0.0  
0 .0  
0.02331 
0.46527 
D = 
-0.13592 
.31,43360 
10.43858 
0.0 
0.13592 
38,04352 
'20.48362 
0.0 
0.0 
-6.60992 
32.56383 
21.04675 
0.0 
0.0 
-1.64163 
21.04675 
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TABLE 4-4 (continued) 
Nonstationary (static press/depth)s MAD*1.0735 
P(t)=P+D"2(t); Z(t)»P/d3 
1 . 0  
0.0 
0.39522 
0.0 
0.0 
0.91986 
0.60478 
0 .0  
0.0 
0.54264 
•0.63337 
0.0 
0.0 
•0.41421 
•0.82545 
0.0  
0 .0  
0.08014 
0.0 
0.84637 
0.0  
0 .0  
0 .0  
0.15363 
0.0  
•0.12843 
1.44001 
•0.39037 
0.0  
0.0 
0.01881 
0.39037 
Note that the MAD values themselves for experiments 2 
through 6 are comparable to those of experiment 1. For the 
medium and heavy particles of experiment I, the ratios 
SAD/MAD are actually lower than most of the ratios for 
corresponding stationary and nonstationary models of 
experiments 2 through 6. The ratios for the light particle 
of experiment 1 are very similar to the ratios of MAD/SAD 
for experiments 2 through 6. The particles under 
observation in experiments 2 through 6 are considered light 
particles. Note that these light particles have larger 
values of SAD than do the heavy particles of experiment 1. 
This indicates that the distributions of heavy particles in 
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TABLE 4-5. Transition probability matrices for experiment 
3t grid 2 
Lag 1» P=I^  
SAD-2.3715 
Stationary: MAD*1.6519 
1.0000 
0.37688 
0.03830 
0.0 
0.0 
0.62312 
0.15163 
0.0 
0 .0  
0 .0  
0.81007 
0.30219 
0 . 0  
0 .0  
0 .0  
0.69781 
Nonstationary (surface slope): MAD=1.3969 
P(t)»P+D*Z(t); Z(t)«8urface slope 
P = 
0.98985 
0.56188 
0.23684 
0.0 
0.00547 
0.43812 
0.21610 
0 .0  
0.00468 
0.0  
0.53141 
0.39503 
0.0  
0.0 
0.01564 
0.60497 
D = 
-4.41186 
23.05276 
'16.67901 
0.0 
2.37696 
23.05276 
14.01354 
0 .0  
2.03490 
0.0  
23.89038 
40 36642 
0.0 
0 .0  
6.80217 
'40.36642 
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TABLE 4-5 (continued) 
Nonetmtionmry (static press/depth): MAD»1.4769 
P(t)=P+D"Z(t); Z(t)=P/d3 
0.26290 
0.26401 
1.0 
0.0 
0.73710 
0.73599 
0.0 
0.0  
1.10879 
0.66887 
•1.38860 
0.0 
•1.10879 
•0.66887 
•0.01436 
0.0 
0.0 
0 .0  
0 .0  
1.000 
0 .0  
0.0 
0 .0  
0.0 
0.0 
0 .0  
1.37424 
•1.12938 
0.0 
0.0 
0.0 
1.12938 
the various states do not change with transition period as 
much as those of the light particles. 
Considering these comparisons only, it might be 
concluded that the Markov model fits experiment 1 at least 
as well as it fits experiment 2 through 6. As was mentioned 
previously, though, these MAD values can be misleading. The 
best test is to predict the vectors of proportions, (Y(t)), 
over a number of transition periods by use of the initial 
distribution only and the transition probability matrices. 
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TABLE 4-6. Transition probability matrices for experiment 
4« grid 3 
Lag li P»Ig 
SA0»1.9594 
Stationary: MAD*1.5202 
0.93920 
0.56600 
0.13167 
0.0  
0 .0  
0.06080 
0.43400 
0.04288 
0.0 
0.0 
0.0 
0.0 
0.80238 
0.15793 
0.0  
0 .0  
0 .0  
0.02306 
0.81748 
0.49954 
0.0  
0 .0  
0.0 
0.02458 
0.50046 
Nonstationary ( surface slope ) : MA%>=1.4503 
P»P+D*Z(t), Z(t)»surface slope 
P» 
0.89707 
0 84615 
0,12100 
0.0 
0.0 
0.09870 
0.15385 
0.0 
0,0 
0.0 
0.00423 
0,0 
0,87900 
0,21749 
0.0 
0.0  
0,0 
0.0 
0.77758 
1 , 0  
0.0 
0,0 
0,0 
0.00493 
0.0 
D= 
-4,65728 
27,09864 
1.37462 
0,0 
0.0 
4,46586 
27,09864 
-7,60328 
0.0 
0.0 
0,19142 
0.0 
8,35029 
5,66353 
0.0 
0.0 
0,0 
-2,12163 
1.99167 
0,0 
0.0 
0,0 
0.0 
7.65520 
0.0 
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TABLE 4-6 (continued) 
Nonstationary (static press/depth)t MAD=1 4984 
P(t)*P+D*Z(t); Z(t)«P/d3 
0.24598 0.23416 0.51986 0.0 0.0 
0.0 1.0 0.0 0.0 0.0 
0.77813 0.0 0.22187 0.0 0.0 
0.0 0.0 0.66534 0.0 0.33466 
0.0 0.0 0.0 0.0 1.0 
D" -
1.09153 
0.65586 
0.71686 
0.0 
0.0 
•0.30624 
•0.65586 
0.0 
0.0 
0.0 
•0.78529 
0.0 
0.64659 
•0.80864 
0.0 
0.0 
0.0 
0.07026 
1 31416 
0.96474 
0.0 
0 .0  
0.0 
•0.50552 
•0.96474 
Experiment 7 
In experiment 1, we were concerned with the movements 
of the light and heavy components of a two-particle mixture. 
The light particles were soybean splits that passed through 
a 13/64 inch by 3/4 inch slot screen, and the heavy 
particles were whole soybeans that did not pass through the 
slot screen. These whole beans were composed of beans which 
passed through a 17/64 inch round screen but stayed over a 
16/64 inch round screen. Grid 1 was used to specify the 
distributions of the heavy particles; grid 4 was used for 
the light particles. 
123 
TABLE 4-7. Transition probability matrices for experiment 
5, grid 3 
Lag li 
Stationary: MAD»1.7153 
P» 
0.95067 
0.52121 
0.12404 
0.0 
0 .0  
0.04933 
0.47879 
0.12159 
0.0 
0.0 
0.0  
0.0 
0.75437 
0.14781 
0.0  
0 .0  
0.0  
0 .0  
0.79089 
0.67372 
0.0  
0 .0  
0 .0  
0.06130 
0.32628 
Nonstationary (surface slope): MAD»1.6568 
P(t)»P+D*Z(t); Z(t)=surface slope 
0.95409 
1.00000 
0.15917 
0.0 
0.0 
0.04591 
0.0  
0.14250 
0.0 
0.0  
0.0 
0.0 
0.69833 
0.05608 
0 .0  
0.0 
0.0  
0.0  
0.76380 
1.0 
0.0 
0.0 
0.0 
0.18012 
0 .0  
D= 
0.66974 
14.73019 
6.16948 
0.0 
0.0 
-0.6674 
14 73019 
-3.99358 
0.0 
0.0  
0.0 
0.0 
2.17591 
8.07799 
0.0 
0.0 
0.0 
-2.17591 
1.60591 
17.86563 
0.0 
0.0 
0.0 
6.47197 
17.86563 
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TABLE 4-7 (continued) 
Nonstmtionmry (static press/depth)s MAD3'1.S431 
P(t)=P+D*Z(t); Z(t)=P/d3 
0.19847 
1 .0  
0 .0  
0.0  
0.35067 
0 .0  
0.0  
0.0 
0.45085 
0.0 
1 . 0  
0.0 
0 .0  
0.0  
0 .0  
1 .0  
0 .0  
0.0 
0 . 0  
0.0 
D» 
1.21077 
•0.68022 
0.32068 
0 .0  
0.0 
•0.52972 
0.68022 
0.30196 
0.0 
0 .0  
0.68105 
0.0 
•0.62264 
0.22010 
0.0 
0 .0  
0 .0  
0 .0  
>0.33818 
•0.49267 
0.0 . 
0 .0  
0.0 
0.11808 
0.49267 
For the light particles, it was desired to correlate 
some alternate parameters with the variable transition 
probabilities of the nonstationary model. In addition to 
(static pressure)/depth and surface slope, depth, 1/depth, 
and depth/(static pressure) were used as parameters for the 
nonstationary model. Table 4-11 shows transition 
probabilities, MAD, and SAD values for these stationary and 
nonstationary models. 
Table 4-12 gives the transition probabilities, MAD, and 
SAD values for the heavy particle. 
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TABLE 4-8. Transition probability matrices for experiment 
6, grid 3 
Lag 1: P*%g 
SAD*2.0130 
Stationary; MAD*1.6172 
P» 
1.00000 
0.39989 
0.00166 
0.0 
0.0 
0 .0  
0.60011 
0.13282 
0.0 
0.0  
0.0 
0.0 
0.86552 
0.14212 
0.0 
0.0 
0 .0  
0.0 
0.83572 
1.0 
0.0  
0 .0  
0.0 
0.02215 
0.0 
Non-stationary (surface slope): MAD»1 2135 
P(t)»P+D*Z(t); Z(t)«surface slope 
0.99903 
0.50227 
0.08238 
0.0 
0.0 
0.0 
0.49773 
0.32435 
0.0 
0.0 
0.00097 
0.0 
0.59326 
0.14153 
0.0 
0.0  
0.0 
0.0 
0.84454 
1.0 
0.0  
0.0 
0.0 
0.01393 
0.0 
D= 
-0.14755 
-45 66118 
-7.48949 
0.0 
0.0 
0.0 
45.66118 
29.41348 
0.0 
0.0 
0.14755 
0.0 
36.90298 
21.44329 
0.0 
0.0 
0.0 
0.0 
23.55456 
0.0 
0.0 
0.0 
0.0 
2.11127 
0.0 
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TABLE 4-8 (continued) 
Nonatationary (static press/depth): MAD*1.5126 
P(t)=P+D*Z(t); 2(t)=P/d3 
0.26382 0.43634 0.29984 0.0 0.0 
0.0 1.0 0.0 0.0 0.0 
0.0 0.0 1.0 0.0 0.0 
0.0 0.0 1.0 0.0 0.0 
0.0 0.0 0.0 1.0 0.0 
D» 
1.06261 
0.68977 
0.31280 
0.0 
0.0 
0.64167 
•0.68977 
0.11638 
0.0 
0.0 
•0.44094 
0.0 
•4.2918 
•1.32036 
0.0 
0.0 
0.0  
0.0  
1.28307 
0.0  
0.0 
0.0 
0.0 
0.03729 
0.0 
Table 4-13 summarizes the values of SAD, MAD and MAD/SAD for 
the models of experiment 7. Note that the values of MAD are 
lower for the heavy particle than for the lighter particle. 
This observation agrees with the findings of experiment 1. 
The ratios, MAD/SAD, for experiment 7 are comparable to 
those of experiments 2 through 6. The ratios, MAD/SAD, for 
run 7 are similar to those of experiment 1 if not somewhat 
higher. However, we will find that when we consider the 
prediction of centroid pathways, the models as applied to 
experiments 1 and 7 perform quite differently. Again, we 
need to be aware that the MAD values may not be good 
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TABLE 4-9. Values of minimum absolute deviation (MAO) and 
sum of absolute deviations (SAD) for experiments 
2 through 6 
SAD 
Experiment Lag 1 Stationary Slope P/d 
2 1.7610 1.0866 0.9065 1.0735 
3 2.3715 1.6519 1.3969 1.4769 
4 1.9594 1.5202 1.4503 1.4984 
5 2.2210 1.7153 1.6568 1.5430 
6 2.0130 1.6172 1.2135 1.5126 
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TABLE 4-10. Ratios of MAD/SAD for experiments 2 through 6 
MAD/SAD 
Experiment Stationary Slope P/d 
2 0.617 0.515 0.610 
3 0.697 0.589 0.623 
4 0.776 0.740 0.765 
5 0.772 0.746 0.695 
6 0.803 0.603 0.751 
predictors of a model's performance. For the light 
particle, comparison of MAD values for the five 
nonstationary models indicates that they perform about 
equally. 
Performance of Markov Models for Experiments 1 through 7 .  
At the beginning of this chapter, we discussed methods 
of evaluating the performance of the Markov models obtained 
for experiments 1 through 7. It was decided that estimates 
of the proportions ï(t) would be found using equation 4-1; 
(4-1) ;hat'(t)=;'(l)P(l)*P(2)'''P(t-l). 
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TABLE 4-11. Transition probability matrices for experiment 
7, light particle (through 13/64 in. by 3/4 in. 
slot), grid 4 
Lag 1: p^X^ 
SAD^l.7888 
Stationary; MAD*1.4208 
pa 
0.79658 
0.49367 
0.0 
0.0 
0.0 
0.20432 
0.39506 
0.19567 
0.0 
0.0 
0.0  
0.11127 
0.31333 
0.53958 
0.0 
0.0 
0.0 
0.49100 
0.35725 
0.0 
0.0 
0.0 
0.0 
0.10317 
0.22982 
Nonstationary (surface slope): MAD»1.2539 
P(t)"P+D*Z(t)j Z(t)»surface slope 
0.0 
0.0  
0.0 
0.0  
0.77018 
P= 
0.71038 
0.52249 
0.13313 
0,0 
0.0 
0.0 
0.23172 
0.28577 
0.24248 
0.0 
0.0  
0 .0  
0.05790 
0.19174 
0.08032 
0.69980 
0.0  
0.0 
0.0 
0.0 
0.5447 
0.11571 
0.50317 
0.0 
0.0 
0.0 
0.0  
0.18450 
0.44310 
0.21105 
0.0 
0.0 
0 .0  
0.0 
0.05373 
0.78895 
-21.39939 12.35227 9.04712 0.0 0.0 0.0 
-9.12906 11.65548 -2.252641 0.0 0.0 0.0 
D= 9.24951 -12.18475 0.66125 2.27399 0,0 0,0 
0,0 0,0 -9,03929 18,07917 9,03987 0,0 
0,0 0,0 0,0 -25,28483 16,889 8,39511 
0,0 0,0 0,0 0,0 -2,72727 2,72727 
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TABLE 4-12. Transition probability matrices for experiment 
7, heavy particle (over 13/64 in. by 3/4. 
slot), grid 1 
Lag 1: 
SAD»0.7647 
Stationary model: MAD=0.5605 
0.51127 0.48873 0.0 0.0 
P » 0.42421 0.0 0.57579 0.0 
0.0 0.49195 0.04228 0.46576 
0.0 0.0 0.28656 0.71344 
Nonstationary (surface slope): MAD»0 4959 
P»P(t)+D*Z(t), Z(t)"surface slope 
0.17406 
P = 0.74937 
0.0 
0.0 
0.82594 
0.15959 
0.11407 
0.0 
0.0 
0.09104 
0.41670 
0 33380 
0.0 
0.0 
0.46923 
0.66620 
27.19705 
•26.33815 
0.0 
0.0 
-27.19705 
24.93611 
-1.64011 
0.0 
0.0 
1.40204 
19.73057 
9.63771 
0 .0  
0.0 
21.37068 
-9.63771 
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TABLE 4-12 (continued) 
Nonetetionary (static press/depth)t MAI^O.5113 
P " 
0.61977 
0 . 0  
0.0 
0 .0  
0.38023 
0.80284 
0 .0  
0 .0  
0.0  
0.19716 
0.0  
0.31716 
0.0  
0 . 0  
1.0 
0.68235 
•0.15611 
0.66406 
0.0 
0.0 
0.15611 
•0.96230 
0.53296 
0.0 
0.0  
0.29824 
0.0 
0.14848 
0.0  
0.0 
•0.53296 
•0.14848 
TABLE 4-13. Values of minimum absolute deviation (MAD) and 
sum of absolute deviation (SAO) for experiment 
7 
Particle SAD 
Parameter 
for 
Model MAD MAD/SAD 
light 1,7888 
(grid 4) 
Stationary 
surface slope 
P/d 
d 
1/d 
d/P 
1.4207 
1.2539 
1.2508 
1 2391 
1.2540 
1.2573 
0.794 
0.701 
0.699 
0.693 
0.701 
0.703 
heavy 0.7647 
(grid 1) 
stationary 
surface slope 
P/d 
0.5605 0.733 
0.4959 0.648 
0.5113 0.669 
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Recall that f(l)=(f^(l)). The prime over vectors such as Ç 
indicates transposition. The estimates (Yhat(t)} are used 
to compute a predicted mass centroid pathway using equation 
4-31 
(4-3) yhatg(t)"C'%hat(t). 
Recall that Ç is the vector of mass centroid locations for 
states 1 through r. 
An observed mass centroid pathway is computed by use of 
equation 4-2: 
(4-2) yc(t)-C'i(t) 
where the (V(t)) are the measured particle distributions. 
We will judge the performance of our models by comparison of 
the estimated pathway yhat^(t) with the measured pathway 
y^{t). Tables 4-14 through 4-23 show the results of these 
comparisons for experiments 1 through 1. An estimated 
pathway is computed for each of the models considered. The 
transition probability matrices for these models appear in 
Tables 4-1 through 4-8 and Tables 4-11 and 4-12. The 
observed mass centroid pathway is shown; a number of 
statistics accompany the tables. 
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Since there are 15 transition periods for each of these 
experiments, the average value is given by: 
16 
t"2 
and sum of squares (uncorrected) is given by: 
16 
SS» I (yg(t))2. 
t«2 
Total corrected sum of squares is found by using the 
equation: 
TCSS=SS-15*(y*V9)2. 
Error sum of squares is defined as; 
16 
ESS= l(yç(t)-yhatç(t))^. 
t-2 
Correlation index, defined as 
136 
r2 . l-ESS/TCSS, 
was used to give an indication of performance on an absolute 
2 
scale. An R value of 1 shows perfect fit. The figures for 
y***, SS, TCSS, and are included in Tables 4-14 through 
4-23. 
Prediction of particle pathways 
In this section, we will examine more closely the mass 
centroid pathways which were presented in the previous 
section. For each experiment, the curve for the model 
2 having the highest R value will be graphed to provide a 
visual representation of the data and the theoretical curve. 
Using the same model, we can also graph pathways for single 
particles that start in different states. 
For example, suppose we consider a single particle 
which begins at the centroid of state 3 of grid 3 at 
transition period 1. Grid 3 has 5 states. It can be shown 
that if we let ï(l)'=(0, 0, I, 0, 0)', we can use equation 
4-1 in conjunction with equation 4-3 to compute an 
"expected" pathway for that particle. 
In essence, we are considering the distribution of a 
single particle in the transition periods. At the first 
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TABLE 4-14. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 1 (cm) 
light particle 
grid It 
Ç • (8.5, 24.8, 40.3, 57.8)' 
1(1) • (0.3756, 0.2212, 0.2071, 0.1962)* 
Transition Observed Stationary Nonstationary 
Period yc<t) Model Model (slope) 
1 28.4 28.4 28.4 
2 29.2 28.2 28.5 
3 28.0 28.0 28.6 
4 27.7 27.9 28.6 
5 25.5 27.8 28.1 
6 25.6 27.7 28.0 
7 27.9 27.7 27.7 
8 27.2 27.6 27.8 
9 26.7 27.6 27.6 
10 25.8 27.5 27.7 
11 28.5 27.5 27.9 
12 24.4 27.5 27.7 
13 26.8 27.5 27.8 
14 25.1 27.5 28.1 
15 26.3 27.5 28.0 
16 30.1 27.5 27.9 
27,0 
SS 10960 
TCSS 25.0 
ESS 38.26 47.98 
g2 negative negative 
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TABLE 4-15. Observed mass centrold pathway and predicted 
mass centrold pathways for experiment 1 (cm) 
medium particle 
grid It 
C » (8.5, 24.8, 40.3, 57.8)' 
*(!)"" (0.3303, 0.2520, 0.1866, 0.2311)* 
Transition Observed Stationary Nonstatlonary 
Period y_(t) Model Model (slope) 
1 29.9 29.9 29.9 
2 29.8 30.1 30.2 
3 30.7 30.3 30.7 
4 33.1 30.5 30.4 
5 29.6 30.6 29.1 
6 30.5 30.7 29.8 
1 28.1 30.8 28.9 
8 31.7 30.9 28.5 
9 29.4 30.9 27.9 
10 28.9 30.9 28.0 
11 29.1 31.0 28.8 
12 29.2 31.0 28.0 
13 29.3 31.0 27.9 
14 29.8 31.0 29.2 
15 28.4 31.0 28.8 
16 30.8 31.0 28.2 
y*^^ 29,9 
SS 13430 
TCSS 23.6 
33.1 32.9 
negative negative 
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TABLE 4-16. Observed mass centrold pathway and predicted 
mass centrold pathways for experiment 1 (cm) 
heavy particle 
grid 1* 
C • (8.5, 24.8, 40.3, 57.8)' 
1(1) • (0.3095, 0.2229, 0.2147, 0.2528)* 
Transition Observed Stationary Nonstationary 
Period Model Model (slope) 
1 31.4 31.4 31.4 
2 31.8 32.0 32.9 
3 32.4 32.3 33.6 
4 34.5 32.6 33.8 
5 31.4 32.7 32.2 
6 33.9 32.9 33.4 
7 33.3 33.0 32.4 
8 33.8 33.2 32.0 
9 32.7 33.3 31.3 
10 31.7 33.4 31.7 
11 34.2 33.5 32.9 
12 32.9 33.5 31.7 
13 30.8 33.6 31.8 
14 33.3 33.7 33.6 
15 33.7 33.7 33.0 
16 33.5 33.8 32.2 
y®vg 32,9 
SS 16280 
TCSS 17.0 
15.27 
0.100 
14.84 
0.125 
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TABLE 4-17. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 2 (cm) 
grid 2: 
Ç • (2.2, 6.6, 13.0, 24.8)' 
id) • (0.6098, 0.0829, 0.1024, 0.2049)* 
M.S. M.S. 
Trans. Observed S. Model Model 
Period Model (slope) (P/d3) 
1 8.3 8.3 8.3 8.3 
2 7.8 6.5 6.6 6.5 
3 7.2 5.5 5.5 5.6 
4 5.6 4.9 4.6 5.0 
5 4.7 4.3 4.2 4.5 
6 5.0 3.9 4.1 4.1 
1 4.7 3.6 3.7 3.8 
8 4.0 3.3 3.4 3.5 
9 3.8 3.1 3.0 3.3 
10 3.1 2.9 2.7 3.1 
11 2.7 2.7 2.7 3.0 
12 2.5 2.6 2.6 2.9 
13 2.3 2.5 2.4 2.8 
12 2.2 2.5 2.3 2.7 
15 2.2 2.4 2.3 2.6 
16 2.5 2.4 2.3 2.6 
yavg 4.0 
SS 288.0 
TCSS 45.6 
ess 8.86 8.63 7.69 
g2 0.806 0.811 0.831 
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TABLE 4-18. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 3 (cm) 
grid 2: 
C • (2.2, 6.6, 13.0, 24.81' 
1(1)"» (0.5459, 0.0306, 0.1122, 0.3112)* 
N.S. N.S. 
Trans. Observed S. Model Model 
Period Yctt) Model (slope) (P/d3) 
1 10.6 10.6 10.6 10.6 
2 11.0 9.3 8.9 9.4 
3 9.7 8.2 7.3 8.3 
4 7.7 7.3 6.0 7.4 
5 8.5 6.5 5.4 6.7 
6 6.8 5.8 5.0 6.0 
7 7.0 5.2 5.0 5.4 
8 5.9 4.7 4.5 4.9 
9 6.0 4.3 4.8 4.4 
10 4.9 3.9 4.2 4.1 
11 4.3 3.6 3.7 3.8 
12 3.8 3.4 3.5 3.5 
13 2.9 3.2 3.4 3.3 
14 3.0 3.0 3.2 3.2 
15 2.7 2.9 3.1 2.9 
16 2.4 2.7 2.8 2.8 
5.8 
SS 600.1 
TCSS 100.7 
19.7 
0.804 
27.9 
0.723 
16.0 
0.841 
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TABLE 4-19. Observed mass centrold pathway and predicted 
mass centrold pathways for experiment 4 (cm) 
grid 3t 
Ç » (2.2, 6.6, 13.0, 24.8, 40.3)' 
id) • (0.4807, 0.0429, 0.0987, 0.3090, 0.0687)' 
N.S. N.S. 
Trans. Observed S. Model Model 
Period Model (slope) (P/d3) 
1 13.1 13.1 13.1 13.1 
2 12.9 11.9 12.3 11.9 
3 10.8 11.0 11.4 10.9 
4 11.2 10.2 10.6 10.1 
5 10.4 9.4 9.8 9.2 
6 11.4 8.8 9.0 8.6 
7 9.3 8.2 8.4 8.0 
8 8.6 7.6 7.7 7.5 
9 7.2 7.1 7.2 7.0 
10 6.9 6.6 6.8 6.7 
11 6.5 6.2 6.3 6.3 
12 5.7 5.8 5.9 6.0 
13 4.7 5.5 5.6 5.7 
14 4.3 5.2 5.3 5.8 
15 3.5 4.9 5.0 5.2 
16 3.3 4.7 4.7 4.8 
^avg ^ g 
SS 1045, 
TCSS 137.0 
17.58 
0.872 
14.93 
0.892 
23.00 
0.832 
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TABLE 4-20. Obeerved mass cantrold pathway and predicted 
mass centroid pathways for experiment 5 (cm) 
grid 3: 
C - (2.2, 6.6, 13.0, 24.8, 40.3)' 
1(1)"" (0.4514, 0.0506, 0.1089, 0.2840, 0.1051)' 
N.S. 
Trans. Observed S. N.S. N.S. 2-Stage 
Period y^(t) Model (Slope) (P/d3) 2-Stage (P/d3) 
1 14.0 14.0 14.0 14.0 14.0 14.0 
2 11.7 12.4 12.3 12.5 13.0 12.8 
3 12.4 11.4 11.2 11.7 12.3 12.1 
4 13.7 10.5 10.1 10.9 11.8 11.6 
5 12.5 9.6 9.3 10.0 11.4 11.0 
6 11.1 8.9 8.6 9.6 11.0 10.7 
7 11.5 8.1 7.9 8.9 10.6 10.3 
8 10.3 7.5 7.3 8.4 10.2 9.9 
9 10.5 6.9 6.7 8.1 9.9 9,7 
10 8.8 6.4 6.1 7.6 8.4 8.3 
11 8.2 5.9 5.6 7.0 7.3 7.1 
12 7.0 5.5 5.2 6.4 6.3 6.1 
13 5.8 5.2 4.8 5.9 5.5 5.3 
14 4.8 4.8 4.5 5.8 4.9 4.9 
15 4.2 4.5 4.2 5.2 4.3 4.2 
16 2.9 4.3 3.9 4.6 3.9 3.7 
y ' 9.0 
SS 1382. 
TCSS 160.6 
ESS 71.25 87.03 
0.556 0.458 
45.14 10.28 13.53 
0.719 0.936 0.916 
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TABLE 4-21. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 6 (cm) 
grid 3: 
C - (2.2, 6.6, 13.0, 24.8, 40.3)' 
id) • (0.4797, 0.0528, 0.0894, 0. 3780, 0.0488)' 
Trans. Observed S. N.S. N.S. 
Period yq(t) Model (Slope) (P/d3) 
1 13.9 13.9 13.9 13.9 
2 12.6 12.5 12.1 12.4 
3 12.6 11.7 10.9 11.5 
4 12.3 10.9 9.7 10.6 
5 9.3 10.2 8.7 9.7 
6 8.4 9.5 7.9 8.9 
7 7.5 8.9 7.2 8.2 
8 7.0 8.3 6.7 7.6 
9 5.9 7.8 6.0 7.0 
10 6.0 7.2 5.8 6.6 
11 5.0 6.8 5.1 5.9 
12 4.1 6.3 4.2 5.4 
13 3.3 5.9 3.8 4.9 
14 3.8 5.6 3.4 4.8 
15 2.7 5.2 2.9 4.6 
16 2.5 4.9 2.8 4.0 
y*** 6.87 
SS 862.6 
TCSS 175.3 
43.59 
0.751 
11.30 
0.936 
18.89 
0.892 
TABLE 4-22. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 7 (cm) -
Light particle 
grid 4> 
Ç » (2.2, 6.6, 13.0, 24.8, 40.3, 57.8)' 
1(1) - (0 .1363, 0.0664, 0.1426, 0.2206, 0.1320, 0.3020)' 
Transition Observed Stationary Nonstationary 
Period Yc**) Model (Slope) 
1 30.8 30.8 30.8 
2 30.8 29.4 30.1 
3 31.1 28.4 28.4 
4 29.8 27.4 28.1 
5 28.0 26.5 26.9 
6 27.7 25.7 27.1 
7 25.7 24.9 25.9 
8 27.1 24.1 24.6 
9 26.4 23.4 24.5 
10 23.9 22.8 23.6 
11 24.3 22.1 22.6 
12 25.9 21.5 21.2 
13 22.4 21.0 19.5 
14 21.6 20.5 18.5 
15 19.2 20.0 16.7 
16 17.9 19.5 15.7 
y»vg 25.5 
SS 9936. 
TCSS 219.1 
ESS 66.06 73.92 
jj2 0.698 0.663 
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Nonstationary Nonatationary Nonatationary Nonatationary 
(P/d3) (d4) (l/d4) (d4/P) 
30.8 30.8 30.8 30.8 
30.0 30.1 30.1 29.7 
29.0 29.8 29.7 28.7 
28.4 29.9 29.4 28.1 
27.7 29.8 29.1 27.3 
27.6 30.0 29.0 27.4 
27.0 29.6 28.5 26.7 
26.7 29.0 27.9 26.4 
26.2 28.3 27.2 26.0 
25.6 27.4 26.5 25.3 
25.1 26.6 25.9 24.6 
23.9 25.4 24.8 23.3 
22.7 24.0 23.6 21.9 
21.8 23.0 22.7 20.9 
20.5 21.7 21.6 19.4 
19.3 20.6 20.6 18.1 
20.31 
0.907 
69.00 
0.685 
40.86 
0.813 
27.72 
0.901 
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transition period, the particle is located in state i so the 
proportion ;^(1)*1.0. One can think of an entry Thatj(t) in 
the vector of proportions fhatft) as the probability that a 
particle starting in state i of transition period 1 will be 
in state j after t-1 transitions. Thus, the expected 
location, y^, of the particle after t-1 transitions is given 
by I 
Vp(t)aC'»hat(t). 
Experiment 1 The movements of three particle types 
were considered in experiment 1. Figures 4-1, 4-2, and 4-3 
show graphs of the observed mass centroid pathways for the 
light, medium, and heavy particles respectively. Note that 
2 in tables 4-14 through 4-16 the R values for the stationary 
and nonetationary Markov models are negative for the light 
2 
and medium particles. For the heavy particle, the R values 
are small at 0.100 for the stationary model and 0.125 for 
2 the nonstationary Markov model. The small values of R for 
2 the heavy particle and the negative values of R for the 
light and medium particles are strong indications that the 
assumed Markov processes are not valid for experiment 1. 
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TABLE 4-23. Observed mass centroid pathway and predicted 
mass centroid pathways for experiment 7 (cm) -
heavy particle 
grid 1: 
C • (6.5, 24.8, 40.3, 57.8)' 
»(lT - (0.1954, 0.1933, 0.2234, 0.3897)' 
Trans. Observed S. M.S. M.S. 
Period yg(t) Model (slope) (P/d4) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
37.9 
37.6 
37.8 
38.0 
38.6 
38.6 
38.4 
38.3 
38.4 
37.5 
38.2 
38.0 
36.7 
37.1 
34.8 
36.3 
37.9 
38.0 
38.1 
38.1 
38.2 
38.2 
38.2 
38.3 
38.3 
38.3 
28.3 
38.3 
38.3 
38.3 
38.3 
38.3 
37.9 
38.0 
37.8 
38.2 
38.0 
38.4 
38.1 
38.0 
38.3 
38.0 
37.9 
37.6 
37.1 
37.0 
36.4 
36.2 
37.9 
37.8 
37.7 
37.9 
37.8 
38.2 
38.1 
38.3 
38.2 
38.1 
38.0 
37.6 
37.1 
36.9 
36.4 
36.1 
y»^9 37.6 
SS 21.23 
TCSS 22.60 
22.0 
0.026 
4.03 
0.822 
4.35 
0.806 
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FIGURE 4-1. Observed mass centroid locations for light 
particle, experiment 1 
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FIGURE 4-2. Observed mass centroid locations for medium 
particle, experiment 1 
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FIGURE 4*3. Observed and predicted mass centroid locations 
2 for heavy particle, experiment 1, R =0 125 
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The curve in Figure 4-3 is for the nonstationary model. 
Only data points are shown for the light and medium 
particles (Figures 4-1 and 4-2); none of the models for 
2 these particles produced positive R values. The negative 
2 R values mean that we could do a better job of predicting 
the pathways by simply using the average centroid coordinate 
Recall that when we considered only the values of MAD 
for these models of experiment 1, we could find no reason to 
doubt the validity of the Markov model. The values of MAD 
for the models of experiment 1 were conqparable to, if not 
better than, the values of MAD for experiments 2 through 7. 
When used for prediction of particle paths over several 
transition periods, the models of experiment 1 are markedly 
inferior to those of experiments 2 through 7, The Markov 
models performed reasonably well for the soybeans and splits 
2 
of experiment 7. R values are above 0.65 for most of the 
models; it cannot be concluded that it is because of the 
particle characteristics that the models did not work well 
for experiment 1. 
Rather, the test conditions must have violated the 
assumptions which we made to enable use of the Markov model. 
It was noted that some difficulty was encountered in the 
adjustment of the deck. There was also limited time 
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available for the gravity table to operate because the 
bucket elevator leg used in experiments 2 through 7 had not 
yet been installed. Thus* the gravity table could not be 
operated continuously. It is likely that the gravity table 
never reached equilibrium operating conditions, and hence, 
the particle distributions in the transition periods had not 
reached their steady-state levels. Because the Markov 
models did not work well for this experiment, no particle 
paths were predicted for individual particles. 
Experiments 2 through 6 Figures 4-4 through 4-13 
show graphs of the predicted mass centroid curves with the 
observed values (4-4, 4-6, 4-8, 4-10, and 4-12) and 
predicted single particle pathway curves (4-5, 4-7, 4-9, 
4-11, and 4-13) for experiments 2 through 6. These curves 
2 
were obtained from the models having the best R values. In 
experiment 5, the performance of the models was considerably 
poorer than for the other experiments. Examination of the 
observed mass centroid curve indicated the existence of two 
distinctly different regions of particle movement. A break 
seemed to occur somewhere around transition periods 8 and 9. 
Beyond this point, particle movement toward the low side of 
the gravity table accelerated. 
It was decided to fit a two-stage model to these data. 
That is, it was assumed that two stationary probability 
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FIGURE 4-4. Observed and predicted mass centroid locations 
2 for experiment 2, R -0.631 
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FIGURE 4-5. Predicted particle pathways for experiment 2 
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FIGURE 4-6. Observed and predicted mass centroid locations 
for experiment 3, R^sO.841 
157 
3g 
o 
Xrii 
h-
Œ Q. 
Oo 
UJO 
13-^  
O 
ly 
(Co 
0.0 
EXP. 3, PRESS/DEPTH 
I I I 
1.00 4.00 7.00 to. 00 
transition period 13.00 
FIGURE 4-7. Predicted particle pathways for experiment 3 
156 
EXP, 4, SLOPE 
OBSERVED LOCATION + 
PREDICTED LOCATION -
T "-r--
4.00 7.00 to. 00 
transition period 
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FIGURE 4-8. Observed and predicted mass centroid locations 
2 for experiment 4, R -0.892 
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FIGURE 4-9. Predicted particle pathways for experiment 4 
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FIGURE 4-10. Observed and predicted mass centroid locations 
for experiment 5, R^^O.SSô 
161 
EXP. 5. 2-STflGE STAT 
o 
o 
U 
H 
o 
lU 
H. 
U 
o 
13.00 10.00 4.00 7.00 
transition period 1.00 
FIGURE 4-11. Predicted particle pathways for experiment 5 
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FIGURE 4-12. Observed and predicted mass centroid locations 
for experiment 6, R^-0.936 
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FIGURE 4-13. Predicted particle pathways for experiment 6 
164 
transition matrices could be used to model the particle 
movement. After some experimentation, it was found that the 
best results were obtained when the first matrix was fitted 
to transition periods 1 through 8 and a second matrix was 
fitted to transition period 9 through 15. A nonstationary 
model which used a two-stage stationary part and a 
nonstationary part correlated with P/d3 was fitted to the 
data of experiment S, but this produced no improvement in 
performance. See Table 4-20. 
The two-stage stationary model produced a MAD value of 
2 1.3649 and an R value of 0.936 for the predicted mass 
centroid pathway. The transition probability matrices 
obtained for this two-stage model are the following; 
0.77193 0.09377 0.13429 0.0 0.0 
0.0 0.09908 0.90092 0.0 0.0 
PI = 0.87912 0.05737 0.06351 0,0 0.0 
0.0 0.0 0.06650 0.86581 0.06769 
0.0 0.0 0.0 0.69099 0.30901 
and for t from 9 through 15; 
1.0 0.0 0.0 0.0 0.0 
0.35793 0.64207 0.0 0.0 0.0 
P2 = 0.09780 0.17950 0.71064 0.01206 0.0 
0.0 0.0 0.33199 0.62893 0.03908 
0.0 0.0 0.0 0.96185 0.03815 
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These matrices were used to obtain the curves that are shown 
in Figures 4-10 and 4-11. Gravity table design may justify 
splitting the deck into two regions at these transition 
periods. The divider between air chambers 2 and 3 is 
located fairly close to transition period 0; it is 
positioned between transition periods 5 and 6. Perhaps 
conditions in the two chambers were different enough to 
cause particle movement to change drastically from the 
region of the deck above chamber 2 to the region of the deck 
above chamber 3. Note that the observed tendency of the 
particles to move more quickly towards to low side of the 
gravity table in transition periods 9 through 15 is evident 
in the two matrices. Transition probabilities from states 
along the high side of the deck (4 and 5) to states along 
the low side (1, 2, and 3) are generally greater in P2 than 
in PI. 
Performance of the stationary and nonstationary models 
2 for experiments Z, 3, é, and 6 is good, R values for all 
but one of the stationary models (experiment 6) are above 
0.80. For experiments 4 and 6, the nonstationary model 
based on surface slope produced the best results; for 
experiments 2 and 3 the nonstationary model based on static 
pressure divided by settled bed depth, P/d3, yields the 
2 highest R value. The nonstationary model based on static 
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pressure divided by settled bed depth (P/d) is the most 
consistent. 
2 The lowest value of R produced by a P/d model for 
experiments 2, 3, 4, and 6 is 0.831. Even in experiment 5* 
the P/d model yields a value of 0.719 for R^ . The 
nonstationary model based on surface slope has the lowest 
2 
value of R for any of the models fitted to the data of 
experiment 3. With an R^  of 0.458, the surface slope model 
does not perform nearly as well for experiment 5 as does the 
model based on P/d. 
Experiment 7 In experiment 7, we considered the 
movements of two particles, a light particle and a heavy 
particle. For the light particle, a number of nonstationary 
models were to be tested. Variable transition probabilities 
were correlated with surface slope, static pressure divided 
by depth (P/d4), settled bed depth (d4), l/d4, and (d4/P). 
Recall that the values of these parameters are listed as 
functions of transition period in Table 3-10. From Table 
4-22, it is apparent that the two nonstationary models based 
on pressure and depth (P/d4 and d4/P) yield the best 
2 performance for the light particle. With R values greater 
than 0.9, they are significantly better than the stationary 
2 
model (R =0.696) and the nonstationary models based on slope 
{R^=0.663) and settled bed depth d4 (Rf=0.685). Performance 
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is slightly better then the model based on the reciprocal of 
settled bed depth l/d4 (R^ aO.813). 
For the heavy particle of experiment 7, the stationary 
model is clearly inferior to the nonstationary models. Its 
2 2 R value of 0.026 is very small while the values of R for 
the nonstationary models both exceed 0.80, a reasonable 
level of performance. 
Figures 4-14 through 4-17 show curves of mass centroid 
locations and of expected particle pathways for the light 
and heavy particles of experiment 7. It can be seen in 
Figure 4-15 that if a light particle starts in any of states 
4, 5, or 6 (y » 24.8, 40.3, or 57.8 cm respectively) it is 
not likely to move any lower than state 4 (y » 24.8 cm) by 
the time it leaves the deck. For example, consider a 
particle which starts in state 6. It can be shown that the 
values of in the nonstationary transition probability 
matrices of the P/d4 model are all in excess of 0.83. 
These high values of mean that a light particle 
which is located in state 6 has a high probability of 
staying there. Observation of the deck in operation shows 
that this is indeed true. It was noticed that light 
particles in state 6 tended to stay in state 6; they showed 
only slow movement toward the low side of the table. 
perhaps this can be explained by considering the bed 
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PREOICTEO LOCATION 
13.00 4.00 7.00 
transition period 
to. 00 1.00 
FIGURE 4-14. Observed and predicted mass centroid locations 
2 for light particle, experiment 1, R =0.907 
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transition period 
FIGURE 4-15. Predicted particle pathways for light 
particle, experiment 7 
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FIGURE 4-16. Observed and predicted mass centroid locations 
2 for heavy particle, experiment 7, R =0.822 
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characteristics. Deck vibration moves the heavy particles 
up the slope and makes the particle bed thickness greater on 
the high side of the deck (in state 6) than on the low side. 
Since the bed thickness is greater in state 6 than 
elsewhere on the deck, most of the air flows through the 
path of least resistance where the particle bed is thin. 
Thus, airflow in state 6 is reduced, perhaps to the point 
where light particles are not well fluidized by the air. As 
a result, the light particles move slowly down the cross-
slope and do not separate well. This suggests a need for 
modification of the gravity separator. Performance of the 
gravity separator could be enhanced if, in addition to 
airflow adjustments along the length, airflow adjustments 
across the width were provided. 
The mass centroid pathway for the heavy particle is 
shown in Figure 4-16. Note that its position does not 
change very much from transition period 1 through transition 
period 16. This suggests that the heavy particle very 
quickly reaches its equilibrium distribution across the 
width. An equilibrium distribution of particles occurs if 
the distribution of particles in the various states does not 
tend to change with transition period. It can be difficult 
to determine the transition probability matrix for a 
particle mixture which is distributed at nearly its 
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equilibrium distribution. This is becaus# the proportions 
Y(t) will not change greatly with t. They will tend to 
fluctuate about some average values. Thus» the set of 
proportions (£(t)) is very close to being underdetermined. 
The data would be underdetermined if in the extreme case, 
for any t^  and tg, i.e., a unique solution would 
not exist. This can be proved by considering the true 
transition probability matrix P^ . If £ is the vector of 
equilibrium proportions, then by definition, 
î'Fx " 
However, it is also true that for r, the number of states. 
*'%P ' V 
where is the r-dimensional identity matrix. An infinite 
number of solutions can be constructed from the matrices 
and Ip by considering the linear combination: 
P = «jI-T * «z'r 
where It is assumed that P^ does not equal 1^ 
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In general, better estimates of the transition 
probabilities can be expected if the proportions Y(t) start 
at values that are not close to their equilibrium values. 
It should be pointed out that a stationary Markov process 
will always have a set of equilibrium proportions if the 
transition probability matrix is ergodic. A matrix is 
ergodic if for some positive integer m, we have all entries 
of the matrix P™, the mth power of P, greater than zero 
(Parzen, 1960). A nonstationary Markov process may or may 
not have a set of equilibrium proportions. 
Comparison of performance at different particle flow 
rates Consider experiments 2 and 4 which were performed 
at different particle flow rates. The higher flow rate of 
experiment 4 produces a greater bed depth and requires a 
higher static pressure. Slopes and vibration rates are the 
same, however. Note that the parameter P/d3 is roughly the 
same magnitude for both experiments. This indicates that 
airflows for the two experiments are comparable. Residence 
time on the table is an important factor in the separation 
process; residence time is proportional to average settled 
bed depth divided by flow rate. This value for experiment 2 
is 2.74/16.68 or 0.164 min cm/kg. For experiment 4, this 
value is 3.15/35.10 or 0.090 min cm/kg. Since cm of settled 
bed depth are equivalent to some mass of particles, rain 
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cm/kg has units of time. This indicates that the particles 
of experiment 4 have a shorter residence time on the deck of 
the gravity table than do the particles of experiment 2. 
Longer residence times generally produce better separation. 
We have noted that air flow rates are comparable as 
indicated by the parameter P/d3. Vibration speed and slopes 
are the same. With all factors the same except for 
residence time on the deck, we would expect experiment 2 
with the longer residence time to produce the better 
separation. 
Comparison of the predicted single particle pathways 
which appear in Figures 4-5 (experiment 2) and 4-9 
(experiment 4) confirms that experiment 2 produces better 
separation. A particle that starts in transition period 1 
at y=2.2 cm, leaves at y=2.2 cm for experiment 2 and at 
y=2.6 cm for experiment 4. A particle that starts in 
transition period 1 at y=6.6 cm is expected to leave in 
transition period 16 at y=2.3 cm for experiment 2 and at 
y=2.6 cm for experiment 4. A particle starting at y»13.0 cm 
in transition period 1 is expected to leave the deck at 
y=3.1 cm for experiment 2 and at y=3.8 for experiment 4. A 
particle starting in transition period 1 at y=24.6 cm is 
expected to leave the deck at y=3.6 cm for experiment 2 and 
at y=:7.9 cm for experiment 4. 
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It is «vident that regardless of the position where a 
plastic ball starts, it is more likely to leave the deck 
closer to the low side for experiment 2 than for experiment 
4. Thus, this analysis indicates that the higher particle 
flow rate and shorter residence time of experiment 4 are 
responsible for the poorer separator performance of 
experiment 4. 
Comparison of performance at different vibration speeds 
Table 3-2 shows that comparisons of experiments 3 with 4 and 
5 with 6 indicate the effect of different vibration speeds 
on separator performance. One might expect that a higher 
vibration rate would force the particles to exit at a 
greater y value than they would for a lower vibration rate. 
The analysis is complicated somewhat because the flow rates 
are altered also. Experiments 3 and 6 with higher vibration 
rates also have the higher flow rates. One would expect the 
higher flow rates to degrade the quality of separation. 
Thus, two factors have changed which one might expect to 
produce poorer separation in experiments 3 and 6, 
Figures 4-7 (experiment 3) and 4-9 (experiment 4) show 
this assumption to be wrong for these two experiments, 
however. The figures show that for particles starting at y 
values of 2.2 cm, 6.6 cm, 13.0 cm, and 24.8 cm the particles 
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are predicted to leave the deck at lower y values for 
experiment 3 than for experiment 4. Similarly, for 
experiment 5 (Figure 4-11) and experiment 6 (Figure 4-13) 
particles starting in identical states at transition period 
1 leave the deck at lower y values in experiment 6 than in 
experiment 5. 
We can conclude that the higher vibration rates of 
experiments 3 and 6 have had the effect of improving gravity 
separator performance while maintaining a higher particle 
flow rate through the separator. Hie increased vibration 
accelerated the movement of the light particles to the low 
side of the deck in these two experiments. 
Perhaps this can be explained by considering the 
characteristics of the light particles. The polypropylene 
balls tested float easily on the top of the bed surface. 
While floating on the particle bed surface, they are 
insulated somewhat from the effects of the deck vibration. 
The higher deck vibration, on the other hand, would tend to 
increase the effective void ratio of the particle bed by 
agitating the particle mixture more thoroughly; a higher air 
flow results. We say "effective" void ratio because we note 
that the void ratio is not a constant; it changes with the 
oscillation of the gravity table deck. The higher air flow 
fluidizes the light particles better and allows the light 
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particles to proceed very rapidly down the cross-slope 
towards the low side of the gravity table. 
We caution that this result may not be true for a 
somewhat different light particle. The polypropelene balls 
used in experiments 2 through 6 were significantly less 
dense than the soybeans. For a different "light" particle 
such as soybean splits, perhaps, an increased vibration rate 
might produce poorer separation. The specific gravity of 
soybean splits is essentially equal to the specific gravity 
of the whole soybeans. Without the difference in specific • 
gravity that is present between the polypropelene balls and 
the soybeans, the soybean splits might not be greatly 
affected by the increased airflow which accompanies the 
higher vibration rate and could be transported up the slope 
more effectively by the greatervibration speed. 
Comparison of performance for different cross-slopes 
Comparison of separator performance for different cross-
slopes is somewhat less complicated than comparison of 
performance at different vibration rates because the 
particle mixture flow rates are not altered greatly. 
Experiments 3 and 6 were performed at identical vibration 
rates but different slopes; likewise were experiments 4 and 
5. Experiments 3 and 4 had cross slopes of 4.5* while 
Experiment 5 and 6 had cross slopes of 5*. One would expect 
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that experiments 5 and 6 with the greater cross-slopes 
should produce the better separator performance. 
Figure 4-7 (experiment 3) and Figure 4-13 (experiment 
6) indicate that the increased slope of experiment 6 does 
indeed produce marginally better gravity separator 
performance than does the shallower cross-slope of 
experiment 3. Figure 4-9 (experiment 4) and Figure 4-11 
(experiment 5) also show somewhat better separation for the 
run with the larger cross-slope, experiment 5. The 
particles in experiment 5 do not begin to move to lower y 
values than do those in experiment 4 until the transition 
periods near the end of the deck (transition periods 12 
through 16). 
Much of the movement of the particles in experiment 5 
does not occur until transition period 10. Recall that a 
two-stage model was used, and transition period 10 marks the 
point where the first transition governed by the second 
transition matrix occurs. Experiment 6 exhibits similar 
characteristics for state 4; it is not until transition 
periods 13 through 16 that particles which started at y=24.8 
cm in experiment 6 drop to lower positions than do particles 
that started at y=24.8 cm in experiment 3. Thus, much of 
the separation is occurring near the output end of the deck 
in the final transition periods. 
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Stationary verse* nonstationarv models 
We have modeled particle movement on a gravity table by 
use of stationary and nonstationary models. Mass centroid 
pathways were predicted by using these models. Predicted 
pathways were compared to observed pathways. The results 
for experiments 1 through 7 appear in Tables 4-14 through 
4-23. %n experiments 2 through 6, light particles, 
polypropylene balls, were tested. In experiments 1 and 7 
light particles, soybean splits, and heavy particles, whole 
soybeans, were used as the test particles. 
Performance of the Markov models is somewhat dependent 
upon the particle type. Disregarding experiment 1 which was 
not performed under the proper operating conditions, the 
stationary model seems to do an adequate job of predicting 
movement of light particles. Only for experiment 5 was the 
2 
value of correlation index, R , for predicted mass centroid 
pathway significantly less than 0.70. 
W$lle the stationary model did a reasonable job of 
predicting light particle movement, the nonstationary models 
many times did considerably better. In particular, the 
models correlated with (static pressure)/(settled bed 
depth), P/d, performed consistently well. For the light 
particles in runs 2 through 6, the stationary model produced 
2 
an average R value of 0.748. For the nonstationary models 
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2 based on surface slope and p/d, the average values of R for 
these 6 experiments were 0.747 and 0.837 respectively. For 
run 7, a number of parameters were correlated with the 
variable transition probabilities; the variable, p/d, again 
gave the best performance of the five parameters considered. 
It is concluded, then, that there is basis for 
preference of the nonstationary model based on p/d over the 
other nonstationary models and over the stationary model. 
For light particles, the p/d model is more consistent; in no 
instance did it yield an value less than 0.7 for the 
prediction of particle paths. There was no reason for 
preference of the surface slope model over the stationary 
model. For many situations, the stationary model may be 
entirely adequate; indeed, its simplicity may justify its 
use. 
For the modeling of heavy particle movement, the 
stationary model appears to be clearly inferior to either 
the nonstationary surface slope model or the nonstationary 
p/d model. This conclusion is based upon its performance in 
experiment 7 (see Table 4-23). The two nonstationary models 
do equally well. 
182 
Gflomtttrlcal Considération# for Nonstationary Modeling of the 
Nonrectangular Portion of the Deck 
Recall that the first four transition periods of the 
sampling grid pictured in chapter III and used for data 
collection are located in a geometrically irregular portion 
of the deck. Table 4-24 below lists the important dimension 
of the deck for these transition periods. To avoid 
confusion with transition periods in the rectangular portion 
of the deck, these four transition periods have been 
identified as -3 for the first, -2 for the second, -1 for 
the third and 0 for the fourth. Recall that the length of a 
transition period is 2 inches (5.08 cm). 
TABLE 4-24. Key grid dimensions (grid 2) for transition 
periods -3 through 16 
transition length » 5.08 cm 
W W, 
Transition Width (cm) Width (cm) 
Period of deck of State 4 (grid 2) 
-3 49.3 32.2 
-2 50.0 32.9 
-1 54.7 37.6 
1 Through 16 67.5 50.4 
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In this section, we want to consider briefly how these 
dimensions affect particle movement and attempt to correlate 
parameters based on these dimensions with variable 
transition probabilities of a nonstationary model. We will 
consider the data from one experiment only. Criteria for 
experiment and model selection arei 
1. to pick an experiment for which the stationary 
model performed well, and 
2. to use a stationary model for states 1 through 
16. 
Experiment 2 meets this requirement. The aggregate data for 
transition periods -3 through 0 are listed in Table 4-25. 
TABLE 4-25. Aggregate data for experiment 2,  transition 
periods -3, -2, -1, and 0 
Tr. no. Fractions of balls in states 
Pd. balls 12 3 4 
-3 134 0.5448 0.0970 0.0522 0.3060 
-2 162 0.5864 0.0741 0.0494 0.2901 
-1 222 0.5586 0.0450 0.0856 0.3108 
0 180 0.6056 0.0556 0.0889 0.2500 
184 
The nonstatlonary models will be examined nonrigorously 
with most importance attached to obtaining low values of the 
sum of absolute deviations for transition periods -1, 0, 
and 1. For states 1 through 15, the variable transition 
matrices should be nearly equal to the stationary matrix 
that we obtained earlier when we modeled particle movement 
in transition periods 1 through 16. Recall that this 
stationary matrix was found to be: 
1.0  0 .0  0 .0  0 .0  
= 0.44291 0.55709 0.0 0.0 
0.0 0.22229 0.76577 0.01194 
0.0 0.0 0.62702 0.37298 
Mass centroid pathways predicted for transition periods 2 
through 16 by use of the geometrical models should have 
acceptable accuracy. 
Geometrical parameters 
We expect the transition probabilities for the 
polypropylene balls to change because the deck width is 
expanding and particles must move to cover the extra deck 
area. There is significant bulk movement of the soybeans up 
the slope; we expect the movement of plastic balls to be 
altered by the change in movement of the beans. As we have 
noted from the results of experiment 7, on the rectangular 
section of the deck, which spans transition periods I 
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through 16» there is little bulk movement of the soybeans -
the location of the mass centroid does not change greatly 
with transition period. 
Five single-parameter nonstationary models were tested. 
The first model was correlated with Z^ "W/67.5 cm, where W is 
the deck width. Values of W for the transition periods are 
listed in Table 4-24. This model was compared to one 
correlated with Z2*'W^ 50.4 cm, another nondimensional 
parameter, with found in Table 4-24. ranges from 0.73 
to 1.00; Zg ranges from 0.63 to 1.00. 
Recall that the MAD value for the stationary matrix 
s^tat' which was fitted to data from transition periods 1 
through 16, is 1.0866. The MAD values for the models were 
split into two parts — one part for transition periods 2 
through 1 and the second part for transition periods 2 
through 16. For the model correlated with these MAD 
values were 0 3076 for transition periods -2 through I and 
0.1284 for transition periods 2 through 16. For the model 
correlated with Z^  the MAD values were 0.2990 and 1.2692, 
respectively. 
Because of the slightly lower MAD values of Z^ , Z^  was 
judged marginally superior to Z^ . This result might be 
expected; in the sampling grid we used, only the dimensions 
of state 4 changed. Zg more directly reflects the change in 
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the dimensions of state 4 than does Z^ . If, however, the 
widths of the four states were changed so that the fraction 
of the width covered by each state did not change with 
transition period, then might be expected to yield 
somewhat better results. 
Geometrical model performance 
Four functions that used Zg as a basis were tested. 
These functions of Zg were: Zg, (Zg)^ , l/Zg, and (l/Zg)^ . 
In addition, a stationary model was fitted to transition 
periods -3 through 16 to provide a reference for gauging the 
improvement obtained by use of the nonstationary model. 
Table 4-26 summarizes the results of these tests. 
Table 4-26 shows that the nonstationary model 
correlated with Zg yields the best value of MAD for 
transition periods -2 through 1. For tzl the transition 
probability matrix for the Z^  model is; 
PtZg) 
1.0 0.0 
0.32387 0.67613 
0.0 
0.0 
0.0 
0.0 
0.04397 0.20012 
0.0 0.0 
0.75590 0.0 
0.22560 0.77440 
The entries in this matrix, with the exception of and 
are numerically close to the entries of P^ ^^  ^which was 
derived specifically for transition periods 1 through 16. 
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TABLE 4-26. MAD values for Markov models fitted to 
aggregate data from experiment 2, Z%=W/67.5, 
Z2«W^ /50.4 
Portions of MAD for Tota: 
Model Parameter t«-2 to 1 t»2 to 16 MAD 
Stat. 0.3502 1.3084 1.6586 
nonsta. h 0.3076 1.2842 1.5918 
nonsta. =2 0.2990 1.2692 1.5682 
nonsta. (Zg): 0.3671 1.1262 1.4933 
nonsta. l/Zg 0.3243 1.1715 1.4958 
nonsta. (l/Zg)* 0.3181 1.1874 1.5055 
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This matrix does, however, have the second highest value of 
sum of absolute deviations for transition periods 2 through 
16 of any of the nonstationary models and the highest of any 
of the models based on functions of Zg. Transition 
probability matrices for models based on (Zg)^ , l/Zg and 
(l/Zg)* are (for t positive): 
P((Z2) ) 
1.0  
0.35034 
0.0342 
0.0 
0.0 
0.64966 
0.22308 
0.0 
0.0 
0 .0  
0.74272 
0.44217 
0.0 
0 .0  
0.0 
0.55783 
1.0  0 .0  0 .0  0 .0  
Pfl/Zg) = 0.35243 0.60156 0.04599 0.0 
0.03342 0.26479 0.70179 0.0 
0.0 0.0 0.38229 0.61771 
and 
1.0 0.0 0.0 0.0 
= 0.34715 0 61663 0.03621 0.0 
0.03537 0.25173 0.25173 0.71290 
0.0 0.0 0.35548 0.64452 
If matrix can be used to predict the mass 
centroid pathway for transition periods 2 through 16 with 
adequate accuracy, then it would be reasonable to consider 
Z^  the best geometrical parameter to use. Since there are 
only 4 transition periods in the irregular region of the 
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deck, the sum of absolute deviations for the four transition 
periods -2, -1, 0, and 1 should be nearly as good an 
indicator of performance of a model over those transition 
periods as is predicted mass centroid pathway. Table 4-27, 
shows the predicted mass centroid pathways for the four 
Zg-based nonstationary Markov models. 
Note that all four of these models yield better 
values than any of the Markov models that were fitted 
specifically to the data for transition periods 1 through 
16. The model based on Zg, which had the worst sum of 
absolute deviations for transition periods 2 through 16, 
2 produced the best value for R at 0.933 of any of the models 
tested. 
These results point out the inadequacy of using MAD 
values to judge model performance when model performance 
over many transition periods is of primary interest. We 
also can assume that the transition periods, which were not 
included in our analysis of the rectangular portion of the 
deck, (transition periods -3 through 0) contained some 
important information which, through the application of the 
geometrical models, was put to valuable use. In particular, 
the models which appear in TABLE 4-17 did a poor job of 
predicting particle pathways in the early transition 
periods. The nonstationary geometrical model based on Zg 
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TABLE 4-27. Observed mass centrold pathway and predicted 
mass centrold pathways for nonstatlonary models 
2 2 based on Zg» l/Zg, and (l/Zg) , Experiment 
2, grid 2, (cm) 
Transition Observed 
Period 2^ IZ,): l/Z; (VZj)' 
1 8.3 8.3 8.3 8.3 8.3 
2 7.8 7.5 6.9 7.1 7.1 
3 7.2 6.7 5.9 6.1 6.2 
4 5.6 6.0 5.1 5.3 5.4 
5 4.7 5.5 4.5 4.6 4.8 
6 5.0 5.0 4.0 4.1 4.2 
7 4.7 4.5 3.6 3.7 3.8 
8 4.0 4.5 3.6 3.7 3.8 
9 3.8 3.8 3.1 3.1 3.2 
10 3.1 3.5 2.9 2.9 3.0 
11 2.7 3.3 2.7 2.8 2.8 
12 2.5 3.1 2.6 2.6 2.7 
13 2.3 2.9 2.5 2.5 2.6 
14 2.2 2.8 2.4 2.5 2.5 
15 2.2 2.7 2.4 2.4 2.4 
16 2.5 2.6 2.3 2.4 2.4 
yavg 4.0 
SS 288.0 
TCSS 45.6 
ESS 3.05 6.19 4.70 3.89 
0.933 0.864 0.897 0.915 
does best for these early transition periods and thus yields 
the best value. Finally, these results indicate that 
geometrical considerations are very important and that more 
work needs to be done on this topic. 
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Summary of Chapter IV 
Markov models derived for experiments 1 through 7 were 
presented and evaluated. It was concluded that the best 
method of evaluation was comparison of predicted mass 
centroid pathways with the observed mass centroid pathways. 
Predicted pathways were obtained by using the initial 
particle distribution and repeatedly applying the 
probability transition matrices to this initial distribution 
(see equation 4-1). 
A number of parameters were correlated with variable 
probabilities of the nonstationary Markov model. It was 
found that static pressure in the air chambers below the 
deck divided by settled bed depth was the best parameter. 
The effect of changing variables such as cross-slope, 
vibratien speed, and particle mixture flow rate was studied. 
Movement of particles was different for the various 
experiments; changes were predictable results of the changes 
in slope, vibration rate, and particle mixture flow rate. 
For example, increasing the cross-slope was found to 
increase movement of the light test particles (polypropylene 
balls) toward the low side of the table. 
Geometrical considerations for the irregular portion of 
the deck were discussed. They were found to be important; 
the irregular portion of the deck from transition periods -3 
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to 0 provided valuable information about particle movement 
in the early transition periods. 
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CHAPTER V. DISCUSSION OF RESULTS, RECOMMENDATIONS FOR 
FUTURE RESEARCH, AND CONCLUSIONS 
Th# movement of partielea on the deck of a gravity 
separator was assumed to be defined by a distance-transition 
Markov process. The gravity table deck was divided into 
discrete distance transition periods of a fixed length along 
the longitudinal flow direction. The width is divided into 
r discrete sections which are called states. The Markov 
assumption requires that the probability that a particle 
will be in state j at transition period, t+1, is dependent 
only upon the state, i, occupied by the particle at 
transition period, t. In other words, the conditional 
probability of a particle's transition from one state to 
another is not dependent upon how the particle arrived in 
its present state (Parzen, 1960). Observation of the 
gravity separation table in operation indicates that this 
Markov assumption is reasonable. 
A stationary Markov process has transition 
probabilities that remain constant regardless of the 
transition period. A nonstationary Markov process may have 
transition probabilities that change with transition period. 
A linear programming approach which uses sum of absolute 
deviations as the objective function was employed to fit 
stationary and nonstationary Markov models to data from 
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seven experiments. The data were in aggregate or "macro" 
form. No data were available to describe individual 
particle movements. For the nonstationary case, it is 
necessary to correlate at least one important "local" 
parameter which is a function of transition period with the 
variable transition probabilities. 
Discussion of Results 
The primary objective of this study was to verify the 
validity of the distance-transition Markov model for 
particle movement on a gravity separation table. Models 
were evaluated chiefly by their ability to predict the mass 
centroid pathway of the particles as they flow down the 
length of the deck. Predicted pathways were compared to the 
2 
observed pathways. Correlation index, R , was computed and 
used as an indication of the predicted pathway's fit to the 
2 
observed data. R values were generally greater than 0.70 
for the stationary models and greater than 0.80 for the 
nonstationary models. 
It should be emphasized that pathways were predicted by 
using only the distribution of particles in transition 
period 1 given by the fractions contained in the vector ï{l) 
and the probability transition matrices P(t). Note that in 
the stationary case, P(t) is a constant matrix, P(t) = P. 
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f(t), the distribution of particles in transition period t, 
is estimated by equation 4-1: 
(4-1) yhat'ft) » î'(l)P(l)P(2)...P(t-l). 
The estimated mass centroid location for transition period t 
is then given by equation 4-3: 
(4-3) yhatg(t) • C'»hat(t). 
Here, C is the vector of mass centroids for states 1 through 
r. 
Evaluation of models 
There is sufficient evidence presented in this report 
to support the appropriateness of the Markov process 
assumption for the modeling of particle movement on a 
gravity separation table. The criterion chosen for 
evaluation of the models was the accuracy of the models' 
predictions of the mass centroid pathways. This is not the 
only possible method of evaluating model performance; direct 
comparison of the predicted distributions fhatft) with the 
observed proportions V(t) would also be appropriate. 
However, comparison of predicted mass centroid pathways with 
the observed pathway has the advantage of reducing the 
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comparison to one which is between two scalar quantities, 
y^ (t) and yhat^ (t), rather than one between two vector 
quantities, j[(t) and Vhat(t). 
In addition, the mass centroid pathway does have 
important physical significance. It can be considered a 
"typical" or expected pathway for a particle moving through 
the system. 
Evaluation of estimation methods 
There is no question that a Markov probability model 
can be used to describe particle movement on a gravity 
separator; there is, however, some doubt regarding the 
efficiency of the method used to estimate transition 
probabilities from the aggregate data. Minimum absolute 
deviation (MAD) was used as an objective function to pose 
the problem in linear programming form. It was repeatedly 
# 
demonstrated that MAD value was a poor indication of how 
well a model would perform for estimation of mass centroid 
pathways. The problem is not peculiar to the linear 
programming approach; one would expect the quadratic 
programming method which used error sum of squares as the 
objective function to display the same faults. 
The weakness lies in the initial formulation of both 
problems. Recall that we use the following relation to 
predict particle distribution at transition period t+1 from 
the distribution at transition period t: 
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(5-1) ïhet'(t*l) • i'(t)P(t). 
For the linear programming problem, the objective function 
i«: 
T+1 r 
MAD • I I |ï^ (t)-lhat^ (t)| 
t=l i"l 
where V^ (t) and Vhat^ {t) are the entries of l(t) and %hat(t) 
respectively. In addition to the natural nonnegativity 
constraints on the activities (the entries of the 
transition probability matrix, P) there are linear 
constraints on the entries of P, i.e., the row sum 
conditions, 
r 
I Pj^ j » 1.0 for all i. 
j»l 
The only modification required to convert this to a 
quadratic programming problem is to redefine the objective 
function as; 
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T+1 r 
ESS * % % (*^ (t)-ïh«t^ (t))^  . 
t«2 1=1 
The nonnegatlvlty conditions and row sum constraints are 
unchanged. 
Thus, the difficulty is with equation 5-1. Equation 
5-1 is not incorrect; it is just that we fail to utilize a 
considerable amount of information by fitting the model to 
transitions which occur over only one transition period at a 
time. For example« for the stationary case there are 
numerous equations we could write to describe the 
relationship between the data and the stationary transition 
probability matrix P; 
0 
(5-2) ;'(t+2) = ;'(t)p2 • U2', 
(5-3) ;'(t+3) = ;'(t)p3 • u3', or in general, 
(5-4) f'(t+n) = ;'(t)p" • un'. 
The serious difficulty with this approach is that we do 
not have the mathematical tools to deal directly with the 
estimation of the matrix.P. With these equations, the 
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estimation of P is no longer a quadratic programming or 
linear programming problem; it is far more complicated. 
Undoubtedly, if we could use the information expressed 
in these equations, it would be possible to obtain an 
estimate of P which fits all the data better. The predicted 
values of *(t) should be better, and hence, the predicted 
mass centroid pathways should be more accurate. It was 
demonstrated that low MAD values did not guarantee good 
performance for prediction of mass centroid pathways. In 
the last section of Chapter !V, we found that the proper 
stationary matrix could do a better job of predicting mass 
centroid pathways than nonstationary matrices having MAD 
values 30% less than that of the stationary matrix. 
This is an important observation because it means that 
a stationary Markov process may be accurate enough that the 
added complexity of the nonstationary assumption is not 
needed to obtain good performance. That a properly chosen 
stationary transition probability matrix can, with good 
performance, be used to model particle movement will have 
important implications if we wish to model the effects of 
changing such global parameters as cross-slope, longitudinal 
slope, vibration speed, particle mixture, or particle 
mixture flow rate. 
e 
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Recommendations for Future Research 
There are several areas of research which need further 
study. We have established that a Markov process can be 
used to describe particle movement through a gravity 
separator. Future research should focus on making this 
result useable for practical purposes. 
An example of a practical use would be to use the 
Markov model as an aid in fixing the settings for global 
parameters such as cross-slope, longitudinal slope, 
vibration speed, and air flow. If the probability 
transition matrix could be expressed as a function of these 
variables, then the Markov model could be used to predict 
where and in what proportions the various particle 
components of the mixture would leave the deck at the output 
end. Each component of the mixture would, of course, have 
its own transition probability matrix. 
In this author's opinion, the most important area of 
future research should be modification of the Markov model 
to include the effects of the global parameters. This 
should include sensitivity analysis and consideration of 
interaction among the variables. 
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A Markov process which includes the effects of global 
parameters 
It is possible to include effects of global parameters 
on the Markov process in a fairly straightforward manner. 
Consider for example the following incomplete list of global 
parameters for a two particle mixture. 
(no units) 
(no units) 
(rad/sec) 
(kg/sec) 
(kg/kg of 
(N/mf) 
We could conceivably introduce additional parameters to 
describe particle characteristics such as density and 
aerodynamic properties, but we will assume for simplicity 
that we are determining the transition probabilities for a 
given mixture of particles, e.g., for black nightshade in 
soybeans of a given density and size. We are not concerned 
with the change in the transition matrix when different 
particles are considered. 
We could use an approach very similar to the one used 
for the nonstationary model we considered earlier. Let x = 
(x^ ) where the x^  represent the six variables in the above 
1. longitudinal slope, 
2. cross-slope, z^  
3. vibration speed, N 
4. particle mixture flow rate, Q 
5. fraction of discard (light) particle 
mix) in mixture, C 
6. static pressure in air chamber, 
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list. Let the transition probability matrix P be a function 
of the vector x. That is, P » P(x). Then we could express 
P(x) as: 
(5-5) P(x) - P,t,t + ? D^ f^ tx). 
k»l 
Here, P^ ^^  ^is a stationary transition probability matrix 
and the are coefficient matrices of the functions fj^ (x). 
We require that the row sums of the matrices, equal zero. 
The f^ (x) could be any functions of the variables x^ . For 
example, f^ (x) » N is possible as would be fgfx) » Cg or 
fgO) * z% + C. 
If we wished to consider the effect of vibration speed 
only, we could let m^ l and let f^ tx) » N. Our model would 
then be expressed as: 
We would determine the coefficient matrix by collecting 
data for several runs at different vibration speeds but with 
all other variables held constant. Methods used previously 
for determining stationary and nonstationary transition 
probabilities could be adapted to determine and the 
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D^ . The most severe difficulty which will be encountered in 
this procedure will be to hold other variables constant. If 
equipment like that used for the experiments reported here 
were used, it would be extremely difficult to maintain a 
constant flowrate. For example, recall that a change in 
vibration rate caused a change in particle mixture flow rate 
for our experiments. It is difficult to monitor particle 
flow rate and to accurately adjust it. 
Better procedures for estimating transition probabilities 
from aggregate data 
Another crucial area for research is to develop a 
better procedure for estimating transition probabilities 
from aggregate data. In the beginning of this chapter, we 
noted that equations such as 5-2, 5-3, and 5-4 contain much 
additional information which we are unable to utilise. If 
this information can be employed, it should be possible to 
obtain stationary transition probability matrices which can 
be used to predict particle movement over many transition 
periods from a single initial vector of particle 
distributions. 
This is the method that was used to predict mass 
centroid pathways, and it will be the method that is 
required if we are to use the results of this research for 
practical purposes. For example, if we wish to predict the 
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fractions of soybean splits which arrive in the 6 states of 
grid 4 at transition period 16 for the gravity table which 
was used in this research, we would use the following 
equation with stationary probability transition matrix P: 
(5-6) £'(16) • Î'(1>P". 
It is likely that we will not know the distribution 
vector 1(1) with much confidence. We will probably have 
only an approximation of 1(1). Some errors in the initial 
distributions %(1) are not overly critical, however. A 
characteristic of an ergodlc Markov process Is that errors 
are "smoothed" after a number of transition periods; the 
proportions will converge to their equilibrium values. 
Thus, another area for Investigation concerns the 
sensitivity of equation 5-6 to errors In *(1). 
The Importance of using a stationary Markov process is 
that it reduces considerably the difficulty of correlating 
global variables with transition probabilities. One can 
imagine the added complexity Involved if In equation 5-5, P 
were allowed to change with transition period. If a 
stationary process can be used to model particle movement, 
then it will be easier to concentrate on the changes which 
occur due to variation of the global parameters such as 
slope, vibration speed, and particle mixture flow rate. 
205 
Conclusions 
It has been shown that a distance-transition Markov 
process can be used to predict particle movement through a 
gravity separator. There was evidence that transition 
probabilities were correlated with local parameters such as 
air chamber static pressure divided by settled bed depth 
through a nonstationary formulation of the model. There was 
no indication that a nonstationary Markov process is 
absolutely required to obtain good model performance, 
however. In most instances, a properly chosen stationary 
transition probability matrix can be expected to adequately 
define the particle movement. 
The greatest problem encountered was the evaluation of 
model performance. It was decided to evaluate models by 
comparison of predicted mass centroid pathways with observed 
pathways. This approach was found to be a better indication 
of model performance than was comparison of MAD values. A 
model which can predict particle movement over many 
transition periods using only an initial distribution is 
more valuable than one which is accurate for only one 
transition at a time. Better procedures for estimating the 
transition probabilities need to be developed so that the 
fitting procedure emphasises the performance of the model 
over several transition periods rather than over just one 
transition period at a time. 
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APPENDIX I. FORTRAN CODE FOR PROGRAM SETUP 
C******************* SETUP ************************** 
C 
C PROGRAM SETUP PUTS AGGREGATE DATA INTO CORRECT FORM 
C FOR USE BY MPSX LINEAR PROGRAMMING SOFTWARE TO ESTIMATE 
C TRANSITION PROBABILITIES FOR A STATIONARY OR NONSTA-
C TIONARY MARKOV PROCESS. SEE APPENDIX A OF SPOSITO (1975) 
C FOR AN EXPLANATION OF JOB CONTROL CARDS AND CONTROL PRO-
C GRAM CARDS. THIS PROGRAM IS DESIGNED TO WORK WITH 
C MARKOV PROCESSES HAVIbK; UP TO 6 STATES AND 30 TRANSITION 
C PERIODS. UP TO 5 VARIABLES MAY BE CORRELATED WITH THE 
C VARIABLE TRANSITION PROBABILITIES OF THE NONSTATIONARY 
C MARKOV PROCESS. AN EXPLANATION OF THE INPUT AND OUTPUT 
C VARIABLES FOLLOWS. 
C 
C INPUT VARIABLES (BY ORDER OF APPEARANCE AND FORMAT NO.) 
C READ(5,500)NT,NR,M,W 
C NT: IF THE NUMBER OF TRANSITION PERIODS IS T+1, 
C THEN Mr»T. 
C NR: NUMBER OF STATES 
C M: NUMBER OF PARAMETERS FOR THE NONSTATIONARY 
C WDEL. IF MODEL IS STATIONARY, M-O. 
C W; PROGRAM CAN BE MODIFIED FOR NONUNITY 
C WEIGHTING OF TERMS IN THE MAD SUMMATION 
C IF W IS NOT EQUAL TO 0. CURRENT STATUS 
C IS NOT SATISFACTORY; SET W=0. 
C READ(5,501)NO(T),(Y(T,R),R=1,NR) 
C NO(T): SAMPLE SIZE FOR TRANSITION PERIOD T 
C Y(T,R): FRACTION OF NO(T) FOUND IN STATE R 
C READ(5,502)(Z(T,K),K=1,M) 
C Z(T,K): VALUE OF KTH EXTERNAL PARAMETER TO BE COR-
C RELATED WITH THE VARIABLE TRANSITION PROBA-
C BILITIES OF THE NONSTATIONARY MODEL. VALUE 
C IS FOR TRANSITION PERIOD T. 
C READ(5,503)(NAME(I),1=1,20) 
C NAME(I): COMMENT FOR IDENTIFYING JOB OUTPUT. MAY 
C BE ANY STRING OF CHARACTERS UP TO 80 
C CHARACTERS LONG. 
C RBAO(5,504) NPZERO 
C NPZERO; NUMBER OF ENTRIES OF THE PROBABILITY 
C TRANSITION MATRIX(CES) TO BE SET TO 
C ZERO. 
C READ(5,505) I,J 
C I: ROW INDEX OF NTH PROBABILITY ENTRY TO BE 
C SET TO ZERO 
C J; COLUMN INDEX OF NTH PROBABILITY ENTRY TO 
C BE SET TQ ZERO 
C EXAMPLE: IF P(l,5)=0, THEN 1=1 AND J=5. 
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C 
C OUTPUT VARIABLES 
C MAD: MINIMUM ABSOLUTE DEVIATION. THIS IS THE 
C OBJECTIVE FUNCTION TO BE MINIMIZED. 
C PIJ: STATIONARY TRANSITION PROBABILITY FROM STATE 
C I TO STATE J. FOR NONSTATIONARY MODEL, IT IS 
C THE STATIONARY COMPONENT OF P(I,J,T) 
C EXAMPLE: P(1,2)"P12. 
C PUTT: NONSTATIONARY TRANSITION PROBABILITY FROM 
C STATE I TO STATE J FOR TRANSITION PERIOD 
C T. EXAMPLE: P(I,J,T)»P(3,4,15)»P34T15. 
C DPIJKM: POSITIVE COMPONENT OF TIŒ I*J TH ENTRY OF 
C THE K-MTH COEFFICIENT MATRIX. 
C DMIJKM: NEGATIVE COMPONENT OF THE I,J TH ENTRY OF 
C THE K>MTH COEFFICIENT MATRIX. 
C 
C NOTE THAT PUTT, DPUKM, AND DMIJKM ARE OUTPUT 
C FOR THE NONSTATIONARY MODEL ONLY. THE NON-
C STATIONARY MODEL IS: 
C P(I,J,T) « P(I,J) • SUM(OVER K)|D(I,J,K)*Z(T,K)) 
C 
DIMENSION Y(30,6),Z(30,5),NAME(20),NO(30),XNO(30), 
$NP(6,6) 
INTEGER T,R,W 
C 
W » 0, NO WEIGHTING IS USED FOR MAD. 
C 
READ(5,500)NT,NR,M,W 
500 F0RMAT(2I2,2I1) 
NTP1»NT+1 
DO 100 T=1,NTP1 
READ(5,501)NO(T),(Y(T,R),R=1,MR) 
501 FORMAT(I5,6nO,7) 
100 CONTINUE 
XrCH.EQ.O)CO TO 990 
DO 99 T=1,NT 
READ(5,502)(Z(T,K),K=1,M) 
502 FORMAT(5F10.6) 
99 CONTINUE 
990 CONTINUE 
READ(5,503)(NAME(I),1=1,20) 
503 F0RMAT(20A4) 
DO 48 1=1,NR 
DO 49 J=1,NR 
NP(I,J)=l 
49 CONTINUE 
48 CONTINUE 
READ(5,504) NPZERO 
504 P0RMAT(I2) 
IF(NPZERO.EQ.O) GO TO 1038 
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DO 50 N=1,NPZER0 
READ(5,505) I,J 
505 FORMAT*211) 
NP(I,J)=0 
50 CONTINUE 
1038 CONTINUE 
C 
C«****SETUP DATA FILE. 
C 
WRITE(6,600)(NAME(I),I"1,20) 
600 F0RMAT(//,T2, 'NAME\T16, 'DATA',/,T2,'*',2X,20A4,/,T2, 
$•ROWS') 
C 
C*#*#*NAME OBJECTIVE FUNCTION 'MAD.' 
c 
WRITE(6,601) 
601 FORMAT(T3/N',T6,'MAD') 
C 
C*****ROW SUM • 1 CONSTRAINTS ON MATRIX P(I,J). 
C 
DO 101 R»1,NR 
WRITE(6,602)R 
602 F0RMAT(T3,'E',T6,'PS',I1) 
101 CONTINUE 
IF(M.EQ.O)GO TO 1040 
C 
C*****ROW SW#0 CONSTRAINTS ON MATRICES D(I,J,K). 
C 
DO 102 K»1,M 
DO 103 R»1,NR 
WRITE(6,603)R,K 
603 F0RMAT(T3/B',T6, 'D',I1, 'K',I1) 
103 CONTINUE 
102 CONTINUE 
C 
C*****BQUALITY CONSTRAINTS DEFINING MATRICES P(I,J,T). 
C 
DO 104 T=1,NT 
DO 105 1=1,NR 
DO 106 J=1,NR 
IF(NP(I,J).BQ.O) CO TO 1039 
IF(T.LT.10)WRITE(6,6040)1,J,T 
6040 F0RMAT{T3,'B',T6,'P',II,II,'T',II) 
IF(T.CB.10)WRITB(6,604)I,J,T 
604 F0RMAT(T3,'E*,T6,'P',II,II,'T',12) 
1039 CONTINUE 
106 CONTINUE 
105 CONTINUE 
104 CONTINUE 
1040 CONTINUE 
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C*****EQUALITY CONSTRAINTS FOR UP-UM=Y-YHAT 
C 
DO 107 T«2,NTP1 
DO 108 R=1,NR 
IF(T.LT.10)WRITE(6,6050)R,T 
6050 F0RMAT(T3,^E',T6,'US',II,'T',I1) 
IF<T.0E.10>WRITE(6,605)R,T 
605 F0RMAT(T3,*E',T6,'US',II,'T',12) 
108 CONTINUE 
107 CONTINUE 
C 
C*****ENTER COEFFICIENTS BY COLUMNS AND ROW NAMES. 
C 
WRITE(6,606) 
606 F0RMAT(T2,'COLUMNS') 
C 
C*****START WITH COEFFICIENTS OF UPLUS. 
C 
DO 109 T»2,NTP1 
DO 110 R»1,NR 
XNO(T)»1.0*NO(T) 
IF(W.NE.O) CMAD»SQRT(XNO(T)/Y(T,R)) 
IF(W.EQ.O) CMAO-1.0 
IF(T.LT.10)WRITB(6,6070)R,T,CMAD,R,T 
6070 F0RMAT(T6,'UPS',I1,'T',I1,T16,'MAD',T26,F9.1, 
$T41,'US',II,'T',I1,T51,'1.0') 
IF(T.CB.10)WRITE(6,607)R,T,CMAD,R,T 
607 F0RMAT(T6,'UPS',II,'T',I2,T16,'MAD',T26,F9.1, 
$T41,'US',II,•T',I2,T51,'1.0') 
110 CONTINUE 
109 CONTINUE 
C 
C*****NEXT, DO UMINUS. 
C 
DO 111 T=2,NrPl 
DO 112 R=1,NR 
IF(W.NE.O) CMAD=SQRT(XNO(T)/Y(T,R)) 
IF(W.BQ.O) CMAD=1.0 
IF(T.LT.10)WRITE(6,6080)R,T,CMAO,R,T 
IF(T.GB.10)WRITB(6,608)R,T,CMAD,R,T 
6080 F0RMAT(T6,'UMS',11,'T',I1,T16,'MAD',T26,F9.1,T41,'US', 
$I1,'T',I1,T51,'-1.0') 
608 F0RMAT(T6,'UMS',II,'T',I2,T16,'MAD',T26,f9.l,T41,'US', 
$I1,'T',I2,T51,'-1.0') 
112 CONTINUE 
111 CONTINUE 
IF{M.BQ.O)GO TO 1310 
C 
C*****P(I,J) FOR NON-STATIONARY CASE. 
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DO 124 T=1,NT 
IF(T.LT.10)WRITE(6,614)I,J,K,I,J,T,-Z(T,K) 
IF(T.GE.10)WRITE(6,615)I,J,K,I,J,T,-2(T,K) 
614 F0RMAT(T6,*DP',2%1,'K',I1,T16,'P',2%1,'T',I1,T26,F10.6) 
615 F0RMAT(T6/DP\2I1, 'K*,I1,T16, 'P',2I1, 'T',I2,T26,F10.6) 
124 CONTINUE 
1308 CONTINUE 
127 CONTINUE 
126 CONTINUE 
125 CONTINUE 
C 
C*****NEXT, DM(I,J,K). 
C 
DO 132 K"1,M 
DO 133 1-1,NR 
DO 134 J"1,NR 
IF(NP(I,J).EQ.O) CO TO 1309 
WRITE(6,616)I,J,K,I,K 
616 F0RMAT(T6,'DM',2I1,'K',I1,T16,'D',I1,'K',I1,T26,'-1.0*) 
DO 131 T»1,NT 
IF(T.LT.10)WRrTE(6,617)I,J,K,I,J,T,Z(T,K) 
IF(T.GE.10)WRITE(6,618)I,J,K,I,J,T,Z(T,K) 
617 F0RMAT(T6/DM\2I1, 'K',I1,T16, 'P',2I1, 'T',I1,T26,F10,6) 
618 F0RMAT(T6,'DM',211,'K',Il,T16,'P',211,'T',I2,T26,F10.6) 
131 CONTINUE 
1309 CONTINUE 
134 CONTINUE 
133 CONTINUE 
132 CONTINUE 
IF(M.NE.O)CO TO 1350 
1310 CONTINUE 
C 
C*****STATIONARY EXPRESSIONS FOR DEFINING MAD PARAMETERS U. 
C 
DO 136 1=1,NR 
DO 137 J=1,NR 
IF(NP(I,J).EQ.O) GO TO 1349 
C 
C*****NBXT, DO MATRIX P(I.J). 
C 
WRITE(6,609)I,J,I 
609 F0RMAT(T6, 'P', II, I1,T16, 'PS*, H,T26, '1.0') 
DO 135 T=1,NT 
IF(T.LT.9)WRITE(6,619)I,J,J,T+1,Y(T,I) 
IF(T.GE.9)WRITE(6,620)I,J,J,T+l,Y(T,I) 
619 F0RMAT(T6,'P',2I1,T16,'US',11,'T',Il,T26,F10.7) 
620 F0RMAT{T6;'P',2II,T16,'US',II,'T',I2,T26,F10.7) 
135 CONTINUE 
1349 CONTINUE 
137 CONTINUE 
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136 CONTINUE 
1350 CONTINUE 
C 
C*****SET UP RIGHT HAND SIDE (RHS). 
C 
WRITE(6,621) 
621 F0RMAT(T2,'RHS') 
C 
C*****RHS FOR ROW SUM « 1 CONSTRAINTS ON MATRIX P(I,J). 
C 
DO 1365 R"1,NR 
WRITE(6,622)R 
622 F0RMAT(T6,'RHS',T16,'PS',I1,T26,'1.0') 
1365 CONTINUE 
C 
C*****RHS FOR DEFINING ROWS US (UP-UM-Y-YHAT). 
C 
DO 138 T»2,NTP1 
DO 139 R"1,NR 
IF(T.LT.10)WRITE(6,623)R,T,Y(T,R) 
IF(T.GE.10)WRITE(6,624)R,T,Y(T,R) 
623 F0RMAT(T6,'RHS',T16,'US',II,^T',I1,T26.FIO.7) 
624 F0RMAT(T6,'RHS',T16,'US',II,'T',I2,T26,F10.7) 
139 CONTINUE 
138 CONTINUE 
WRITE(6,625) 
625 F0RMAT(T2, 'ENDATA' ) 
STOP 
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APPENDIX II. RAW PARTICLE DISTRIBUTION DATA AND SETTLED BED 
DEPTH DATA FOR EXPERIMENTS 1 THROUGH 7 
Partiel* Distribution Data 
TABLE A-1. Partiel# distributions (by w#ight) for 
#xp#rim#nt 1 
part 1: K#avy partiel# (ov#r 16/64 in round ser##n), 
grid 1 
Transition grams of partiel## in stat#s 
p#riod 1 2 3 4 
1 115.28 83.03 79.97 94.16 
2 93.85 82.64 68.62 84.33 
3 107.20 85.30 87.84 98.80 
4 83.34 84.70 85.28 107.56 
5 88.61 75.00 62.40 74.69 
6 94.57 74.54 82.52 107.13 
7 71.84 73.00 63.25 80.01 
8 86.81 77.83 76.32 100.02 
9  78.45 62.97 62.42 76.89 
10 102.72 81.84 62.29 92.04 
11 77.68 60.67 61.85 92.29 
12 84.02 66.36 64 54 84.57 
13 97.40 58.13 58 18 73.43 
14 71.85 73.82 61.76 81.03 
15 62.26 45.34 55.19 66.46 
16 58.89 55.71 58.24 64.61 
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TABLE A-1 (continued) 
part 2: Medium partiel* (ov*r 15/64 in round screen, 
thru 16/64 in round screen), grid 1 
Transition grams of particles in states 
period 12 3 4 
1 92.90 70.89 52.48 64.99 
2 71.77 48.98 48.38 45.10 
3 84.17 67.74 50.33 66.08 
4 67.95 59.54 58.10 70.93 
5 79.01 49.03 42.80 51.43 
6 90.09 64.04 56.23 65.59 
7 70.67 45.17 37.08 36.35 
8 74.03 51.22 52.64 61.63 
9 67.67 50.39 44.74 40.52 
10 .80.32 65.04 40.52 49.60 
11 66.19 46.15 41.24 38.21 
12 78.07 64.10 48.79 47.44 
13 75.33 60.95 43.91 47.84 
14 69.34 49.59 46.27 44.38 
15 55 93 34.22 33.99 28.11 
16 41.95 37.25 30.71 32.05 
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TABLE A-1 (continued) 
part 3: Light partiel# (thru 15/64 in round acr##n), 
grid 1 
Transition grams of particles in states 
period 12 3 4 
1 11.72 .6.90 6.46 6.12 
2 9.04 4.70 5.86 5.00 
3 12.90 7.77 6.35 6.60 
4 10.90 7.64 5.69 5.28 
5 11.45 4.48 4.65 3.96 
6 14.81 8.73 4.68 5.90 
7 8.57 5.16 5 88 3.63 
8 10.89 5.43 5.56 4.73 
9 8.41 5.69 4.73 3.20 
10 12.98 7.97 5.92 4.62 
11 8.96 4.46 5.69 4 36 
12 12.49 6.74 4.54 3.70 
13 9.11 6.29 5.28 3.46 
14 9.22 5.40 5.00 2.39 
15 7.60 3.50 3.75 2.80 
16 4.88 4.89 4.35 3.13 
-3 
-2 
-1 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
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Distributions (by number) of plastic balls for 
experiment 2, grid 2 
number of particles in states 
12 3 4 
sample sample sample sample 
a b a b a b a b 
37 36 6 7 4 3 17 24 
47 48 8 4 3 5 21 26 
61 63 2 8 11 8 35 34 
41 68 5 5 10 6 20 25 
63 62 10 6 8 13 20 22 
50 52 2 6 14 31 9 11 
54 54 7 6 35 32 7 2 
69 60 12 5 27 19 2 2 
53 71 5 18 16 14 1 0 
66 72 9 19 16 18 3 1 
68 81 10 22 20 13 1 1 
114 84 17 9 28 2 1 0 
98 85 15 6 17 4 2 0 
113 105 12 13 5 1 1 1 
119 111 9 4 2 1 0 1 
75 107 3 3 1 0 0 1 
75 69 1 0 0 1 0 0 
87 73 0 1 0 0 0 0 
78 57 0 0 0 0 0 0 
33 50 0 0 0 0 0 1 
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TABLE A-3. Distributions (by number) of plastic balls for 
experiment 3, grid 2 
number of particles in states 
trans. 12 3 4 
period sample sample sample sample 
a b a b a b a b 
-3 40 49 2 5 7 14 32 36 
-2 18 45 5 6 3 8 27 38 
-1 34 45 2 4 4 8 37 32 
0 45 63 4 3 7 11 9 43 
1 44 56 3 3 9 13 26 35 
2 33 56 3 8 9 18 27 29 
3 34 72 3 6 14 33 13 31 
4 33 60 1 3 25 23 8 10 
5 37 61 4 3 28 54 7 9 
6 47 75 3 4 34 39 2 4 
7 57 67 11 9 25 40 5 7 
8 72 83 12 13 18 38 1 7 
9 82 78 14 14 18 48 1 6 
10 76 75 16 15 17 20 2 1 
11 80 93 21 23 15 11 0 2 
12 69 96 4 23 3 15 1 0 
13 62 101 7 18 0 3 0 0 
14 56 88 2 9 5 2 0 0 
15 64 87 2 3 0 3 1 0 
16 93 94 0 4 0 0 1 0 
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TABLE A-4. Distributions (by number) of plastic balls for 
experiment 4, grid 3 
number of particles in states 
trans. 12 3 4 5 
period sample sample sample sample sample 
a b a b a b a b a b 
-3 62 44 1 2 2 4 35 33 1 4 
2 55 42 5 6 3 6 35 29 6 6 
-1 45 41 3 7 10 2 26 25 9 7 
0 48 50 2 4 14 5 44 27 4 12 
1 62 50 5 5 9 14 41 31 4 12 
2 54 62 7 4 22 19 38 40 6 8 
3 65 58 6 7 10 22 25 32 1 7 
4 65 56 5 10 16 18 32 31 3 5 
5 63 58 8 6 16 20 22 36 1 3 
6 73 59 8 8 26 23 45 37 2 2 
7 68 86 10 7 25 31 25 24 3 3 
8 83 71 6 7 25 32 16 32 0 2 
9 90 124 18 8 47 28 14 18 3 0 
10 103 91 15 14 26 34 6 18 1 3 
11 96 84 19 18 33 33 3 8 1 3 
12 102 95 14 26 20 20 6 9 1 1 
13 75 80 10 16 14 13 2 4 0 0 
14 93 87 13 16 9 12 2 1 0 0 
15 91 76 11 13 9 6 0 0 0 0 
16 120 49 12 6 4 3 2 1 0 0 
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TABLE A-5. Distributions (by number) of plastic balls for 
experiment grid 3 
number of particles in states 
trans. 12 3 4 5 
period sample sample sample sample sample 
a b a b a b a b a b 
-3 60 45 7 0 3 5 23 27 11 7 
-2 41 47 3 5 7 6 20 24 12 9 
-1 49 41 7 4 5 6 34 31 16 17 
0 61 51 5 4 9 6 25 29 8 19 
1 55 61 6 7 17 11 30 43 13 14 
2 73 70 9 3 17 11 42 32 6 8 
3 59 54 8 7 21 13 38 43 5 3 
4 63 49 9 6 21 20 57 50 4 5 
5 76 54 7 7 18 20 36 44 7 8 
6 72 65 10 8 14 19 32 42 4 4 
7 82 64 8 10 25 14 39 40 5 7 
8 69 56 11 10 26 14 37 23 0 4 
9 77 84 20 13 28 32 34 30 3 6 
10 70 104 10 10 23 39 26 26 0 3 
11 82 76 9 10 41 40 16 15 1 1 
12 85 83 15 11 32 34 6 16 0 1 
13 74 83 16 16 20 13 3 8 2 1 
14 109 105 15 23 21 14 1 9 0 0 
15 95 94 17 10 10 11 3 3 0 0 
16 153 113 10 10 8 2 0 1 0 0 
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TABLE A-6. Distributions (by number) of plastic balls for 
experiment 6, grid 3 
number of particles in states 
trans. 12 3 4 5 
period sample sample sample sample sample 
a b a b a b a b a b 
"3 48 30 2 3 6 9 46 38 0 2 
-2 43 40 5 3 2 6 31 31 2 1 
-1 40 52 6 4 7 7 46 42 2 1 
0 54 54 13 7 10 7 49 42 4 1 
1 56 62 6 7 11 11 40 53 7 5 
2 54 53 5 7 10 22 53 37 1 2 
3 56 54 3 9 13 15 49 45 0 2 
4 56 45 3 7 19 13 41 39 1 1 
5 78 84 3 8 40 29 20 34 2 1 
6 62 83 4 4 35 27 18 19 1 0 
7 84 81 6 7 42 39 12 14 0 0 
8 81 95 11 6 41 50 11 6 0 0 
9 92 95 14 22 33 39 4 4 0 0 
10 68 97 25 20 33 25 4 4 1 0 
11 99 97 24 20 28 15 7 0 0 0 
12 88 96 20 20 10 8 1 3 0 0 
13 85 113 13 12 5 2 1 2 0 0 
14 68 105 9 13 7 4 2 3 0 0 
15 108 105 6 5 1 4 0 1 0 0 
16 131 111 4 3 1 2 1 0 0 0 
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TABLE A-7. Partiel# distributions (by weight) for 
experiment 7 
part 1: Heavy partiele (over 13/64 in by 3/4 in slot 
screen), grid 1 
Transition grams of particles in states 
period 12 3 4 
-3 163.17 154.52 189.28 
-2 156.78 157.56 208.23 
-1 149.21 147.77 171.25 120.88 
0 141.27 148.93 173.69 223.51 
1 136.39 134.97 155.99 270.85 
2 143.06 153.06 170.10 279.11 
3 138.78 141.82 162.73 276.86 
4 136.30 152.13 175.57 284.53 
5 127.10 147.37 162.38 292.61 
6 119.23 140.38 168.40 273.09 
7 111.90 127.93 146.20 249.54 
8 103.49 123.36 148.61 229.28 
9 103.54 118.87 136.62 228.19 
10 97.98 110.16 126.30 191.16 
11 88.75 113.01 132.15 197.25 
12 98.18 106.29 122.01 201.77 
13 91.76 100.34 113.04 159.77 
14 82.34 112.18 111.38 163.63 
15 83.47 88.27 98.40 109.67 
16 55 10 63.03 62.19 93.04 
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TABLE A-7 (continued) 
Tr. 
pd. 
part 2: 
1 
Light particle (thru 13/64 in by 3/4 in slot 
screen), grid 4 
grama of particlea in atates 
2 3 4 5 6 
-3 10.70 5.93 9.43 23.21 17.71 . -
-2 10.33 7.13 11.97 24.28 22.01 
-1 11.90 5.74 10.60 22.21 13.71 9.62 
0 9.46 6.69 10.49 20.56 15.90 19.63 
1 11.70 5.70 12.24 18.93 11.33 25.92 
2 9.07 6.14 15.07 19.66 13.40 24.74 
3 7.74 5.38 14.42 16.37 . 13.64 22.03 
4 9.25 6.81 12.40 19.18 15.32 19.83 
5 10.47 6.67 13.91 13.81 14.23 16.53 
6 10.31 9.02 14.52 15.74 12.77 18.29 
7 12.68 9.71 16.58 16.22 13.58 15.88 
8 12.71 7.69 14.66 17.78 15.41 17.01 
9  13.00 7.84 13.93 15.12 13.25 15.85 
10 16.23 10.05 12.26 13.80 11.92 13.25 
11 12.80 10.29 11.14 13.60 10.07 12.53 
12 14.78 7.84 9.29 10.33 11.10 14.87 
13 15.18 7.47 10.21 10.63 6.40 10.76 
14 14.55 10.23 11.16 10.64 6.75 10.19 
15 16.94 7.06 10.15 9.43 6.00 6.75 
16 15.73 6 31 5.49 6.02 4.46 5.14 
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Settled Bed Depth Measurements for Experiments 2 through 7 
TABLE A-8. Settled bed depths for experiment 2 
Settled bed depths (cm) 
for y locations (cm) 
tr. 6.6 13. 0 24.8 40. 3 
pd. sample sample sample sample 
a b a b a b a b 
"3 3.0 3.2 2.7 3.2 3.0 3.5 3.0 3.5 
-2 3.0 3.2 3.2 3.2 3.0 3.3 2.7 3.1 
-1 2.7 3.5 2.7 3.3 3.1 3.2 2.8 3.2 
0 3.1 3.3 3.1 2.9 3.1 3.3 3.2 3.2 
1 3.2 3.3 3.5 3.5 3.2 3.1 3.2 3.3 
2 3.2 3.1 3.2 3.2 3.2 3.2 3.5 3.8 
3 3.4 3.5 3.4 3.1 3.4 3.5 3.3 3.7 
4 3.1 3.2 3.1 3.6 2.9 3.5 3.5 3.4 
5 2.9 3.3 2.8 3.1 2.7 3.2 3.3 3.8 
6 3.0 3.2 2.9 2.9 3.3 2.9 2.9 3.5 
7 2.8 3.2 2.9 3.4 3.2 3.1 3.2 3.2 
8 2.8 2.8 2.7 3.3 2.8 2.8 3.0 2.7 
9 2.6 2.7 2.8 2.6 2.5 2.8 2.5 2.7 
10 2.6 2.7 2.8 2.5 2.6 2.6 3.0 2.8 
11 2.8 2.6 2.9 2.4 2.8 2.8 2.7 2.8 
12 2.8 2.5 2.7 2.3 2.5 2.2 2.5 2.5 
13 3.0 2.6 2.5 2.6 3.0 2.3 2.7 2.2 
14 2.6 2.5 2.5 2.5 2.6 2.3 2.8 2.4 
15 2.7 2.6 2.7 2.5 2.5 2.2 2.7 2.0 
16 2.8 2.2 2.2 2.0 2.3 2.0 2.2 2.2 
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TABLE A-9. Settled bed depths for experiment 3 
Settled bed depths (cm) 
for y locations (cm) 
tr. 6.6 13.0 24.8 40.3 
pd. sample sample sample sample 
a b a b a b a b 
-3 3.1 3.0 3.1 3.0 3.0 2.8 3.2 2.7 
-2 3.1 3.3 3.1 2.8 3.1 2.8 3.1 3.0 
-1 3.2 3.0 3.2 3.2 3.1 3.2 3.1 3.0 
0 3.4 3.1 3.1 3.1 3.2 3.2 3.0 3.1 
1 3.5 3.1 3.1 3.1 3.0 2.9 3.5 2.9 
2 3.5 3.1 3.3 3.2 3.1 3.5 3.3 3.1 
3 3.2 3.2 3.2 2.9 3.3 3.0 3.4 3.2 
4 3.4 3.0 3.3 2.8 3.2 3.1 3.6 3.3 
5 3.3 3.0 3.3 3.0 3.2 3.0 3.6 3.2 
6 3.4 3.1 3.1 3.0 3.3 3.2 3.7 3.4 
7 3.1 2.9 3.3 2.9 3.3 3.0 3.4 3.0 
8 3.2 2.8 3.0 2.9 3.2 3.0 3.5 3.4 
9 2.8 3.0 3.2 3.0 3.2 2.6 3.0 3.2 
10 3.1 3.1 3.0 2.7 2.9 3.1 3.0 3.2 
11 2.9 2.9 2.9 2.8 3.0 2.9 3.0 2.8 
12 2.7 2.8 2.7 2.8 3.0 2.8 2.8 3.0 
13 3.0 2.7 2.8 2.8 3.0 2.6 3.0 3.0 
14 2.9 2.7 2.7 2.4 2.7 2.8 2.9 2.7 
15 2.7 2.7 2.5 2.7 2.7 2.5 2.6 2.7 
16 2.7 2.6 2.6 2.2 2.6 2.1 2.2 2,3 
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TABLE A-10. Settled bed depths for experiment 4 
Settled bed depths (cm) 
for y locations (cm) 
tr. 6.6 13.0 24.8 40.3 
pd. sample sample sample sample 
a b a b a b a b 
-3 3.8 4.4 3.9 4.2 4.3 4.2 3.9 3.5 
" 2  3.9 4.0 4.4 3.8 4.2 3.7 3.7 3.7 
-1 4.0 3.8 4.1 3.8 3.6 3.7 3.2 3.4 
0 3.8 3.7 3.7 3.8 3.6 3.7 3.2 3.3 
1 3.9 3.8 3.7 3.7 3.5 3.4 3.2 3.0 
2 3.8 3.8 3.6 3.7 3.4 3.3 3.6 3.4 
3 3.7 3.7 3.7 3.6 3.6 3.5 3.3 3.2 
4 3.6 3.7 3.6 3.5 3.6 3.6 3.4 3.2 
5 3.7 3.7 3.5 3.5 3.6 3.7 3.5 3.3 
6 3.5 3.7 3.7 3.3 3.5 3.4 3.4 3.3 
7 3.6 3.5 3.3 3.2 3.2 3.3 3.5 3.2 
8 3.5 3.4 3.3 3.1 3.4 3.1 3.2 3.2 
9 3.6 3.3 3.4 3.1 3.2 3.2 3.0 2.9 
10 3.2 3.2 3.2 3.2 3.0 3.2 3.0 2.7 
11 3.7 3.2 3.2 3.1 3.1 3.1 2.8 3.1 
12 3.3 3.2 3.2 3.2 3.0 2.9 3.0 2.8 
13 3.4 3.4 3.2 3.5 3.0 3.0 2.8 2.8 
14 3.3 3.1 3.0 3.0 3.0 3.0 2.7 2.6 
15 3.1 3.1 2.8 3.0 2.7 2.6 2.7 2.5 
16 3.1 2.8 2.6 2.6 2.5 2.5 2.5 2.3 
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TABLE A-11. Settled bed depths for experiment 5 
Settled bed depths (cm) 
for y locations (cm) 
tr. 6.6 13.0 24.8 40.3 
pd. sample sample sample sample 
a b a b a b a b 
-3 3.7 4.0 4.0 4.2 3.7 4.0 3.7 3.4 
-2 4.0 3.7 3.9 4.0 3.6 3.7 3.5 3.5 
-1 3.9 3.9 3.9 3.9 3.7 3.6 3.1 3.2 
0 3.9 4.0 3.7 3.7 3.5 3.6 3.2 3.3 
1 3.8 3.7 3.6 3.6 3.6 3.5 3.2 3.3 
2 3.9 3.8 3.7 3.9 3.7 3.7 3.4 3.3 
3 3.7 3.6 3.7 3.7 3.6 3.4 3.2 3.0 
4 3.6 3.6 3.5 3.7 3.7 3.5 3.3 3.4 
5 3.6 3.6 3.7 3.7 3.6 3.4 3.5 3.3 
6 3.6 3.7 3.4 3.6 3.6 3.6 3.2 3.1 
7 3.4 3.4 3.1 3.3 3.1 3.4 3.1 3.0 
8 3.6 3.7 3.6 3.3 2.9 3.2 3.1 3.0 
9 3.2 3.5 3.3 3.3 3.0 3.0 2.7 3.0 
10 3.2 3.7 3.1 3.3 3.2 3.1 2.7 2.9 
11 3.0 3.3 2.9 3.2 3.0 3.0 2.7 2.8 
12 3.4 3.4 3.2 3.0 2.8 3.0 2.6 2.9 
13 3.1 3.3 3.2 3.3 2.8 2.9 2.3 2.5 
14 3.2 3.1 2.8 3.1 3.1 2.8 2.7 2.3 
15 2.9 3.1 2.8 2.9 2.9 3.1 2.5 2.3 
16 3.1 2.9 2.6 2,5 2.6 2.3 2.1 2.3 
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TABLE A-12. Settled bed depths for experiment 6 
Settled bed depths (cm) 
for y locations (cm) 
tr. 6.6 13.0 24.8 40.3 
pd. sample sample sample sample 
a b a b a b a b 
-3 3.2 3.2 3.1 3.4 3.3 3.5 3.4 3.3 
-2 3.3 3.1 3.3 3.0 3.4 3.0 3.3 3.2 
-1 3.1 2.8 3.2 3.1 3.2 3.1 3.2 3.1 
0 3.5 3.2 3.4 2.9 3.2 2.9 3.1 3.2 
1 3.0 3.1 3.1 2.9 3.1 3.0 3.3 2.9 
2 3.2 3.1 3.2 3.0 3.4 3.0 3.4 3.1 
3 3.3 3.1 3.1 3.2 3.3 3.0 3.2 3.2 
4 3.3 2.9 3.2 3.0 3.2 3.2 3.2 3.4 
S 3.0 3.0 3.2 3.0 3.2 3.0 3.5 3.1 
6 3.1 3.2 3.0 3.0 3.5 3.0 3.4 3.3 
7 3.3 3.0 3.0 2.8 3.0 2.9 3.4 3.4 
8 3.0 2.9 2.9 2.8 2.9 3.0 3.0 3.1 
9 3.0 2.7 2.9 2.8 2.9 3.1 3.2 3.2 
10 3.0 2.9 2.7 2.7 2.7 2.9 2.9 3.0 
11 2.9 2.9 2.7 2.7 2.5 2.8 2.8 2.8 
12 2.9 2.7 2.5 2.7 2.5 2.7 2.7 3.0 
13 2.7 2.5 2.9 2.7 2.5 2.7 2.7 2.7 
14 2.7 2.7 2.7 2.7 2.6 2.5 2.4 2.6 
15 2.4 2.6 2.5 2.5 2.4 2.4 2.4 2.5 
16 2.5 2.5 2.6 2.3 2.3 2.2 2.3 2.4 
228 
TABLE A-13. Settled bed depths for experiment 7 
Settled bed depths (cm) 
Trans. for y locations (cm) 
period 6.6 13.0 24.8 40.3 
-3 3.7 3.6 3.5 3.7 
-2 3.5 3.6 3.6 3.6 
-1 3.3 3.3 3.3 3.8 
0 3.5 3.2 3.3 3.8 
1 3.1 3.2 3.5 3.7 
2 3.5 3.4 3.4 3.7 
3 3.2 3.4 3.6 3.8 
4 3.4 3.3 3.5 3.7 
5 3.3 3.0 3.6 3.8 
6 3.2 3.2 3.3 3.5 
7 3.1 3.0 3.2 3.3 
8 3.0 2.9 3.1 3.5 
9 3.0 2.9 3.0 3.3 
10 2.8 3.0 3.0 3.1 
11 2.9 2.6 2.7 2.9 
12 2.9 2.9 2.6 2.9 
13 2.7 2.7 2.7 2.8 
14 2.6 2.6 2.5 2.4 
15 2.6 2.4 2.5 2.5 
16 2.8 2.3 2.2 2.4 
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