ment when the family-based test has weak or moderate power performance and is robust to the effect of population stratification.
Introduction
Association tests for genetic markers and disease usually are constructed for comparing frequencies of genotypes from a sample of diseased individuals with those from a certain sample of controls. In a population-based case-control study, the sample of controls is a collection of unrelated nondiseased individuals. This study is often criticized because of the possible confounding effect of population stratification. This effect often leads to spurious associations and bias will not go away by increasing sample size.
To avoid the confounding effect of population stratification, some authors [1] [2] [3] [4] [5] [6] proposed an intuitively appealing solution by measuring the genetic marker on both the disease cases and their parents. They suggested using transmitted parental alleles as a case sample and nontransmitted parental alleles as a control sample so that the cases and controls are matched in genetic ancestry and thus the effect of population stratification can be removed. Well known tests based on this idea include the transmissiom/disequilibrium test (TDT) [2] and the test based on the conditional on parental genotypes likelihood (CPG) [7] . The relative advantages and disadvantages of the family-based and population-based designs were discussed in Mitchell [8] , Nagelkerke et al. [9] , and Epstein et al. [10] , etc.
Nagelkerke et al. [9] and Epstein et al. [10] considered a design where samples of genotype data of parents and their diseased offspring and genotype data from unrelated cases and controls are collected. This type of data may arise, for example, when a population-based casecontrol study was conducted first and a confirmatory family-based study was included later. When there is no effect of population stratification (or equivalently, the data are combinable), they showed that their tests, based on the combined data from family triads and unrelated subjects, are more powerful comparing with the usual tests based only on either the case-control substudy or the case-parents substudy alone. Ackerman et al. [11] also pointed out that the combined study design is most costeffective when cases are difficult to ascertain and, when the case-control and TDT results agree, offers greater confidence in the result. Epstein et al. also suggested that if the data are not combinable, then the usual CPG approach should be used for testing gene-disease association.
While the method of Epstein et al. [10] is powerful for studying gene-disease association, their approach is in effect a two-stage approach that involves correlated tests in the testing procedure. Unfortunately, one still has no guideline on choosing significance level at each stage of their test so that the overall significance level can achieve the predetermined level. In this paper, our main focus is to suggest a novel two-stage test (denoted as TS) based on using two combinability tests at the first stage and the association tests of Epstein et al. at the second stage. To control the overall type I error rate of the TS test, we also have suggested an effective strategy for adjusting the significance levels for the tests at two stages. This strategy ensures that the probability of making any false positive is approximately equal to the predetermined level. The TS test is robust to the genetic model and effect of population stratification. In the case of missing parental genotypes, one also can easily apply existing methods to modify the TS test to account for the missing data.
We have conducted a simulation study to compare the performance of the TS test with the CPG test. Simulation results show that under different (none to moderate) levels of population stratification, all empirical type I error rates of the TS test are very close to the expected type I error rates. This shows that the TS test is robust to the effect of population stratification. General simulation results also show that the TS test is more powerful. In particular, when the CPG test has weak or moderate power performance, the improvement of the TS test is more pronounced. However, when the number of family triads becomes large, the improvement decreases.
Material and Methods
We assume to have a sample consisting of triads, unrelated cases and controls that are all genotyped at the marker of interest. The numbers of triads, unrelated cases and controls are respectively equal to N f , N 1 and N 0 . G denotes the subject's genotype, representing the number of copies of the high-risk allele carried, and G p = ( G 1 , G 2 ) denotes his/her parental genotypes with the convention that G 1 6 G 2 . The parameter g is defined to be the relative risk of the subjects with genotype G = g versus those with base-line genotype G = 0. In the discussion of population stratification, we follow the CPG approach to assume that mating symmetry is satisfied within each subpopulation. Finally, we let D denote the disease outcome of a subject (1 = diseased, and 0 = undiseased).
In family-based study, a popular association test is defined to be the likelihood ratio test of no association, H 0 : 1 = 2 = 1 using CPG likelihood:
is given by Schaid and Summer [7] under the assumptions that offspring disease risk is independent of parental genotype given offspring genotype and Mendelian proportions holds; see also table 1 . The CPG approach is robust to In the following, we outline the combinability tests proposed in this paper. The details for deriving these tests are given in the Appendix. Note that according to the argument in Epstein et al. [10] , the genotype data from triads and unrelated subjects can be combined for association analysis only when the genotype data from different sources were sampled from the populations having same genotype frequencies and relative risk parameters. Thus, the following combinability tests are in essence constructed for testing the absence of the effect of population stratification between different data sources.
First, the result in the Appendix shows that the genotype data from triads and unrelated controls are combinable if the null hypothesis H co 0 : ␤ 1 = log ˆ 1 , ␤ 2 = log ˆ 2 , based on the likelihood ratio test and likelihood function
is not rejected. Here ␤ i are log-odds-ratio parameters and is a normalizing constant defined in the Appendix. gj ( gk ) are genotypes of the diseased children and unrelated controls (diseased children) and ( ˆ 1 , ˆ 2 ) are the maximum likelihood estimates using CPG likelihood function L f ( 1 , 2 ). We denote the p value of this likelihood ratio test as P C co om . Next, the argument in the Appendix shows that the genotype data from triads and unrelated cases can be safely combined if the null hypothesis H 0 ca : ␤ * 1 = 0, ␤ * 2 = 0, based on the likelihood ratio test and likelihood function
is not rejected. Here gj are genotypes of the diseased children and unrelated cases and ␤ * i , * are parameters defined in the Appendix. Let the p value of this likelihood ratio test be denoted as P C ca om . We also conclude that the triads, unrelated cases and unrelated controls can be combined, if p values P C co om and P C ca om are simultaneously greater than certain level, which will be defined later.
The Second Stage Tests: Testing Association Based on Using Different Combinations of Genotype Data
In order to combine information from triads, unrelated cases and/or controls in a single analysis, Epstein et al. [10] considered an association analysis based on the likelihood of Nagelkerke et al. [9] . They suggested that powerful tests can be constructed based on the likelihoods depending on the products of the following four factors:
The definitions of these probabilities can be found in Epstein et al. [10] .
If the genotype data of triads and unrated controls are combinable, then they suggested the association test be defined as the likelihood ratio test, T As a consequence, the p value of the TS test is given by
, where I ( ؒ ) is the usual indicator function taking values 0 or 1.
We suggest a bootstrap method for choosing the significance levels ␣ i so that the overall type I error rate of the TS test always can be approximately controlled at some expected level ␣ . Let P j denote the p value of the TS test based on the j -th bootstrap sample, j = 1 ... B. Each bootstrap sample consists of a random sample of size N f collected from family triads, a random sample of size N 1 from unrelated cases and a random sample of size N 0 from unrelated controls. If the expected type I error rate of the TS test is ␣ , then we propose choosing ␣ 1 and ␣ 2 so that 
Simulations
We have conducted several simulations to compare the performance of CPG and TS tests. Their performance depends on the number of family triads N f and the numbers of unrelated cases and controls, N 1 and N 0 , the frequency of the high-risk allele, the level of genetic effect and the bias level of population stratification. According to equations (A3) and (A4) in the Appendix, the genotype frequencies of the data from family triads, unrelated cases and unrelated controls, depend on the genotype risks, mating type frequencies and the proportions of subpopulations collected in each substudy. In the simulations, we assumed that the general population comprises of two subpopulations, and HardyWeinberg equilibrium holds within each subpopulation. The high-risk allele frequency of the candidate marker in subpopulation 1 was p = 0.10 or 0.30 and that in subpopulation 2 was p + t . A large difference, t , between the allele frequencies in the two subpopulations means that a large bias due to population stratification occurs in the usual case-control study. In the simulations, t = 0.03, 0.05, 0.07 and 0.10 were considered. We also assumed that the family data were sampled from subpopulation 1 with proportion q F and from subpopulation 2 with proportion 1 -q F . The unrelated cases and unrelated controls were sampled from subpopulation 1 with proportions q CA and q CO , respectively. Four combinations of proportions were considered in the simulations. Model (1) assumed ( q F , q CA , q CO ) = (0.6, 0.6, 0.6), representing the scenario of no effect of population stratification under null genedisease association; that is, family triads, unrelated cases and unrelated controls can be combined into a single analysis as we described. Model (2) assumed ( q F , q CA , q CO ) = (0.6, 0.4, 0.6), representing the scenario that family triads and unrelated controls are combinable. Model (3) assumed ( q F , q CA , q CO ) = (0.6, 0.5, 0.4), representing the scenario that there exist effects of population stratification and CPG test is employed for testing gene-disease association. Model (4) assumed ( q F , q CA , q CO ) = (0.6, 0.6, 0.4), representing the scenario that family triads and unrelated cases can be combined into a single analysis.
Finally, let f s ( g ) denote the genotype risk of a subject from subpopulation s and carries g copies of high-risk allele. Under null simulations, identical risks f 1 (0) = f 1 (1) = f 1 (2) = f = 0.05 and f 2 (0) = f 2 (1) = f 2 (2) = 0.10 were used for subpopulation 1 and subpopulation 2, respectively. In power simulations using the dominant genetic model, we assumed f 1 Under the given simulation conditions, we generated genotype data for family triads, unrelated cases and unrelated controls. The numbers of unrelated cases and controls were both equal to 100 ( N 1 = 100, N 0 = 100) and the number, N f , of family triads was 60 or 120. The p values of the tests at stages one and two were all computed from chi-square distribution with 2 degrees of freedom. We used overall significance level ␣ = 0.05 in all simulations. The number of bootstrap replications for computing data-dependent significance level at stage one was B = 100 (we had chosen significance level ␣ 2 = ␣ = 0.05 at stage two in all simulations). Estimates of type I error rates or powers were based on 2000 replications. Thus for a particular null (or power) simulation, each estimate of type I error rate (or power) was the proportion of the replicates for which the overall p value was ^0.05.
Result s

Empirical Type I Error Rates
Results for the simulated type I error rates are presented in figure 1 under the presence and absence of the effect of population stratification. The bias levels caused by population stratification can be indirectly measured by the differences between the simulated type I error rates of the likelihood ratio test of the case-control substudy (denoted as CC test) and 0.05. Recall that there is no effect of population stratification under Model 1. In this case, the unreported simulated type I error rates of the CC test range only from 0.045 to 0.065. On the other hand, under models 2-4, there exists effect of population stratification and the range of the simulated type I error rates of the CC test is (0.049, 0.098). If one changes sampling proportions q CA from 0.5 to 0.7 and q CO from 0.4 to 0.3 in Model 3, the largest simulated type I error rate would change from 0.098 to 0.184.
Next, inspecting the curves of the type I error rates, we find that the performance of the CPG and TS tests are both stable. Most of their type I error rates are very close to the expected 0.05 level under all simulation conditions. We note that the performance of the CPG test only depends on the allele frequency and sample size and is independent of simulation models. The overall range of the type I error rates of the CPG test is only (0.040, 0.065). However, we find out that the variation of its type I error rates are larger when the number of family triads becomes smaller. In contrast, the type I errors of the TS test range from 0.042 to 0.057 when allele frequency is 0.10 and from 0.040 to 0.051 when the allele frequency is 0.30. In general, the performance of the TS test is more stable. 
Empirical Powers
The simulated results about the powers of the CPG and TS tests under dominant genetic model are summarized in figures 2 and 3 . The simulated powers under the recessive and additive models can be found in supplemental material (see www.karger.com/doi/000228925). Inspecting the power results, we first find out the performance of the CPG and TS tests are both satisfactorily when the genetic effect is large and the genetic model is dominant or additive. For example, when the relative risk is = 4, the range of the powers of the CPG test is (0.887, 0.999) and (0.915, 1.000) under the dominant genetic model and the additive genetic model, respectively. The corresponding ranges of the TS test are (0.935, 0.999) and (0.941, 1.000). Under the recessive genetic model ( fig. 3 ), but larger allele frequency (p = 0.30), and relative risk ( = 4), the smallest power of the CPG test is 0.841. In contrast, the smallest power of the TS test is 0.901. However, under the same genetic model, high relative risk but small allele frequency (p = 0.10), the performance of the CPG test deteriorates sharply. In this case, the largest power is only 0.355 when N f = 60 and 0.625 when N f = 120. In comparison, the largest powers of the TS test are 0.535 and 0.737, respectively. In the same case, the largest (smallest) percentage increase of the power of the TS test over the CPG test is 57.95% (41.11%) when N f = 60, and 25.34% (15.52%) when N f = 120.
The performance of the TS test is also substantially better than the CPG test when the relative genetic risk is low ( = 2) and the genetic model is dominant or additive. When N f = 60, the smallest (largest) percentage of power increase of the TS test over the CPG test is 50% (66%) under the dominant genetic model and 34.09% (56.64%) under the additive genetic model. When N f = 120, the smallest (largest) percentage of the power increase becomes 14.98% (21.63%) under the dominant genetic model and 6.38% (17.24%) under the additive model. In the same low relative risk case but under the recessive genetic model and high allele frequency (p = 0.30), the smallest (largest) percentage of the power increase of the TS test is 58.03 (75.49%) when N f = 60 and 23.67% (31.99%) when N f = 120. If the frequency of the high-risk allele reduces to p = 0.10, the power improvement of the TS test becomes marginal when the difference of allele frequencies t is small. However, when the difference becomes large, the smallest (largest) percentage of power increase becomes 14.01% (39.8%).
Comparing the performance of the TS test under three different models, we also find out that its power improvement over the CPG test does not differ significantly between Models 1 and 2 and is only slightly smaller under Model 3. Also, the power improvement of the TS test is larger under the case of weak effect of population stratification. For example, under the dominant genetic model the largest percentage power increase of the TS test is 66.80% in the case of Model 1 (representing no effect of population stratification) and 75.49% in the case of Model 2 (representing weak effect of population stratification).
Discussion
Epstein et al. [10] emphasized that the difficult step in gene discovery is the gathering of genetic data and the best possible analysis should be used even if specialized software is required. We take the same viewpoint and have proposed an approach depending on the use of combinability tests in the first stage and association tests in the second stage. The proposed combinability tests are different from the combinability tests of Epstein et al. The latter tests are only designed for testing same relative risk parameters (not for testing equal genotype frequencies and equal relative genotype risks) of different data populations and thus they are indirect tests; see the related argument in Epstein et al. In contrast, the new combinability tests are direct tests. For example, in testing the combinability of genotype data from family triads and unrelated cases, the effect of heterogeneous populations is measured by test. It also can be modified to account for missing parental genotypes. If missingness does not depend on the parental genotype, we may follow the approach of Weinberg [12] to recover the missing information in the first stage tests. Similarly, the modified association tests in the second stage of our test procedure can be done following the idea of Epstein et al. [10] . The two-stage procedure involves many correlated tests in the testing process and generally has difficulty of determining overall p value. In this paper, we have proposed a bootstrap method to control the overall probability of making any false positives in the study. We also have conducted a simulation study to provide evidence for supporting this approach. The simulation results show that the overall type I errors of the TS test are very close to the desired levels. It also makes fewer false negatives than the usual family-based association tests. Figure 1 only shows partial results of the simulation study. If significance level ␣ is either 0.10 or 0.01, similar results also can be observed. In addition, if the proportions q CA and q CO in Model 3 of the simulations were changed from 0.5 to 0.7 and 0.4 to 0.3, respectively, then the level of population stratification became moderate (the largest type I error of the usual case-control test was 0.184), the type I errors of the TS test were still controlled at the expected level. Therefore, we can safely claim that the TS test has the ability of controlling type I error to the predetermined level under realistic situations. Wacholder et al. [13] argued that bias due to genetic population stratification is small or negligible; see also Evangelou et al. [14] . Therefore, our simulation results seem to be sufficient to justify the use of the TS test in real applications.
It may not be all that surprising that sometimes, the two-stage approach results in reduced power because one can see that identical information is treated differently in two stages. However, this is not the case for the TS test. Under the conditions considered in the simulation study, we have observed significant improvement of the TS approach over the CPG approach. Particularly, the power improvement of the TS test is much more significant when the CPG test has weak to moderate power. However, if the number of family trios increases, the improvement becomes smaller. This means that the two-stage approach is especially useful when one does not have sufficient number of family data.
We finally remark that in our simulation study we assumed that the population stratification was from the combination of data from discrete subpopulations. However, the arguments in the Appendix show that our combinability tests still work under admixtured populations. where gj ( gk ) are genotypes of the subjects in the case and control sample (case sample). Since one shows that B g ; 0, if the disease of interest is rare and genotype frequencies of populations 1 and 3 are the same. Thus letting ˆ 1 , an d ˆ 2 be the maximum likelihood estimates using the 'conditional on parental genotypes' likelihood function L f ( 1 , 2 ), the likelihood ratio test for testing H 0 co : ␤ 1 = log ˆ 1 , ␤ 2 = log ˆ 2 , is a valid test for testing the combinability of the case-parents and unrelated control data.
