Abstract. Queries submitted to a retrieval system are often ambiguous. In such a situation, a sensible strategy is to diversify the ranking of results to be retrieved, in the hope that users will find at least one of these results to be relevant to their information need. In this paper, we introduce xQuAD, a novel framework for search result diversification that builds such a diversified ranking by explicitly accounting for the relationship between documents retrieved for the original query and the possible aspects underlying this query, in the form of sub-queries. We evaluate the effectiveness of xQuAD using a standard TREC collection. The results show that our framework markedly outperforms state-ofthe-art diversification approaches under a simulated best-case scenario. Moreover, we show that its effectiveness can be further improved by estimating the relative importance of each identified sub-query. Finally, we show that our framework can still outperform the simulated bestcase scenario of the state-of-the-art diversification approaches using subqueries automatically derived from the baseline document ranking itself.
Introduction
Information needs are inherently underspecified in the form of queries; certain queries are particularly more ambiguous (e.g., java, jaguar) than others, but even those that are seemingly well-defined may have multiple interpretations depending on the context in which they are issued or on their underlying intent [1] .
In the situation where a clear interpretation of the user's information need cannot be easily determined, it might be too risky to just assume a single, plausible one (e.g., the most popular) and to focus on retrieving results that satisfy that particular aspect. Instead, a more sensible approach is to provide a diverse ranking of results covering as many aspects of the original query as possible, in the hope that the users will find at least one of these results to be relevant to their original information need. In fact, modern Web search engines usually offer suggested interpretations of the original query based on previous user interactions, so as to help the users further refine their original queries.
Diversifying search results typically involves a departure from the traditional assumption of document relevance independence when ranking documents for a given query [2] . Considered as a whole, the relevance of a document ranking for a given query should depend not only on the individual ranked documents, but also on how they relate to each other. For example, it is questionable whether users will find a given document relevant to their information need after examining other similar documents [3] . The general problem of minimising the redundancy among the retrieved documents-or, conversely, of maximising their coverage with respect to different aspects of the original query-is NP-hard [4] . Most previous works on search result diversification are based on a greedy approximation to this problem [5] . In common, these works attempt to reduce the redundancy among the retrieved documents by comparing them with respect to their content or their estimated relevance to the original query. By doing so, they implicitly assume that similar documents will cover similar aspects underlying the query.
On the other hand, as queries often carry some ambiguity, the broader topic represented by a given query can be usually decomposed into distinct sub-topics. This, in turn, motivates an alternative approach to search result diversification, centred on explicitly modelling the possibly several aspects underlying a query. In this paper, we introduce a new framework for search result diversification that exploits this intuition in order to maximise the aspects covered in a document ranking by comparing the retrieved documents with respect to their estimated relevance to each of these aspects. In particular, we uncover different aspects underlying the original query in the form of sub-queries, which are then used as a central element for comparing a given pair of documents based on how well they satisfy each sub-query. By doing so, we can take into account both the diversity of aspects covered by a single document, as well as its novelty in face of the aspects already covered by other retrieved documents. Moreover, the relative importance of each identified sub-query can be directly incorporated within our framework, so as to bias the diversification process towards those sub-queries likely to represent more plausible aspects of the initial query.
We compare our proposed framework to both classical as well as some recent search result diversification approaches using a standard TREC collection with relevance assessments at the sub-topic level. Our results show that the explicit account of the possible aspects underlying the original query as sub-queries can produce substantial improvements over both implicit and explicit state-of-the-art diversification approaches. The remainder of this paper is organised as follows. Section 2 provides an overview of recent works on search result diversification. Section 3 describes the major components of our proposed diversification framework, built around the concept of sub-queries. Section 4 details our experimental settings, while Section 5 discusses our main findings. Lastly, Section 6 presents our conclusions and directions for future work.
In its general form, this problem can be reduced from the maximum coverage problem [6] , which makes it NP-hard [4] . Most previous approaches to search result diversification are based on a greedy approximation to this problem, namely, the so-called maximal marginal relevance (MMR) method [5] . The general idea of MMR is to iteratively re-rank an initial set of documents retrieved for a given query by selecting, at each iteration, the document not yet selected with the highest estimated relevance to the query and highest dissimilarity to the already selected documents. The various approaches based on MMR differ mostly by how the similarity between documents is computed. For example, Carbonell and Goldstein [5] suggested using a content-based similarity function, e.g., the cosine distance between the vectors representing the retrieved documents. Zhai and Lafferty [7] proposed to model relevance and novelty within the language modelling framework. They devised six different methods, based on either the KL divergence measure or a simple mixture model. More recently, Wang and Zhu [8] employed the correlation between documents as a measure of their similarity.
In common, all of these approaches consider the possible aspects associated to the original query only in an implicit way, namely, by directly comparing the retrieved documents against one another, under the assumption that similar documents will cover similar aspects. By demoting similar documents in the ranking, these approaches aim to reduce the ranking overall redundancy. An alternative approach is to explicitly consider the different aspects associated to a query by directly modelling these aspects. For instance, Agrawal et al. [4] investigated the diversification problem by employing a taxonomy for both queries and documents. In their work, documents retrieved for a query are considered similar if they are confidently classified into one or more common categories covered by the query. By doing so, documents covering well-represented categories in the ranking are penalised, as they would bring little novelty in face of the already selected documents. A related approach was investigated by Radlinski and Dumais [9] . In order to compose a diverse ranking, they proposed to filter the results retrieved for a given query so as to limit the number of those satisfying each of the aspects of this query, represented as different query reformulations, as obtained from a large query log from a commercial search engine. Our approach also considers the possible aspects associated to a query explicitly. Differently from the approaches of Agrawal et al. [4] and Radlinski and Dumais [9] , however, we do not rely on a predefined taxonomy or on classification schemes, nor do we reserve predetermined shares of the final ranking for results answering each of the identified aspects associated to a query. Instead, we uncover different aspects underlying a query as sub-queries, and estimate the similarity between any two documents based on their estimated relevance to common sub-queries. Moreover, we make use of the associations between documents and the identified sub-queries in order to perform a richer re-ranking of the results retrieved for the original query. By doing so, we can take into account not only the estimated relevance of a document to the original query, but also the relative importance of the different aspects underlying this query, their coverage in the ranking, and how well the given document satisfies each of them.
In this section, we describe our novel framework for search result diversification, centred around the concept of sub-queries. The eXplicit Query Aspect Diversification (xQuAD) framework is inspired by the greedy approximation approach to the general diversification problem, which is at the heart of most of the previous works on search result diversification, as described in Section 2. Differently from these approaches, however, our framework performs an explicit diversification of the documents retrieved for a given query, by exploiting the relationship between these documents and the aspects uncovered from this query. In particular, we aim to promote a diverse ranking of documents according to the following four components: aspect importance, based on the relevance of each identified aspect with respect to the initial query; document coverage, based on the estimated relevance of a given document to multiple aspects; document novelty, based on the estimated relevance of the document to aspects not well represented among the already selected documents; and document relevance, based on the estimated relevance of the document to the initial query.
Aspect importance is discussed in Section 3.2. The document coverage and novelty components follow from the intuitive definition of an ideal diverse ranking, which should provide a broad coverage of the aspects underlying the initial query, while reducing its overall redundancy with respect to aspects already well covered. Just as for aspect importance, the effectiveness of these components depend on the quality of the aspects uncovered from the initial query in the form of sub-queries, as discussed in Section 3.1. As for the last component, namely, document relevance, we argue that it can help cope with the uncertainty associated with the relevance estimations for multiple sub-queries. Indeed, it provides a common basis for comparing documents retrieved for different sub-queries, as the relevance scores based on these sub-queries may not be comparable.
Our proposed framework integrates all these components into Algorithm 1. The algorithm takes as input the initial query q, the set R(q) of documents retrieved for q, a set Q(q) of sub-queries q i derived from q, a scoring function r(d, q) that estimates the relevance of a document d to a query q (analogously, r(d, q i ) estimates the relevance of d to the sub-query q i ), and a sub-query importance estimator i X (q i , q) (see Section 3.2). Additionally, it has two parameters: the number τ of top-ranked results from R(q) to be returned, and the weight ω, used for balancing the influence of the relevance and diversity estimations.
The algorithm constructs a result set S(q) by iteratively selecting a document d * which contributes the most relevant and novel information among the remaining documents from the initial ranking, R(q). The core of the algorithm is the computation of r(d, q, Q(q)) (lines 3-5), which combines the relevance score of d with respect to the query q, and a diversity score, computed as a summation over each of the sub-queries q i ∈ Q(q) that are satisfied by this document. In particular, the contribution of a given sub-query q i to the diversity of document d takes into account: (1) the relative importance i X (q i , q) of q i in light of the query q, (2) the estimated relevance of d to q i , r(d, q i ), and (3) a measure of the novelty of any document satisfying q i . The latter is given by m(q i ) −1 , with
Alg. 1: The xQuAD framework.
m(q i ) defined as the "mass" of information satisfying q i that is already included in the final ranking, S(q). After the top scored document d * is selected at the end of each iteration (line 6), the information mass m(q i ) is updated to account for the selection of this document from all the sub-queries it satisfies (lines 7-9). The selected document is then removed from R(q) (line 10) and included in the final document ranking, S(q) (line 11). At the end of the process, S(q) is the final diverse ranking to be presented to the user (line 13).
Uncovering Query Aspects
An important component of our proposed diversification framework is the generation of sub-queries, in the form of keyword-based representations of the possible aspects underlying the initial query. Several techniques can be used for this purpose. For instance, we could mine a query log for common reformulations of the initial query [9] , or use a large external corpus, such as Wikipedia, in order to obtain possible disambiguation terms [10] . Alternatively, sub-queries can be generated from the target collection itself, e.g., by uncovering the most salient phrases from the top retrieved results for a given query [11] .
To validate our approach, we use a test collection with relevance assessments at the level of sub-topics. These sub-topics can be seen as a simulation of groundtruth sub-queries, as discussed in Section 4. This allows us to investigate the full potential of our approach, by focusing on how to effectively exploit subqueries within the xQuAD diversification framework. Additionally, we propose a technique inspired by traditional text clustering, in order to generate subqueries from the baseline ranking. Given a ranking of documents retrieved for the original query, a clustering algorithm is applied to partition this ranking into a predefined number of clusters. In our experiments, we use the k-means algorithm [12] . From each generated cluster, we select the most informative terms as a sub-query, using the Bo1 information-theoretic query expansion model from the Divergence From Randomness (DFR) framework [13] .
Estimating Aspect Relative Importance
The importance of the different aspects underlying a given query should ultimately reflect the interests of the user population-i.e., information consumerswith respect to each of these aspects [3] , e.g., based on the popularity of each corresponding sub-query in a query log. In the absence of such data, an alternative is to rely on sub-query importance as conveyed by information producers. To do so, we propose four different aspect importance estimators, which implement the i X (q i , q) component in the xQuAD framework, as presented in Algorithm 1. The first one, i U (q i , q), considers a uniform distribution of importance:
where |Q(q)| is the total number of identified sub-queries. As a more refined estimator, we introduce i N (q i , q), which considers the total number of results retrieved from the target collection for a particular sub-query q i as an indication of the importance of q i :
where n(q i ) is the total number of results retrieved for q i , and Q(q) is the set of all sub-queries derived from the initial query q. Alternatively, inspired by resource selection techniques in distributed information retrieval [14] , we devise richer importance estimators by considering the top retrieved documents for each sub-query as a sample from the resource represented by all the documents associated to that particular sub-query in the whole collection.
In particular, in this work, we investigate two effective resource selection algorithms as estimators of sub-query importance: Relevant Document Distribution Estimation (ReDDE) [15] , and Central Rank-based Collection Selection (CRCS) [16] . The ReDDE algorithm estimates the number of relevant documents contained in a given resource based on the estimated size of this resource and on the number of its documents that are ranked above a certain threshold in a centralised ranking comprising samples from all resources. We devise a ReDDE-inspired sub-query importance estimator i R (q i , q) as:
where r(d, q) is the estimated relevance of a document d with respect to the query q. Analogously, r(d, q i ) estimates the relevance of d to the sub-query q i . As above, n(q i ) is the total number of results associated with q i . Besides i U (q i , q), i N (q i , q), and i R (q i , q), we propose another way of estimating the relative importance of different sub-queries, inspired by the CRCS algorithm. CRCS ranks resources according to their estimated sizes, differing from other approaches-including ReDDE-by also considering the position (or rank) of each of the sampled documents in the centralised ranking of resource descriptions. The idea is that a document ranked higher should convey more importance of its resource than a document appearing towards the bottom of the ranking. Inspired by CRCS, we devise the i C (q i , q) importance estimator as:
where n(q i ) is as above,n(q i ) corresponds to the number of results associated to the sub-query q i that are among the top τ ranked results for the query q, with j(d, q) giving the ranking position of the document d with respect to q.
Experimental Setup
In this section, we describe our experimental setup, in order to support the investigation of the following research questions:
1. Is the explicit account of the aspects underlying a given query an effective approach for diversifying the results retrieved for this query? 2. Is our proposed framework an effective diversification approach when compared to other explicit diversification approaches? 3. Can we further improve the effectiveness of our framework by taking into account the relative importance of individual sub-queries? 4. Can we effectively derive sub-queries from the baseline ranking itself?
In the following, we detail the test collection, topics, and metrics used in our evaluation, as well as the diversification approaches to which ours is compared, including the procedure for training their parameters. The Terrier Information Retrieval platform 1 [17] is used for both indexing and retrieval.
Collection and Topics
In our experiments, we index the Financial Times of London 1991-1994, a standard test collection with 210,158 news articles. In particular, this collection was used in a diversity-oriented task investigated under the standard experimentation paradigm of the Text REtrieval Conference (TREC), as part of the TREC Interactive track in TREC-6, TREC-7, and TREC-8 [18] . The investigated task, then called "aspect retrieval", involved finding documents covering as many different aspects of a given query as possible. As part of this evaluation campaign, a total of 20 topics were adapted from the corresponding years of the TREC Adhoc track. Each topic includes from 7 to 56 sub-topics, as identified by TREC assessors, with relevance assessments provided at the sub-topic level. Figure 1 illustrates one of such topics, 353i, along with some of its identified aspects. In the example, several sub-topics were identified by the assessors for topic 353i, as shown on the right-hand side of Figure 1 . In order to test the full benefit of our explicit diversification framework, we follow Zhai et al. [7] and derive ground-truth sub-queries based on the official aspects associated to each of the TREC Interactive track topics. As discussed in Section 3, this experimental design choice allows us to simulate a best-possible sub-query generation mechanism in order to focus our attention to evaluating the diversification framework itself.
Retrieval Baselines
We evaluate the effectiveness of our framework at diversifying the rankings produced by two effective document ranking approaches as retrieval baselines, namely, BM25 [19] and the DPH hypergeometric, parameter-free model from the DFR framework [20] . On top of the initial ranking produced by either of these baselines, we compare our framework to several other diversification approaches, namely, the previously described approaches of Carbonell and Goldstein [5] , Radlinski and Dumais [9] , and Agrawal et al. [4] . In particular, as the last two make use of external resources or judgements, such as query logs or a classification taxonomy, which are not available for the test collection at hand, we simulate their best-case scenario, by considering the ground-truth sub-topics provided by the collection as input to their proposed diversification models.
Evaluation Metrics
Our analysis is based on two evaluation metrics that reward diversity, namely, α-normalised discounted cumulative gain (α-NDCG) [3] , and intent-aware mean average precision (MAP-IA) [4] , reported at two different cutoffs: 10 and 100. α-NDCG balances relevance and diversity through the tuning parameter α. The larger its value, the more diversity is rewarded. In the opposite end, when α = 0, this metric is equivalent to the normal NDCG [21] . Following Wang and Zhu [8] , we use α = 0.5, in order to give equal weights to either of these dimensions.
Differently from other evaluation metrics in the literature, MAP-IA also takes into account how well a given document satisfies each aspect underlying the initial query, as well as the relative importance of each aspect, as given by a ground-truth importance distribution. In our evaluation, we devise two variants of MAP-IA. The first of these is a uniform variant, u-MAP-IA, which considers all aspects underlying a query as equally important, so as to provide a fair ground for the approaches that do not take the aspect importance into account. The second proposed variant, i-MAP-IA, estimates an ideal importance distribution over aspects as the ratio of relevant documents that cover each aspect when compared to all documents judged relevant for the initial query, as given by the provided ground-truth relevance assessments. Note, however, that although our framework can take the relative importance of different aspects into account, it relies on different estimation mechanisms, as proposed in Section 3.2.
Training Settings
To train the interpolation parameter of our framework, as well as the one used by the approach of Carbonell and Goldstein [5] , we perform a 5-fold cross validation over the 20 topics, optimising for u-MAP-IA. The approaches of Radlinski and Dumais [9] and Agrawal et al. [4] do not require training under their simulated best-case scenario. As for our proposed clustering-based query expansion technique to uncover sub-queries from the baseline ranking, we apply the k-means algorithm on the top 1000 retrieved documents. In particular, we use k = 20 (the average number of sub-topics per considered topic), and extract the 10 most informative terms from each generated cluster as a sub-query.
Experimental Evaluation
In this section, we evaluate our framework with respect to the research questions stated in Section 4. Table 1 shows the performance of xQuAD and several baseline approaches in terms of α-NDCG, u-MAP-IA, and i-MAP-IA. In Table 1, MMR stands for the maximal marginal relevance method of Carbonell and Goldstein [5] , whereas the simulated approaches of Agrawal et al. [4] and Radlinski and Dumais [9] using the official TREC Interactive track sub-topics as input are referred to as IA-Select and QFilter, respectively. It is worth noting that although IA-Select can also consider the relative importance of the different aspects underlying the initial query, our simulated version does not take this information into account, as it is not trivial to derive an analogy for their classification scheme in this case, without relying on relevance assessments. Nonetheless, to provide for a fairer comparison, we report the performance of xQuAD using the uniform aspect importance estimator given by Equation (1) . This variant of our framework is denoted xQuAD U . All approaches are applied over the top 1000 documents retrieved by the underlying baseline ranking. Significance with respect to this ranking is given by the Wilcoxon signed-rank test. In particular, the superscript symbols ( ) and △ (▽) denote a significant increase (decrease) at the p < 0.01 and p < 0.05 levels, respectively. A second such symbol (subscript) denotes significance with respect to the strongest among the considered baseline diversification approaches.
From Table 1 , recalling our first and second research questions, we observe that xQuAD U markedly outperforms all other diversification approaches across all settings, except for the u-MAP-IA metric, when DPH is used as the baseline ranking. This attests the effectiveness of our proposed framework when compared to both the implicit diversification performed by MMR and the explicit diversification provided by IA-Select and QFilter. Moreover, xQuAD U is the only approach to consistently improve over the baseline document rankings across all settings, with significant gains in terms of α-NDCG at both cutoffs. Indeed, all other approaches perform generally worse than the baseline rankings. In particular, the performance of IA-Select is disappointing, given its simulation with the ground-truth sub-topics. Nevertheless, these differences are not significant. Next, we address our third research question, by assessing the impact of accounting for the relative importance of the different query aspects. Table 2 shows the performance of our framework using the different importance estimators introduced in Section 3.2. In particular, the subscript 'X' in xQuAD X reflects the use of the corresponding importance estimator i X (q i , q), with X ∈ {U, N, R, C} corresponding to Equations (1)- (4), respectively. Analogously to Table 1 , a superscript symbol denotes statistical significance with respect to the baseline ranking, whereas a subscript symbol denotes significance with respect to xQuAD U . From Table 2 , we first note that the variants of our framework improve over the baseline rankings in all but one case (DPH+xQuAD N , α-NDCG@100). As for our stated research question, these results show that further improvements can be attained by taking into account the estimated relative importance of the different aspects underlying a query. In particular, the results using the importance estimators inspired by resource selection techniques are promising, notably for the xQuAD C variant, which outperforms the uniform estimation variant according to all but the α-NDCG@10 metric over BM25, with gains of up to 38% in terms of u-MAP-IA. The improvements, however, are less marked when the DPH baseline is considered, in which case the variant using the uniform aspect importance estimator is surprisingly the best one. This suggests that the performance of the different variants can be highly influenced by the performance of the baseline ranking. Indeed, as the same retrieval technique is used to estimate the relevance of the retrieved documents with respect to each different aspect, it can directly impact the estimation of the importance of this aspect.
Lastly, we address the question of whether sub-queries can be effectively generated from the baseline ranking itself. This can be particularly useful in cases when additional resources, such as a query log or a taxonomy of categories over queries and documents, are not available. As discussed in Section 3.1, we propose a clustering-based query expansion technique, in an attempt to uncover terms representative of different aspects underlying a query from a clustering of the top retrieved results for this query. Table 3 shows the results of xQuAD U using sub-queries generated by the DFR Bo1 query expansion model. From Table 3 , as expected, we first observe that the obtained performances are much lower than those observed for the variants of our framework using the ground-truth sub-topics, as shown in Table 2 . Nevertheless, they are comparable to the performances attained by our competing diversification approaches using the ground-truth sub-topics, as shown in Table 1 . This suggests that investigating alternative methods for sub-query generation is a promising direction for further enhancing the performance of our framework.
Conclusions and Future Work
In this paper, we have proposed a novel framework for search result diversification. Given an initial set of documents retrieved for a query, the eXplicit Query Aspect Diversification (xQuAD) framework produces a diverse ranking by considering the relationship between the retrieved documents and the possible aspects underlying the query, explicitly modelled as sub-queries.
Using a standard test collection for the evaluation of diversity, we have shown that our framework is effective and can markedly outperform state-of-the-art diversification approaches, either implicit or explicit. Moreover, by estimating the relative importance of each of the identified aspects of a given query, we have shown that further improvements can be attained. Finally, we have proposed a clustering-based query expansion technique to demonstrate the feasibility of automatically generating sub-queries from the baseline document ranking itself.
Overall, our results attest the effectiveness of the xQuAD framework for search result diversification. As identifying meaningful sub-queries and estimating their relative importance are challenging problems in themselves, we plan to carry on our investigations in these directions, and also to evaluate our framework in a broader search scenario, such as the Web.
