Introduction
Denote T as an arbitrary nonempty closed subset of the real numbers R. The Lotka-Volterra system is mainly devoted to the study of population dynamics in mathematics. The classical two classes of species can be modeled as x 1 t x 1 t r 11 t r 12 t x 1 t r 13 t x 2 t ,
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The recently interest on ratio-dependent predator functional response calls for detailed qualitative study on ratio-dependent predator-prey differential systems. Predator-prey models where one or more terms involve ratios of the predator and prey populations may not be valid mathematically unless it can be shown that solutions with positive initial conditions never get arbitrarily close to the axis in question, that is, that persistence holds. By means of a transformation of variables, criteria for persistence are derived for two classes of such models, thereby leading to their validity. Ratio-dependent predator-prey models are favored by many animal ecologists recently involving a searching process.
Our concern in this paper is to consider both the periodic variations of the environment and the density regulation of the predators by considering account delay effect and diffusion between patches. The environments of most natural populations undergo temporal variation, causing changes in the growth characteristics of populations. One method of incorporating temporal nonuniformity of the environments in models is to assume that the parameters are periodic with the same period of the time variable. It can be modeled with the following dynamic system: where y 1 t and x 1 t denote the population density of species y and species x in patch 1, y 2 t and x 2 t represent the density of species y and species x in patch 2. Species x and y can be diffused between two patches and species y is confined to compete with species x. τ > 0 is a delay due to gestation. p i t > 0 i 1, 2 are rd-continuous ω-periodic functions and denote the dispersal rate of species y in the ith patch i 1, 2 , respectively. Recently, various continuation theorems in coincidence degree have played an important role in study the existence of periodic solutions of the Lotka-Volterra system see, e.g., 11, 23-28 . In this paper, by using the well-known Gains and Mawhin's theorem, we prove the existence of periodic solutions of competition Lotka-Volterra dynamic system 1.2 with time delay and diffusion on time scales. This paper is organized as follows. In Section 2, we present some basic definitions and results of topological degree theory. Section 3 is contributed to the proof of the main results while the last section goes to one example.
Preliminaries
Several definitions and results will be presented in this section. For more details, refer to 9, 12 .
Let ω > 0. Throughout this paper, the time scales we considered are always assumed to be ω-periodic i.e., t ∈ T Z or R implies t±ω ∈ T and unbounded above and below may be represented by k∈T 
c is named with the delta or Hilger derivative of f at t ∈ T κ and is denoted by c f δ t . 
As far as
Definition 2.3. A function f : T → R is called rd-continuous if it is continuous at right dense points in T and its left-sided limits exist finite at left dense points in T. The set of rdcontinuous functions f : T → R will be denoted by C rd T, R .
It is easy to see that every rd-continuous function has an antiderivative and every continuous function is rd-continuous.
Lemma 2.4 see 11 .
If s, t ∈ T, α, β ∈ R and f, g ∈ C rd T, R , then
Next, we introduce some results related to the topology degree theories which are crucial in our arguments 20 .
Let X and Y be two Banach spaces. Consider an operator equation:
where L : Dom L ∩ X → Y is a linear operator, N : X → Y is continuous, and λ is a parameter. Let P and Q be two projections P :
It is easy to see that L| Dom L∩ker P : I − P X → Im L is invertible, and thus we denote the inverse of this map by 
Then equation Lx Nx has at least one solution lying in
Throughout this paper, we take the following notations for convenience, and all the other notations are defined analogously:
where f ∈ C rd T, R is an ω-periodic function.
Periodic Solution
The main result is stated as follows about the existence of ω-periodic solutions.
Theorem 3.1. Suppose that
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Then the dynamic system 1.2 has at least one ω-periodic solution.
Before proving Theorem 3.1, we first give some useful lemmas. 
3.2
Proof. 
3.7
It follows that
3.8
When which means
3.10
As far as 3.6c and 3.6d are concerned, with analogue arguments above, we get 
3.13
and thus
according to the hypothesis r
which yields
3.16
Combing the inequalities 3.8 and 3.10 with 3.14 and 3.16 , from 3.1 it easily gets that
On the other hand, choose κ i 2 ∈ I ω i 1, 2 such that y 1 
which means
under the hypothesis that
When 
3.22
Combing the inequalities 3.11 with 3.20 and 3.22 , from 3.2 it easily follows that
T of the algebraic system 
where Dom L { x 1 t , x 2 t , y 1 t , y 2 t T ∈ C T, R 4 } and
3.33
where 
3.34
With the definitions above, we obtain that Lu Nu for u ∈ Dom L ∩ Γ with Im L {u ∈ Γ : I ω x i t δt 0, I ω y i t δt 0, t ∈ T, i 1, 2} and ker L R 4 which is closed in Γ, and dim ker L codim Im L 4. Therefore, L is a Fredholm mapping of index zero. Moreover, define two projections P, Q such that Im P ker L and Im L ker Q Im I − Q , where
Then Γ ker L ⊕ ker P ker L ⊕ ker Q, and choose Ψ as the identity isomorphism of Im Q to ker P . Furthermore, the generalized inverse to L exists and is given by 
3.36
Thus
3.37
Clearly 
where Therefore, all the conditions in Lemma 2.5 are fulfilled and the dynamic system 1.2 has at least one ω-periodic solution lying in Dom L ∩ Ω.
Example
Consider the following system with 20π-periodic time scale: 
