A/B Testing is the gold standard to estimate the causal relationship between a change in a product and its impact on key outcome measures. It is widely used in the industry to test changes ranging from simple copy change or UI change to more complex changes like using machine learning models to personalize user experience. The key aspect of A/B testing is evaluation of experiment results. Designing the right set of metrics -correct outcome measures, data quality indicators, guardrails that prevent harm to business, and a comprehensive set of supporting metrics to understand the "why" behind the key movements is the #1 challenge practitioners face when trying to scale their experimentation program [11, 14] . On the technical side, improving sensitivity of experiment metrics is a hard problem and an active research area, with large practical implications as more and more small and medium size businesses are trying to adopt A/B testing and suffer from insufficient power. In this tutorial we will discuss challenges, best practices, and pitfalls in evaluating experiment results, focusing on both lessons learned and practical guidelines as well as open research questions.
Target audience and prerequisites
The tutorial does not assume any prior knowledge of A/B testing and open to all researchers and practitioners in the field of data mining, statistics and data analysis, program managers, and business leaders interested in learning how to design effective metrics, get the most value from A/B testing, and make better data-driven decisions. In the later parts of the tutorial, after introducing the necessary pre-requisites, several advanced topics will be covered that will be of interest to current researchers and practitioners of A/B testing. Basic knowledge of probability and statistics is a pre-requisite.
Tutors
Xiaolin Shi is a Manager of Applied Research and Data Science at Snap Inc., where she leads a team of scientists with expertise in data mining, machine learning, statistics, and economics. She has over ten years of academic and industrial experience in data science and big data, focusing on online experimentation and metrics, data mining, computational social science, and social network analysis. Xiaolin has published at top tier data mining and data science conferences such as KDD, WWW, WSDM, SIGIR, CIKM, and was the recipient of ACM Douglas Engelbart Best Paper Award (2008 
Motivation
A/B Testing is the gold standard to estimate the causal relationship between a change in a product and its impact on key outcome measures. It is widely used in the industry to test changes ranging from simple copy change or UI change to more complex changes like using machine learning models to personalize user experience. The key aspect of A/B testing is evaluation of experiment results. Designing the right set of metrics -correct outcome measures, data quality indicators, guardrails that prevent harm to business, and a comprehensive set of supporting metrics to understand the "why" behind the key movements is the #1 challenge practitioners face when trying to scale their experimentation program [11, 14] . On the technical side, improving sensitivity of experiment metrics is a hard problem and an active research area, with large practical implications as more and more small and medium size businesses are trying to adopt A/B testing and suffer from insufficient power. In this tutorial we will discuss challenges, best practices, and pitfalls in evaluating experiment results, focusing on both lessons learned and practical guidelines as well as open research questions. [1, 3, 13] a. [4, 20, 24] ii. Untrustworthy iii. Does not tell me why [17] 2. Best practices for evaluation of the experiment results a. Estimating opportunity and developing hypothesis b. Designing the right metrics [2, 5, 16, 22] i. General properties ii. Metric taxonomy [7] 3.
Outline

Introduction to A/B testing
Data Quality metrics a. Sample Ratio Mismatch and Sample Size Proportion Mismatch [10, 25] b. Data loss metrics [12] c. Cookie churn metrics [8] 4. Success metrics a. Qualities of a good success metric [5, 9] i. Sensitivity ii. Directionality iii. Applicability iv. Evaluating success metricsdefining metrics for metrics [2] 
Related Tutorials
Some parts of the tutorial are based on or draw from past tutorials, research talks, and lectures, and we describe them below. Some topics about running A/B tests covered in this tutorial were also covered briefly in the tutorials by A. Deng, et al. [1, 7, 21] at KDD 2017 and SIGIR 2017, which focused on theory and practical lessons of running online experiments for mobile and online products at scale, and helping industrial teams and companies leading to better data-driven decisions. Two tutors of this tutorial were also part of the KDD 2017 and SIGIR 2017 tutorial. In part, this tutorial is a response to many questions we got from the participants of the 2017 tutorials about experiment evaluation and metric design which were only Tutorial WSDM '20, February 3-7, 2020, Houston, TX, USA covered briefly in a 20-minute section. Another tutorial by Roman Budylin, et al. [4] at WWW 2018 covered online metrics in one section briefly. Our proposed tutorial will expand on this topic extensively.
This proposed tutorial will go in depth and include material from the most recent and state-of-the-art work about online experimentation and evaluation of experiments by the authors, such as . Very positive response and requests for a more in-depth tutorial from those who attended the our technical talks over the past several years is one of the key motivations for the authors to submit this tutorial proposal. Although many of the state-of-the-art methodologies discussed in this tutorial involves advanced statistical techniques, the materials we are going to present have been adapted to not require advanced statistical knowledge as a prerequisite.
Format and Schedule
This is a lecture style tutorial where the tutors will discuss challenges, best practices, and pitfalls in evaluating experiment results, focusing on both lessons learned and practical guidelines as well as open research questions. Participants do not need to have their laptops. The tutorial is expected to take around 4 hours including Q&A.
The participants will be provided with links to the slide decks used in the tutorial. We will also include a list of detailed references used in the tutorial.
