This paper provides an historical overview of the theoretical antecedents leading to information theory, specifically those useful for understanding and teaching information science and systems. Information may be discussed in a philosophical manner and at the same time be measureable. This notion of information can thus be the subject of philosophical discussion and the ideas about information may be applied rigorously to a wide range of practical applications where processes are studied. Theoretical Information Science and specific Information Science applications may provide tools by which questions such as "when and what information can be produced"? can be answered, as well as how to implement a system to serve a particular commercial or other specific function. These topics are discussed, and philosophical literature that might serve as a prerequisite to learning Information Science is suggested.
Introduction
Information has been widely discussed for the past several decades, with information often being placed in relationship to phenomena such as data and knowledge. While rigorous measures of information have been proposed, leading to the science of information theory, rigorous discussions about information itself are not as common and are often inconsistent with each other. One definition of information is that it is a characteristic of the output of any process, producing information that is about the process or the information supplied to the process, or most commonly, both [1] . This definition is fully consistent with information theory. Information represents the characteristics of any output from a process, with any process serving as a channel, the core of Shannon's model of communication [2] .
Various aspects of information related phenomena and theoretical concerns are discussed below. Some ideas that lead to the development of information theory are examined historically. These theoretical concerns also allow the development and justification of claims about operations that a process may be able to perform or cannot perform. The application of information theory allows us to study implementations in Applied Information Science, for application areas where Information Science students often seek jobs, such as organizational contexts, database management, and so forth. Some specific types of models are considered, such as human communication and databases.
Mathematicians and philosophers have been conducting proofs for thousands of years. Euclidean geometry, which many of us learned in school, provides a rigorous form of proof about geometry and other mathematical systems. As these proofs grew to allow for constructions in different areas and in different ways, the proofs and mathematics and the philosophical ideas behind making proofs developed, spread and diversified. One hundred years ago, philosophers and mathematicians such as Frege, Russell, and Hilbert were studying when one could produce answers to some basic questions about proofs and the rigorous systems in which the proofs took place [3] . Information is always the result of processes that produce informative output about the input and the process, and using these philosophical and mathematical arguments about various aspects of proofs allows one to make rigorous claims about many basic questions regarding information. It can be said that the philosophy of mathematics has lead us to the philosophy of information.
By examining different aspects of information, both theoretically and in application, one can see what ideas are necessary for students to fully understand if they are to be information professionals. Below we will consider how ideas about measurable information developed, how the area of Information Science developed, and how Information may be applied to various areas often studied in Information Science.
Information and information theory
In this section, the basics of Information Theory are outlined and several measures of Information are considered. Information was discussed long before Claude Shannon began writing about it, generating the discipline of "Information Theory". Previously, information was discussed in a wide range of disciplines, and was used as a term within Bell Laboratories. Harry Nyquist [4] wrote in the Bell System Technical Journal in 1922 about the maximum speed at which intelligence could travel. He also addressed coding systems, beginning with the merits of Morse code. He described how representations, such as Morse code, were an essential part of capturing information for transmission A few years later, Ralph Hartley wrote a more general work in the same Bell System journal titled "Transmission of Information" that noted that "[i]nformation is a very elastic term"; he supported the development of a "more specific meaning" [5, p. 91] .
Shannon proposed a model of communication, describing information and a channel in ways that have become widely known [2] . A communication channel begins with a source capable of producing messages, such as the human brain. The transmitter, such as a person's vocal chords, receives the message from the source and sends the message on to the receiver through the channel, with undesirable noise being introduced from outside the channel. The receiver accepts the noisy version of the message, possibly with the eardrum acting as a receiver of sounds produced by the vocal chores of the speaker, and then forwards the received message on to the destination. We can view the source as sending messages through to the destination, just as the transmitter sends messages to the receiver. One can imagine a stack of source-destination pairs, with each using source destination pairs below it to communicate, and with the bottom pair using the physical transmitter and receiver. Shannon's seminal article also developed a number of measures of information in a variety of contexts.
Shannon wrote about messages that were transmitted down a wire or through the atmosphere using electromagnetic signals, such as one finds with radio or television signals. However, information can move through any general process using other kinds of processes and other kinds of output media. A baked cookie provides information about the ingredients used to cook it and the temperature at which it was cooked, and a child contains genetic characteristics about its biological parents, as a computer produces information at its output about its input and the program being executed.
A communicating process has a channel capacity that is determined by how much intelligence or information can move through the process without errors occurring. This upper limit represents how much can be transmitted in an error free manner, but more information may be input to the system. Exceeding this upper limit for errorfree communication will not be achieved, and a lower transmission rate is empirically found. The information capacity may be measured as the largest mutual information value obtainable between the input and the output, with mutual information defined below. The formula for the capacity linearly increases with the bandwidth, and one can solve algebraically for one variable from the other. Power is a factor in the signal to noise ratio, and the channel capacity roughly increases logarithmically with the signal to noise ratio.
One may more philosophically define information. We note that "functions and operations. . . . are all processes that generate output. The characteristics of this output constitute the information produced by that process. This information is about both the process and any inputs to the process. One might define information in an abstract manner as that which is about something" [1, p. 3] . While Shannon wrote primarily about communication circuits, largely because he worked in a laboratory that supported research and development for the American telephone systems, this process-based model applies to the information produced at the output of all processes. Generalizing from what Shannon intended to be communication circuits, his model and the measures of the amount of information that he proposed are applicable to any of the movements of information through any process, and any information that is produced at the output about the process itself and the input.
The simplest form of information is the self-information in an event, which is computed as − log(p), where p is the probability of the informative event, and all logarithms here are computed to base 2. An event that has a one in two chance of occurring, such as the information in learning that a fair coin had landed heads, produces 1 bit of information, that is, − log 2 (1/2). A 4 sided object with each surface being equally likely of being "down" will have 2 bits of self-information provided by learning that a particular side is downward. A 16 sided object with sides being displayed being equally probable will provide 4 bits of self-information when a side is displayed. These self-information values represent information when there is no longer uncertainty, that is, when there is no longer any randomness.
The weighted average of all the different self-information values possible with a particular random variable is the entropy of the random variables in an information system. A random variable here is a variable whose value is governed by a random event. As one random variable takes on a set of values, such as a coin that will only land on one of two sides, referred to as heads or tails, it will have a certain amount of uncertainty, of 1 bit, when the heads and the tails are equally probable. A coin toss, where the probability of heads is one quarter and the probability of tails is three quarters, has an entropy of 0.81 bits. This form of uncertainty is maximized for a two valued variable when the values are equal, such as when both have the probability of one half, when the entropy is 1 bit.
When comparing two random variables, such as one at the input to a process and one at the output of a process, mutual information represents the strength of the relationship between the two random variables. A statistical correlation represents the strength of association between two random variables. Similarly, the mutual information captures the strength of association between two random variables, but the amount of information one variable provides about the other is measured in bits with mutual information, unlike correlation. Mutual information has been used in applications such as computing the strength of association between terms in a database, as well as the dependence between features in machine learning contexts.
One may evaluate entropy in terms of two random variables, with the uncertainty in one variable given the second variable. The conditional entropy was referred to by Shannon as equivocation, the ambiguity in an informative signal. Given the input to a system, what uncertainty exists in the output to the system? Consider when the input to a system might totally control the output, in which case there is no uncertainty at the output, given the input. This is a situation with no noise. In a different situation, there may be a large quantity of noise, so that the output is only slightly dependent on the input, producing a high value for the equivocation measure, a high degree of uncertainty in the output given the input.
Information moves through a process at a certain speed. Given the set of messages that are transmitted from the input to the output, the information rate may be computed as the average entropy of the variables moving through the process. Measured in units such as bits per second, the rate may indicate how much useful data is moved through a process, with error correction redundancy not being included in the information rate.
Information science: Education and popularization
Information Science is a field that has developed after the work of Shannon's became widely known. Some fields have adopted some of the tools and theories devel-oped by Shannon and continue to develop the tools and theories within their own departments, such as Electrical Engineering, Computer Science, Mathematics, Statistics, Linguistics, and many other disciplines. After these adoptions, some programs that could be said informally to address "information" chose to develop programs or degrees that addressed "Information Science". For these programs, using the label "information" may have provided an entrée to areas where the perception of more academic rigor, such as that associated with Shannon's work, would enhance the status of the program. Library Science programs, for example, often added "Information Science" to school or program names, yet these programs usually had little formal study of the concept of "information" [6, 7] . Cornell University established an interdisciplinary Information Science program that had an emphasis on the use of technology. Library Science programs have largely moved toward "Information Science" as information technology programs, although the dividing line between these and computer science departments has become fuzzier over time.
Professional associations expressed this interest in transitioning to Information Science. The American Documentation Institute changed its name to American Society for Information Science, which later changed its name to American Society for Information Science and Technology and then the Association for Information Science and Technology. Clearly, there is an increased emphasis on technology, and one might assume a decrease in both the rigorous and the non-rigorous study of information. Many of these academic programs have changed their names and are referred to colloquially as "I Schools", with the emphasis in these programs being on technology, less on information, and even less on measureable information, such as Shannon's information.
Theoretical information science
Mathematical and philosophical antecedents to Information Theory, and therefore Theoretical Information Science, are discussed below. Ultimate questions about the theory of Information Science for information professionals may include "what information can be produced"? and "how or when can this information be produced"? as well as "what information cannot be produced"? and "why not"? Applied Information Science then addresses how this information may be used in particular situations. Theoretical Information Science examines the basic nature of relationships that exist between the inputs to a process, the process itself, and the outputs of the process. We can say that the output of the process provides information "about" the process and the input to the process. What information may be produced, and when may it be produced can indicate when a particular process produces certain information and ideally "why". Processes may be modelled as Turing did, with what is referred to as a Universal Turing Machine (UTM) [8] . Turing developed the UTM as a model of processing that could be used in showing what could be processed, what could not be processed, or what could not be always shown to be produced as informative output from a process. Informative processes also may be modelled using Church's lambda calculus [9] , which helps formalize operations within functions and the variables within these functions.
One can begin the studies of questions that will eventually allow us to address the nature of Information Science by considering the works of Bertrand Russel, Alfred North Whitehead, and Gottlob Frege [1] . Frege began formalizing a system for mathematics that appeared to be a major movement forward in mathematics. Russell commented on Frege's magnum opus, noting that there was a basic inconsistency between one of Frege's fundamental rules and the rest of his system. While Frege tried to address this inconsistency, he acknowledged that there appeared to be a major problem, suggesting that some basic mathematical systems might have inconsistencies in them, which was a major shock to those who relied on mathematical foundations. The study of consistency is important because the basic nature of consistency between the processes, their input, and their output is critically important in an information world. While inconsistency may be informally understood by anyone who has made a mistake on a mathematical proof, formal methods for examining consistency and inconsistency provide a new set of tools for the analysis of information and information systems.
David Hilbert, a renowned mathematician, developed a number of questions addressing the foundations of mathematics. In a famous 1928 talk in Italy, he suggested the importance of determining whether a mathematical system was both consistent (Frege's system wasn't consistent) and also decidable, that is, every statement in the language can be analyzed by an algorithm and determined to be either true or false [10] . While Emil Post, a major America scholar who published relatively little earlier in his life, describes some decidability results in the 1920s in his doctoral dissertation, much of his work was not widely disseminated for many years [11] . Decidability in the information world means that there is an algorithm, or informative process, that can determine whether every informative statement in a process can be determined to be true or false. This is a very powerful tool for those wishing to show that information systems are consistent or inconsistent and also decidable or not decidable. For example, when can a computer algorithm executing an artificial intelligence information processing application show the results to be true or not to be true or consistent?
Godel was able to finally address some of these problems through a beautiful insight that represented an addition to earlier work by the mathematician Cantor [8, 10] . Godel developed a method by which a mathematical statement could be encoded as a number. Every number or symbol could be represented as a number, with, for example, a symbol such as equality ("=") encoded with a "1", a plus sign as a "2", a minus as a "3", and so forth. The first symbol might be placed in the "1"s column, the second symbol in the "10"s column, the third in the "100"s column, and so forth. Now consider making a new statement that is not in the original set. We can do this by making the first symbol of the new statement different than the first symbol of statement number one, we make the second symbol of the new statement something other than the second symbol of the second statement, and generally, the n th symbol of the new statement is something other than the n th symbol of the n th statement. This new statement (or value) is thus a statement that is guaranteed to not be part of the original set of statements. This is referred to as a diagonalization argument.
Once a set of formulas can be translated into a set of numbers, Godel was able to use these to develop his Incompleteness Theorems [8, 10] . Note that a proof, argument, or process may be viewed as a statement or set of operations, such as a statement in a diagonalization argument. Informally, the First Incompleteness Theorem suggests that in many sets of statements, essentially a formal system that can perform some arithmetic, there are statements that can't be proved or disproved. If we understand a proof as a statement of a certain form that such a proof would have a particular outcome, and using the diagonalization argument, Godel was able to argue that certain systems were inherently incomplete. Godel's Second Incompleteness Theorem argues that a consistent system cannot prove that it is consistent within the system. Each of these theorems provides an argument that certain kinds of statements or information cannot be produced in some consistent systems.
Based to some extent on the earlier work of Godel, Alan Turing developed a formal model of computation that moved the study of informative processes to include the study of computers. Turing proposed a model for computation with a processor and memory on an infinite tape that could be read and written on and moved left or right, allowing a new tape position to be read or written. Now referred to as a Universal Turing Machine, this device may be studied formally. Turing was able to prove that some problems cannot be shown to halt when executed on a Universal Turing Machine, that is, it is undecidable whether a Universal Turing Machine halts in all cases. Many different variants on Universal Turing Machines have been proposed and studied, many with different halting characteristics, including infinite or finite tapes, as well as analog components such as a tape that can record analog signals. An additional digital tape can be used to model the arrival of new data from the outside the system. A system of informative processes that can be simulated on a Universal Turing Machine is said to be Turing Complete.
Alonzo Church, working around the same time as Turing, proposed a model of processing using lambda calculus statements. By examining whether one process could determine whether two sets of statements in lambda calculus were equivalent, he was able to model processing in a manner similar to but clearly different than Turing. Because of this, the Church-Turing hypothesis was developed, suggesting that anything that can be shown to be complete or to not complete by Church's lambda calculus methods can similarly be shown to complete or not complete using Turing's methods. These equivalence methods are useful for examining information processing systems that naturally appear to be a "better fit" with one kind of processing, e.g., lambda calculus, than another, e.g., Universal Turing Machines. Additionally, the Church-Turing hypothesis examines an informal model of an effectively calculable function, and further suggests that the hypothesis itself cannot be formally proven.
Theoretical Information Science can be used to describe the many constraints that exist on information systems. The study of Information Science depends on the ideas developed by philosopher/mathematicians, ranging from Russell to Turing and Church, and an appreciation of these ideas is critical to the understanding of the science of information.
Applying information science
Applied Information Science is the study of individual processes and their outputs, with specific capabilities and problems in specific domains. For example, a computer program that adds a set of numbers to produce their sum might exist in a business application or it might compute a sum in an engineering environment.
Students who learn Applied Information Science gain knowledge that they hope will result in easier job placement and higher salaries in jobs upon graduation. Often employers will train new hires to use the information processes currently implemented in that organization, addressing particular choices that the organization has made about procedures, software, and so forth. Successful completion of any education in the area signals to the prospective employer that the student has the ability to learn this kind of material and has made a commitment to learning this form of material.
Students who learn Theoretical Information Science gain a general knowledge about processes and the nature of the outputs. This can produce a general knowledge that can lead to the management of information systems of a particular form. By taking courses studying both the general nature of processes and the output, as well as specific types of processes found in the areas where students desire employment, students are able to appreciate information systems and take a leadership role in designing, developing, controlling, and managing such systems.
Applying the general model of information
In what follows, we discuss common Information Science contexts within the general model of Information outlined in this article. A general model of Information Science that all students need to know and understand thoroughly is that processes and their input produce information and that the information is about the process and any input. Understanding information in any particular circumstances implies that one understands the process that takes place as well as the input to the process. Being able to qualitatively analyze such a system means that one can appreciate in a number of ways that input and processes produce information, along with ideally possessing some experiential feelings for what occurs. All students of Information Science should also be able to explain what occurs in an information system in terms of the quantity of input and output using measures such as conditional entropy and mutual information, particularly given information and failures in the processing system. Understanding the rate of information flow from the input to the output is also valuable in many practical circumstances.
A focus on particular academic paradigms for information processing may be useful for the applied study of information. Computer science may be defined as "the study of the theory, experimentation, and engineering that form the basis for the design and use of computers" or "the study of automating algorithmic processes that scale" [12] . Models of processing by Turing and Church, as described above, are widely discussed in Computer Science. These are often used as the basis for studying information as it moves through computers. Similarly, data communication is often modelled using information theoretic techniques initially proposed by those at Bell Labs, including Claude Shannon [2] . As the Internet has become the core of communication systems, many voice and other forms of human communications now move through digital Internet based systems rather than through older, analog systems.
One of the application domains of the study of information in "Information Science" programs is Human-Computer Interfaces, or Socio-Technical systems. As humans use computers, information flows back and forth from the computer, which may prompt the user to enter information, with the user then providing information that flows into the computer in the form of a query or data or feedback based on previous information provided by the computer. Both sides of the "conversation" need to supply information, but they both provide information and receive information in different ways. For example, how does one scan a screen to look for provided information. How does a human enter a query, or what is the "language" that the user can generate that the computer will be able to understand? What terms will help computers locate the sought object if a query is entered? If a human enters too many words because it is an area in which one is a specialist, the system is likely to retrieve many irrelevant items.
Organizational informational systems often perform some functions that are common throughout a range of organizations. For example, payroll systems provide money to employees, whether the organization is non-profit or a for-profit organization. Accounting systems exist in most organizations, although very different kinds of accounting systems are used in high tech companies, service industries, nonprofits, and so forth. Other systems might handle organizational finances or benefits for employees. Organizational processes are usually well understood by specialists in the particular area, for example, many accountants can explain why a particular organization chooses to use a particular form of accounting, while many finance professors can explain the different models of organizational economic growth that companies might use with their cash-on-hand.
While many quantitative systems function similarly across organizations, knowledge management systems often differ from one organization to another. Such a system captures the knowledge held by employees, with the system recording procedures that may not be documented elsewhere. End-of-year procedures for accounting and payroll, for example, occur only once a year, and with turnover and promotions, the person responsible during a given year may have never processed this data before or may have only once or twice before. A knowledge management system would record this information in many organizations by rewarding employees who contribute procedural information to the system. Many employees choose not to reveal all that they know, as revealing everything might make an employee dispensable.
Organizational systems often contain databases, where information may be studied in structured and unstructured representations An example of structured data might be a telephone directory, where names are listed in alphabetical order, and one can, once finding the correct name, determine the telephone number. A telephone directory has data in columns, with each column or data attribute serving a particular function. With a structured table of data, the key is the entry point for each entry, with keys in a table often ordered alphabetically or numerically. All columns in a table have entropy, or the variation or uncertainty in that particular attribute. When each key is unique within the table, the conditional entropy or uncertainty of any given non-key attribute, given the key attribute, is 0, implying that there is no uncertainty present about the non-key attribute once we know the key, which is knowing which row in the table we are in. This is because there is no uncertainty about any given attribute given the key, as the key totally determines what the other values will be. When each human has a unique identifying number, knowing this number would be used to fully determine attributes in a data table such as what one's hair color is or how tall one is or one's telephone number, if one has a single telephone number. Searching for zero or lower conditional entropies serves as a method for identifying keys in structured data. As another example, consider a table of house addresses and the color of the house. Here the conditional entropy of the house color given the house address will be 0 as there is no uncertainty about the house color if we have the address, but if we know the house color, it could still be many different addresses, so the conditional entropy of the key given the non-key attribute would be greater than 0 as there is still considerable uncertainty about the value of the key given the house color.
Unstructured data is data without columns, providing information about the nature of particular entries. A painting may be very complex, with many different interpretations being made by experts about what the painting "means" or is "about". For example, the question as to whether the Mona Lisa is smiling remains an open question. Music may similarly be unstructured, as is natural language text.
Humans communicate with each other, through one-to-one communication, and to large numbers of individuals, through broadcasting. All of these exhibit a hierarchical model of communication. One communicates on several different levels, both figuratively and actually. If two people are talking to each other, there is a process by which the vibrations in the vocal chords produces a corresponding set of vibrations in the listener's eardrum. The speaker makes particular sets of vibrations that represent specific words in the language of the conversation. The recipient needs to interpret the sets of vibrations as specific phonetic sounds that together form a word in the language. This natural language component provides a conceptual communication process that, in turn, uses the physical level process by which vocal chords communicate with nearby eardrums. At a higher level in the hierarchy of communication processes, the speaker has meaning that they attempt to transmit to the listener, with the meaning arriving in the brain of the listener. This occurs by the meaning producing process generating information that is processed by the natural language process which in turn uses the vocal chord vibration process.
Humans also communicate in a one-to-many fashion by broadcasting. While mass media is often referred to as a broadcast media, other forms of communication used by humans serve as forms of broadcasting, whether using social media services or posting a note for a small group of people on a board. Various forms of broadcasting are discussed in a range of disciplines located in different academic disciplines, ranging from electrical engineering graduates working as broadcast engineers, sociologists studying social network, and marketing faculty who examine how to produce and provide a memorable message for listeners.
Philosophical prerequisites to learning information science
There are a range of philosophical issues associated with learning Information Science; we have discussed a few fundamental ones above. Students who master these issues have a better appreciation of the theoretical and practical issues associated with different aspects of information operations. Many of these issues provide a bridge between Philosophy and other disciplines; understanding these bridging issues may benefit the Information Science student who wishes to advance, through knowledge of the philosophical underpinnings of Information Science and in the applications of information to human and automated systems.
There have been many discussions about the place of information in Information Science and the philosophy of both Information and of Information Science [6, 7] . For example, Losee's Information from Processes [1] discusses how information is provided by the output characteristics from a process, providing a model of information that is completely consistent with Shannon's measures of information. Other recent philosophical discussions are provided by Floridi [13] and Dinneen and Brauner [14] who describe more semantically oriented views of information.
In modeling communication, Shannon's article "A Mathematical Theory of Communication" [2] drove information theory from one article into a major social science modeling tool within a few years. In particular, it was seen as providing the basis for studying human communication, and was popular in the human communication domain for a few years before communication scholars began to widely accept that they often studied other things beyond what Shannon covered. Colin Cherry addressed information theory in the broader and more philosophical context of human communication, with Cherry's work going through several editions [15] . More recently, human communication scholar David Ritchie pointed out some of the reasons why Shannon's work was misunderstood by communication scholars but also why it was not a perfect fit with the needs of human communication specialists [16] . Scholars in other communication related areas, such as Cognitive Psychology and Perceptual Psychology, have used Information Theory for smaller problems in these domains. The philosophy of language is elegantly surveyed by Soames [17] , beginning with some of the people described above, such as Frege and Russell.
Several of the works above also describe how logic and probability are addressed in the context of information and philosophy, with logic being described by models addressing statements, such as semantic models, and with probabilistic models being described by Shannon-consistent models. The issues associated with these areas that neighbor mathematics are beautifully summarized by Rebecca Goldstein [8] when she discussed issues such as completeness and incompleteness, consistency, incompleteness, and decidability.
Many disciplines have philosophical bridging literature, such as Philosophy of Business, Philosophy of Sociology, and so forth. Many Information Science programs emphasize certain areas, often due to fads or opportunities that lead programs toward certain "hot topics", such as Data Sciences or Medical Informatics, and away from others. Information Science students in these programs need to be acquainted with the philosophical literature in areas associated with those domains that represent strengths of the programs in which the students are learning.
Summary
Information can be studied many different ways. Philosophical tools, as well as mathematical tools that are rooted in philosophical concerns, have been used by scholar such as Godel, Church, and Turing to lead to the development of computers and to the growth of the field of Information Science. We have examined these philosophical ideas and shown how they may be applied to advance Information Science. We have also suggested some types of philosophical literature that may be provided to Information Science students to help them learn some of the basic prerequisites for a mature understanding of Information.
