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This paper deals with the Keller–Segel model{
ut = u − χ∇ · (u∇v), x ∈ Ω, t > 0,
vt = v − uv, x ∈ Ω, t > 0,
under homogeneous Neumann boundary conditions in a smooth bounded domain Ω ⊂
R
n , n  2, with nonnegative initial data (u(·,0), v(·,0)) ∈ (W 1,r(Ω))2 (for some r > n),
‖u(·,0)‖L1(Ω) > 0 and ‖v(·,0)‖L∞(Ω) > 0. This model describes bacteria movement toward
the concentration gradient of the oxygen that is consumed by the bacteria. It is proved that
if
0<χ  1
6(n + 1)‖v(·,0)‖L∞(Ω)
then the corresponding initial–boundary value problem possesses a unique global solution
that is uniformly bounded.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with the global existence and the boundedness of solutions to the chemotaxis system
⎧⎪⎪⎨
⎪⎪⎩
ut = u − χ∇ · (u∇v), x ∈ Ω, t > 0,
vt = v − uv, x ∈ Ω, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
for the unknown u = u(x, t) and v = v(x, t) which denote bacteria density and oxygen concentration, respectively. Here
χ > 0 is a parameter referred to as chemosensitivity, Ω ⊂ Rn (n  2) is a bounded domain with smooth boundary, u0
and v0 are given nonnegative functions, and ∂ν denotes the differentiation with respect to the outward normal derivative
on ∂Ω .
In 1971, Keller and Segel [15] proposed the following well-known one-dimensional Keller–Segel model
{
ut = uxx − χ
(
uv−1vx
)
x,
vt = εvxx − u f (v),
(1.2)
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bacteria to the oxygen concentration gradient) observed in experiment [1]. In model (1.2), ε > 0 denotes the diffusion
coeﬃcient of the oxygen, and f (v) is a kinetic function describing the chemical reaction between bacteria and the oxygen.
When ε = 0 and f (v) = α > 0, the existence of traveling wave solutions of (1.2) was established by Keller and Segel
themselves [15]. When ε > 0 and f (v) = α > 0, the existence and linear instability of traveling solutions of (1.2) were
proved by Nagai and Ikeda [20]. When ε > 0 and f (v) = αv (α > 0), Li and Wang [18] recently established the existence
and the nonlinear stability of traveling wave solutions to a system of conservation laws which is transformed from model
(1.2) by a change of variable via w = −v−1vx = −(ln v)x , which was initially introduced by Wang and Hillen in [27]. Model
(1.1) can be regarded as the higher-dimensional version of model (1.2) with f (v) = v and signal-independent sensitivity.
To describe the motion of oxygen-driven swimming bacteria in an incompressible ﬂuid, Tuval et al. [26] proposed the
following coupled Keller–Segel–Navier–Stokes model
⎧⎪⎪⎨
⎪⎪⎩
ut + V · ∇u = u − ∇ ·
(
uχ(v)∇v),
vt + V · ∇v = v − u f (v),
Vt + V · ∇V + ∇pe − ηV + u∇φ = 0,
∇ · V = 0,
(1.3)
where, as before, u and v denote the bacterium density and the oxygen concentration, respectively, and V represents
the velocity ﬁeld of the ﬂuid subject to an incompressible Navier–Stokes equation with pressure pe and viscosity η and
a gravitational force ∇φ. The function χ(v) measures the chemotactic sensitivity, f (v) is the consumption rate of the oxygen
by the bacteria, and φ is a given potential function. In model (1.3), bacteria and the oxygen are transported with the ﬂuid.
Lorz [19] proved local existence of solutions to (1.3), whereas the authors in [9] proved global existence of classical solutions
near constant states in three space dimensions. When the nonlinear convective term V · ∇V is ignored (i.e., V · ∇V ≡ 0)
in the third equation of (1.3), the authors in [9] proved global existence of certain weak solutions to the corresponding
Keller–Segel–Stokes model in two space dimensions under suitable smallness assumptions on either φ or v(·,0). When the
nonlinear convective term V · ∇V is ignored in the third equation of (1.3) and the diffusion term u in the ﬁrst equation of
(1.3) is replaced by a porous medium-type diffusion term um , Tao and Winkler [25] recently proved that global bounded
weak solutions exist whenever m > 1 and initial data (u0, v0, V0) are suﬃciently regular satisfying u0  0 and v0  0. This
extends a previous result by Di Francesco, Lorz and Markowich [8] which asserts global existence of weak solutions under
the constraint m ∈ ( 32 ,2]. If the ﬂow of ﬂuid is ignored (i.e., V ≡ 0) or the ﬂuid is stationary, then model (1.3) with f (v) = v
and χ(v) = const. := χ yields the fundamental chemotaxis model (1.1). To better understand model (1.3), it is necessary to
ﬁrst study model (1.1), which is the focus of the present work.
Before stating our main results on model (1.1), we should mention the following classical Keller–Segel model [16]
⎧⎪⎪⎨
⎪⎪⎩
ut = u − ∇ · (u∇v), x ∈ Ω, t > 0,
vt = v − v + u, x ∈ Ω, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.4)
where u denotes the cell density and v represents the concentration of the chemical signal secreted by cells. Model (1.4)
is known to describe the aggregation of the paradigm species Dictyostelium discoideum [16], and it is believed to be present
in many biologically meaningful chemotactic processes [12]. Model (1.4) has been extensively studied during past three
decades. If n = 1, then all solutions of (1.4) are global in time and bounded [23]; if n = 2 and ∫
Ω
u0 < 4π , then the solution
will be global and bounded [21]; if n  3 and ‖u0‖Ln/2+δ(Ω) and ‖∇v0‖Ln+δ(Ω) are small for any δ > 0, then the solution is
global and bounded [28]. Roughly speaking, under suitable smallness assumptions on the initial data u0 and v0, the solution
to (1.4) is global and bounded in higher dimensions (n  2). On the other hand, if n = 2, then for almost every M > 4π
there exist smooth initial data (u0, v0) with
∫
Ω
u0 = M such that corresponding solution of (1.4) blows up either in ﬁnite
or inﬁnite time [13] and that the radially symmetric solutions may even blow up in ﬁnite time [11]; if n  3, then for all
M > 0 there exist initial data with
∫
Ω
u0 = M such that the radially symmetric solution will be unbounded [28].
The main difference between model (1.1) and model (1.4) is that the signal in the former is consumed by cells whereas
the signal in the latter is produced by cells. The present study shows that model (1.1) may possess some properties which
are quite different from those of model (1.4). More precisely, our main result reads as follows.
Theorem 1.1. If n  2, the initial data u0 and v0 are nonnegative, (u0, v0) ∈ (W 1,r(Ω))2 for some r > n, ‖u0‖L1(Ω) > 0,
‖v0‖L∞(Ω) > 0 and
0<χ  1
6(n + 1)‖v0‖L∞(Ω) , (1.5)
then (1.1) possesses a unique global classical solution that is bounded in Ω × (0,∞).
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global and bounded in higher dimensions (n 2); on the other hand, it is well known that there exist blow-up solutions to
model (1.4) in higher dimensions for large initial data u0. However, Theorem 1.1 shows that the global existence or blow-up
of solutions to model (1.1) is independent of the initial data u0. Unfortunately we have to leave open here the question that
whether there exists a blow-up solution to model (1.1) in higher dimensions for large initial data v0 or large chemotactic
parameter χ such that (1.5) does not hold.
A key step of the proof of our main results is to establish a bound for u(·, t) in Ln+1(Ω). To this end, we need to
estimate
∫
Ω
un+1ϕ(v) with some weight function ϕ(v) which is uniformly bounded both from above and below by positive
constants. This approach was developed by Winkler in [29] for studying a chemotaxis system which can be regarded as an
extension of model (1.4) with signal-dependent sensitivity. The choice of the weight function is crucial and technical for the
proof of the results in [29]. However, the weight function ϕ(v) chosen in the present paper greatly differs from that in [29]
due to that model (1.1) and the model studied in [29] are different as explained before.
2. Local existence
The following statement concerning local existence of classical solution can be proved by well-established methods
involving standard parabolic regularity theory [3] and an appropriate ﬁxed point framework (for details see [14,29,30]
or [5], for instance).
Lemma 2.1. Let u0 and v0 be nonnegative and satisfy (u0, v0) ∈ (W 1,r(Ω))2 for some r > n. Then problem (1.1) has a unique local in
time classical solution
(u, v) ∈ (C([0, Tmax);W 1,r(Ω))∩ C2,1(Ω¯ × (0, Tmax)))2,
where Tmax denotes the maximal existence time. Moreover, u and v satisfy the inequalities
u  0 and 0 v  ‖v0‖L∞(Ω) in Ω × (0, Tmax); (2.1)
if for each T > 0 there exists a constant C(T ) (depending on T and ‖(u0, v0)‖W 1,r(Ω) only) such that∥∥(u(t), v(t))∥∥L∞(Ω)  C(T ), 0< t <min{T , Tmax}, (2.2)
then Tmax = +∞; and the total mass of u evolves according to the identity∥∥u(t)∥∥L1(Ω) = ‖u0‖L1(Ω) for all t ∈ (0, Tmax). (2.3)
Proof. As done in [4,7], let ω = (u, v) ∈R2. Then the system (1.1) can be reformulated as the following triangular system:⎧⎪⎪⎨
⎪⎪⎩
ωt = ∇ ·
(
A(ω)∇ω)+F(ω),
∂ω
∂ν
= 0 on ∂Ω × [0,+∞),
ω(·,0) = (u0, v0) in Ω,
(2.4)
where
A(ω) =
(
1 −χu
0 1
)
, F(ω) =
(
0
−uv
)
.
Then, Theorems 14.4 and 14.6 of [3] are applicable. The ﬁrst one says that there exists a unique maximal weak W 1,r-
solution. The second one asserts that the solution is a classical solution and the equation is veriﬁed point-wise.
Furthermore, if (2.2) holds, then we can invoke Theorem 15.5 of [3] to conclude that Tmax = ∞.
Finally, (2.1) follows from the maximum principle [17], whereas (2.3) immediately result upon integration. 
Before closing this section, we note that if we prescribe more stringent conditions on the initial data, such as
(u0, v0) ∈ C2+γ0 (Ω¯) with 0 < γ0 < 1, then one can directly and easily establish the local existence in the function space
C2+γ0,(2+γ0)/2(Ω ×[0, T0]) for some small T0 > 0 by a ﬁxed point argument without employing the abstract Amann’s theory
(cf. [24], for instance).
3. Proof of the main results
The main step towards global existence and boundedness of solutions is to establish uniform bound of the bacteria
density u(·, t) in the space Ln+1(Ω). This is accomplished by estimating some associated weighted integral ∫
Ω
un+1ϕ(v)
with a weight function ϕ(v) which is uniformly bounded from above and below by positive constants.
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(1.1) satisﬁes
∥∥u(·, t)∥∥Ln+1(Ω)  C for all t ∈ (0, Tmax). (3.1)
Proof. Set
k := n + 1, β :=
√
n
24(n + 1) ·
1
‖v0‖L∞(Ω)
and deﬁne
ϕ(s) := e(βs)2 for all 0 s ‖v0‖L∞(Ω).
By direct calculation we obtain from (1.1) that
1
k
d
dt
∫
Ω
ukϕ(v) =
∫
Ω
uk−1ϕ(v)ut + 1
k
∫
Ω
ukϕ′(v)vt
=
∫
Ω
uk−1ϕ(v)u −
∫
Ω
uk−1ϕ(v)χ∇ · (u∇v) + 1
k
∫
Ω
ukϕ′(v)v − 1
k
∫
Ω
uk+1vϕ′(v)
= −(k − 1)
∫
Ω
uk−2ϕ(v)|∇u|2 −
∫
Ω
uk−1ϕ′(v)∇u · ∇v
+χ(k − 1)
∫
Ω
uk−1ϕ(v)∇u · ∇v + χ
∫
Ω
ukϕ′(v)|∇v|2
−
∫
Ω
uk−1ϕ′(v)∇u · ∇v − 1
k
∫
Ω
ukϕ′′(v)|∇v|2 − 1
k
∫
Ω
uk+1vϕ′(v).
Since v  0 and ϕ′(s) 0 for all s 0, we thus have
1
k
d
dt
∫
Ω
ukϕ(v) + (k − 1)
∫
Ω
uk−2ϕ(v)|∇u|2 + 1
k
∫
Ω
ukϕ′′(v)|∇v|2
−2
∫
Ω
uk−1ϕ′(v)∇u · ∇v +χ(k − 1)
∫
Ω
uk−1ϕ(v)∇u · ∇v + χ
∫
Ω
ukϕ′(v)|∇v|2. (3.2)
By Young’s inequality,
−2
∫
Ω
uk−1ϕ′(v)∇u · ∇v  k − 1
4
∫
Ω
uk−2ϕ(v)|∇u|2 + 4
k − 1
∫
Ω
uk
ϕ′2(v)
ϕ(v)
|∇v|2
and
χ(k − 1)
∫
Ω
uk−1ϕ(v)∇u · ∇v  k − 1
4
∫
Ω
uk−2ϕ(v)|∇u|2 + χ2(k − 1)
∫
Ω
ukϕ(v)|∇v|2.
Thus, (3.2) yields
1
k
d
dt
∫
Ω
ukϕ(v) + k − 1
2
∫
Ω
uk−2ϕ(v)|∇u|2 + 1
k
∫
Ω
ukϕ′′(v)|∇v|2
 4
k − 1
∫
Ω
uk
ϕ′2(v)
ϕ(v)
|∇v|2 +χ2(k − 1)
∫
Ω
ukϕ(v)|∇v|2 + χ
∫
Ω
ukϕ′(v)|∇v|2. (3.3)
Next we show that the three terms on the right-hand side of (3.3) are dominated by 1k
∫
Ω
ukϕ′′(v)|∇v|2. To this end, we
ﬁrst compute
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k − 1
ϕ′2(s)
ϕ(s)
= 4
k − 1 · 4β
4s2e(βs)
2
,
I2(s) := χ2(k − 1)ϕ(s) = χ2(k − 1)e(βs)2 ,
I3(s) := χϕ′(s) = 2χβ2se(βs)2
and
I4(s) := 1
k
ϕ′′(s) = 1
k
· 2β2e(βs)2 + 1
k
· 4β4s2e(βs)2
for s 0. Then, using 0 v  ‖v0‖L∞(Ω) and assumption (1.5), we estimate
I1(v)
1
3 I4(v)

4
k−1 · 4β4v2e(βv)
2
1
3 · 1k · 2β2e(βv)2
= 24k
k − 1 (βv)
2
 24(n + 1)
n
· (β‖v0‖L∞(Ω))2
 1, (3.4)
I2(v)
1
3 I4(v)
 χ
2(k − 1)e(βv)2
1
3 · 1k · 2β2e(βv)2
= 3k(k − 1)χ
2
2β2
 3n(n + 1)
2
· 24(n + 1)‖v0‖
2
L∞(Ω)
n
· 1
36(n + 1)2‖v0‖2L∞(Ω)
= 1 (3.5)
and
I3(v)
1
3 I4(v)
 2χβ
2ve(βv)
2
1
3 · 1k · 2β2e(βv)2
= 3kχ v
 3(n + 1) · 1
6(n + 1)‖v0‖L∞(Ω) · ‖v0‖L
∞(Ω)
= 1
2
< 1. (3.6)
From (3.3)–(3.6) we ﬁnd that
1
k
d
dt
∫
Ω
ukϕ(v) + k − 1
2
∫
Ω
uk−2ϕ(v)|∇u|2  0 (3.7)
for all t ∈ (0, Tmax). Note that for all 0 v  ‖v0‖L∞(Ω) we have
1 ϕ(v) e(β‖v0‖L∞(Ω))2 := b > 1. (3.8)
Hence,∫
Ω
uk−2ϕ(v)|∇u|2 
∫
Ω
uk−2|∇u|2
= 4
k2
∫
Ω
∣∣∇u k2 ∣∣2. (3.9)
On the other hand, we obtain from (3.8), (2.3) and the Gagliardo–Nirenberg inequality (cf. [10] or [22], for instance) that
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Ω
ukϕ(v) b
∫
Ω
uk
= b∥∥u k2 ∥∥2L2(Ω)
 b
(
c1
∥∥∇u k2 ∥∥aL2(Ω)
∥∥u k2 ∥∥1−a
L
2
k (Ω)
+ c2
∥∥u k2 ∥∥
L
2
k (Ω)
)2
 2b
(
c21‖u0‖k(1−a)L1(Ω)
∥∥∇u k2 ∥∥2aL2(Ω) + c22‖u0‖kL1(Ω)
)
(3.10)
holds with some positive constants c1, c2 and
a =
k
2 − 12
k
2 + 1n − 12
∈ (0,1). (3.11)
This, along with Young’s inequality, yields
∥∥∇u k2 ∥∥2aL2(Ω) 
∥∥∇u k2 ∥∥2L2(Ω) + 1. (3.12)
Combining (3.10) and (3.12) we obtain∫
Ω
ukϕ(v) c3
∥∥∇u k2 ∥∥2L2(Ω) + c4, (3.13)
where c3 := 2bc21‖u0‖k(1−a)L1(Ω) > 0 and c4 := c3 + 2bc22‖u0‖kL1(Ω) > 0 due to ‖u0‖L1(Ω) > 0. Hence, combining (3.9) and (3.13)
entails that∫
Ω
uk−2ϕ(v)|∇u|2  c5
∫
Ω
ukϕ(v) − c6 (3.14)
where c5 := 4k2c3 > 0 and c6 :=
4c4
k2c3
> 0. Inserting (3.14) into (3.7) we obtain
1
k
d
dt
∫
Ω
ukϕ(v) + (k − 1)c5
2
∫
Ω
ukϕ(v) (k − 1)c6
2
,
which entails that∫
Ω
ukϕ(v) c6
c5
+ b
∫
Ω
uk0 := c7, (3.15)
where c7 is independent of Tmax . This, along with (3.8), yields (3.1). 
Before deriving a uniform bound on u, let us ﬁrst collect two well-known facts concerning the Laplacian in Ω equipped
with homogeneous Neumann boundary conditions (cf. [14], for instance). Firstly, the operator − + 1 is sectorial in Lp(Ω)
and therefore possesses closed fractional powers (−+ 1)θ , θ ∈ (0,1), with dense domain D((−+ 1)θ ). If p ∈ [1,∞] and
q ∈ (1,∞) then with some constant c > 0, for all w ∈ D((− + 1)θ ) we have
‖w‖W 1,p(Ω) 
∥∥(− + 1)θw∥∥Lq(Ω), provided that 1− np < 2θ −
n
q
. (3.16)
Moreover, for p < ∞ the associated heat semigroup (et)t0 maps Lp(Ω) into D((− + 1)θ ) in any of the spaces Lq(Ω)
for q p, and there exist c > 0 and γ > 0 such that the Lp − Lq estimate
∥∥(− + 1)θet(−1)w∥∥Lq(Ω)  ct−θ− n2 ( 1p − 1q )e−γ t‖w‖Lp(Ω) for all w ∈ Lp(Ω) (3.17)
holds.
There are two well-established methods to establish a uniform bound on u in the literature: One way to derive such
L∞ bounds is based on the iterative technique of Moser and Alikakos (cf. [2] or [6], for instance); the other uses semigroup
arguments (cf. [14] or [28], for instance). Both techniques are standard; however, for completeness, we present a short proof
here by a combination of the above two arguments. We ﬁrst use the semigroup argument to establish a uniform bound on
∇v , then employ the iterative technique to derive a uniform bound on u.
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(1.1) satisﬁes∥∥u(·, t)∥∥L∞(Ω)  C for all t ∈ (0, Tmax). (3.18)
Proof. In view of Lemma 2.1 it is suﬃcient to prove that for any τ ∈ (0, Tmax),∥∥u(·, t)∥∥L∞(Ω)  C(τ ) for all t ∈ (τ , Tmax) (3.19)
holds with some c(τ ) > 0. To this end, we ﬁx τ ∈ (0, Tmax) such that τ < 1, pick θ ∈ ( 2n+12n+2 ,1), and let q := n+ 1. Then from
the representation formula
v(·, t) = et(−1)v0 +
t∫
0
e(t−s)(−1)
(
1− u(·, s))v(·, s)ds, t ∈ (0, Tmax),
we obtain in view of (2.1), (3.16), (3.17) and Lemma 3.1∥∥v(·, t)∥∥W 1,∞(Ω)  c
∥∥(− + 1)θ v(·, t)∥∥Lq(Ω)
 ct−θe−γ t‖v0‖Lq(Ω) + c
t∫
0
(t − s)−θe−γ (t−s)(1+ ∥∥u(·, s)∥∥Lq(Ω))
∥∥v(·, s)∥∥L∞(Ω) ds
 ct−θ + c
t∫
0
(t − s)−θe−γ (t−s) ds
 ct−θ + c
∞∫
0
σ−θe−γ σ dσ
 c
(
τ−θ + 1) for all t ∈ (τ , Tmax), (3.20)
where c denotes a generic constant that may vary from line to line.
For any p  2, we derive from the ﬁrst equation in (1.1), (3.20) and Young’s inequality that
d
dt
∫
Ω
up = p
∫
Ω
up−1ut
= p
∫
Ω
up−1
(
u − ∇ · (χu∇v))
= −p(p − 1)
∫
Ω
up−2|∇u|2 + χ p(p − 1)
∫
Ω
up−1∇u · ∇v
−4(p − 1)
p
∫
Ω
∣∣∇u p2 ∣∣2 + c1p(p − 1) · 2
p
∫
Ω
u
p
2 · ∣∣∇u p2 ∣∣
−4(p − 1)
p
∫
Ω
∣∣∇u p2 ∣∣2 + c1(p − 1)
(
2
c1p
∫
Ω
∣∣∇u p2 ∣∣2 + c1p
2
∫
Ω
up
)
= −2(p − 1)
p
∫
Ω
∣∣∇u p2 ∣∣2 + c21
2
p(p − 1)
∫
Ω
up
where c1 and in what follows the constants ci (i  2) are constants that are independent of p. Hence,
d
dt
∫
Ω
up + p(p − 1)
∫
Ω
up −2(p − 1)
p
∫
Ω
∣∣∇u p2 ∣∣2 + c2p(p − 1)
∫
Ω
up for all p  2, (3.21)
where c2 := 1 + c21/2. Next we demonstrate that the last term on the right-hand side of (3.21) can be dominated by
ε
∫
Ω
|∇u p2 |2 and (∫
Ω
u
p
2 )2 for some small ε > 0. To this end, we need the following interpolation inequality [17, p. 63]: For
any w ∈ W 1,2(Ω),
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2η
L2(Ω)
‖w‖2(1−η)
L1(Ω)
,
where w¯ = 1|Ω|
∫
Ω
w , η = n/(n + 1), and c3 is a constant depending only on n and Ω . This, along with Young’s inequality
(yz εyp + cε− qp zq , y, z > 0, p,q > 0, 1p + 1q = 1), entails that
‖w‖2L2(Ω)  ε‖∇w‖2L2(Ω) + c4
(
1+ ε− n2 )‖w‖2L1(Ω) for any ε > 0, (3.22)
where c4 > 0 depends only on n and Ω , but it is independent of ε. Applying interpolation inequality (3.22) with w = u p2
and ε = 2
p2c2
, we obtain
c2p(p − 1)
∫
Ω
up  2(p − 1)
p
∫
Ω
∣∣∇u p2 ∣∣2 + c5p(p − 1)(1+ pn)
(∫
Ω
u
p
2
)2
, (3.23)
where c5 := c2 max{1, ( c22 )
n
2 }. Inserting (3.23) into (3.21) and noting 1+ pn  (1+ p)n , we obtain
d
dt
∫
Ω
up + p(p − 1)
∫
Ω
up  c5p(p − 1)(1+ p)n
(∫
Ω
u
p
2
)2
. (3.24)
Hence,
d
dt
[
ep(p−1)t
∫
Ω
up
]
 c5ep(p−1)t p(p − 1)(1+ p)n
(∫
Ω
u
p
2
)2
. (3.25)
Integrating (3.25) over the time interval [0, t] for 0< t < Tmax , we obtain
∫
Ω
up(x, t)
∫
Ω
up0 (x) + c5(1+ p)n sup
0tTmax
(∫
Ω
u
p
2 (x, t)
)2
. (3.26)
Denote
K (p) := max
{
‖u0‖L∞(Ω), sup
0tTmax
(∫
Ω
up(x, t)
) 1
p
}
.
Then (3.26) yields
K (p)
[
c6(1+ p)n
] 1
p K (p/2) for all p  2, (3.27)
where c6 := |Ω| + c5. Taking p = 2 j , j = 1,2, . . . , one obtains
K
(
2 j
)
 c2− j6
(
1+ 2 j)2− jnK (2 j−1)
 · · ·
 c2− j+···+2−16
(
1+ 2 j)2− jn · · · (1+ 2)2−1nK (1)
 c6
[
2 j2
− jn(2− j + 1)2− jn] · · · [22−1n(2−1 + 1)2−1n]K (1)
 c62[ j2
− j+( j−1)2−( j−1)+···+2−1]n · 2(2− j+2−( j−1)+···+2−1)nK (1)
 c623nK (1).
Letting j → ∞ and using (2.3), we ﬁnally conclude that
∥∥u(·, t)∥∥L∞(Ω)  c623nK (1) c623nmax{‖u0‖L∞(Ω),‖u0‖L1(Ω)} c.
This completes the proof of (3.18). 
We are now in the position to prove our main result.
Proof of Theorem 1.1. The assertion is an immediate consequence of Lemma 3.2, (2.1) and the extensibility criterion pro-
vided by Lemma 2.1. 
Y. Tao / J. Math. Anal. Appl. 381 (2011) 521–529 529Finally, we remark that in order to extend the local solution to all t > 0 in the framework of Schauder theory, one needs
to establish the following higher-order estimates:
∥∥(u, v)∥∥C2+γ0,(2+γ0)/2(Ω×[0,T ])  C(T )
for any given T > 0 (cf. [4,24], for instance). However, in the framework of Amann’s theory, to achieve the global existence,
one needs only to establish estimate (2.2).
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