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Abstract
In this paper, we ﬁnd the least value α and the greatest value β such that the double
inequality
Pα (a,b)Q1–α (a,b) <M(a,b) < Pβ (a,b)Q1–β (a,b)
holds true for all a,b > 0 with a = b, where P(a,b),M(a,b) and Q(a,b) are the ﬁrst
Seiﬀert, Neuman-Sándor and quadratic means of a and b, respectively.
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1 Introduction
Let u, v and w be the bivariate means such that u(a,b) < w(a,b) < v(a,b) for all a,b > 
with a = b. The problems of ﬁnding the best possible parameters α and β such that the in-
equalities αu(a,b) + (–α)v(a,b) < w(a,b) < βu(a,b) + (–β)v(a,b) and uα(a,b)v–α(a,b) <
w(a,b) < uβ (a,b)v–β(a,b) hold for all a,b > with a = b have attracted the interest ofmany
mathematicians.
For a,b >  with a = b, the ﬁrst Seiﬀert mean P(a,b) [], the Neuman-Sándor mean
M(a,b) [], the quadratic mean Q(a,b) are deﬁned by




, M(a,b) = a – b







respectively. In here, sinh–(x) = log(x +
√
x + ) is the inverse hyperbolic sine function.
Recently, themeans P,M andQ have been the subject of intensive research. In particular,
many remarkable inequalities for these means can be found in the literature [–]. The
ﬁrst Seiﬀert mean P(a,b) can be rewritten as (see [, Eq. (.)])
P(a,b) = a – b arcsin[(a – b)/(a + b)] . (.)
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Let H(a,b) = ab/(a + b), L(a,b) = (b – a)/(logb – loga), A(a,b) = (a + b)/, T(a,b) =
(a–b)/[ arctan((a–b)/(a+b))] andC(a,b) = (a +b)/(a+b) be the harmonic, logarithmic,
arithmetic, second Seiﬀert and contra-harmonic means of a and b, respectively. Then it is
known that the inequalities
H(a,b) < L(a,b) < P(a,b) < A(a,b) <M(a,b) < T(a,b) <Q(a,b) < C(a,b)
hold for all a,b >  with a = b.



































A( – x,  – y) <
M(x, y)
M( – x,  – y) <
T(x, y)
T( – x,  – y) ,









T( – x,  – y) –

T(x, y) ,
A(x, y)A( – x,  – y) <M(x, y)M( – x,  – y) < T(x, y)T( – x,  – y)
hold for all a,b >  and x, y ∈ (, /] with a = b and x = y.
Li et al. [] proved that the double inequality Lp (a,b) <M(a,b) < L(a,b) holds for all
a,b >  with a = b, where Lp(a,b) = [(bp+ – ap+)/((p + )(b – a))]/p (p = –, ), L(a,b) =
/e(bb/aa)/(b–a) and L–(a,b) = (b – a)/(logb – loga) is the pth generalized logarithmic




In [], Neuman proved that the double inequalities
Qα(a,b)A–α(a,b) <M(a,b) <Qβ (a,b)A–β(a,b) (.)
and
Cλ(a,b)A–λ(a,b) <M(a,b) < Cμ(a,b)A–μ(a,b) (.)
hold for all a,b >  with a = b if α ≤ /, β ≥ [log( + √) – log]/ log, λ ≤ / and
μ ≥ [log( +√) – log]/ log.
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hold for all a,b >  with a = b and p ≥ /, where Qt,p(a,b) = Cp(ta + ( – t)b, tb + ( –
t)a)A–p(a,b).
Inspired by inequalities (.) and (.), in this paper, we present the optimal upper and
lower bounds for the Neuman-Sándor mean M(a,b) in terms of the geometric convex
combinations of the ﬁrst Seiﬀert mean P(a,b) and the quadratic mean Q(a,b). All numer-
ical computations are carried out using Mathematica software.
2 Lemmas
In order to establish our main result, we need several lemmas, which we present in this
section.














holds for x ∈ (, ).
Proof To show inequality (.), it suﬃces to prove that
ω(x) =
√























for x ∈ (, ).
From the expressions of ω(x) and ω(x), we get









































for x ∈ (, ).
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Therefore, inequality (.) follows from (.)-(.), and inequality (.) follows from
(.)-(.) and (.). 







holds for x ∈ (, ).
Proof Let x ∈ (, ), then from (.) we have
M( + x,  – x) > A/( + x,  – x)Q/( + x,  – x). (.)
Therefore, Lemma . follows from (.). 
Lemma . The inequality
√





holds for x ∈ (, .), and the inequality
√





















Then simple computations lead to






















 – x – arcsin(x).
Note that
ϕ∗ () = ϕ∗ () = , ϕ∗ (.) = . . . . , (.)
















for x ∈ (, ).





/, .). This in conjunction with (.) implies that
ϕ∗ (x) >  (.)
for x ∈ (, .).
Therefore, inequality (.) follows from (.), (.), (.) and (.), and inequality
(.) follows from (.) and (.)-(.) together with (.). 
Lemma . Let
(x) = √
 + x sinh–(x)
– x( + x) .
Then the inequality






holds for x ∈ (, .), and





holds for x ∈ (, ).
































































for x ∈ (, ).
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From the expressions of φ(x) and φ(x), one has













φ∗ (x) = x
(




 – x + x – x – ,x
)√
 + x sinh–(x), (.)
φ∗ (x) = x
(




 – x + x + x
)√
 + x sinh–(x). (.)
Note that
 – x + x – x – ,x
>  – × (.) – × (.) – ,× (.) = . . . . >  (.)
for x ∈ (, .).
Lemma . and equations (.)-(.) lead to
φ∗ (x) > x
(


















, + ,,x + ,x – ,x + ,x
)
>  (.)
for x ∈ (, .), and
φ∗ (x) > x
(
















 + ,x + x – x
)
>  (.)
for x ∈ (, ).
Therefore, inequality (.) follows from (.), (.) and (.), and inequality (.)
follows from (.), (.) and (.). 
Lemma . Let
ϒ(x) = x( + x) –
√
 – x arcsin(x)
.
Then the inequality
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holds for x ∈ (, .), and










































































An easy calculation gives rise to











∗ (x) = –x
(




 – x + x + x – ,x
)√
 – x arcsin(x), (.)








 – x – x + x – x
)√
 – x arcsin(x). (.)
Note that
 – x + x + x – ,x
>  – × (.) – ,× (.) = . . . . >  (.)
for x ∈ (, .).
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It follows from (.), (.) and (.) that
∗ (x) > –x
(

























+ x + ,x
]
>  (.)
for x ∈ (, .).
We claim that
∗ (x) <  (.)
for x ∈ (, ). Indeed, let q(x) =  – x – x + x – x, then q(.) =











for x ∈ (, ). Therefore, there exists unique x = . . . . ∈ (, ) such that q(x) >  for
x ∈ (,x) and q(x)≤  for [x, ). This in conjunction with (.) and (.) leads to































for x ∈ (,x) and ∗ (x)≤ –x( – x)( – x – x – x) <  for x ∈ [x, ).
Therefore, inequality (.) follows from (.), (.), (.) and (.), and inequality
(.) follows from (.)-(.) and (.). 
Lemma . Let
μ(x) =  + x





( + x)/ sinh–(x)
.














μ(x) = μ(x) + x +
μ(x)
( + x)/ . (.)
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(x)( + x) – xμ(x)
( + x) >  (.)
for x ∈ (, ).
On the other hand, from the expression of μ(x), we get
μ() = . . . . > , (.)
μ′(x) = –
x









μ∗() = , (.)
μ∗
′(x) = – x

( + x)/ <  (.)
for x ∈ (, ).








(x)( + x)/ – x
√
 + xμ(x)
( + x) <  (.)
for x ∈ (, ).
Equation (.) and inequalities (.) and (.) lead to the conclusion that
μ(x)≤ μ() +
μ(.)
[ + (.)]/ = . . . . < .
for x ∈ [., ). 
Lemma . Let
ν(x) = –  + x

(x + x) +

( – x) arcsin(x)
– x( – x)/ arcsin(x) .
Then ν(x) < –. for x ∈ [., ).
Proof Diﬀerentiating ν(x) yields
ν ′(x) = (x + x
) arcsin(x)ν(x) + ( – x)ν(x)
x( – x)/( + x) arcsin(x)
, (.)












 + x + x
)[√
 – x arcsin(x)
] – (x + x). (.)
Equation (.) leads to
ν(.) = –. . . . , (.)
ν ′(x) =
 – x – x
√
 – x arcsin(x)√
 – x
<  (.)
for x ∈ [., ).
Therefore,
ν(x) <  (.)
for x ∈ [., ) follows from (.) and (.).
It follows from (.) and (.) that
ν(x) < 
(














 – x + x – x + x
)
<  (.)
for x ∈ [., ).
Equation (.) together with inequalities (.) and (.) leads to the conclusion that
ν(x) is strictly decreasing on [., ). This in turn implies that
ν(x)≤ ν(.) = –. . . . < –.
for x ∈ [., ). 
Lemma . Let λ = [ log(log( +
√
)) + log]/[ logπ – log] = . . . . , and (x) =
(x) + λϒ(x), where (x) and ϒ(x) are deﬁned as in Lemmas . and ., respectively.
Then the function (x) is strictly decreasing on [., ).
Proof Let μ(x) and ν(x) be deﬁned as in Lemmas . and ., respectively. Then diﬀeren-
tiating (x) yields
′(x) =′(x) + λϒ ′(x) = μ(x) + λν(x) < . – .λ = –. . . . < 
for x ∈ [., ). This in turn implies that (x) is strictly decreasing on [., ). 
3 Main result
Theorem . The double inequality
Pα(a,b)Q–α(a,b) <M(a,b) < Pβ (a,b)Q–β(a,b)
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holds for all a,b >  with a = b if and only if α ≥ / and β ≤ [ log(log( + √)) +
log]/[ logπ – log] = . . . . .
Proof Since P(a,b), M(a,b) and Q(a,b) are symmetric and homogeneous of degree ,
without loss of generality, we assume that a > b. Let p ∈ (, ), λ = [ log(log( +
√
)) +













log[Q(a,b)] – log[P(a,b)] =
log( + x) –  logx +  log[sinh–(x)]




log( + x) –  logx +  log[sinh–(x)]





log( + x) –  logx +  log[sinh–(x)]
log( + x) –  logx +  log[arcsin(x)] = λ. (.)
The diﬀerence between the convex combination of log[P(a,b)], log[Q(a,b)] and log[M(a,





















































 – x arcsin(x)
– ( – p)x( + x) +
√
 + x sinh–(x)
=(x) + pϒ(x), (.)
where (x) and ϒ(x) are deﬁned as in Lemmas . and ., respectively.


























for x ∈ (, ), and





























:= xFλ (x) >  (.)
for x ∈ (, .).
Note that
Fλ () = ( – λ)/ > , Fλ (.) = . . . . >  (.)
and
F ′′λ (x) = –
[(
x – , – ,λ,
)






for x ∈ (, .).
Inequalities (.)-(.) lead to the conclusion that
D′λ (x) >  (.)
for x ∈ (, .).
It follows from Lemma . and (.) that D′λ (x) is strictly decreasing in [., ). Then
from (.) and D′λ (.) = . . . . together with D
′
λ (
–) = –∞, we know that there
exists x∗ ∈ (., ) such that Dλ (x) is strictly increasing on (,x∗] and strictly decreasing
on [x∗, ). This in conjunction with (.) implies that
Dλ (x) >  (.)
for x ∈ (, ).
Equations (.), (.), (.) and (.) lead to the conclusion that
M(a,b) < Pλ (a,b)Q–λ(a,b) (.)
and
M(a,b) > P/(a,b)Q/(a,b). (.)
Therefore, Theorem . follows from (.) and (.) together with the following state-
ments:
• If α < /, then (.) and (.) imply that there exists δ ∈ (, ) such that
M(a,b) < Pα(a,b)Q–α(a,b) for all a,b >  with (a – b)/(a + b) ∈ (, δ).
• If β > λ, then (.) and (.) imply that there exists δ ∈ (, ) such that
M(a,b) > Pβ (a,b)Q–β(a,b) for all a,b >  with (a – b)/(a + b) ∈ ( – δ, ). 
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