Abstract-In this paper, the stability and convergence properties of the class of transform-domain least mean square (LMS) adaptive filters with second-order autoregressive (AR) process are investigated. It is well known that this class of adaptive filters improve convergence property of the standard LMS adaptive filters by applying the fixed data-independent orthogonal transforms and power normalization. However, the convergence performance of this class of adaptive filters can be quite different for various input processes, and it has not been fully explored. In this paper, we first discuss the mean-square stability and steady-state performance of this class of adaptive filters. We then analyze the effects of the transforms and power normalization performed in the various adaptive filters for both first-order and second-order AR processes. We derive the input asymptotic eigenvalue distributions and make comparisons on their convergence performance. Finally, computer simulations on AR process as well as moving-average (MA) process and autoregressive-moving-average (ARMA) process are demonstrated for the support of the analytical results.
I. INTRODUCTION
T HE least mean square (LMS) adaptive filter has been widely used in the area of signal processing due to their simple forms and robust properties [1] , [2] . However, the LMS adaptive filtering technique inherits the slow convergence property when eigenvalue spread of the input process is large [3] . To overcome this problem, orthogonalization of the input process has been suggested, and many frequency-domain or transform-domain realizations of the LMS adaptive filter have been proposed and studied in the literature [4] - [9] , [16] - [19] , [28] - [38] . Among them, the so-called transform-domain LMS adaptive filters introduced by Narayan in [7] have been given S. Zhao is with the School of Computer Engineering, Nanyang Technological University (NTU), Singapore 639798 (e-mail: zhao0024@ntu.edu.sg).
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Digital Object Identifier 10.1109/TSP. 2008.2007618 much interest. This class of transform-domain LMS adaptive filters preprocess the input signals with the fixed data-independent orthogonal transforms such as the discrete Fourier transform (DFT), discrete cosine transform (DCT), discrete sine transform (DST), discrete Hartely transform (DHT), discrete Wavelet transform (DWT), or Walsh-Hadamard transform (WHT), and power normalization such that the convergence property is to be improved. The resulting filters are generally called DFT-LMS, DCT-LMS, etc. Since they can process the input data in real time and have low computational complexity comparable to the standard LMS adaptive filter by techniques of partial update [10] , [11] , [39] or the LMS spectrum analyzers [12] - [15] , this class of transform-domain LMS adaptive filters become more and more popular. Basically, the stability and convergence performance of the transform-domain LMS adaptive filter relies on the types of the input process and the choice of orthogonal transforms. But they still can be generally studied. In [16] , the authors have discussed that the transform-domain LMS adaptive filters converge to the transformed Wiener solution in the mean sense, and provided a mean stability condition for the step-size without considering the power normalization. The filtering approach of using the transfer functions was also employed to explain the band-partitioning property of the orthogonal transforms [18] , [21] and [17] , but it is not likely to be effective for all the transforms. For example, it was proved that DFT-LMS and DHT-LMS show same performance with first-order Markov process, however, their magnitude spectrum are quite different [21] . Since it is necessary to determine how well a given transform-domain LMS adaptive filter performs on certain classes of input processes as pointed out in [18] , further mathematical analysis should be made. In [18] , the author set a mathematical framework for the problem and analyzed the transforms and power normalization performed in DFT-LMS and DCT-LMS for first-order Markov process. It was concluded that the DCT transform is likely to be more powerful than DFT for that particular process. This framework was also used in [21] to show the same performance of DFT-LMS and DHT-LMS with first-order Markov process. However, DST-LMS has not been studied within the framework. Moreover, it is necessary to extend the analysis to high order input processes such that the choice of the proper filter is possible for a given high order input process.
In this paper, we focus on the studies on the transform-domain adaptive filters with DFT, DCT, DHT, and DST for second-order AR input process, including their stabilities and convergence performance. We give a simple form for the mean-square stability of the filters first, and then the steady-state performance of the filters is formulated. Next, we show that for first-order AR process with root , the eigenvalue spread after DST and power normalization tends to
. The result shows a better convergence performance of DST-LMS than DCT-LMS for highpass first-order AR process. We then extend the derivations to second-order AR process and to all the filters. We obtain the results that the eigenvalue spreads of all the filters with second-order AR process tend to, and analyze that in general DCT-LMS and DST-LMS provide better convergence than DFT-LMS and DHT-LMS. DCT-LMS provides the best convergence performance with the lowpass second-order AR process, and DST-LMS provides the best convergence performance with the bandpass and highpass second-order AR processes. DFT-LMS and DHT-LMS always show same performance with such process. The challenge for the extension of the methodology to higher order AR processes are also discussed. Finally, we examine the theoretical results with the computer simulations.
II. STABILITY AND STEADY-STATE PERFORMANCE OF TRANSFORM-DOMAIN LMS ADAPTIVE FILTERS WITH AR PROCESS

A. Analytic Form of Transform-Domain LMS Adaptive Filters
The transform-domain LMS adaptive filters transform the tap-delayed input vector into less correlated vector , where the denotes a fixed data-independent orthogonal transformation matrix. The four widely-used discrete transforms in adaptive filtering to be discussed in this paper are expressed as follows: After the transformation process, the adaptation of filter weight vector in transform-domain LMS adaptive filters is then performed with the following power-normalized equation (see e.g., [7] , [19] , and [25] ): (2) and the output error is given by
where denotes the desired response, the superscript denotes the Hermitian transposition, denotes the complex conjugate of , is the step-size, and is a diagonal matrix of the estimated input powers defined as . Here, is the estimated power of the input , which can be obtained with a lowpass filter (4) with a constant smoothing factor. It is seen that the power normalization is performed on the step-size, which provides the multiple learning rates for weights . In general, this type of algorithms improve convergence properties over the conventional LMS algorithms with scalar step-sizes. However, the power normalization also increases the difficulty of analyzing the stability and convergence performance based on the original form. In order to carry out the analysis, the normalization may be equivalently performed on the transformed vector , which results in a simplified form equivalent to that of the LMS adaptive filter as introduced in [18] and [26] . To obtain such form, premultiplying both sides of (2) by yields (5) As long as the input process is not too non-stationary, it can be assumed that is close enough to for , which leads to the simplification of the (5) into (6) where , , and the output error is reformed as (7) It can easily be checked that the weight vector of (6) converges to in the mean sense, where is defined as , and is known as the Wiener solution. This indicates that the two forms of (2) and (6) are indeed equivalent in stationary and mildly nonstationary environment.
B. Stability and Steady-State Performance With AR Process
Since the AR process we are going to discuss in this paper is wide-sense stationary in general, the form of (6) is applicable for making analysis on the stability and steady-state performance. Based on the simplified form of (6), the stability condition for the standard LMS adaptive filter presented in [27] equivalently guarantees mean-square convergence of the transform-domain LMS adaptive filters. As a consequence, the forms of (2) and (6) are mean-square stabilized with the following sufficient condition: (8) where denotes the trace of matrix and the autocorrelation matrix is defined as (9) with and . The trace of can be obtained as follows: (10) where is the length of the filter. The sufficient condition of (8) is therefore led to the following simple form: (11) It is observed that the stability condition on the step-size is only related to the filter length, and is therefore independent of the input data, which is quite similar to the normalized LMS adaptive filter [1] .
To measure the steady-state performance of an adaptive filter, the misadjustment is often computed with the formula [1] ( 12) where denotes the steady-state mean-square error and denotes the minimum mean-square error that an optimal filter achieves. For very small step-size, the misadjustment of the LMS adaptive filter was derived in [1] by Butterweck's iterative procedure [24] . Since the form of (6) is equivalent to that of LMS, the result can therefore be used for the transform-domain LMS adaptive filters such that the misadjustment is given by (13) It is seen that the misadjustment is only related to the filter length and independent of the input data.
III. CONVERGENCE ANALYSIS OF TRANSFORM-DOMAIN LMS ADAPTIVE FILTERS WITH AR PROCESS
It is known that the various modes of convergence of the transform-domain LMS adaptive filters are determined by the eigenvalues of given in (9) , and the eigenvalue spread of governs the convergence performance. Therefore, obtaining the eigenvalue spread of can help the study of the convergence properties of the transform-domain LMS adaptive filters.
A. Generalized Autocorrelation Matrix of AR Process
The time-domain description of the AR process is governed by the difference equation given by [1] ( 14) where are coefficients of real or complex valued. In this paper, we are concerned with the real valued case. The value of gives the order of the process, and is usually drawn from a white-noise process of zero mean and variance . Without loss of generality, the noise variance is chosen to make the variance of equal unity. The AR process can thus be considered as white noise passing through an all-pole filter with the transfer function (15) where the poles of the filter are defined by the roots of the characteristic equation (16) and they are required to lie inside the unit circle in the -plane for stability of the model. If the characteristic (16) 
B. Previous Results on First-Order AR Process
It can easily be checked that the first-order AR process and the first-order Markov process are equivalent when is equal to one and the constant is made to be one. Therefore, they have the same forms of autocorrelation matrix . The results presented in [18] and [21] for first-order Markov process are thus also valid to first-order AR process. These results can be generally described as follows. The author of [18] showed that for first-order Markov process with correlation parameter of , the eigenvalues of the transformed process in DFT-LMS all converge to one, except two of them, one converges to and another one converges to , and the eigenvalues in DCT-LMS also all converge to one except that two of them converge to . The eigenvalue spread achieved by DFT-LMS tends to , and to by DCT-LMS. In [21] , the author showed that the eigenvalue spread of achieved by DHT-LMS tends to for ( stands for the absolute value), which is the same as DFT-LMS for . It can be checked that for the eigenvalue spreads achieved by DFT-LMS and DCT-LMS tend to and , respectively. The negative does not deteriorates convergence performance of DFT-LMS and DHT-LMS, but deteriorates convergence performance of DCT-LMS.
C. Eigenvalue Distributions of DST-LMS With First-Order AR Process
The autocorrelation matrix of with DST-LMS is expressed as (20) with . Solving for the asymptotic eigenvalues of in (20) is to deal with the problem of where standing for the identity matrix of size , which is the same problem as given in [18] . Therefore, the Definition 2 and Theorem 2 of [18] would be applied in this paper. Proceeding the same procedures as the derivation for DFT-LMS in [18] , the problem is transformed to the following inverse problem: (21) Here, the matrix is given by (22) The advantage of solving (21) comes from the well organized structure of the matrix product , which can be observed in Figs. 6 and 8 of [18] . Solving problem (21) becomes a problem of finding a simple matrix of such that . That is, the matrices and are asymptotically equivalent in strong sense when approaches to infinity as defined by the Definition 2 of [18] . After proceeding computations and plotting of for different values of , we found the following candidate for :
Here, we use for the root of . It is noteworthy that there are many choices of . It is obvious that the optimal choice of in this case is the exact matrix of . Unfortunately, this matrix is hard to be computed. Since we are dealing with the problem (21) in infinite sense, any choice of the matrix provides the same solution according to the Definition 2 of [18] . We choose the simple form (23) as solving for the eigenvalues of is easy. The results are obtained that the "central" eigenvalues of are equal to 1 and the two remaining eigenvalues are both equal to . Therefore, We have the eigenvalues of converge to one and the remaining two of them converge to . We thus conclude that the eigenvalue spread of the autocorrelation matrix with DST-LMS is such that Eigenvalue spread after DST power normalization (24) The validity of the results are proved by showing that in Section A of Appendix A. To give an idea of the orders of magnitude, Fig. 1 shows the eigenvalue spread of in DST-LMS for increasing and for different values of . It is seen that the values are less than 6 for as increases to relatively large. For not very large , the asymptotic level can then be reached for not very close to unity, this is due to the fact that the asymptotic equivalences used in the derivation are related to the decay of . It can also be observed that the eigenvalue spreads are symmetric for positive and negative .
D. Eigenvalue Distributions of Transform-Domain LMS Adaptive Filters With Second-Order AR Process
When is equal to two, the autocorrelation matrix of is given by (25) with the constants (26) where and are the two roots of the characteristic equation: . These two roots can be real valued or complex-conjugate pair, and bounded by for stability of the AR model.
For expressing simplicity, we define some notations as follows:
for , c and for . From the derivations of (21) and (25) , the matrix is generally expressed as (27) with (28) It can be seen that the matrices and have the similar expressions as (22) but differ in the transformation matrix. For the same transformation matrix, the matrices and can easily be obtained from the results for first-order case. In the following parts, we will derive the eigenvalue distributions of for all the discussing filters one by one. The body of the paper contains only the results, the proofs in details are given in Appendix B.
For DFT-LMS case, the transformation matrix is . We use , , and to represent the resulting matrices of , and , respectively. We will also use the similar notations in the derivation for other filters. It can easily be checked that is Toeplitz matrix [20] . Only the first row of is needed to be computed. Using the results of in the derivation of DFT-LMS with first-order Markov input in Section A of [18] , the first row of can easily be obtained as (29) Next, we compute the simple matrix of such that where is given in (25) and is shown in (29) . To have an idea of how the elements of the matrix are distributed, we plotted in Fig. 2 the matrix of for the choice of and equal to 50. It can be seen that most elements of are close to zero except the elements along the main diagonal and side rows. In fact, these small elements are going to converge to zero as approaches to infinity. From this observation and computations of for small , it turns out (see Section B-1 of Appendix B) that can be replaced by which has a simple form: 
Solving for the eigenvalues of can be easily carried out [22] . We obtained that the eigenvalues of the autocorrelation matrix in DFT-LMS converge to one, the inverse eigenvalues of , and the remaining four of them converge to the values given by Next, we show that DHT-LMS achieves the same asymptotic eigenvalues and eigenvalue spread of that DFT-LMS achieves for second-order AR input process, and the extension to higher order AR process will also be discussed in Section III-E. For first-order Markov process, the author of [21] showed that where the matrix has the similar definition as we made for by using the transformation matrix of . Using this result for second-order case and noticing the common expressions of in DHT-LMS and DFT-LMS as shown in (27) and (28) , it can be obtained that and where are defined similarly as for . Therefore, we have , which implies that . Similarly, the eigenvalues of in DHT-LMS can be computed from . We then obtained the same results as DFT-LMS.
For the case of DCT-LMS, the matrix is known hard to be computed. Fortunately, the simple matrix for the first-order Markov input can easily be "guessed" as shown in [18] 
where is defined in (32) . Therefore, we can conclude that the eigenvalue spread of in DCT-LMS is such that c c
We observed that the eigenvalues of in DCT-LMS are subset of the ones in DFT-LMS as seen from the derived results for second-order AR process in this paper, and for first-order Markov process seen in [18] .
Similarly, for DST-LMS we can obtain an asymptotic equivalent matrix of from the derivation for first-order case as shown in Appendix A, which is 
E. Challenges With Higher Order AR Process
The procedures of computing the asymptotic eigenvalues of the autocorrelation matrix of discussed in Sections III-C and III-D could be used for higher order AR process. However, the computation of the simple matrix of will be much harder as the number of poles of the AR process increases. The challenge of the problem may be described as follows.
The matrix of the inverse problem as shown in (21) with the general AR process can be expressed as (45) where M denotes the order of AR process, which can also represent the number of poles. We define that 
. From the derivation of secondorder case, we know the asymptotic equivalent matrix of can be directly obtained from the results for the first-order case. The linear combination of and gives the asymptotic equivalent matrix of for any th order AR process. From this fact, one important prediction could be obtained. That is, the asymptotic equivalence always be established for any order AR process. This implies that DFT-LMS and DHT-LMS achieve the same asymptotic eigenvalue spread for any order AR process. To determine the asymptotic eigenvalue spread for a chosen transformation matrix, a simple matrix has to be computed such that based on the methodology used in this paper. However, as the number of poles ( ) is becoming large, the elements of will be more complicated and hard to be predicted. It will be a challenging problem of computing the simple matrix as well as its eigenvalue distribution.
F. Comparisons on Convergence Performance
Based on the results obtained in the previous sections, we are now ready to compare the convergence performance of the various transform-domain LMS adaptive filters for both firstorder and second-order AR processes and conclude some general rules from the comparisons.
For the first-order AR process with the root , the convergence relations are easily compared based on the asymptotic eigenvalue spreads discussed in Sections III-B and III-C.
It can be summarized as DCT-LMS DST-LMS DFT-LMS DHT-LMS LMS for
, and DST-LMS DCT-LMS DFT-LMS DHT-LMS LMS for . To be noted that when is equal to zero, the first-order AR process reduces to white noise, and all the adaptive filters will therefore show equivalent convergence performance.
For the second-order case with real or complex roots of , the convergence relation for DFT-LMS, DCT-LMS, and DHT-LMS can be directly obtained from the expressions of asymptotic eigenvalue spreads, which is DCT-LMS DFT-LMS DHT-LMS. However, the comparisons of the convergence relations between DFT-LMS and DST-LMS, DCT-LMS and DST-LMS are not straightforward from the expressions. Using the asymptotic eigenvalue spreads of in terms of the parameters and obtained in (33) , (38) , and (44), we can plot the asymptotic eigenvalue spreads of versus and for DFT-LMS, DCT-LMS, and DST-LMS, respectively. Notice that the second-order AR process is given with and . Figs. 3, 4, and 5 show one of the plots for DFT-LMS, DCT-LMSm and DST-LMS, where the values of and were distributed from 0 to 0.9, which indicates that the AR process is lowpass second-order case. It can be observed that when and are with small values, the values of (33), (38) , and (44) are also small. That means all the filters show good convergence performance. However, when both and are increasing close to unity, the eigenvalue spread of DCT-LMS have the least increases, and the values of DST-LMS and DFT-LMS increase significantly. By further comparing the subtractions between the eigenvalue spreads of (33), (38) , and (44), we found that DCT-LMS and DST-LMS always achieve the smaller asymptotic eigenvalue spreads than DFT-LMS, and in general DCT-LMS achieves the smaller asymptotic eigenvalue spreads than DST-LMS. This implies that DCT-LMS gives the best convergence performance with such input process. Similar comparisons for all the other cases of and were made and the results are summarized in Table I. In general, TABLE I  CONVERGENCE RELATIONS OF DCT-LMS AND DST-LMS FOR  SECOND-ORDER AR INPUT PROCESS   TABLE II  EIGENVALUE SPREADS Table I . Note that the asymptotic eigenvalue spreads rely on the decay of the terms , , or in the derivations based on the strong asymptotic equivalence. As the size increases, these terms are decreasing, and the simulated eigenvalue spreads of should be approaching to the asymptotic values. To see this, we listed in Table II that the simulated values of the eigenvalue  spreads for several values of for the process with the roots of and . It is observed that the simulated values tend to the asymptotic values as increases. Therefore, the derived asymptotic results of (33), (38) , and (44) can provide good approximations for the finite-length filters.
For comparison, the eigenvalue spread in the standard LMS adaptive filter tends to for and . Therefore, the improvements of the convergence performance with the transform-domain LMS adaptive filters can be significant.
From the above comparisons, it can be concluded that none of them will always perform the best. For the first and second-order AR processes, the DCT-LMS and DST-LMS generally provide better convergence than DFT-LMS and DHT-LMS. Specifically, the DCT-LMS performs the best for the case of lowpass inputs, whereas DST-LMS performs the best for the cases of bandpass and highpass inputs. These results can also be interpreted as comparing orthogonalizing capabilities of the various fixed data-independent transforms. Since the power spectral density of the underlying input process can be roughly estimated, the purpose of selecting an appropriate transform shall be achieved.
G. Evaluation With System Identification
In this section, we examine the analytic results obtained in this paper through modeling the problem of system identification (see [1] ) with the transform-domain LMS adaptive filters as well as the LMS adaptive filter for comparison. The unknown plant to be modeled is a order finite-impulse-response (FIR) lowpass plant with cutoff frequency of 0.5, designed using a Hamming window. The input signal is applied to both the unknown plant and the adaptive filters that have the same number of weight taps. A white Gaussian noise is added to the system such that signal-to-noise ratio is 30 dB. For all the simulations, the form of (2) was used. We used for the estimate of the input power. The initial weight vector of LMS was set on a slow mode, and the initial weight vectors of the other filters are obtained by transforming from the initial weight vector of LMS by the corresponding transformation matrices. All learning curves have been averaged over 200 ensembles.
Four inputs from the AR process are selected for the simulations and generated as follows. The first input is with , the second input is with , and the third input is with , where is white noise with the variance that makes the power of equal unity. The last input is with , where is colored and generated by and is white noise with the variance that makes the power of equal unity. According to the mean-square stability condition of (11), the step-size for all the filters should be less than 0.031. We chose relatively small step-size for good steady-state performance in the simulations. Fig. 6 shows the learning curves of the various adaptive filters for the first input with a common stepsize . Figs. 7-9 show the learning curves for input two, three and four respectively, where the common step-size was chosen as
. From Figs. 6-9, it can be observed that DCT-LMS and DST-LMS show better convergence performance than DFT-LMS and DHT-LMS, and LMS shows the worst convergence performance. Moreover, DCT-LMS gives better convergence performance with lowpass inputs as shown in Fig. 7 , whereas DST-LMS shows better convergence performance with bandpass and highpass inputs as shown in lowpass inputs. Table III shows that the theoretical misadjustments computed from (13) agree well with the simulated values. Therefore, the analytic results are supported by the computer simulations.
H. Evaluation With Other Processes
In this section, we takes some other examples of third-order AR process, second-order moving-average (MA) process and autoregressive-moving-average (ARMA) with order (1,1) . Let the three input processes be AR(3): which are selected as lowpass, bandpass and highpass inputs respectively. Again, is white noise with the variance that makes the power of equal unity. For the finite length filter of order , we compared the eigenvalue spreads of the input autocorrelation matrices processed by LMS, DFT-LMS, DHT-LMS, DCT-LMS, and DST-LMS, respectively, in Table IV . We observed that DCT-LMS performs the best for the lowpass third-order AR input process, whereas DST-LMS performs the best for the bandpass second-order MA input process and the highpass ARMA input process with order (1,1). In addition, DFT-LMS and DHT-LMS performs equivalently. These results may partially confirm our analytic results for the other classes of input process.
IV. CONCLUSION
In this paper, the mean-square stability and steady-state performance of the transform-domain LMS adaptive filters are formulated. The convergence performance of the various transform-domain LMS adaptive filters are analyzed and compared based on the eigenvalue spreads of the preprocessed input autocorrelation matrices of second-order AR process. Specifically, we have derived that the eigenvalue spread of the autocorrelation matrix of the first-order AR process after DST and power normalization tends to , and for the second-order AR process, the eigenvalue spread achieved in DFT-LMS, DCT-LMS or DST-LMS tends to (33) , (38) , or (44), respectively. The comparisons of eigenvalue spread and computer simulations show that in general DCT-LMS and DST-LMS provide better convergence performance than DFT-LMS and DHT-LMS, DCT-LMS performs the best for lowpass inputs, whereas DST-LMS performs the best for bandpass and highpass inputs. Although the theoretical work presented in the paper covers only second-order AR process, our further simulations performed with higher order AR process and other types of time-correlated inputs process, i.e., MA process and ARMA process, are also consistent with the conclusions made in the paper. The future work is to extend the analysis to other type transform-domain LMS adaptive filters and other classes of input process.
APPENDIX A DST-LMS WITH FIRST-ORDER AR PROCESS
A. Proof of Asymptotic Equivalence
Since the DST transformation matrix is not with the exponential property of , obtaining the non-Toeplitz matrix is hard. From Appendix B of [18] , we know that it is equivalent to proving . Using the expressions of , the autocorrelation matrix of first-order AR process, and the matrix in (23), the elements of are given by (A1)
Let the matrix be defined as
It turns out that since they differ only by . The original problem is thus equivalent to proving . Following the similar procedures as made in Section B-2 of Appendix B in [18] , the matrix can be decomposed as (A3) where the matrix is similarly defined as (A4) and the matrix is obtained by replacing by in (A4). Therefore, the matrix defined as can be written as the sum of three matrices and , where , , and . The elements of , and can be computed using the similar method as presented in Appendix B of [18] . The details are therefore not shown. The results are given by (A5) and (A6), shown at the bottom of the page, and even, odd.
(A7)
The diagonal elements of and decrease as as increases. This guarantees the asymptotic equivalence , and thus, . The nondiagonal elements of canceled out asymptotically. We conclude that , which is the desired result.
APPENDIX B EIGENVALUE DISTRIBUTIONS WITH SECOND-ORDER AR PROCESS
A. Proof of Asymptotic Equivalence
From the matrix theory [23] and 
Subtracting (B3) from (B2), we obtain the matrix of as (B4), shown at the top of the page. It is easy to check that all the terms , , and converge to zero as the size goes to infinity for and . Therefore, all the elements of converge to zero. We conclude that the matrix is asymptotically rank zero matrix. By virtue of Theorem 2 of [18] , we have , which is the desired result.
B. Proof of Asymptotic Equivalence
From Appendix B of [18] , it is known that showing is equivalent to showing that where . Using the expressions for in (25) and in (35) , the elements of are obtained as
If we define the matrix as (B6)
It turns out that and are asymptotically equivalent, which is the same way as we did for DST in Appendix A of this paper and that was made in Appendix B of [18] .
Now it is sufficient to show . By decomposing as with and are given as and , where the matrices , , and are defined the same way as made for and in Appendix A of this paper and Appendix B of [18] , we have formulated two similar problems which can be solved with the analytical method provided in Appendix B of [18] . Following the similar procedures, it can be proved that and , where and . For the details, please refer to Appendix B of [18] . Noting that , we therefore conclude that , which is the desired result.
C. Proof of Asymptotic Equivalence
The proof of follows the same procedures as we did for DCT-LMS in Section B of Appendix B, which is therefore not provided.
