Introduction
Protein folding and molecular recognition and binding provide the basis for life on earth. The native 3D structure of a protein is necessary for its biological function; and the proteinassociated molecular recognition and binding is the fundamental principle of all biological processes, thereby unraveling the mechanisms of protein folding and binding is fundamental to describing life at molecular level (Perozzo et al., 2004) .
Of particular interest is that protein folding and binding are similar processes with the only difference between them being the presence and absence of the chain connectivity (Ma et al., 1999) . Among many models such as diffusion-collision (Karplus & Weaver, 1994) , nucleation-condensation (Itzhaki et al., 1995) , jigsaw puzzle (Harrison & Durbin, 1985) , hydrophobic collapse (Agashe et al., 1995) and stoichiometry models (Mittal et al., 2010) proposed to describe the mechanism of protein folding or, to some extent, protein binding, the "folding funnel" model (Leopold et al., 1992) based on the free energy landscape theory (Bryngelson et al., 1995; Wales, 2003) has now been most widely accepted. In this model, protein folding can be regarded as going down the funnel-like free energy landscape through multiple parallel pathways towards the bottom of the funnel (Noe et al., 2009; Yon, 2002) ; and protein binding occurring along the rugged free energy surface around the funnel bottom can be viewed as microfunnel fusion (Ma et al., 1999; Tsai et al., 2001) or downward extension of free energy well, which provides the thermodynamic interpretation for the binding models such as lock-and-key (Fischer, 1894) , induced fit (Koshland, 1958) and conformational selection (Foote & Milstein, 1994; Monod et al., 1965) . Thus, the energy landscape provides a basis to synthesize and explain the mechanisms of protein folding, binding and dynamics. Under the energy landscape theory, the protein folding and binding www.intechopen.com are essentially thermodynamically controlled processes involving various types of driving forces, including the enthalpic contribution of noncovalent bond formations, entropic effects such as uptake and release of solvent molecules, burial of apolar protein surface area (hydrophobic effect), restrictions of degrees of freedom of protein and ligand, and loss of the rotational and translational freedom of the interacting partners (Chaires, 2008; Perozzo et al., 2004) . Briefly, these two processes, which are driven by a decrease in total Gibbs free energy, are dictated by the mechanism of a delicate balance of the opposing effects involving enthalpic and entropic contributions. It should be noted that it is the thermodynamically driven subtle enthalpy-entropy compensation that leads to the global free energy minimum of the protein-solvent system, but that the specific inter-atomic interactions observed in the folded 3D protein structure are to a large extent the consequence of thermodynamic equilibrium and can not fully define the driving forces for the folding process (Ji & Liu, 2011a) . Such a subtle enthalpy-entropy compensation also underlies the mechanisms of both the induced fit and conformational selection models of protein-ligand binding since most of the binding processes occur through both mechanisms: the conformational selection, which is under entropy control, generally plays a role in the initial contact between the protein and ligand and determines the binding specificity; the induced fit, which is mainly driven by the negative enthalpy of bond formation, plays a role in the subsequent conformational adjustment and determines the binding affinity.
Interestingly, we speculate that many other processes can be explained by thermodynamic enthalpy-entropy compensation (Ji & Liu, 2011b) , i.e., the Yin and Yang balance in traditional Chinese medicine theory could correspond to the enthalpy and entropy compensation of the second law of thermodynamics; global warming can be considered as the consequence of excessive production of positive entropy (carbon dioxide) from chemically ordered fossil fuel (enthalpy storage), urging people to slow resource consumption to delay the inevitable death by entropy; the cancer occurrence can be considered as the consequence of accumulation of nucleotide mutations (which could be seen as increase in entropy) caused by gradual loss of DNA repair ability, leading to disordered gene expressions and uncontrolled cell proliferation.
In this chapter the problems of protein folding are first introduced and discussed. In order to address these problems, several protein folding models or hypotheses are discussed and compared. Subsequently, the free energy landscape theory, including the concept of the energy landscape, the funnel-like folding landscape and the detailed folding process occurring in such a folding funnel, the roughness/ruggedness of the energy landscape, the amplitude and timescale of the protein dynamics and their associated functions, and the dynamic feature of the energy landscape, are introduced and discussed. The protein-ligand binding models such as the lock-and-key, induced fit and conformational selection are introduced and the driving forces and thermodynamic mechanism underlying these models are discussed in depth based on the free energy landscape theory. Finally, the mechanisms of protein folding and binding are synthesized to elicit a general funnel model of the energy landscape, under which the folding and binding are commonly driven by the decrease in total Gibbs free energy through the entropy-enthalpy compensation, with different steps being dominated by either the entropic or enthalpic contribution. We highlight that it is the free energy landscape theory that synthesize the protein folding and binding mechanisms together to bring about the common funnel model. In addition, the energy landscape-
The folding code and thermodynamics
The apparent complexity of folded structures and the abundant diversity of conformational states of the denatured proteins make it difficult to understand and differentiate various types of forces that drive protein folding. A popular opinion, which was first proposed by (Anfinsen & Scheraga, 1975) , considers that the protein folding code is the sum of many different small interactions such as electrostatic, van der Waals and hydrogen bonding interactions, which are embodied in the static secondary structures and are mainly distributed locally in the sequence. However, from a statistical mechanics point of view, the folding code can be viewed as the thermodynamic profile of interaction process that represents various types of forces that drive folding, including the changes in folding free energy (ΔG), enthalpy (ΔH) and entropy (ΔS). The predominant force that drives folding is considered the hydrophobic interaction or desolvation, which is essentially the entropic effect and is distributed both locally and non-locally in the sequence. The native secondary structures and the finally observed interactions (such as electrostatic, van der Waals and hydrogen bonding interactions) are the consequence rather than the cause of folding forces (Dill, 1999; Dill et al., 2007) , which drive the search for the global free energy minimum of the protein-solvent system through entropy-enthalpy compensation (Ji & Liu, 2011a) .
The folding rate and kinetics
In 1961, Anfinsen's classic experiments on renaturation of denatured ribonuclease showed that small globular proteins can fold spontaneously into their native 3D structures in the absence of any catalytic biomolecules, thus leading to an assumption that the folded proteins exist in the global-minimum free energy state (Anfinsen et al., 1961) . Soon afterward, Levinthal (Levinthal, 1968 (Levinthal, , 1969 recognized that proteins have far too vast conformational spaces to permit a thorough search for the folded native structure in a biologically relevant time. To resolve this "paradox", Levinthal proposed the notion of protein folding pathway through which proteins can search and converge quickly to the native states. Using various experimental techniques including fast laser temperature-jump methods (Yang & Gruebele, 2003) , protein engineering technique such as site-directed mutagenesis that identify those amino acids that control fold speed (Matouschek et al., 1989; Sosnick et al., 2004) , fluorescence resonance energy transfer (FRET) methods that can watch the formation of particular contacts (Magg et al., 2006; Schuler et al., 2002) , and hydrogen exchange methods that can see the structural folding events (Maity et al., 2005) , the timescales of folding events occurring on several model proteins (such as cytochrome c, chymotrypsin inhibitor 2, barnase, src, fyn SH3 domains, Trp-cage, etc.) were extensively studied. The results show that the protein folding rates correlate mainly with the topology of the native proteins, exhibiting variable timescales with a range of more than eight orders of magnitude Plaxco et al., 1998) . The proteins that fold relatively fast usually have more local structural elements such as helices and tight turns, whereas the proteins that fold relatively slowly have more non-local structural elements such as  sheets. However, is there a single pathway or multiple parallel routes by which a protein folds up? How does one characterize the protein folding pathways connecting the denatured and native states? These are two aspects of the kinetic problem of protein folding. Full answers to these questions require the introduction of concept of the "protein folding funnel" (Dill, 1985; Dill & Chan, 1997; Dobson, 2000; Leopold et al., 1992) based on the free energy landscape theory (Bryngelson et al., 1995; Wales, 2003) . Briefly, protein folding can be viewed as going down the funnel-like energy landscape via multiple parallel pathways from the vast majority of individual non-native conformations to the native states around the bottom of the funnel. At any stage the protein exists as an ensemble of conformations and can be trapped transiently in many local energy minimum wells.
It must keep in mind that the folding time and pathways are concepts related to the kinetics, which defines the energy barriers between different conformational states; while that the free energy corresponds to the conformational states in relation to thermodynamics, which defines the relative probabilities/populations/lifetimes of the different conformational substates (Henzler-Wildman & Kern, 2007) . Both of these concepts belong to the field of statistical mechanics and are of crucial importance in understanding the protein folding mechanism.
The protein structure prediction
The major motivations for protein structure prediction arise from i) the fundamental desire of human beings to explore natural laws and the needs to test or verify the putative protein folding mechanism; ii) the requirements to determine the functions of encoded protein sequences in the post-genomic era and to make drug discovery faster and more efficient through substitution fast cheap computer simulation for slow and expensive structural biology experiments . The protein structure prediction methods can be classified as physics-based and bioinformatics-based ones . The basis for developing the purely physics-based approaches is the thorough recognition and understanding of the protein folding mechanism. An ideal aim of such methods is that they are able to direct an amino acid sequence of a protein to fold into its native 3D structure through mimicking various possible driving forces without knowledge derived from databases. On the contrary, the bioinformatics-based methods rely mainly on various priori information derived from databases such as statistical energy functions, secondary structure and structure classification information of proteins, in addition to the information of the primary amino acid sequence.
Bioinformatics-based methods and CASP
Critical Assessment of Techniques for Protein Structure Prediction (CASP) is a communitywide, worldwide experiment for computer-based protein structure prediction taking place every two years since 1994 (Moult et al., 1995) . The primary goal of CASP is to facilitate the development of the approaches for predicting protein 3D structure from its amino acid sequence. To date, there have been nine previous CASP experiments: from CASP1 in 1994 to CASP9 in 2010. Description of these experiments and the full data (such as targets, predictions, interactive tables with numerical evaluation results, dynamic graphs and prediction visualization tools) can be accessed by following the link at: http://predictioncenter.org/index.cgi.
Currently, the ranking results show that the most efficient and accurate bioinformaticsbased method is the homology modeling (Sali & Blundell, 1993) , which has not only the speed to compute approximate folds for large fractions of whole genomes (Pieper et al., 2006) , but also sufficient accuracy for the predicted structures generally with errors better than 3 Å if the sequence identity between target and template is higher than 30% (Baker & Sali, 2001 ). For single-domain globular proteins having < ~ 90 amino acids in length, several web server tools can predict the structures often having C  RMSD (root mean square deviation) values of about 2-6 Å with respect to their experimental structures (Baker, 2006; Bradley et al., 2005; Dill et al., 2007; Zhang et al., 2005) . Very recently, a newly developed homology-based structure prediction method achieved 1-2 Å (mean 1.6 Å) C  RMSD to the reference crystal structures from the full spectrum of test domains in recent CASP experiments (Soundararajan et al., 2010) . This approach is mainly based on defining and extracting the fold-conserved PCAIN (protein core atomic interaction network) from distinct protein domain families, which is found to be significantly distinguished among different domain families and as such, can be considered as the "signature" of a domain's native fold. It should be noted that the bioinformatics methods are mainly limited to structural prediction of the single domains with relatively small size. Predicting the structures of large multidomain or domain-swapped proteins and membrane proteins (Bowie, 2005) is the major challenge in the near future.
Physics-based methods
Due to the objective existence of some limitations such as the incomplete understanding of the folding mechanism, inaccurate description of the force-fields and insufficient computational power, there have been only a few successes of physics-based methods in computing structures with very small size in the past decade. For example, in 1988, Duan and Kollman performed nearly one microsecond simulation on the unfolded 36-residue villin headpiece in explicit solvent, yielding a collapsed state with a 4.5 Å C  RMSD relative to its NMR structure (Duan & Kollman, 1998) . In 2003, the IBM blue gene team achieved the nearly native folded structure of the 20-residue Trp-cage peptide with C  RMSD value of < 1 Å relative to its experimental structure using 92 ns of replica-exchange molecular dynamics in implicit solvent (Pitera & Swope, 2003) . In 2010, Folding@home researchers Voelz et al. reported a computer simulation of ab initio protein folding on the millisecond timescale for the 39-residue protein NTL9(1−39) using distributed molecular dynamics simulations in www.intechopen.com implicit solvent on GPU processors, and observed a small number of productive folding events at a temperature lower than the melting point of the force field (Voelz et al., 2010) .
Despite these limited successes in only small simple proteins, we believe that, as was stated by , "once physics-based approaches succeed, the advantages would be the ability for us to predict conformational changes, such as induced fit, a common and important unsolved problem in computational drug discovery; the ability to understand protein mechanisms, motions, folding processes, conformational transitions and other situations in which protein behavior requires more than just knowledge of the static native structure; the ability to design synthetic proteins for new applications or to design foldable polymers from nonbiological backbones; and the ability to systematically improve protein modeling based on the laws of physics". We also believe that the combination of physics-based with bioinformatics-based structural prediction methods will incubate more powerful approaches that can not only predict accurately and quickly the protein structures but also facilitate the solution of the two key problems relevant to protein folding: the folding code and the folding rate.
Protein folding models and hypotheses
Due to the complexity of the protein folding problems, several simplified models have been proposed to explore the conformational and sequence spaces, describe the sequence of events in the folding process, and further, to probe, examine and uncover the protein folding mechanism. These include diffusion collision model, framework model, nucleationcondensation model, Zipping-and-assembly (ZA), hydrophobic collapse model, folding funnel model as well as a stoichiometry-driven protein folding hypothesis.
Diffusion collision model
In order to discuss the dynamics of protein folding and introduce a possible mechanism by which a protein can make use of a more sophisticated procedure than a simple random search of all conformational possibilities (i.e., the Levinthal paradox), (Karplus & Weaver, 1976 proposed the diffusion collision model ( Figure 1A) , which is based on dividing the folding of a protein molecule into parts such that the informationn stored in the sequence of each part can be used independently. These divided parts, called microdomains, can be portions of incipient secondary structures (such as -helices, -strands and connecting turns) or hydrophobic clusters (i.e., hydrophobic amino acids close to each other in the amino acid sequence). In this model, the folding process could start with a polypeptide chain in an extended random coiled state: the microdomains are formed first; then they move diffusively with collisions taking place between them, leading to the coalescence into the multi-microdomain intermediates or higher aggregates; and finally, these multi-microdomain intermediates form the exact tertiary structure through mutual rearrangements. The formation of the microdomains or secondary structures (caused by local interactions) and their interactions rather than interactions between individual amino acids would greatly reduce folding times to reasonable values. However, such a simplified model can neither characterize detailed motions involved in the folding process at the atomic level nor provide complete information on energy barriers and populations of individual conformational states. Therefore, the diffusion collision model is only useful for a www.intechopen.com semiquantitative analysis of protein folding dynamics through concentrating on the microdomains. In 1982, Kim and Baldwin (Kim & Baldwin, 1982) proposed the "framework" model for protein folding in which the native secondary structures are formed before the tertiary structures. The framework model is essentially similar to the diffusion collision model since both consider that folding is a hierarchical process in which simple local structures are formed first and this is followed by the formation of more complex structures through interactions or collisions among these simple structures.
Nucleation-condensation model
The nucleation-condensation mechanism ( Figure 1B) suggests that the reaction is initiated by the formation of a marginally stable nucleus that acts as a template or seed from which the native structure would propagate through rapid condensation of further structure around it (Nolting & Agard, 2008) . In this way, the number of conformations required to be sampled in the folding reaction is dramatically reduced. An essential feature of the nucleation-condensation model is that the nucleus occurrence requires the simultaneous formation of both secondary and tertiary interactions. This contrasts the diffusion collision model, which, as described above, involves a hierarchical process of structural assembly where the secondary structure elements, guided by local contacts, are initially formed independently of tertiary structure, followed by the packing of secondary structure elements to coalesce into the native tertiary structure. Therefore, the essential difference between these two folding models is whether the folding reaction can proceed in a concerted manner (such as in the nucleation-condensation model) or in a stepwise manner (such as in the diffusion collision and/or framework models).
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Zipping-and-assembly model
ZA model (also termed hydrophobic zipper model) was proposed by (Dill et al., 1993) to explain how a protein finds its native state without a globally exhaustive search. In this model, protein folding reaction starts with the independent formations of local structural pieces along the chain, then those pieces either grow (zip) or coalesce (assemble) with other structures to form the native fold. At first glance, such a folding process is very similar to that of the collision-diffusion model since both describe the hierarchical process of structural assembly. However, these two models differ from each other in some aspects. In the ZA model there is a fast collapse that is driven by nonlocal hydrophobic interactions leading to the concurrent formations of the hydrophobic clusters, helices, and sheets, and the hydrophobic zipping process further result in a broad ensemble of compact intermediate states that have much secondary but little tertiary structure; the subsequent slow process involves breaking/unzipping incorrect (nonnative) hydrophobic-hydrophobic contacts to proceed towards the native structure. The ZA therefore highlights that the folding is dominated by nonlocal interactions, i.e., with collapse as the driving force, and the secondary structures are a consequence of the collapse, rather than its cause (Dill et al., 1995) . On the contrary, the diffusion collision model assumes that the local interactions are important factors in reducing conformational search, implying that the major driving forces for protein folding is the hydrogen bonding, electrostatic and van der Waals interactions, leading to the early formations of the secondary structures and the subsequent collapse and assembly into the tertiary structure. The ZA is therefore similar, to some extent, to the nucleation-condensation since in both models the nonlocal interactions dominate the formation of the collapse or the nucleus. An advantage of the ZA model is that it explicitly points out the cause of the collapse  the hydrophobic force. In this way, the ZA model is essentially similar to the hydrophobic collapse model because both models suggest that it is the solvent-mediated hydrophobic force that drives the first stage  the collapse, in the protein folding process.
The ZA mechanism has been recently applied to the folding of proteins through using the AMBER96 force field with a generalized Born/surface area implicit solvent model and replica exchange molecular dynamics sampling. The results show that such a physics-based model can find approximately correct folds for chain length up to ~ 100 amino acids .
Jigsaw puzzle model
The jigsaw puzzle model, a qualitative mechanism for explaining the folding of the compact domains of proteins, was proposed by (Harrison & Durbin, 1985) . They argued that proteins fold by large numbers of different, parallel pathways rather than by a single definitive sequence of events, thus making folding more robust to mutations that do not affect adversely the native structure. Here the existence of multiple protein folding pathways towards the native structure resembles the multiple routes to reach a unique solution in the assembly of a jigsaw puzzle. According to this model, the identification of intermediates represents a kinetic description rather than a structural one since each intermediate consists of heterogeneous species in rapid equilibrium (Yon, 2002) . This model presents some similarities with the diffusion-collision model because its kinetics could be obtained through the diffusions and collisions of the "microdomains" if all the elementary microdomains have www.intechopen.com similar properties and multi-microdomain intermediates of the same size have similar folding and unfolding rates. The computer simulations based on lattice models support the jigsaw puzzle model (Sali et al., 1994) . The multiple pathways folding highlighted by the jigsaw puzzle model is actually consistent with a ''new view'' of protein folding funnel concept based on the energy landscape theory: the native state of a protein at its global free energy minimum is located at the bottom of funnel-like energy landscape; and each molecule may follow a different microscopic route from the top to the bottom. The folding funnel model and energy landscape theory will be discussed in more detail later.
Hydrophobic collapse model and folding funnel hypothesis
The hydrophobic collapse model ( Figure 1C) , first proposed by (Dill, 1985) , is mainly based on the observation that the globular proteins' native states often contain a hydrophobic core of apolar amino acid side chains in the interior of proteins, while leaving most of the polar or charged residues on the solvent-exposed protein surface. Therefore this model considers that the folding of a globular protein starts with a rapid collapse of the chain driven by the hydrophobic force, resulting in the formation of the collapsed intermediates, i.e., the molten globule, within which the secondary and/or tertiary structure is subsequently formed. This model highlights that the "earliest event" of the folding is that the side chains of hydrophobic residues are driven together by the action of water, which is in much the same way as aggregation of oil droplets in water (Kauzmann, 1954 (Kauzmann, , 1959 Lum et al., 1999; Stillinger, 1973; R. Zhou et al., 2004) . Upon dripping oil into a water solvent or upon recovering the conditions for protein folding, the nonlocal and nonspecific hydrophobic force mediated by the water molecules forces the polypeptide chain or the oil to cluster together rapidly to minimize the surface area of the aggregates and to maximize the entropy of the solvent, thus lowering the total Gibbs free energy of the systems. In the case of the protein folding, the free energy is further lowered by favorable energetic contacts such as the isolation of electrostatically charged side chains on the protein surface and neutralization of salt bridges within the protein's interior. The subsequent step of the protein folding is a slow annealing to the native structure: mutual rearrangement and adjustment of the already formed building blocks through disruption and reformation of various noncovalent bonds, which further lowers the free energy of the system via enthalpy contribution. As mentioned above, the hydrophobic collapse model is similar to the hydrophobic zipper model, both point out that the folding is dominated by water-mediated hydrophobic interaction.
Compared to the hydrophobic collapse model, folding funnel hypothesis characterizes a more complete scenario of how a population of unfolded peptide chains goes down from the top of funnel-like energy landscape to the bottom of the native states via multiple routes. The hydrophobic collapse is just one of the most important events occurring in early-stage folding. Other events such as the formation of the molten globule, trapping of folding intermediates in the local minima, overcoming the local energy barriers, formation of the transition state ensemble, reconfiguration of the tertiary interactions and aspects of thermodynamics and kinetics of protein structure can also be characterized by the folding funnel (these will be introduced and discussed in the "Free energy landscape" section). In the canonical depiction of the folding funnel, the depth of the well represents the energetic stabilization of the native state versus the denatured state; the width of the well represents www.intechopen.com the conformational entropy of the system; and the surface outside the well is shown to be relatively flat to represent the heterogeneity of the random coil state.
Stoichiometry-driven protein folding hypothesis
The stoichiometry-driven protein folding hypothesis has been proposed very recently by Mittal et al., whose statistical analyses of 3718 folded protein structures reveal a surprisingly simple unifying principle of backbone organization, which is interpreted as Chargaff's Rules related to protein folding, i.e., a stoichiometry-driven protein folding (Mittal & Jayaram, 2011b Mittal et al., 2010) . One of the interesting findings is that the total number of possible contacts for the C  atom of a given amino acid correlates excellently with its occurrence percentage in the amino acid sequences, leading to a conclusion that protein folding is a direct consequence of a narrow band of the stoichiometric occurrences of amino acids in the primary sequences, regardless of the size and the fold of a protein. On the other hand, the statistical results reveal that there is no "preferential interactions" between amino acids, thus leading to a conclusion that the "preferential interactions" between amino-acids do not drive protein folding.
However, although interesting, the above two conclusions need to be interpreted carefully and more work need to be done to verify this hypothesis and to elucidate the mechanism underlying these statistical phenomena (Berendsen, 2011; Chan, 2011; Ji & Liu, 2011a) . For example, how to elucidate the relationship between the stoichiometric occurrences of amino acids and the driving force of protein folding? Is it possible that the higher the occurrence frequency an amino acid has, the greater tendency for it to occupy the core of a folded protein, and the more it contributes to the hydrophobic interaction? Further work is required to examine the relationship between the burial extent of an amino acid and its occurrence percentage. The statistical result of the lack of preferential interactions between amino acids is based on a large number of already folded protein structures, and therefore it is safe to interpret it as the consequence rather than the cause of protein folding. However, it must be noted that the preferential interactions between amino acids are the basis of the development of knowledge-based potentials, which in turn form the underpinning of protein structure prediction by modeling and simulation (Ji & Liu, 2011a; Rackovsky & Schraga, 2011; Sarma, 2011) that are now routinely performed in many laboratories across the globe (Aman et al., 2010; Sklenovský & Otyepka, 2010; Tao et al., 2010) . The lack of preferential interactions between amino acids in a large sample set suggests that the nonpreferential or random inter-residue interactions might maintain the structural stability of the already folded proteins. However, using only the C  atom as the statistical object may shield the effect of the preferential interactions occurring to a very large extent between the side chain groups of different amino acids (Galzitskaya et al., 2011; Matthews, 2011) . It is reasonable to consider that the preferential interactions do not dominate protein folding when the folding process is thought to be under the thermodynamic control such as in the hydrophobic collapse and/or folding funnel models. The entropy effect is the dominant force that drives the early rapid collapses of the peptide chain, contributing the most to the decrease of the free energy of the protein-solvent system. The later slow rearrangement of the local building block elements is driven by enthalpic contribution, i.e., the loss and the formation of noncovalent bonds. We consider that the later slow process inevitably results in preferential or special interactions between amino acids and contributes, although to a lesser extent compared to the entropy effect, to the decrease of the free energy of the system. Therefore, the stoichiometry-driven folding hypothesis needs further analyses and verification using both theoretical and experimental methods, as has been suggested and discussed by dozens of protein structural chemists in "a conversation on protein folding", which was organized by professor Sarma (Mittal & Jayaram, 2011b; Sarma, 2011) , the Editorin-chief of the Journal of Biomolecular Structure and Dynamics.
Association between different protein folding models
The protein folding models or hypotheses described above are not independent and mutually exclusive but rather they are inextricably intertwined and commonly attempt to grasp different aspects of protein folding and to solve one or more of the three problems concerning protein folding: the folding code, folding rate and protein structure prediction. Experimental results have provided some support to each of the models. For example, the diffusion collision and framework models are essentially similar, commonly emphasizing a hierarchical folding process in which the local interactions drive the initial formations of simple structures ( Figure  1A ). Such a stepwise process is in line with our intuitive thinking for sequential events and facilitates the development of secondary structure prediction methods. In addition, if we consider the early formation of the secondary structures as individual nucleation processes, the diffusion collision model could be thought of as special case of the nucleationcondensation model. The hydrophobic collapse model highlights that the nonlocal hydrophobic force or the entropy effect mediated by the water is the predominant driving force for protein folding ( Figure 1C ). This model can be considered as another extreme of nucleation-condensation model because the collapse leads to one or more hydrophobic nucleuses composed of both the transient secondary and tertiary structures. Interestingly, the ZA model may be considered as the combined case of both the diffusion collision and the hydrophobic collapse models because of its hierarchical assembly feature and the dominant nonlocal hydrophobic force in collapse and zipping processes. In addition, the hydrophobic collapse is only a specific event occurring in the folding process described by the folding funnel model. The latter emphasizes the multiple parallel routes towards the global free energy minimum, which is also the essential feature of the jigsaw puzzle model. The advantage of the folding funnel model is the characterization of two essential elements of protein folding: the thermodynamics and kinetics, which play crucial roles not only in the protein folding but also in the binding and interaction between protein and its ligands.
Free energy landscape
As described above, protein folding is a complex problem and involves a series of complicated processes. Much of the complexity can be described and understood by resorting to a statistical mechanics approach to the energetics of protein conformation: the energy landscape (Bryngelson et al., 1995; Frauenfelder et al., 1991) . It has been considered as the most realistic model of protein (Henzler-Wildman & Kern, 2007; Shea et al., 1999) because it provides a complete quantitative description of protein conformational space, including the folded native state (which is generally considered as the state of a global free energy minimum), ensembles of various conformational substates near or far way from the www.intechopen.com native state, various unfolded or denatured states, and a large ensemble of folding intermediates (such as molten globule, transition states, trapped nonnative states, etc.). In the case of protein folding, the energy landscape is embodied by the folding funnel model, which provides not only a simple way of understanding why the Levinthal paradox (Levinthal, 1969) is not a real problem, but also a conceptual framework for understanding the different scenarios of protein folding highlighted by different folding models described above. Therefore, the energy landscape and folding funnel views have progressively replaced the classical model of a hierarchical pathway of folding (Yon, 2002) . In the case of protein binding and function, it has now been widely accepted that the dynamics of proteins govern ultimately their function (Henzler-Wildman & Kern, 2007) . The protein dynamics are defined as any time-dependent change in atomic coordinates, including both equilibrium fluctuations and non-equilibrium effects (Henzler-Wildman & Kern, 2007) . The equilibrium fluctuations result in distinct probability distributions of conformational substates over the rugged energy landscape. These conformational substates reside in different energy wells near or far away from the well of the global energy minimum, in which the dominant population of the native state resides. The dynamics at the equilibrium, therefore, are often thought to govern biological function in processes both near and far from equilibrium (Henzler-Wildman & Kern, 2007) such as the protein-ligand binding through conformational selection or induced fit; and most studies focus on these motions and their functional consequences (Liu et al., 2007c; Liu et al., 2008; Liu et al., 2010 Liu et al., , 2011 Tao et al., 2010) . The non-equilibrium fluctuations arise from the conformation transition between conformational substates, which needs to overcome the energy barrier between them and involves the transition conformational states with transient lifetime and therefore, is hard to detect experimentally. Taken together, the energy landscape has two key factors that can characterize its shape: i) the thermodynamics that defines the relative probabilities of the conformational states; ii) the kinetics that defines the energy barriers between the conformational states (Henzler-Wildman & Kern, 2007) and the transition between them.
The origin of energy landscape and its concept
The concept of the energy landscape, although being now most familiar in the field of protein folding, is first proposed to be applied to the folded protein more than 30 years ago by Frauenfelder and colleagues (Austin et al., 1975) . Using the low-temperature flash photolysis technique, they investigated the kinetics of carbon monoxide (CO) and oxygen (O 2 ) rebinding to myoglobin (Mb) as a function of temperature and ligand concentration. Moreover, through computer-solving the differential equation for the motion of a ligand molecule over four barriers, the rates for all important steps were obtained. The temperature dependences of the rates yield enthalpy, entropy, and free-energy changes at all barriers (Austin et al., 1975) . In order to explain the observations of non-exponential kinetics and the four successive barriers below 210 K, an energy landscape model was proposed, which was described by Frauenfelder et al.: "The energy landscape describes the potential energy Ec of the protein as a function of conformational coordinates; it is a hypersurface in the high-dimensional space of the coordinates of all atoms in Mb" (Frauenfelder et al., 1991) . Accordingly, the relation of the energy landscape to the myoglobin function was elucidated; and the features of the landscape, such as the existence of a large number of nearly isoenergetic conformations (conformational substates) and the heights of the barriers between energy wells were characterized (Frauenfelder et al., 1979; Frauenfelder et al., 1991) .
In the filed of physical chemistry, the energy landscape of a protein-solvent system is defined as an energy function F(x) = F(x 1 , x 2 , … , x n ), where x 1 , x 2 , … , x n are variables specifying the protein microscopic states (Dill, 1999) , which can be all the dihedral angles of the peptide chain, the eigenvector projections derived from essential dynamics analysis (Amadei et al., 1993; Tao et al., 2010) , end-to-end distance of the peptide chain, the number of native contacts, and an order parameter that describes the similarity of the structure to the native one and others (Kapon et al., 2008) or any degree of freedom (Dill, 1999) . F(x) is then usually the free energy as a function of the conformation of the protein to describe the protein-solvent system, where the entropic part of the free energy comes from all possible solvent configurations and solute conformational states; and the enthalpic part comes from the noncovalent bond formation within the protein interior and formation and loss of bonds (such as the hydrogen bonds and van der Waals interactions) between the protein and solvent. Thus, the protein folding process can be seen as a search for the global free energy minimum value through solving the free energy function. For a protein with a rough energy surface at the bottom of the energy landscape, the locally stable conformations can be found by determining the set of values x 1 , x 2 , … , x n that gives the local minimum values of the free energy function.
The funnel-shaped energy landscapes
Although the energy landscapes are highly multi-dimensional, they are generally pictured as a surface in the three dimensions due to the difficulty to draw a multiple-dimensional space. In the 3D energy landscape, the vertical axis represents the free energy and the horizontal axes represent the conformational degrees of freedom of a polypeptide chain (conformational entropy). Random heteropolymers, i.e., a polypeptide chain containing random amino acid sequences, may have either a very rugged energy landscape with too many local minima (Plotkin et al., 1996) or a very large flat energy landscape (Dill & Chan, 1997) . Systems like this can either easily get trapped in one of the local minima or never find the minimum when walking randomly on the very flat surface and as such, usually do not have a unique, well-defined and stable conformational state. On the contrary, the real proteins have evolved to contain optimized sequences so that they can fold rapidly and efficiently into well-defined native conformational states (Onuchic & Wolynes, 2004) . In order to fold quickly and efficiently, proteins must have the tilt, funnel-shaped energy landscape. Hydrophobic collapse driven by the entropy gain of the water solvent leads to compact chain conformations of the polypeptide and a reduced ensemble of peptide chain conformations, thus narrowing the energy landscape. There are many non-native states with high free energy but only one native state with a global free energy minimum. The ensemble of conformations is further reduced by enthalpic contribution such as the isolation of electrostatically charged or polar amino acid side chains on the protein surface and the neutralization of ion pairing within the interior of the protein, thus further narrowing the landscape. The final step occurring at a narrower part (near the bottom of the landscape) of the energy landscape is the reconfiguration of a very small set of near-native conformations through cooperative formation and mutual adjustment of tertiary interactions, resulting in the unique native conformation located at the narrowest part of the energy landscape.
www.intechopen.com Therefore, the progressive reduction in dimensionality of the accessible conformational space (or the number of conformational states) makes the protein folding landscape look like a funnel, meaning that many conformations have high free energy and few have low energy. A large number of the denatured states are located on the surface outside or the upper part of the funnel and have high conformational entropy, whereas few native states or near-native states are located at the narrowest bottom of the funnel and have low conformational entropy. Intuitively, "funnel" also implies that the landscapes are relatively smooth, meaning that the barriers are small so the folding process happens quickly. However, the "real" protein folding funnel should carry information about kinetics or barrier heights or smoothness or any landscape shape feature (Dill, 1999) . Depending on the folding rate, properties, flexibility and the native structure of the proteins, folding energy landscapes are divided into the following types (Dill & Chan, 1997) .
i. The idealized protein folding funnel with smooth surface (Figure 2A ). This funnel contains no traps or bumps, showing how the many denatured conformations can roll down along different routes to become the fewer compact conformations, and finally to one native conformation. Such a smooth funnel often results in fast folding and twostate (single-exponential) kinetics (Huang & Oas, 1995; Jackson & Fersht, 1991; Schindler et al., 1995; Sosnick et al., 1996) . ii. The rugged landscape with hills, traps and energy barriers ( Figure 2B ). Like the real mountain ranges, this rugged funnel can also have much broader array of shapes involving hills, valleys, ridges, channels, moguls, plains and valleys inside valleys, moats, varying slopes and ups and downs of all kinds. Such a rugged funnel often results in slow folding and the folding kinetics is likely multiple-exponential. The champagne glass landscape exhibits how conformational entropy can bring about ''freeenergy barriers'' through random wandering on the flat plateau. (E) The Levinthal "golf course" landscape illustrates that a random search could not find the native state of the global energy minimum at the bottom of the "golf hole". N denotes the native state. Images were cited from (Dill & Chan, 1997) .
iii. The moat landscape on which the "moat" represents the kinetic trap ( Figure 2C ). As shown in Figure 2C , the A route is a funnel-like "throughway" path, while the folding molecules should have to pass through an obligatory folding intermediate trap when they follow the B route. iv. The champagne glass landscape ( Figure 2D ). This type of landscape is proposed to illustrate that the ''bottleneck'' or rate limit to folding is due to conformational entropy (Dill & Chan, 1997) . The polypeptide chain is delayed en route to the bottom by aimless wandering on the flat plateau to find the remaining routes downhill, indicating how conformational entropy can cause ''free-energy barriers'' to folding. Here the ''freeenergy barriers'' do not correspond to a process that goes "uphill in free energy" to overcome a free-energy barrier in the conventional sense, but just mean that the folding process is delayed compared to some reference rate. v. The Levinthal "golf course" landscape ( Figure 2E ). This type of landscape is proposed to illustrate Levinthal's argument (Levinthal, 1968 (Levinthal, , 1969 ) that a random search could not find the native state of the global energy minimum located at the bottom of the "golf hole". It is just like a ball rolling randomly on a very large flat course, taking a long time to find and fall in the hole.
Protein folding in the funneled energy landscape
Although there exist the smooth funnel-shaped energy landscapes without significant kinetic traps (Figure 2A ), the most realistic folding funnel is rugged, guiding multi-exponential slow folding of most proteins ( Figure 2B ). Under inappropriate folding conditions, the funnel is shallow and therefore the polypeptide chains spend most of their time meandering around the upper part of the funnel, leading to conformational heterogeneity of the unfolded proteins and very slow folding due to the shallow slope (Dill & Chan, 1997) . However, once restoration of the appropriate conditions, the funnel becomes stretched down leading to the steep slope, thereby initiating the downhill movements of molecules towards the native state (Figure 3 ). Fig. 3 . A rugged funnel-like free energy landscape that describes the detailed processes and various intermediates in the folding reaction. The width of the funnel represents the conformational entropy; the depth of the funnel represents the change in total Gibbs free energy between the denatured and native states. This figure is modified from (Onuchic et al., 1997; Onuchic et al., 1995; Wolynes et al., 1995) . A funnel-shaped energy landscape illustrating the detailed processes and various intermediates in protein folding is shown in Figure 3 . Just like an ensemble of skiers jumping and skiing down the steep slope (in this case the major driving force is the gravity), the first phase of protein folding is that an ensemble of unfolded polypeptide chains collapses rapidly to a compact ensemble. In this case the driving force is the chemical potential of the reduction in Gibbs free energy, to which the entropy gain via solvent sequestration makes a substantial contribution. Each skier skis along a different route, down the mountainside as shown in Figure 2B and Figure 3 and subsequently enters a rugged region composed of hills, valleys and traps. Correspondingly, the rapid hydrophobic collapse leads to the accumulation of "misfolded" compact intermediates, many of which are trapped in the kinetic traps or local free energy minima. Such an ensemble of compact folding intermediates, which is termed molten globule, contain some transient secondary structures and nonspecific tertiary interactions . The subsequent processes are slow steps, which arise from climbing an uphill slope, then reach a mountain pass and continue to the next downhill search (Dill & Chan, 1997) . In these processes, the ensemble of the conformations located at the hilltop can be considered as "transition state", which, in the sense of the energy landscape, is defined as "the bottleneck processes of flows down different mountainsides" by (Dill & Chan, 1997) to highlight the aspect of the rates but not the specific structures. In order to overcome the bottleneck, the already collapsed conformations need to be pulled apart. This may be driven by the conformational entropy of the molten globules. In addition, uphill climbing does not necessarily mean a full opening of the compact collapses. This process usually is the breaking of a few non-covalent bonds here or there to resume progress towards the native state. The process of the transient trapping, uphill, downhill, transient trapping can repeat many times, thereby slowing the exploration of the routes towards the native state. Therefore such a repetitive process is a bottleneck for folding and can be viewed as the folding transition state as defined by Dill et al. (Figure 3 ) (Dill & Chan, 1997) . Under thermodynamic conditions near the folding transition midpoint, entropy and energy do not completely compensate for each other; thus, intermediates are not present at equilibrium, i.e., a free thermodynamic energy barrier intercedes . The repetition of the uphills and downhills ultimately leads to the arrival of a socalled glass transition state (Bryngelson et al., 1995; Onuchic et al., 1995) . Such a trapping resembles the way a liquid becomes a glass when cooled, remaining fixed in one of many structures and unable to reconfigure to the lowest energy crystal state . In the case of protein folding, therefore, the process of reconfiguring the glass transition to the native state is very slow , requiring a sufficient overall slope of the energy landscape so that the numerous valleys flow in a funnel towards the native structure. In addition, when the folding process enters into the glass transition, the intermediates have only a few paths to the native structure. The lifetimes of the discrete glass transition states are relatively longer than those of other intermediates but shorter than the average folding time. The formation of native contacts will further reduce both the entropy and enthalpy, with the larger negative enthalpy compensating for the entropy loss, putting the glass transition  native state under enthalpy control. For a more detailed and quantitative description of the funnel-like protein energy landscape, please refer to (Onuchic et al., 1997) .
The roughness/ruggedness of energy landscapes
For most of proteins, the funnel-like energy landscapes, either on their tube part or at the bottom, are largely rugged or rough due to the kinetic traps, energy wells and barriers. Rough energy landscapes occur in problems in which there are many competing interactions which can not be satisfied at once (Bryngelson et al., 1995; Kapon et al., 2008) . For example, in the entire folding process there are too many "mistaken interactions" that are caused by competition between different chain parts. The initial hydrophobic collapse expels the bound water molecules and leads to a compact ensemble which, although having relatively lower free energy, contains many non-native contacts, energetically costly cavities generated by imperfect fit of side-chains, and locally favorable secondary structures. These inappropriate interactions and orientations have to be disassembled and readjusted in order to form the final tertiary structure. Analogously, in the process of protein-ligand binding, the water network formed around the surface of the interacting partners need to be broken upon interaction and the changes in conformations of the protein or ligand may also be required, and sometimes a large scale conformational changes are required. Such competitive interactions, on the one hand, lead to relatively stable residence of conformational sates in wells of the local free energy minima, on the other hand, facilitate conformational motions that can help the molecules to jump out of the wells. In fact, for a bio-macromolecule such as the protein, its folding or binding processes will inevitably lead to a single structure or a complex that can not satisfy completely all of the constraints posed on the system and thus the reactions are said to be frustrated (Kapon et al., 2008; Shea et al., 1999) .
Frustration, or ruggedness, a well-known trait of the complex systems such as glasses, solute-solvent systems and even social and economic networks, arises essentially from the fluctuation of free energy caused by non-complementary changes between entropy and enthalpy. For instance for the protein-solvent system, the change in enthalpy is the consequences of the competitive interactions between different parts of the protein and between the protein and solvent; while the change in entropy is caused by the nature of protein and solvent to increase their disorder or randomness. When the enthalpy change can not compensate for the entropy change, the fluctuation of the free energy occurs. In the energy landscapes, the local free energy fluctuations manifest themselves as a series of hills, valleys and traps of various heights and widths. In the case of protein folding, although the local free energy surface is rough or rugged, the entire free energy landscape is funnelshaped ( Figure 2A , 2B and 3), satisfying the need for the global decrease in free energy of the protein-solvent system. In the case of protein function, although most functional studies are concentrated on static X-ray crystallographic structures of proteins, the biologically relevant processes, such as receptor-acceptor binding, enzymatic catalysis, neuron activity and selective passing of ions through ion-channels are essentially dynamic. It is the ruggedness of the energy surface that brings about the dynamic behaviors and molecular motions of proteins. For example, the polar or charged residues residing inside the hydrophobic core can often bring about local instability and contribute to frustration. Nevertheless, it is such a frustration that serves to exchange ligands or degrade substrates (Tao et al., 2010) . Loops are observed to exist universally in protein structures. Long flexible loops often assume a large number of conformations due to their inherent large conformational entropy. However, the large flexibility of loops makes them very useful for contact, recognition, binding and catching of the ligands, in which they are frequently found to play a pivotal role. Interestingly, for HIV gp120 glycoprotein, several long variable loop regions, i.e., V1-V5, located outside the surface of the molecule, shield the antigenic sites and make substantial contribution to the immune escape of HIV (Liu et al., 2007a; Liu et al., 2007b; Liu et al., 2007d Liu et al., , 2008 .
Ruggedness, folding rate and protein function
As described in the section "The problems of protein folding", one of the protein folding problems is the folding rate. The funnel-shaped landscape seems to address this problem. It has been predicted that the speed limit for the folding of small globular proteins in a smooth folding funnel is ~ 100/n s, where n denotes the number of amino acid residues in the protein (Kubelka et al., 2004) . However, most natural proteins fold at least two or three orders of magnitude slower than the predicted empirical relationship due to the presence of the roughness of the energy landscape. Furthermore, the different degree of the ruggedness raises another question: what is a good speed for a protein to fold (Kapon et al., 2008) ? One intuitive answer is that proteins should fold as fast as possible in order to avoid degradation and maintain maximum stability of their folded structure in the cellular environment. However, this raises the question of why roughness, with its detrimental effect on folding rates, has been preserved by evolution. It has been proposed that the answer is the functional requirement of the proteins because God has created proteins to perform a task but not to fold as fast as possible (Gruebele, 2005) . It has been shown that some proteins which have smooth energy landscapes and fast folding rates tend to aggregation and proteolysis since they can also unfold very rapidly (Gruebele, 2005; Jacob et al., 1997; Kapon et al., 2008) . On the other hand, if the energy landscape is too rough, the protein may also be subjected to similar risks due to the attenuation of diffusion along the energy surface (Kapon et al., 2008) . Therefore, every protein must have evolved an optimum energy landscape roughness to satisfy simultaneously the two conflicting requirements: the survival and the function.
The ruggedness in the energy landscapes makes it possible for a protein to assume many states that may be quite distinct from each other in structure but have similar free energy. Furthermore, the transition between states or substates causes protein motions on different time scales and at different amplitude and directionality, which may involve different biological processes. The ability to adopt multiple conformational states also increases the repertoire of molecules with which a ligand can interact and provides robustness against deleterious mutations (Kapon et al., 2008) .
Amplitude and timescale of protein motions
The protein dynamics contain two elementary components, i.e., the kinetic component and the structural component, which characterize the timescale and amplitude of the fluctuations, respectively (Ansari et al., 1985; Henzler-Wildman & Kern, 2007) . Figure 4 shows a free energy landscape defining these two components. The protein dynamics are divided into three tiers, i.e., tier-0, tier-1 and tier-2 dynamics that occur on timescales ranging from the "slow" to "fast" timescale. Similarly, Tier 2 describes faster fluctuations on timescale of ps between a large number of closely realted substates located within tier 1 wells. The difference between the two landscapes, depicted by the dark line and grey line, respectively, indicates that the energy lanscape is dynamic, with its shape being affected and changed by physical (such as temperature, pressure, pH, ionic strength, presence of denaturant, etc.) or functional (such as ligand binding and protein mutation) conditions. This figure is modified from (Ansari et al., 1985; Henzler-Wildman & Kern, 2007) .
The tier-0 dynamics, which occur on a slow timescale, define fluctuations between kinetically distinct states that are separated by energy barriers of several kT (the product of the Boltzmann constant k and the absolute temperature T). Such slow timescales are evaluated to be microseconds (s) or slower at physiological temperature; and the corresponding motions are typical larger-amplitude concerted motions that can propagate over the entire molecular structure, leading to a relatively small number of conformational states with relatively large conformational difference between them (Figure 4 ). The protein molecules within one of these tier-0 states (the largest wells in Figure 4 ) are also dynamic, fluctuating around the average structure on a faster timescale and exploring a large ensemble of closely related structures. This brings out the tier-1 or even tier-2 states located in smaller wells relative to the tier-0's large wells. An important feature of tier-0 states is that www.intechopen.com the conformational transitions between these states are rare because of i) high free energy barrier between tier-0 states; ii) long lifetimes of tier-0 states and stable equilibrium fluctuations around these states; iii) the low probability of the conformation that can initiate the transition. Such large-scale concerted motions occurring on the slow timescale are now receiving more and more attention since they govern many biological processes such as the enzymatic catalysis (i.e., the opening of substrate binding channel), signal transduction and protein-protein interactions (i.e., the conformational selection process). The relatively long lifetimes of individual states within the tier-0 wells make it possible for direct trap and observation of these states, and even for detection of the kinetics of inter-conversion between these states using experimental and computational methods. For the detailed description and discussion of these methods, refer to (Henzler-Wildman & Kern, 2007) .
The tier-1 and tier-2 dynamics occur on "fast" timescale and define fluctuations within the wells of a tier-0 state. These many smaller wells within the tier-0 wells are occupied by a large ensemble of structurally similar substates. The energy barriers between them are less than 1 kT, resulting in more local, small-amplitude picosecond (ps)-to-nanosecond (ns) fluctuations at physiological temperature, with the tier-1 and tier-2 dynamics corresponding to the ns and ps fluctuations, respectively (Figure 4 ). The dynamics on the fast timescale, which are the consequent of occasional Brownian bombardments, can sample a large number of conformational substates. In other words, the conformational diversity can be considered as the subsequence of the entropy of the system. According to (HenzlerWildman & Kern, 2007) , the tier-1 dynamics can be used to describe ns-timescale fluctuations of a small group of atoms, such as loop motions, while the tier-2 dynamics correspond to ps-timescale fluctuations of local atoms. such as the rotations of the amino acid side chains (Figure 4) . The even higher tiers of dynamics also exist, such as bond vibrations, which occur on the femtosecond (fs) timescale.
The energy landscapes are dynamic
The concept of a dynamic landscape was first proposed by (Gulukota & Wolynes, 1994 ) in their statistical model of how chaperones can work to help to form the normal folding funnel of proteins to their native states. The shape of energy landscape can be affected by an individual set of physical environments, such as pH, ionic concentration, presence of denaturant, pressure and temperature, or functional environment such as binding to other molecules (Figure 4 ). For example, under the denaturing conditions of high temperature or presence of denaturant, the energy landscape of a protein is shallow and its surface is relatively flat, with an ensemble of unfolded polypeptide chains walking randomly around the flat surface. However, upon restoration of the native-like condition, the energy landscape is stretched down and the slope becomes steep. Despite the existence of the hills, valleys and traps, the emergence of the steep wall allows the chains to roll down the funnel. Therefore, switching the conditions between the denaturation and refolding is essentially to change the shape of the energy landscapes of proteins. Furthermore, changes in energy landscape can also be the consequence of the bound state of the protein, that is, whether it is free, or bound to one or more ligands, can change the depth and width of the wells around the bottom of the energy landscape. The works by (Freire, 1999; Todd & Freire, 1999) showed that residues far away from the active site can be stabilized by intermolecular association, which provide an example illustrating that the binding event shifts the energy landscape of a folding funnel (Tsai et al., 1999b) . Changing or manipulating the physical or functional conditions is the most common way to change the relative populations of the conformational states or substates, and the kinetics of the conversion between them (Henzler-Wildman & Kern, 2007) . In summary, although the protein function is often inferred from its single stable conformations derived from X-ray crystallographic technique, a deep and complete understanding of the protein function requires analysis of the changes in populations of its conformational substates caused by the dynamic energy landscape upon change in the physical or functional conditions.
Protein-ligand interactions and binding mechanisms
A fundamental principle of all biological processes is molecular organization (e.g., protein folding) and recognition, e.g., protein-ligand interactions and binding (Perozzo et al., 2004) . Essentially, proteins perform their function through interaction with molecules such as proteins and peptides, nucleic acids, ligands and substrates, and other small molecules such as oxygen or metal ions. Thus, a detailed understanding of biological processes requires to investigate not only the protein folding mechanism but also the mechanism of proteinligand binding.
Molecular recognition is a process by which biological macromolecules interact with each other or with small molecules to form a specific complex (Demchenko, 2001; Janin, 1995; Otlewski & Apostoluk, 1997) . It has two important characteristics: specificity and affinity. The specificity is that biological macromolecules are able to distinguish the highly specific ligand from less specific ones. In order to make an interaction specific, the bonds between correct partners should be strong, while for other partners showing only minor differences in structure they should be weak or even repulsive. Therefore, once a correct ligand binds to its acceptor molecule, the affinity between them should be strong enough to prevent disassociation. The most important aspect of the molecular recognition is, as pointed out by (Demchenko, 2001) , that the recognition is usually not a process in itself, but is an element of a more complex, functionally important mechanism such as allosteric regulation of enzyme activity, signal transduction, protein folding or the formation of multi-subunit and supramolecular structures. This requires important and sometimes dramatic changes in properties of the interacting partners. In this section, the protein-ligand binding mechanisms, the relationship between protein folding and binding, and the thermodynamics and kinetics of protein-ligand interaction will be described and discussed.
Protein-ligand binding mechanisms
The protein-ligand binding mechanisms have evolved from the early "lock-and-key" (Fischer, 1894) to the "induced fit" (Koshland, 1958) and to the now popular "conformational selection" models (Frauenfelder et al., 1991; Ma et al., 1999; Tsai et al., 1999a ) ( Figure 5 ). The lock-and-key model ( Figure 5A ) was first proposed by (Fischer, 1894) to explain binding of a single substrate to the enzyme. In this analogy, the lock is the enzyme and the key is the substrate. The prerequisite of this model is that the enzyme and substrate are both rigid and their surfaces should be complementary, and therefore only the correctly sized key (substrate) fits into the key hole (active site) of the lock (enzyme); the keys with incorrect size or incorrectly positioned teeth (incorrectly shaped or sized substrate www.intechopen.com molecules) do not fit into the lock (enzyme) because both the key and the lock can not change their shape and size. However, not all experimental evidence can be adequately explained by the lock-and-key model. Therefore, a modification called the induced fit model was proposed to compensate for the rigid, structurally invariable protein and ligand. The induced fit model ( Figure 5B ) assumes that the ligand plays a role in determining the final shape of the protein, i.e., the ligand binding induces a conformational change in the protein (Koshland, 1958) . However, it seems that the induced fit mechanism is only suitable for the proteins showing minor or moderate conformational change after the ligand bindings. For the proteins undergoing substantially larger conformational changes upon ligand binding, Bosshard (Bosshard, 2001) suggested that "induced fit is possible only if the match between the interacting sites is strong enough to provide the initial complex enough strength and longevity so that induced fit takes place within a reasonable time". Therefore, the induced fit mechanism alone can not explain well the association between ligand and proteins undergoing large conformational changes after binding (Tobi & Bahar, 2005) . In recent years, the conformational selection model (also termed preexisting equilibrium, population selection, fluctuation fit, or selected fit; see Figure 5C ) has emerged as an alternative for induced fit and is becoming prevalent. Essentially, such a mechanism is the extension of the folding funnel model, postulating that the native state of a protein is not defined by a single rigid conformation but rather by an ensemble of closely related conformational substates coexisting in equilibrium, and the ligand can select to bind to the most suitable conformer among these conformational substates, shifting the equilibrium toward complex formation. As described above, at the bottom of the folding funnel, the rugged energy landscape near the native state contains several minima corresponding to these conformational substates. The more flexible the protein is, the lower the barrier height between the substates, and the larger the ensemble of acceptable near-native conformations may exist. Generally, the conformational changes in this model are beyond local side chains rearrangements near the binding site, but rather display large concerted motions or entire domain movements.
The early studies by (Berger et al., 1999) and (Foote & Milstein, 1994) demonstrate that conformational selection is responsible for antigen-antibody complex formation. For example, of the two isomeric conformations determined by X-ray crystallography for the SPE7 antibody (L.C. James et al., 2003) , only one possesses a promiscuous, low-affinity binding site for haptens. The initial selective binding of haptens to this site is followed by an induced fit, resulting in a high-affinity SPE7-haptens complex. Recently, more and more data from the X-ray and cryo-electron microscope images, kinetics studies, extensive single molecule fluorescence and, in particular, NMR technique show that a unliganded protein can assume a repertoire of conformational states, including conformations corresponding to the bound form (Boehr et al., 2009; Lange et al., 2008; Tobi & Bahar, 2005; Wu et al., 2009 ).
The relationship between lock-and-key, induced fit and conformational selection
Interestingly, when considering the lock-and-key and conformational selection models under the background of the funnel-like energy landscape, the former can be viewed as an extremity of the later. The lock-and-key model is useful for explaining binding of a ligand to a very rigid protein, which has a smooth folding funnel with almost no ruggedness around the bottom of the energy landscape. Although a protein with relatively large structural flexibility has the folding funnel with massive ruggedness, the conformational selection model considers that, generally, only one ensemble of conformational substates residing in one energy well is appropriate for selective ligand binding. If we consider such an energy well as a small funnel and neglect the other wells as well as the kinetics of conversion between conformational substates, the binding process occurring in this well can be described by the lock-and-key mechanism.
Furthermore, induced fit and conformational selection are not two independent and exclusive processes but rather they both play a joint role in molecular binding (Perica & Chothia, 2010) . What seems to be the general trend is that the conformational selection is more important for the initial recognition/contact between the interacting partners, while the induced fit is more important for the subsequent mutual conformational adjustment. Therefore, we consider that the large-scale concerted motions, i.e., tier-0 dynamics, may govern the conformational selection, while the tier-1 and tier-2 dynamics, which describe the fast-timescale motions (i.e., loop motions and side chain rotation), may play a role in finetuning the interactions at the later "induced-fit" stage. The induced fit model can also be viewed as an extreme version of the conformational selection when considering the detailed process of the molecular recognition rather than focusing only on the final conformational difference between the free and bound states. As discussed above, most proteins have a rugged energy surface around the bottom of the landscape, leading to distinct population distributions of different conformational substates. The initial selective collision/contact between the partners may decide whether the binding proceeds forward or the occasional complex disassociates. Only in the case of the approximately "correct" conformational state (which provides the initial complex the interactions with enough strength and longevity so that induced fit takes place within a reasonable time) can "conformational selection" occur, although the already chosen conformational sate is significantly distinct from the final bound state. In other words, in the case of molecular recognition between flexible partners, the selectively initial interactions must occur before the event of the conformational adjustment, and therefore the induced fit can be perceived as an extremity of the conformational selection model.
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Very recently, Nussinov and her colleagues (Csermely et al., 2010) proposed an extended conformational selection model to integrate the conformational selection and induced fit mechanisms, suggesting that i) the protein binding embraces a repertoire of selection and adjustment processes; and ii) the protein segments whose dynamics are distinct from the rest of the protein can govern conformational transitions and allosteric propagation that accompany the binding processes. A single step of conformational selection generally lowers the entropy barrier and helps to achieve a high degree of specificity (e.g., like the situation under the lock-and-key model). The subsequent mutual conformational rearrangement contributes significantly to the high binding affinity, e.g., the binding interfaces often have a certain degree of flexibility that is advantageous to conformational change and adjustment (Liu et al., 2011; Tao et al., 2010) , like the situation in the induced fit mechanism.
The superficial difference between these two mechanisms is whether the binding is "conformational change first" (for the conformational selection) or "binding first" (for the induced fit). However, for a given protein to interact with its ligand, how the binding can be characterized as conformational selection or induced fit? What factors determine which mechanism dominates the binding process? Hammes et al. has proposed a flux criterion by which the sequence of events can be determined quantitatively (Hammes et al., 2009) . Through applying the flux calculation to protein-ligand binding, they found that the binding mechanism switches from being dominate by the conformational selection pathway at low ligand concentration to induced fit at high ligand concentration. Interestingly, through establishing a solvable model that describes the conformational transition of the receptor between the inactive (this form prevails in solution in the absence of the ligand) and active (this form is favored while a ligand is loosely bound) forms, Zhou (Zhou, 2010) found that the timescale of the active-inactive conformational transitions has effect on the selection of these two binding mechanisms, i.e., when the active-inactive transition rates increases, the binding mechanism gradually shifts from the conformational selection to induced fit, indicating that the timescale of conformational transitions plays a role in controlling the binding mechanism.
Examples of protein binding: ubiquitin, aggregation and molecule chaperones
By measuring residual dipolar couplings (RDCs) resulting from partial alignment in a large number of media, the conformational ensemble of ubiquitin was calculated up to the microsecond timescale at atomic resolution . The most striking feature of the ensemble is the presence of "bound" conformations in the free form of ubiquitin (Figure 6 ), which result from the large scale concerted pincer-like motions of the binding interfaces. All the backbone conformations in the available 46 X-ray crystallographic structures of ubiquitin in complex with various binding partners are observed in the solution ensemble, despite the absence of any crystallographic information in ensemble refinement. This provides direct evidence that the conformational ensemble of ubiquitin in its bound states does indeed exist in the solution condition without including protein interaction partners, and that conformational selection is important for proteinprotein binding of ubiquitin. However, subsequent conformational changes may be induced fit processes, especially in the side chains, after the initial binding via conformational selection. Accordingly, we could conclude that the side chain flexibility contributes to the high binding affinity through induced fit, while the conformational selection and highly rigid hot spot residues contribute to the high specificity through lowering entropy barrier. The color of the free energy well is the same as that of the ubiquitin crystal structure corresponding to the conformational state located within this well. The deeper the well is, the larger population of the corresponding conformation state resides in it. The energy barriers separating the conformations are not known. This figure is modified from (Boehr et al., 2009) There are several "misfolding diseases" that arise from possible mistakes in protein folding. These diseases, i.e., amyloid (Alzheimer's disease) and prion diseases (BSE or "mad cow" disease, scrapie, Creutzfeld-jacob disease (Serban et al., 1990) ), are characterized by abnormal accumulation of aggregated proteins in the brain and other tissues. For example, the formation of amyloid plaque are thought to be related to the conformational transition of a N-terminal structural region of A protein, that is, an easy transition from the native -helical to non-native, prone-to-plaque-formation -stranded structures (Kosik, 1992) . The prion protein also undergoes a conformational transition from a normal cellular isoform containing a preponderance of helical secondary structure to a scrapie isoform containing a greater proportion of -sheet (Inouye & Kirschner, 1997; Pan et al., 1993) . At first glance, the formation of the pathogenic plaque is due to the misfolding of relevant proteins. However, the so-called "misfolding" is in fact the finally observed already folded structure in the plaque but rather than the cause of the protein aggregation. Conformational analysis demonstrates that the A peptide segment exists as a mixture of rapidly equilibrating extended conformers, including the "native" conformational state and the "natively unfolded" states (Weinreb et al., 1996) . Some of the natively unfolded states may initiate protein-protein interaction, forming a fibril seed facilitating plaque growth. The flexible nature of A or prion proteins determines that the bottoms of their funnel-like landscapes, despite ruggedness, are relatively shallow, allowing easy transition between conformational substates. It has been proposed that flexible protein interface regions are more prone to aggregation than other surface regions (Pechmann et al., 2009) . Therefore, some of the conformers that have proper flexible surfaces, although having a low population time, can interact and aggregate together, biasing the equilibrium towards the plaque conformation and deepening the energy well in which the plaque state is located. Therefore, aggregation is a manifestation of conformational selection of higher energy, less populated monomer states leading to highly polymorphic aggregate species, and is now increasingly considered as the "side-effect" of protein binding (Csermely et al., 2010) . As such, the "misfolding decreases" should be called the "diseases of false recognition and binding".
It seems that protein aggregation is inevitable in the living cell, and therefore there must be some mechanisms capable of repairing or preventing the aggregation. Actually, molecular chaperones can perform this function through temporarily covering aggregation-sensitive surfaces of the relevant proteins. Molecular chaperone is the common name of a diverse family of proteins which help other proteins to fold, refold after transport through biological membrane or maintain the folded state under conditions of stress (Demchenko, 2001) . The common feature of molecular chaperones is that they interact only with unfolded or partially folded but not with native proteins, while the formed complex can dissociate into chaperone and a folded protein molecule. The chaperones are not enzymes and do not accelerate the folding reaction, but facilitate the assembly of protein complexes through the temporal occlusion of particular hydrophobic sites in polypeptide sequence, allowing the self-assembly of structure to proceed with the formation of folding determinants at sites that are free from chaperone protection. Molecular chaperones realize their functions through altering the flexibility of the target proteins or through protecting the hydrophobic and flexible interfaces of the potential aggregation-sensitive proteins, causing the distributions and redistributions of different conformational substates along the rugged surface of the dynamic energy landscape.
Thermodynamics of protein-ligand interaction
The complete understanding of molecular recognition of the proteins and ligands requires characterization of the binding energetics. Like the situation of protein folding, a quantitative description of the forces that drive the protein binding also requires characterization and determination of the complete thermodynamic profile, including the binding free energy (G), the enthalpy (H) and entropy (S) of binding and the heat capacity change (C p ) (Chaires, 2008; Perozzo et al., 2004) . These thermodynamic data contain information crucial not only for elucidating the binding mechanism but also for rational drug design through relating the thermodynamic data to the structural data, which alone can not fully describe the driving forces for binding or predict accurately the binding affinity (Weber & Salemme, 2003) .
The only direct way to measure the heat change during complex formation at constant temperature is implemented by isothermal titration calorimetry (ITC) (Freire et al., 1990; Wiseman et al., 1989) . In this method one binding partner is titrated into a solution containing the interacting partner, thereby generating or absorbing heat. This heat, reflected by temperature difference between a sample cell and a reference cell, is directly measurable and can be quantified by the calorimeter. Under appropriate conditions data analysis from a single experiment of the ITC allows the simultaneous determination of the equilibrium binding constant (K b ), the standard Gibbs free energy change (G), the changes in enthalpy (H) and entropy (S ), as well as the stoichiometry (n) of the association event. Moreover, experiments performed at different temperatures yield the heat capacity change (C p ) of the binding reaction (Chen & Wadso, 1982; Cooper & Johnson, 1994; Perozzo et al., 2004) .
The basic thermodynamic relationships are summarized below:
where the G, H, S and C p are the changes in free energy, enthalpy, entropy and heat capacity, respectively; K b and R are the binding constant and universal gas constant, respectively; T and T r refer to the temperature and an arbitrary reference temperature, respectively; and the thermodynamic parameters subscripted with "T" or "r" refer to those temperatures. The equilibrium binding constant K b , which is defined as the ratio of actual product concentration to reactant concentrations, can be used to calculate the Gibbs free energy change G b y e q u a t i o n 1 . T h e c h a n g e i n binding enthalpy of protein-ligand interactions can be determined accurately by the ITC method or indirectly from the temperature dependence of equilibrium binding constants and application of the van't Hoff relationship (H VH ; equation 3). Classically, free energy change can be parsed into its enthalpic (H) and entropic components (TS) as described by equation 2. Equation 4 indicates that the change in enthalpic value is temperature dependent, relating to a nonzero heat capacity change C p . Equation 7 shows that enthalpy and entropy changes depend on temperature through the nonzero heat capacity change C p . The relations of temperature dependent C p to changes in the enthalpy and entropy are described by equation 5 and 6, respectively.
Concepts of the thermodynamics parameters
Gibbs free energy ∆G, a concept that was originally developed in the 1873 by the American mathematician Josiah Willard Gibbs (Gibbs, 1873) , can be seen as the approximation of the chemical potential, which is minimized when a system reaches equilibrium at constant pressure and temperature. The Gibbs free energy of binding reaction is the most important thermodynamic description of binding because it determines the stability of any given biological complex. Free energy changes are a function of states, i.e., their values are defined merely by the initial and final thermodynamic states, regardless of the pathway connecting them. Free energy is the key parameter since its value under a particular set of reactant concentrations dictates the direction of the bimolecular equilibria. The negative sign of ∆G means that the binding reaction or conformational transition will proceed spontaneously to an extent governed by the magnitude of ∆G; the positive sign means that the energy is needed to drive the reaction to form a product, with the magnitude of ∆G specifying the amount of the required energy. The free energy is a balance between enthalpy and entropy, e.g., the observed ∆G can be the same with completely opposing contribution by enthalpy and entropy (see equation 2). An interaction with positive H and S (binding dominated by hydrophobic effect) can produce the same G as an interaction with negative H and S (when specific interactions dominate). Such a enthalpy-entropy compensation makes the binding free energy relatively insensitive to change in molecular details of the interaction process, and thus the consideration of the H and S are crucial for a detailed understanding of the free energy of binding (Eftink et al., 1983; Lumry & Rajender, 1970; Perozzo et al., 2004; Williams et al., 1993) .
The enthalpy is a measure of the total energy of a thermodynamic system. It includes the internal energy, which is the energy required to create a system, and the amount of energy required to make room for it by displacing its environment and establishing its volume and pressure. In many chemical, biological, and physical measurements, the enthalpy is the preferred way of expression of system energy changes because it simplifies descriptions of energy transfer. The total enthalpy, H, of a system cannot be measured directly and, as such, the change in enthalpy, ΔH, is a more useful quantity than its absolute value, which is equal to the sum of non-mechanical work done on it and the heat supplied to it. The ΔH is positive or negative in endothermic or exothermic process, respectively. In the protein-solvent system, the enthalpy change reflects the amount of heat energy required to achieve a particular state. For binding reactions, negative enthalpy values are common (but not omnipresent), reflecting a tendency for the system to fall to lower energy levels by bond formation. The binding enthalpy in its strict sense is considered as the noncovalent bond formation at binding interface. However, the heat effect of a binding reaction is a global property of the entire system, including contribution from solvent and protons (Cooper & Johnson, 1994) . Therefore, the change in enthalpy of binding must be the result of the formation and breaking of many individual bonds, including the loss of protein-solvent and ligand-solvent hydrogen bonds, electrostatic and van der Waals interactions, the formation of noncovalent bonds between the protein and ligand, and the solvent reorganization near the protein surfaces. These individual components may make either favorable or unfavorable contributions, and the result is a combination of these contributions, with specific interactions dominating the binding enthalpy.
The entropy is a measure of the tendency of a process, such as a chemical reaction, to be entropically favored, or to proceed in a particular direction. It determines that thermal energy always flows spontaneously from regions of higher temperature to regions of lower temperature, in the form of heat. These processes reduce the state of order of the initial systems, and therefore the entropy can be seen as an expression of the disorder or randomness. In the protein-solvent system, entropy measures how easily that energy might be distributed among various molecular energy levels and represents all the other positive and negative driving forces (in addition to enthalpy change) contributing to the free energy. The total entropy change (ΔS tot ) of protein-ligand binding can be expressed as the sum of the three entropic terms: the solvent entropy ΔS solv , conformational entropy ΔS conf and the rotation and translation entropy ΔS r/t :
where the ΔS solv describes the change in entropy resulting from solvent release upon binding; the ΔS conf is a configurational term reflecting the reduction in rotational degrees of freedom around torsion angles of protein and ligand; and the ΔS r/t represents the loss in translational and rotational degrees of freedom of the acceptor and ligand upon complex formation. The most important contribution to the ΔS tot arises from the solvation term ΔS solv , primarily due to the release of well-bound water molecules on the surfaces of the protein and ligand, and the accompanying burial of the hydrophobic surface area. Since the entropy of hydration of polar and apolar groups is large, the burial of solvent accessible surface area and the solvent release upon binding often make a large, favorable contribution to the entropy increase. The ΔS conf and ΔS r/t make unfavorable contributions to total entropy, i.e., causing entropy reduction. Although the positive entropy changes resulting from a natural tendency for disruption of order and exclusion of water molecules are common for binding reactions (Chaires, 2008) , all binding reactions would have to overcome the inescapable entropic penalties (Amzel, 1997 (Amzel, , 2000 Brady & Sharp, 1997 ) (i.e., the negative ΔS r/t and ΔS conf upon complex formation) through large solvent entropy gain (positive ΔS solv ) or favorable protein-ligand interactions (negative ΔH) if binding is to occur.
The heat capacity (ΔC p ) is the measurable physical quantity that characterizes the amount of heat required to change a substance's temperature by a given amount. The removal of protein surface area from contact with solvent often results in a large negative ΔC p . Therefore, the heat capacity provides a link between thermodynamic data and structural information of macromolecules through the correlation of ΔC p and burial of surface area (Perozzo et al., 2004) .
Enthalpy-entropy compensation
The phenomenon of enthalpy-entropy compensation has been widely observed in biological systems by using the thermodynamic methods (Eftink et al., 1983; Lumry & Rajender, 1970; Perozzo et al., 2004) . Equation 2 shows that the change in free energy is characterized by a linear relationship between the changes in enthalpy and entropy. For example, favorable changes in binding enthalpy are often compensated for by unfavorable changes in entropy and vice versa. In a binding process, the increased bonding, which results in more negative ΔH, will be at the expense of increased order, leading to more negative ΔS. However, if
www.intechopen.com molecular binding is coupled with local or global protein folding (e.g. in the intrinsically unstructured protein segments or proteins (Tsai et al., 2001; Wright & Dyson, 1999) ), the hydrophobic effect could become much more significant than the entropy loss caused by the loss of conformational entropy and rotational and translational entropy of the protein and the ligand. Furthermore, when the binding is stronger and more specific with higher positive interaction enthalpy contribution to the binding free energy, the entropy contribution can become large and positive (Demchenko, 2001) . The consequences of the enthalpy-entropy compensation are i) that it does not bring out dramatic change in the binding free energy and as such leads to only small changes in binding affinity over a range of temperatures; ii) that it makes it difficulty to distinguish between the entropy-driven or enthalpy-driven binding processes and, therefore, cautions are required to explain the experimental data, design drug, or plan engineering experiments. The factors affecting the enthalpy-entropy compensation include the properties of the solvent (water), the architecture of the ligand-binding site/pocket/cavity, the molecular structure of the ligand, and the changes in intermolecular forces in the binding process (Dunitz, 1995; Gilli et al., 1994) . The two thermodynamic parameters, ΔH and ΔS, are correlated with each other through a bridge of the ΔC p . In order to increase binding affinity of a ligand to a protein of interest, for example, in the rational drug design, the ideal optimization strategy requires refining the enthalpic or entropic contributions to result in a minimal entropic or enthalpic penalty but induce the largest lowering in ΔG, thereby defeating the deleterious effects of enthalpy-entropy compensation at the thermodynamic level.
Enthalpy-driven, entropy-driven or their combination?
Although the entropy-enthalpy compensation weakens the effect on lowering the total free energy of binding, it is important to distinguish whether a binding process is a entropy-or enthalpy-driven one in fields of the medicinal chemistry and drug design because this will facilitate the understanding of the binding mechanisms and help to improve binding affinity or specificity by modifying the acceptor or ligand.
In the case of the simple lock-and-key binding model, we speculate that the entropy change would make a substantial contribution to the binding free energy due to the structural rigidity and the perfect surface complementary between the acceptor and ligand. The large positive ΔS solv is gained when water molecules, which in the unliganded acceptor form a well-defined network in ligand-binding pockets or cavities, are displaced upon ligand binding. Intuitively, such an ideal conformationally selective binding between rigid partners results in only very little loss in ΔS conf and ΔS r/t since there is no large backbone conformation change and only some interacting side chains are restricted, thereby resulting in a large positive ΔS tot . The subsequent step of binding is the formation of some noncovalent bonds between the acceptor and ligand. Because of the lack of large conformational adjustment, it seems that only a small amount of enthalpy is required to compensate for the minor entropy cost. Nevertheless, the types and strength of the bonds formed between the protein and ligand contribute to the binding affinity. Our speculation is in line with the recent study by Odriozola and coworkers (Odriozola et al., 2008) , who showed that the key-lock assembly is solely driven by the entropic contribution even in the absence of attractive forces, pointing out the importance of solvent contribution in the underlying mechanisms of substrate-protein assembly processes.
In the case of the induced fit model, the initial contact between the interacting partners exclude limited amount of water molecules compared to that in lock-and-key model due to the lack of surface complementary between the protein and ligand. Therefore, the ΔS solv is smaller than that in the lock-and-key model. In order to achieve a high binding affinity, a full contact between the interacting partners should be established, and this is accompanied by the conformational adjustment and ordering of the interacting regions and as thus, the large loss in ΔS conf . It is possible that for the induced fit binding, the solvent entropy gain can not overcome the loss in the conformational and rotational and translational entropy terms, thus resulting in a negative ΔS tot (equation 8). Such an entropy cost must be compensated for by the large negative enthalpy arising from the formation of extensive hydrogen bonding, electrostatic and van der Waals interactions. Taken together, we consider that the induced fit binding is an enthalpy-driven process because the dominant driving force is the large negative enthalpy, which compensates for the entropy penalty and renders the binding thermodynamically favorable.
In the case of the conformational selection model, it appears that the hydrophobic interaction makes a large contribution to lowering binding free energy, just like the situation in the lock-and-key model, which, as described above (section 5.2), is the extreme of the conformational selection mechanism. Theoretically, the step of selective binding of ligand to a structurally favorable state of the receptor is an optimal strategy since it maximizes the ΔS solv while minimizing the cost of the inevitable entropy penalty arising from the ΔS conf and ΔS r/t to achieve a as large as possible ΔS tot . Therefore, the conformational selection plays a role in lowering the entropic barrier Perica & Chothia, 2010) and contributes to the binding specificity. However, because of the flexibility nature of proteins, especially in the ligand-binding regions, the binding will have to overcome the inescapable entropic penalties. The subsequent step of conformational adaption, which is driven by the enthalpic effect of bond formation, contributes not only to further lowering the free energy, but also to binding affinity. As discussed in section 5.2, the conformational selection mechanism is actually a synthesis of the lock-and-key and induced fit models, and therefore the different stages of molecule recognition can be driven either by the entropy or enthalpy, both making variable contributions to lowering the free energy of binding. The essence of the conformational selection is a combinatorial effect of enthalpy and entropy, which not only guarantees simultaneously the binding affinity and specificity of a single or multiple ligands but also accommodates mutations through shift in the dynamic energy landscape and therefore, is evolutionarily advantageous ).
Case studies on entropy-, enthalpy-, and combination-driven bindings
The thermodynamic principle of enthalpy-entropy compensation (Chaires, 2008) has promoted the Freire group to optimize HIV protease inhibitor binding through taking into account the thermodynamics of the binding interactions (Ohtaka & Freire, 2005; Ohtaka et al., 2004; Velazquez-Campoy et al., 2000a; Velazquez-Campoy et al., 2000b) . The results show that, although the interaction of the enthalpically or entropically optimized inhibitors with the target protease may have similar free energies, these inhibitors might have different specificities or different pharmacological properties. Fig. 7 . Thermodynamic profiles of the bindings of the five inhibitors to HIV protease. Free energy, enthalpy and TΔS are shown as orange, blue and green horizontal bars, respectively. This figure is cited from (Chaires, 2008) . Figure 7 shows the thermodynamic parameters of the binding of several inhibitors to HIV protease. For the first-generation inhibitors, i.e., indinavir, nelfinavir, saquinavir, and ritonavir, the binding is entropically driven due to the predominantly positive entropy gain. Since these inhibitors are highly structurally constrained and the protease itself is relatively rigid, the ΔS solv arising from the hydrophobic effect makes a substantial contribution to the binding entropy (ΔS tot ). Interestingly, for three (indinavir, nelfinavir and saquinavir in Figure 7 ) of the four inhibitors, their binding is accompanied by an unfavorable positive enthalpy change. Although such an enthalpy cost can be compensated for by the large entropy gain, the increase in enthalpy is detrimental to binding affinity, as shown by the relatively higher free energy compared to that for ritonavir, whose binding is accompanied by a small favorable negative enthalpy change. In the case of a newer-generation inhibitor, KNI-764, its binding is tighter than bindings of the first-generation inhibitors to the HIV protease by at least 1 kcal mol  1 . However, as shown in Figure 7 , such a lower free energy is the outcome of the almost equal favorable enthalpic and entropic contributions, suggesting that its binding is driven by both the hydrophobic (entropy effect) and favorable intermolecular forces (enthalpy contribution). Such a binding process may be a conformational selection followed by a induced fit, in line with the extended conformational selection mechanism proposed by (Csermely et al., 2010) . The bindings of a series of inhibitors to the HIV protease, which are characterized by being from the pure entropydriven to entropy-driven plus weak enthalpic contribution to the combinatorial entropyand enthalpy-driven, suggest that the extremely high binding affinity requires a favorable binding enthalpy, and therefore the enthalpic optimization is one of the most important principles in drug design (Chaires, 2008; Ohtaka et al., 2004) . It should be noted that the optimal binding enthalpy does not correlate simply with the number of interactions, but instead reflects mostly the strength and quality of the noncovalent interactions (such as hydrogen bonding, electrostatic and van der Waals interactions) of the inhibitor with the protease. (Perozzo et al., 2004) .
Thermodynamic parameters of the binding of thymidine (dT, which is the substrate) and adenosine triphosphate (ATP, which is a cofactor) to the thymidine kinases (TK) from Herpes simplex virus type-1 (HSV1) were determined using the ITC method (Perozzo et al., 2004; Perozzo et al., 2000; Pilger et al., 1999) . In the ternary complex TK:dT:ATP, dT and ATP are located in separate, well defined binding pockets of the enzyme. Table 1 lists the thermodynamic parameters for binding of dT and ATP to TK. The "TK+dT" indicates that the TK is titrated with the dT; the "TK:dT+ATP" indicates that using the ATP to titrate the TK:dT binary complex; and the "TK+dT/ATP" indicates that TK is titrated with a 1:1 mixture of dT and ATP. All these three groups of binding reactions at a temperature range of 10-25 C are an exothermic reaction driven by a large negative change in enthalpy, which is favorable enough to compensate for the unfavorable decrease in the entropy of the system. As expected, the group "TK+dT/ATP" yields a heat change approximately equals the sum of the heat changes for groups "TK+dT" and "TK:dT+ATP". An interesting phenomenon is that the ΔH and TΔS of all these three reactions depend strongly on the temperature, e.g., their values decrease when temperature increases, while ΔG is almost insensitive to temperature due to the entropy-enthalpy compensation. The high flexibility caused by high temperature facilitates mutual conformational adaption between interacting partners, thereby resulting in increased bonds and as such, more negative ΔH, which is counterbalanced by more negative ΔS caused by increased order of binding partner after binding. The ΔS tot of the three groups of reactions at 25 C are further decomposed into ΔS solv , ΔS conf and ΔS r/t and are listed in Table 2 . It is evident that the favorable positive ΔS solv is overcompensated by the large unfavorable negative ΔS conf . The contribution by ΔS r/t , although unfavorable, is one or two orders of magnitude smaller than the other entropy terms. Interestingly, the sum of the decomposed entropy terms of "TK+dT" and "TK:dT+ATP" is approximately equal to the corresponding change in entropy terms of "TK+dT/ATP". The large positive solvent entropy ΔS solv originates from the water release upon binding. The larger the interacting interfaces or binding cavities are, the more ordered water molecules will be displaced, and the larger the positive ΔS solv will be gained. For example, binding of the larger dT to TK yields a larger positive ΔS solv (92 cal K  1 mol  1 ) than binding of relatively smaller ATP to TK (36 cal K  1 mol  1 ). Similarly, the magnitude of the ΔS conf is related to the area of the rigidified interfaces and the number of the fixed side chains/main chains upon binding. The large negative ΔS tot needs a larger negative ΔH to www.intechopen.com overcompensate for to lower the binding free energy, suggesting an induced fit binding driven mainly by intermolecular forces. This is in line with the observation that substrate binding to HSV1 TK leads to a conformational closing of the binding sites, bringing thymidine and ATP into an orientation appropriate for catalysis (Perozzo et al., 2004) . (Perozzo et al., 2004) .
The difference in the driving force between induced fit/binding-induced folding and conformational selection/constitutive binding can be illustrated by studies on the binding of the kinase-inducible activation (KID) domain of the cAMP response element-binding protein (CREB) to the KIX domain (residues 586-672) of CREB binding protein (CBP), and binding of the proto-oncogene c-Myb to the KIX domain of CBP (Wright & Dyson, 1999) . The KID domain binds with high affinity to the KIX domain only when the Ser133 is phosphorylated to form the pKID. The pKID domain is observed to be disordered in its free state but folds into a pair of orthogonal helices upon binding to the KIX domain. Such a binding is enthalpy-driven and entropically disfavored, with the entropic and enthalpic contributions being 6.0 cal K  1 mol  1 and 10.6 kcal mol  1 , respectively. The entropic penalty of the folding transition (from coil to helix) is compensated for by the large negative enthalpy of binding, attributed partly to the complementary intermolecular hydrogen bonds formed between the phosphor-Ser133 in KID and the Tyr and Lys side chains in the target protein KIX (Radhakrishnan et al., 1997) . In the unphosphorylated state, binding of KID to KIX is very weak (Wright & Dyson, 1999) since the smaller enthalpy of binding (lacking the large number of hydrogen bonds formed by phosphor-Ser133) can not compensate for the entropic cost of the folding transition. Here the binding-induced folding is an extreme case of induced fit. In order to guarantee the binding affinity, there must be strong enough intermolecular interactions to stabilize the folded structure in the complex. In contrast to pKID, the activation domain of the proto-oncogene c-Myb binds constitutively, i.e. without requiring activation by phosphorylation, to the same site on the KIX domain as pKID does. Unlike pKID, the c-Myb activation domain can spontaneously adopt the helical conformation, even as an isolated peptide (Parker et al., 1999) . Binding to KIX is now entropically favored (ΔS = 7.5 cal mol
is smaller than for pKID, presumably because the hydrogen bonding interactions made by the phosphoryl moiety of pKID are absent for c-Myb (Parker et al., 1999) . Therefore, such a binding can be explained by the conformational selection mechanism driven mainly by the hydrophobic force. Furthermore, the negative binding enthalpy, although smaller than that of pKID binding, is able to consolidate binding affinity. Taken together, we conclude that the binding of different activation domains to the same site of the target protein can either be enthalpy-or entropy-driven, depending on the initial structure and the flexibility of the activation domains. Moreover, in the case of binding-induced folding, certain structural factors capable of stabilizing the folded structure in the complex are required, i.e., the enthalpic contribution must be favorable enough to compensate for the large entropic loss.
Energy landscape contains both the folding and binding funnels
Protein folding and binding are essentially similar processes because of their common essence: the recognition and organization/reorganization of amino acids, either within a single protein or between different proteins. The sole difference between folding and binding is the presence and absence of the chain connectivity between their components, leading to two different terms, i.e., "the intramolecular" and "the intermolecular" recognition (Ma et al., 1999; Tsai et al., 1998) . Most studies generally focus on either one process or the other: studies of protein folding focus merely on a single polypeptide; studies of protein binding involve at least two chains. In this section we will show how protein folding and binding are synthesized together by the energy landscape theory to form a common funnel model.
Under the background of statistical mechanical theory, both the protein folding and binding are driven by a decrease in total Gibbs free energy, which is dictated by a mechanism of the delicate balance of opposing effect, i.e., the entropy-enthalpy compensation. The requirement for lowering free energy while reducing conformational space determines that the energy landscape of a protein folding must be funnel-shaped. Analogously, the spontaneous protein-ligand association also lowers the free energy of the system composed of protein, ligand and solvent, while reducing the conformational entropy and rotational and translational entropy of the protein and ligand. Thus the energy landscape of the protein-ligand binding should also be funnel-like, which we term protein binding funnel.
Two hypotheses can be used to illustrate the similarity of the protein folding and binding: i) the hierarchical building block model (Ma et al., 1999; Tsai et al., 1999a) and ii) the folding funnel model. In the building block model, protein folding is viewed as the consequence of a combinatorial assembly of a set of transient "building blocks". The formation of any building block in a given sequence can be described and guided by a microfunnel-like energy landscape. The mutual recognition between building blocks resembles a fusion of two microfunnel-like landscapes. A compact, stable hydrophobic folding unit is located at the bottom of a subfunnel-like landscape. Such a hydrophobic folding unit, in turn, serves as the basic unit in building a functional single domain or multi-domain protein, an oligomer, or a functional complex. The entire process may be seen as a sequential fusion and modification of these individual microfunnels. In the case of protein binding, the folded monomers for protein-protein association correspond to the building blocks in protein folding. In both cases, structural entities associate with each other and this process is driven by fusing two funnels into a higher dimensional funnel, regardless of the chain connectivity. Therefore, the essence of the hierarchical building block model is that a series of microfunnel fusion events lower the Gibbs free energy of the system and finally achieve a global free energy minimal state or protein-ligand complex.
In the folding funnel model, the first step is the fast hydrophobic collapse driven by the entropy. Concretely, the water molecules squeeze the peptide chain to collapse into molten globule intermediates and exclude themselves from the interior of the collapsed protein, resulting in the maximum of the solvent entropy. At the same time, the heat energy is required to strip the water molecules from the polypeptide surface, leading to an endothermic reaction and therefore, an enthalpy increase. However, in order to lower the free energy of the system, the increase in entropy must be large enough to overcompensate for the increase in enthalpy (see equation 2), putting this step under entropy control (Griko, 2000) . In the molten globule intermediates, some of the native secondary structures may have been formed, while many native contacts, or close residue-residue interactions present in the native state, have yet to form. Therefore, the subsequent step of protein folding is to establish these native inter-atomic contacts through conformational adjustment and adaption, which may be a slow process because of the many times trial attempts of bond breaking and formation. Finally, the formed tertiary native interactions reduce the conformational flexibility, leading to the loss of the conformational entropy of the protein.
Although the native state has lower entropy than the intermediate molten globule, this step also leads to the formation of a large number of favorable specific interactions and therefore, the large negative enthalpy, putting it under enthalpy control. Interestingly, the formation of the protein-protein or protein-ligand complex is similar to the protein folding process. The initial contact of the protein and its ligand will inevitably displace water molecules around the interfaces of both acceptor and ligand. Therefore, this step is driven by the increase of the solvent entropy in a way similar to the hydrophobic collapse of protein folding. An ideal "hydrophobic collapse" may occur for the lock-and-key and to a lesser extent, the conformational selection processes because the interacting interfaces are generally hydrophobic and match well between the protein and ligand. This process can be considered to occur at the bottom of the relatively smooth folding funnel (in the case of lockand-key model for rigid proteins) or the bottom of the tier-0 wells/microfunnels of the rugged energy landscape (in the case of conformational selection model; see Figure 4 ). Although the initial trial collisions and contacts may be time-consuming, the correct orientation can lead to a rapid change of the shape of funnel or microfunnel, i.e., the downward extension of the bottom of the funnel/microfunnel driven by the entropy gain of the system. Similar to what occurs to the protein folding process, the next step is the conformational adjustment and mutual adaption between interacting partners driven by the negative enthalpy, resulting in the final formation of favorable specific bonds. This step further downwards extends and narrows the binding funnel, shifting the equilibrium towards the bound sate. The induced fit may occur along the very rugged floor of the folding funnel that includes many free energy minimum wells (i.e., the tier-1 or tier-2 wells as described in section 4.4.2) separated by small energy barriers, thereby allowing easy conformational transition between different substates. This is in agreement with the hypothesis that the fast conformational transition rate is beneficial to induced fit binding (Zhou, 2010) . The fast and easy conformational transition may increase the probability of the conformational substates appropriate for ligand binding. As argued by (Tsai et al., 2001 ), these conformational substates, although having a low population time, still have higher concentrations than the other substates, thus facilitating the selective binding of the ligand. This also suggests that the conformational selection process may play a relatively important role in the induced fit binding. Although the initial solvent entropy gain is small and contributes little to lowering the free energy, such an entropy change triggers the deepening of the small binding funnel, allowing the dominant driving force, the negative enthalpy, to further lower the binding free energy. In this process, the entropy penalty arising from the ordering of interacting partners is counterbalanced by the large negative enthalpy arising www.intechopen.com from bond formations, analogous to the enthalpy-driven conformational adjustment step occurring in the folding funnel. Taken together, although different proteins may have different landscapes around the bottom of their folding funnels (e.g., smooth, rugged or very rugged floors), the binding event occurring in one of the energy wells can further extend and deepen the single well into a binding funnel. Binding is also driven by the decrease in total Gibbs free energy through the entropy-enthalpy compensation, with different steps being dominated by either the entropy or enthalpy. If the ligand is a protein, the binding funnel can be viewed as the consequence of fusion of two individual microfunnels or wells; if the ligand is a small compound, the binding funnel can be viewed as extension and deepening of a specific energy well located at the bottom of the protein folding funnel.
Conclusion
We conclude that the protein folding and binding are similar processes that are commonly driven by the decrease in total Gibbs free energy of the system, which is dictated by a mechanism of the delicate balance of opposing effects involving entropy and enthalpy contributions, i.e., the effect of entropy-enthalpy compensation. Such a mechanism is described vividly by the free energy landscape theory, which characterizes the protein folding as going down the minimally frustrated, funnel-like energy landscape via multiple pathways towards native states located at the bottom of the funnel, and the protein binding as fusion of the microfunnels/energy wells or as downwards extending the free energy well into a binding funnel at the bottom of the folding funnel. Furthermore, the extent of the ruggedness of the energy landscape, which governs the dynamic behavior of the protein, is also dictated by the entropy-enthalpy compensation. Therefore, the protein folding, binding and its dynamic behavior are all essentially thermodynamically controlled processes that are governed by entropy-enthalpy compensation. The tendency to maximize the entropy of the protein-solvent system is the original driving force for protein folding, binding and dynamics, while the enthalpy change, an opposing force that tends to drive the system to become ordered, can compensate for the entropy change to ultimately allow the system to reach equilibrium at the free energy minimization, either global or local. Therefore, the description of protein folding, binding and dynamics by the leveling free-energy landscape is consistent with the second law of thermodynamics (Sharma et al., 2009 ). This law, generally understood as the entropy maximum principle, dictates and underlies not only the protein folding and binding, but also other life phenomena (Erwin, 1944) such as the origin of life (Doolittle, 1984; L. James, 1979) , biological evolution (John, 2003) , cancer occurrence (Ji & Liu, 2011b) , among others. Interestingly, entropy maximum principle or the thermodynamics second law can also be used to explain and describe many of the economic and social phenomena. Summarily, a deep understanding of the thermodynamic entropy-enthalpy compensation based on the dynamic energy landscape view can not only help to understand the nature of the forces that drive protein folding and complex formation, but also facilitate the function, protein engineering and drug design studies in the post-genomic era.
Acknowledgement
We thank Ms. Sara A. Barton for her careful reading and useful comments. Research described was supported by grants from National Natural Science Foundation of China (No.
