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Abstract
Let C be a nonempty closed convex subset of a Hilbert spaceH, let B, G be two
set-valued maximal monotone operators on C intoH, and let g :H→H be a
k-contraction with 0 < k < 1. A : C →H is an α-inverse strongly monotone mapping,
V :H→H is a γ¯ -strongly monotone and L-Lipschitzian mapping with γ¯ > 0 and
L > 0, T : C → C is a λ-hybrid mapping. In this paper, a general iterative scheme for
approximating a point of F(T )∩ (A + B)–10∩ G–10 =∅ is introduced, where F(T ) is the
set of ﬁxed points of T , and a strong convergence theorem of the sequence
generated by the iterative scheme is proved under suitable conditions. As
applications of our strong convergence theorem, the related equilibrium and
variational problems are also studied.
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1 Introduction
Throughout this paper,H denotes a realHilbert space,C a nonempty closed convex subset
ofH,N the set of all natural numbers andR the set of all real numbers. For a self-mapping
T onH, F(T) denotes the set of all ﬁxed points of T .
A set-valued map B :H→ H with domainD(B) := {x ∈H : Bx =∅} is called monotone
if
〈x – y,u – v〉 ≥ 
for all x, y ∈D(B) and for any u ∈ Bx, v ∈ By; B is said to be maximal monotone if its graph
{(x,u) : x ∈ H,u ∈ B(x)} is not properly contained in the graph of any other monotone
operator. For a positive real number r, the resolvent JBr of a monotone operator B for r is
a single-valued mapping JBr :H→D(B) deﬁned by z = JBr (x) if and only if x ∈ z + rBz, that
is, JBr (x) = (I + rB)–(x) for any x ∈H, where I is the identity mapping on H. The Yosida
approximationAr of B for r >  is deﬁned asAr = r (I – JBr ). It is known [] thatArx ∈ B(JBr x)
for all x ∈H.
The ﬁxed point theory for nonexpansive mappings can be applied to the problem of
ﬁnding a zero point v of a maximal monotone operator B on H, that is, ﬁnding a point
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v ∈H satisfying  ∈ B(v). In the sequel, we shall denote the set of all zero points of B by
B–.
A self-mapping V onH is called γ¯ -strongly monotone if there is a positive real number
γ¯ such that
〈x – y,Vx –Vy〉 ≥ γ¯ ‖x – y‖, ∀x, y ∈H;
V is called L-Lipschitzian if there is a positive real number L such that
‖Vx –Vy‖ ≤ L‖x – y‖, ∀x, y ∈H.
A mapping A : C → H is said to be α-inverse strongly monotone if there is a positive
real number α such that
〈x – y,Ax –Ay〉 ≥ α‖Ax –Ay‖, ∀x, y ∈ C.
As easily seen, an α-inverse strongly monotone mapping is 
α
-Lipschitzian on C.
For λ ∈R, a mapping T : C →H is said to be λ-hybrid if
‖Tx – Ty‖ ≤ ‖x – y‖ + λ〈x – Tx, y – Ty〉, ∀x, y ∈ C.
When λ = , T is called nonspreading. It is known that F(T) is closed and convex provided
T is a λ-hybrid self-mapping on C, cf. [].
Recently, Lin and Takahashi [] introduced an algorithm for ﬁnding a point p ∈ (A +
B)– ∩ G–, where A is an α-inverse strongly monotone mapping of C into H, and B,
G are two set-valued maximal monotone operators with D(B) ⊂ C and D(G) ⊂ C. More
precisely, let g be a k-contraction and V be a γ¯ -strongly monotone and L-Lipschitzian




k . Then the algorithm starts
with any x ∈H and generates a sequence {xn} iteratively by
xn+ = αnγ g(xn) + (I – αnV )JBσn (I – σnA)J
G
rnxn, n ∈N, ()








|αn – αn+| <∞,  < a≤ σn ≤ α,
∞∑
n=
|σn – σn+| <∞, lim infn→∞ rn >  and
∞∑
n=
|rn – rn+| <∞.
They proved that P(A+B)–∩G–(I – V + γ g) has a unique ﬁxed point p in , and this p
is also a unique solution p ∈ (A + B)–∩G– to the hierarchical variational inequality
〈
(V – γ g)p,q – p
〉
, ∀q ∈ .
As Lin and Takahashi said in [], their idea for this algorithm comes from the works of
Tian [].
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On the other hand, Manaka and Takahashi [] used the algorithm
xn+ = αnxn + ( – αn)T
(
JBσn (I – σnA)xn
)
()
to ﬁnd a point p ∈ F(T)∩ (A+B)– for a nonspreadingmapping T , an α-inverse strongly
monotone mapping A and a maximal monotone operator B under the conditions
 < c≤ αn ≤ d <  and  < a≤ σn ≤ b < α,
where a,b, c,d ∈R are ﬁxed. They proved that the sequence {xn} constructed above con-
verges weakly to a point p ∈ F(T)∩ (A + B)–.
Very recently, Liu et al. [] modiﬁed the iterative scheme () to approximate a point
p ∈ F(T) ∩ (A + B)– for a nonspreading mapping T , an α-inverse strongly monotone
mapping and a maximal monotone operator B. For any u ∈H, they put x to be any point
ofH and deﬁne recursively for all n ∈N,⎧⎪⎨
⎪⎩




xn+ = αnu + ( – αn)yn,
()
where {αn} is a suitable sequence in [, ].
Motivated by the above works, in this paper we introduce a general iterative scheme for
approximating a point of F(T)∩ (A+B)–∩G– =∅, whereT is a λ-hybrid self-mapping
onC,A : C →H is anα-inverse stronglymonotonemapping andB andG are twomaximal
monotone operators. A strong convergence theorem of the sequence generated by our
iterative scheme is proved under suitable conditions. Our result improves and generalizes
the main theorem of Lin and Takahashi []. As applications of our strong convergence
theorem, the related equilibrium and variational problems are also studied.
2 Preliminaries
In order to facilitate our investigation, in what follows we recall some basic facts. A map-
ping T : C →H is said to be
(i) nonexpansive if
‖Tx – Ty‖ ≤ ‖x – y‖, ∀x, y ∈ C;
(ii) ﬁrmly nonexpansive if
‖Tx – Ty‖ ≤ 〈x – y,Tx – Ty〉, ∀x, y ∈ C.
Themetric projection PC fromH ontoC is themapping that assigns each x ∈H the unique
point PCx in C with the property
‖x – PCx‖ =miny∈C ‖y – x‖.
It is known that PC is nonexpansive and characterized by the inequality: for any x ∈H,
〈x – PCx, y – PCx〉 ≤ , ∀y ∈ C, ()
cf. [].
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For any x, y ∈H, one has
‖x + y‖ ≤ ‖x‖ + 〈y,x + y〉. ()
Lemma . (Demiclosedness principle) [] Let T be a nonexpansive self-mapping on a
nonempty closed convex subset C ofH, and suppose that {xn} is a sequence in C such that
{xn} converges weakly to some z ∈ C and limn→∞ ‖xn – Txn‖ = . Then Tz = z.
For s > , the resolvent JBs of the maximal monotone operator B onH has the following
properties, cf. [].
Lemma . Let B be a maximal monotone operator onH. Then, for any s > ,
(a) JBs is single-valued and ﬁrmly nonexpansive;
(b) D(JBs ) =H and F(JBs ) = B–.
The following lemma can be derived easily from the resolvent identity of a monotone
operator B:








for any s, t >  and any x ∈H.
Lemma . Let B be a monotone operator onH. Then, for any s, t ∈R with s, t >  and for
any x ∈H,
∥∥JBs x – JBt x∥∥≤ |s – t|s
∥∥x – JBs x∥∥.
When B is maximal monotone, a diﬀerent proof may be found in Takahashi et al. [].
Lemma . [] Let A : C →H be an α-inverse strongly monotone mapping, and let B be a
maximalmonotone operator onHwithD(B)⊆ C.Then, for any σ > , one has (A+B)– =
F(JBσ (I – σA)).
Lemma . [] Let A : C →H be an α-inverse strongly monotone mapping. Then, for any
σ ∈ (, α], (I – σA) is nonexpansive.
Lemma . [] Let g : H → H be a k-contraction with  < k < , let V : H → H be a
γ¯ -strongly monotone and L-Lipschitzian mapping with γ¯ >  and L > , and let γ be a real
number satisfying  < γ < γ¯k . Then V – γ g is a (γ¯ – γ k)-strongly monotone and (L + γ k)-
Lipschitzian mapping. Furthermore, for any nonempty closed convex subset  ofH, P(I –
V + γ g) has a unique ﬁxed point p ∈ , which is also a unique solution of the variational
inequality
〈
(V – γ g)z,q – z
〉≥ , ∀q ∈ .
Lemma . [] Let {sn} be a sequence of nonnegative real numbers satisfying
sn+ ≤ ( – αn)sn + αnμn + νn, n ∈N,
where {αn}, {μn} and {νn} verify the following conditions:
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(i) {αn} ⊆ [, ],∑∞n= αn =∞;
(ii) lim supn→∞ μn ≤ ;
(iii) {νn} ⊆ [,∞) and∑∞n= νn <∞.
Then limn→∞ sn = .
3 Strong convergence theorems
Webegin the proof of themain result of this paper. As the proof is rather lengthy, we divide
the proof into many assertions.
Theorem . Suppose that
(..) G : C → H and B : C → H are two maximal monotone operators with
D(G)⊆ C and D(B)⊆ C;
(..) g :H→H is a k-contraction, A : C →H is an α-inverse strongly monotone
mapping, and V :H→H is a γ¯ -strongly monotone and L-Lipschitzian mapping
with γ¯ >  and L > ;
(..) T : C → C is a λ-hybrid mapping;
(..)  := F(T)∩ (A + B)–∩G– =∅;





Start with any x ∈H and deﬁne a sequence {xn} iteratively by
⎧⎪⎨
⎪⎩
zn = JBσn (I – σnA)JGrnxn, n ∈N,
yn = n
∑n–
i= Tizn, n ∈N,
xn+ = αnγ g(xn) + (I – αnV )yn,
()
where the sequences {αn}, {σn} and {rn} verify the following conditions:
(..) {αn} is a sequence in [, ] with limn→∞ αn =  and∑∞n= αn =∞;
(..) {σn} and {rn} are sequences in (,∞) so that lim infn→∞ rn >  and there are
a,b ∈R with  < a≤ σn ≤ b < α for all n ∈N.
Then the sequence {xn} constructed by algorithm () converges strongly to a point p ∈ ,
where p is the unique ﬁxed point of P(I – V + γ g), and this point p is also a unique
solution of the hierarchical inequality
〈
(V – γ g)p,q – p
〉≥ , ∀q ∈ . ()
Proof In what follows, p is a point in , τ = γ¯ – Lμ , and un = JGrnxn for all n ∈N.
• Assertion (A): There is N ∈N such that
∥∥(I – αnV )yn – (I – αnV )p∥∥≤ ( – αnτ )‖yn – p‖.
Since limn→∞ αn = , there is N ∈ N such that  – αnτ >  and μ – αn >  for all n ≥ N .
Then, as V is γ¯ -strongly monotone and L-Lipschitzian, we have that for all n≥N ,
∥∥(I – αnV )yn – (I – αnV )p∥∥
=
∥∥(yn – p) – αn(Vyn –Vp)∥∥
= ‖yn – p‖ – αn〈yn – p,Vyn –Vp〉 + αn‖Vyn –Vp‖
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≤ ‖yn – p‖ – αnγ¯ ‖yn – p‖ + αnL‖yn – p‖
=
(
 – αnτ – αnLμ + αnL
)‖yn – p‖
≤ ( – αnτ + αnτ )‖yn – p‖ – αnL(μ – αn)‖yn – p‖
≤ ( – αnτ )‖yn – p‖, ()
and so the assertion holds.
• Assertion (B): The sequences {xn}, {yn}, {zn}, {un}, {Aun}, {Vyn}, {g(xn)} and {Tnzn} are
bounded.
We ﬁrstly show that
‖yn – p‖ ≤ ‖zn – p‖ ≤ ‖xn – p‖, ∀n ∈N. ()
On account of p = JBσn (I – σnA)p by Lemma ., p = JGrnp by assumption and the facts that a
resolvent is nonexpansive and A is α-inverse strongly monotone, we have
‖zn – p‖ =
∥∥JBσn (I – σnA)JGrnxn – JBσn (I – σnA)JGrnp∥∥
≤ ∥∥(I – σnA)JGrnxn – (I – σnA)JGrnp∥∥
=
∥∥JGrnxn – JGrnp – σn(AJGrnxn –AJGrnp)∥∥
=
∥∥JGrnxn – JGrnp∥∥ – σn〈un – p,Aun –Ap〉 + σ n ‖Aun –Ap‖ ()
≤ ‖xn – p‖ – σnα‖Aun –Ap‖ + σ n ‖Aun –Ap‖
= ‖xn – p‖ – σn(α – σn)‖Aun –Ap‖ ()
≤ ‖xn – p‖,
where the last inequality follows from the hypothesis that α ≥ σn. Therefore,
‖zn – p‖ ≤ ‖xn – p‖.
Since T is λ-hybrid, we have, for any n ∈N,
‖Tzn – p‖ = ‖Tzn – Tp‖ ≤ ‖zn – p‖ + λ〈zn – Tzn,p – Tp〉 = ‖zn – p‖,
and so, by induction, it comes easily that
∥∥Tizn – p∥∥≤ ‖zn – p‖ for all i,n ∈N. ()
Consequently,
















= ‖zn – p‖ ≤ ‖xn – p‖.
Next, we show that {‖xn – p‖} is bounded. Indeed, as p = (I – αnV )p + αnVp, we have
‖xn+ – p‖
=
∥∥αnγ g(xn) + (I – αnV )yn – αnVp – (I – αnV )p∥∥
≤ ∥∥αn(γ g(xn) –Vp)∥∥ + ∥∥(I – αnV )yn – (I – αnV )p∥∥
≤ αn
∥∥γ g(xn) – γ g(p)∥∥ + αn∥∥γ g(p) –Vp∥∥ + ∥∥(I – αnV )yn – (I – αnV )p∥∥
≤ αnγ k‖xn – p‖ + αn
∥∥γ g(p) –Vp∥∥ + ∥∥(I – αnV )yn – (I – αnV )p∥∥,
which together with Assertion (A) implies that for all n≥N ,
‖xn+ – p‖ ≤ αnγ k‖xn – p‖ + αn
∥∥γ g(p) –Vp∥∥ + ( – αnτ )‖yn – p‖
≤ ( – αn(τ – γ k))‖xn – p‖ + αn∥∥γ g(p) –Vp∥∥
≤ ‖xn – p‖ +
∥∥γ g(p) –Vp∥∥,
from which we inductively deduce that
‖xn – p‖ ≤ ‖x – p‖ +
∥∥γ g(p) –Vp∥∥.
Thus, {xn} is bounded, and so are {yn}, {zn} by (). And then the boundedness of {Tnzn}
follows from (). The fact that {Vyn} and {g(xn)} are bounded is due to the fact that V and
g are L-Lipschitzian and k-contraction, respectively.
Finally, from ‖un – p‖ = ‖JGσnxn – JGσnp‖ ≤ ‖xn – p‖, we deduce that {un} is bounded, and
{Aun} is bounded comes from A is α -Lipschitzian.
• Assertion (C): limn→∞ ‖xn+ – xn‖ = .
We at ﬁrst show that limn→∞ ‖yn+ – yn‖ = . By Assertion (B), we can choose a positive










Then, for all n ∈N,
‖yn+ – yn‖ =





















= n + 
∥∥Tnzn∥∥ + n + ‖yn‖ ≤ Mn +  .
Hence limn→∞ ‖yn+ – yn‖ = .
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Now, for all n≥N , we have from Assertion (A) that
‖xn+ – xn+‖
=
∥∥αn+γ g(xn+) + (I – αn+V )yn+ – αnγ g(xn) – (I – αnV )yn∥∥
≤ ∥∥αn+γ g(xn+) – αn+γ g(xn)∥∥ + ∥∥αn+γ g(xn) – αnγ g(xn)∥∥
+
∥∥(I – αn+V )yn+ – (I – αn+V )yn∥∥ + ∥∥(I – αn+V )yn – (I – αnV )yn∥∥
≤ αn+γ k‖xn+ – xn‖ + γ |αn+ – αn|
∥∥g(xn)∥∥ + ( – αn+τ )‖yn+ – yn‖
+ |αn+ – αn|‖Vyn‖.
Consequently, using condition (..), Assertion (B) and limn→∞ ‖yn+ – yn‖ = , we get
limn→∞ ‖xn+ – xn‖ = .
• Assertion (D): limn→∞ ‖Aun –Ap‖ = .
Using (), it follows from (), () and () that
‖xn+ – p‖
=
∥∥(I – αnV )yn – (I – αnV )p + αnγ g(xn) –Vp∥∥
≤ ∥∥(I – αnV )yn – (I – αnV )p∥∥ + αn〈γ g(xn) –Vp,xn+ – p〉 by ()
≤ ( – αnτ )‖yn – p‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
by ()
≤ ( – αnτ )‖zn – p‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
by () ()
≤ ( – αnτ )
(‖xn – p‖ – σn(α – σn)‖Aun –Ap‖)
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
by ()
≤ ( – αnτ )‖xn – p‖ – ( – αnτ )σn(α – σn)‖Aun –Ap‖
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
≤ ‖xn – p‖ + αnτ ‖xn – p‖ – ( – αnτ )σn(α – σn)‖Aun –Ap‖
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
.
Hence, on account of  < a≤ σn ≤ b < α for all n ∈N, we have
( – αnτ )a(α – b)‖Aun –Ap‖
≤ ( – αnτ )σn(α – σn)‖Aun –Ap‖
≤ ‖xn – p‖ – ‖xn+ – p‖ + αnτ ‖xn – p‖
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
≤ ‖xn – xn+‖
(‖xn – p‖ + ‖xn+ – p‖) + αnτ ‖xn – p‖
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
,
which together with Assertions (B) and (C) implies that limn→∞ ‖Aun –Ap‖ = .
• Assertion (E): limn→∞ ‖xn – yn‖ = limn→∞ ‖xn – un‖ = .
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From
‖xn – yn‖ ≤ ‖xn – xn+‖ + ‖xn+ – yn‖
= ‖xn – xn+‖ +
∥∥αnγ g(xn) + (I – αnV )yn – yn∥∥
= ‖xn – xn+‖ + αn
∥∥γ g(xn) –Vyn∥∥,
condition (..) and Assertions (B) and (C), we conclude that limn→∞ ‖xn – yn‖ = .
As JGrn is ﬁrmly nonexpansive, one has
‖un – p‖ = 
∥∥JGrnxn – JGrnp∥∥
≤ 〈xn – p,un – p〉
= ‖xn – p‖ + ‖un – p‖ – ‖un – xn‖,
and so
‖un – p‖ ≤ ‖xn – p‖ – ‖un – xn‖. ()
In addition, since A is α-inverse strongly monotone, we see from () that
‖zn – p‖ ≤
∥∥JGrnxn – JGrnp∥∥ – σn〈un – p,Aun –Ap〉 + σ n ‖Aun –Ap‖
= ‖un – p‖ – σn〈un – p,Aun –Ap〉 + σ n ‖Aun –Ap‖
≤ ‖un – p‖ – σnα‖Aun –Ap‖ + σ n ‖Aun –Ap‖
= ‖un – p‖ – σn(α – σn)‖Aun –Ap‖. ()
Then (), () and () give us that
‖xn+ – p‖
≤ ( – αnτ )‖zn – p‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
by ()
≤ ( – αnτ )
(‖un – p‖ – σn(α – σn)‖Aun –Ap‖) by ()
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
≤ ( – αnτ )
(‖xn – p‖ – ‖un – xn‖) – ( – αnτ )σn(α – σn)‖Aun –Ap‖
+ αn
〈
γ g(xn) –Vp,xn+ – p
〉
by ()
≤ ‖xn – p‖ + αnτ ‖xn – p‖ – ( – αnτ )‖un – xn‖
– ( – αnτ )σn(α – σn)‖Aun –Ap‖ + αn
〈




( – αnτ )‖un – xn‖
≤ ‖xn – p‖ – ‖xn+ – p‖ + αnτ ‖xn – p‖
– ( – αnτ )σn(α – σn)‖Aun –Ap‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
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≤ ‖xn – xn+‖
(‖xn – p‖ + ‖xn+ – p‖) + αnτ ‖xn – p‖
– ( – αnτ )σn(α – σn)‖Aun –Ap‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
.
By Assertions (C), (D) and condition (..), we obtain
lim
n→∞‖xn – un‖ = .
• Assertion (F):  is a nonempty closed convex subset of H.
Since  is nonempty by assumption, it suﬃces to show that  is closed and convex.
From Lemma ., we have that for any σ > ,
(A + B)– = F
(
JBσ (I – σA)
)
.
In case  < σ ≤ α, we have that I – σA is nonexpansive by Lemma .. Then JBσ (I – σA) is
nonexpansive, and so (A + B)– = F(JBσ (I – σA)) is closed and convex. In the like manner,
for any r > , G– = F(JGr ) is closed and convex. Besides, it is shown in [] that F(T) is
closed and convex. Hence comes the conclusion for .
• Assertion (G): P(I – V + γ g) has a unique ﬁxed point p in , and this p is also a
unique solution p ∈  to the hierarchical variational inequality ()
〈
(V – γ g)p,q – p
〉≥ , ∀q ∈ .
Taking into account that  is a nonempty closed convex subset, the conclusion follows
from Lemma ..





(V – γ g)p,xn – p
〉≤ .









(V – γ g)p,xni – p
〉
and {xni} converges weakly to w ∈ H. In view of Assertion (E), we see that both of the
sequences {uni} and {yni} converge weakly to w. We at ﬁrst show that w ∈ F(T). Since T
is λ-hybrid, one has ‖Tx – Ty‖ ≤ ‖x – y‖ + λ〈x – Tx, y – Ty〉 for all x, y ∈ C. Express λ as
λ = ( – δ). Then, for all x, y ∈ C, we have
‖Tx – Ty‖
≤ ‖x – Ty + Ty – y‖ + ( – δ)〈x – Tx, y – Ty〉
= ‖x – Ty‖ + 〈x – Ty,Ty – y〉 + ‖Ty – y‖ + ( – δ)〈x – Tx, y – Ty〉
= ‖x – Ty‖ + ‖Ty – y‖ + 〈x – ( – δ)x + ( – δ)Tx – Ty,Ty – y〉
= ‖x – Ty‖ + ‖Ty – y‖ + 〈δx + ( – δ)Tx – Ty,Ty – y〉,
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that is,
≤ ‖x – Ty‖ – ‖Tx – Ty‖ + ‖Ty – y‖ + 〈δx + ( – δ)Tx – Ty,Ty – y〉.
In particular, for all i ∈N, all zn and all y ∈ C,
 ≤ ∥∥Tizn – Ty∥∥ – ∥∥Ti+zn – Ty∥∥ + ‖Ty – y‖
+ 
〈
δTizn + ( – δ)Ti+zn – Ty,Ty – y
〉
.
Summing these inequalities from i =  to n –  and dividing by n, we obtain
 ≤ n
(‖zn – Ty‖ – ‖Tnzn – Ty‖) + ‖Ty – y‖
+ 
〈






– Ty,Ty – y
〉
. ()
Replacing n with ni in () and letting i→ ∞, we get via Assertion (B) that
≤ ‖Ty – y‖ + 〈δw + ( – δ)w – Ty,Ty – y〉. ()
Putting y = w in (), we arrive at ≤ –‖Tw –w‖. This shows that w ∈ F(T).
Since  < a ≤ σni ≤ b < α, {σni} has a convergent subsequence. For simplicity, we as-
sume that {σni} converges to a number σ ∈ [a,b]. Note that for all n ∈N,
∥∥JBσ (I – σA)un – zn∥∥
≤ ∥∥JBσ (I – σA)un – JBσ (I – σnA)un∥∥ + ∥∥JBσ (I – σnA)un – zn∥∥
≤ ∥∥(I – σA)un – (I – σnA)un∥∥ + ∥∥JBσ (I – σnA)un – JBσn (I – σnA)un∥∥
≤ |σn – σ |‖Aun‖ + |σn – σ |
σ
∥∥JBσ vn – vn∥∥, ()
where vn = (I – σnA)un. Furthermore, we have for all n ∈N,
∥∥JBσ vn – vn∥∥≤ ∥∥JBσ vn – p∥∥ + ‖vn – p‖
=
∥∥JBσ vn – JBσ p∥∥ + ‖vn – p‖
≤ ‖vn – p‖
and
‖vn – p‖ =
∥∥(I – σnA)un – (I – σnA)p – σnAp∥∥
≤ ‖un – p‖ + b‖Ap‖ by Lemma ..
Hence, {JBσ vn – vn} is bounded. Now, replace n with ni in () and note that both {Auni}
and {JBσ vni – vni} are bounded. Letting i→ ∞, we get that
∥∥JBσ (I – σA)uni – uni∥∥→ .
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Applying Lemma . to the nonexpansive mapping JBσ (I –σA), we conclude that w = JBσ (I –
σA)w, that is, w ∈ (A + B)–.
We now show that w ∈ G–. Since G is a maximal monotone operator, the Yosida ap-
proximation Arx = x–J
Gr x
r of G for r >  is in F(JGr (x)). So, for any (z, v) ∈G, one has
〈





Since lim infn→∞ rn > , {uni} converges weakly to w and xni – uni → , we have
〈z –w, v〉 ≥ ,
and then the maximality of T shows that  ∈Gw, that is,  ∈G–.













(V – γ g)p,w – p
〉≥ .
• Assertion (I): The sequence {xn} converges strongly to p.
Replacing p with p in (), we have
‖xn+ – p‖ ≤ ( – αnτ )‖zn – p‖ + αn
〈
γ g(xn) –Vp,xn+ – p
〉
≤ ( – αnτ )‖zn – p‖ + αnγ k‖xn – p‖‖xn+ – p‖
+ αn
〈
γ g(p) –Vp,xn+ – p
〉
≤ ( – αnτ )‖xn – p‖ + αnγ k
(‖xn – p‖ + ‖xn+ – p‖)
+ αn
〈





( – αnτ ) + αnγ k
)‖xn – p‖ + αnγ k‖xn+ – p‖
+ αn
〈




‖xn+ – p‖ ≤  – αnτ + (αnτ )
 + αnγ k
 – αnγ k
‖xn – p‖
+ αn – αnγ k
〈




 – (τ – γ k)αn – αnγ k
)
‖xn – p‖ + (αnτ )

 – αnγ k
‖xn – p‖
+ αn – αnγ k
〈
γ g(p) –Vp,xn+ – p
〉
= ( – βn)‖xn – p‖
+ βn
(
αnτ ‖xn – p‖
(τ – γ k) +

τ – γ k
〈
γ g(p) –Vp,xn+ – p
〉)
,
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where βn = (τ–γ k)αn–αnγ k . Since
∑∞




αnτ ‖xn – p‖
(τ – γ k) +

τ – γ k
〈
γ g(p) –Vp,xn+ – p
〉)≤ ,
by Assertion (H), it follows from Lemma . that {xn} converges strongly to p. This com-
pletes the proof. 
When T is the identity mapping, the theorem reduces to the following corollary.
Corollary . Suppose that
(..) G : C → H and B : C → H are two maximal monotone operators with
D(G)⊆ C and D(B)⊆ C;
(..) g :H→H is a k-contraction, A : C →H is an α-inverse strongly monotone
mapping, and V :H→H is a γ¯ -strongly monotone and L-Lipschitzian mapping
with γ¯ >  and L > ;
(..)  := (A + B)–∩G– =∅;





Start with any x ∈H and deﬁne a sequence {xn} iteratively by
{
yn = JBσn (I – σnA)JGrnxn, n ∈N,
xn+ = αnγ g(xn) + (I – αnV )yn,
where the sequences {αn}, {σn} and {rn} verify the following conditions:
(..) {αn} is a sequence in [, ] with limn→∞ αn =  and∑∞n= αn =∞;
(..) {σn} and {rn} are sequences in (,∞) so that lim infn→∞ rn >  and there are
a,b ∈R with  < a≤ σn ≤ b < α for all n ∈N.
Then P(I –V + γ g) has a unique ﬁxed point p in , and this p is also a unique solution
p ∈  to the hierarchical variational inequality
〈
(V – γ g)p,q – p
〉
, ∀q ∈ .
Here we would like to remark that Corollary . is related to Theorem  in Lin and
Takahashi [], although our conditions (..) and (..) are diﬀerent from the corre-
sponding ones in [].
4 Applications
In this section, we shall apply Theorem . to study the related equilibrium problem. Let
f : C ×C →R and A : C →H. Then a generalized equilibrium problem is the problem of
ﬁnding xˆ ∈ C such that
f (xˆ, y) + 〈Axˆ, y – xˆ〉 ≥ , ∀y ∈ C. ()
The solution set for Eq. () is denoted by EP(f ,A), that is,
EP(f ,A) =
{
xˆ ∈ C : f (xˆ, y) + 〈Axˆ, y – xˆ〉 ≥ ,∀y ∈ C}.
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In case A = , problem () reduces to the equilibrium problem of ﬁnding xˆ ∈ C such that
f (xˆ, y)≥ , ∀y ∈ C,
whose solution set is denoted by EP(f ). When f = , the generalized equilibrium problem
becomes the variational problem of ﬁnding xˆ ∈ C such that
〈Axˆ, y – xˆ〉 ≥ , ∀y ∈ C,
whose solution set is denoted byVI(C,A). For solving an equilibrium problem, we assume
that the function f satisﬁes the following conditions:
(A) f (x,x) = , ∀x ∈ C;
(A) f is monotone, that is, f (x, y) + f (y,x)≤ , ∀x ∈ C;
(A) for all x, y, z ∈ C, lim supt↓ f (( – t)x + tz, y)≤ f (x, y);
(A) for all x ∈ C, f (x, ·) is convex and lower semicontinuous.
The following Lemma . appears implicitly in Blum and Oettli [] and is proved in
detail by Aoyama et al. [], while Lemma . is Lemma . of Combettes and Hirstoaga
[].
Lemma . [, ] Let f : C × C → R be a function satisfying conditions (A)-(A), and
let r >  and x ∈H. Then there exists a unique z ∈ C such that
f (z, y) + r 〈y – z, z – x〉 ≥ , ∀y ∈ C.
Lemma . [] Let f : C×C →R be a function satisfying conditions (A)-(A). For r > ,
deﬁne Jfr :H→ C by
Jfr x =
{
z ∈ C : f (z, y) + r 〈y – z, z – x〉 ≥ ,∀y ∈ C
}
for all x ∈H. Then the following hold:
(a) J fr is single-valued;
(b) J fr is ﬁrmly nonexpansive;
(c) F(J fr ) = EP(f );
(d) EP(f ) is closed and convex.
We call J fr the resolvent of f for r > . Using Lemmas . and ., Takahashi et al. []
established the lemma below.
Lemma . [] Let f : C×C →R be a function satisfying conditions (A)-(A) and deﬁne
a set-valued mapping ofH into itself by
Gf (x) =
{
{z ∈H : f (x, y)≥ 〈y – x, z〉,∀y ∈ C}, ∀x ∈ C,
∅, ∀x /∈ C.
Then the following hold:
(a) Gf is a maximal monotone operator with D(Gf )⊆ C;
(b) EP(f ) =G–f ;
(c) JGfr x = J fr x for all x ∈H.
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Theorem . Suppose that
(..) f : C ×C →R is a function satisfying conditions (A)-(A) and B : C → H is a
maximal monotone operator with D(B)⊆ C;
(..) g :H→H is a k-contraction, A : C →H is an α-inverse strongly monotone
mapping, and V :H→H is a γ¯ -strongly monotone and L-Lipschitzian mapping
with γ¯ >  and L > ;
(..) T : C → C is a λ-hybrid mapping;
(..)  := F(T)∩ (A + B)–∩ EP(f ) =∅;





Start with any x ∈H and deﬁne a sequence {xn} iteratively by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
f (un, y) + rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,
zn = JBσn (I – σnA)un, n ∈N,
yn = n
∑n–
i= Tizn, n ∈N,
xn+ = αnγ g(xn) + (I – αnV )yn,
()
where the sequences {αn}, {σn} and {rn} verify the following conditions:
(..) {αn} is a sequence in [, ] with limn→∞ αn =  and∑∞n= αn =∞;
(..) {σn} and {rn} are sequences in (,∞) so that lim infn→∞ rn >  and there are two
a,b ∈R with  < a≤ σn ≤ b < α for all n ∈N.
Then the sequence {xn} constructed by algorithm () converges strongly to a point p ∈ ,
where p is the unique ﬁxed point of P(I – V + γ g), and this point p is also a unique
solution of the hierarchical inequality
〈
(V – γ g)p,q – p
〉≥ , ∀q ∈ .
Proof The set-valued mapping Gf associated with f deﬁned in Lemma . is a maximal
monotone operator withD(Gf )⊆ C, and it follows from Lemmas . and . that F(JGfr ) =
F(J fr ) = EP(f ) =G–f  for any r > . Putting G =Gf in Theorem ., we see that un = J
Gf
rn xn,
and so the conclusion follows from Theorem .. 
Since C is a nonempty closed convex subset ofH, the indicator function ιC deﬁned by
ιC(x) =
{
, x ∈ C,
∞, x /∈ C
is a proper lower semicontinuous convex function, and its subdiﬀerential ∂ιC deﬁned by
∂ιC(x) =
{
z ∈H : 〈y – x, z〉 ≤ ιC(y) – ιC(x),∀y ∈H
}
is a maximal monotone operator, cf. Rockafellar []. As shown in Lin and Takahashi []
the resolvent J∂ιCr of ∂ιC for r >  is the same as the metric projection PC .
Theorem . Suppose that
(..) f : C ×C →R is a function satisfying conditions (A)-(A);
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(..) g :H→H is a k-contraction, A : C →H is an α-inverse strongly monotone
mapping, and V :H→H is a γ¯ -strongly monotone and L-Lipschitzian mapping
with γ¯ >  and L > ;
(..) T : C → C is a λ-hybrid mapping;
(..)  := F(T)∩VI(C,A) =∅;





Start with any x ∈H and deﬁne a sequence {xn} iteratively by
⎧⎪⎨
⎪⎩
zn = PC(I – σnA)PCxn, n ∈N,
yn = n
∑n–
i= Tizn, n ∈N,
xn+ = αnγ g(xn) + (I – αnV )yn,
()
where the sequences {αn}, {σn} and {rn} verify the following conditions:
(..) {αn} is a sequence in [, ] with limn→∞ αn =  and∑∞n= αn =∞;
(..) {σn} is a sequence in (,∞) so that there are two a,b ∈R with
 < a≤ σn ≤ b < α for all n ∈N.
Then the sequence {xn} constructed by algorithm () converges strongly to a point p ∈ ,
where p is the unique ﬁxed point of P(I – V + γ g), and this point p is also a unique
solution of the hierarchical inequality
〈
(V – γ g)p,q – p
〉≥ , ∀q ∈ .
Proof Put B =G = ∂ιC in Theorem .. Then, for σn >  and rn > , we have that JBσn = J
∂ιCrn =
PC . Furthermore, as shown in Theorem  in Lin and Takahashi [], we have
(∂ιC)– = C and (A + ∂ιC)– =VI(C,A).
Thus we obtain the desired results from Theorem .. 
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