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Modern electronic devices are increasingly based on organic semiconductors.
The performance of such devices crucially depends on the properties of the
interface between the organic semiconductors and the metal contacts. Under-
standing the influence of the topology of the organic semiconductor’s conjugated
π-electron system on the interface interaction could greatly improve the device’s
performance. Furthermore, the knowledge about reactions of heteroatomic or-
ganic semiconductors with metal atoms during electrode fabrication may lead
to enhanced lifetimes of such devices. This cumulative dissertation comprises
several publications and a number of so far unpublished results, addressing
metal/organic interface interactions and metalation reactions of heteroatomic or-
ganic semiconductors. The properties of the interfaces are tailored by investigat-
ing the alternant aromatic molecules naphthalene and pyrene as well as the non-
alternant aromatic molecules azulene and azupyrene on different metallic single-
crystal surfaces. Investigations by means of temperature-programmed desorp-
tion reveal stronger desorption energies for the non-alternant molecules on both
Ag(111) and Cu(111). The biggest difference is observed on Cu(111), on which
azulene and azupyrene are chemisorbed, whereas naphthalene and pyrene are ph-
ysisorbed. The enhanced interface interaction of the non-alternant molecules is
associated with the formation of surface dipoles that lead to stronger intermolec-
ular repulsion between the adsorbed molecules. These results are supported by
additional surface science methods, such as X-ray photoelectron spectroscopy
or near-edge X-ray absorption fine structure spectroscopy, as well as density
functional theory calculations conducted by group members and external col-
laboration partners. Detailed quantitative analysis of temperature-programmed
desorption data of benzene on Cu(111) and Ag(111) yields experimental des-
orption energies that can be used as a benchmark for theoretical adsorption
energies derived by density functional theory calculations. The interactions of
metal/organic interfaces are compared with organic/inorganic interfaces in the
case of pentacene and its fluorinated derivative perfluoropentacene on Au(111)
as well as on bulk and two-dimensional MoS2 in a collaboration project. Or-
ganic semiconductors often interact weakly with inorganic surfaces, e.g., the
XI
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thermal desorption of the first molecular layer is indistinguishable from multi-
layer desorption. No monolayer desorption peaks are observed as is mostly the
case on metal surfaces. However, monolayer desorption of pentacene and per-
fluoropentacene on MoS2 occurs at significantly higher temperatures than the
multilayer desorption. Detailed analysis reveals that the monolayers of both
molecules are entropically stabilized. Codeposition of both molecules results in
strong attractive intermolecular interactions on MoS2, while these interactions
are weaker on Au(111). Metalation reactions of organic semiconductors with
metal atoms, e.g., Co on tetraphenylporphyrin and Ca on α-sexithiophene, dur-
ing interface preparation were investigated by means of hard X-ray photoelectron
spectroscopy and temperature-programmed desorption mass spectrometry. The
thickness of the reaction zone is changed by variation of experimental properties
during interface formation. It is found that only the sample temperature dur-
ing metal atom deposition and the metal atom flux in the case of Ca have an
impact on the reaction depth, which is usually limited to few nanometers. In
contrast to Co and Ca, Li atoms readily diffuse into the organic bulk and react
with tetraphenylporphyrin over several tens of nanometers, forming dilithium
tetraphenylporphyrin or monolithium monohydrogen tetraphenylporphyrin de-
pending on the deposited Li amount. Furthermore, the transmetalation reac-
tion of lead(II) tetraphenylporphyrin with Cu atoms on the Cu(111) surface
was proven by temperature-programmed desorption. In addition, the Ullmann
coupling reaction of bromo- and iodobenzene on Cu(111) was examined. While
bromobenzene molecules desorb intact from the Cu(111) surface, iodobenzene
molecules dissociate into iodine atoms and phenyl radicals. The latter form
biphenyl that desorbs in three distinct desorption peaks at different tempera-
tures. In a collaborative project, the oxidation state and electronic structure of
Pb atoms in the newly synthesized Pb3F8 were studied by hard X-ray photoelec-
tron spectroscopy and near-edge X-ray absorption fine structure spectroscopy
giving evidence for the presence of Pb(II) and Pb(IV) species. The experimental
results are complemented by constructional work to improve the temperature-
programmed desorption setup. Moreover, two Igor Pro 8 scripts were written to




Moderne elektronische Geräte basieren immer häufiger auf organischen Halb-
leitern. Die Leistung solcher Geräte hängt entscheidend von den Eigenschaften
der Grenzfläche zwischen den organischen Halbleitern und den Metallkontak-
ten ab. Das Verständnis über den Einfluss der Topologie des konjugierten
π-Elektronensystems des organischen Halbleiters auf die Grenzflächenwechsel-
wirkung kann die Leistungsfähigkeit der Geräte deutlich verbessern. Weiterhin
kann das Wissen über Reaktionen von heteroatomaren organischen Halbleitern
mit Metallatomen während der Elektrodenherstellung die Lebenszeit solcher Ge-
räte erhöhen. Diese kumulative Dissertationsschrift umfasst einige Publikationen
sowie bislang nicht veröffentlichte Ergebnisse, die sich mit metallorganischen
Grenzflächenwechselwirkungen und Metallierungsreaktionen von heteroatoma-
ren organischen Halbleitern beschäftigen. Die Eigenschaften der Grenzfläche wer-
den verändert, indem die alternierenden aromatischen Moleküle Naphthalin und
Pyren sowie die nicht-alternierenden aromatischen Moleküle Azulen und Azu-
pyren mit verschiedenen metallischen Einkristalloberflächen kombiniert werden.
Untersuchungen mittels temperaturprogrammierter Desorption zeigen höhere
Desorptionsenergien für die nicht-alternierenden Moleküle auf sowohl Ag(111)
als auch Cu(111) auf. Der größte Unterschied ist auf der Cu(111)-Oberfläche zu
beobachten, auf der Azulen und Azupyren chemisorbiert und Naphthalin und
Pyren physisorbiert sind. Die erhöhte Grenzflächenwechselwirkung der nicht-
alternierenden Moleküle is verbunden mit der Ausbildung von Oberflächendipo-
len, die in einer stärkeren zwischenmolekularen Abstoßung der adsorbierten Mo-
leküle resultieren. Diese Untersuchungen werden durch weitere oberflächenwis-
senschaftliche Methoden, wie etwa Röntgenphotoelektronenspektroskopie und
Röntgen-Nahkanten-Absorption-Spektroskopie, sowie Dichtefunktionaltheorie-
Rechnungen unterstützt, die von Gruppenmitgliedern und externen Kooperati-
onspartnern durchgeführt wurden. Aus einer detaillierten quantitativen Analyse
von Daten der temperaturprogrammierten Desorption von Benzol auf Cu(111)
und Ag(111) sind experimentelle Desorptionsenergien bestimmt worden, die
als Maßstab für theoretische Adsorptionsenergien von Dichtefunktionaltheorie-
Rechnungen verwendet werden können. Die Wechselwirkungen von metall-
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organischen Grenzflächen werden mit organisch-anorganischen Grenzflächen
für den Fall des Pentacens und des Perfluoropentacens auf Au(111) sowie auf
mehrschichtigem und zweidimensionalem MoS2 in einem Kollaborationsprojekt
verglichen. Organische Halbleiter wechselwirken oft nur schwach mit anorgani-
schen Oberflächen, beispielsweise kann die thermische Desorption der Moleküle
in der ersten Lage ununterscheidbar von der Multilagendesorption sein. Es wird
dann kein Monolagendesorptionspeak beobachtet, wie es meistens der Fall auf
Metalloberflächen ist. Dennoch tritt für Pentacen und Perfluoropentacen auf
MoS2 die Monolagendesorption bei deutlich höheren Temperaturen auf als bei
der Multilagendesorption. Eine detailierte Analyse zeigt, dass die Monolagen
von beiden Molekülen entropisch stabilisiert sind. Eine Codeposition beider
Moleküle resultiert in starken attraktiven intermolekularen Wechselwirkungen
auf MoS2, während diese auf Au(111) schwächer sind. Metallierungsreaktionen
von organischen Halbleitern, beispielsweise Co auf Tetraphenylporphyrin und
Ca auf α-Sexithiophen, während der Grenzflächenbildung wurden mit harter
Röntgenphotoelektronenspektroskopie und temperaturprogrammierter Desorp-
tionsmassenspektrometrie untersucht. Die Dicke der Reaktionsschicht ist durch
verschiedene experimentelle Faktoren während der Grenzflächenherstellung ver-
ändert worden. Hierbei wurde festgestellt, dass nur die Probentemperatur und
die Metallatomaufdampfrate im Falle des Ca eine Auswirkung auf die Re-
aktionstiefe haben, welche sich meist auf wenige Nanometer beschränkt. Im
Gegensatz zu Co und Ca diffundieren Li-Atome sehr tief (mehr als 50 nm) in
den organischen Festkörper und reagieren mehrere zehn Nanometer tief mit
Tetraphenylporphyrin zu Dilithiumtetraphenylporphyrin oder Monolithiummo-
nowasserstofftetraphenylporphyrin entsprechend der aufgedampften Li-Menge.
Des Weiteren wurde die Transmetallierung von Blei(II)-Tetraphenylporphyrin
mit Cu-Atomen auf der Cu(111)-Oberfläche mittels temperaturprogrammierter
Desorption bewiesen. Außerdem wurde die Ullmann-Kupplungsreaktion von
Brom- und Iodbenzol auf Cu(111) untersucht. Während Brombenzolmoleküle
intakt von der Cu(111) Oberfläche desorbieren, dissoziieren sich Iodbenzol-
moleküle in Iodatome und Phenylradikale. Letztere bilden Biphenyl, das in
Form von drei spezifischen Desorptionssignalen bei verschiedenen Temperaturen
desorbiert. In einem Kollaborationsprojekt sind die Oxidationsstufen und elek-
tronische Struktur von Pb-Atomen im neu hergestellten Pb3F8 mittels harter
Röntgenphotoelektronenspektroskopie und die Röntgen-Nahkanten-Absorption-
Spektroskopie untersucht worden. Die Untersuchungen liefern den Beweis für
die Gegenwart von den Pb(II)- und Pb(IV)-Spezien. Neben der experimentellen
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Arbeit wurden von Konstruktionsarbeiten durchgeführt, die das Ziel haben, die
Apparatur der temperaturprogrammierten Desorption zu verbessern. Darüber
hinaus sind zwei Skripte in Igor Pro 8 entwickelt worden, mit denen Messdaten
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Electronic devices and their applications are a rapidly evolving field in today’s
society. It is therefore necessary to provide efficient and low-cost technologies to
satisfy this demand. In the past years, electronic devices based on organic semi-
conductors (OSCs),[1,2] e.g., organic light-emitting diodes (OLEDs),[3–5] organic
photovoltaic cells (OPVCs)[6,7] and organic thin film transistors (OTFTs),[8,9]
have come into focus.[10] Nevertheless, the development of such devices is not
at its end yet, since knowledge of the metal/organic interface is incomplete but
highly necessary.[11–13] The interface between OSCs and metal atoms is crucial for
the device’s performance[14–17] because the electronic structure of the interface
defines the charge carrier injection kinetics.[18–22] Due to the high complexity of
real devices, model systems are often used in fundamental research. Typically,
small aromatic compounds with conjugated π-electron systems are investigated
instead of large molecules[23,24] or polymers.[25,26] The interaction between mono-
layers of these OSCs adsorbed on metallic single-crystal surfaces is studied in
ultra-high vacuum (UHV) to preserve clean samples. The insights obtained by
the model systems can be used to tailor the OSC and surface to achieve certain
properties of the interface and improve the device. Ultimately, the gap between
model systems and real devices must be bridged.[27] Investigating reactions of
OSC bulk materials with metal atoms in buried metal/organic interfaces – a
so-called interphase – approaches the conditions in real devices.
This thesis deals with both topics investigated by common surface science
techniques in UHV. In the first part, the metal/organic interfaces between mono-
layers of polycyclic aromatic hydrocarbons (PAHs) on coinage metal surfaces as
well as on inorganic van der Waals (vdW) materials are studied. The second
part analyzes the interphase formation of metalated organic bulk material in or-
der to tailor the interphase properties. The third section outlines the motivation
for this thesis and gives an overview of the publications presented in Chapter 5
as well as additional projects.
1
1 Introduction
1.1 Properties of Metal/Organic Interfaces and 2D
Materials
OSCs represent important components of modern electronics. Most OSCs are
aromatic compounds with conjugated π-electron systems due to their functional
variety and stability. Organic molecules interact with metal surfaces upon ad-
sorption. Depending on the molecule and surface, the interaction is either a
physisorption or a chemisorption. Physisorption is characterized by weak vdW
forces between the molecule and the substrate. No charge transfer is observed
because the wave function of the molecule does not overlap with electronic states
of the substrate. The situation is reversed for chemisorption, i.e., a strong cova-
lent bond is formed between the molecule and the metal. This results in vigorous
hybridization and charge transfer at the interface. The discrimination between
physisorption and chemisorption, however, is difficult and has to be considered
for each adsorbate–substrate system. Using different surface science techniques,
experimental parameters such as the desorption energy or the adsorption height
can be determined. Physisorbed systems exhibit low desorption energies, high
adsorption heights, small hybridization and charge transfers as well as weak dis-
turbances of electronic states, while the opposite is observed for chemisorbed
systems. Probing experimental properties gives insight into the bonding situa-
tion of certain systems.
Nevertheless, a quick estimation of the bonding situation is often obtained
by the desorption energy. The desorption of physisorbed molecules often occurs
in a small temperature range. The desorption energies are slightly higher than
the multilayer sublimation enthalpy and exhibit a weak coverage dependency.
The coverage dependency of the desorption energy stems from intermolecular
repulsion related to vertical dipoles formed by the Pauli pushback effect.[28] A
stronger bond and, therefore, a stronger charge transfer results in pronounced
dipoles and a stronger repulsion. In contrast to physisorbed molecules, desorp-
tion of chemisorbed molecules shows considerably higher desorption energies in
comparison with corrected sublimation enthalpies. The desorption occurs at sig-
nificantly higher temperatures in a broader temperature range. Due catalytic
effects of the surface, it is possible that certain intramolecular bonds break at
elevated temperatures, hence the molecule decomposes before it completely des-
orbs. It is important to note that physisorption scales with the number of atoms
in planar molecules, i.e., in large physisorbed molecules, like polymers or gra-
phene, the interactions add up, resulting in very high desorption energies and
2
1.1 Properties of Metal/Organic Interfaces and 2D Materials
a desorption is not possible. Normalization of the desorption energy with the
number of atoms in a molecule yields a good criterion for comparable molecules
whether it is physisorbed or chemisorbed. Nevertheless, a full characterization
of an adsorbate–substrate system is emphasized for a reliable statement.
Whether an adsorbate–substrate system is physisorbed or chemisorbed does
not only depend on the molecule but also on the substrate. For example, benzene
(Bz) and naphthalene (Nt) are physisorbed on coinage metal single-crystal sur-
faces,[29–33] whereas both molecules are chemisorbed on the Pt(111) single-crystal
surface.[34,35] Tailoring the molecule as well as finding a matching substrate for
the optimized interface interaction is the key to improve organic electronic de-
vices.
Most research is performed on so-called alternant aromatic molecules, like Bz,
Nt or even larger molecules. An alternant molecule is described by a certain
linking pattern of the conjugated π-electron system according to the topological
Hückel matrix.[36] The C atoms of a conjugated π-electron system are alternat-
ingly attributed to two different sets. In case each C atom of the first set is sur-
rounded by C atoms of the second set and vice versa, the conjugated system will
be called alternant, otherwise it is a non-alternant system.[37] The non-alternant
counterpart of Nt is azulene (Az) consisting of a five- and seven-membered ring
(see Figure 1.1).
The difference of the two linking patterns becomes obvious when the Coulson-





Figure 1.1: Illustration of (a) azulene, (b) naphthalene, (c) azupyrene and (d) pyrene. C
atoms are divided into two groups (red and blue). In the non-alternant aromatic molecules
(a,c) some C atoms of the same group are placed next to each other. Each C atom is surrounded
by C atoms of the other group in the alternant aromatic molecules (b,d).
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orbital a corresponding unoccupied orbital exists with an opposite sign of their
atomic coefficients. For alternant systems this leads to homogeneous electron
distributions and a symmetrical orbital energy distribution. Non-alternant
systems, however, disobey the theorem resulting in a high localization of the
orbitals. The difference in the electronic structure is expected to influence the
metal/organic interaction.
Graphene and graphene-based nanostructures on metal surfaces offer promis-
ing properties that can be used in applications.[39,40] Nevertheless, graphene lay-
ers suffer from defects that occur during preparation. Common topological de-
fects in graphene emerge when the hexagonal structure is distorted and five-
and seven-membered rings are formed. Such defects are often observed at grain
boundaries and have an impact on the interaction between the graphene layer
and the surface.[41,42] The 5-7 defects distort and build up stress in the graphene
lattice. It is possible that two 5-7 defects encounter each other and link together
to two five- and two seven-membered rings, resulting in a relief of the tension.
Two connected 5-7 defects are called Stone-Wales defects.[43] However, with
common surface science techniques it is not possible to investigate the influence
of these defects in a graphene lattice on the interface. Therefore, the two non-
alternant molecules Az and azupyrene (AzPyr) are used as model molecules.
The defect-free counterparts are represented by the alternant molecules Nt and
pyrene (Pyr). Within the scope of this thesis, the knowledge about these inter-
faces is extended on a fundamental level.
Most devices make use of the properties of metal/organic interfaces, however,
the interest in two-dimensional (2D) materials is growing since the first successful
isolation of graphene.[44,45] A new device generation may evolve from organic and
inorganic vdW bound hybrid systems of 2D semiconductors like graphene, hexag-
onal boron nitride or transition metal dichalcogenides (TMDCs).[46–51] Stacking
of different types of 2D materials changes the properties of the interface. In
this way, the functionality of a device can be tailored. The materials resemble
Lego blocks, thus the stacking is called “van der Waals Lego”.[47] The com-
bination of flat-lying OSC monolayers with inorganic substrates increases the
stacking possibilities leading to new devices. However, such systems are not well
characterized because the OSCs often dewet these substrates.
Prominent OSCs used for devices based on organic/inorganic interfaces are
pentacene (PEN) and the fluorinated derivative perfluoropentacene (PFP) (Fig-
ure 1.2).[52–59] In these applications, however, PEN and PFP are often used as
bulk materials. Formation of close-packed monolayers combined with a strong
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Figure 1.2: Illustration of (a) pentacene and (b) perfluoropentacene. The electrostatic contour
plots of both molecules are shown below the molecular structure. Red: electron accumulation,
blue: electron depletion. Adapted with permission from ref. [61]. Copyright 2015 John Wiley
& Sons, Inc.
interface interaction is not found on most vdW substrates. Due to the weak inter-
face interaction between organic aromatic compounds and the vdW substrates,
the molecules often exhibit high mobility. This may lead to a high entropic stabi-
lization in the first molecular layer instead of an enthalpic stabilization observed
on metal surfaces.[60] However, close-packed layers do not develop because the
mobility, hence the entropic stabilization, would be lost. A possibility to form
a close-packed OSC monolayer on inorganic surfaces is the codeposition of PEN
and PFP. Since both molecules exhibit reversed electrostatic contours and have
opposite quadrupole moments (Figure 1.2), attractive interactions between both
molecules should be present. This leads to an additional stabilization in the first
layer, resulting in a well-ordered monolayer structure.
1.2 Metal/Organic Interphase Formation
In real devices often thin films, i.e., several tens of nanometers, of OSCs are
used. Furthermore, the molecules are often functionalized and more complex
containing more elements than C and H like in pure hydrocarbons. A big family
of commonly studied molecules are tetrapyrroles. Within this group, porphyrins
play an important role. The smallest porphyrin, porphine (Figure 1.3a), con-
sists of four pyrrole units linked via methine groups. The nitrogen atoms of the
pyrrole units point inside of the macrocycle. The porphine macrocycle can be
functionalized by adding groups to either the meso positions between the pyrrole
units or to the pyrrole units themselves. A common and highly investigated rep-



















Figure 1.3: Illustration of (a) porphine, (b) H2TPP and (c) MTPP. Porphine is the smallest
representative of the porphyrin group. Substitution of phenyl groups at the meso positions
yield H2TPP. Metal atoms may react with H2TPP to form MTPP.
contain two acidic protons enabling redox reactions, for example, with metal
atoms. Afterwards, metal ions are coordinated by four nitrogen atoms in a
square-planar coordination geometry (Figure 1.3c). The metalation reactions of
porphyrins with several transition metals are well-studied.[62–69]
Besides the direct metalation of porphyrins by deposition of metal atoms onto
a porphyrin thin film, self-metalation on metal surfaces[70–73] as well as trans-
metalation reactions[74] are reported. Other tetrapyrroles such as corroles gain
increasing attention[75–79] but are not the topic of this thesis.
Another often used group of OSCs are poly- and oligothiophenes made of thio-
phene units (Figure 1.4a). The reaction of poly(3-hexylthiophene) (Figure 1.4b)
with Ca has been intensively studied.[80–82] It is found that Ca atoms react with
the S atoms of the thiophene units forming CaS. Nevertheless, the reaction prod-
ucts of the residual carbon backbone are unknown. It could be possible that two
thiophene units without S atoms form eight-membered ring or that the backbone
dimerizes. However, no hard proof has been found until now and polymerization
of the residual carbon species could not be excluded. To gain further insight into
the reaction, smaller oligothiophenes are investigated.[83] The morphology and











Figure 1.4: Illustration of (a) thiophene, (b) poly(3-hexylthiophene) and (c) 6T. Low-work
function metals like Ca may react with the S atom of the thiophene unit forming metal sulfides.
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on different metallic single-crystal surfaces.[84–86] Due to application relevance,
the metalation reactions of 6T with low-work function metals are still commonly
investigated.[87–89]
Devices made of both porphyrins[90,91] and 6T[92] have been reported. As ex-
plained above, both OSC families are susceptible to reactions with metal atoms.
During fabrication of metal/organic interfaces, metals are sometimes sputter- or
vapor-deposited onto organic bulk material. The metal atoms can either form
metal clusters, which turns into an electrode after deposition of large amounts
of metal during device fabrication, or diffuse into the bulk and react with the
organic molecules. The reaction region is then called an interphase, which is
buried under the metal layer. The thickness and morphology of the interphase
have an impact on the functionality of the device because the interphase influ-
ences the charge injection efficiency between the metal and the OSC.[27] Thus,
characterization of the internal interphase, diffusion and reaction of the metal
atoms in organic bulk materials as well as metal film formation dynamics are
crucial.[64,93–98]
Most surface science techniques are highly surface sensitive prohibiting the
investigation of the buried interphase. Using X-rays of high energy, however,
internal interphases of up to several tens of nanometers can be examined. This
method is called hard X-ray photoelectron spectroscopy (HAXPES) and the
reaction depths of several systems are studied. The impact of different exper-
imental parameters, such as sample temperature and metal atom flux, on the
thickness is investigated by this technique.
1.3 Motivation
The importance of a deeper understanding of interactions and reaction at inter-
faces led to investigations of several different systems probing metal/organic and
organic/inorganic interfaces as well as metal/organic interphases.
The influence of defects in a graphene lattice adsorbed on metals on the inter-
face interaction is not known since investigations of such defects are not possible
using techniques that average over a certain region of the sample. In order to
circumvent this issue, the defects are modeled by the non-alternant molecules Az
and AzPyr and are compared with the alternant molecules Nt and Pyr. In the
first study, all four molecules were studied on the Cu(111) surface, while Az and
Nt were investigated on the Ag(111) surface as well by means of typical surface
science methods, like temperature-programmed desorption (TPD), X-ray pho-
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toelectron spectroscopy (XPS), ultraviolet photoelectron spectroscopy (UPS),
near-edge X-ray absorption fine structure (NEXAFS) spectroscopy and more.
This thesis provides experimental data and detailed analysis in the framework
of TPD, whereas the other methods were contributed by other projects within
the Gottfried group and external collaboration partners. These investigations
gave rise to three publications (P1 to P3). Additionally, the desorption behavior
of Bz was investigated on the Cu(111) and Ag(111) surfaces by means of TPD.
The data are quantitatively analyzed in order to compare them with adsorption
energies derived by density functional theory (DFT) calculations.
As mentioned above, preparation of 2D OSCs on 2D inorganic vdW substrates
is difficult due to the weak interaction between them. The second project is a col-
laboration with P.-M. Dombrowski and other members of the Witte group.
Within this project, the successful monolayer formation of the OSCs PEN and
PFP on MoS2 was investigated and preparation techniques of such monolayers
were presented. In addition, the interface was investigated qualitatively and
quantitatively by means of TPD as well as NEXAFS spectroscopy, Monte Carlo
(MC) simulations and scanning tunneling microscopy (STM) contributed by the
Witte group. The investigations resulted in publication P4. Furthermore, PEN
and PFP were investigated on 2D MoS2 as well as on Au(111) as a comparison.
In addition, multilayers of both molecules were codeposited to study the attrac-
tive interaction between both molecules since they exhibit reversed electrostatic
contours (Figure 1.2).
Vapor-deposition, as commonly used for device fabrication, often results in a
reaction between the organic layer and the metal atoms. However, the result-
ing interphase may influence the functionality of the device. Control over the
interphase formation is crucial, hence the third major topic of this thesis is the
characterization of such buried interphases. Here, the well-defined reactions of
H2TPP with Co, Fe and Li gave rise to three publications (P5 to P7). The
reaction of 6T with Ca as well as the reaction products were investigated by
a multi-technique approach with the help of group members and collaboration
partners in publication P8. The transmetalation reaction of lead(II) tetraphe-
nylporphyrin (PbTPP) on the Cu(111) single-crystal surface was studied by
TPD and further supported by XPS, STM and DFT calculations performed by
members of the Gottfried group. The successful transmetalation and forma-




The fourth topic deals with the Ullmann coupling reaction.[99] The Ull-
mann coupling reaction in solution is a method to form covalent C–C bonds
from halogenated aromatic compounds (haloarenes) by the use of Cu ions.[100]
In on-surface synthesis, Cu atoms are provided by the surface. The complete
mechanism of this reaction is not fully understood until now. It is still unclear,
whether the carbon radical binds to the surface or to an adatom.[101–103] TPD
experiments of biphenyl (BP), bromobenzene (BBz) and iodobenzene (IBz) will
shed light on the mechanism.
In a collaboration project with the Kraus group and other partners, the
properties of a newly synthesized compound Pb3F8 were analyzed by means of
XPS, HAXPES and NEXAFS spectroscopy.
Besides the experimental work that led to this thesis, some parts for improving
the experimental setups are invented. Adapter flanges for the LEED-AES optics
(LAO) and quartz crystal microbalance (QCM) as well as other smaller parts
are constructed. In order to speed up the data processing and especially the
treatment of TPD data, two scripts are written in the native language of the
software Igor Pro 8 from Wavemetrics.
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2 Experimental Methods and
Setups
The results presented in this work were obtained by various surface sensitive
techniques but also methods that access bulk properties. These techniques are
widely used in modern surface science enabling the investigation of monolayers
and thin films including temperature-programmed desorption (TPD), near-edge
X-ray absorption fine structure (NEXAFS), Auger electron spectroscopy (AES)
and low-energy electron diffraction (LEED). The bulk properties are probed
by hard X-ray photoelectron spectroscopy (HAXPES) and partly TPD. The
purpose of this chapter is to explain these techniques and provide necessary
physicochemical knowledge in order to fully understand the presented results and
publications. The TPD section is explained in more detail since it represents the
main method of this work. The other methods will be described on a basic level as
there is a variety of literature available, on which this chapter is based.[104–114] In
addition, the corresponding experimental setups will be presented, which divide
into the TPD chamber in Marburg and the high kinetic energy photoelectron
spectroscopy (HIKE) and high energy spherical grating monochromator (HE-
SGM) chambers both in Berlin at BESSY II by the Helmholtz-Zentrum Berlin
für Materialien und Energie (HZB).
2.1 Temperature-Programmed Desorption
The main technique used in this thesis is TPD, also referred to as thermal desorp-
tion spectroscopy (TDS). TPD is one of the oldest techniques in surface science
studying the interaction between adsorbates and surfaces, but it has been refined
and its scope has been substantially widened over the years.
2.1.1 General Introduction
The simplest form of TPD – the so-called flash-filament desorption – consists
of a wire of the surface material investigated, which is rapidly heated after ex-
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posure to the sample gas. The desorbing species are then simply detected by
an ion gauge (total-pressure measurement) or a mass spectrometer set to the
corresponding m/z ratio. With such low effort, quantitative information about
coverage and kinetic parameters can be obtained, which makes it a common
method in the early years of surface science.
However, in order to gain accurate quantitative information about the kinetic
parameters like the desorption activation energy (short: desorption energy) and
the pre-exponential factor (short: prefactor), a more sophisticated experimen-
tal setup using single-crystalline surfaces is mandatory, especially for complex
adsorbate–substrate systems and molecule reactions. A schematic drawing of the
measuring principle used for modern TPD experiments is shown in Figure 2.1.
It is necessary to conduct the experiments in ultra-high vacuum (UHV) to pre-
serve clean sample surfaces with no contamination as this would heavily influence
the outcome of an experiment. A TPD setup needs a sample holder, a detec-
tor, an adsorbate source, and high pumping speeds. The focus for high-quality
TPD is on the sample holder and the detector. Depending on the investigated
adsorbate–substrate systems, the sample holder needs a cooling stage, for exam-
ple, with liquid nitrogen (LN2) or helium, a reliable temperature control, e.g.,
calibrated thermocouples, and a heating system. The cooling is necessary to
reach temperatures below the sublimation temperature of the adsorbate so that









Figure 2.1: Experimental setup for temperature-programmed desorption studies in ultra-high
vacuum. Molecules (black dots) are deposited onto the cold sample and desorb if the sample
is heated. The sample is electrically insulated from the cooling reservoir. The temperature of




used as detectors together with a Feulner cap,[115] which greatly improves TPD
traces because background signals are avoided, around the mass spectrometer’s
ionization source. A cooled Feulner cap further enhances the data quality.
In this way, only desorbing molecules with a direct line-of-sight trajectory hit
the detector. Molecules impinging on the walls of the Feulner cap will con-
dense and stick there without further desorption during the experiment. This
greatly reduces high-temperature tails in TPD traces, especially for small or-
ganic molecules. Moreover, the mass spectrometer needs differential pumping
with high pumping speeds to remove molecules from the detection area, avoid-
ing readsorption on the hot sample surface.
As the name of the method implies, the desorption is the main process and
often the rate-limiting step. Hence, the desorbing molecules per time, which
are equal to the desorption rate rdes measured by mass spectrometry, can be
expressed by a simple rate law of nth order with Θ being the surface coverage.
rdes = −
dΘ
dt = kn ·Θ
n (2.1)
In Equation (2.1) t is the time and kn the rate constant, which can be described
by a simple Arrhenius equation






with the desorption energy Edes, the prefactor of nth order νn, the universal
gas constant R and the temperature T . Inserting Equation (2.2) in Equation
(2.1) gives the Polanyi-Wigner (PW) equation, the fundamental and most
important equation in TPD.
rdes = −
dΘ






It is important to note that the coverage Θ represent the residual coverage,
defined as Nads/Nsurf with the currently adsorbed particles Nads and the total
number of available adsorption sites for the particle Nsurf . Furthermore, it is
common practice to heat the sample with a linear heating rate (β = dT/dt).
The obtained peaks in TPD occur because of two competitive processes: first,
the desorption probability exponentially increases with increasing temperature
(exp(−∆Edes/RT )) and second, at the same time the residual coverage Θ de-
creases due to desorption, resulting in a decreasing desorption rate until no
particles are left on the surface.
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Although the fundamental principle is rather simple, real adsorbate–substrate
systems may become complex. Often, one or more kinetic parameters are cov-
erage dependent affecting the shape of the peak. In addition, the reaction order
corresponds to the rate-limiting step, which is not mandatorily the desorption
process; therefore, it is not necessarily equal to one. A comparison of commonly
observed reaction orders is shown in Figure 2.2. Coverage series of TPD traces
with a reaction order of one (Figure 2.2c), often observed for desorption of intact
molecules in the first layer, always share the same peak temperature indepen-
dent of the initial coverage. The peak shape itself is asymmetric due to the two
competing processes discussed above.
For the desorption of intact molecules from multilayers a reaction order of
zero is often observed (Figure 2.2a), where no interaction between molecule and
substrate exists. The desorption rate in this case is independent of the coverage

































































































Figure 2.2: Simulated TPD traces for (a) zeroth-, (b) non-integer-, (c) first- and (d) second-
order reactions with initial coverages from 0.1 to 1.0 ML in 0.1 ML steps. The heating rate is
1 K/s, the desorption energy 100 kJ/mol and the prefactor 1 ·1013 s−1. Desorption parameters
are independent of the coverage.
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The peak suddenly ends with a sharp edge once no molecules are left in the
multilayer, however, in real experiments the peaks are slightly broadened due
to limited pumping speed and because the final layer often desorbs according
to first order. All multilayer traces of a system share the same leading edge
independent of the initial coverage. Accordingly, for higher initial coverages the
peak maximum temperatures shift to higher temperatures as a larger molecule
reservoir lasts longer before it runs empty.
Reaction orders between zero and one often correspond to desorption from is-
lands (Figure 2.2b). Molecules on the edges of the island desorb more easily than
the molecules within the island. Nevertheless, these processes are very complex
and have to be examined for each system. The TPD peaks are characterized by
a peak shift to higher temperatures with increasing coverage.
The last prominent example is the reaction order of two (Figure 2.2d), which
often appears in recombination reactions. This is commonly observed for oxy-
gen, where the formation of a bond between two oxygen atoms is the rate lim-
iting step, for example, on Au(110).[116] The desorption rate is proportional to
Θ2, hence the peak maximum temperatures shift to lower temperatures with
increasing initial coverages as a higher molecule concentration increases the re-
action probability between two atoms.
These considerations of peak shape and peak temperature shift correspond to
different reaction orders while the desorption energy and the prefactor are kept
constant, i.e., are independent of the coverage. However, real systems often ex-
hibit intermolecular interactions influencing the kinetic parameters. Especially
polycyclic aromatic hydrocarbons (PAHs) on metallic single-crystal surfaces
show a strong dependence of the desorption energy on the coverage.[29–35,117–122]
This dependence originates from intermolecular repulsion between vertical
dipoles, which are mainly caused by the Pauli pushback effect.[28,123,124] In-
formation on peak shape and peak temperature shifts for such special cases are
important, too. Simulated TPD traces for coverage-dependent kinetic parame-
ters are shown in Figure 2.3.
The intermolecular repulsion is attributed to the repulsion between parallel
dipoles on the surface. This interaction occurs between each particle pair on
the surface, hence, in a first approximation, the repulsion linearly increases with
the surface concentration, i.e., the residual coverage.[125,126] The influence of
a linearly decreasing desorption energy on TPD traces is shown in Figure 2.3a.
The peak maximum temperature shifts to lower temperatures for increasing cov-
erages. Furthermore, the peak gets significantly broadened. At full monolayer
15



























































































Edes(Θ) = 100 - 20Θ - 10Θ²(b)
Figure 2.3: Simulated first-order TPD traces for (a) a linear repulsive desorption energy
(Edes(Θ) = 100−20Θ), (b) a linear and quadratic repulsive desorption energy (Edes(Θ) = 100−
20Θ−10Θ2), (c) an increasing prefactor of two orders of magnitude (ν(Θ) = exp(29.9+4.6Θ))
and (d) a linear attractive desorption energy (Edes(Θ) = 100 + 20Θ) with initial coverages
from 0.1 to 1.0 ML in 0.1 ML steps. The heating rate is 1 K/s, the zero-coverage desorption
energy 100 kJ/mol and the zero-coverage prefactor 1 · 1013 s−1. The coverage dependencies
of the desorption energy (given in kJ/mol) and the prefactor (given in s−1) are shown in the
graphs.
coverage (1 ML) the desorption energy is at its minimum resulting in low desorp-
tion temperatures. Afterwards, the surface coverage as well as the intermolecular
repulsion decreases, while the desorption energy increases. The increased energy
lowers the desorption rate at the same time. For lower coverages the repulsion
can be neglected leading to a common declining edge of the traces in the coverage
series.
The interaction between adsorbed molecules on the surface is not only re-
stricted to linear coverage dependencies. According to a model presented by
Persson,[125] the repulsion between two particles on the surface can be low-
ered if the particles can slightly move away from their preferential adsorption
sites. However, this leads to additional interactions with a third particle or a va-
cancy for submonolayer coverages in the other direction resulting in a quadratic
coverage dependence of the energy. This term can be either positive or neg-
16
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ative depending on the energy gain due to decreased repulsion or energy loss
due to additional repulsion or incommensurate adsorption motifs. The complex
nature of the quadratic term prohibits further quantitative explanation. In a
TPD coverage series this term leads to stronger temperature shifts to lower val-
ues and more pronounced peak broadening (see Figure 2.3b). Traces are often
characterized by a desorption plateau, where the desorption rate nearly stays
constant. This behavior is often found for PAHs on metallic single-crystalline
surfaces.[31,117]
Intermolecular interactions are not restricted to repulsive forces, e.g., lateral
attractive van der Waals (vdW) interactions. It is possible that the attractive
interactions overcompensate the repulsion, resulting in an increasing desorption
energy with increasing coverages. In such cases, the desorption energy is at its
maximum at high coverage. Therefore, the desorption temperatures as well as
the peak maximum temperatures shift to higher temperatures with increasing
coverages (Figure 2.3d). Since the desorption energy decreases for decreasing
coverages during desorption, the desorption rate rapidly rises until an abrupt
end of the TPD trace, which is similar to zeroth-order desorption. Note that
this is one rare example where TPD traces of a coverage series cross each other.
Besides intermolecular interactions, mobility and entropy of the adsorbate may
vary together with the coverage, however, this will mainly affect the prefactor
instead of the desorption energy. A detailed discussion on the prefactor will
be given in the next section (2.1.2). An increasing prefactor of two orders of
magnitude (Figure 2.3c) leads to peak maximum temperature shifts to lower
temperatures as well as peak broadening. Depending on the magnitude of the
increase it is hard to distinguish between a linear coverage dependence of the
desorption energy or the prefactor (compare a and c in Figure 2.3). This empha-
sizes the need for sophisticated analysis methods, enabling the determination of
coverage-dependent kinetic desorption parameters independent of each other. A
variety of common techniques will be presented in Section 2.1.3.
2.1.2 Discussion of Preexponential Factors
The preexponential factor ν, also falsely called frequency factor, is often ac-
counted to molecular vibrations because molecules can only desorb within one
vibration. However, this is physically inaccurate as the prefactor is a measure
for the standard entropy of activation ∆S‡. This becomes clear if the Eyring
equation (2.4) in the framework of the transition state theory (TST) for the rate
constant kTST is considered.[127]
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Here, kB is the Boltzmann constant, h the Planck constant and ∆G‡ the
standard Gibbs free energy of activation. The latter is related to the standard
enthalpy of activation ∆H‡ and ∆S‡ by ∆G‡ = ∆H‡ − T∆S‡. ∆H‡ is thermo-
dynamically related to the activation energy, hence the prefactor correlates with
∆S‡, which can be estimated by the number of degrees of freedom (DOFs) in
the initial state (IS) and transition state (TS). Since larger molecules, especially
PAHs, are confined on the surface at high coverages, they are losing DOFs on
the surface. Upon desorption, they often gain more DOFs manifesting in an in-
crease of the prefactor. This was observed in numerous experiments for organic
compounds on graphite as well as on metallic single-crystal surfaces.[35,60,128–135]
In order to calculate the prefactor and compare it with experimental values
derived by TPD, the most commonly used approach is the TST.[35,60,127,130,131]
In the desorption process the IS can be regarded as the adsorbed molecule,
which moves away from the surface upon desorption. Therefore, the TS can
be considered as a gas-phase like state, while the final state is the molecule in
the gas phase. However, the gas-phase like state is similar to the gas phase
without one translational DOF for the critical coordinate in first approximation.









In Equation (2.5) q‡ is the partition function in the TS (gas-phase like) and qad
the partition function in the IS (adsorbed). Nevertheless, calculations of both
partition functions require detailed knowledge of the interaction potentials of
the adsorbed molecule and the TS, which is often not known or expensive to
calculate albeit not impossible. A much easier approach is to make assump-
tions simplifying the partition functions. The vibrational contributions to the
partition function in the IS and TS are assumed to be very similar, hence they
cancel in Equation (2.5). As mentioned above, the TS can be considered as the
molecule in the gas phase, where it has three rotational and two translational
DOFs. One translational DOF is subtracted as this is the reaction coordinate
and considered in the term kBT/h. Accordingly, the partition function in the
TS q‡ can be expressed as:





Two limiting cases are considered for the adsorbed molecule. In the first case,
the molecule has the highest mobility on the surface, thus the partition function
in the mobile state qad,mob has two translational DOFs parallel to the surface
and one rotational DOF perpendicular to the surface (Equation (2.7)). In the
second case, the molecules are completely confined on the surface leading to a
partition function in the immobile state qad,immob of one.
qad,mobile = qtr,2D · qrot,1D (2.7)
Inserting Equations (2.6) and (2.7) into Equation (2.5) enables the calculation of
the prefactor. One last assumption is that the translational partition functions
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Here, m is the molecular mass, A the area, σ the symmetry factor, and Bi the
rotational constants around the axes A, B and C. All parameters are now either
constants or properties of the molecule making it easy to calculate the prefactor
for every adsorbate–substrate system.
There are further approaches to estimate the prefactor, for example, to directly
calculate the entropy of activation in the desorption process and derive the pref-
actor from it.[131,137,138] The prefactor for multilayer desorption can be calculated
by assuming detailed balance between a condensed film in equilibrium with its
vapor pressure and using the Clausius-Clapeyron equation.[129–131,139–141] As
these methods are not used often and exhibit some uncertainties, a detailed ex-
planation is not given here but can be found in publication P2 of this thesis
(page 188).
19
2 Experimental Methods and Setups
2.1.3 Analysis Methods in Temperature-Programmed
Desorption
After a detailed discussion on kinetic parameters and their influence on TPD
traces, analytical methods to obtain the desorption energy and the prefactor are
now in the focus.
REDHEAD Analysis
A common method is the analysis according to Redhead.[142] Starting from the
Polanyi-Wigner Equation (2.3), dt can be substituted by the heating rate












































= −n ·Θ(n−1)/n · dΘdT . (2.16)
Equation (2.13) is inserted into Equation (2.16) yielding an expression for the
calculation of the desorption energy.[105,142]
∆Edes
RT 2max








In addition, it is assumed that the activation parameters are independent of the
surface coverage and the reaction is proceeding according to first-order kinetics,




























For the condition 108 K−1 < ν1/β < 1013 K−1, the term ln(∆Edes/RTmax) is
about 10 % of the first term. An approximation of ln(∆Edes/RTmax) = 3.64 only
leads to errors less than 1.5 %.[142] Otherwise, the Redhead equation has to be
graphically or numerically calculated, what is done by programs.
For coverage-independent kinetic parameters and a well-known prefactor, e.g.,
from TST, this method quickly yields good results from a single TPD trace
making it a frequently used technique. However, for more complex systems, as
described above, obtained values may not be reliable and often false, because
the prefactor is estimated and assumptions must be made. For the calculation
of both the desorption energy and the prefactor at the same time, additional
methods are necessary.
Heating-Rate Variation Method
The heating-rate variation (HRV) method can be regarded as an enhancement
of the Redhead analysis method. Again, the peak maximum temperature is of
interest, yet a series of traces is used. These should have the same initial coverage
but are measured at different heating rates β.[143,144] As a starting point Equation
(2.17) can be used. For first-order kinetics, the logarithmic Equation (2.18) is














A linear correlation between ln(T 2max/β) and 1/Tmax is then found. The desorp-
tion energy is calculated from the slope and the prefactor from the y-intercept.
According to Equation (2.20), T̃max exp(-T̃−1/2max ) is proportional to
√
β̃, i.e., for
increasing values of β the peak maximum temperature is increasing, too.
Moreover, the integral of typical raw TPD curves scale with the heating rate
because the desorption rate is plotted against the temperature (dΘ/dT = β ·
dΘ/dt). The integral of the time-dependent desorption rate is, however, equal
for all heating rates. This change has to be considered due to the conversion
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of time into temperature domain using the heating rate β. It is noteworthy
that this method is also applicable to second-order kinetics but this will not be
further explained here.
Leading-Edge Analysis
Another method to calculate the desorption energy and the prefactor indepen-
dent of each other is the leading-edge analysis (LEA) by Habenschaden and
Küppers.[145] Here, the leading edge of TPD traces is investigated in order to
determine coverage- and temperature-dependent activation parameters. There-




+ ln(ν) + n · ln(Θ). (2.21)
The only approximation of this method is that the coverage has to be constant.
Using a small section (typically until 1 to 5 % of the initial coverage are des-
orbed)[145] of the leading edge for the plot, leads to small errors. This enables the
determination of kinetic desorption parameters in dependence on the coverage if
a coverage series is analyzed. The plot of ln(rdes) vs. 1/T yields a straight line in
this section of the leading edge. The desorption energy can be calculated using
the slope of the linear fit and the prefactor using the y-intercept if the initial
coverage and the reaction order is known. A special case is given for zeroth-order
reactions like the desorption of multilayers. For n = 0, Equation (2.21) becomes
independent of the coverage, thus it turns into the Arrhenius Equation (2.2).
Due to its simplicity and small amount of assumptions, the LEA is fre-
quently used in TPD studies. However, high-quality data are required be-
cause a bad signal-to-noise ratio (SNR) of the leading edge may cause large
errors. This method is improved by subtracting the term n · ln(Θ) from Equa-










The advantage of this method is that the whole TPD trace can be used because
the coverage does not have to be constant. Here, Θ is a function of the tem-
perature and is not constant compared with the normal LEA. For the correct
choice of the reaction order n, the plot of ln(rdes/Θn) vs. 1/T yields a straight
line, enabling the determination of the reaction order from experimental data.
Otherwise, the plot becomes convex or concave. The desorption energy and
the prefactor are averaged over the whole trace. However, if the fit is applied
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on a small coverage interval at the beginning of the TPD trace, the coverage-
dependent average of the desorption energy and prefactor can be determined.
At high coverages, the small coverage interval is related to the leading edge. In
contrast, at low coverages nearly the whole trace can be used greatly increasing
the statistics and yielding better results compared with the normal LEA.
Complete Analysis
The complete analysis (CA) was first introduced by King[148] and Bauer,[149]
providing a method to determine desorption energies and prefactors over a wide
coverage range without any assumptions. The disadvantage is that high-quality
TPD data and a detailed coverage series with many different initial coverages are
necessary.[144,148] In the case of repulsive intermolecular interactions, this method
is not suitable because the quality requirements are even higher and are difficult
to meet in practice even with the best TPD experiments.[147] The desorption
rates and temperatures at a certain residual coverage Θ′, with Θ′ < Θinitial, are
determined for all measured TPD traces.[144,148,149] This routine is illustrated in
Figure 2.4 for the desorption of Ag on Ru(001).[104]
The Arrhenius plot of these rate–temperature pairs yields a straight line.
The desorption energy can be obtained using the slope and the prefactor using
Figure 2.4: Example routine for the CA for the system Ag/Ru(001). (a) Integration of TPD
traces to determine desorption rates corresponding to a fixed residual coverage. (b) Plot of
Θ vs. T indicating the investigated coverage 0.15 ML. (c) Plot of ln(rdes) vs. 1/T for the
coverage–temperature pairs of (b). The slope yields the desorption energy, the y-intercept
yields the prefactor corresponding to a fixed coverage of 0.15 ML. Reprinted with permission
from ref. [104]. Copyright 2007 John Wiley & Sons, Inc.
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the y-intercept for a known reaction order according to n ln(Θ′)+ln(ν(Θ′)). The
analysis routine may yield artifacts due to scattering in the coverage series owed
to a bad SNR. Furthermore, the CA often shows an artificial or forced compen-
sation effect, i.e., the desorption energy and the prefactor are not independent of
each other and follow the same trend.[147,150] Therefore, such data need critical
discussion and other methods should be used to verify the results. While re-
pulsive intermolecular interactions result in very dense rate–temperature pairs,
reducing the number of points available for the Arrhenius plot, this method
works especially well for attractive interactions, as shown in the example of
Figure 2.4.
Inverted POLANYI-WIGNER Equation
So far, all methods yield kinetic parameters for distinct coverages. Determi-
nation of desorption energies and prefactors for the whole coverage range from
0 to 1.0 ML requires a lot of data. Nieskens developed a method to calcu-
late the desorption energy over the full coverage range only using the monolayer
trace, however, the prefactor has to be assumed.[147] For the so-called inverted
Polanyi-Wigner (IPW) equation the PW equation is rearranged to the des-
orption energy:[147]






For each data point of the TPD trace the desorption energy is calculated for a
known prefactor. In this way, the coverage dependence of the desorption energy
can be obtained from a single monolayer trace. The disadvantage of this method
is that the prefactor has to be known or calculated from different approaches
like TST.
Fitting of the Desorption Energy
The previously described methods originate from times of slow computers.
With the increased computational power of today’s computers, it is easily
possible to directly fit the TPD curves using the PW equation with math-
ematical expressions for the coverage-dependent desorption energy. It is
shown in the literature[34,35,151,152] that a quadratic equation in the form of
∆Edes(Θ) = ∆Edes(Θ = 0)− aΘ− bΘ2 fits well. In this equation ∆Edes(Θ = 0)
is the desorption energy at zero coverage and the terms a and b are derived from
the Persson model explained in Section 2.1.1.[125]
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Fitting the parameters a and b to TPD traces yields a continuous description
of the desorption energy. In addition, the prefactor can be fitted and does not to
be assumed. Due to the compensation effect, many energy–prefactor pairs yield
good fitting results, hence the fitting prodecure may get unstable or runs into
local minima.
Integral Energies
It is important to note that TPD is a differential method, i.e., the measured rate
corresponds to the desorption of single particles. Changes in the TPD traces and
in the kinetic parameters are attributed to single particles, too. In contrast to
experimental energies, theoretical methods such as density functional theory
(DFT) always provide integral energies. This means that in TPD all particles
would desorb at once. In order to account for this deviation, the desorption







For reliable results, the desorption energy as a continuous function of the cov-
erage is needed. Therefore, the IPW equation and the fitting of the desorption
energy described above are predestined, while the CA would also work.
Comparison of the Analytical Methods
The quantitative calculation of the desorption energy and the prefactor is one
of the main purposes of TPD. Therefore, many different analysis methods were
developed, some of which were described above. There are more methods, like
the Chan-Aris-Weinberg (CAW) method,[153] but they often perform worse
than the methods presented above.[144] Each method uses different parts of the
TPD trace, e.g., the leading edge or the peak maximum temperature. This
leads to various assumptions, advantages and disadvantages of the methods.
Under which conditions each method performs best was discussed in literature
using simulated TPD traces.[144,147] A comparison of the performances of the
methods on real experimental data is a topic of this thesis and published in
P2. Nevertheless, there is no perfect analysis, which can calculate the coverage
dependence of the desorption energy and the prefactor for every coverage with
high precision. It is emphasized to use a variety of different methods and estimate
the reliability of the results depending on the quality of the data. Especially the
prefactor should be considered when discussing desorption energies since both
are needed in the PW Equation (2.3).
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Outlook for Improved Methods
As previously mentioned, there is no perfect method for calculating the kinetic
parameters for every coverage. That is why research groups still develop new
methods until now. This includes optimization of initial values in fitting proce-
dures[154] or a theoretical parameter-free analysis model.[155] However, the perfect
solution is yet to be found.
A promising approach is to fit TPD traces using the PW Equation (2.3) as
it was proposed above (fitting of the desorption energy). To reduce calculation
time, some assumptions were made, for example, a known prefactor and a known
reaction order are inserted into the PW equation. An improvement is to nearly
keep all parameters free in the PW equation and fit them for best agreement
between simulated and experimental TPD traces. However, this would result
in a tremendous number of possible parameter sets and a huge computing time.
Therefore, sophisticated fitting algorithms are needed. During data analysis, two
different approaches were tested – on the one hand a genetic algorithm (GA) and
on the other hand a neural network (NN).
The GA generates random parameter sets (individuals) and calculates the
error between the simulated and experimental curve in the first generation. Only
the best parameter sets survive this generation, for example, the best 10 %. In
the next generation new parameter sets are added to the survivors, consisting of
random linear combinations of the survivors. Random mutations are added to
escape from local minima. Detailed explanations on GAs and implementations in
the software Igor Pro 8 can be found in the literature.[156–159] For a large number
of individuals and generations results with low deviation are obtained. The
computing time is manageable, although the algorithm sometimes runs into local
minima if the number of generations and the mutation probability is too low.
Improving this fitting procedure and lowering the run time may be a promising
alternative to established analysis methods.
NNs are often used for face recognition algorithms. Information on NNs are
widely distributed.[160,161] In a similar way, a NN is used to recognize TPD traces.
Therefore, the NN is trained with simulated TPD curves and the corresponding
parameter sets. Afterwards a well-trained NN can reproduce every experimental
trace in short time and output the corresponding kinetic parameters. A NN was
set up using build-in functions of Igor Pro 8.[159] Although this approach seems
most promising, training a NN well is not easy and takes long computation
time. Simple simulated TPD traces with coverage-independent kinetic parame-
ters were well reproduced, however this often failed for real data. Due to limited
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computation time and equipment, a working NN could not be trained during
this study. Nevertheless, this approach offers great potential. These methods
only represent some examples how to improve TPD analysis and may serve as a
starting point for future projects.
2.1.4 Temperature-Programmed Desorption Mass
Spectrometry
In common TPD experiments only one or just a few masses are recorded, provid-
ing high temperature resolution due to a short measuring time. However, this is
only possible if the desorbing species and, therefore, their mass is known. Inves-
tigating reactions, e.g., the metalation of tetrapyrroles, resulting products are
not obvious and many masses are possible. For such cases certain mass ranges
or a whole mass spectrum can be recorded while the sample is heated. The
combination of mass spectrometry with temperature-programmed desorption is
called temperature-programmed desorption mass spectrometry (TPD-MS). This
technique was used in literature to study the desorbing reaction products of the
coronene oxidation or the dimerization of coronene and fullerenes on graphite –
to name just a few examples.[162–165]
The recorded mass spectra are plotted against the temperature with the in-
tensity plotted along the z axis resulting in a 2D or contour plot. The biggest
issue of this technique is to reach good temperature and mass resolution as the
time of a TPD-MS experiment is limited. Recording a large mass range or with
a small mass step width increases acquisition time. For a constant heating rate
a longer acquisition time results in larger temperature steps between two duty
cycles. A decent mass resolution combined with a low heating rate yields reason-
able temperature resolution. Empirically, it was found that the temperature step
between two cycles should not be larger than 6 K, but best below 3 K. Consid-
ering these restrictions, it is recommended to first record an overview TPD-MS
map with a large mass range and step width. Afterwards, when the reaction
products are known, TPD-MS maps with a smaller mass range and step width
can be recorded.
2.2 Photoelectron Spectroscopy
The previous Section 2.1 dealt with the main topic of this thesis, TPD. In this
section the second major topic, the photoelectron spectroscopy (PES), will be
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presented. PES makes use of the photoelectric effect, which is one of the possi-
ble effects when photons interact with electrons, e.g., if matter is irradiated by
electromagnetic radiation. Depending on the photon energy, PES is divided into
subgroups, e.g., ultraviolet photoelectron spectroscopy (UPS), X-ray photoelec-
tron spectroscopy (XPS), and HAXPES. UPS is used to investigate the electronic
structure in the valence region due to large cross sections of ultraviolet radiation
with the valence band. In addition, the work function of the sample can be
determined. By variation of the polar ϑ and azimuthal ϕ angles of the sample,
information about the band dispersion of the sample can be obtained. The corre-
sponding method is called angle-resolved photoemission spectroscopy (ARPES)
as well as angle-resolved ultraviolet photoelectron spectroscopy (ARUPS) when
ultraviolet radiation is used. The methods XPS and HAXPES will be explained
in detail in the following.
2.2.1 X-Ray Photoelectron Spectroscopy
Electromagnetic radiation can interact with matter, especially electrons, in dif-
ferent ways. Often, electrons gain the energy of photons hν with the frequency
ν upon interaction. Electrons are emitted if the photon energy exceeds a certain
barrier of the material. This process is well-known as the photoelectric effect,
which was first discovered by Hertz[166] and explained later by Einstein.[167]
In 1921, Einstein was awarded the Nobel Prize in Physics for the explanation
of the photoelectric effect. The barrier is found to be the binding energy EB of
the electron of the corresponding atom and the material specific work function
φ. Hence, the kinetic energy of the emitted electron can be described by the
following equation:
Ekin = hν − EB − φ. (2.25)
Interestingly, EB is not constant for each atom of an element, but depends
on the electronic state, i.e., the orbital, from which the electron is emitted.
Furthermore, the atom’s chemical environment, e.g., chemical bonds or its oxi-
dation state, slightly changes EB. The binding energy is according to the initial
state approximation by Koopmans[168] equal to the negative orbital energy
ε, which can be calculated by Hartree-Fock-based methods. Nevertheless,
final state effects occurring in the generated photoion are neglected, e.g., the re-
maining electrons stay frozen and do not rearrange. Relaxation of the electrons
minimizes the energy of the ionized atom resulting in decreasing binding energies.
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The precise determination of the binding energy is crucial in all PES tech-
niques as it contains many information about the electronic structure of the
sample. Unfortunately, Equation (2.25) cannot simply be used because the work
functions of sample and spectrometer are different (Figure 2.5). It is necessary
to calibrate the spectrometer in the following way. First, the sample and the
spectrometer are placed in electrical contact, often by grounding both. This
ensures that the Fermi levels EF of sample and spectrometer are the same. The
actual quantity measured is the kinetic energy of the electrons with respect to
the vacuum energy level of the spectrometer Ekin,Sp. The difference between the
photon energy hν and Ekin,Sp is, according to Figure 2.5 not the material specific
work function of the sample but that of the spectrometer φSp. Thus, the binding
energy EB is calculated with the following expression:
EB = hν − Ekin,Sp − φSp. (2.26)
The determination of φSp is expensive and has to be done for each spectrometer.
Nevertheless, placing a grounded and clean standard sample next to the investi-
gated sample, the spectrometer can be referenced to known binding energies. In
XPS setups, for example, Au samples are commonly used and spectrometers are
calibrated to the Au 4f7/2 binding energy of 84 eV.[109] In case the Fermi edge














Figure 2.5: Energy level diagram in a photoelectron spectrometer with grounded sample and
spectrometer. Fermi levels EF of sample and spectrometer are aligned due to electrical contact.
Calculation of the binding energy EB from the measured kinetic energy Ekin,Sp needs the work
function of the spectrometer φSp. Adapted from [109].
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calibrating the XP spectrum. After calibrating the spectrometer, only Ekin,Sp
has to be measured, e.g., with a hemispherical analyzer.
Typical analyzers used in PES consist of three components, a collection lens,
an energy analyzer and a detector. Most of them reduce the kinetic energy of
the incoming electrons to a certain pass energy by ramping voltages inside the
lens system. A widely used analyzer is the hemispherical analyzer (Figure 2.6)
consisting of two concentric hemispheres, of which the outer one is negatively
charged in comparison to the inner one. Electrons emitted under the right angle
enter the analyzer through the iris. The lens system accelerates or decelerates
electrons to the pass energy Epass of typically 5 to 200 eV. Afterwards, elec-
trons enter the circular path of the hemispherical analyzer through the entrance
slit. Only electrons that were accelerated to Epass have the right trajectory to
hit the detector. Electrons with different kinetic energies either hit the outer
or inner hemisphere. The lens system varies the voltages in such a way that
incoming electrons with every kinetic energy reach the detector with the pass
energy once. This ensures that for all original kinetic energies the same spec-
tral resolution is achieved depending on the selected Epass. Detectors are often
electron-multiplying devices like microchannel plates. Impinging electrons gen-
erate a secondary electron cascade, effectively increasing the measured signal

















Figure 2.6: Illustration of a hemispherical analyzer system commonly used for PES. Gener-
ated photoelectrons enter the system through the iris and are accelerated or decelerated. Only
electrons with the correct Epass travel through the hemispheres without collisions and reach
the detector. Adapted from [169].
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Typical X-ray radiation lines used in laboratories are Mg Kα (1253.6 eV) and
Al Kα (1486.6 eV). For higher energies Ag Lα (2984 eV) or Cr Kα (5415 eV) can be
used, however, higher photon energies are often accompanied by worse resolution
and intensity.[109] At high kinetic energies of the electrons, the resolution of the
analyzer gets worse, whereas the broader X-ray lines of high photon energies
can be corrected with a monochromator. However, X-ray anodes do not only
produce radiation of one distinct energy, but also Bremsstrahlung, satellite X-ray
lines and heat radiation disturbing XP spectra. To remove interfering signals,
monochromators, e.g., quartz crystals, are applied making use of Bragg’s law
with the order of reflection n, the wavelength λ, the lattice plane distance d and
the incidence angle θ:
nλ = 2d sin θ. (2.27)
X-rays interact with core-level electrons, among other electrons, of the atoms of
the sample. The binding energy of these core-level electrons is element specific
giving rise to study the elemental composition of an unknown sample. Fur-
thermore, small shifts in the binding energy can be monitored, high spectral
resolution provided. These shifts originate from the chemical environment of
the corresponding element, hence oxidation states and other information can be
obtained. Accordingly, those are called chemical shift and were first discovered
by Siegbahn.[109,170] The corresponding analysis method was called electron
spectroscopy for chemical analysis (ESCA) for which he was awarded the Nobel
Prize in Physics in 1981.
2.2.2 Hard X-Ray Photoelectron Spectroscopy
Depending on the used sample, high photon energies are required in XPS to
investigate deeper layers of a sample and obtain bulk properties. In the early
years of XPS, no high photon energies were available to probe deep layers, hence
synchrotron radiation was used, which reached higher photon energies than labo-
ratory sources. However, by this time laboratory X-ray sources with high photon
energies are available but the setup is restricted to one energy. In order to inves-
tigate the depth profile of a sample, an angle series has to be performed probing
different layers of a sample but a high surface roughness can cause high errors.
At a synchrotron, the photon energy can be tuned in variable steps over a wide
range enabling depth profiling at normal emission, where the surface roughness
is not a big problem. Furthermore, a tunable photon energy gives rise to X-ray
absorption techniques like NEXAFS.
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In a synchrotron charged particles, typically electrons, are forced on a circular
path by bending magnets. The electrons are generated by thermionic emission
in the microtron and are nearly accelerated to the speed of light in a cyclic
synchrotron. Afterwards, they are fed in bunches into the storage ring where
they stay on a circular path. When relativistic charged particles are acceler-
ated they emit synchrotron radiation tangentially to their path. Changing the
velocity vector of a particle by a bending magnet accounts to an acceleration,
leading to the generation of synchrotron radiation. This radiation has a wide
electromagnetic spectrum, e.g., from low to high X-ray but also THz, infrared
and UV energies, combined with a high brilliance and intensity. Specific ener-
gies can be selected by monochromators, e.g., grating monochromators for low
energies up to 2000 eV or crystal monochromators above 1500 eV, making use
of the Bragg Equation (2.27). Additionally, high spectral resolution and tun-
able photon energies by changing the geometry of the monochromators can be
achieved.
Wigglers and undulators are used to further improve the intensity and quality
of the synchrotron radiation replacing normal bending magnets. A wiggler con-
sists of alternatingly polarized dipole magnets in short succession, resulting in
much higher intensities. The undulator is a much more sophisticated setup with
smaller magnetic fields and an adjusted geometry, resulting in an interference
of the radiation lobes. This results in a tunable line spectrum with even higher
brilliance and intensity.
Using synchrotron radiation, hard photon energies above 2000 eV, which are
used in HAXPES, are easily generated. This technique is used to investigate
thick layers of tens of nanometers. By tuning the photon energies, information
about the depth profile, e.g., how far a reaction proceeded, can be obtained. The
inelastic mean free path (IMFP), which depends on the kinetic energy of the
electron and on the material the electrons travel through, plays a key role. The
definition of the IMFP according to the International Organisation for Standard-
isation (ISO) is: “average distance that an electron with a given energy travels
between successive inelastic collisions”.[171] Besides the IMFP, the effective atten-
uation length, the mean escape depth and the information depth are important
for HAXPES experiments. However, only the IMFP is relevant to understand
the conducted experiments and the results presented in this thesis, hence the
other three parameters are not discussed (for details see reference [172]).
If a photoelectron is generated, it will travel from the original atom through the
sample until it reaches the sample surface and is later detected by an analyzer.
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On the way through the sample electrons can be inelastically scattered mainly
by excitation of valence electrons from other atoms. This includes plasmon
excitation as well as single-electron excitation. Other contributions originate
from inner-shell excitations. Electrons with kinetic energies below 20 eV have
less possibilities to distribute their energy in the phase space. Therefore, the low-
energy electrons are less likely to excite electrons of other atoms then those at
higher energies resulting in high IMFP values. Until 100 eV the IMFP strongly
decreases as many excitations are possible. Above 100 eV the IMFP increases
again due to the high velocity of the electrons. Plotting the IMFP against the
kinetic energy of the photoelectron is called the universal curve and reproduces
this behavior very well (Figure 2.7). It is called universal curve because the
qualitative trend of this curve is the same for each element, although absolute
values differ.
The exact determination of the IMFP λ is challenging, hence generally appli-
cable fits are necessary. Many different approaches were developed in the past
years, describing different parts of the universal curve better or specializing on
organic compounds. Optical data, which contain information on the inelastic
scattering probability as a function of the energy loss describing the scattering
probability dependence on the momentum transfer, can be used for the calcula-
tion of the IMFP.[174–176] Tanuma fitted such optical data by Penn[173] for 41






































Figure 2.7: Dependence of the IMFP on the kinetic energy for the metals Cu (red), Ag
(black) and Au (blue). Cycles: IMFP values taken from the Penn algorithm.[173] Solid lines:
Fit according to Tanuma.[172,174]
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λi =
E
E2p [β · ln(γE)− (C/E)− (D/E2)]
(nm). (2.28)
In Equation (2.28) E is the kinetic energy of the electron in eV, Ep = 28.8(Nvρ ·
M−1)1/2 is the bulk plasmon energy in eV, Nv is the number of valence electrons
per atom or molecule, ρ is the bulk density in g · cm−2, M is the atomic or
molecular mass and β, γ, C and D are fitting parameters. Depending on the
investigated system different equations can be used for the calculation of the
IMFP.
In Figure 2.7 it is obvious that photoelectrons generated by Al Kα or Mg
Kα radiation sources have rather low IMFP values emphasizing the use of hard
X-rays for probing large depth ranges. The information depth from where only
5 % of the electrons can escape without loosing some of their kinetic energy is
three times the IMFP.[172,179]
Using tunable synchrotron radiation depth profiling is possible, e.g., the re-
action depth of metals with organic compounds can be investigated. Depth
profiling by angle resolved XPS is possible, too, however, surface defects, such
as roughing, crystallization or dewetting, heavily influence the results. These
effects especially the roughness are less critical for HAXPES experiments, i.e.,
experiments at constant angle with a variation of the photon energy. When met-
als are deposited onto organic compounds, they can either react with reactive
centers of the molecules, diffuse deeper into the bulk or form metal clusters.
At low photon energies the generated photoelectrons originate from near the
surface and correspond in this case mostly to the reaction product and metal
clusters. Increasing the photon energy and thus the information depth, more
photoelectrons escape from deeper layers associated with unreacted molecules.
The reaction depth d can be calculated from the intensity ratios from the reacted
Ir to unreacted Iur species at certain photon energies for a known layer thickness
L according to:[64]
d = λ ln
(
(Ir/Iur) + 1
1 + (Ir/Iur) · exp(−L/λ)
)
. (2.29)
The measured peak intensity is proportional to various parameters such as the
cross section and the photon flux. The intensities of different orbitals have to be
normalized in order to use them in Equation (2.29). However, if the reaction can
be traced by a chemical shift of a certain XPS peak, fitting both the reacted and
unreacted peak is sufficient because the parameters influencing the XPS peak
intensity are equal and cancel.
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2.3 Near-Edge X-Ray Absorption Fine Structure
Spectroscopy
Another synchrotron-based technique commonly used in surface science is near-
edge X-ray absorption fine structure (NEXAFS) spectroscopy. In contrast to
XPS and AES that probe occupied electronic states, NEXAFS spectroscopy
enables the investigation of unoccupied states by exciting core electrons to higher
electronic states but not into the continuum. Normally, X-ray absorption cross
sections decrease with the photon energy, though increasing the photon energy
over the ionization energy of a specific core level strongly increases the cross
section again. This results in an absorption edge visible in the X-ray spectrum.
In this method the photon energy is increased in small steps and if the excitation
energy fits to the difference between core level and unoccupied state, a peak is
visible in the NEXAFS spectrum. Hence, information about the electronic fine
structure of a sample can be obtained.
The intensity I of a dipole transition from the initial state i to the final state
f is described by Fermi’s golden rule (Equation (2.30)).
I ∝
∣∣∣〈φf | ~E · µ̂|φi〉∣∣∣2 ρ(Efi) (2.30)
The compliance of the energy conservation is expressed by ρ(Efi). The transi-
tion is forbidden if no density of states (DOS) ρ at the initial and final states
are present. The intensity of the transition depends on the interplay of electric
field vector ~E and dipole transition operator µ̂ as well as on the wave functions
φi of the initial and φf of the final state. Furthermore, the transition is al-
lowed and, therefore, non-zero if the symmetries of the wave functions produce
total-symmetric contributions. Using linearly polarized light such as synchrotron
radiation, the electric field vector and the transition dipole moment can be sep-
arated.
I ∝
∣∣∣ ~E · 〈φf |µ̂|φi〉∣∣∣2 ρ(Efi) (2.31)
∝
∣∣∣ ~E~µfi∣∣∣2 ρ(Efi) (2.32)
According to Equation (2.30), the symmetries of initial and final state determine
the intensity of the transition. The symmetry of the initial state is defined by
the excited core-level electron. Excitation from s-orbitals, e.g., the 1s orbital of
the K-edge, pose a special case due to their spherical symmetry. In this case, the
direction of the transition dipole moment ~µfi only depends on the final state’s
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symmetry. This special case gives rise to the investigation of the orientation
of organic compounds on surfaces, since the highest intensity is obtained when
the transition dipole moment and the final state orbital orientation are paral-
lel. The electric field vector can be modified by varying the incident angle α
of the radiation resulting in changing transition intensities, which is then called
X-ray dichroism (Figure 2.8). Irradiation under normal incidence results in the
excitation of σ∗ and π∗ transitions for flat-lying and upright standing molecules,
respectively. Grazing incidence yields the opposite transitions, i.e., π∗ and σ∗
transitions for flat-lying and upright standing molecules, respectively. If transi-
tion peaks are observed at both angles, no dichroism is apparent, meaning that
the molecules are randomly tilted and have no preferable orientation, which is the
case for molecules in a kinetically trapped disordered state at low temperatures.
The measurement of the X-ray absorption is difficult since the samples are
often metals or mounted on metallic sample holders. Transmission experiments
are not possible due to the experimental setup. Nevertheless, electrons gener-
ated by subsequent processes can be detected as secondary probes, which are
illustrated in Figure 2.9. In case a core-level electron is excited or emitted, a
second electron with higher energy may relax refilling the previously generated
core hole. The excess energy is then either released as a photon or transferred
to a third electron, which is emitted if the binding energy and work function are
overcome. The latter is also known as an Auger electron of the corresponding
Auger process. This process will be explained in detail in Section 2.4.
Both processes compete with each other. While the Auger process is dom-
inant for light elements, detection of the fluorescence yield (FY) is emphasized
for heavier elements (see Section 2.4 for further details). The FY detection mode
is, however, bulk sensitive since photons have far longer mean free paths in mat-

















Figure 2.8: Illustration of NEXAFS transitions and the occurrence of X-ray dichroism. (a)
Flat-laying molecules: π∗ transitions are excited under grazing incidence (α = 90◦) and σ∗
transitions under normal incidence (α = 0◦). (b) Upright-standing molecules: reversed order.
Adapted from [108].
36






















Figure 2.9: Energy level diagram of photoelectron emission and subsequent processes. Upon
interaction with a photon an electron is either (a) emitted or (b) excited to an unoccupied
state. (c) The generated core hole is refilled by a second electron with higher energy. Excess
energy is released either as (3a) an Auger electron or (3b) a fluorescence photon. Adapted
from [110].
electrons is preferred for lighter elements. Here, it can be distinguished between
total electron yield (TEY), partial electron yield (PEY) or Auger electron yield
(AEY). Since irradiation with X-rays does not only result in the Auger pro-
cess, photoelectrons of other elements, higher electronic states or the substrate,
inelastically scattered electrons as well as secondary electrons contribute to the
TEY. Detection of slow electrons can be avoided by applying a bias voltage to
the sample or a retardation grid in front of the detector (PEY). PEY is more
surface sensitive than TEY because electrons from deeper layers are unlikely to
escape without inelastic collisions. Measuring only the Auger electrons in the
AEY mode has the highest surface sensitivity due to the discrimination between
Auger electrons and inelastically scattered electrons. However, an electron en-
ergy analyzer is necessary to discriminate the Auger electrons from the other
electrons whereas simple retardation grids, an electron multiplier and a collector
are sufficient for the other detection methods.
2.4 AUGER Electron Spectroscopy
Auger electron spectroscopy (AES) was one of the first surface science tools
with high surface sensitivity. The basic principle of this technique is the Auger
effect, which was first observed by Auger in 1923[180,181] and completely ex-
plained in his doctoral thesis in 1926.[182] The effect is also referred to as Auger-
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Meitner effect because Meitner independently of Auger described the effect
one year earlier.[183,184] The process describes the emission of electrons by irradi-
ation with X-ray photons or electrons. The kinetic energy of the emitted Auger
electrons is independent of the energy of the excitation source. Upon irradiation
with X-rays or electrons with energies of typically 2-10 keV core holes are created
by emission or excitation of core-shell electrons. A second electron with a higher
energy than the core electron refills the core hole and the excess energy is either
released as a fluorescence photon or is transferred to a third electron, which is
emitted as an Auger electron (Figure 2.9). Although the basic principle was
shortly explained in Section 2.3, a detailed description will follow in this section.
In order to calculate kinetic energies of Auger electrons, information on the
orbital energies of the involved electrons is needed (Figure 2.10). At first, the
excitation energy has to be sufficiently high to emit or excite an electron from a
core level EW . An electron from a higher level EX , which is closer to the Fermi
level EF, relaxes and refills the core. Due to this transition energy corresponding
to ∆E = EW − EX is released, which is then transferred to a third electron or
released as a photon. The electron is emitted if the energy overcomes the binding
energy EY as well as the work function φSp of the spectrometer according to
Ekin,Sp = EWXY












Figure 2.10: Schematic illustration of the Auger process with energy levels for a KLL
transition. Sample and spectrometer are in electrical contact, hence the Fermi energy levels
are aligned. After emission of the photoelectron, the generated core hole is refilled by an
electron from a higher level (red). The excess energy is transferred to another electron of the
same level, which is then emitted (blue). The measured kinetic energy of the Auger electron
is referenced to the work function of the spectrometer φSp. Adapted from [109].
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Figure 2.5 in Section 2.2. The kinetic energy of an Auger electron for the
WXY transition of the involved energy levels and the atomic number Z can be
calculated according to:
EWXY = EW (Z)− EX(Z + ∆)− EY (Z + ∆)− φSp. (2.33)
After the emission of electron W , the atom is ionized. The residual electrons of
the photoion are shifted to higher binding energies due to the positive charge.
This displacement is considered by the term ∆, which takes values between 0
and 1. A good approximation is ∆ = 0.5. The Auger effect is referred to a
WXY transition where all energy levels correspond to different shells. Though,
WXX transitions are observed more often and are shown in Figure 2.10. Two
special cases occur if the photoelectron and, therefore, the core hole as well as the
relaxing electron are in the same shell but in different energetic subshells, e.g.,
L1L2M transitions (Coster-Kronig). In case the Auger electron is emitted
from a subshell of the same shell as well, then this called a super Coster-
Kronig transition, e.g., L1L2L3. However, these transitions exhibit significant
energetic broadening due to shorter lifetimes compared with regular transitions.
In XPS, the core hole in the final state can decay according to a super Coster-
Kronig transition, which reduces the lifetime of the core hole. The reduced
lifetime results in a broadening of the XPS peak.
The obtained energy when an electron relaxes and refills the core hole (Fig-
ure 2.10, red) may be released as a photon, too. This process is used in the FY
detection mode in NEXAFS spectroscopy. Which process is favored depends on
quantum mechanical selection rules. Different parameters such as the atomic
number Z or the type of the involved shell (K, L, etc.) result in changing cross
sections leading to changes in Auger and X-ray yields. This dependence is
illustrated in Figure 2.11.
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Figure 2.11: Dependence of Auger (red) and X-ray (black) yield on the atomic number Z
for transitions from the K (solid) and L (dashed) shell. Data taken from ref. [185].
2.5 Low-Energy Electron Diffraction
One of the widely used techniques to investigate surface structures is low-energy
electron diffraction (LEED). This method makes use of backscattered low-energy
electrons from the surface or adsorbate structures. Scattering at periodic surface
structures yields specific patterns that can be qualitatively and quantitatively
investigated with small effort. Information about cleanliness, impurities and the
order of surfaces is obtained. Bright and sharp LEED spots of a blank substrate
are widely regarded as evidence of a well-prepared, clean sample by scientists.








If Bragg’s law (Equation (2.27)) is fulfilled, constructive interference of
diffracted electrons is observed at periodic structures. Since low-energy electrons
below 200 eV are used in LEED, the IMFPs of the scattered electrons are low
making it a highly surface sensitive technique. The periodicity in reciprocal
space of the sample is reflected in the diffraction pattern of a LEED experiment.
A clean (111) single-crystal surface results, for example, in a hexagonal diffrac-
tion pattern. Periodic adsorbate structures would add a new diffraction pattern
whereas non-periodic structures would broaden the substrate spots. Small re-
ciprocal lattice vectors of adsorbate structures correspond to large unit cells in
real space. The unit cells in real space are described by the lattice vectors ~a
and ~b. In reciprocal space, they are denoted as ~a∗ and ~b∗ and are connected to
the real space vectors by the following relations, where ~n is a primitive vector
perpendicular to the reciprocal lattice.
40
2.5 Low-Energy Electron Diffraction
~a∗ =
~b× ~n∣∣∣~a×~b∣∣∣ ; ~b∗ = ~a× ~n∣∣∣~a×~b∣∣∣ (2.35)
Using the two-dimensional (2D) Miller indices h and k, the points of the
reciprocal lattice are expressed by ~Ghk:
~Ghk = h · ~a∗ + k ·~b∗. (2.36)
The wave vector of the backscattered electrons is described by ~k = ~s · 2π/λ,
where the waves of incident electrons are expressed by ~k0 = ~s0 · 2π/λ. The
unit vectors are ~s and ~s0 for backscattered and incident electrons, respectively.
Since only elastically scattered electrons contribute to the LEED spots, energy
conservation must be given.
|~k| = |~k0| (2.37)
Since the IMFP of low-energy electrons is small, LEED probes information about
the 2D structure of the surface. Diffraction on a 2D surface lacks the crystal
periodicity normal to the surface, hence only components of the wave vectors
parallel to the surface ~k‖ and ~k‖0 are regarded. Due to the law of conservation,
the scattering vector component parallel to the surface (~k‖ − ~k‖0) must be equal
to ~Ghk:
~Ghk = ~k‖ − ~k‖0. (2.38)
For a perpendicular incident beam, ~k‖0 should be zero. The 2D Ewald’s sphere
construction is used for the visualization of the LEED spots and shown for a
tilted and normal incident beam in Figure 2.12. 2D lattice spots are observed
where the rods intersect the circle.
As mentioned above, periodic adsorbate superstructures form LEED spots,
too. Therefore, the real space lattice constants ~aS and ~bS are related to the






~aS = M11 · ~a+M12 ·~b ; ~bS = M21 · ~a+M22 ·~b. (2.39)
This is done analogously for the reciprocal space vectors ~a∗S and ~b∗S by the matrix






~a∗S = M∗11 · ~a∗ +M∗12 ·~b∗ ; ~b∗S = M∗21 · ~a∗ +M∗22 ·~b∗. (2.40)
Since the unit cell of the adsorbate superstructure is larger than the one of the
substrate, the LEED spots in the reciprocal space have shorter distances.
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Figure 2.12: Ewald’s sphere construction in two dimensions for an electron beam incident
(a) tilted and (b) normal to the surface. Scattered wave vectors point to intersections of the
rods with the circle. θ is the diffraction angle. Adapted from [110] and [109].
A basic LEED setup is shown in Figure 2.13. The electron gun generates elec-
trons, which are accelerated to the desired energy by a lens system, by thermionic
emission. Electrons hitting the grounded sample are either elastically or inelas-
tically scattered. The diffraction pattern corresponds to the elastically scattered
electrons whereas the inelastic electrons add to the background signal. The
backscattered electrons are accelerated to the fluorescent screen with potentials













Figure 2.13: Schematic figure of a general LEED setup. The electron gun emits electrons,
which are accelerated to the sample, where they are backscattered. The backscattered electrons
are accelerated to the fluorescent screen. The diffraction pattern can be observed through a
viewport and recorded, e.g., with a camera. Adapted from [109].
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sample. The first one is on ground potential to shield all other potentials. The
second and third grid have tunable negative potentials to minimize background
signals. The LEED pattern is visible on the fluorescent screen through a trans-
parent viewport and can be recorded with a camera.
2.6 Experimental Setups
2.6.1 Temperature-Programmed Desorption Chamber in
Marburg
All TPD experiments were conducted in a home-built UHV chamber in the
TPD laboratory of the Gottfried group. The base pressure of 2 · 10−10 mbar
is primarily maintained by a turbomolecular pump (HiPace 300 by Pfeiffer
Vacuum), which is backed by a scroll pump (nXDS6i by Edwards). The
chamber is an asymmetric double cross with one CF100 and five CF160 flanges
made of high-grade stainless steel (1.4404) with a low carbon fraction (max.
0.03 % carbon).[186] In addition, several CF40 flanges are welded to the double
cross. The base structure is explained in detail elsewhere.[187] An overview of
the current status of the chamber is shown in Figure 2.14. A quadrupole mass
spectrometer (QMS) (EPIC series 1000 by Hiden Analytics) is mounted on
a T-piece on the right CF160 flange (Figure 2.14a). The QMS is differentially
pumped by a turbomolecular pump (TMU 260 by Pfeiffer Vacuum, backed
by the same scroll pump as the HiPace 300 ) and is encased by a cryo shroud,
which is a special development of a Feulner cap.[115] The construction of the
cryo shroud is described in reference [188]. On the opposite side of the QMS,
the LEED-AES optics (LAO) (BDL450 by OCI Vacuum Microengineering
Inc.) is mounted on a specially designed CF160-CF63 reducing piece with a
CF40 viewport underneath, which is used for aligning the crystal in front of the
QMS. The construction is described in detail in Section 3.1.1. A CF160 cluster
flange is attached on the front flange in Figure 2.14. This cluster flange hosts a
sputter gun (IQE 11 operated by an IQE-A controller both by Specs Surface
Science Nano Analysis) in the center, an evaporator or a dosing valve on
the left, a differentially pumped evaporator on the right and a viewport in the
top center.
A manipulator with four degrees of freedom is mounted on top of the CF100
flange of the main chamber. The manipulator moves the sample holder flange
in the three spatial directions x, y, z and enables rotation of the polar angle θ
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Figure 2.14: Front (a) and back (b) view of the TPD chamber of the Gottfried group.
around the vertical axis z. The rotational feedthrough is differentially pumped
by the scroll pump and a third turbomolecular pump (EXT70 by Edwards).
The sample holder flange includes electrical feedthroughs for sample heating and
measuring its temperature. Furthermore, a cooling finger is located in the center
of this flange. The sample holder at the end of the cooling finger contains an
LN2 reservoir and the sample fixed by tungsten wires. A detailed description an
be found elsewhere.[189]
On the back side of the chamber (Figure 2.14b) the quartz crystal microbalance
(QCM) can be seen on the right. Another cluster flange hosting a viewport and
a dosing valve is located in the center. This flange was constructed during the
experimental work and details are given in Section 3.1.2. The pump of the cryo
shroud with the QMS can be seen on the left of the back view.
2.6.2 High Kinetic Energy Photoelectron Spectroscopy
Chamber in Berlin
The high kinetic energy photoelectron spectroscopy (HIKE) endstation (Fig-
ure 2.15a) is connected to the KMC-1 beamline, which is a bending magnet
beamline, at BESSY II in Berlin. Three different single-crystal pairs can be
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Figure 2.15: Photographs of the HIKE endstation at the KMC-1 beamline at BESSY II in
Berlin. (a) Overview of the HIKE endstation showing the load-lock (red), the preparation
chamber (blue) and the analysis chamber (green). The hemispherical analyzer is at the back-
side of the analysis chamber. (b) View into the analysis chamber. The sample stage with a
sample is in the center, the beamline capillary is on the right, the fluorescence detector on the
top right and the entrance of the electron analyzer in the back right.
used to select a photon energy in the range from 2 to 12 keV in the double-
crystal monochromator. The pairs are Si(111), Si(311) and Si(422) crystals with
Si(111) reaching the lowest photon energies and highest intensities. However,
energy resolution is better for Si(311) and even better for Si(422).[190,191] Smart
use of the pairs yields high intensities at high resolution for a broad range of
photon energies.
The X-rays are guided in a glass capillary (Figure 2.15b, right) into the anal-
ysis chamber (Figure 2.15a, green), where they hit the sample positioned on the
manipulator (Figure 2.15b, center). HAXPES measurements are conducted un-
der grazing incidence and near-normal emission to achieve the highest possible
information depth. Below the sample holder a Au sheet is mounted, which is
used as an internal reference. The manipulator has five DOFs (x, y, z, θ and ϕ).
Rotation around the z-axis is given by the polar angle θ and rotation around the
surface normal of the sample by the azimuthal angle ϕ. Except ϕ, all degrees
are motorized and can be selected by a LabView program. The manipulator can
further on be heated and cooled. A VG Scienta R4000 hemispherical electron
energy analyzer with an energy range of 150 to 10 keV is mounted on the analy-
sis chamber for XPS measurements.[190,191] The detector system consists of a 2D
micro channel plate detector and a CCD camera, which is appropriate for the
investigation of band structures by rotation around ϕ. A Bruker XFlash 4010
fluorescence detector (Figure 2.15b, right top) can be used for NEXAFS spec-
troscopy experiments in the FY detection mode.[190,191] Furthermore, the sample
current can be measured for TEY detection. Lastly, a sputter gun for cleaning
samples and an electron flood gun for charge compensation of non-conducting
samples during irradiation with X-rays are attached to the analysis chamber.
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Directly attached to the analysis chamber is the preparation chamber (Fig-
ure 2.15a, blue). This chamber is used for in situ preparations and is permanently
equipped with a QCM. A coolable home-built manipulator[89] with three trans-
lational degrees of freedom (x, y and z) is mounted on top of the preparation
chamber. Evaporators for organic molecules and metals can be mounted on two
residual flanges. On the bottom flange a feed-through for a shutter is mounted.
The last chamber, which is attached to the preparation chamber, is the load-
lock (Figure 2.15a, red). Up to six samples can be introduced to the UHV system
using the sample garage. Samples can be moved inside the UHV system by the
transfer rod.
2.6.3 High Energy Spherical Grating Monochromator
Chamber in Berlin
The high energy spherical grating monochromator (HE-SGM) endstation and
beamline are specifically designed for NEXAFS spectroscopy measurements. The
setup is especially optimized for the investigation of K-edges of carbon, nitrogen
and oxygen. The beamline (Figure 2.16, orange) is equipped with a bending
magnet (polarization degree P = 0.91) and the monochromator includes three
different gratings. Typically, the grating with a line density of 1500 1/mm is
used to achieve photon energies of 100 to 800 eV with an energy resolution of
0.3 eV at 300 eV kinetic energy.[192]
The analysis chamber (Figure 2.16, green) is mounted at the end of the beam-
line. In this chamber all NEXAFS spectroscopy and XPS measurements are
conducted. The chamber is equipped with a VG Scienta R3000 analyzer, which
enables XPS measurements and the AEY detection mode for NEXAFS spec-
troscopy. Furthermore, a channelplate detector is mounted for the TEY and
PEY detection modes for NEXAFS spectroscopy. Besides the detectors, a sput-
ter gun for cleaning and a dosing valve is attached to the chamber. A manipulator
with a sample stage is attached, too. The manipulator can be cooled with LN2
and specially designed Prevac sample holders can be heated on the manipula-
tor either resistively or with an electron beam. Translation in all three spatial
directions x, y and z as well as rotation around the z axis (angle θ) and the
azimuthal angle ϕ is possible. Rotation of the polar angle θ changes the angle
of the sample with respect to the radiation beam enabling obseration of X-ray
dichroism.
Directly attached to the analysis chamber is the transfer chamber (Figure 2.16,
blue) containing a circular transfer system by Prevac. Mounted to the transfer
46
2.6 Experimental Setups
Figure 2.16: Photograph of the HE-SGM endstation at BESSY II in Berlin. The beamline is
located at the far right side (orange), the right UHV vessel is the analysis chamber (green) and
the left one is the preparation chamber (red). Analysis chamber and preparation chamber are
connected by a transfer chamber (blue), on which a load-lock and a sample storage is mounted.
system are a sample storage and a load-lock, which can be used to introduce
samples into the UHV system without venting the whole transfer chamber. The
preparation chamber (Figure 2.16, red) is attached to the transfer system. This
chamber hosts an additional manipulator, which can be cooled and heated as
well as moved along four coordinates (x, y, z and θ). Moreover, sputter guns
for cleaning and a LEED optics are mounted to the chamber. There are three
mounting stages for evaporators or other UHV equipment that can be separately
vented and pumped without venting the preparation chamber. These are com-
monly used to mount evaporators or leak valves for deposition of molecules on
the sample. In order to achieve better pressures during preparation a cooling
trap is located at the bottom of this chamber.
2.6.4 Pumping Stands
In order to test evaporators, prepare temperature–rate dependences of evapora-
tors for synchrotron beamtimes or other issues, two pumping stands were estab-
lished in the TPD lab (Figure 2.17). The pumping stand in Figure 2.17a consists
of a turbomolecular pump (TPH 200 S by Pfeiffer Vacuum), which is backed
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Figure 2.17: Photograph of the pumping stands in the TPD lab of the Gottfried group. (a)
High-vacuum pumping stand equipped with a sample holder and a QCM. (b) UHV pumping
stand for different setups.
by a rotary vane pump (DUO 3 M by Pfeiffer Vacuum). The chamber itself
is a double cross with three CF100 and three CF63 flanges. This pumping stand
only operates at high vacuum with a minimum pressure of 1 ·10−7 mbar. Instead
of copper gaskets, viton gaskets are used for faster (un)mounting of flanges. The
pressure is measured using a home-built and calibrated Bayard-Alpert hot
ionization gauge. One CF100 flange on top of the double cross hosts a QCM
and a sample stage.
The other pumping stand (Figure 2.17b) operates at UHV with a minimum
pressure of 5 · 10−10 mbar. Vacuum is maintained by a turbomolecular pump
(TPU 330 by Pfeiffer Vacuum) backed by a rotary vane pump (DUO 6 M
by Pfeiffer Vacuum). To achieve the minimum pressure the chamber needs
to be baked. Only a Bayard-Alpert hot ionization gauge by Vacom and a
viewport are permanently mounted to the chamber. However, lots of free flanges
allow assembly of different setups depending on the purpose the chamber is used
for. This pumping stand was used, for example, for the calibration and testing of
an atomic layer injection (ALI) device as an alternative deposition method.[169]
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Development
Conducting experiments and analyzing the obtained data was not the only part
of this thesis. Maintaining and improving the temperature-programmed des-
orption (TPD) chamber in the laboratory of the Gottfried group was an
additional part. In Section 3.1 constructed parts are shown and explained. All
assemblies were created using Inventor Professional 2017 and rendered using
Autodesk Inventor Professional 2020 both from Autodesk.
Another task was the development of Igor Pro 8 (from Wavemetrics) scripts
to speed up data processing and analysis by automation of routine work. The
scripts are presented in Section 3.2.
3.1 Construction Projects
Only a quadrupole mass spectrometer (QMS) was mounted to the TPD chamber
at the beginning of the experimental work. Hence, the residual gas and desorb-
ing molecules could be monitored but investigation and characterization of the
sample surface and the adsorbates were not possible. To extend the capabilities
of the chamber, a LEED-AES optics (LAO) was installed. An adapter flange
was necessary to mount the LAO to the TPD chamber. This part is explained
in Section 3.1.1.
In the beginning, the TPD chamber was designed for small and light molecules,
which are deposited using leak valves. Hence, no quartz crystal microbalance
(QCM) was planned for the current setup. However, TPD experiments with
heavy molecules, such as porphyrins, became interesting; therefore, a QCM
needed to be mounted. The development of an adapter flange for the QCM
and its final design are presented in Section 3.1.2.
Throughout the experimental work, it was necessary to construct smaller
parts for convenience and smaller improvements. Some of them are shown in
Section 3.1.3. The constructional drawings for manufacturing of all parts are
attached in Chapter C in the appendix.
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3.1.1 LEED-AES Flange
The LAO is mounted on a CF63 flange. Therefore, the adapter flange (Fig-
ure 3.1) needs to be a reducing piece from CF160 to CF63. The CF160 flange
opposite of the QMS was chosen for mounting the LAO because of the orthog-
onal geometry to the cluster flange. This prohibits contamination of parts of
the optics during sample preparation. However, a large viewport was attached
to this CF160 flange prior to this installation. This viewport was necessary to
align the sample crystal in front of the QMS, which would not be possible with a
standard reducing piece, hence a CF40 flange was welded to the adapter flange.
The angle of the tube was chosen in such a way that the CF40 flange directly
points to the center of the chamber enabling the alignment of the sample. Due
to a lack of space, the CF63 tube had to be shifted 15 mm off-center away from
the CF40 flange.
A linear motion was attached to the CF63 flange and the LAO was mounted
on the linear motion. A standard viewport was mounted to the CF40 flange
allowing the alignment of the sample in front of the QMS. The detailed setup
as well as the commissioning of the LAO are described elsewhere.[193] Shortly,
the LAO (Figure 3.2) is mounted on a CF63 flange and consists of a miniature
electron gun, a fluorescence screen and four grids enabling LEED and Auger
Figure 3.1: Rendered image of the LEED adapter flange. The CF63 flange is off-center and
below it there is a CF40 flange, which is aligned to the center of the chamber.
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Figure 3.2: Image of the LAO mounted on the LEED adapter flange.[194]
electron spectroscopy (AES) measurements. The beam size is between 1 and
0.25 mm and the energy resolution is 0.8 % at low modulation voltages.[194] The
LAO can be moved in by the linear motion until the working distance of 10 mm
from the sample is reached.
3.1.2 Cluster Flange for a Quartz Crystal Microbalance
The QCM was planned to be mounted on the opposite side of the cluster flange
as this was the only place left. Therefore, the adapter flange had to be a basic
CF160 flange with a CF40 flange for the QCM. In addition, a viewport in the
direction of the center of the chamber for alignment is necessary. However,
this CF160 tube is off-center in comparison to the other three tubes. This
asymmetry is used for a another setup of the TPD chamber, called cross-beam
geometry.[187] Hence, the viewport had to be placed on the far right side of the
adapter flange. Because the window is directly opposite of the evaporators and
dosing valves, the viewport needs a shutter to prevent contamination. Accord-
ingly, a CF16 flange was directly placed next to the viewport to mount a rotary
feedthrough with a shutter. Additional CF40 and CF16 flanges were welded to
the adapter for possible future projects. A rendered image is shown in Figure 3.3.
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Figure 3.3: Rendered image of the QCM adapter flange. A viewport is mounted on the
zero-length CF40 flange, which points directly to the center of the chamber. The center CF16
flange is used for a shutter. The other three flanges are spare for possible applications in the
future.
Due to the asymmetry the QCM had to be bend in such a way that it did
not hit the LAO or anything else inside the chamber but it needed to be at the
crystal position if the QCM is fully moved inside (see Figure 3.4). This led to a
long QCM curve, which exhibited strong vibrations during moving in and out.
The strong vibration resulted in a loosening of the screws and a malfunction
of the QCM after only a few experiments. The idea of mounting the QCM at
this CF160 flange was discarded and a new QCM was mounted on the previous
sputter gun position. In addition, the sputter gun was mounted on the center
CF40 flange of the cluster flange. The QCM adapter flange is now used for
additional dosing valves and for possible future projects.
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Figure 3.4: Photographs of the QCM adapter flange with the mounted QCM in front (left)
and back (right) view. Due to strong vibrations the QCM malfunctioned and was mounted
elsewhere. A dosing valve is attached to the former QCM position. A home-built shutter made
of aluminum is used to protect the viewport against contamination.
3.1.3 Miscellaneous Parts
Besides the two adapter flanges, other smaller pieces were constructed. Most
of them are standard pieces that needed little adjustment for specific purposes,
thus they are not further described in this part. Two more specific parts are a
heating sleeve for the TMU 260 turbomolecular pump by Pfeiffer Vacuum
and special barrel connectors for the heating connection of the sample holder
flange.
The heating sleeve (Figure 3.5, left) is made of aluminum and consists of
two half circles, which are wrapped around the turbo pump. The two halves
are mounted together with two screws at each end. Each part has three holes,
where heating cartridges fit in. The cartridges are fixed by slugs. If the TPD
chamber is baked, the sleeve is heated up to bake the turbo pump to remove
more contaminants and to achieve even better pressures.
The barrel connectors are specifically designed to connect heating cables to
the electrical feedthroughs of the sample holder flange. If the electrical contact
is bad, high temperatures can result because currents up to 30 A are used for
heating the sample. The connectors are made of copper beryllium (CuBe), which
is a alloy that is harder than copper but still has a high electrical conductivity.
Steel is not used as the conductivity is too low, which would result in a strong
heating of the connectors.
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Figure 3.5: Rendered images of the heating sleeve (left) and the barrel connector (right).
The heating sleeve is made of aluminum and heating cartridges are placed inside the holes.
The barrel connector is made of CuBe due to the high electrical conductivity.
3.2 Programming in Igor Pro
The conducted experiments yielded a lot of data from different techniques. Data
import, treatment and processing was often highly repetitive, hence auxiliary
scripts were written in Igor Pro’s native language to shorten these processes, re-
sulting in two modules. The first one is called TPD-Analyzer (Section 3.2.1) and
is used for TPD data treatment. The second one contains import macros (Sec-
tion 3.2.2) for the data obtained from temperature-programmed desorption mass
spectrometry (TPD-MS), AES and near-edge X-ray absorption fine structure
(NEXAFS) spectroscopy. Both modules are explained in detail in the following
sections.
3.2.1 TPD-Analyzer
The TPD-Analyzer module incorporates tools for processing and analyzing of
TPD data in order to speed up repetitive work. The naming of TPD data out-
put by the QMS converter is >∗filename∗E∗sequence-number∗_∗measurement∗<,
where the filename is given prior to the experiment and the measurement is ei-
ther the mass, temperature or pressure. This naming procedure gives rise to an
automatic access of a series of data. Afterwards, data can be duplicated and
the logarithm can be taken, data traces can be averaged or normalized or the
temperature can be calibrated by an automatic fit. Furthermore, all analysis
methods presented in Section 2.1.3 and more are included in this module. Below
a list of all implemented functions is given in alphabetical order:
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• Albano Fit
• Average TPD Traces
• Complete Analysis
• Exponential Fit of the Polanyi-Wigner Equation
• Genetic Algorithm Fit
• Integral Energies
• Inverted Polanyi-Wigner Equation
• Leading-Edge Analysis
• Modified Leading-Edge Analysis
• Normalization of Traces
• Peak Picking
• Persson Fit
• Plotting of Multiple Graphs
• Ratio Calculation
• Redhead Analysis
• Reduction of Data Points
• Reverting Waves
• Schlichting-Menzel Plot
• Simulation of TPD Traces
• Temperature Calibration
Although there is a main menu of the TPD-Analyzer, of which several functions
can be accessed, not all functions are implemented in it so far. Therefore, some
functions have to be called from Igor Pro’s console by entering >tpd#∗Function-
Name∗(∗Parameters∗)<. Which parameters are necessary can be found in the
module script. However, this script can be overwhelming for people that are
not experienced with programming. Thus, a manual, which is attached in the
appendix (Section D.1), was written for the TPD-Analyzer. This manual is not
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complete, as well, because the module is always growing and is a project that
will be continued even after this thesis. The program code of the current status
is attached in the appendix, too (Section D.2).
3.2.2 Import Macros
The module Import-Procedures is a collection of functions for importing data files
of TPD-MS and AES from the TPD chamber and NEXAFS spectroscopy data
from the high kinetic energy photoelectron spectroscopy (HIKE). The functions
can be called using the console with >import#AES_TPD()<, >import#NEX
AFS_HIKE()< or >import#Survey_ TPD()<. They can also be accessed from
the Macros dropdown menu in Igor Pro, where they are called Load AES Spectra
from TPD, Load NEXAFS Spectra from HIKE and Load Surveys from TPD.
Using the AES and NEXAFS spectroscopy functions, a new window pops up
and the desired data files can be selected. All data columns are imported and
saved as waves in the current folder afterwards. A window pops up, too, using
the TPD-MS function. However, the names of the data waves corresponding to
intensity, mass and temperature have to be provided to the function by the user.
The function will then extract TPD traces, mass spectra and a 2D map from the
data. The user has to copy the data from the file into Igor Pro by hand. The
programming code is attached in the appendix (Section D.3).
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The data and results obtained during the experimental work that led to this the-
sis are presented and discussed. As mentioned in Section 1.3, most of the data
are already published or summarized in manuscripts. More projects were ad-
dressed besides those, however, these data are not published yet. The additional
data are discussed in detail together with the published results. The first part
deals with the investigations on the interface of alternant and non-alternant
molecules adsorbed on coinage metal surfaces. The second project addresses
organic/inorganic interfaces and compares them with metal/organic interfaces.
Metalation reactions of heteroatomic organic semiconductors (OSCs) are dis-
cussed in the third section. Finally, the Ullmann coupling reaction mechanism
is investigated in the fourth section.
4.1 Investigations on the Interface between
Alternant and Non-Alternant Molecules and
Coinage Metal Surfaces
This section investigates the influence of alternant and non-alternant π-electron
systems on the metal/organic interface. In order to characterize the interface
interaction of an adsorbate–substrate system, many different surface science
techniques can be used to probe various properties. One of these properties
is the activation energy of desorption (desorption energy) that is a measure
of the bonding strength. The desorption energy was obtained by means of
temperature-programmed desorption (TPD), which is the mainly used method
of this thesis. Further properties, e.g., electronic states or adsorption heights,
were probed by X-ray photoelectron spectroscopy (XPS), ultraviolet photoelec-
tron spectroscopy (UPS), near-edge X-ray absorption fine structure (NEXAFS)
spectroscopy, normal-incidence X-ray standing wave (NI-XSW) experiments,
non-contact atomic force microscopy (nc-AFM) and density functional theory
(DFT) calculations. These data were provided by other group members or col-
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laboration partners and will not be discussed in great detail. As model systems,
the alternant molecules naphthalene (Nt) and pyrene (Pyr) are compared with
the non-alternant molecules azulene (Az) and azupyrene (AzPyr) adsorbed on
Cu(111) and Ag(111), resulting in publications P1, P2, and P3. Additionally,
a detailed quantitative analysis of TPD data of benzene (Bz) adsorbed on the
Cu(111) and Ag(111) surface was performed to provide desorption energies as
a benchmark for adsorption energies derived by DFT calculations. The TPD
experiments were supported by J. Hochstraßer and L. Hellweg.
4.1.1 Adsorption and Desorption of Azulene and
Naphthalene on Cu(111) and Ag(111)
The comparison of the non-alternant Az with the alternant Nt reveals the impact
a non-alternant structure has on the bonding situation on the surface. This
knowledge is important to gain further insight into the 5-7 defect structure of
graphene, which is comparable to Az. A single defect in graphene cannot be
probed on its own by many techniques, hence Az is used as a model system
for the defect; Nt represents intact graphene. A detailed quantitative TPD
study supported by DFT calculations using four different dispersion correction
schemes gives insight into the bonding strength of both molecules on Ag(111)
and Cu(111). In addition, to characterize the bonding situation on Cu(111), a
multi-technique approach was used including XPS, UPS, NEXAFS spectroscopy,
the NI-XSW technique, TPD, nc-AFM, scanning tunneling microscopy (STM)
and DFT calculations.
TPD experiments (Figure 4.1a) reveal much higher desorption temperatures
for Az (550 K) than for Nt (370 K) on Cu(111), which points toward a stronger
interaction for Az. On the Ag(111) surface both molecules interact weaker with
the surface than on Cu(111). Again, Az desorbs at slightly higher temperatures
than Nt (400 K vs. 350 K) indicating that Az binds stronger on both surfaces than
Nt. All TPD traces exhibit substantial peak broadening to lower temperatures
for increasing coverages. Connected to this, the peak maximum temperatures
shift to lower temperatures, as well. The strong peak broadening at high cover-
ages is attributed to intermolecular repulsion between upright-standing dipoles
due to the Pauli push back effect. This effect is stronger for higher interface
interactions. Hence, the strongest interaction is found for Az on Cu(111) fol-
lowed by Az on Ag(111), Nt on Cu(111) and Nt on Ag(111). Another unique
characteristic of Az on Cu(111) is a second peak at coverages above 0.6 ML,
which is attributed to a compressed phase. In this phase the Az molecules are
densely packed, losing their mobility.
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Figure 4.1: (a) Monolayer TPD traces of Az and Nt on Ag(111) and Cu(111). The heating
rates were 1 K/s and both molecules were detected atm/z = 128 amu. (b) Desorption energies
and (c) prefactors obtained by the mLEA for blue: Az on Cu(111), red: Nt on Cu(111), cyan:
Az on Ag(111) and orange: Nt on Ag(111).
The TPD traces are quantitatively analyzed using different techniques includ-
ing the heating-rate variation (HRV) analysis, the inverted Polanyi-Wigner
(IPW) equation, fitting of the TPD traces and a mLEA. The derived desorption
energies agree well with the qualitative suggestion made before (Figure 4.1b).
However, a special focus is put on the pre-exponential factor (prefactor). While
the prefactor derived by the HRV analysis is in good agreement with the transi-
tion state theory (TST) for Az on Cu(111) and Ag(111) as well as Nt on Ag(111),
far too low values are obtained for Nt on Cu(111). This leads to low desorption
energies for Nt on Cu(111) in the first place. By using the TST prefactor in
the IPW equation and the TPD fits, reasonable energies are obtained. Similar
results are found for the mLEA, emphasizing the importance of a thorough dis-
cussion and choice of the prefactor within TPD. Furthermore, the mLEA reveals
that the second peak in the monolayer trace of Az on Cu(111) is attributed to
a strong increase of the prefactor by 5 orders of magnitude (Figure 4.1c), which
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is explained by a drastic reduction of the mobility of the molecules on the sur-
face. In contrast, the prefactors of the other three systems increase only slightly
with increasing coverages. The big difference in the desorption kinetics of Az on
Cu(111) in comparison with the other three systems suggests chemisorption for
Az on Cu(111) in contrast to physisorption for the other systems.
DFT calculations are performed for four different dispersion schemes – DFT-
D3 with Becke-Johnson damping function (D3), vdWsurf correction based
on DFT-Tkatchenko-Scheffler (TS), a many-body dispersion (MBD) correction,
and the D3surf scheme. All methods reproduce the qualitative trend of the bond
strength but differ in the absolute values. D3 and vdWsurf overestimate all
adsorption energies, whereas MBD and D3surf show no obvious trend of over- or
underestimation. Physisorbed systems are better described by vdWsurf and D3surf
and chemisorbed systems by D3, while MBD yields lower values for physisorbed
and higher ones for chemisorbed systems.
It was shown that Az binds much more strongly to the Cu(111) surface than
Nt, for which evidence is found by further techniques. The adsorption height
determined by NI-XSW measurements of 2.30 Å for Az points toward chemisorp-
tion, while a height of 3.04 Å for Nt is in the range of van der Waals (vdW)
distances. nc-AFM force spectra and DFT calculations further support this
trend. Due to the strong bond between Az and Cu(111), the electronic structure
of Az changes indicated by XPS, UPS and NEXAFS spectroscopy. In the C 1s
XP spectrum of Az, the peak is shifted to lower binding energies and exhibits
a strong peak asymmetry in comparison with Nt. This is caused by molecular
density of states (DOS) near the Fermi edge, which is confirmed by increased
intensity between the substrate d-band and the Fermi edge in UP spectra. NEX-
AFS spectroscopy measurements reveal intense changes in the unoccupied states
when reducing the coverage from multilayers to monolayers. Analyses of NEX-
AFS simulations and DFT-based DOS calculations show a net electron transfer
from the surface to the former lowest unoccupied molecular orbital (LUMO) of
Az. The shape of the former LUMO is observed experimentally at a negative
bias in STM experiments, which means that it partially gets occupied on the
Cu(111) surface. Such strong effects are not observed for Nt, hence the non-
alternant nature of Az causes the chemisorptive bond. Similar investigations are
performed on Ag(111), revealing a stronger bond for Az than for Nt, however,
the differences are not as pronounced as on Cu(111).[195]
The comparison between Nt and Az showed that the non-alternant topology
of Az yields stronger interaction energies with both metal surfaces, although it is
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only physisorbed on Ag(111). Moreover, comparing the Cu(111) and the Ag(111)
surfaces reveals that the difference in the bonding strengths between alternant
and non-alternant structures is not always as significant as on Cu(111).
4.1.2 Adsorption and Desorption of Azupyrene and Pyrene
on Cu(111)
Az was used previously as a model for a 5-7 defect in graphene. However,
defects are often larger, spanning over two defect units, which are called Stone-
Wales defects. The molecule AzPyr, which consists of two five- and two seven-
membered rings, is chosen as the higher analog to Az. The corresponding defect-
free molecule is Pyr consisting of four six-membered rings. The adsorption and
desorption of both molecules were investigated on Cu(111) because the biggest
difference between Az and Nt was observed on this surface.
A multi-technique approach was used for the investigation of the Stone-
Wales defects. The desorption behavior was studied by means of TPD, re-
vealing big differences between AzPyr and Pyr. Pyr completely desorbs be-
low 520 K, whereas a monolayer of AzPyr desorbs below 650 K (Figure 4.2).
Above 650 K the desorption of AzPyr is followed by formation and desorption
of molecular hydrogen. Complementary C 1s XP spectra show that approxi-
mately 53 % of the AzPyr monolayer do not desorb and remain on the Cu(111)
surface. Above 650 K the C 1s peak shifts and gets broadened, indicating de-
composition of the remaining molecules. Quantitative analysis of the TPD data
reveals a high desorption energy of AzPyr in the range of 198 to 122 kJ/mol
between half and full monolayer coverage. The absolute desorption energy as
well as the coverage dependence is much lower for Pyr, ranging from 159 to
96 kJ/mol. The coverage-dependent desorption energy is ascribed to intermolec-
ular repulsion between dipoles perpendicular to the surface, which has already
been described previously. The work function change is related to the adsorption-
induced charge transfer as well as the strength of the dipoles and takes values of
-1.18 eV for AzPyr and -0.86 eV for Pyr. The IPW equation of AzPyr is fitted
using a quadratic function (E(Θ) = (232.7 − 109.6Θ2) kJ/mol). Accordingly,
the zero-coverage desorption energy of AzPyr is estimated to be approximately
233 kJ/mol. The prefactors of Pyr scatter around values of 2 · 1015 s−1, whereas
the values of AzPyr increase from 1014 to 1016 s−1. A similar increase of the pref-
actor was found for Az above 0.6 ML, too, attributed to a compressed phase. The
high desorption energy of AzPyr indicate a much stronger bond to the Cu(111)
surface than Pyr.
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Figure 4.2: Coverage series of (a) AzPyr and (b) Pyr on Cu(111). The initial coverages were
prepared by dosing a multilayer coverage and subsequent annealing at certain temperatures.
Monolayer traces are indicated by bold lines. The coverages range from 0.53 to 1.26 ML
for AzPyr and 0.01 to 1.20 ML for Pyr. The heating rates were 1 K/s and both molecules
were detected at m/z = 202 amu. (c) Desorption energies (in kJ/mol) and (d) prefactors
(in 1/s) obtained by the mLEA (circles) and IPW equation (solid line) for blue: AzPyr and
red: Pyr. The prefactor used for the IPW equation is the average of the mLEA results. The
desorption energy of the IPW was fitted (E(Θ) = (232.7− 109.6Θ2) kJ/mol) determining the
zero-coverage desorption energy.
The adsorption height was investigated by nc-AFM and yields a 0.9 Å lower
height for AzPyr. Although DFT calculations predict only a 0.5 Å lower height
for AzPyr, a stronger bond of AzPyr to the Cu(111) surface than for Pyr is
observed. As already noticed for Az on Cu(111), a charge transfer into the
former LUMO of AzPyr is indicated by XPS, UPS, and NEXAFS spectroscopy.
Pyr does not show according features in the mentioned spectra, which leads to
the conclusion that the alternant molecule is again only physisorbed, whereas
the non-alternant counterpart is chemisorbed.
DFT calculations were performed on defect structures in graphene adsorbed on
Cu(111) to prove the correctness of the model systems. An increased adsorption
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energy, a lower adsorption height and a stronger charge transfer are observed for
the Stone-Wales defects in a graphene lattice, which point toward a stronger
surface interaction.
4.1.3 Quantitative Analysis of TPD Data for Benzene on
Cu(111) and Ag(111)
Experimental desorption energies of Az and Nt were compared with theoretical
adsorption energies derived by different DFT calculations. It was found that
each dispersion correction scheme describes either chemisorption or physisorption
better. For an easier comparison of the methods a simpler system than Nt and
Az is required as a benchmark. Therefore, the desorption kinetics of Bz adsorbed
on the Ag(111) and Cu(111) single-crystal surfaces was quantitatively analyzed
by means of TPD. Although these systems have already been investigated in
literature, the values are often not reliable because of inappropriate analysis
methods or experimental shortcomings.[30,31,117]
The monolayer traces as well as the coverage series of Bz on Ag(111) and
Cu(111) are shown in Figure 4.3. The monolayer desorption of Bz on Ag(111)
starts at 145 K and ends at 240 K, whereas the desorption on Cu(111) ranges
from 140 to 240 K. Above 240 K a high-temperature tail is observed on Cu(111),
corresponding to the desorption from defects. At low initial coverages the des-
orption starts at high temperatures and the peak shifts to lower temperatures for
increasing initial coverage. This behavior is attributed to lateral intermolecular
repulsion as already discussed in Chapter 2.1.1. Interestingly, the peak shape of
the monolayer traces strongly varies between Ag(111) and Cu(111) from a quali-
tative point of view. Above a temperature of 160 K, the desorption rate decreases
nearly linearly on Cu(111) but exhibits a non-linear behavior on Ag(111). This
suggests different desorption kinetics in the two systems. The coverage series
are in good agreement with recent TPD data from literature.[31]
The thorough choice of the prefactor for a good quantitative analysis was em-
phasized above. It was shown that the estimation using the TST yields good re-
sults. Therefore, the prefactor in the mobile limit of Bz on Ag(111) and Cu(111)
is used (1.53 · 1015 s−1). The values for the rotational constants are taken from
ref. [196]. The coverage series in Figure 4.3b and c are fitted using a quadratic
equation for the desorption energy in the Polanyi-Wigner (PW) equation
and the TST prefactor of 1.53 ·1015 s−1. The same prefactor is used for the IPW
equation. The fitting results as well as the differential and integral energies are
shown in Figure 4.4.
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Figure 4.3: (a) Monolayer TPD traces of Bz on Ag(111) and Cu(111). The beginning and
ending of the Ag(111) trace is indicated by the dashed lines as a guide to the eye for comparison
with Cu(111). (b) and (c) coverage series of Bz on Ag(111) and Cu(111), respectively. The
initial coverages were prepared by deposition of an excess of Bz and subsequent annealing of
the sample to certain temperatures. Monolayer traces are indicated by bold lines. The heating
rate was 1 K/s and Bz was detected at m/z = 78 amu.
The simulated TPD traces using the obtained fits (Ag: Ed = (66 − 13.8Θ −
0.8Θ2) kJ/mol; Cu: Ed = (68.7−23.3Θ+3.7Θ2) kJ/mol) are in good agreement
with the experimental TPD data. Only at low coverages slight deviations are
apparent due to desorption from defect sites. The intermolecular repulsion is
stronger on Cu(111) indicated by a higher negative value of the linear term for
Cu(111) than for Ag(111). Additionally, the quadratic term of the Cu(111) fit is
positive in contrast to Ag(111). This results in a linear decrease of the desorption
rate on Cu(111) mentioned above. However, the quadratic term cannot be linked
to a real phenomenon as the nature of this term is not fully understood.
The results of the IPW equation are in good agreement at intermediate cover-
ages but deviate stronger at low and high coverages (Figure 4.4c). The deviation
at low coverages is ascribed to the desorption from defect sites, which is not
considered in the fits. The differences at high coverages may arise because of
insufficient terms in the fit or a bad signal-to-noise ratio (SNR) in the leading-
edge regime of the TPD data. Nevertheless, the integral energies obtained by
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Figure 4.4: The simulated traces (red) compared with experimental data (black) as well as
the corresponding fits given in kJ/mol of Bz on Ag(111) and Cu(111) are shown in (a) and
(b), respectively. The corresponding energies of the fit together with the results of the IPW
equation are plotted in (c). The derived integral energies are given in (d).
both methods are in good agreement with each other except at low coverages
(Figure 4.4d). An overall higher energy on Cu(111) is found up to coverages
of approximately 0.85 ML. Figure 4.4d is especially useful for comparison with
adsorption energies derived by DFT calculations.
As mentioned before, Bz was investigated on coinage metals before.[31] The au-
thors of this publication, however, used the complete analysis (CA), which is not
recommended for repulsive systems.[147] A detailed view on the results presented
by Maass et al.[31] shows an artificial compensation effect, i.e., an increase of
the desorption energy is accompanied by an increase of the prefactor. There-
fore, they follow the exact same trend. Moreover, some data points correspond
to prefactors far below 1 · 1012 s−1, which is below the physical threshold for a
completely mobile particle (all degrees of freedom (DOFs)) at low temperatures.
For a better comparison between both data sets, a detailed coverage series of Bz
on Ag(111) and Cu(111) was measured and the CA is performed (Figure 4.5).
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Figure 4.5: Coverage series (blue) in small initial coverage steps and the obtained results
using the CA for Bz on (a,b) Ag(111) and (c,d) Cu(111). The monolayer trace (black and red
trace) is taken from Figure 4.3. In addition, the traces of the coverage series in Figure 4.3b and
c are taken into account in the CA. The results of the CA exhibit an artificial compensation
effect.
Taking all measured TPD traces into account, the CA yields lower desorption
energies and prefactors in comparison with the fitting procedure and the IPW.
The obtained results, however, are in good agreement with the results published
in ref. [31]. In both cases an artificial compensation effect is found, stating
once more that this method is not applicable to repulsive systems. According to
previous results of Az and Nt on Cu(111) and Ag(111), the HRV analysis and
mLEA are more reliable. The HRV analysis is performed for four different initial
coverages on Ag(111) and for five initial coverages on Cu(111). All recorded TPD
traces are analyzed by the mLEA. The results are shown in Figure 4.6 together
with the results of the fitting procedure as a comparison.
The results of the mLEA on Ag(111) are in good agreement with the TPD fit
in the low coverage regime. Nonetheless, the desorption energy decreases more
slowly with increasing coverage than the fit. This is accompanied by an increase
of the prefactor by three orders of magnitude, whereas the prefactor is assumed
to be constant for the fit. Which method fits better is hard to state because
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Figure 4.6: Results of the HRV analysis (circles) and mLEA (triangles) of Bz on (a) Ag(111)
and (b) Cu(111). The obtained desorption energy by the fitting procedure (solid line) and the
TST prefactor are shown for comparison. The desorption energies are presented in black and
prefactors in red.
it is difficult to calculate the prefactor dependent on the coverage. The results
obtained by the HRV analysis are unreasonably high; therefore, they cannot be
taken into consideration. Failure of the HRV analysis has been reported for the
system Nt on Cu(111) in Publication P2, too.[197]
Similar findings are observed on Cu(111), however, the best agreement is found
for high coverages. Here, the prefactor of the mLEA and the TST are very sim-
ilar. The prefactor decreases for lower coverages and so does the desorption
energy. Again, the HRV analysis yields far too high values for the desorption
energy and the prefactor. As a result of the lower prefactor on Cu(111), the
desorption energy is lower on Cu(111), as well. Usually, the desorption energy
should be higher on Cu(111) because it is the more reactive surface. It is possible
that the difference in the prefactors is the reason for the different peak shape of
the monolayer traces discussed above. A comparison of the experimental desorp-
tion energies with theoretical adsorption energies is difficult since the prefactors
depend on the coverage. Therefore, the prefactors have to be calculated by DFT
and TST for different coverages and compared with the corresponding experi-
mental ones. A fixed prefactor as in the case of the IPW equation, would lead
to false energies.
4.1.4 Summary
The presented results show that a non-alternant aromatic topology increases the
interaction of polycyclic aromatic hydrocarbons (PAHs) with metallic single-
crystal surfaces. Especially on Cu(111), this leads to a strong chemisorption
for Az and AzPyr indicated by high desorption energies, low adsorption heights
and large charge transfers. The desorption energies obtained from quantitative
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Figure 4.7: Overview of the zero-coverage desorption energies normalized to the number of
C atoms of Bz, Nt, Pyr, Az and AzPyr on (a) Cu(111) and (b) Ag(111). No data for Pyr and
AzPyr on Ag(111) are available. The desorption energy of AzPyr is estimated by fitting of the
IPW equation.
analyses of TPD experiments are summarized in Figure 4.7. The desorption
energies on Cu(111) are always higher than those on Ag(111) and increase with
the size of the molecule. The highest desorption energy was found for AzPyr
on Cu(111), although the zero-coverage energy of AzPyr cannot be determined
directly because the molecule does not desorb intact below half monolayer cov-
erage. Normalizing the desorption energies to the number of C atoms in the
molecules, reveals 10-12 kJ/mol for physisorbed systems and 15-17 kJ/mol for
chemisorbed systems per C atom. Whether an aromatic molecule is physisorbed
or chemisorbed on a coinage metal surface, can be roughly estimated by de-
termining the desorption energy per C atom. For values above 15 kJ/mol, the
molecule is most likely chemisorbed.
4.2 Analyses of the Interactions of Pristine and
Mixed Phases of Pentacene and
Perfluoropentacene on MoS2 and Au(111)
So far, aromatic OSCs were investigated on metal surfaces. On weaker interact-
ing vdW surfaces, such as transition metal dichalcogenides (TMDCs), the for-
mation of flat-lying molecules in the monolayer is rarely observed. This project
focuses on the investigation of the monolayer formation and interaction between
the OSCs pentacene (PEN) and its fluorinated derivative perfluoropentacene
(PFP) on the MoS2 surface in a multi-method approach. The OSC layer can
be considered a two-dimensional (2D) layer when the molecules lie flat on the
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surface. The interactions of PEN and PFP with the bulk MoS2 surface and
the surface of a single layer MoS2 (2D MoS2) on SiO2 support are investigated
and compared with each other. In addition, experiments on Au(111) were con-
ducted and the desorption kinetics were examined for comparison between or-
ganic/inorganic and metal/organic interfaces. Furthermore, the interactions of
mixed mono- and multilayers of PEN and PFP were investigated and compared
with the pristine deposition. All systems were studied by means of TPD. The
TPD experiments were conducted with the help of Dr. T. Breuer, P.-M. Dom-
browski and L. Neuhaus. Additional methods include NEXAFS spectroscopy,
Monte Carlo (MC) simulations and STM experiments mainly conducted by P.-
M. Dombrowski.
4.2.1 Desorption Kinetics of Pentacene and
Perfluoropentacene on MoS2
NEXAFS spectroscopy measurements reveal that after heating of samples with
multilayer coverages of PEN and PFP to 410 K small resonances remain, which
exhibit X-ray dichroism. These signals are attributed to flat-lying molecules
in the monolayer. TPD experiments show a monolayer desorption peak, which
can be clearly distinguished from the multilayer desorption for both molecules.
Multilayer desorption starts at 350 K for both molecules, whereas the monolayer
desorption traces range from 380 to 490 K for PEN and from 390 to 530 K for
PFP (Figure 4.8). Moreover, heating of multilayer coverages to 390 and 400 K
for 1 min gave rise to the precise preparation of monolayer coverages of PEN
and PFP, respectively. Quantitative analysis of the multilayer TPD data yields
desorption energies of 141 and 149 kJ/mol for PEN and PFP, respectively, in
reasonable agreement with the sublimation enthalpy of (157 ± 14) kJ/mol.[139]
Using the HRV analysis on initial coverages of 0.4 ML for both molecules, des-
orption energies of 122 and 131 kJ/mol for PEN and PFP, respectively, as well
as prefactors of 5 · 1012 s−1 are obtained. The mLEA yields similar energies in
the range from 105 to 127 kJ/mol for PEN and 121 to 132 kJ/mol for PFP
as well as prefactors ranging from 1011 to 1014 s−1, depending on the coverage.
Because the desorption energy of the monolayer is lower than the sublimation
enthalpy of the multilayer, the monolayer should dewet the surface. However,
the small prefactors indicate a high mobility, which is further proven by STM
images, of the molecules on the surface. Analyzing the Gibbs free energy in
the multilayer and the monolayer, using the calculated desorption energies and
prefactors, it is found that the monolayer is stabilized by 19 kJ/mol with respect
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Figure 4.8: Series of TPD traces for different initial coverages of (a) PEN and (b) PFP
on bulk MoS2. Initial coverages range from 0.17 to 2.05 ML for PEN and 0.15 ML to 1.45
ML for PFP starting with the highest coverage at low temperatures. The monolayer traces
(1.0 ML) are indicated by bold lines and were prepared by an excess dosage of molecules on
the hot MoS2 surface (390 K for PEN and 400 K for PFP). The heating rates were 1 K/s
by mass spectrometric detection of m/z = 278 amu and m/z = 530 amu for PEN and PFP,
respectively.
to the multilayer. This stabilization is mainly driven by a high entropy term
resulting from low prefactor values. In addition, MC simulations with electro-
static intermolecular repulsion are performed yielding interaction potentials V of
(8.2Θ2.6) kJ/mol and (12.5Θ2.5) kJ/mol for PEN and PFP, respectively, which
describe the decreasing desorption energy with increasing coverages. Summa-
rizing these data, PEN and PFP develop an entropically stabilized monolayer
on the MoS2 surface. The monolayer, however, is not close-packed due to the
intermolecular repulsion and high mobility of the molecules.
4.2.2 Desorption Kinetics of Pentacene and
Perfluoropentacene on 2D MoS2
In a next step, both molecules were deposited on a single layer (2D) MoS2 in
order to varify whether the same desorption behavior is observed. The TPD
measurements on 2D MoS2 flakes grown on SiO2 are more difficult than those
on bulk MoS2 because the 2D MoS2 only covers a part of the SiO2 surface.
Therefore, the total intensity of the desorption signal is reduced by a factor
corresponding to the reduced sample area of 2D MoS2. Furthermore, a smaller
orifice of the mass spectrometer entrance was used for these experiments due
to a smaller sample, additionally reducing the measured intensity. Since both
molecules only bind very weakly to SiO2, desorption from the SiO2 surface occurs
together with the multilayer desorption from 2D MoS2 (and SiO2).[140,198] The
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monolayer traces of PEN and PFP on 2D MoS2 as well as different preparation
techniques are shown in Figure 4.9.
Even at (sub-)monolayer coverages, a zeroth-order desorption peak originating
from the desorption from SiO2 occurs at lower temperatures. If the preparation
methods M-2 and M-3 are applied (compare Figure 4.9), desorption only occurs
from the 2D MoS2 flakes because desorption from SiO2 is already complete.[140]
Note that the selective adsorption on the 2D MoS2 flakes enables measurements
with laterally integrating spectroscopic techniques without background caused
by molecules adsorbed on SiO2.
Monolayers of PEN and PFP on 2D MoS2 desorb in the range from 380 K to
480 K and 390 K to 510 K, respectively. The lowest desorption temperature is
the same as on bulk MoS2, however, the desorption ends earlier on 2D MoS2.
This leads to slightly lower peak maximum temperatures, as well. This shift to
lower temperatures may be caused by the bad SNR, i.e., the high-temperature
edge is not detected due to the low intensity. The adsorption on only one layer
of MoS2 results in a slightly lower interaction energy compared with bulk MoS2.
A thorough quantitative analysis of the TPD traces is not possible due to the ex-
tremely bad SNR. Since the desorption temperatures are similar, the desorption






















































Figure 4.9: Different monolayer preparation techniques of (a) PEN and (b) PFP on 2D
MoS2. M-1, direct deposition of 1 ML at 270 K (blue); M-2, dosing an excess (approx. 3 ML
equivalents) at 390 K for PEN and 400 K for PFP (red); M-3, heating an excess deposited at
270 K (approx. 3 ML) to 390 K for PEN and 400 K for PFP (purple). The desorbing multilayer
during heating is indicated by the red dashed line. The measurements were performed with a
heating rate of 1 K/s by mass spectrometric detection of m/z = 278 amu and m/z = 530 amu
for PEN and PFP, respectively.
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4.2.3 Desorption Kinetics of Pentacene and
Perfluoropentacene on Au(111)
Besides the MoS2 surface, the desorption of PEN and PFP on the Au(111) single-
crystal surface was investigated. These data are complementary to the data on
MoS2 and pinpoint the differences between metal and inorganic surfaces. The
coverage series of both molecules on Au(111) are presented in Figure 4.10. The
desorption peak for the smallest initial coverage of PEN occurs at 685 K and
strongly shifts to lower temperatures for increasing coverages. Above cover-
ages of 0.75 ML a second peak appears. Similar peaks are observed for several
other metal/organic interfaces and are attributed to a compressed phase. Above
monolayer coverage the bilayer peak is found at 410 K and at higher coverages
multilayer desorption is observed. At 465 K another small peak appears that
can be neither assigned to a bilayer nor to a compressed phase. It may originate
from a transition region, where molecules in the second layer do not lie parallel
to the surface and exhibit weak interactions to the first layer. In contrast, the
desorption at small PFP coverages starts at 620 K and shifts to 400 K at full
monolayer coverage. Here, neither a compressed peak nor a transition region
from bi- to monolayer are found. The peak broadening of 250 K is the same
as for PEN. To conclude from its lower desorption temperature that PFP binds
more weakly to the Au(111) substrate would be wrong because AES measure-
ments (Figure 4.10c) indicate that PFP decomposes and carbon residues are left
on the Au(111) surface. Since no quantitative amounts of the residue can be
derived from the AE spectra, complementary XPS data are necessary. Taking
the decomposition of PFP at 650 K into account, PFP binds stronger to the



































































Figure 4.10: Coverage series of (a) PEN and (b) PFP on Au(111). The monolayer trace is
indicated by a bold line. The measurements were performed with a heating rate of 1 K/s by
simultaneous mass spectrometric detection of m/z = 278 amu and m/z = 530 amu for PEN
and PFP, respectively. (c) AES experiment for the clean Au(111) surface (blue) and after
desorption of PFP (black). Spectra were recorded at an electron energy of 2000 eV.
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In order to obtain quantitative information on the desorption kinetics of both
systems, the mLEA is performed on the coverages series (Figure 4.11). The
desorption energies of both molecules slowly decrease with increasing coverage,
whereas the prefactors increase at the same time. The desorption energy at
zero coverage of PEN is 212 kJ/mol and 219 kJ/mol for PFP. It is important to
keep in mind that PFP does not completely desorb, hence the apparent coverage
shown here is lower than the real coverage. Furthermore, the prefactors of PFP
are higher than those of PEN, which is expected due to the higher mass and
moments of inertia of PFP than PEN. Both prefactors increase for increasing
coverages. The obtained results clearly illustrate the stronger interaction of PEN
and PFP on metal surfaces in comparison with vdW surfaces.
The peak of PEN on Au(111) at 560 K needs a critical discussion because it
was found in a previous study,[140] however, in the latest study of this system
the peak was not observed.[117] Detailed investigations on the preparation of
the Au(111) surface, e.g., varying sputtering and annealing conditions, showed
that the peak disappears if the surface is contaminated or defect rich. It was
shown above that PFP does not desorb intact and carbon remains on the sur-
face. If PEN is deposited onto a carbon covered surface, the peak disappears
(Figure 4.12a, black). In addition, sputtering the surface with Ar+ ions at high
energies results in intercalated Ar atoms in the surface (Figure 4.12a, red). The
Ar atoms are only removed at temperatures above 900 K. Otherwise, the sur-
face is defect rich prohibiting the formation of a compressed phase. Thorough






















































































Figure 4.11: Quantitative analysis of the coverage series shown in Figure 4.10 using the
mLEA for (a) PEN and (b) PFP on Au(111). For PFP, the apparent coverage, i.e., the integral
coverage of the TPD traces, is used since no quantitative information about the residual carbon
amount is known. The real coverage is higher than the apparent one. Desorption energies are
presented in black and prefactors in red.
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Figure 4.12: (a) TPD traces of PEN on differently prepared Au(111) surfaces. Expt 1 (black):
after desorption of PFP without sputtering; Expt 2 (red): after sputtering and annealing
to 800 K; Expt 3 (blue): after sputtering and annealing to 1000 K. (b) TPD experiments
monitoring the mass-to-charge ratios 278 amu (PEN), 530 amu (PFP), 19 amu (F) and 20 amu
(HF). Green: approx. 4 ML pristine PFP on Au(111); black: heterostructure of approx. 2 ML
PEN and approx. 2 ML PFP on Au(111); blue: approx. 4 ML pristine PEN on Au(111). The
heating rates were 1 K/s.
At the end, monitoring the F and HF masses during the desorption of pristine
molecules as well as of a heterostructure gives insight into the decomposition of
PFP (Figure 4.12b). In the PEN experiment, no F and HF species are detected,
which is expected. The desorption of pristine PFP is accompanied by detection
of F and HF in the multilayer regime. Afterwards, an increased background
is observed due to the bad pumping speed of F in ultra-high vacuum (UHV)
chambers. Since both F and HF are detected and no H should be available
on the surface for pristine PFP, F is most probably generated in the ionization
source of the mass spectrometer by the decomposition of PFP and HF originates
from the reaction of F with H in the residual gas, hence the HF formation is not
related to an on-surface reaction. Interestingly, a 1:1 mixture of both molecules
results in a pronounced desorption peak of HF ranging from 500 to 800 K,
while no desorption of F is observed. The formation of HF is explained by HF-
zipping.[199–201] Neighboring PEN and PFP molecules lose their H and F atoms
under formation of HF starting at 500 K. This reaction causes PFP molecules to
decompose earlier, which is indicated by temperature shift to lower temperatures
for the high-temperature edge of PFP by 25 K.
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4.2.4 Desorption Kinetics of Heterostructures of Pentacene
and Perfluoropentacene
In order to achieve well-ordered and close-packed monolayers especially on MoS2,
an additional enthalpic stabilization is desirable. In a recent study it was found
that thin multilayer films of a heterostructure of PEN and PFP resulted in at-
tractive intermolecular interaction.[202] The attractive interactions originate from
the reversed quadrupole moments of the two molecules and they could stabilize
monolayer coverages of PEN and PFP, developing close-packed layers. Mono-
layer TPD experiments of heterostructures of PEN and PFP on MoS2 show peak
maximum temperature shifts to higher temperatures of 20 K and a significant
change of the peak shape for PEN. The desorption trace of PFP is only slightly
affected by codeposited PEN molecules. The change in the PEN trace is at-
tributed to the mentioned attractive interactions between both molecules. Since
PEN still desorbs earlier than PFP, above 500 K only PFP molecules remain
on the surface, resulting in equal desorption traces for pristine and intermixed
PFP. Due to changing stoichiometric ratios of PEN:PFP during desorption, a
quantitative analysis of the TPD traces is not meaningful. Nevertheless, MC
simulations reproduce the TPD experiments well, using the same desorption pa-
rameters and reversed intermolecular interactions. While the pristine systems
exhibit high mobility like a 2D gas phase, the heterostructures form close-packed
layers at monolayer coverages, which can be imaged by STM experiments. Here,
PEN and PFP are arranged alternatingly in a 1:1 ratio yielding the highest
attractive stabilization.
Since the attractive interaction between PEN and PFP is a result of the op-
posite electron density distribution and quadrupole moment, this effect should
be observable even in bi- and multilayers. The heterostructures with different
deposition orders are shown in Figure 4.13. In the bilayer, a distinct peak shift
to higher temperatures of 20 K in comparison with the pristine multilayer cov-
erage is observed. This is the first evidence for an attractive stabilization of the
bilayer. The favorable ratio of PEN and PFP is 1:1. An excess of a certain
species lies on top of the heterostructure as a pristine bi- or multilayer. This is
indicated by a common leading edge of the traces of the codeposition experiment
and the pristine experiment. The strong attractive interaction in the monolayer
can be seen very clearly at high temperatures in all traces. Interestingly, even
at high multilayer coverages a full intermixture of both molecules independent
of the deposition order is found. Deposited molecules do not only diffuse in
the multilayer but also replace the other species in the monolayer until a 1:1
intermixture is achieved.
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Figure 4.13: Bilayer (a,b) and multilayer (c,d) coverages of the heterostructures of PEN
(blue) and PFP (green) on MoS2. (a,c) PEN is dosed on PFP; (b,d) PFP is dosed on PEN.
The pale traces are multilayer traces of the pristine molecules on MoS2. The measurements
were performed with a heating rate of 1 K/s by simultaneous mass spectrometric detection of
m/z = 278 amu and m/z = 530 amu for PEN and PFP, respectively.
Similar experiments were conducted on the Au(111) single-crystal surface
showing the same behavior (Figure 4.14). PEN and PFP completely intermix
until a 1:1 ratio is achieved. The intermixed multilayer is again stabilized by
attractive interactions and excess multilayers of a certain species desorb several
kelvin earlier than the intermixed. Interestingly, the monolayer is intermixed,
which means that the strong bond of one molecule to the surface is broken, the
molecule is replaced by the other species and a new bond is formed. In the
monolayer trace the PFP desorption ends at lower temperatures in compari-
son with the pristine PFP trace due to previously mentioned HF-zipping. In
contrast, the PEN desorption peak shifts to slightly higher temperatures in the
heterostructure maybe because of residual PFP fragments that stabilize PEN
molecules.
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Figure 4.14: TPD traces of (a) monolayer and (b) multilayer coverages of the heterostructures
of PEN (blue) and PFP (green) on Au(111). These curves are not normalized and therefore
intensities cannot be directly compared. (a) PEN is dosed on PFP; (b) PFP is dosed on
PEN. The pale traces are multilayer traces of the pristine molecules on Au(111). The TPD
traces in (b) are scaled by a factor of 0.1 for better comparison with the pristine traces. The
measurements were performed with a heating rate of 1 K/s by simultaneous mass spectrometric
detection of m/z = 278 amu and m/z = 530 amu for PEN and PFP, respectively.
4.2.5 Summary
The investigations on PEN and PFP on different surfaces have shown that
both molecules are entropically stabilized on both MoS2 surfaces, whereas they
are enthalpically stabilized on Au(111). The biggest difference is the stronger
adsorbate–substrate interaction on metallic surfaces in contrast to inorganic vdW
surfaces. The stronger interaction is represented by higher desorption temper-
atures (Figure 4.15). The difference between 2D and bulk MoS2 is only mi-
nor as indicated by similar desorption behaviors on both surfaces. By heating
multilayer coverages to certain temperatures, well-defined monolayers can be
prepared on all surfaces. Codeposition of both molecules results in attractive
intermolecular interactions in the monolayer and the multilayer on all surfaces.
The attractive effect is more pronounced on MoS2 due to the smaller repulsive in-
teraction compared with Au(111). Preparation of well-ordered and close-packed
monolayer films are possible for pristine PEN and PFP on Au(111) and for an
intermixed film of PEN and PFP on MoS2.
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Figure 4.15: Monolayer traces of (a) PEN and (b) PFP on 2D MoS2, (c) PEN and (d) PFP
on MoS2 as well as (e) PFP and (f) PEN on Au(111). The measurements were performed with
a heating rate of 1 K/s by simultaneous mass spectrometric detection of m/z = 278 amu and
m/z = 530 amu for PEN and PFP, respectively.
4.3 Metalation Reactions of Heteroatomic
Organic Semiconductors
In this section, the interface between heteroatomic OSCs and metals is investi-
gated. Upon vapor-deposition of metal atoms onto OSC bulk material, metal
atoms may react with the molecules. The metal atoms diffuse into the bulk and
create an interphase that extends over a certain length. At some point cluster
formation exceeds diffusion processes and a metal layer is formed. Because the
interphase has an impact on charge-carrier injection rates, the interphase forma-
tion of several systems was investigated and characterized in the following studies
by means of hard X-ray photoelectron spectroscopy (HAXPES), temperature-
programmed desorption mass spectrometry (TPD-MS) and further techniques
by group members and collaboration partners. These studies include the meta-
lation of meso-tetraphenylporphyrin (H2TPP) with Co, Fe and Li as well as the
reaction of α-sexithiophene (6T) with Ca atoms. The reaction depth is changed
by variation of different experimental parameters. Furthermore, the transmet-
alation reaction of lead(II) tetraphenylporphyrin (PbTPP) with Cu atoms on
Cu(111) was examined by TPD measurements as well as XPS and STM experi-
ments performed by members of the Gottfried group.
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4.3.1 Metalation of Tetraphenylporphyrin with Co and Fe
Atoms
The first metalation study is the well-defined reaction of H2TPP with Co and
Fe atoms investigated by HAXPES. Different experimental parameters, such as
sample temperature, metal atom flux, metal atom identity or sample roughness,
were varied to change the reaction thickness. The progress of the reaction can be
monitored in the N 1s XP spectra. Besides the iminic (398 eV) and the pyrrolic
(400.5 eV) nitrogen peaks of pristine H2TPP, an additional peak between them
arises at 399 eV upon reaction (Figure 4.16). Because all nitrogen atoms are
chemically equal when they are coordinating a metal atom inside the porphyrin
macrocycle, only one peak with a new binding energy is observed. The reaction
depth can be calculated from the ratio of reacted to unreacted peak intensities.
It was found that only the reduction of the sample temperature during metal
atom deposition from 300 K to 90 K reduced the reaction depth from 1 nm
to 0.5 nm. Increasing the metal atom flux by a factor of 20, changing the
substrate from rough aluminum foil to smooth Si(001) or using Fe instead of
Co did not have an influence on the reaction depth. Especially the metal atom
flux was considered to have an impact because a higher flux results in a higher
concentration of metal atoms on the surface and favors the cluster formation. It
is important to note that the spectra were recorded at room temperature, i.e.,
the sample temperature was only reduced during metal atom deposition and









































 300 K, high Co rate  90 K, high Co rate
 300 K, low Co rate  90 K, low Co rate
 300 K, high Fe rate  90 K, high Fe rate
 300 K, high Co rate on Al foil
(c)
Figure 4.16: N 1s XP spectra of (a) H2TPP and (b) Co on H2TPP (300 K, low Co rate)
recorded at photon energies of 3 keV and 5 keV. Black trace: experimental data, blue: H2TPP,
red: CoTPP plus satellite, purple: satellite of H2TPP, grey: background. (c) Calculated
reaction depths for all experiments recorded at photon energies of 3, 5 and 7 keV. The color
code is given in the graph.
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In addition, quantitative simulations using a genetic algorithm showed that
the reaction depth can be precisely determined. The exact concentration profile,
however, is not accessible. The extent of the concentration profile is far smaller
than the information depth, hence HAXPES is not sensitive enough for small
reaction zones. Unfortunately, high information depths are necessary to actually
obtain information of the reacted species through the metal layer. Thus, analysis
of the concentration profile is not possible using XPS or HAXPES.
4.3.2 Multicenter Reaction of α-Sexithiophene with Ca
Atoms
This part deals with the reaction of the OSC 6T with the low-work function
metal Ca. From studies of polymeric thiophene in the literature it is known
that Ca reacts with the S of the thiophene units under formation of CaS.[80–82]
However, it is not known what happens to the remaining organic species; cross-
linking of the 6T backbone resulting in a dimer or polymer could be possible.
After abstraction of the S atom, the two radical C atoms form new C–C bonds.
The simplest formation mechanism is a ring closure to cyclobutadiene, which is
probably too unstable. Energetically more favorable would be the reaction of C
atoms from two nearby thiophene rings to form an eight-membered ring.[80] The
interphase formation between the organic bulk and the metal layer was analyzed
in a multi-technique approach including energy dispersive X-ray spectroscopy
(EDX), atomic force microscopy (AFM), XPS, HAXPES, nano-joule adsorption
calorimetry (NAC) and TPD-MS.
The Ca on 6T system was first studied by EDX showing an interphase region
containing coexisting Ca and S. The Ca atoms do not fully penetrate the 6T
layer but form a metallic layer on top of it before. The reaction zone stretches
over 30 nm in a very diffuse manner, although it cannot be excluded that the
interphase is perturbed by the preparation with a focused ion beam (FIB). AFM
measurements show that the 6T layer can be prepared very smoothly, hence the
strong disturbance in the EDX map does not originate from a rough organic
layer during metalation. The reaction progress can easily be monitored by XP
spectra of the C 1s and S 2p regions. Especially in the S 2p region a new peak
appears, which is attributed to the formation of CaS. At high Ca amounts the
C 1s peak starts to shift and gets broadened, which is related to side reactions of
the Ca with the organic species or formation of new organic species. A detailed
HAXPES study for the three S orbitals S 1s, S 2s and S 2p in a wide photon
energy range reveals a large reaction depth of 8 nm at room temperature (Fig-
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Figure 4.17: (a) S 1s XP spectra of 6T and Ca on 6T (300 K, low Ca rate) recorded at
a photon energy of 3 keV. (b) S 2s XP spectra of Ca on 6T (300 K, low Ca rate) recorded
at photon energies of 3 and 5 keV. Black trace: experimental data, blue: 6T, red: reacted
6T, grey: background. (c) Calculated reaction depths for all experiments recorded at several
photon energies. The color code is given in the graph.
ure 4.17). Reducing the temperature during metal atom deposition decreases the
reaction depth by a factor of 2. A similar result is found in the previous section.
In contrast to Co on H2TPP, an increase of the metal atom flux by a factor of
15 decreases the thickness of the interphase by 25 %. This emphasizes the im-
portance of precise control of experimental parameters during preparation. The
reaction thickness was also investigated by NAC yielding lower absolute values
in comparison with HAXPES data. Nevertheless, cooling the sample reduces
the thickness by a factor of 2, which is in perfect agreement with the findings
obtained by HAXPES. The interpretation of the measured reaction enthalpy is
difficult due to the unknown reaction products besides CaS. In order to shed
light onto this issue, TPD-MS experiments were conducted for this system. In-
creasing the amount of deposited Ca decreases the desorbing amount of 6T until
no desorption is observed for an overstoichiometric amount of Ca. No desorp-
tion products besides 6T are detected, which means that the remaining organic
species polymerize or form large clusters that do not desorb. Dimerization of the
6T backbone or formation of eight-membered rings can be excluded based on
these measurements. The investigations on this system reveal that Ca diffuses
into and reacts several nanometers with the 6T bulk under formation of CaS.
However, the nature of this reaction is still not fully solved.
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4.3.3 Metalation of Tetraphenylporphyrin with Li Atoms
The third section reports the solvent free synthesis of dilithium tetraphenylpor-
phyrin (Li2TPP) formed by the reaction of H2TPP with Li on surfaces in UHV.
Bulk H2TPP was prepared on Au(111) and Si(001) and metalated in situ by Li.
Stoichiometric amounts of Li lead to a full conversion of H2TPP into Li2TPP
up to thicknesses of 50 nm. No other products besides water contaminations are
observed in TPD-MS experiments (Figure 4.18). Leading-edge analyses reveal
higher desorption energies of Li2TPP (234 kJ/mol) in comparison with pristine
H2TPP (200 kJ/mol), which is qualitatively observed by a 80 K shift to higher
temperatures. HAXPES measurements using photon energies of 2 to 7 keV re-
veal a full conversion up to information depths of 32.7 nm at room temperature.
This indicates that the diffusion of Li into the organic bulk material is highly
favored in comparison with the metal cluster formation. DFT calculations of
Li2TPP in the gas phase give insight into the structures and bonding situation
Figure 4.18: TPD-MS maps for (a) pure H2TPP, (b) 2, (c) 0.46 and (d) 0.9 Li atoms per
H2TPP molecule on Au(111). Recorded with a mass resolution of (a,b,d) 0.5 amu in the range
from 600 to 650 amu and (c) 0.1 amu in the range from 610 to 630 amu. All heating rates
were 0.1 K/s and Li was dosed at room temperature.
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of Li2TPP. Both Li atoms are located above and below the molecular plane
slightly off-center of the macrocycle. This coordination geometry is described
by a distorted square-bipyramidal polyhedron. Using the desorption energies
obtained by TPD and DFT calculations a Born-Haber cycle is proposed for
this reaction.
The metalation of H2TPP with low amounts (20 - 45 %) of Li results in
the formation of monolithium monohydrogen tetraphenylporphyrin (LiHTPP),
which is detected in TPD-MS maps. This species desorbs in the same tempera-
ture range as the pristine H2TPP. The masses 620 and 619 amu, corresponding
to LiHTPP and monolithium tetraphenylporphyrin (LiTPP), respectively, are
clearly distinguished in a high resolution TPD-MS experiment (Figure 4.18c).
Semi-stoichiometric amounts of Li yield a mixed phase with all three species,
namely H2TPP, LiHTPP, and Li2TPP (Figure 4.18d). Because the final prod-
uct Li2TPP desorbs at 80 K higher temperatures, fragmented sublimation was
used to isolate LiHTPP. XP spectra of the N 1s and Li 1s regions prove the suc-
cessful sublimation of LiHTPP, which can be fully metalated afterwards, onto
another surface. DFT calculations of the structures in the gas phase give in-
sight into the bonding situation of all intermediate species during the reaction
progress. The Li ion in LiHTPP sits inside the macrocycle slightly off-center in
the opposite direction of the remaining H atom. The H atom points out of the
molecular plane due to steric hindrance by the Li ion.
4.3.4 Transmetalation Reaction of Pb Tetraphenylporphyrin
on Cu(111)
So far, metalation reactions of organic molecules with metal atoms were inves-
tigated. In this project, the transmetalation reaction of PbTPP on the Cu(111)
single-crystal surface was investigated by a variety of different techniques. The
Pb ion is too large to fit in the porphyrin macrocycle, hence it is coordinated
outside the molecular plane. Placing a Cu atom from the surface inside the por-
phyrin could be energetically favored, thus a redox reaction of Cu and Pb could
be possible. Another driving force of the transmetalation could be the excess of
Cu atoms on the Cu(111) surface that shifts the thermodynamic equilibrium to
copper(II) tetraphenylporphyrin (CuTPP).
First evidence for the transmetalation is found in TPD measurements (Fig-
ure 4.19). Deposition of small amounts of PbTPP on a MTPP-precovered
Cu(111) surface results in the desorption of CuTPP (Figure 4.19a). Since no
PbTPP desorbs, the desorption of CuTPP can only be attributed to the trans-
metalation reaction. At higher initial coverages desorption of PbTPP is observed
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Figure 4.19: TPD traces for increasing initial coverages from (a) to (d) of PbTPP on Cu(111).
PbTPP (green) was recorded at m/z = 820 amu and CuTPP (red) at m/z = 675 amu. A
monolayer of PbTPP was deposited on the Cu(111) and annealed to 650 K prior to the
experiments in (a) to (d). The heating was 1 K/s.
(Figure 4.19b-d). In the temperature range of multilayer desorption only PbTPP
is found, which means that the transmetalation only takes place in the monolayer
(Figure 4.19d). Upon annealing of a monolayer of PbTPP the Pb(II) peak in
the Pb 4f XP spectrum shifts to lower binding energies. Such a shift is related to
a reduction of the metal ion, thus this peak shift is attributed to the transmeta-
lation and the formation of Pb(0). In STM images a deformation of the PbTPP
molecules is observed after annealing the sample, which is an indicator for the re-
laxation of the porphyrin macrocycle upon transmetalation. Furthermore, small
dots are visible after annealing to 550 K, which are correlated to Pb(0) atoms
on the surface. Statistical analysis of these dots is in good agreement with the
corresponding XPS data, adding further proof for the transmetalation reaction.
4.3.5 Summary
The reactions of heteroatomic OSCs with metal atoms were studied and the
interphase thickness changed by varying different experimental parameters. The
sample temperature during metal deposition influences the interphase formation
most and reduces the reaction depth by a factor of two for all systems, except
for Li2TPP because there is no metal layer formation observed. Furthermore,
an increased metal atom flux reduced the reaction depth in the case of highly
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reactive Ca atoms. In contrast, the Co and Fe fluxes have no impact on the
interphase formation. In addition, the choice of the metal species is crucial since
low work-function and reactive metals increase the reaction depth and in case
of Li it fully penetrates a 50 nm thick organic layer. The interphase formation
seems to be independent of other experimental parameters, such as the sample
roughness. The study of PbTPP on Cu(111) shows that the transmetalation
of PbTPP to CuTPP is possible by annealing the sample to 550 K. This hard
proof of a transmetalation is important for other studies where transmetalation
reactions is suggested but not totally proven.
4.4 Investigations on the Reaction Mechanism of
On-Surface ULLMANN Coupling
The Ullmann coupling reaction is a frequently used method to form covalent
C–C bonds in solution, but it is also applied to on-surface synthesis. Although
there is much literature available on the application of the Ullmann coupling
in surface chemistry, the mechanism is still not fully understood.[101,103] While
Cu is mostly used in solution chemistry, Ullmann coupling reactions on sur-
faces are reported on Cu[203–208] as well as on Ag and Au.[209–212] The precursor
molecules are halogenated arenes, for example, iodobenzene (IBz). The reaction
scheme is shown in Figure 4.20. At a certain temperature, the C–X (X = Cl,
Br, I) bond breaks into X and aryl radicals adsorbed on the surface. On the
Cu and Ag surfaces an organometallic intermediate with C–M–C bonds is often
reported,[213–216] whereas they are rarely observed on Au.[205,217] Still, the true
nature of the organometallic species is not completely clarified. The molecule












Figure 4.20: Reaction scheme of the Ullmann coupling reaction on coinage metal surfaces
(M = Cu,Ag,Au). An organometallic intermediate is often observed for M = Cu,Ag. For
M = Au only the direct C–C coupling is often found.
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binds to the surface, it should be tilted, however, large molecules should not
be able to get tilted because of the strong interaction with the surface. In this
project the kinetics of the reaction was investigated using TPD. The reactions
of bromobenzene (BBz) and IBz were studied on the Cu(111) surface. Since
the reaction product is biphenyl (BP), the desorption of pristine BP on Cu(111)
was analyzed, too. M. Cronau conducted some of the presented experiments.
The reaction of IBz on Cu(111) was already studied by TPD and NEXAFS
spectroscopy in literature.[218–220] Nonetheless, those TPD data were only quali-
tatively analyzed, hence the system is studied again in this thesis by high-quality
TPD and a quantitative analysis is endeavored.
4.4.1 Biphenyl on Cu(111)
The monolayer desorption trace of BP on Cu(111) ranges from 200 to 390 K
followed by desorption from defect sites up to 460 K (Figure 4.21a). The des-
orption temperature at low coverages is 20 K higher than for Nt on Cu(111)
and indicates slightly higher desorption energies. Furthermore, the peak shape
is very similar to the one of Bz on Cu(111), i.e., after the peak maximum at
250 K the desorption rate decreases nearly linearly with increasing temperature
until the end of desorption.
The data are quantitatively analyzed using the HRV analysis, mLEA,
quadratic fitting and IPW equation. For the fitting procedure and the IPW
equation a constant prefactor derived by TST (Equation (2.8)) was used












































































Figure 4.21: (a) Coverage series of BP on Cu(111). The initial coverages were prepared by
deposition of an excess of BP and subsequent annealing of the sample to certain temperatures.
The monolayer trace is indicated by a bold line. The heating rate was 1 K/s and BP was
detected at m/z = 154 amu. (b,c) Desorption energies and prefactors, respectively, obtained
by HRV analysis (circles), mLEA (triangles), quadratic fitting (solid line) and IPW equation
(dashed line). The TST prefactor of 7.8 · 1015 s−1 was used for the fitting procedure and the
IPW equation.
86
4.4 Investigations on the Reaction Mechanism of On-Surface Ullmann
Coupling
because no data for BP are available in literature, hence the prefactor is ex-
pected to be slightly higher. The desorption energies derived by the fitting
procedure and the IPW equation are in very good agreement with each other
and the IPW slightly deviates only at high coverages. The zero-coverage des-
orption energy is 121 kJ/mol according to the quadratic fit. With respect to
the TPD studies presented in the first part, a desorption energy of 10 kJ/mol
per C atom indicates physisorption. The HRV analysis yields higher desorption
energies than the fit and IPW equation, whereas the mLEA yields lower energies
at intermediate coverages. Averaged over all methods, the desorption energy is
higher than for Nt adsorbed on Cu(111). Interestingly, above 0.6 ML the des-
orption energies stay approximately constant in the mLEA but the prefactors
increase by two orders of magnitude. A similar behavior was found for Az on
Cu(111). This investigation serves as a basis for the following analyses of the
Ullmann coupling reaction of BBz and IBz on Cu(111). The desorption of the
reacted BP will be compared with the desorption of the as-deposited BP. The
differences give insight into the reaction kinetics.
4.4.2 Bromobenzene on Cu(111)
In order to monitor the reaction, the mass-to-charge ratio of a phenyl (Ph) frag-
ment (77 amu), Bz (78 amu), BP (154 amu) and BBz (158 amu) were recorded.
It is important to note that Br has two isotopes of the masses 79 and 81 amu with
50 % natural abundance. The mass-to-charge ratio 158 amu of BBz corresponds
to the heavier isotope. Nevertheless, due to fragmentation in the ionization
source of the mass spectrometer discrimination between BP and BBz may be
difficult. The TPD trace for an intermediate coverage is shown in Figure 4.22a.
Ranging from 200 K to 270 K, a desorption peak for all masses is detected. This
peak is most probably attributed to the desorption from submonolayer cover-
ages of BBz. Since the intensity of BP is low, this trace mostly corresponds to
fragmentation of BBz. An additional peak at 175 K for the Ph fragment is ob-
served, which is related to Bz because no other masses are detected there. This
Bz peak may originate from a Bz contamination in the BBz source. At 350 K a
small Ph peak is followed by the desorption of BP attributed to the Ullmann
coupling reaction product. Some Ph radicals may desorb as Bz after the reac-
tion with H atoms in the residual gas of the chamber. The ratio of desorbed
BP to deposited BBz is rather low, hence it is possible that only BBz molecules
adsorbed on defect sites or step edges stay long enough on the surface that the
C–Br bond breaks. To prove this hypothesis, BBz is deposited on a sputtered
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Figure 4.22: TPD experiments of BBz on (a) clean Cu(111) and (b) sputtered Cu(111). The
detected mass-to-charge ratios are 77 amu (Ph), 78 amu (Bz), 154 amu (BP) and 158 amu
(BBz). The heating rate in both experiments was 1 K/s.
Cu(111) surface without annealing (Figure 4.22b) because on sputtered surfaces
the number of defects and step edges is by far higher than on annealed surfaces.
Here, no desorption of BBz takes place, instead the main product is BP desorb-
ing at higher temperatures than on annealed Cu(111). These TPD experiments
indicate that BBz is not suitable for the investigation of the Ullmann coupling
because BBz desorbs at low temperatures and the C–Br bond cannot be broken.
Thus, IBz is used as a substitute because the C–I bond is weaker and breaks at
lower temperatures.
4.4.3 Iodobenzene on Cu(111)
It is known from literature that the C–I bond on Cu(111) breaks at 175 K and
that the adsorbed Ph radicals are thermally stable up to 300 K.[218,219] Two
reaction mechanisms are proposed, one at low coverages and one at high cov-
erages.[219] At low coverages, the C–I bond breaks and Ph radicals lie flat on
the surface. Above 300 K the Ph radicals form biphenyl desorbing afterwards.
When the C–I bond breaks, I atoms and Ph radicals require more space than
IBz. At high coverages, the increased area occupied by Ph and I forces intact
IBz molecules into an upright-standing position, lowering the intermolecular re-
pulsion.[219] Ph radicals react with upright-standing molecules already at 270 K.
A coverage series of IBz on Cu(111) recording the biphenyl mass was conducted
in this project to confirm these findings (Figure 4.23a). At 380 K a first peak
α1 evolves. This peak quickly saturates and a second peak α2 appears at 320 K
for increasing coverages. Interestingly, this peak was not observed in literature
until now, since both peaks overlapped due to bad resolution and high heating
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Figure 4.23: (a) Coverage series of IBz on Cu(111) for different initial coverages. The recorded
mass-to-charge ratio is 154 amu (BP). The four desorption peaks of BP are labeled as α1, α2, β
and γ. For the traces marked by (i), (ii) and (iii) all recorded mass-to-charge ratios are shown
in (b). (b) TPD experiments of IBz on Cu(111) for different initial coverages. The detected
mass-to-charge ratios are 77 amu (Ph), 78 amu (Bz), 154 amu (BP) and 204 amu (IBz). The
heating rate in both graphs was 1 K/s.
rates.[218,219] Both peaks are attributed to the reaction of flat-lying Ph radicals
to biphenyl, however, the difference in the desorption kinetics is not known and
the nature of the second peak remains unclear. When the initial coverage is
further increased, peak β evolves at 250 K, corresponding to the second reaction
pathway. Peak β increases until it saturates at multilayer coverages. While β
increases, the intensity of α2 decreases and α1 stays constant. It appears that
α2 is formed by a third mechanism at intermediate coverages that is inhibited at
high coverages. The fourth peak γ at 200 K appears only at multilayer coverages
and is most probably related to fragmentation of IBz. This peak is not observed
in literature either. However, desorption from the second layer is not important
for the investigation of the Ullmann coupling reaction mechanism.
In Figure 4.23b all four recorded species are displayed for the TPD experiments
labeled with (i), (ii) and (iii). At a low coverage (i) only an additional Bz peak
at 215 K is visible. According to Figure 4.3, this corresponds to the desorption
of Bz molecules of low to intermediate coverages. Bz originates either from the
IBz source as a contamination or from the reaction of Ph radicals with H atoms
from the residual gas. At an intermediate coverage (ii) the Bz peak shifts to
lower temperatures attributed to desorption from a close-packed monolayer at
170 K. Another peak is visible at 150 K related to the desorption from the
second layer. At 190 K the monolayer desorption peak of IBz is observed. Due
to intermolecular repulsion a part of the monolayer of IBz desorbs. The residual
molecules decompose into I and Ph radicals. Note that the intensity ratios of
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mass 77 to 78 amu is lower for the Bz desorption than for Ph and fragmented
IBz. This clearly distinguishes between Ph and Bz. At the highest coverage (iii)
the monolayer desorption peak of IBz saturates and the multilayer desorption is
visible at 180 K. Bz molecules only desorb from multilayers. A small Bz peak
appears at 330 K perhaps due to the reaction of Ph radicals with H from the
residual gas.
A quantitative analysis of the three BP peaks is currently difficult but could
contribute to the clarification of the mechanism. One possibility could be to
perform temperature-dependent STM experiments at different coverages imag-
ing upright-standing molecules at high coverages. In another approach, TPD
experiments with co-deposited deuterated IBz-d5 were performed. Nevertheless,
such experiments were conducted by Xi and Bent, too.[219] No new insights in
comparison with the studies of Xi are obtained from these measurements, thus
they are not shown here.[219] The third mechanism forming peak α2 remains un-
known. Performing TPD-MS measurements on mixed IBz and deuterated IBz
could answer some open questions, e.g., whether the Bz stems from the reaction
of Ph radicals with H of the residual gas.
4.4.4 Summary
The investigations of BP, BBz and IBz on Cu(111) showed that BP is ph-
ysisorbed and desorbs intact. Since BBz is likewise physisorbed, it desorbs before
the C–Br bond breaks. Therefore, IBz is more suitable than BBz for Ullmann
coupling reactions on Cu(111). In the monolayer, three distinct desorption peaks
of BP are observed, of which two are reported in the literature. Nevertheless,
the true nature of the Ullmann coupling reaction mechanism stays unclear.
In order to obtain more knowledge further experiments have to be conducted.
Larger molecules, such as iodobiphenyl or iodoterphenyl, should not be able
to stand upright even at high coverages. Therefore, the second reaction path-
way should be inhibited and peak β should vanish. A codeposition experiment
of iodobiphenyl and IBz to form bi-, ter- and quarterphenyl is conceivable, too.
This might give further insight into the reaction mechanism. Furthermore, NEX-
AFS spectroscopy and TPD-MS experiments could provide more insight into the
orientation on the surface and possible reaction products. If the mechanism is




The conducted experiments and the analysis of the data presented in the previous
chapter led to several publications during this work. Five of them are already
published, two of which I share the first authorship. Additional five publications
are in preparation while writing this thesis. Out of these publication I am
once the first author and share the first authorship twice. For the rest of the
publications I am coauthor and contributed to them by conducting experiments
or adding information.
The cumulative chapter of this thesis is divided into three sections. The first
part addresses the interaction strength between organic semiconductors (OSCs)
and metal as well as transition metal dichalcogenide (TMDC) surfaces. The
research of this part focuses on the evaluation of enthalpic and entropic stabi-
lization by determination of desorption energies and pre-exponential factors by
means of temperature-programmed desorption (TPD). Detailed discussion of the
kinetic parameters gives insight into the bonding situation of various adsorbate–
substrate systems. This part is considered as the main topic of the research
done in the laboratories of the Gottfried group at the Philipps-Universität
Marburg.
The second part deals with metalation reactions of larger organic molecules.
Most projects investigate the interphase formation upon metal deposition on
meso-tetraphenylporphyrin (H2TPP) and α-sexithiophene (6T) using hard X-ray
photoelectron spectroscopy (HAXPES). These data were recorded at the high
kinetic energy photoelectron spectroscopy (HIKE) endstation at the Bessy II
facility. The reaction products were verified by temperature-programmed des-
orption mass spectrometry (TPD-MS). One collaboration project, which does
not fit into the other parts, is presented in the third part.
The first and second part are opened by a short description of the included
publications. In the following, each paper is listed and my contribution is out-
lined. The publications with the supporting informations are attached in the
Appendix A. The permissions of use are added in Appendix B.
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5 Cumulative Part
5.1 Characterizing the Interactions of
Metal/Organic Interfaces
The following four publications investigate the bonding situation of organic aro-
matic compounds on metallic single-crystal surfaces as well as on MoS2. Here,
the interface was characterized by a variety of common surface science tech-
niques. P1 and P2 compare the interfaces between azulene and naphthalene on
coinage metal surfaces. I share the first authorship with Dr. B. P. Klein for
P2. The same characterization was done for the larger analogs azupyrene and
pyrene on Cu(111) in publication P3. The interaction of pentacene (PEN) and
perfluoropentacene (PFP) with the MoS2 surface is described in publication P4,
in which I share the first authorship with P.-M. Dombrowski. The latter
manuscript was submitted for publication. I contributed to these publications
mainly by conducting TPD experiments and analyzing the obtained data.
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5.1 Characterizing the Interactions of Metal/Organic Interfaces
P1 Molecular Topology and the Surface Chemical Bond:
Alternant Versus Nonalternant Aromatic Systems as
Functional Structural Elements
Citation: B. P. Klein, N. J. van der Heijden, S. R. Kachel, M. Franke, C. K.
Krug, K. K. Greulich, L. Ruppenthal, P. Müller, P. Rosenow, S. Parhizkar,
F. C. Bocquet, M. Schmid, W. Hieringer, R. J. Maurer, R. Tonner, C.
Kumpf, I. Swart, J. M. Gottfried, Physical Review X 2019, 9 (1), 011030,
DOI 10.1103/PhysRevX.9.011030.
Own Contribution
I planned and conducted the TPD experiments in the laboratory of the Gott-
fried group. The data were analyzed by me, too. I was closely involved in the
discussion of the TPD part of this publication and made drafts for figures and
the TPD paragraph. The final version of the TPD part was completed by Dr.
B. P. Klein and me in cooperation with Prof. Dr. J. M. Gottfried. Dr. B.





P2 Chemisorption and Physisorption at the Metal/Organic
Interface: Bond Energies of Naphthalene and Azulene
on Coinage Metal Surfaces
Citation: S. R. Kachel‖, B. P. Klein‖, J. M. Morbec, M. Schöniger, M. Hutter,
M. Schmid, P. Kratzer, B. Meyer, R. Tonner, J. M. Gottfried, The Journal of
Physical Chemistry C 2020, 124, 8257–8268, DOI 10.1021/acs.jpcc.0c00915.
Own Contribution
The publication is divided into an experimental (TPD) and a theoretical (density
functional theory (DFT)) part. I planned all experiments and analyzed the data.
I was supported by M. Hutter during some experiments and conducted the
experiments based on previous work by M. Schöniger, although his measure-
ments are not shown in the publication. Dr. M. Schmid helped implementing
some analysis methods in Igor Pro. The TPD part was written by me and Prof.
Dr. J. M. Gottfried. Dr. B. P. Klein did the DFT-D3 calculations un-
der supervision of Prof. Dr. R. Tonner and merged the DFT parts. The other
DFT-based calculations were performed by Dr. J. M. Morbec and Prof. Dr. P.
Kratzer (vdWsurf and MBD) and Prof. Dr. B. Meyer (D3surf). Finalization
of the manuscript was done by all authors.
‖These authors contributed equally to this study and share first authorship.
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5.1 Characterizing the Interactions of Metal/Organic Interfaces
P3 Enhanced Interaction of the Stone-Wales Defect at the
Metal-Graphene Interface
Citation: B. P. Klein, A. Ihle, S. R. Kachel, L. Ruppenthal, S. J. Hall, L. E.
Sattler, S. M. Weber, J. Herritsch, A. Jaegermann, D. Ebeling, R. J. Maurer, G.
Hilt, R. Tonner, A. Schirmeisen, J. M. Gottfried, 2020, in preparation.
Own Contribution
I conducted all TPD experiments and did the quantitative analysis. Further-
more, I contributed to the discussion of the data and gave drafts for figures.
Dr. B. P. Klein conducted X-ray photoelectron spectroscopy (XPS), ultra-
violet photoelectron spectroscopy (UPS), and near-edge X-ray absorption fine
structure (NEXAFS) spectroscopy measurements and analyzed the data. Addi-
tionally, he planned and organized the beamtimes at the high energy spherical
grating monochromator (HE-SGM) endstation together with L. Ruppenthal.
Further members of the experimentalists team were J. Herritsch and A.
Jaegermann. Azupyrene was synthesized by L. E. Sattler, S. M. Weber
and Prof. Dr. G. Hilt. The non-contact atomic force microscopy (nc-AFM)
experiments and their analysis were performed by A. Ihle and D. Ebeling
supervised by Prof. Dr. A. Schirmeisen at the University Giessen. DFT cal-
culation were performed by Dr. B. P. Klein under supervision of Prof. Dr. R.
Tonner. S. J. Hall and Prof. Dr. R. J. Maurer contributed the NEXAFS




P4 Engineering of TMDC-OSC Hybrid Interfaces: The
Thermodynamics of Unitary and Mixed Acene
Monolayers on MoS2
Citation: S. R. Kachel‡, P.-M. Dombrowski‡, T. Breuer, J. M. Gottfried, G.
Witte, Chemical Science 2020, submitted.
Own Contribution
I planned the TPD experiments together with Dr. T. Breuer and P.-M. Dom-
browski. Furthermore, I conducted all TPD experiments with the help of Dr.
T. Breuer and P.-M. Dombrowski during some measurements. The quan-
titative TPD analysis was performed by me. P.-M. Dombrowski performed
the scanning tunneling microscopy (STM) experiments and the Monte Carlo
(MC) simulations under the supervision of Prof. Dr. G. Witte. P.-M Dom-
browski was also part of the experimentalists team conducting the NEXAFS
spectroscopy experiments at the HE-SGM endstation at BESSY II together with
Dr. T. Breuer. I wrote the TPD part of the manuscript and contributed to
the introduction of the manuscript. P.-M. Dombrowski wrote the other parts
and the finalization of the manuscript involved all authors.
‡These authors contributed equally to this study and share first authorship.
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5.2 Investigations on Metal/Organic Reactions
and Their Interphase Formation
The second part of the cumulative chapter investigates the metalation reactions
of meso-tetraphenylporphyrin (H2TPP) with different metals (P5-P7) and the
transmetalation of an already metalated porphyrin (P9). In P5 experimental
parameters were varied to change the reaction depth of H2TPP with Co and Fe.
Publications P6 and P7 study the reaction of H2TPP with different amounts of
Li. In both publications I share the first authorship with M. Schöniger. P7
is still in preparation and will be submitted for publication soon. In publication
P8, of which I am the first author, the reaction of α-sexithiophene (6T) with
Ca atoms was examined by a multi-technique approach. The transmetalation of
lead(II) tetraphenylporphyrin (PbTPP) with Cu atoms on the Cu(111) surface
was explored in publication P9. I added TPD measurements to the project
and the manuscript will be finished and submitted by J. Herritsch soon. To
the rest of the publications except P9, I mainly contributed by planning and
conducting HAXPES experiments as well as analyzing the data. In P6-P8,




P5 Reactive Metal-Organic Interfaces Studied with Hard
X-Ray Photoelectron Spectroscopy: Controlled
Formation of Metalloporphyrin Interphase Layers
During Metal Vapor Deposition onto Porphyrin Films
Citation: M. Schmid, S. R. Kachel, B. P. Klein, N. Bock, P. Müller, R. Riedel,
N. Hampp, J. M. Gottfried, Journal of Physics: Condensed Matter 2019, 31,
094002, DOI 10.1088/1361-648X/aafa2b.
Own Contribution
I organized and planned the HIKE beamtime at BESSY II, where the presented
data were measured with the help of Dr. M. Schmid. During the beamtime,
I was supported by Dr. M. Schmid, Dr. B. P. Klein and N. Bock. I did
the processing of the HAXPES data and analyzed the reaction depths of all
samples. Dr. M. Schmid performed the simulations of the concentration profile
using a self-written genetic algorithm. The atomic force microscopy (AFM)
measurements for checking the surface roughness were carried out by P. Müller
under supervision of Dr. R. Riedel and Prof. Dr. N. Hampp. Dr. M. Schmid




5.2 Investigations on Metal/Organic Reactions and Their Interphase Formation
P6 Direct Synthesis of Dilithium Tetraphenylporphyrin:
Facile Reaction of a Free-Base Porphyrin with
Vapor-Deposited Lithium
Citation: M. Schöniger‡, S. R. Kachel‡, J. Herritsch, P. Schröder, M. Hut-
ter, J. M. Gottfried, Chemical Communications 2019, 55, 13665–13668, DOI
10.1039/C9CC07170A.
Own Contribution
I planned the TPD experiments, during which I was supported by M. Hutter
and P. Schröder. The quantitative analysis and design of the figures was done
by me. Furthermore, I organized the HIKE beamtime at BESSY II, where the
HAXPES data were acquired, together with M. Schöniger. M. Schöniger
was responsible for the HAXPES data analysis. J. Herritsch performed DFT
calculations for the molecules and reactions in the gas phase. Each author wrote
his corresponding part and finalization of the manuscript was done by all authors
supported by Prof. Dr. J. M. Gottfried.




P7 Synthesis of Partially Metalated Lithium
Tetraphenylporphyrin: Characterization of LiHTPP
Citation: S. R. Kachel‡, M. Schöniger‡, J. Herritsch, P. Schröder, J. M. Gott-
fried, 2020, in preparation.
Own Contribution
The TPD-MS experiments were planned by me and conducted by P. Schröder
under my supervision. Analysis of the isotope and fragmentation pattern was
done by me. M. Schöniger and J. Herritsch performed the XPS and sub-
limation experiments. Analysis of the XP spectra was done by M. Schöniger
and DFT calculations were performed by J. Herritsch. I wrote the TPD-MS
part of the manuscript, M. Schöniger the XPS part and J. Herritsch the
DFT part. Finalization of the manuscript was done by all authors with the help
of Prof. Dr. J. M. Gottfried.
‡These authors contributed equally to this study and share first authorship.
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5.2 Investigations on Metal/Organic Reactions and Their Interphase Formation
P8 Examination of the Reaction Zone in a Metal–Organic
Semiconductor Interface by Multi-Technique Approach:
Characterization and Control of the Ca/6T Interphase
Citation: S. R. Kachel, M. Schöniger, H. Zhou, H.-J. Drescher, C. K. Krug,
L. Ruppenthal, B. P. Klein, M. Sachs, K. Gries, J. Hochstraßer, F. Fillsack, R.
Riedel, N. Hampp, M. Schmid, J. M. Gottfried, 2020, in preparation.
Own Contribution
The project was started with nano-joule adsorption calorimetry (NAC) measure-
ments by Dr. H.-J. Drescher, who also did the analysis of these data. The
energy dispersive X-ray spectroscopy (EDX) measurements were carried out by
Dr. K. Gries with the help of Dr. H. Zhou. He also performed the XPS mea-
surements in the laboratory in Marburg supported by Dr. M. Schmid, who did
the in-depth analysis. M. Schöniger performed the AFM measurements with
the help of Dr. R. Riedel and Prof. Dr. N. Hampp and analyzed these data. I
conducted the TPD-MS experiments and analyzed the data. The HAXPES data
were recorded during several HIKE beamtimes, where M. Schöniger, Dr. H.
Zhou, Dr. H.-J. Drescher, Dr. C. K. Krug, L. Ruppenthal, Dr. B. P.
Klein, M. Sachs, J. Hochstraßer, F. Fillsack, Dr. M. Schmid and me
were involved. The final results of the data that are presented in this publication
were recorded during the last beamtime, which I planned under supervision of
Dr. M. Schmid. Afterwards, I analyzed the HAXPES data. Dr. M. Schmid
started the first draft of the manuscript including EDX and XPS data. After-
wards, I continued writing the manuscript and added the parts of AFM, NAC,
HAXPES and TPD-MS. Finalization of the manuscript was done by me under




P9 Tracking of the Transmetalation Reaction of PbTPP by
Cu Adatoms on Cu(111) by Multiple Techniques
Citation: J. Herritsch, S. R. Kachel, Q. Fan, M. Hutter, L. Heuplick, F. Mün-
ster, J. M. Gottfried, 2020, in preparation.
Own Contribution
The TPD measurements were carried out by M. Hutter supervised by me.
Analysis of the data as well as writing the TPD part of the manuscript was
done by M. Hutter and me in close cooperation. J. Herritsch conducted
the XPS measurements with the help of L. Heuplick and F. Münster. Data
analysis and fitting of the XP spectra was done by J. Herritsch. Dr. Q. Fan
as well as L. Heuplick performed the STM measurements. J. Herritsch
did the statistical evaluation of the STM images. He also wrote most parts of
the manuscript with the help of L. Heuplick. All authors contributed to the





P10 Binary Lead Fluoride Pb3F8
Citation: H. L. Deubner†, M. Sachs†, J. Bandemehr, S. I. Ivlev, A. J. Kart-
tunen, S. R. Kachel, B. P. Klein, L. Ruppenthal, M. Schöniger, C. K. Krug,
J. Herritsch, J. M. Gottfried, J. N. M. Aman, J. Schmedt auf der Günne,
F. Kraus, Chemistry - A European Journal 2019, 25, 15656–15661, DOI
10.1002/chem.201903954.
Summary
In this publication the synthesis and characterization of the new material Pb3F8
is described. Pb3F8 is the fluorinated analog to the red lead Pb3O4 with two
Pb(II) and one Pb(IV) species. The crystal structure reveals two different valence
states of Pb, which are attributed to [Pb(IV)F6] octahedra and Pb(II)F2 ladders
in a 2D network.
To gain further insight into the oxidation states of the Pb species XPS and
HAXPES measurements were conducted on Pb3F8 and reference substances. XP
spectra of the valence region of Pb3F8 show specific peaks correlated to electron
density in sterically active lone pairs. The results are in good agreement with
periodic DFT calculations. Fitting of other regions like Pb 4f or Pb 4d is not
possible due to strong charging effects of the non-conducting sample. The small
differences in the binding energy of Pb(II) and Pb(IV) cannot be resolved in this
way. To circumvent issues with charging, NEXAFS spectroscopy measurements
of the Pb M5-edge were performed, demonstrating different pre-edge features for
the two species. With the help of reference samples the existence of both Pb(II)
and Pb(IV) pre-edge features was proven.
Own Contribution
The synthesis and analysis of the crystal structure was done by the inorganic
chemistry group of Prof. Dr. F. Kraus. I started the HAXPES and NEX-
AFS spectroscopy measurements of this project at the HIKE endstation. Due
to unsatisfying results Pb3F8 was investigated at more endstations including the
HE-SGM and LowDosePES at BESSY II. The final results were obtained dur-
ing another HIKE beamtime, which was again planned by me. Summarizing all
beamtimes, Dr. B. P. Klein, L. Ruppenthal, M. Schöniger, Dr. C. K.




Krug and J. Herritsch contributed to finishing this project. Furthermore,
Dr. B. P. Klein and L. Ruppenthal conducted valence band XPS measure-
ments in the laboratory in Marburg. I wrote the XPS, HAXPES and NEXAFS
spectroscopy part of the publication, while all co-authors contributed to the
analysis and discussion of the data. The other parts of the manuscript were
written by the first authors Dr. H. L. Deubner and M. Sachs. All authors
contributed to the finalization of the publication.
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The aim of this thesis is to shed light on metal/organic interfaces. By detailed
investigations, fundamental knowledge about the interactions and reactions at
such interfaces was obtained. This gives rise to further improvement of mod-
ern organic electronic devices. In the presented work, not only the interface
between organic semiconductor (OSC) monolayers and different substrates but
also the interphase formation upon the reaction of OSC bulk phases with metal
atoms was studied. The metal/organic interface was mainly examined by means
of temperature-programmed desorption (TPD) yielding desorption energies and
prefactors that provide insight into the interaction strength between adsorbate
and substrate as well as the mobility of the adsorbate. This was further sup-
ported by many common surface science techniques like X-ray photoelectron
spectroscopy (XPS), ultraviolet photoelectron spectroscopy (UPS), near-edge X-
ray absorption fine structure (NEXAFS) spectroscopy, as well as density func-
tional theory (DFT) calculations provided by group members and various ex-
ternal collaboration partners. The determination of the reaction thickness of
the reaction of OSCs with metal atoms was realized by hard X-ray photoelec-
tron spectroscopy (HAXPES) experiments. The reaction products of these reac-
tions were examined by temperature-programmed desorption mass spectrometry
(TPD-MS).
An easy way to modify a polycyclic aromatic hydrocarbon (PAH) in order
to vary its interaction strength with substrates, is to change the conjugated π-
electron system from an alternant to a non-alternant aromatic structure. The
smallest practically usable model molecules for this approach are azulene (Az)
and naphthalene (Nt). The latter consists of two six-membered conjugated rings
(alternant), whereas the former consists of a five- and a seven-membered ring
(non-alternant). Their adsorption and desorption behaviors were investigated
on the Cu(111) and Ag(111) single-crystal surfaces. The non-alternant topol-
ogy resulted in an increased interaction with both metal surfaces leading to
higher desorption temperatures. The weakest interaction was observed for Nt
on Ag(111), followed by Nt on Cu(111), Az on Ag(111) and Az on Cu(111).
The TPD traces of all four systems exhibited a substantial peak broadening as
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well as a peak maximum temperature shift to lower temperatures for increas-
ing initial coverages. This effect gets more pronounced for stronger interactions
between adsorbate and substrate. Vertical dipoles on the surface caused by
the Pauli pushback effect induce this effect. Quantitative analysis using the
heating-rate variation (HRV) analysis, the inverted Polanyi-Wigner (IPW)
equation, a fitting procedure of the TPD traces and the modified leading-edge
analysis (mLEA) supported the qualitative findings. The desorption energy at
zero coverage of Az on Cu(111) of 180 kJ/mol is far higher than those of the
remaining systems (100-120 kJ/mol). This suggests a chemisorptive bond for Az
on Cu(111) and physisorptive bonds for the other three systems. Further proof
was found in the adsorption height and the electronic structure of Az and Nt on
Cu(111). The adsorption height of 2.30 Å obtained by normal-incidence X-ray
standing wave (NI-XSW) measurements for Az is indicative for chemisorption
as it is in the range of common chemical bonds. For Nt a value of 3.04 Å points
toward a physisorptive bond. NEXAFS spectroscopy and DFT-based density of
states (DOS) calculations showed a net electron transfer from the surface to the
former lowest unoccupied molecular orbital (LUMO) of Az, whereas no changes
were observed for Nt. An interesting observation was found for Az on Cu(111)
at coverages above 0.6 ML. The mLEA revealed that above 0.6 ML the desorp-
tion energy stays constant but the prefactor increases by five orders of magni-
tude until full monolayer coverage is reached. In the corresponding monolayer
TPD trace a second peak appeared in this coverage range. This peak is related
to a compressed phase, where the Az molecules are densely packed with short
molecule-molecule distances resulting in prevention of translation and rotation.
The reduced mobility manifests in an increased prefactor. The disordered and
highly packed structure was revealed by non-contact atomic force microscopy
(nc-AFM) experiments. These investigations clearly showed that changing the
conjugated π-electron system from alternant to non-alternant can strongly in-
crease the metal/organic interface interaction.
Often observed defects in the graphene lattice are 5-7 defects that are repre-
sented by Az. Furthermore, it is common that two 5-7 defects join each other
to lower the tension in the graphene lattice induced by the defect. This junc-
tion is called a Stone-Wales defect and can be modeled by the non-alternant
molecule azupyrene (AzPyr), while the alternant analog is pyrene (Pyr). TPD
measurements of both molecules on Cu(111) revealed significantly higher des-
orption temperatures for AzPyr (650 K) than for Pyr (520 K). Moreover, AzPyr
did not completely desorb because above 650 K the molecule decomposes as in-
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dicated by a shift in the C 1s XP spectrum. Only 47 % of the AzPyr monolayer
desorbed intact. Taking this into account, a desorption energy of 198 kJ/mol
at half monolayer coverage was obtained for AzPyr. Even at zero coverage, the
desorption energy of Pyr was lower (159 kJ/mol). XPS, UPS and NEXAFS
spectroscopy measurements provided further proof for the chemisorptive bond
of AzPyr on the Cu(111) surface. In contrast, Pyr is only physisorbed. These
results pinpointed the interactions of 5-7 and Stone-Wales defects in the gra-
phene lattice with the Cu(111) surface. The observations can be transferred to
other comparably reactive metal surfaces.
The graphene lattice consists of fused six-membered rings, for which benzene
(Bz) is the smallest molecular model system. Experimental properties of Bz
on metal surfaces can be used as benchmarks for quantum mechanical methods
like DFT. Reliable quantitative analyses, however, are rare in the literature, al-
though this system was often studied. In this thesis the desorption energy and
the prefactor of Bz on Cu(111) and Ag(111) were obtained from a thorough
quantitative analysis of TPD data using the IPW equation, the fitting proce-
dure of TPD traces and the mLEA. It was found that Bz adsorbs stronger on
the Cu(111) surface than on Ag(111). On Cu(111) the prefactor is much lower,
indicating more degrees of freedom (DOFs) than on Ag(111). This qualitatively
expresses in different desorption peak shapes. The obtained desorption ener-
gies were converted into integral energies allowing a comparison with adsorption
energies delivered by DFT calculations.
Besides metal/organic interfaces, organic/inorganic semiconductor interfaces
were used in devices more frequently recently. However, the interaction be-
tween OSCs and inorganic semiconductors, such as hexagonal boron nitride or
transition metal dichalcogenides (TMDCs), is weaker in comparison with metal
substrates. Often, organic molecules do not develop a thermally stabilized mono-
layer on van der Waals (vdW) substrates. Their desorption behavior is sim-
ilar to the desorption of multilayers. Nevertheless, in this thesis a monolayer
of flat-lying molecules on MoS2 was observed. The molecule pentacene (PEN)
and its fluorinated derivative perfluoropentacene (PFP) exhibited a monolayer
desorption peak at temperatures above the multilayer desorption of 390 and
400 K, respectively. Heating multilayers of PEN and PFP to these temperatures
resulted in a highly reproducible preparation method of monolayers on MoS2.
Quantitative analysis of the TPD traces yielded desorption energies of 122 and
131 kJ/mol for PEN and PFP, respectively. The prefactors of both molecules
were rather low with values of 5 · 1012 s−1. This means that both molecules
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were highly mobile on the surface leading to similar partition functions in the
adsorbed state as well as in the transition state. Interestingly, the sublimation
enthalpy of the multilayer was higher than the desorption energy of the mono-
layer. This would result in a dewetting of the molecules. Because of the high
mobility, the molecules were entropically stabilized instead of enthalpically as
often observed on metal substrates. Similar desorption behaviors of PEN and
PFP were found on two-dimensional (2D) MoS2. Here, the desorption tempera-
tures were slightly lower but the peak shapes were in good agreement with those
on bulk MoS2. Heating multilayers to 390 K, again resulted in the preparation
of monolayers giving rise to further investigations with other methods and fu-
ture applications. Depositing both molecules on the surface at the same time
led to attractive interactions between PEN and PFP, since they have opposite
electrostatic contours. The attractive interaction resulted in a peak maximum
temperature shift to higher temperatures in the monolayer. Especially the TPD
peak shape of PEN drastically changed. In the multilayer the same effect was
observable. Even thick layers of several nanometers of PEN and PFP completely
intermixed to achieve a 1:1 ratio with the strongest attractive interaction.
PEN and PFP were also investigated on the Au(111) surface to compare it
with the MoS2 surface. PEN desorbed intact from the surface and exhibited a
compressed phase on the clean Au(111) surface. In contrast, the PFP desorp-
tion ended at lower temperatures because it decomposed on Au(111) at 650 K.
Furthermore, no compressed phase was observed for PFP. The desorption tem-
peratures were much higher than on MoS2 indicating a stronger interaction with
the surface as expected. The attractive interaction of the heterostructure in the
monolayer was weaker on Au(111) than on MoS2. On Au(111), the repulsive
interaction caused by lateral dipoles reduced the attractive interaction between
PEN and PFP. In the mixed monolayer experiment the desorption of PFP ended
earlier than in the pristine phase. HF-zipping with PEN molecules resulted in
an earlier decomposition of PFP and the formation of HF.
The second part of this thesis dealt with metalation reactions of large het-
eroatomic OSCs. The special interest was to explore how the thickness of the
buried interphase (reaction depth) changes with the preparation parameters such
as the temperature of the OSC and the flux of metal atoms. The reaction depth
was determined by HAXPES measurements. The first well-defined reaction was
the metalation of meso-tetraphenylporphyrin (H2TPP) with Co and Fe atoms.
The metal atoms were deposited at room temperature and at liquid nitrogen
(LN2) temperature (approx. 90 K) as well as with different fluxes. H2TPP was
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prepared on smooth Si(001) as well as on rough aluminum foil. It was found
that only the sample temperature during metal deposition influenced the reac-
tion depth. By cooling the sample, the reaction depth was reduced from 1 nm
to 0.5 nm. No other experimental parameters had an impact, although a depen-
dency of the reaction depth on the metal atom flux was expected.
The investigation of a more reactive system, namely the reaction of α-
sexithiophene (6T) with Ca atoms, revealed a larger reaction depth of 8 nm at
room temperature. Cooling of the sample to 90 K again reduced the depth by
a factor of two. In addition, increasing the Ca atom flux during deposition by
a factor of 15 yielded a decrease of the reaction thickness by 25 %. This was
attributed to a faster closing metal layer due to a higher Ca atom concentration
on the surface. In TPD-MS experiments no desorption of any reaction products,
e.g., an eight-membered ring or a dimer without S atoms, was observed. This
leads to the conclusion that the remaining carbon species after the formation
of CaS polymerized and formed big molecules that do not desorb even at high
temperatures.
In a last study, vapor-deposited Li atoms completely diffused into the
H2TPP bulk, forming dilithium tetraphenylporphyrin (Li2TPP) at stoichio-
metric amounts of Li. Even at overstoichiometric amounts of Li no metal layer
formation was observed on top of the organic film as it is the case for Co and
Fe. At photon energies of 7 keV and information depths of about 35 nm only
reacted Li2TPP was found. TPD-MS measurements showed that even a 50 nm
thick H2TPP layer was completely converted into Li2TPP. Substoichiometric
amounts of Li resulted in the formation of monolithium monohydrogen tetra-
phenylporphyrin (LiHTPP). At semistoichiometric amounts of Li, a mixture of
H2TPP, LiHTPP and Li2TPP was obtained. Due to the different desorption
temperatures, LiHTPP was successfully sublimated onto another single-crystal
surface and isolated there.
Several transmetalation reactions of metalated porphyrins on metal surfaces
in ultra-high vacuum (UHV) were reported in the literature, however, a hard
proof has not been provided. Here, the transmetalation of lead(II) tetraphenyl-
porphyrin (PbTPP) on the Cu(111) single-crystal surface was investigated by
TPD. Deposition of PbTPP on a MTPP-precovered Cu(111) surface resulted
in the desorption of copper(II) tetraphenylporphyrin (CuTPP). The desorption
of PbTPP was observed only at higher initial coverages and in the multilayer.
Nevertheless, CuTPP was not recorded in multilayer experiments, hence the
transmetalation is limited to the monolayer and no intermixing with molecules
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from other layers is possible. The formation of CuTPP was further supported by
XPS and scanning tunneling microscopy (STM) conducted by members within
the Gottfried group.
In a collaboration project, the electronic structure of Pb3F8 was studied by
XPS, HAXPES and NEXAFS spectroscopy. Although the oxidation states of
the Pb atoms could not be distinguished in HAXPES measurements due to
charging of the sample, pre-edge features of Pb(II) and Pb(IV) were observed
in the Pb M5-edge in NEXAFS spectroscopy experiments. In comparison with
reference samples, the pre-edge features were attributed to the oxidation states
and the existence of both states was proven.
In the last project of this thesis, the mechanism of the Ullmann coupling
was investigated. At first, the desorption behavior of pristine biphenyl (BP)
was studied by TPD on Cu(111). The desorption behavior was similar to that
of Bz but with a higher desorption energy and only a slightly higher prefactor.
The desorption energy was even higher than for Nt on Cu(111), but BP is still
physisorbed. Deposition of bromobenzene (BBz) did not result in an Ullmann
coupling, since the C–Br bond is too strong and BBz desorbed prior to the
bond cleavage. Only molecules at step edges and defects remained adsorbed on
the surface until sufficient temperatures to induce the C–Br bond cleavage and
form BP. The C–I bond in iodobenzene (IBz) is much weaker than the C–Br
bond, hence formation and desorption of BP was observed. The TPD trace of
BP for high coverages of IBz was somewhat complicated since four different BP
peaks were observed. One of them was attributed to multilayers of IBz, but
the three remaining peaks originated from the first layer. Although this system
was studied by Xi and Bent before, they did not observe the third peak. The
results of this thesis establish the basis for further investigations that will provide
further insight into the Ullmann coupling mechanism.
As an addition to the experimental work that led to this thesis, various UHV
parts, such as two adapter flanges, were successfully designed and constructed
for the further improvement of the TPD apparatus. Furthermore, two scripts
were written in the native language of Igor Pro 8 to speed up data process-
ing and treatment as well as importing data from TPD-MS, Auger electron
spectroscopy (AES) and NEXAFS spectroscopy.
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The interaction of carbon-based aromatic molecules and nanostructures with metals can strongly depend
on the topology of their π-electron systems. This is shown with a model system using the isomers azulene,
which has a nonalternant π system with a 5-7 ring structure, and naphthalene, which has an alternant π
system with a 6-6 ring structure. We found that azulene can interact much more strongly with metal surfaces.
On copper (111), its zero-coverage desorption energy is 1.86 eV, compared to 1.07 eV for naphthalene. The
different bond strengths are reflected in the adsorption heights, which are 2.30 Å for azulene and 3.04 Å for
naphthalene, as measured by the normal incidence x-ray standing wave technique. These differences in the
surface chemical bond are related to the electronic structure of the molecular π systems. Azulene has a low-
lying LUMO that is close to the Fermi energy of Cu and strongly hybridizes with electronic states of the
surface, as is shown by photoemission, near-edge x-ray absorption fine-structure, and scanning tunneling
microscopy data in combination with theoretical analysis. According to density functional theory
calculations, electron donation from the surface into the molecular LUMO leads to negative charging
and deformation of the adsorbed azulene. Noncontact atomic force microscopy confirms the deformation,
while Kelvin probe force microscopy maps show that adsorbed azulene partially retains its in-plane dipole.
In contrast, naphthalene experiences only minor adsorption-induced changes of its electronic and geometric
structure. Our results indicate that the electronic properties of metal-organic interfaces, as they occur in
organic (opto)electronic devices, can be tuned through modifications of the π topology of the molecular
organic semiconductor, especially by introducing 5-7 ring pairs as functional structural elements.




Carbon-basedmaterials with aromatic π-electron systems,
such as π-conjugated molecular solids [1,2], polymers [3,4],
and low-dimensional nanostructures [5,6], have attracted
considerable attention as organic semiconductors [7–9]. A
crucial aspect for the application of these materials in (opto)
electronic devices is their interface formation with metal
surfaces at the contacting electrodes. The electronic proper-
ties of the resulting metal-organic interfaces determine
important performance parameters such as charge carrier
injection rates [10,11]. Precise control over various interface
properties, especially the wave-function overlap and the
energy-level alignment, is therefore critical for the rational
improvement of organic electronic devices [12].
*michael.gottfried@chemie.uni-marburg.de
Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI.
PHYSICAL REVIEW X 9, 011030 (2019)




The properties of a π-electron system are largely deter-
mined by its topology, i.e., the connectivity pattern as
expressed through the topological matrix in the Hückel
molecular orbital (HMO) theory [13]. Most organic semi-
conductors have carbon backbones with alternant topology
because they consists of six-membered rings [1,7]. Only very
recently has increased interest in so-called nonalternant
aromatic structures [14] arisen in the field of graphene
nanoribbons [15], nanographenes [16], and polycyclic aro-
matic hydrocarbons [17,18]. These nonalternant structures
often contain linked 5- and 7-membered rings. It has been
recognized that their unique electronic structure makes
nonalternant aromatic systems highly interesting as novel
(opto)electronic semiconductor materials for organic field-
effect transistors (OFET) and photovoltaic cells (OPVC)
[19,20]. Nonalternant structural elements also occur in
graphene in the form of 5-7 defects [21,22]. Theoretical
studies have predicted that various properties of graphene
depend on the presence of these nonalternant structural
elements, including electron transport properties [23,24],
mechanical stability [25,26], magnetism [27], and chemical
reactivity [28].
While interfaces between metals and alternant organic
semiconductor materials have been widely studied [29–33],
up until now it has not been known how the surface chemical
bond is influenced by nonalternant structural elements. To
address this fundamental question, we perform a direct
comparison between two isomeric aromatic molecules on
a Cu(111) surface. One of these isomers, azulene, is a
prototypical nonalternant aromatic system with a 5-7 ring
structure, while naphthalene, with its 6-6 ring structure,
serves as its alternant counterpart (Fig. 1). Some previous
work exists for naphthalene on Cu(111) [34–38] but not for
azulene. Copper was chosen as a model substrate because
of its frequent use for the epitaxial growth of graphene
[39–41] or the on-surface synthesis of carbon-based
nanostructures [42].
Below, we show that the topology of the molecular π
system drastically influences its electronic interaction with a
metal surface. It is therefore proposed that the incorporation
of nonalternant structural elements in molecular semicon-
ductors can be used to control and to optimize performance-
related properties of functional metal-organic interfaces.
Recent achievements in the synthesis on novel, structurally
complex, nonalternant, aromatic molecules [16,19,20,43]
show that this is a feasible and promising approach.
For a quantitative comparison of the adsorbate-metal
bonds of aromatic 5-7 and 6-6 carbon skeletons, we
determine the adsorbate-substrate bond distances with the
normal incidence x-ray standing wave (NIXSW) technique
and noncontact atomic force microscopy (nc-AFM), while
adsorbate-substrate bond energies are measured by
temperature-programmed desorption (TPD). The electronic
structures are analyzed by x-ray and UV photoelectron
spectroscopy (XPS/UPS) in combination with near-edge
x-ray absorption fine-structure (NEXAFS) measurements.
Complemented by dispersion-corrected density functional
theory (DFT) calculations, our results provide a detailed
understanding of the surface chemical bond and its depend-
ence on the π topology.
II. METHODS
A. Experimental methods
The interaction of azulene and naphthalene with Cu(111)
was studied under ultrahigh vacuum (UHV) conditions.
Azulene (Sigma-Aldrich, purity> 99.0%) and naphthalene
(Sigma-Aldrich, purity > 99.7%) were introduced into the
vacuum systems through leak valves after initial pump-
freeze-thaw cycles of the reservoirs. A polished Cu(111)
single-crystal surface (purity > 99.9999%, roughness
< 0.03 μm, orientation accuracy < 0.1°, from MaTecK/
Germany) was prepared by iterated sputtering with Arþ
ions (0.5–1 keV, 5–15 μA, 30 min) and annealing (800–
830 K, 15 min). Surface cleanliness and structure were
confirmed by XPS, low energy electron diffraction, and
scanning tunneling microscopy (STM). Sample temper-
atures were measured with a type K thermocouple directly
mounted to the Cu single crystal. Coverages are given in
monolayers (ML). The coverage was determined by a
consistent routine using XPS, nc-AFM, and TPD measure-
ments. For a detailed description, see the Supplemental
Material [44].
NIXSW measurements were performed at the undulator
beam line I-09 at Diamond Light Source in Didcot, UK,
using a VG Scienta EW4000 HAXPES hemispherical
electron analyzer for photoelectron detection, which is
mounted at 90° with respect to the incident x-ray beam.
Nondipolar effectswere neglected in the data analysis, which
was performed using the software package Torricelli [45].
The sample temperaturewas approximately 150K,which led
to a Bragg energy of 2980 eV for the Cu(111) lattice planes.
TPD measurements were carried out with a HIDEN
EPIC 1000 mass spectrometer mounted inside a differ-
entially pumped cryoshroud cooled to 80 K with l-N2. This
FIG. 1. Right, graphene lattice with an embedded nonalternant
5-7 defect, highlighted in blue. If this structural element is cut out
of graphene and terminated with hydrogen atoms, the resulting
molecule is azulene, shown on the left. Its isomer naphthalene
serves as the complementary model system for the regular,
alternant 6-6 structure, highlighted in red.





setup is a variant of line-of-sight mass spectrometry [46]
and ensures that molecules hitting the inner wall of the
cryoshroud stick there, such that the mass spectrometer
detects only molecules with a straight trajectory between
sample and detector. This leads to improved quality of the
TPD traces and is the basis for their quantitative analysis.
XPS was performed with monochromatic Al-Kα radia-
tion using a SPECS XR 50 M x-ray anode, a FOCUS 500
monochromator, and a PHOIBOS 150 electron energy
analyzer equipped with an MCD-9 multichanneltron detec-
tor. Work functions were measured with He-I radiation
from a UVS 10=35 gas discharge lamp. UPS was per-
formed at the PM4 dipole beam line with the LowDosePES
end station at the synchrotron radiation facility BESSY II
(Helmholtz-Zentrum Berlin) using a Scienta ArTOF angle-
resolved time-of-flight spectrometer. A photon energy of
16.5 eV was used.
NEXAFS spectroscopy was also performed at BESSY II
using the HE-SGM dipole beam line, which provides
linearly polarized radiation with a polarization factor of
0.91 and an energy resolution of 300 meV at the carbon
K-edge. The partial electron-yield (PEY) mode was used
with a retarding field of −150 V and a channeltron detector
voltage of 2.2 keV. Further information on the data treat-
ment can be found in the Supplemental Material [44].
For variable-temperature scanning tunneling microscopy
(VT-STM), a SPECS 150 Aarhus STM with SPC 260
electronics was used. VT-STM measurements were per-
formed at a sample temperature of 150 K using an etched
tungsten tip conditioned by initial Arþ sputtering and
pulsing. The reported bias voltages refer to the sample.
The STM images were recorded in constant-current mode
and were processed with WSxM v5.0 D8.4 [47] by care-
fully using flatten and plane tools, scale adjustment, and
slightly filtering with a Gaussian filter.
The nc-AFM images were taken with an Omicron
NanoTechnology LT-STM/AFM with a commercially
available qPlus sensor, operating at approximately 4.6 K
in UHV with an average pressure of 5 × 10−10 mbar. The
baked qPlus sensor (3 h at 120 °C) had a quality factor of
Q ≈ 30 000, a resonance frequency of f0 ¼ 21 922 Hz, and
a peak-to-peak oscillation amplitude of less than 1 Å. Tip
conditioning was accomplished with controlled crashes
into the copper surface and bias pulses until the STM
resolution was satisfactory. The tip apex was functionalized
with a CO molecule. The AFM was operated in constant-
height mode, and AFM images show the frequency shift
(Δf) with respect to the resonance frequency. During the
AFM scan, the tunneling current was also measured, which
gives a constant-height STM scan.
B. Density functional theory calculations
Periodic density functional theory calculations of azu-
lene and naphthalene on Cu(111) were performed with the
Vienna Ab Initio Simulation Package (VASP) [48–51]. The
PBE functional [52] was used in combination with the
third-generation van der Waals dispersion correction by
Grimme (DFT-D3) [53] and the projector-augmented wave
(PAW) ansatz [54,55] for the atomic cores. Further details
can be found in the Supplemental Material [44].
XP and x-ray absorption spectra were calculated using the
pseudopotential plane-wave code CASTEP-17.1 [56]. For
the XPS chemical shifts, the delta self-consistent field
(DeltaSCF) method of constraining electronic occupations
to resemble full core-hole excitations was used. NEXAFS
simulations were performed using on-the-fly generated
USPPs and the CASTEP module ELNES [57] and the
transition-potential approach [58,59]. For more details on
the computational settings, analysis, and implementation, see
the Supplemental Material [44] and Diller et al. [60] as well
as Maurer and Reuter [61]. Furthermore, the Supplemental
Material [44] contains additional NEXAFS simulations
obtained by a more approximate method.
III. RESULTS
A. Adsorbate-substrate bond distances
(adsorption heights)
The vertical distance of an adsorbed molecule from the
surface is an important parameter for the quantitative
characterization of the adsorbate-substrate bond. Tomeasure
the adsorption heights of azulene and naphthalene over the
Cu(111) surface [Fig. 2(a)], we used the NIXSW technique.
This method utilizes the standing x-ray wave field generated
by a crystalline substrate when near-normal incidence x rays
undergo Bragg diffraction on a set of lattice planes H ¼
ðhklÞwith a distance of dH [62]. The standingwave field can
be vertically shifted by dH=2 by scanning the photon energy
E through the Bragg energy [62].
At any certain adsorption height, the photon field intensity
will therefore change in a characteristic way during such a
scan. Hence, one expects characteristic x-ray absorption
profiles for different adsorption heights since the atomic
absorption is proportional to the local photon intensity. By
recording the photoelectron yield of any core level of this
species, which is (within the dipole approximation) propor-
tional to the atomic absorption, one can measure the x-ray
absorption profile at the position of the adsorbate atom and
obtain the height DH of this atomic species relative to the
substrate diffraction plane locations. The variation of the
atomic absorption IðEÞ can be calculated with dynamical
diffraction theory and follows the equation




· FH · cosðΦþ 2π · PHÞ; ð1Þ
where R ¼ RðEÞ is the reflectivity and Φ ¼ ΦðEÞ is the
phase of the standing wave field [63,64].
Data analysis on the basis of Eq. (1) provides the
coherent position PH and the coherent fraction FH. The
coherent position PH equals DH modulo dH, i.e., DH=dH ¼
nþ PH (n ¼ 0, 1, 2…) In the case of single-site adsorption,





i.e., when each atomic species occupies only one adsorp-
tion height (this is the relevant case for the systems
discussed here), FH is a measure for the scattering of
the real heights around the coherent position. A coherent
fraction of FH ¼ 1 means that all contributing atoms have
exactly the same height DH, whereas a fraction of FH ¼ 0
means that they have a random height distribution. Note
that the latter is not necessarily true if (at least) two clearly
different adsorption heights occur. In this case, averaging of
coherent positions and fractions has to be performed in an
Argand vector diagram [62–65].
For our systems, we used the background corrected total
intensity of the C 1s spectral region to obtain the photo-
electron yield curve for each individual NIXSW scan.
A typical yield curve is shown in Fig. 2(b). A distinction
between the different carbon atoms within one molecule
was not possible because the core level shifts were too
small compared to the available energy resolution. Note
that we have not performed any correction for nondipolar
parameters in our analysis since the NIXSW data were
recorded close to grazing emission geometry (90° between
incident x-ray beam and the analyzer). In this geometry,
nondipolar effects are minimal.
The results of the analysis are summarized in the Argand
diagram in Fig. 2(c). The coherent position for azulene at
monolayer coverage is PH ¼ 0.11 0.01, which yields an
adsorption height of DH ¼ 2.30 0.03 Å. This number
was derived using dH ¼ 2.08 Å for the Cu(111) surface at
the measurement temperature of 150 K. The corresponding
coherent fraction of FH ¼ 0.80 0.06 is in a typical range
for a rather homogeneous contribution of the adsorption
heights. For the naphthalene monolayer, the analysis gives
a coherent position of PH ¼ 0.46 0.01, from which an
adsorption height of 3.04 0.03 Å is obtained. The coher-
ent fraction is similar, with FH ¼ 0.74 0.08.
Comparison of these values [see also Fig. 2(a)] reveals a
much lower adsorption height for azulene. A shorter
adsorbate-substrate bond distance typically indicates a
stronger bond [66], which agrees with the higher desorption
energy of azulene as discussed below. The adsorption
height for naphthalene is quite similar to the sum of the
van der Waals radii of a carbon and a copper atom (3.10 Å)
[67]. In contrast, the adsorption height of azulene, 2.30 Å,
is closer to known organometallic carbon-copper bond
lengths of approximately 2.10 Å [67]. All these consid-
erations lead to the conclusion that naphthalene engages
only in dispersive interaction with the Cu(111) surface,
whereas azulene forms a chemical bond.
NIXSWas a laterally integrating technique averages over a
large number of molecules. Later, we present nc-AFM data
that qualitatively confirm the height difference between
azulene and naphthalene on the single-molecule level.
B. Adsorbate-substrate bond energies
Another quantitative parameter describing the strength of
the adsorbate-substrate interactions is the activation energy
for desorption, which can be derived from temperature-
programmed desorption (TPD) data [68–70]. At low
submonolayer coverages, the TPD traces of both molecules
are governed by first-order desorption kinetics [Figs. 3(a)
and 3(b)]. As can be seen, the low-coverage desorption
maxima occur at 520 K for azulene and at 340 K for
naphthalene. Qualitatively, this large temperature differ-
ence shows that the adsorbate-substrate interaction is
substantially higher for the 5-7 isomer.
FIG. 2. Adsorption heights from NIXSW measurements for
azulene and naphthalene on Cu(111), coverage 1 ML. (a) Space-
filling adsorbate models with the heights true to scale as obtained
from NIXSW. (b) C 1s photoelectron yields for azulene (top) and
naphthalene (center) along with the x-ray reflectivity RðEÞ
(bottom) as a function of the photon energy around the Bragg
energy EBragg. The yield data are shown as open circles (with error
bars); the solid blue and red lines are fits with Eq. (1). (c) Argand
diagram with the results of the individual measurements in light
colors and the averaged value in bold colors, with error bars.





With increasing coverage, the TPD traces of both mole-
cules broaden towards lower temperatures. The effect, which
is attributed to lateral intermolecular repulsion, is more
pronounced for azulene. Its monolayer TPD trace reaches
a width of 330 K, compared to 180 K for naphthalene (bold
lines). Lateral intermolecular repulsion in adsorbates on
metal surfaces is usually dominated by a dipole-dipole
interaction between vertical dipoles created by electron
transfer between molecules and surface, as well as by the
pillow (or pushback) effect. This effect is caused by Pauli
repulsion between the electrons in the molecule and those in
themetal [71–74]. Apparently, these effects play a larger role
for azulene than for naphthalene. The vertical dipole
moments are also related to the adsorbate-induced work-
function change.We show below that azulene causes a larger
work-function change than naphthalene, in line with the
stronger lateral repulsion of the former.
The high-coverage TPD traces of azulene show an
additional desorption maximum at 300 K, which is attrib-
uted to a compressed phase occurring close to monolayer
saturation (above 0.7 ML). This phase can also be observed
in the nc-AFM images discussed below. Above monolayer
coverage, narrow second-layer peaks occur at 220 K
(azulene) and 190 K (naphthalene).
Quantitative analysis of the TPD spectra gives access to
the desorption activation energy Ed as a measure of the
adsorbate-substrate bond energy [68–70]. Themost rigorous
analyses, the so-called complete methods [75,76], are not
suitable here because of the strong lateral repulsion [70].
Instead, we use an alternative approach, which provides the
coverage-dependent desorption energy from a single TPD
trace [70,77]. The resulting curves for azulene and naph-
thalene are shown in Fig. 3(c) (solid lines). The desorption
energies in the zero-coverage limit, E0d, are 1.86 eV for
azulene and 1.07 eV for naphthalene. This confirms that
azulene forms amuch stronger bond to themetal surface than
naphthalene. While both curves show a substantial decrease
of Ed with increasing coverage as a result of the lateral
repulsion, the effect is more pronounced for azulene. In the
case of naphthalene, Ed decreases nearly linearly with
coverage following the equation Ed ¼ ð1.07 − 0.44ΘÞ eV,
whereΘ is in units of monolayers. In contrast, the desorption
energy of azulene is well described by the second-order
polynomial Ed ¼ ð1.86 − 0.67Θ − 0.40Θ2Þ eV for cover-
ages up to 0.75 ML. Figure 3(c) also shows the integral
desorption energies necessary for comparison with DFT
results (dashed lines).
The desorption prefactors used for the analysis are
determined by heating rate variation (HRV) analysis [68],
which is only meaningful for the regular first-order peaks in
the low-coverage range. The related data are presented in the
Supplemental Material [44]. For the respective coverages,
the HRV analysis also provides the desorption energies
[triangles in Fig. 3(c)], which agree well with the other data.
C. Occupied electronic states:
Photoelectron spectroscopy
The very different adsorption energies and heights of
azulene and naphthalene are expected to correspond to
characteristic differences in the electronic structure. First,
we focus on the molecules in a thick multilayer, i.e., without
the influence of the metal surface. The multilayer C 1s XP
spectra of azulene and naphthalene are compared in Fig. 4(a).
The C 1s signal of azulene has a broader shapewith a distinct
shoulder at the low binding energy side. This shape can be
understood by theoretical modeling. For this aim, we
calculate the relative peak positions for the different carbon
atoms in the molecule by DFT. The details of the calculation
and the theoretical modeling can be found in the
Supplemental Material [44]. The results are in agreement
with previously reported values [78]. While these calcula-
tions are performed for the isolated molecules, this
FIG. 3. TPD traces of (a) azulene and (b) naphthalene on Cu(111), with a heating rate 1.0 K=s. Curves with different initial coverageΘ0
are shifted along thevertical axis for clarity, but we start with a zero desorption rate in each case. Themonolayer coverages are marked by bold
lines. The other initial coverages are listed in Tables S II in the Supplemental Material [44]. (c) Desorption activation energies as a function of
coverage for azulene (blue) and naphthalene (red). Solid lines: Differential desorption energies. Dashed lines: Integral energies for comparison
with DFT calculations. Black dotted lines: Fits of the differential desorption energies with the equations mentioned in the text. Triangles:
Energies from HRV analysis. Note that HRV is only possible at low coverages, where the peaks have a regular first-order shape.





simplification appears to be justified considering that the
intermolecular interactions in the multilayer are relatively
weak and thus have only little influence on the electronic
energies and transitions. The resulting theoretical model
agrees well with the experimental data for azulene. It further
reveals that the shoulder at low binding energies is associated
with the five-membered ring. For naphthalene, the calcu-
lations of the C 1s spectrum are performed in the same way
and confirm the narrower peak shape of the experimental
spectrum. In the azulene multilayer spectrum [Fig. 4(a)], a
shake-up satellite at 289 eV is shown in grey. The corre-
sponding satellite for naphthalene appears above 290 eVand
is thus not visible in this plot. However, it can be seen in an
extended plot in Fig. S3 of the Supplemental Material [44].
In the monolayer, the differences between the XP spectra
of azulene and naphthalene are even more pronounced. As
can be seen in Fig. 4(b), the naphthalene signal is shifted by
only −0.2 eV relative to its multilayer position and is only
slightly asymmetric. In contrast, the azulene peak shifts by
−0.5 eV and develops a strong asymmetry. The asymmet-
ric peak shape is attributed to the interaction of the C 1s
core hole with electron density close to the Fermi edge [79].
This is an indication for a distinctly different electronic
valence structure of azulene compared to naphthalene when
adsorbed on Cu(111). In an initial-state picture, the shift of
the C 1s signal of azulene towards lower binding energies
suggests a transfer of negative charge from the surface to
the molecule. Further evidence for a negative charging of
the molecule will be presented below. In addition, the closer
distance of the azulene molecule to the surface will likely
cause increased final-state screening, which would also
lead to a shift to lower binding energy.
Synchrotron-based valence photoelectron spectroscopy
(PES) was used for the direct probing of the occupied
valence electronic structure. In the PE spectra, the molecu-
lar states already occupied in the free molecules cannot be
identified because they have binding energies above 2 eV
and thus are obscured by the d-band of the substrate.
Nevertheless, the important changes in the valence elec-
tronic structure close to the Fermi edge are quite visible
[Fig. 4(c)]. For azulene=Cuð111Þ, the entire range between
the Cu d-band and the Fermi edge experiences a massive
rise in intensity with a broad maximum around 0.3–0.4 eV.
In contrast, naphthalene only causes attenuation of the
region between 0 and 2 eV, including the surface state. The
occurrence of broad, adsorbate-related features for azulene,
but not for naphthalene, is consistent with the calculated
densities of states, as will be discussed later.
Adsorbate-induced work-function changes were extracted
from He-I UPS data and show that both azulene and
naphthalene lower the work function of the Cu(111) surface.
The change is larger for azulene with −1.07 eV than for
naphthalene with −0.73 eV, both at full monolayer cover-
age. Apparently, azulene causes a larger vertical surface
dipole upon adsorption than naphthalene, in agreement with
the stronger intermolecular repulsion of azulene observed
in TPD. The negative sign of the work-function change
indicates that the pillow effect is dominant and overcom-
pensates for any contributions by the charge transfer from
the surface to the molecule.
D. Unoccupied electronic states: NEXAFS
Information about the unoccupied valence electronic
structure of the adsorbed molecules is obtained from carbon
K-edge NEXAFS spectra. Multilayers of both molecules
show a distinct set of π and σ resonances, which are well
reproduced by the theoretical calculations, as shown
in Fig. 5.
FIG. 4. Photoelectron spectra: (a) Multilayer C 1s XP spectra of azulene and naphthalene, compared with a theoretical model based
on DFT calculations. Black circles are experimental data; red lines are fitted results from DFT-based model calculations. The colors of
the component peaks correspond to the colors of the labels on the molecular formulas. The shake-up satellite of azulene is shown in grey.
(b) C 1s XP spectra of monolayers of azulene and naphthalene on Cu(111). The dotted lines indicate the shifts relative to the multilayer
peak positions. (c) UP spectra of azulene and naphthalene monolayers and of the clean Cu(111) surface, taken with a photon energy
of 16.5 eV.





In the monolayer spectra, the π resonances disappear
when the electric field vector of the incident x rays is
parallel to the surface (i.e., 90° relative to the surface
normal). This shows that the molecular planes are parallel
to the surface for both azulene and naphthalene.
In the case of naphthalene, the monolayer spectrum taken
with the electric field vector oriented 25° relative to the
surface normal closely resembles the multilayer spectrum;
only a slight signal broadening is visible. This result confirms
that the unoccupied valence electronic states of naphthalene
are only weakly influenced by the metal surface.
For azulene, however, the shape of the π resonance is
very different in the monolayer and multilayer spectra. The
narrow π peak in the multilayer spectrum, resulting from
the excitation into the LUMO and LUMOþ1 of the azulene
molecule, turns into a very broad monolayer feature, which
is lower in intensity and covers a broad range of 5 eV. For
both systems, the NEXAFS spectra are correctly reproduced
by DFT-based transition potential simulations, which are
discussed in detail later. A simpler approach for simulating
NEXAFS spectra based only on ground-state properties can
be found in the Supplemental Material [44].
E. Geometric structure: Scanning probe microscopies
Local information about the bonding situation of azulene
as the model 5-7 structural element is obtained by scanning
probe microscopies. These methods also provide valuable
input for the DFT calculations discussed further below
because there is no information in the literature about the
adsorbate structure of azulene onCu(111), in stark contrast to
naphthalene [34–36,38,80]. In the low submonolayer range,
azulene avoids the formation of ordered islands, in line with
the strong lateral repulsion seen in TPD. Corresponding
submonolayer STM and nc-AFM images are shown in
Fig. S4 of the Supplemental Material [44]. When the
coverage is increased, azulene eventually forms a long-
range-ordered, commensurate ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° super-
structure [Fig. 6(a)]. This structure does not represent the
saturated monolayer but has a coverage of only 0.65 ML.
(Note that 1 ML is defined here as the coverage in the
saturated monolayer as determined by TPD.) Upon deposi-
tion of additional molecules onto this commensurate struc-
ture, themolecules are evenmore closely packed but lose the
long-range order. This case is illustrated in the nc-AFM
image in Fig. 6(b), which still shows one unit cell of the
commensurate ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure in the image
center. Themolecules surrounding this unit cell, however, are
more densely packed and break the translational symmetry.
Formation of a commensurate phase, which is followed
by a more densely packed, incommensurate phase without
long-range order at full monolayer coverage, has previously
been found for other organic molecules with lateral inter-
molecular repulsion and preference of a certain adsorption
FIG. 5. Experimental carbon K-edge NEXAFS spectra and
corresponding DFT simulations for (a) azulene and (b) naphtha-
lene. Upper part: Multilayer spectra and simulations for the free
molecule. The multilayer spectra were taken with the electric
field vector oriented 90° relative to the surface normal. Lower
part: Monolayer spectra and simulations for different angles of
the electric field vector relative to the surface normal as indicated.
The simulations for the free molecules are displayed both as
isolated excitations and after broadening; the simulations for the
monolayers are only shown in broadened form. For the broad-
ening, each excitation is represented by a pseudo-Voigt peak with
an increasing width and Lorentzian contribution at higher photon
energies. The simulated spectra were shifted by −6.1 eV to match
the experimental data.
FIG. 6. STM and nc-AFM images of azulene on Cu(111).
(a) Large-scale STM image of azulene on Cu(111), commensu-
rate ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure (0.65 ML), It ¼ −0.06 nA
Ut ¼ −1.28 V, scale bar ¼ 5 nm. (b) nc-AFM image of azulene
on Cu(111), partially compressed phase (total coverage
0.78 ML), with an overlaid unit cell of the ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30°
structure, scale bar ¼ 0.5 nm. Note the disordered structure with
higher density around the central unit cell of the commensurate
structure. (c) nc-AFM image of an azulene molecule, (d) corre-
sponding STM constant-height image, (e) DFT Tersoff-Hamann
simulation of azulene adsorbed on Cu(111) within an energy
range of 0 to 0.1 V below EF. Scale bar for ðc-eÞ ¼ 0.1 nm.





site, such as porphine on Ag(111) [81]. The transition from
the compressed quasidisordered phase to the commensurate
ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° phase during desorption is associated
with the small maximum around 300 K in the TPD curve
[Fig. 3(a)].
In the nc-AFM images, the two rings of the azulene
molecule can clearly be distinguished, and thus its
azimuthal orientation on the surface can be determined. In
the ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° unit cell, all molecules point along
the ½11̄0 direction (and symmetry equivalent directions) of
the substrate.
During the nc-AFM scans, naphthalene showed a higher
tendency for tip-induced lateral displacements, whereas
azulene was more resistant to accidental manipulation and
only occasionally showed rotation by a 60° angle. Example
images for both phenomena are shown in Figs. S5 and S6 of
the Supplemental Material [44]. The reduced susceptibility
of azulene for tip-induced displacement probably also
means that it has a higher barrier for spontaneous diffusion.
In Figs. 6(c)–6(e), we compare an nc-AFM image of an
adsorbed azulene molecule with the corresponding con-
stant-height STM scan and with a DFT Tersoff-Hamann
simulation [82]. The nc-AFM image in Fig. 6(c) shows the
molecular structure with the five- and seven-membered
rings. The STM current map in Fig. 6(d) was taken during
the nc-AFM scan with negative sample bias (i.e., with
electrons flowing from the sample to the tip) and shows
well-defined features with lobes and nodes. Considering
the bias voltage, these features must be attributed to an
occupied state of the adsorbed azulene. They are well
reproduced by a Tersoff-Hamann simulation using the DFT
density of states (DOS) in the energy range from 0 to 0.1 eV
below the Fermi energy [Fig. 6(e)]. The shape of this
occupied state closely resembles that of the LUMO of the
free molecule, as will be discussed in more detail below.
The difference in adsorption height between azulene and
naphthalene as found by NIXSW was also measured on the
single-molecule level by comparing the positions of the
minima of frequency shift distance, i.e., ΔfðzÞ curves [83].
The inset of Fig. 7(a) shows a STM image of codeposited
azulene and naphthalene molecules. Naphthalene appears
as a single bright white feature, whereas azulene is imaged
as a two-segmented grey shape. The vertical and lateral
position at which the feedback loop was interrupted
is the same for both molecules (above the metal, the
STM set point of V ¼ 100 mV and I ¼ 10 pA corresponds
to z ¼ 0 Å). The minimum zmin in the ΔfðzÞ curve for
azulene occurs 0.92 0.08 Å closer to the substrate than
for naphthalene. This difference is highly reproducible
for different tip terminations and molecules. Considering
the margins of error, this value is only slightly larger than
the difference in the NIXSW heights of 0.74 0.06 Å. The
deviation between NIXSW and AFM values is possibly a
temperature-related effect or due to small influences of the
AFM tip.
The AFM-based height measurements also reveal a
substantial adsorption-induced deformation of the azulene
molecule. Figure 7(b) shows a constant-height nc-AFM
image of azulene, in which the 5-7-ring structure is clearly
resolved. The corresponding Fig. 7(c) shows a map with the
lateral variation of zmin, indicating that the apices of the
5- and 7-membered rings are located farther away from
the surface than the C─C bond that joins the two rings. This
V-shaped adsorption geometry is later confirmed by DFT
calculations [Figs. 7(e) and 8]. A detailed comparison of
the relative heights as extracted from the AFM experiments
and DFT calculations is given in Figs. 7(d) and 7(e). The
value for the atom with the highest position is set to zero.
Both in the experiment and in theory, one long side of the
molecule is located somewhat closer to the surface than the
other. These results demonstrate that AFM can be used to
detect vertical relaxations in single molecules in the range
of a few pm.
The free azulene molecule has a considerable in-plane
dipole moment of 0.8 D [67]. To establish whether azulene
adsorbed on Cu(111) still has an in-plane dipole moment,
we performed Kelvin probe force microscopy (KPFM)
experiments [83–85]. The maps extracted from these
experiments show how the local contact potential
FIG. 7. (a) ΔfðzÞ spectra over azulene and naphthalene
molecules illustrating the difference in zmin, which is indicative
of the difference in adsorption height. The inset is an STM image,
where the blue and red dots indicate the positions at which the
ΔfðzÞ spectra were taken. The STM image was acquired with
It ¼ 10 pA atUt ¼ 100 mV. (b) Constant-height nc-AFM image
of a single azulene molecule at −180 pm w.r.t. an STM set-point
of 10 pA at 100 mV. (c) zmin map of azulene, overlaid with carbon
(black) and hydrogen (white) atom positions. (d) Experimentally
obtained zmin height of all C atoms with respect to the C atom at
the apex of the 5-membered ring, in pm. (e) zmin heights of all C
atoms with respect to the nose-C atom calculated by DFT, in pm.
(f) KPFM map of a single azulene molecule, overlaid with carbon
(black) and hydrogen (white) atom positions. (g) Model of the
azulene molecule indicating the direction of the dipole moment.





difference varies. This quantity is related to the electrostatic
potential above the sample [84]. The KPFM maps pre-
sented here are obtained from finding the maximum (V) of
ΔfðVÞ curves extracted from a set of constant-height AFM
images at increasing bias [85]. Figure 7(f) presents a V
map of a single azulene molecule. The V for the 5-
membered ring is about þ0.52 V, while for the 7-mem-
bered ring, it is þ0.42 V. The value of V represents the
voltage needed to minimize the electrostatic interaction
between the tip and the molecule. Above the
5-membered (7-membered) ring, a larger (smaller) positive
voltage is needed to compensate for the presence of the
negative (positive) charge. From the V data shown in
Fig. 7(f), it is evident that the adsorbed molecule has an
in-plane dipole along the long molecular axis, pointing
from the 5- to the 7-membered ring. The magnitude of the
retained dipole moment cannot be extracted from such
experiments [86].
F. Theoretical analysis
For additional insight into the surface chemical bond of
azulene and naphthalene, dispersion-corrected periodic
density functional theory calculations (DFT-D3) [53] were
performed for the ordered ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure,
which was found in the STM images of azulene=Cuð111Þ
[Fig. 6(a)]. This structure is not observed for
naphthalene=Cuð111Þ, but as the ð2 ffiffiffi3p × 3Þ-Rect structure
known in the literature has the same coverage, it is also
used here for better comparability [34,36]. For both
molecules, the same preferential adsorption site is found.
In this geometry, the molecules adsorb with each ring above
an hcp hollow site, as shown in Figs. 8(a) and 8(b). This
result is in agreement with the nc-AFM data, which show
that the molecules are aligned along a principal direction of
the surface, which is also the case with this adsorption site.
Closer inspection of the adsorbate geometries reveals
that the azulene molecule and the top layer of the surface
undergo substantial adsorption-induced deformations. The
surface copper atoms in the unit cell differ in height by up
to 0.14 Å, as is visualized in Fig. 8(c). For comparison,
naphthalene does not cause any significant deformation of
the surface [Fig. 8(d)]. Azulene experiences an out-of-plane
deformation, which brings the bridging carbon atoms closer
to the surface than the apex atoms of the rings [Fig. 8(e)].
This was also observed with nc-AFM [Figs. 7(c) and 7(d)].
In addition, azulene shows extensive changes of the in-
plane bond lengths, in particular, a shortening of the
bridging bond (−3.6 pm) and elongations of the other
bonds (up to þ4.5 pm). This can be explained by electron
donation into the LUMO [as shown in Fig. 9(a)] because its
bonding and antibonding contributions agree with the
pattern in the bond length changes. In the case of
naphthalene, the adsorption-induced deformations are
much smaller [Figs. 8(d), 8(f), and 8(h)].
The adsorption height was calculated as the distance
between the average height of the carbon atoms and the
relaxed height of the first substrate layer without a molecule.
For naphthalene, this approach gives a height of 2.96 Å,
which is only slightly smaller than the sum of the van der
Waals radii of a carbon and a copper atom (3.10Å) and thus is
consistent with the van der Waals character of the naph-
thalene-copper interaction. In the case of azulene, the
calculated distance of 2.33 Å is closer to the sum of the
covalent radii of a carbon and a copper atom (2.20 Å), in line
with the much stronger bond of azulene. Both calculated
values are in excellent agreement with the NIXSW results of
2.30 Å for azulene and 3.04 Å for naphthalene.
In this comparison, we have considered that the standing
x-ray wave is formed by the bulk lattice planes, and
therefore, the experimental height value is the distance
FIG. 8. Structural data for azulene and naphthalene on Cu(111)
from dispersion-corrected DFT-D3 calculations. (a,b) Top view
of the optimized ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure. The most favor-
able adsorption site for both molecules is hcp-hcp. (c,d) Vertical
displacements (in pm) of the copper atoms in the topmost layer,
compared to the relaxed surface without a molecule. Positive
values mean a displacement towards the molecule. (e,f) Side view
of the molecule in the optimized ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure.
Azulene shows a large distortion and is much closer to the surface
than naphthalene (average adsorption height 2.34 Å vs 2.96 Å).
(g,h) Changes of the in-plane bond lengths relative to the gas
phase structure (in pm).





between the carbon atoms of the molecule and the ideal,
unrelaxed surface layer. For Cu(111), the vertical relaxation
of the adsorbate-covered first layer proved to be very small
in our calculations (less than 0.01 Å), and thus the
relaxation correction is actually negligible.
In the electronic adsorption energies yielded by the DFT-
D3 calculations, azulene shows a much higher value than
naphthalene, Eads ¼ −1.79 eV and −1.40 eV, respectively.
When zero-point vibrational energy (ZPVE) corrections are
taken into account, the energy for azulene increases to
Eads ¼ −1.87 eV, while there is no change for naphthalene
(because its vibrational frequencies are much less influ-
enced by the adsorption). To compare these DFT results
with TPD data, we must use the integral desorption energy
at the coverage of the ð2 ffiffiffi3p × 2 ffiffiffi3p Þ-R30° structure used in
the DFT calculations (0.65 ML) and make the (here very
reasonable) assumption that the adsorption of azulene and
naphthalene has no activation barrier. The corresponding
experimental energies are 1.58 eV for azulene and 0.93 eV
for naphthalene [see Fig. 3(c), dashed lines]. In compari-
son, theory overestimates the adsorption energy by 0.29 eV
for azulene and by 0.47 eV for naphthalene, which is in the
range of expected deviations of current DFT methods [87].
In particular, dispersion-corrected DFT adsorption energies
of molecules on metal surfaces are typically overestimated
and usually show errors of this magnitude [88,89].
DFT also provides additional insight into the valence
electronic structure of the adsorbed molecules. For
azulene=Cuð111Þ, the carbon-projected DOS in Fig. 9(e)
shows a substantial density of states spread out over a
large energy window around EF, with only small variations
in magnitude. In contrast, naphthalene has a clear gap
in the carbon-projected DOS between −1.4 and þ0.5 eV
[Fig. 9(f)]. Both findings are in agreement with the UPS
data in Fig. 4(c). The reason for this different behavior is
related to azulene’s low-lying LUMO, which is very close to
the Fermi edge of Cu(111), as shown in Fig. 9(e). As a result,
the LUMO is pulled below EF and is partially filled with
electrons from the surface, as can be seen in the charge
density difference plot [Figs. 9(a) and 9(b)]. Comparison
with a related plot for naphthalene using the same isosurface
value shows no visible charge transfer [see Figs. 9(c)
and 9(d)]. If a much lower isosurface value is chosen, the
so-called pillow effect (i.e., the pushback of electron
density between the molecule and surface caused by Pauli
repulsion [71]) can be seen for bothmolecules, but it is much
larger for azulene. These additional charge density difference
plots are shown in Fig. S7 of the SupplementalMaterial [44].
The participation of the frontier orbitals in the surface
chemical bond is illustrated in Figs. 10(a) and 10(b), which
show the DOS projected onto the molecular orbitals of the
free molecules. Again, drastic differences can be seen
between azulene and naphthalene. The frontier orbitals
of azulene [Fig. 10(a)] undergo substantial energetic broad-
ening in the adsorbed state. As a result, the LUMO and
LUMOþ1 levels show large contributions below the Fermi
energy. In the case of naphthalene, the frontier orbitals are
much less broadened and the LUMO remains well above
the Fermi energy.
The adsorption-induced changes in the valence electronic
structure also have important consequences for the NEXAFS
spectra, as can be seen in the MO-projected NEXAFS
simulations [Figs. 10(c)–10(f)]. The LUMO and LUMOþ1
contributions are greatly reduced for azulene, when adsorbed
on Cu(111), because these orbitals are now partially occu-
pied and therefore are not fully available for an excitation
anymore. For naphthalene, adsorption does not result in
substantial spectral changes. Note that the MO contributions
do not seem to add up to the total spectrum for azulene on Cu
(111) [Fig. 10(e)]. Because of the strong hybridization
between the molecular orbitals and the surface, as well as
final-state screening effects, the spectral contributions from
states with ground-state molecular orbital character are much
smaller than for the weakly interacting naphthalene.
The hybridization of the frontier orbitals also has
consequences for the charge redistribution between the
FIG. 9. Electronic structure of azulene and naphthalene on
Cu(111) from DFT calculations. (a,b) Charge density difference
plots for azulene. (c,d) Charge density difference plots for
naphthalene. The isosurface value is 0.003 e−=Å; electrons flow
from blue to red. In panel (a), electron enrichment in the shape of
the LUMO is clearly visible. (e,f) Carbon partial density of states
of the adsorbed species. The horizontal bars represent the
energies of the frontier orbitals of the free molecules. These
energy levels are shifted to align the lowest valence orbitals for
the free and the adsorbed molecules. The figure also shows
images of the HOMO and LUMO as calculated by DFT.





surface and the molecule. The charge transfer is quantified
using two different methods. The Bader analysis method
[90] predicts that azulene receives 0.49 negative elementary
charges (e−) from the surface, resulting in a net negative
charge at the molecule. In contrast, naphthalene shows only
a very small charge transfer of 0.06 e− from the molecule to
the surface, i.e., in the opposite direction. Using an
alternative approach, we integrate the MO projection in
Figs. 10(a) and 10(b) up to EF, including the pulled-down
contributions of LUMO and LUMOþ1. The resulting
excess charges (negative charges) on the molecules are
1.39 e− for azulene and 0.13 e− for naphthalene, respec-
tively. Both methods thus indicate a significant surface-to-
molecule charge transfer. The partial charge is not an
observable property, and it is well known that different
methods give different absolute values. The chemisorbed
character of azulene on Cu(111) means that separation of
molecule and surface electronic states is not straightfor-
ward, either in real or in orbital space. However, the
considerable effects observed in the NEXAFS spectrum
of azulene upon adsorption indicate that the magnitude of
charge transfer is probably larger than predicted by the
Bader analysis method.
IV. DISCUSSION
The combined TPD, NIXSW, PES, NEXAFS, nc-AFM,
and DFT results provide a consistent picture of the surface
chemical bond of azulene and naphthalene on Cu(111).
Azulene, as a prototypical 5-7 system, forms a strong
chemical bond to the copper surface, whereas naphthalene
as a 6-6 system is only physisorbed. This difference is related
to the topology of the π-electron system. In naphthalene, the
π system has an alternant topology, which means that all
carbon atoms can be divided into two disjoint sets, such that
an atom of one set binds only to atoms of the other set [14].
All aromatic systems with 6-membered rings, the benzoid
systems, are alternant. In contrast, the 5-7π systemof azulene
has a nonalternant topology [Fig. 11(a)].
Alternant and nonalternant π systems show fundamental
differences in the electronic structure. The Coulson-
Rushbrooke theorem, which states that the energy levels
of the aromatic π system are symmetrically distributed, is
FIG. 10. MO projection analysis, left azulene, right naphthalene.
Contributions of the LUMO are shown in dark red and of the
HOMO in blue; higher and lower orbitals are shown in incre-
mentally lighter colors. Total DOS and total spectrum are shown in
black. (a,b) TDOS and MO-projected density of states of the
adsorbed species with the energies of the molecular frontier
orbitals. The nonvanishing TDOS around the Fermi energy is
caused by the metal substrate. (c,d) MO-projected NEXAFS
simulations of the free molecules. (e,f) MO-projected NEXAFS
simulations of the adsorbed molecules. The simulated spectra are
shifted by −6.1 eV to match the experimental data in Fig. 5.
FIG. 11. (a) Alternating labeling of the carbon atoms (red,
green), illustrating that the 6-6 system has an alternant and the 5-7
system has a nonalternant π system. The dipole moment of the
5-7 system can also be understood as a consequence of the
Hückel 4nþ 2 rule for aromatic systems [91], which requires
transfer of one electron from the heptagon to the pentagon, such
that an aromatic sextet (Clar sextet) can be formed [92]. (b) Frost-
Musulin diagrams [93] for 6-, 5-, and 7-membered cyclic π
systems. The HOMO level of the 5-membered ring and the
LUMO level of the 7-membered ring are highlighted in blue. All
π-MO energies lie on a circle, which is centered at the Coulomb
integral α and has the radius of 2 times the Hückel exchange
integral β. The energy scale is in units of x, with x≡ ðα − εÞ=β,
where ε is the π-MO energy. Only the 6-membered ring is
alternant and fulfills the Coulson-Rushbrooke theorem. In the 5-
membered system, the HOMO is lifted, and in the 7-membered
system, the LUMO is lowered. The hexagon has a neutral closed-
shell state, whereas the pentagon and the heptagon form a closed-
shell anion and cation, respectively.





violated by nonalternant species [14,94]. While alternant
aromatic molecules have highly delocalized π orbitals, these
orbitals are more localized in nonalternant molecules.
The concept of alternant and nonalternant cyclic
π-conjugated systems is visualized in Fig. 11(b), which
compares the Frost-Musulin energy diagrams for 5-, 6-, and
7-membered cyclic π systems [93]. As can be seen, the
6-membered ring is alternant, and its π-orbital energies are
paired, such that each occupied bonding orbital with
energy −E has an empty antibonding counterpart with
energy þE. This symmetry is broken for nonalternant
5- and 7-membered π systems. As one of the consequences,
the HOMO of the 5-membered ring is lifted, whereas the
LUMO of the 7-membered ring is lowered, compared to the
6-membered, alternant system.
Qualitatively, the electronic structure of azulene can be
viewed as a combination of 5- and 7-membered π systems.
From this consideration, one would expect that the
HOMO-LUMO gap of azulene is considerably smaller
than that of the corresponding system with two 6-membered
rings, naphthalene. The increased HOMO energy should
make azulene a better donor, and the reduced LUMO
energy a better acceptor, than naphthalene. In addition, the
frontier orbitals should be somewhat localized, with
increased contributions of the 5-membered ring to the
HOMO and of the 7-membered ring to the LUMO.
These anticipated properties are in agreement with the
experimental observations. The localization of HOMO and
LUMO in azulene causes a molecular dipole moment
of 0.8 D [67], which is a very large value for a simple
hydrocarbon without heteroatoms. In contrast, naphthalene
has no dipole moment. The HOMO-LUMOgap of azulene is
2.1 eV, compared to 3.5 eV for naphthalene, as calculated
by DFT.
With respect to the adsorption behavior of azulene,
the energetic shift of the frontier orbitals, especially the
down-shift of the LUMO, leads to the described acces-
sibility for electron donation from the surface into the
LUMO and thus to the much stronger chemical bond to the
Cu(111) surface. The partial occupation of the LUMO also
explains some of the adsorption-induced deformations,
especially the striking shortening of the bridging bond
[see Fig. 8(g)] because the LUMO is bonding while the
HOMO is antibonding between the two shared C atoms
[see Fig. 9(e)].
As pointed out above, the special electronic structure of
azulene and the resulting strong surface chemical bond are
by no means a coincidence but a consequence of the
topology of its π system, which is fundamentally different
from that of naphthalene. We expect this to hold true
wherever this structural element occurs, whether it be in a
molecule, a graphene nanoribbon, or another π-electron
system. The limitations of this molecular model system are
discussed in the following for a system that is, in many
ways, furthest removed from the molecules investigated:
defects in an infinite graphene lattice.
The 5-7 defects embedded in the graphene lattice have
the same topology as azulene, whereas the regular
graphene lattice has the same topology as naphthalene
(Fig. 1). Therefore, we expect the 5-7 defects in graphene
to have a much stronger and more localized interaction
with a metal substrate than the regular graphene. It is
also possible that metal atoms deposited onto graphene
bind more strongly to 5-7 defects than to regular lattice
sites. In addition, electron transfer from the substrate is
more likely to occur at the 5-7 defects than at defect-free
areas.
Compared to a 5-7 defect in substrate-supported gra-
phene, our molecular system, azulene, differs in two
important points. First, the π system in azulene is termi-
nated by hydrogen atoms, and thus the area of π-electron
delocalization is spatially confined. In contrast, the 5-7
defect in a graphene layer is embedded in the π system of
graphene, making the area of delocalization much larger.
However, it is important to keep in mind that the effect of
the topological symmetry break caused by the 5-7 defect is
a spatial localization and energetic lowering of electronic
states. These effects should also occur in the extended
structure because the symmetry break is also present there.
To verify this assumption, we performed periodic DFT
calculations for a 5-7 defect embedded in a freestanding
graphene layer. As can be seen in a section through the
charge density, the defect interrupts the homogeneous
charge distribution present in the defect-free graphene
[Fig. 12(a)] and accumulates negative charge at the 5-
membered ring and positive charge at the 7-membered ring
[Fig. 12(b)]. The local charge accumulation on the
embedded 5-7 defect, as quantified by the Hirshfeld charge
analysis [95], has a similar magnitude as in the isolated 5-7
system of azulene (see the Supplemental Material [44] for
details). The graphene with the embedded defect also
shows additional DOS in the vicinity of the Fermi energy
[Fig. 12(c)].
Another difference between the molecular nonalternant
system and a 5-7 defect in an adsorbed graphene layer
will be apparent in the adsorption height. While azulene
can always adopt its equilibrium height, the 5-7 defect
embedded in the graphene lattice (or in another extended
aromatic system) will be pulled closer to the surface, but it
will also be held back by the surrounding regular graphene
lattice (or other alternant structure), which resides at a
larger distance. This competition may further influence the
electronic interaction with the substrate and related effects,
such as electron transfer. Nevertheless, the molecular
nonalternant system of azulene represents a highly valuable
model for extended aromatic systems with embedded
nonalternant structural elements because reliable quantita-
tive information such as local interaction energies and
adsorption heights are very difficult to obtain for defects in
extended π-conjugated systems with the presently available
experimental and theoretical methods.






Azulene as a nonalternant aromatic hydrocarbon forms a
much stronger chemical bond to the Cu(111) surface than
naphthalene as its alternant isomer. This result follows from
the very different low-coverage TPD peak temperatures
(520 K for azulene vs 340 K for naphthalene) and from the
resulting zero-coverage desorption energy, which is much
higher for azulene (1.86 eV) than for naphthalene
(1.07 eV). The same trend is seen in the vertical bonding
distances (adsorption heights) as measured by NIXSW and
nc-AFM. The NIXSW value of 2.30 Å for azulene is much
smaller than the sum of the van der Waals radii and agrees
with the formation of a real chemical bond. In contrast, the
height of 3.04 Å found for naphthalene is consistent with
pure physisorption. The distances calculated by dispersion-
corrected DFT agree very well with the measured heights.
The calculations also show that both azulene and the
surface underneath undergo substantial distortion (as is
confirmed by AFM experiments), while naphthalene
remains almost undistorted. Repulsive interactions between
the adsorbed azulene molecules lead to a strongly cover-
age-dependent desorption energy, which follows the equa-
tion Ed ¼ ð1.86 − 0.67Θ − 0.40Θ2Þ eV. Naphthalene
shows less repulsion, and its desorption energy is well
described by the equation Ed ¼ ð1.07 − 44ΘÞ eV. Effects
of the intermolecular repulsion are also visible in the
submonolayer STM images. The work-function change
at monolayer coverage is higher for azulene (−1.07 eV)
than for naphthalene (−0.73 eV), indicating that azulene
forms the larger surface dipole. The higher intermolecular
repulsion seen for azulene is therefore likely related to
increased dipole-dipole repulsion.
The differences in the surface chemical bonds of azulene
and naphthalene can be rationalized on the basis of the
different topologies of the molecular π systems. Because of
its violation of the Coulson-Rushbrooke theorem, azulene
has a low-lying LUMO, which is close to the Fermi energy
of copper. This fact leads to a strong hybridization between
the LUMO and electronic states of the surface, as well as
electron transfer from the surface into the LUMO. This
electron transfer is confirmed by various experimental data:
Probing the occupied states, the UP spectra of azulene on
Cu(111) show an adsorption-induced, broad feature below
the Fermi edge. Complementary NEXAFS studies of the
unoccupied states reveal strong changes in the π reso-
nance, which is attenuated and broadened. Theoretical
analysis shows that the new broad feature in the occupied
range is related to the former LUMO and other formerly
unoccupied orbitals, while the changes in the NEXAFS are
due to the partial occupation of the LUMO and LUMOþ1
orbitals. In addition, submolecularly resolved STM images
of azulene show the shape of the former LUMO at negative
bias, which confirms that this orbital is filled with electrons.
This finding is also supported by STM simulations.
Theoretical analysis indicates a pronounced redistribution
of charge in the case of azulene and a substantial charge
transfer from the surface to the molecule. In contrast, the
electronic structure of naphthalene is only slightly influ-
enced by the surface, in line with its weaker and longer
surface chemical bond.
Our results show that the topology of an aromatic π
system greatly influences its interaction with a metal
surface. In particular, structural elements with the non-
alternant 5-7 topology can form much stronger surface
chemical bonds than elements with the regular, alternant
6-6 topology. This may be true not only for aromatic
molecules but also for all occurrences of nonalternant
topology in carbon-based nanostructures on surfaces, in
graphene nanoribbons or, in the form of 5-7 defects, in
graphene itself. For all of these structures, we predict a
localized surface chemical bond and local electron transfer
between the substrate and adsorbate. In addition, our
findings may be relevant for the optimization of the
FIG. 12. Results of periodic DFT calculations for a freestanding
graphene layer with and without 5-7 defects. (a) The section
through the charge density for the planar ideal graphene layer and
(b) the section through the charge density for the planar graphene
layer with a 5-7 defect. As can be seen, the 5-7 defect
accumulates negative charge (red) at the 5-membered ring and
positive charge (blue/white) at the 7-membered ring. Only part of
the unit cell is shown. For a complete view, see Fig. S9 of the
Supplemental Material [44]. (c) Total density of states for both
systems. The DOS of the defect structure shows new states
around the Fermi energy. The nonzero DOS at EF for both
systems is caused by the employed electronic smearing and is a
known artifact of the method [96,97].





metal-organic interfaces that occur at electrodes in organic
electronic devices. They suggest that modifying the top-
ology of the molecular π system represents a possible way
to tune performance-related parameters such as wave-
function overlap and energy-level alignment at the elec-
trode-semiconductor interface.
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The absolute monolayer coverage (i.e. the number of molecules per area) was determined
from a large-scale nc-AFM image of a saturated, compressed layer (with partial second layer)
prepared by careful dosing at low temperature. For the XPS, UPS and NIXSW measure-
ments, the relative coverage (in ML) was checked by the XPS intensity. The monolayer
XPS intensity was beforehand established with an XPS temperature series monitoring peak
intensity and position. The thus conceived temperature at which a monolayer is formed by
desorption of a multilayer is in accordance with the monolayer trace as measured by TPD.
At 300 K a self limiting adsorption of azulene to a coverage of 0.65 ML takes place. This
was used as an additional, internal calibration standard.
II. XPS SPECTRA USED FOR THE GENERATION OF NIXSW YIELD CURVES
Examples for the C 1s XP spectra used for the generation of the NIXSW yield curves
are shown in Fig. S1. To fully avoid any beam damage, the measurement time was chosen
very short, at the expense of increased noise levels. The spectra were fitted using CASA
XPS, the resulting yield curves can be found in the main text. The NIXSW analysis was
performed with Torricelli [1].
FIG. S1. (a) Examples for the C 1s XP spectra used for the generation of the NIXSW yield curves.
(a) 1 ML azulene, (b) 1 ML naphthalene on Cu(111), color scheme from red (lowest photon energy)





III. TEMPERATURE PROGRAMMED DESORPTION (TPD)
A. Estimation of desorption activation energies
Quantitative analysis of the TPD spectra based on the Polanyi-Wigner rate equation




= νdΘ exp (−Ed/RT ) (1)
In Eq. (1), Θ is the coverage, νd is the desorption prefactor, T is the temperature, and R
is the universal gas constant. The most rigorous approach for TPD analysis, the so-called
complete methods [5, 6], are not suitable here because of the strong lateral repulsion [4].
Instead, we use an alternative approach as proposed by Nieskens et al. [4] and Tait et al.
[7] and rewrite Eq. (1) as follows:





Eq. (2) provides the coverage-dependent desorption energy Ed(Θ) from a single TPD
trace. The prefactors used in Eq. (2) were determined by heating rate variation (HRV)
analysis [2], which is only meaningful for the regular first-order peaks in the low-coverage
range. The related data are presented in Fig. S2 and Table SI below. It should be noted that
Eq. (2) is strictly applicable only if the prefactor does not change with coverage. However,
small changes of νd have a negligible effect on the estimate of Ed: Even if νd varies by one





B. TPD heating rate variation series
FIG. S 2. (a) Examples for heating rate variation (HRV) series for azulene and naphthalene (both
initial coverages 0.16 ML). (b) Analysis of the heating rate variation series for coverages of 0.07,
0.11 and 0.16 ML for azulene and 0.04, 0.08 and 0.16 ML for naphthalene, providing desorption
activation energies and pre-exponential factors.
TAB. S I. Desorption energies and prefactors for each heating rate variation series for azulene and
naphthalene on Cu(111).
Experiment ∆Edes (eV) νd (s
−1)
Azulene/Cu 0.07 ML 1.83 7.7 · 1016
Azulene/Cu 0.11 ML 1.77 2.6 · 1016
Azulene/Cu 0.16 ML 1.73 1.6 · 1016
Naphthalene/Cu 0.04 ML 1.04 2.3 · 1014
Naphthalene/Cu 0.08 ML 1.02 1.4 · 1014





C. TPD dosing series coverages
TAB. S II. Initial coverages of the TPD spectra for azulene and naphthalene on Cu(111) (shown in
Fig. 3 in the main paper) starting from low coverages to high coverages (from bottom to top).






















D. Estimation of desorption prefactors from transition state theory
The precise quantitative analysis of TPD data requires careful treatment of the prefactor
νd . To estimate desorption energies on the basis of single desorption maxima, the prefactor is
often assumed to be 1 · 1013s−1. For atoms or small molecules, this is a sufficiently accurate
approximation in many cases [8]. However, the prefactor can be much higher for larger
molecules. It can be derived by various methods from high-quality TPD data using various
analysis methods [3], but it can also be estimated using the transition state theory (TST)












(with the Boltzmann constant k, the Planck constant h, and the partition functions q 6=
and qad of the transition state and the adsorbed state, respectively.) An accurate calculation
of q 6= and qad would require detailed knowledge of the interaction potentials of the adsorbed
molecule and the transition state [11]. These data are not available. Nevertheless, upper
and lower limits for νd can be estimated on the basis of reasonable assumptions about the
degrees of freedom in the adsorbed state and in the transition state. First, we neglect
any vibrational partition functions, which are small and mostly cancel in Eq. (3). Second,
the transition state is approximated as a free gas-phase molecule with two translational and
three rotational degrees of freedom. (The third translational degree of freedom represents the
critical coordinate and is therefore omitted in q 6=.) The partition function of the transition
state is therefore given by:
q 6= = q 6=tr,2D · q 6=rot,3D (4)


















with the symmetry factor σ, the velocity of light c0, and the rotational constants BA, BB
and BC (in m
−1).
In the following, we consider the two limiting cases for the degrees of freedom of the ad-
sorbate. In the mobile limit, the adsorbed molecule possesses two translational degrees of
freedom parallel to the surface and one rotational degree of freedom around an axis perpen-
dicular to the molecular plane, which is assumed to be parallel to the surface. The partition














TAB. S III. Desorption prefactors in the mobile and immobile limit for azulene and naphthalene,
and parameters necessary for the calculation. See the text for further details.










A (10−19 m−2) 6.79 6.79
BA: 0.0948 BA: 0.104
Rotational Constants [14, 15] BB: 0.0419 BB: 0.0411
(cm−1) BC: 0.0290 BC: 0.0295
νd,mobile (s
−1) 1.0 · 1016 9.9 · 1015
νd,im (s
−1) 1.3 · 1022 6.4 · 1021
Hence, the translations contributions cancel in Eq. (3) and the prefactor for the mobile








In the immobile limit, the adsorbed molecule has no rotational or translational degrees of
freedom. The corresponding prefactor νd,im therefore depends only on the partition function




· q 6=tr,2D · q 6=rot,3D (9)
The resulting prefactors are shown in Table SIII. The mass m is 2.13 · 10−25 kg for both
azulene and naphthalene. For A, the area per molecule in the saturated layer is used. (This
area is difficult to estimate, because it depends essentially on the lateral mobility of the
molecule in the transition state. Some authors use the full area of the crystal here [13].)
The symmetry factor σ counts the number of rotational operations (Cn) plus the identity
operation. For the free molecules, the values are 4 for naphthalene (D2h) and 2 for azulene
(C2v). For the adsorbed molecules, the values are 2 for naphthalene (C2v) and 1 for azulene
(Cs). BA, BB and BC are rotational constant for the molecules. The index A denotes the
axis perpendicular to the molecule plane. For an exact treatment, the prefactor has to be






IV. XPS MULTILAYER SPECTRA
Fig. S3 shows the multilayer C 1s XP spectra for azulene and naphthalene in a wider
range than depicted in Fig. 3 of the main paper. Here, the shake-up satellites for both
molecules are visible. The main satellite for azulene is at lower binding energy and thus
closer to the regular C 1s peak.
FIG. S3. Multilayer C 1s XP spectra for azulene (top, blue) and naphthalene (bottom, red). The





V. SIMULATION OF THE XPS MULTILAYER SPECTRA
The C 1s signal of a azulene multilayer has a broad shape with a distinct shoulder at the
low binding energy side (see Fig. 4(a) of the main text and Fig. S3). To understand this
shape we calculated the relative peak positions for the different carbon atoms in the free
molecule by DFT using the core level shift method described by Chong [16]. The results
were found to be in agreement with previously reported values for azulene and naphthalene
[17]. The DFT calculations give the relative peak positions for each carbon atom. From
these calculations, we derived a fit model by creating a group of pseudo-Voigt peaks linked
to each other in accordance with the relative peak positions and the stoichiometry. The
resulting model has now six peaks (three for naphthalene), but only four fitted parameters
(the position of the combined peak, the total intensity, the peak width and the Gauß-Lorentz
ratio). This model was then fitted to the experimental data together with a background






VI. NEXAFS DATA TREATMENT
This section shortly explains the data treatment used to obtain the shown NEXAFS
spectra. The incident photon flux was monitored with a gold grid. Calibration of the
photon energy was performed by means of the carbon-related absorption on the gold grid,
as previously described [18]. The NEXAFS spectra were treated according to standard
procedures [19]. All spectra of the samples and the clean Cu(111) substrate were corrected
for a photon energy shift and normalized in the pre-edge region at 282 eV. For background
correction, spectra of the clean Cu(111) substrate were fitted and then subtracted from the
sample spectra. In a last step, the sample spectra were normalized in the range behind the





VII. STM AND NC-AFM IMAGES OF AZULENE ON CU(111) AT LOW COV-
ERAGES
Fig. S4 shows a very low coverage and an intermediate coverage of azulene on Cu(111).
It can clearly be seen that no islands are formed. Instead, the molecules tend to avoid each
other.
FIG. S 4. (a) STM and nc-AFM images of azulene on Cu(111) at various submonolayer coverages.
(a) STM image of a very low coverage of 0.01 ML. (b) STM image of an intermediate coverage of
0.4 ML, (c) nc-AFM image of the intermediate coverage of 0.4 ML. The molecules were adsorbed
above room temperature, measurements were taken at 4.5 K. The formation of the disordered






VIII. NC-AFM IMAGES OF A ROTATION OF AN AZULENE MOLECULE
Fig. S5 shows the tip-induced rotation of an azulene molecule by a 60◦ angle
FIG. S 5. nc-AFM images illustrating the tip-induced rotation of an azulene molecule by 60◦.
(a) nc-AFM image before the rotation. (b) Interrupted nc-AFM scan during which the rotation





IX. NC-AFM AND STM IMAGES OF NAPHTHALENE
Fig. S6 shows STM and nc-AFM images of naphthalene adsorbed on Cu(111). In
Fig. S6(c), a naphthalene molecule is laterally manipulated by the tip, something that has
never been observed for azulene under otherwise identical conditions.
FIG. S 6. STM and nc-AFM images of naphthalene on Cu(111) at a coverage of approximately






X. CHARGE DENSITY DIFFERENCE PLOTS SHOWING THE PUSH-BACK
EFFECT
Fig. S7 shows charge density difference plots for azulene and naphthalene adsorbed on
copper. The plots show the same charge density difference calculations as Fig. 9 of the main
text, but have a smaller isosurface value, so that the small changes in the case of naphthalene
become visible. The images clearly show the operation of the so-called pillow effect, i.e., the
push-back of electron density between molecule and surface caused by Pauli repulsion [20].
The effect is more pronounced for azulene (Fig. S7(a,b)) than for naphthalene (Fig. S7(c,d)),
in line with the larger work function change and the stronger lateral repulsion in the case of
azulene.
FIG. S 7. (a,b) Charge density difference plots for azulene. (c,d) Charge density difference plots





XI. FURTHER COMPUTATIONAL DETAILS
A. General parameters and optimizations
Periodic density functional theory calculations of azulene and naphthalene on Cu(111)
were performed with the Vienna Ab Initio Simulation Package (VASP) [21–24]. The PBE
functional [25] was used in combination with the third-generation van der Waals dispersion
correction by Grimme (DFT-D3) [26] and the projector-augmented wave (PAW) ansatz
[27, 28] for the atomic cores. A plane-wave cutoff energy of 350 eV was employed. The




3)-R30◦ copper atom slab (48 Cu
atoms in total) in an hexagonal unit cell. Only the topmost two layers were freely optimized
together with the adsorbed molecule, while the bottom two Cu layers were kept frozen
at their optimized bulk positions. A vacuum layer of 30 Å was introduced to isolate the
repeated slabs from each other. For all calculations, final geometry optimization with a
24×24×1 Monkhorst-Pack k-point mesh was used, which was adjusted to the unit cell size.
Geometries were optimized until the forces on the active atoms dropped below 0.01 eV/Å.
Coordinates of the final optimized geometry are attached. STM simulations were visualized
with the p4vasp program 0.3.29 based on the Tersoff-Hamann model [29]. The Bader charge
analysis [30] was performed in ADF-BAND 2017 [31–35] on the level PBE-D3(BJ)/TZ2P
[36–38]. Visualization was done with the program VESTA 3 [39].
B. 7.2 XPS and NEXAFS simulations
All calculations were performed with the PBE functional [25], a plane-wave cutoff of 350
eV, and an 8 × 8 × 1 Monkhorst Pack k-point grid sampling. We calculated the ground-
state electronic structure as well as the density of states (DOS) and the molecular-orbital
projected DOS [40], which reflects the interaction of the free molecular orbitals (MO) with
the metal substrate using standard library ultra-soft pseudopotentials (USPPs) [41]. MO
projections and core-level spectra are processed using a self-written post-processing tool
for CASTEP [40]. We calculated XPS chemical shifts using the delta self-consistent field
(DeltaSCF) method of constraining electronic occupations to resemble full core-hole exci-
tations. NEXAFS simulations were performed using on-the-fly generated USPPs and the





pation of the initial state orbital (here C 1s) is set to 0.5 and the corresponding Kohn-Sham
eigen-energies are taken to reflect the NEXAFS spectrum. Atom-wise projected NEXAFS
spectra result from XAS calculations for each individual C 1s center in the corresponding
molecule. MO-projected spectra have been generated by multiplying XAS intensities with
the absolute overlap matrix element of free azulene and naphthalene frontier molecular or-
bitals and the band structure of the corresponding adsorbed molecules on the surface. For
more details on the computational settings and analysis see Diller et al. [45]. For more





XII. APPROXIMATE C 1S NEXAFS SPECTRA FROM A CORE-LEVEL SHIFTED,
SITE- AND ANGULAR MOMENTUM PROJECTED WAVE FUNCTION CHAR-
ACTER
In addition to the CASTEP/ELNES transition potential simulations of the NEXAFS
(XAS) spectra shown in the main text and the previous section [40], we also used a
more approximate way to simulate NEXAFS spectra that resorts to ground-state prop-
erties of the system only (cf. Bauer et al., J. Phys. Chem. C, in press (2018); DOI:
10.1021/acs.jpcc.8b03746). This scheme employs occupied-unoccupied Kohn-Sham (PBE)
orbital energy differences and the site- and angular momentum projected wave function
character of each band obtained from standard periodic DFT calculations using the VASP
program and the PAW method implemented in VASP. Specifically, excitation energies from
a C 1s core level at a specified atom (i.e., all carbon atoms in the present case of naph-
thalene and azulene) to an unoccupied band Φa,k (with band index a and k-point index k)
were approximated as the difference ∆εi,a,k between the 1s core level energy ε1s,i at atom i
(ICORELEVEL=1 tag of the VASP program) and the single-particle energy of εa,k of the
unoccupied band. The obtained ∆εi,a,k are uniformly shifted (by +17.8 eV) such that the
onset of the simulated spectrum approximately matches the onset of the experimental spec-
trum. Approximate intensity information is obtained from the site- and (px,py,pz)-projected
wave function character of each band at the corresponding carbon atom as provided in the
standard VASP PROCAR file. These data (multiplied with appropriate prefactors [46]) are
interpreted as approximate dipole intensities for electronic transitions from the C 1s core
levels to the unoccupied bands. The resulting line spectra were subsequently convoluted
using a standard broadening procedure to obtain the continuous spectrum (cf. Fig. 5 of
the main text). These simulated spectra, shown in Fig. S8, qualitatively reproduce salient
features of the experimental NEXAFS spectra of free and adsorbed naphthalene and azu-
lene, thereby allowing assignment of the dominant features. However, larger uncertainties
in relative intensities compared to experiment and those found with the more sophisticated





FIG. S 8. Comparison of the approximate NEXAFS with the experimental K-edge spectra of (a)
azulene and (b) naphthalene using ground state core orbital energies and local DOS information
from the VASP program as described in the text (PBE functional, 8 × 8 × 1 MP k-point mesh,
400 eV plane wave cutoff); upper part: experimental multilayer spectra vs. simulated spectra of
the isolated molecules; bottom part: experimental and simulated monolayer spectra on Cu(111);





XIII. DFT CALCULATIONS OF THE 5-7 DEFECTS IN GRAPHENE
The calculations for the 5-7 defect in free standing graphene were also performed in VASP
on the level PBE-D3(BJ)/PAW with a plane-wave cutoff energy of 350 eV and 30 Å vacuum,
the k-grid consisted only of the Γ-Point. The unit cell with 456 carbon atoms was chosen
large enough to contain two 5-7 defects isolated by a quite large distance. The size of the
cell was optimized for the regular graphene sheet with the same number of carbon atoms.
Afterwards the positions of all atoms were allowed to relax. For the sake of simplicity, the
local, planar minimum structure was used. In the absolute minimum, the defective graphene
sheet distorts out of the plane, but the influence of this on the shown results is negligible.
In Figure S9, sections through the charge density are shown for the complete unit cells.
To quantify the charge separation, the partial charges by the Hirshfeld method [47] were
calculated using ADF-BAND 2017, PBE-D3(BJ)/TZ2P. In Table SIV, the Hirshfeld charges
for all atoms of a 5-7 defect in a free standing graphene layer are compared to the corre-
sponding atoms in a free azulene molecule (H/Cix labels the carbon or hydrogen bonded
to the atom i). The higher charges of single carbon atoms in azulene are due to the posi-
tive hydrogens bonded to them. The charge separation between 5- and 7-membered ring is
approximately the same.
TAB. SIV. Hirshfeld charges for all atoms in the free azulene molecule and the corresponding atoms
in a 5-7 defect in a free standing graphene layer. The charges were calculated with ADF-BAND,
PBE-D3(BJ)/TZ2P and are given in units of the elementary charge.

















FIG. S 9. Section through the charge density for the pristine graphene layer and (b) Section
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0.165816383748964 0.831261752870134 0.169641244571653 T T T
0.159907314083559 0.333063839345017 0.172632769537454 T T T
0.331102659512075 0.667935048678675 0.171536118234579 T T T
0.501899698384467 0.998335449466040 0.169684178695577 T T T
0.333157804904178 0.160171403137508 0.172617922787023 T T T
0.507770488664965 0.503244288153981 0.170720991328150 T T T
0.675543946421775 0.839583902330302 0.173041228333131 T T T
0.667931338531516 0.332903474198991 0.170467986700450 T T T
0.839844480335912 0.670092729863831 0.169091286764352 T T T
0.831932316391765 0.168382887005345 0.169447936628823 T T T
0.579150628447997 0.846922841596637 0.238213382312439 T T T
0.661194912187147 0.743196461287479 0.234599557762096 T T T
0.392078272030375 0.732046934184569 0.236339065353324 T T T
0.525374801494527 0.559346948401690 0.231686756385074 T T T
0.355654026144500 0.554099499562656 0.232825407110018 T T T
0.559967827167044 0.415662707310815 0.233959990837919 T T T
0.181098159666244 0.400682195732401 0.234100593555557 T T T
0.436114046979300 0.233542716514849 0.236820659109727 T T T
0.137134919600026 0.222939891065926 0.236042706789866 T T T
0.249081647991366 0.146834949914951 0.236399578945025 T T T
0.646391816086344 0.987768549140986 0.244327445121005 T T T
0.800096080941010 0.787169649528222 0.239706778955689 T T T
0.292568557229814 0.769477232050355 0.241878871827307 T T T
0.698849323161297 0.453851576019774 0.238166120244715 T T T
0.073311283341860 0.427837557284057 0.239074065223796 T T T
0.492486739387064 0.148316813279354 0.241903987723039 T T T
0.996472152732013 0.128599843958274 0.240284084407146 T T T














0.000000000000000 0.000000000000000 0.000000000000000 F F F
0.000000000000000 0.499999999427843 0.000000000000000 F F F
0.166666667107115 0.833333332599956 0.000000000000000 F F F
0.166666667107115 0.333333333172121 0.000000000000000 F F F
0.333333332892884 0.666666665683557 0.000000000000000 F F F
0.500000000000000 0.999999998855678 0.000000000000000 F F F
0.333333332892884 0.166666666255722 0.000000000000000 F F F
0.500000000000000 0.499999999427843 0.000000000000000 F F F
0.666666667107116 0.833333332599956 0.000000000000000 F F F
0.666666667107116 0.333333333172121 0.000000000000000 F F F
0.833333332892885 0.666666665683557 0.000000000000000 F F F
0.833333332892885 0.166666666255722 0.000000000000000 F F F
0.166666666578578 0.166666666431901 0.056931920279290 F F F
0.166666666578578 0.666666666317468 0.056931920279290 F F F
0.333333333289289 0.999999999405816 0.056931920279290 F F F
0.333333333289289 0.499999999634682 0.056931920279290 F F F
0.499999999867868 0.833333332771396 0.056931920279290 F F F
0.666666666446439 0.166666665793670 0.056931920279290 F F F
0.499999999867868 0.333333332885829 0.056931920279290 F F F
0.666666666446439 0.666666666022536 0.056931920279290 F F F
0.833333333025017 0.999999999159250 0.056931920279290 F F F
0.833333333025017 0.499999999388116 0.056931920279290 F F F
0.999999999735728 0.833333332476464 0.056931920279290 F F F
0.999999999735728 0.333333332705322 0.056931920279290 F F F
0.332853113624547 0.332599895405494 0.114047050022079 T T T
0.333408318363100 0.833226313668926 0.113757018622032 T T T
0.500109256437448 0.166731575001489 0.113745891982721 T T T
0.500098248591397 0.667144598396518 0.113993013851469 T T T
0.666916045222523 -0.000183624304412 0.113726726184362 T T T
0.833638754575209 0.333262306512019 0.113572061878632 T T T
0.667146000612182 0.499890820378755 0.113672170602830 T T T
0.833208673483383 0.833001319905958 0.113722053177966 T T T
0.000072793715471 0.166610771843711 0.113762069106949 T T T
0.000200138767617 0.666530949754057 0.113566733009820 T T T
0.167015983198996 0.000022467842902 0.113762374730593 T T T
0.166669903654652 0.499943185568165 0.113898793080459 T T T
0.000328343677067 -0.000314455216769 0.170612160919380 T T T
-0.001190657166005 0.499807971140068 0.171002959553344 T T T
0.165988803420421 0.832339604467639 0.170853169087652 T T T
0.165424635346845 0.332951872830138 0.170977086515402 T T T
0.332542300071236 0.666711505774503 0.171021337847523 T T T
0.500546866581887 -0.000464614945201 0.170678715040574 T T T
0.334058582206586 0.165116531697342 0.171159078139636 T T T
0.501408422316647 0.500022346982154 0.170098764044209 T T T
0.668461735647842 0.834357243272314 0.171147210280296 T T T
0.667706093225853 0.332900229885767 0.170808810793530 T T T
0.834578403257074 0.666837218162010 0.170871328095671 T T T
0.832974045049519 0.166894125259719 0.170890761074688 T T T
0.165249064813437 0.329305182828500 0.251750690542174 T T T
0.166406854650206 0.171634319065875 0.251004044155810 T T T
0.327953293681096 0.171036611508222 0.251113839613198 T T T
0.486953710800903 0.328505866913074 0.252075202811573 T T T
0.326327528732237 0.493259927387571 0.252978374836590 T T T
0.490624816823994 0.492871090330571 0.253052936363472 T T T
0.329983680861787 0.657604572740771 0.253183523039333 T T T
0.489101908859226 0.814830260278483 0.253858301239660 T T T
0.650726266770028 0.814621051706984 0.253989088229004 T T T
0.651670325338827 0.656894671677769 0.253503904280052 T T T
0.040375533745838 0.329921042325217 0.251374689909797 T T T
0.042582101683431 0.045650639056368 0.249762828573744 T T T
0.325237836556824 0.044818593300200 0.250240623151760 T T T
0.612300883327786 0.328689720265213 0.251744463530555 T T T
0.776540064929746 0.656131959529495 0.253113943341222 T T T
0.774546771255215 0.940584700673086 0.254262293884787 T T T
0.491813036306483 0.941154031429324 0.253812969493004 T T T
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ABSTRACT: Organic/inorganic hybrid interfaces play a prominent role in
organic (opto)electronics, heterogeneous catalysis, sensors, and other current
fields of technology. The performance of the related devices and processes
depends critically on the nature and strength of interfacial interaction. Here,
we use the molecular isomers naphthalene (Nt) and azulene (Az) on the
Ag(111) and Cu(111) surfaces as model systems that cover different bonding
regimes from physisorption to chemisorption. Az also serves as a model for
nonalternant molecular electronic materials and for topological 5−7 defects
in graphene. The interaction energies are determined from the quantitative
analysis of temperature-programmed desorption data. On both surfaces, Az binds more strongly than Nt, with zero-coverage
desorption energies (in kJ/mol) of 120 for Az/Ag and 179 for Az/Cu, compared to 103 for Nt/Ag and 114 for Nt/Cu. The
integrated experimental energies are compared with adsorption energies from density-functional theory (DFT) calculations, which
include van der Waals contributions using four different correction schemes for the PBE functional: (1) the DFT-D3 scheme with
Becke−Johnson damping, (2) the vdWsurf correction based on DFT-TS, (3) a many-body dispersion correction scheme, and (4) the
D3surf scheme. Differences in the performance of these methods are discussed. Periodic energy decomposition analysis reveals details
of the surface chemical bond and confirms that Az/Cu forms a chemisorptive bond, while the other systems are physisorbed. The
variation of the adsorbate−substrate interaction with the topology of the π-electron system and the type of surface can be employed
to modify the interface properties in graphene-based and organic electronic devices.
■ INTRODUCTION
Hybrid interfaces between organic and inorganic materials play
a prominent role in modern technology and the related
fundamental research.1,2 These interfaces carry multiple
functionalities and possess properties different from those of
the adjacent pristine phases.1,3 With the advent of organic
(opto)electronics,4,5 interfaces between organic semiconduc-
tors (OSCs) and metals have come into focus, because they
control charge injection as a crucial performance-determining
process at the metal/OSC contacts. However, the fundamental
understanding of these interfaces is still lacking, because
reliable quantitative investigations are methodologically
challenging.
The nature of the metal/organic interaction depends on the
electronic structure of the OSC, especially its frontier orbitals,
which are typically part of the π-electron system. Within the
framework of Hückel molecular orbital theory, the electronic
structure of a π-electron system is related to its topology, as
expressed by the topological matrix, which reflects the
connectivity pattern of the atoms within the π-system.6,7
Molecular OSCs usually contain benzenoid aromatic π-systems
(i.e., their aromatic backbone consists of hexagonal benzene
rings), and thus have alternant (or bipartite8) topologies. In
contrast, aromatic backbones with nonalternant (or non-
bipartite) topologies have only recently gained interest in the
context of organic (opto)electronics.9 Nonalternant structural
elements are also used for the topological design of graphene
derivatives.10
Recently, it has been shown that the strength of the surface
chemical bond can depend on the topology of the π-electron
system: while naphthalene (Nt) on Cu(111) is physisorbed, its
nonalternant isomer azulene (Az) forms a chemisorptive
bond.7 Even when both Az and Nt are chemisorbed onto the
more reactive Pt(111) surface, there remains a large difference
in the interaction strength.11 The observation that these two
closely related moleculesboth are bicyclic aromatic hydro-
carbons with the same number of carbon and hydrogen
atomsbind so differently to surfaces makes them a very
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interesting model system for quantitative studies of the metal/
organic interfacial interaction, both in experiment and theory.
As an extension of previous work,7,12 we study here the
interaction of both molecules with the (111) surfaces of silver
and copper for various coverages in the submonolayer regime.
The four different systems (and different coverages) provide us
with a gradational change of the molecule−metal interaction
from physisorption to chemisorption. Because both isomers
desorb as intact molecules from both surfaces, temperature-
programmed desorption (TPD, Figure 1) is the method of
choice to assess the strength of the adsorbate−substrate bond.
To obtain reliable and reproducible data, a dedicated setup
including a Feulner cup cryo shroud for line-of-sight
conditions, along with precise temperature calibration and
sample positioning,13 was employed. The resulting data were
subjected to extended analysis with several suitable methods.
Different bond strengths of the isomer pair make it
especially suitable for benchmarking current methods for the
correction of dispersion interaction within the density-
functional theory (DFT) approach. Therefore, we compare
here four different correction schemes for the Perdew, Burke,
and Ernzerhof (PBE) functional: (1) the DFT-D3 scheme14
with the Becke−Johnson damping function,15,16 (2) the
vdWsurf correction17 based on DFT−Tkatchenko-Scheffler
(TS),18−20 (3) a many-body dispersion (MBD) correction
scheme,21,22 and (4) the D3surf scheme.12
Our results reveal the critical role of topology of the
conjugated π-electron system in controlling the chemical bond
at the metal/organic interface and show that the dispersion
correction schemes perform quite differently with respect to
the metal−organic bond energies.
■ METHODS
Experimental Methods. TPD was carried out in a
dedicated ultrahigh-vacuum (UHV) apparatus with base
pressure in the low 10−10 mbar regime. The apparatus hosts
a HIDEN EPIC 1000 quadrupole mass spectrometer mounted
inside a differentially pumped cryo shroud cooled to 80 K with
l-N2. This setup is a variant of line-of-sight mass spectrome-
try,23 and ensures that molecules impinging upon the inner
wall of the cryo shroud are permanently adsorbed (or
condensed) there, such that the mass spectrometer mainly
detects molecules with a straight trajectory from the sample.
This leads to improved quality of the TPD traces, and is the
basis for their quantitative analysis. Temperatures were
precisely measured inside the sample using a calibrated type
K thermocouple. Azulene (Sigma-Aldrich, purity >99.0%) and
naphthalene (Sigma-Aldrich, purity >99.7%) were introduced
into the UHV system through leak valves after repeated
freeze−pump−thaw cycles of the reservoirs. Polished Ag(111)
and Cu(111) single-crystal surfaces (purity >99.9999%,
roughness <0.03 μm, orientation accuracy <0.1°, from
MaTecK/Germany) were prepared by iterated sputtering
with Ar+ (0.5 keV, 5−7 μA, 30 min) and annealing (850 K,
15 min). For each system, monolayer coverage (1 ML)
corresponds to the integral of the saturated first-layer
desorption trace. For the adjustment of different (sub)-
monolayer coverages, partial thermal desorption of an initial
excess dosage was used, as described in the Supporting
Information (SI), Figure S1. A coverage of 1 ML corresponds
to 2.28 × 1014 molecules/cm2, according to previous work.7,12
Density Functional Theory Calculations. DFT calcu-
lations with periodic boundary conditions were performed to
compute the adsorption energies of Az and Nt on Ag(111) and
Cu(111). We used the PBE generalized gradient approx-
imation24 for the exchange−correlation functional in combi-
nation with four different methods to treat the van der Waals
(vdW) interactions: (1) the DFT-D3 scheme14 with Becke−
Johnson damping function,15,16 (2) the vdWsurf correction17
based on DFT-TS,18−20 (3) a MBD correction scheme,21,22
and (4) the D3surf scheme.12
The DFT-D3 scheme proposed by Grimme et al. uses
atomic pairwise contributions to the dispersion interaction
energy based on the polarization of the respective atoms in the
chemical environment of the system.14 The energy contribu-
tions are based on tabulated C6 coefficients taking into account
the fractional coordination number of the atom under
consideration and a damping function for close interatomic
distances following a proposal by Becke and Johnson.15,16
The vdWsurf approach17 includes the collective electronic
response of the substrate in the determination of vdW
parameters (C6 coefficients, polarizabilities, and vdW radii)
by combining the pairwise TS method18 with Lifshitz−
Zaremba−Kohn theory.19,20
The MBD method21,22 accounts for collective vdW effects
beyond the pairwise approximation by representing the atomic
response functions (within the random phase approximation)
by a set of quantum harmonic oscillators interacting via the
dipole−dipole interaction potential.
The D3surf scheme is an extension of the original DFT-D3
method proposed by Grimme et al., in which the parameter set
of coordination-dependent C6 coefficients is extended by
additional values for Cu and Ag at higher coordination
numbers of the surface and bulk atoms.
Calculations with the DFT-D3 scheme were performed with
the Vienna ab Initio Simulation Package (VASP).25−28 The
PBE functional,24 the projector-augmented wave (PAW)
ansatz29,30 for the atomic cores, a plane-wave cutoff energy
of 350 eV, and a vacuum layer of 30 Å were used. For all
calculations, a 24 × 24 × 1 Monkhorst−Pack k-point mesh was
Figure 1. Monolayer TPD traces for (a) Nt/Ag(111), (b) Nt/
Cu(111), (c) Az/Ag(111), and (d) Az/Cu(111), measured with a
heating rate of 1 K/s by mass spectrometric detection of m/z = 128
amu. The vertical dashed lines indicate the desorption range for Nt/
Ag(111) and also serve as a guide to the eye and for comparison with
the three other systems.
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adjusted to the supercell of a 4-layer slab. The fcc bulk lattice
parameters were obtained with the same method and were
4.072 Å for Ag and 3.568 Å for Cu. The frequency calculations
for the thermodynamic corrections were also performed in
VASP using a finite differences approach, where only the atoms
of the molecule and the first surface layer were displaced. The
calculation of enthalpies follows the literature.31
Calculations with the vdWsurf and the MBD methods were
performed using the FHI-aims code,32 an all-electron code that
uses numeric atom-centered orbitals as basis functions. We
used “tight-tier2” basis sets for the Ag, Cu, and H atoms, and
the “tight-tier3” basis set for the C atoms. Convergence criteria
of 10−5 electrons/Å3 and 10−5 eV were applied for the charge
density and the total energy, respectively. Both Cu(111) and
Ag(111) surfaces were modeled using a (2√3 × 2√3)-R30°
unit cell, with a five-layer slab and a vacuum region of 130 Å.
In geometry optimizations, the molecules and the top two
metal layers were allowed to relax, while the remaining bottom
layers were constrained to their bulk positions; a force
convergence criterion of 10−2 eV/Å was applied for structural
relaxations. We used a 4 × 4 × 1 Monkhorst−Pack k-point
mesh to sample the Brillouin zone. The fcc bulk lattice
parameters obtained with vdWsurf were also used for the MBD
calculations and were 4.014 Å for Ag and 3.601 Å for Cu. The
vibrational frequencies for the calculation of zero-point
energies and thermodynamic corrections were computed
using the PHONOPY package33 in conjunction with the
FHI-aims code.
The D3surf calculations were performed with the PWscf code
of the Quantum Espresso software package.34 As in the D3
calculations, we use the PBE functional24 and the Becke−
Johnson damping function within the dispersion correction
scheme.15,16 Atomic cores were represented by Vanderbilt
ultrasoft pseudopotentials,35 and the wave functions were
expanded in a plane wave basis with a cutoff energy of 30 Ry.
With this setup and the D3surf dispersion correction scheme,
we obtained fcc bulk lattice constants of 4.101 and 3.606 Å for
Ag and Cu, respectively. Surfaces were represented by
periodically repeated slabs with a thickness of 5 atomic layers
and a (2√3 × 2√3)-R30° surface unit cell. The optimized
bulk lattice constants were used for the lateral dimensions of
the slabs. In the structure optimization, the force convergence
criterion was set to 0.003 eV/Å. Only the upper three surface
layers and the adsorbate were allowed to relax, while the
bottom two layers were kept frozen in their bulk positions. The
k-point sampling was done with a Γ-centered 7 × 7 × 1
Monkhorst−Pack mesh. Further details can be found in Tables
S5 and S6 in the Supporting Information.
The energy decomposition analysis using periodic boundary
conditions (pEDA) was performed using the PBE functional,24
the DFT-D3 dispersion correction scheme,14 a TZ2P basis
set,36 and considering relativistic effects with the zeroth order
regular approximation,37 as implemented in the ADF-BAND
package 2017.38−40 The optimized (2√3 × 2√3)-R30°
structures were taken from the PBE-D3 calculations in
VASP. In ADF-BAND, a 7 × 7 k-grid and 2-dimensional
periodic boundary conditions were used. The integration
accuracy of the used Becke-grid was set to quality “normal”.41
The charge transfer was derived via Bader’s atoms-in-molecules
(AIM) scheme and was calculated in ADF-BAND 2017. The
same values were already reported in previous work.7,12
The pEDA method allows decomposition of the bond
energy into several physically well-defined terms, thus
permitting a more detailed interpretation of the character of
the chemical bond between two fragments.42 In our case, the
fragments are chosen to be the molecule and the surface in
their respective singlet electronic states. The convergence of
the pEDA values with the k-space sampling density is non-
trivial for metal surfaces38 and has been checked thoroughly, as
explained in detail in Tables S7 and S8 in the Supporting
Information. Further details of all DFT calculations can be
found in the Supporting Information. A comparison of the
calculation parameters of all employed DFT methods can be
found in Table S9.
■ RESULTS AND DISCUSSION
TPD Coverage Series. TPD traces of all four systems at
complete monolayer coverage are compared in Figure 1.
Depending on the pairing of the adsorbate (Az, Nt) and the
substrate (Ag, Cu), desorption occurs over different temper-
ature ranges. Nt on Ag(111) has the narrowest desorption
range from 190 to 350 K, whereas Az on Cu(111) has the
widest range from 240 to 550 K. The temperatures, at which
desorption is complete, also vary considerably. On both
surfaces, Az requires a higher temperature for complete
desorption than Nt (550 K vs 370 K on Cu; 400 K vs 350
K on Ag), suggesting that the nonalternant isomer Az binds
more strongly to both metal surfaces.
To gain further insights into the coverage dependence of the
desorption rate and to acquire data for the quantitative
analysis, desorption traces for different initial coverages Θ0
were measured, as shown in Figures 2 and 3. All systems
experience substantial peak broadening toward lower temper-
atures with increasing Θ0. This effect is frequently observed in
the TPD curves of organic molecules, and can be attributed to
coverage-dependent lateral repulsion between surface di-
poles.43 The vertical dipoles mainly arise from the “pillow,”
“cushion,” or Pauli push-back effect, which describes the
redistribution of electron density near the surface because of
the Pauli repulsion with electrons in the molecule.12,44,45
Additional dipole contributions may result from electron
transfer between the molecules and the surface46 or
deformation of the molecule in the case of chemisorption.
The TPD traces of Az on Cu(111) in Figure 3b show a peak
around 300 K, which appears at initial coverages between 0.7
and 0.9 ML. This peak is attributed to desorption from a
compressed, incommensurate submonolayer Az phase, which
Figure 2. Series of TPD traces for different initial coverages Θ0 of Nt
on (a) Ag(111) and (b) Cu(111). Initial coverages listed in the
graphs from top to bottom correspond to the TPD traces from left to
right. The monolayer spectra (1.00 ML) are indicated by bold lines.
The measurements were performed with a heating rate of 1 K/s by
mass spectrometric detection of m/z = 128 amu.
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was previously observed by nc-AFM.7 Being less pronounced,
this decompression peak also occurs for Az/Ag(111) around
220 K, but it is absent in the spectra of Nt. Apparently, the
occurrence of the decompression peak correlates with the
strength of the adsorbate−substrate interaction. Above the
monolayer coverage, second- and multilayer desorption peaks
occur, of which only the onsets of the second-layer peaks are
displayed.
Quantitative Analysis of TPD Data. The desorption
activation energy Ed as a measure of the adsorbate−substrate
bond energy is obtained by quantitative analysis of the TPD
data using the Polanyi−Wigner rate equation47−49





exp( / )d d d (1)
Here, rd is the desorption rate, Θ is the coverage, t is the time,
νd is the pre-exponential factor for desorption (prefactor), T is
the temperature, and R is the universal gas constant.
If the adsorption is nonactivated for all Θ, Ed can be equated
in good approximation with the negative differential adsorption
energy.50 For comparison with DFT calculations, which
provide integral adsorption energies, the experimental energies
must be integrated











The so-called “complete” methods for TPD analysis50,51 are
not suitable here because of the strong lateral repulsion.49
Instead, we use alternative and, in combination, similarly
effective methods. A straightforward approach that provides
the coverage-dependent desorption activation energy Ed(Θ)
from a single TPD trace was first proposed by Nieskens et al.,
and is based on rewriting eq 1 as follows49,52
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It should be noted that eq 3 is strictly applicable only when
the prefactor is independent of the coverage, which is not
necessarily the case.53,54 In practice, moderate changes of the
prefactor have a small effect on the estimate of Ed. Even if the
prefactor varies by as much as one order of magnitude over the
coverage range, Ed changes by only a few percent.
49 In addition
to this analysis, we employ here heating-rate variation (HRV)
analysis,55 a direct fitting procedure of the TPD data, and a
modified leading-edge analysis (LEA) method that provides
coverage-dependent prefactors.56,57
Desorption Prefactors. The prefactors required for























In this equation, β is the heating rate, which is defined as
dT/dt. This method can be used in the low-coverage range,
where the peaks have a regular first-order shape because the
broadening due to intermolecular repulsion is small. A
representative data set for Az on Ag(111) is shown in Figure
4; the data for the three other adsorbate systems are shown in
the Supporting Information, Figures S2−S5. The obtained
experimental prefactors are shown in Table 1 (mean values)
and Table S1 in the Supporting Information (individual
values). The prefactors are the highest for Az on Cu(111) and
the lowest for Nt on both surfaces. A higher prefactor can
indicate a reduced mobility of the desorption precursor
because of a more localized surface chemical bond.58,59
According to eq 4, the HRV analysis also provides the
desorption energies Ed, which will be discussed later.
In the literature, analysis of TPD data is frequently
performed with estimated, not measured, prefactors νd. For a
rough estimate of the desorption energy from a single
desorption maximum, the prefactor is usually assumed to be
1 × 1013 s−1, which can be reasonably accurate for atoms or
diatomic molecules.60 However, much higher prefactors have
Figure 3. Series of TPD traces for different initial coverages Θ0 of Az
on (a) Ag(111) and (b) Cu(111). Initial coverages listed in the
graphs from top to bottom correspond to the TPD traces from left to
right. The monolayer spectra (1.00 ML) are marked by bold lines.
The measurements were performed with a heating rate of 1 K/s by
mass spectrometric detection of m/z = 128 amu.
Figure 4. (a) HRV series for Az on Ag(111) for heating rates from 0.1
to 1.6 K/s and an initial coverage of 0.16 ML. (b) Analysis of the
HRV series for coverages of 0.08, 0.16, and 0.28 ML, according to eq
4, yields desorption activation energies and pre-exponential factors.
Corresponding data for the other systems can be found in the
Supporting Information.
Table 1. Desorption Prefactors (in s−1) for (Sub)monolayer
and Multilayer Regimesa
Az/Cu(111) Az/Ag(111) Nt/Cu(111) Nt/Ag(111)
expt. (HRV) 3.2 × 1016 1.5 × 1016 1.7 × 1014 3.4 × 1015
TST νd,mobile 3.2 × 1016 1.6 × 1016 1.3 × 1016 1.2 × 1016
TST νd,im 6.1 × 1022 1.8 × 1022 7.1 × 1021 5.8 × 1021
entropy νd 1.3 × 1018 1.0 × 1017 7.5 × 1016 5.4 × 1016
multilayer νd 1.6 × 1018 3.2 × 1017
a(Sub)monolayer prefactors from the experiment (HRV mean values,
for detailed data, see Table S1 in the Supporting Information), from
TST in the mobile and immobile limits, and from entropy
considerations. Multilayer prefactors from the Clausius−Clapeyron
equation (see Tables S2−S4 in the Supporting Information).
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been reported for the desorption of larger molecules.61,62 In
such cases, estimates on the basis of transition state theory
(TST) are more reasonable.62−64
As shown in detail in the Supporting Information, we have
used TST to calculate prefactors for two limiting cases of the
translational and rotational degrees of freedom (DOFs) of the
adsorbate (Table S2). In the mobile limit, the adsorbed
molecule possesses two translational DOFs parallel to the
surface and one rotational DOF around an axis perpendicular
to the molecular plane, which is assumed to be parallel to the
surface. In the immobile limit, the adsorbed molecule has no
rotational or translational DOF. At the desorption temper-
ature, especially in the low-coverage regime, the mobile limit is
more realistic. The resulting TST prefactors are shown in
Table 1.
Another approach, which is also based on the TST, uses the
activation entropy of the desorption process to calculate the
prefactor.54,65 The entropy in the transition state is
approximated by the gas-phase entropy minus the entropy of
the one-dimensional translation perpendicular to the surface.65
This is equivalent to the mobile limit considered above. The
adsorbate entropy can be estimated from the gas-phase entropy
by a relation that was originally proposed for alkanes, but was
later successfully applied to larger aromatic molecules such as
coronene.54 Detailed calculations are presented in the
Supporting Information, Table S3. As expected, the resulting
prefactors (Table 1) are similar to those obtained with TST in
the mobile limit. Prefactors for multilayer desorption were
estimated by another method based on the Clausius−
Clapeyron equation [see Table 1 and the Supporting
Information (Table S4) for details of the calculation]. Note
that the limitations inherent in TST in the calculation of
prefactors cannot be overcome by using normal mode
frequencies calculated using DFT, thus DFT turns out not to
be helpful in determining reliable prefactors.65,66
Desorption Energies. Inverted Polanyi−Wigner Equation.
The inverted Polanyi−Wigner (IPW) equation (eq 3) provides
coverage-dependent differential desorption energies from a
single TPD trace. Here, we used the monolayer TPD traces of
all four systems and employed the average experimental
prefactors obtained by HRV as well as the TST prefactors
(Table 1). The energies obtained by IPW analysis are
presented in Figure 5 (solid lines). Since HRV and TST
deliver almost identical prefactors for Az, only one energy
curve is shown, while for Nt, two separate energy curves are
shown corresponding to the HRV and TST prefactors. On
both surfaces, Az shows higher desorption energies than Nt
over the whole coverage range up to one monolayer. The
desorption energies of Az also drop faster with increasing
coverage, indicating a stronger intermolecular repulsion. These
differences between the two isomers are especially pronounced
on Cu(111).
The coverage dependencies of differential desorption
energies Ed based on the HRV prefactors are well described
by the following second-order polynomial fits (in kJ/mol, Θ in
ML): Az/Cu: 179 − 65Θ − 39Θ2, Az/Ag: 120 − 27Θ − 25Θ2,
and Nt/Ag: 103 − 18Θ − 19Θ2. (The Nt/Cu case will be
discussed separately below.) These polynomial fits are shown
as black dashed lines in Figure 5. This figure also shows the
energies obtained from the HRV analysis as open circles in the
low-coverage range. The agreement with the IPW results is
very good. For later comparison with the integral adsorption
energies calculated by DFT, the integral desorption energies
are needed. They were obtained by integration (eq 2) of the
corresponding IPW curves, and are included as colored dashed
lines in Figure 5.
For Nt, the DFT methods discussed below predict a
stronger bonding to Cu(111) than to Ag(111), contrary to the
experimental energies based on the HRV prefactors. This
disagreement requires special consideration and a critical
discussion of the desorption prefactors used in the analysis. As
can be seen in Table 1, Nt on Cu(111) is the only system with
a very substantial deviation between the experimental prefactor
(from HRV) and the TST prefactor for the mobile limit.
Interestingly, the experimental HRV prefactor (1.7 × 1014 s−1)
is here almost two orders of magnitude lower than its
theoretical TST counterpart (1.3 × 1016 s−1). This is a rather
unusual finding, because the prefactor in the mobile limit
represents the smallest possible prefactor (within the frame-
work of TST). Using the TST prefactor instead of the HRV
prefactor for the IPW analysis results in substantially higher
energies, which are well described by the second-order
polynomial 114 − 40Θ − 7Θ2 (in kJ/mol, Θ in ML, see
also Figure 5b). Later, we will show that the TST prefactor
agrees better with that obtained from a modified LEA
methods. Therefore, we will use the TST prefactor for Nt on
Cu(111) in the following.
Fit of the TPD Traces. Using the IPW method, we found
that the coverage dependence of the desorption energy is well
described by a second-order polynomial. However, this
method uses only one TPD trace for the analysis (here, the
trace corresponding to monolayer coverage). To use the full
data sets shown in Figures 2 and 3, the TPD data were fitted
using the Polanyi−Wigner equation (eq 1) with a second-
order polynomial for the desorption energy, Ed = a − bΘ −
cΘ2. The prefactors obtained from the HRV analysis were
used, except for Nt on Cu(111), for which the TST prefactor
was used (see above). The computed TPD traces are shown in
Figure 6 along with the experimental TPD data. The
desorption energies obtained by the fit are in excellent
agreement with the results of the IPW analysis, especially for
coverages below 0.6 ML, as can be seen in direct comparison
in Figure 7.
The simulated TPD traces in Figure 6 show a good
agreement with the experimental data in the leading-edge
range, especially at higher coverages. However, the high-
Figure 5. Desorption activation energies as a function of coverage for
Az (cyan and blue) and Nt (orange and red) on (a) Ag(111) and (b)
Cu(111). Solid lines: differential desorption energies [opaque:
νd(HRV), pale: νd(TST)]; colored dashed lines: integral energies
(for comparison with DFT calculations); black dashed lines: fits of
differential desorption energies with the polynomials described in the
text; and circles: desorption energies from HRV.
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temperature (low-coverage) sides of the peaks are broader in
reality than in the fits. This can be attributed to the presence of
defect sites, which lead to higher desorption temperatures at
very low coverages, but are not considered in the fits.
Note that second-order polynomials a − bΘ − cΘ2 have
been used in previous work to describe the coverage
dependence of adsorption energies.62,67,68 The constant a is
the desorption energy at zero coverage, while b is qualitatively
related to the intermolecular repulsion, which depends linearly
on the coverage. The constant c is related to relaxation, which
occurs when the molecules move away from their preferred
adsorption sites to lower the repulsion.62,67−69
Modified Leading-Edge Analysis for Coverage-Dependent
Prefactors. The above analysis is based on the assumption of
coverage-independent prefactors. In the following, we will use
a modified LEA to obtain coverage-dependent prefactors, and
thus more reliable coverage-dependent energies. In the original
work by Habenschaden and Küppers,56 the analysis uses only a
small section on the low-temperature side of each TPD trace.
For this section, ln rd is plotted versus 1/T. According to the
rearranged eq 1





this procedure should result in a straight line with the slope
−Ed/R and an intercept that depends on νd. This only holds
true if the relative coverage change is negligible, that is, if the
term n·ln Θ is approximately constant in the analyzed section.
A clear disadvantage of the original LEA lies in the low signal/
noise (S/N) ratio in the low-rate range used for the analysis.
Extension of the analyzed region to the range of higher rates
improves the S/N ratio, but introduces more errors because of
the neglected temperature dependence of the coverage.
A complementary approach was suggested by Parker et al.57
According to the rearranged eq 1






plotting a single TPD trace as ln(rd/Θn) versus 1/T results in a
straight line if the correct value for the desorption order n is
chosen. The slope and the intercept of this line provide Ed and
νn, respectively. A disadvantage is that these values are only
mean values averaged over the whole coverage range of the
TPD trace. In the case of strong coverage dependence of Ed
and νn, not even a straight line is obtained. As an advantage,
statistical errors are much lower than in the case of LEA,
because the entire TPD trace is used.
To combine the advantages of both approaches while
avoiding their disadvantages, we explicitly take the coverage
dependence of Θ into account using eq 6, but consider a
reasonably small part of the leading edge. In this way, we avoid
errors from neglecting the temperature dependence of Θ, while
achieving a good balance between statistics and coverage
resolution. In practice, coverage variations between 0.2 and 4%
(absolute up to 0.006 ML) were allowed. If the four lowest
initial coverages are excluded, the allowed coverage variations
are even smaller and in the range of 0.2−1%.
The results of this analysis (in short: LNR) are shown in
Figure 8 (triangles) along with the results of IPW (dashed line)
and HRV (circles). All methods show remarkably good
agreement up to 0.7 ML for Nt and 0.5 ML for Az. These
coverage ranges coincide for the most part with those for
which theoretical adsorption energies calculated by DFT are
available (ranges illustrated by grey arrows in Figure 8). At
higher coverages, the LNR energies exceed the IPW energies,
and the desorption prefactors increase. Increased prefactors
can generally be attributed to the reduced lateral mobility of
the desorption precursor at high coverages.
The most pronounced deviations between IPW and LNR
energies in the high-coverage range are found for Az on
Cu(111). For this system, the LNR energy decreases up to 0.6
ML. In the range from 0.6 to 0.8 ML, the energy remains
nearly constant (Figure 8c), while the prefactor increases and
reaches almost 1021 s−1 (Figure 8d). This value is in agreement
with that of the immobile limit of the TST (Table 1), and thus
agrees with a densely-packed adsorbate structure. A corre-
sponding compressed incommensurate phase has previously
been observed by nc-AFM.7 The same effect, but less
Figure 6. TPD coverage series of (a,b) Nt and (c,d) Az on (a,c)
Ag(111) and (b,d) Cu(111) (black lines) and simulated TPD traces
(red lines) using a quadratic function for the desorption energy
(shown in graphs, in kJ/mol). Constant prefactors, as obtained by the
HRV, were used, except for Nt on Cu(111), where the TST prefactor
was used (see Table 1). Coverage ranges: (a) 0.03−1.0 ML, (b)
0.01−1.0 ML, (c) 0.01−0.88 ML, and (d) 0.01−0.68 ML.
Figure 7. Desorption activation energies as a function of coverage for
Az (cyan, blue) and Nt (orange, red) on (a) Ag(111) and (b)
Cu(111). Solid lines: desorption energies obtained by fitting of the
TPD spectra according to Figure 6; dashed lines: desorption energies
obtained by IPW for comparison. The energies are based on the TST
prefactor for Nt on Cu(111) and HRV prefactors otherwise.
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pronounced, is also visible for the three other systems. The
steeply increasing prefactor for Az on Cu also seems to be
related to the appearance of the additional peak in the
monolayer spectrum above 0.7 ML.
For Nt on Cu(111), note that the IPW energy curve based
on the TST prefactor (see Figure 5b and related discussion of
the prefactors) is in good agreement with the LNR values in
the low-coverage range of up to 0.25 ML, while the HRV
energies are too low (Figure 8c). In addition, the prefactors
from the LNR analysis in this coverage range are substantially
higher than the HRV prefactor and closer to the TST prefactor
for the mobile limit. This retrospectively justifies our choice of
the TST prefactor in the above-presented IPW and TPD-fit
analyses. Apparently, the HRV analysis does not provide a
reliable value for Nt on Cu(111). The reason for this apparent
failure of the HRV analysis for this system is unclear, but the
case shows that a critical consideration of the desorption
prefactors and the application of several independent analysis
methods is indispensable for obtaining reliable desorption
energies from TPD experiments.
DFT Calculations. We will now compare the experimental
energies with theoretical adsorption energies obtained from
DFT calculations. Because DFT provides integral adsorption
energies, denoted Eads here, while the energies derived from the
TPD data are differential desorption energies Ed, it is necessary
to integrate the latter using eq 2 up to the coverage used in the
DFT calculation. As noted above, Ed can be equated to the
negative differential adsorption energy if the adsorption is
nonactivated.50 It is reasonable to assume that this is the case
here because the molecules stay intact and no intramolecular
bonds are dissociated. For the experimental energies, we use
here the IPW values, which mostly agree well with the values
from the other methods in the relevant coverage range. Note
that desorption energies are positive, while adsorption energies
are negative. Therefore, we compare here the negative integral
desorption energy −Ed,i (eq 2) and Eads. In the DFT
calculations, the following methods were used to treat vdW
interactions: (1) the DFT-D3 scheme14 with the Becke−
Johnson damping function,15,16 (2) the vdWsurf correction17
based on DFT-TS,18−20 (3) a MBD correction scheme,21,22
and (4) the D3surf scheme.12 All methods were combined with
the PBE exchange−correlation functional. In Table 2 and
Figure 9, the electronic adsorption energies from all four DFT
methods are compared with each other and with the
experimental energies. Qualitatively, all DFT methods
correctly predict the larger adsorption energy of Az compared
to Nt on both surfaces, as well as a larger adsorption energy for
both molecules on Cu(111) than on Ag(111). On a
quantitative level, the D3 and vdWsurf schemes substantially
overestimate all adsorption energies, whereas the MBD and the
D3surf methods overestimate the energies for some systems and
underestimate them for others. A comparison of the D3 and
vdWsurf schemes reveals that D3 shows a smaller deviation for
the strongly bonded system Az/Cu and larger deviations for
the other three systems, which are more weakly bonded. In
contrast, vdWsurf produces the larger deviation for the strongly
bonded system and a better agreement for the weakly bonded
systems. The MBD scheme leads to a slightly smaller
overestimation for the strongly bonded Az/Cu and even an
underestimation for the other weakly bonded systems. D3surf
shows a good agreement for the weakly bonded systems, but a
small underestimation for Az/Cu. Overall, D3surf comes closest
to the experimental values with an average deviation of 5 kJ/
mol, whereas D3 deviates the most by an average of 23 kJ/mol.
The agreement of D3surf with the experimental values is even
better if thermodynamic corrections are included (see below).
Very recently, an extension to the D3 scheme (termed DFT-
D4) was put forward that could lead to an improvement of the
DFT-D values in future investigations.70,71
The adsorption heights calculated for the same systems with
the same dispersion correction methods were already discussed
in previous work.12 There, all methods showed comparable
Figure 8. Coverage-dependent desorption energies and prefactors
obtained by the modified LEA (LNR). (a,c) Desorption energies Ed
and (b,d) prefactors νd for Az (cyan and blue triangles) and Nt
(orange and red triangles) on (a,b) Ag(111) and (c,d) Cu(111). The
results of HRV (circles) and IPW (dashed lines) are shown for
comparison. IPW energies were derived with the HRV prefactor,
except for Nt on Cu(111), where the TST prefactor was used. The
HRV prefactor for Nt is indicated as a faint dashed line. The dark grey
arrows indicate the coverage ranges for which DFT calculations were
performed (Ag: 0.12−0.51 ML; Cu: 0.16−0.65 ML).
Table 2. Comparison of the DFT Adsorption Energies Eads
(in kJ/mol) with Different Methods for the vdW
Correctionsa
aThe coverage for the experimental energies −Ed,i (from TPD,
integrated IPW results, and HRV prefactors) is 0.65 ML on Cu(111)
and 0.51 ML on Ag(111) corresponding to the (2√3 × 2√3)-R30°
structure used for both surfaces in the DFT calculations. The value for
Nt/Cu marked with “TST” is based on the TST prefactor.
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average errors of 0.04−0.07 Å.12 The vdWsurf method
consistently produced smaller adsorption heights than the
other methods, while MBD and D3surf yielded larger values.12
This finding is in agreement with the performance regarding
the adsorption energies discussed above.
To include corrections for the finite temperature during the
measurements, harmonic thermodynamic corrections were
performed for the D3 and vdWsurf calculations (Table 3). The
simplest correction is the inclusion of the differences in the
harmonic zero-point vibrational energy (ZPVE). Somewhat
more complicated is the conversion to the standard enthalpy of
adsorption ΔHads.31 For both corrections, assumptions about
the molecular DOFs in the adsorbed state are necessary. In the
following, we consider only two limiting cases: first, the mobile
limit with two translational DOFs and one rotational DOF on
the surface, then the immobile limit with only vibrational
DOFs. For thermodynamic corrections, a pressure of 1 bar and
a temperature of 298 K were used to get the standard
enthalpies; the area available for the translation of the molecule
on the surface was chosen to be the size of one unit cell at the
corresponding coverage.
It is noteworthy that the corrections lead to a minor
improvement for the weakly bonded systems, whereas larger
effects are found for the strongly bonded system Az/Cu. In the
latter case, the corrections lead to an improvement only for
D3surf. Only harmonic corrections were performed, but as the
molecule-surface potential is anharmonic, additional anhar-
monic finite temperature effects may contribute.72 However,
because of the stiffness of the molecules, only very small effects
are expected.
To evaluate whether the DFT calculations reproduce the
coverage dependency of the adsorption energies, calculations
for six different coverages were performed with the DFT-D3
scheme. In Figure 10, these calculated energies are compared
to the coverage-dependent integral energies from TPD, −Ed,i
(eq 2). As expected for this type of vdW correction, the DFT-
D3 results show an overestimation for all coverages. The
deviation is especially large in the case of Nt/Cu(111) with an
average of 39 kJ/mol, while the energies of the three other
systems are overestimated by averages of 17−24 kJ/mol.
Nevertheless, the general coverage dependency, especially the
decrease of adsorption energy with increasing coverage, is
reproduced well for all four adsorbate systems. The largest
gradient is observed for the most strongly bonded system Az/
Cu. When the experimental and theoretical data for Az/Cu are
each fitted with a linear function, the gradients of these linear
fits differ by only 2%. For the more weakly bonded systems, the
Figure 9. Comparison of the DFT adsorption energies Eads obtained
with different methods for the vdW corrections with the experimental
values −Ed,i (eq 2) derived by TPD (included as dotted lines). For
Nt/Cu, the experimental value based on the TST prefactor was used.
The coverage for the experimental energies is 0.65 ML on Cu(111)
and 0.51 ML on Ag(111) corresponding to the (2√3 × 2√3)-R30°
structure used for both surfaces in the DFT calculations. Open circles
are electronic adsorption energies, half-filled circles include a
harmonic zero-point vibrational energy (ZPVE) correction, and filled
circles include harmonic thermodynamic corrections; both are in the
mobile limit. For MBD and D3surf, no calculations for thermodynamic
corrections were performed, but the ZPVE and thermodynamic
corrections obtained for D3 (in light colors) were included for better
comparability.
Table 3. Compilation of the D3 and vdWsurf Adsorption
Energies Eads (in kJ/mol) with ZPVE Correction and
Harmonic Thermodynamic Correctionsa
aThe coverage for the experimental energies −Ed,i is 0.65 ML on
Cu(111) and 0.51 ML on Ag(111) corresponding to the (2√3 ×
2√3)-R30° structure used for both surfaces in the DFT calculations.
The experimental TPD energies were obtained using the integrated
IPW with HRV prefactors, except for Nt/Cu, where the TST
prefactor was used. The values for the ZPVE-corrected energies and
enthalpies are given in the mobile limit; the values obtained for the
immobile limit are given in parentheses. For all thermodynamic
corrections, a temperature of 298 K was used.
Figure 10. Experimental coverage-dependent integral desorption
energies −Ed,i (lines) compared with DFT-D3 adsorption energies
(open circles).
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adsorption energies are less dependent on the coverage, the
gradients are smaller and the relative deviations between
theoretical and experimental gradients are larger (12−53%).
Energy Decomposition Analysis. Further information on
the nature of the surface chemical bond was obtained from a
periodic energy decomposition analysis (pEDA) on the PBE-
D3 level of theory. In this method, the adsorbate structure is
divided into two fragments, one containing the molecule and
the other the surface. The total interaction energy can then be
divided into different terms, which reveal the details of
surface−adsorbate bonding (Table 4).38
The bond of Az with the Cu(111) surface is qualitatively
different from the bonds in other systems. Only for Az/Cu, the
electronic interaction energy is attractive with ΔEint (elec) =
−52 kJ/mol, which is the result of large attractive electrostatic
(ΔEelstat = −1138 kJ/mol) and orbital (ΔEorb = −958 kJ/mol)
terms, partly counterbalanced by a large Pauli repulsion term
(ΔEPauli = +2044 kJ/mol). Remarkably, these terms are almost
fivefold larger than in the other three adsorbate systems.
Although the dispersion term [ΔEint (disp) = −181 kJ/mol]
makes up a large part of the total interaction energy (ΔEint =
−233 kJ/mol), it would be misleading to conclude that the
Az−Cu bond is mainly of dispersive nature. In a more
appropriate interpretation, the molecule is attracted by both
dispersive and electronic contributions until it gets so close to
the surface that the Pauli repulsion balances both attractive
forces, and an equilibrium is established. The electronic
interaction energy then includes both attraction and repulsion,
whereas the dispersive interaction energy includes only the
(necessarily) attractive contribution of the semi-empirical vdW
correction. Further indications of a chemisorptive bond
include the large positive preparation energies ΔEprep, which
are caused by the considerable distortion of both the Az
molecule and the Cu surface in the adsorbed state, and the
substantial charge transfer from the surface to the molecule
(0.49 elementary charges).
The other three systems (Nt/Ag, Nt/Cu, and Az/Ag) show
weaker bonds between the surface and the molecule, in line
with previous work on Nt/Cu.12 The constituent electrostatic,
orbital, and Pauli terms of the interaction energy are again
larger than the total interaction energy and compensate each
other, but their magnitude is much smaller than in the case of
Az/Cu(111). For all three systems, the total electronic
interaction energy is now repulsive. In addition, the
preparation energies are very small; in fact, they are even
slightly negative, which is an artefact of the calculations and
discussed in the Supporting Information. The overall
conclusion is that the molecule−surface bonds in these three
systems should be classified as purely physisorptive, in
accordance with the negligible charge transfer and the large
adsorption heights as described in previous work.12 It should
be noted, however, that the orbital and electrostatic interaction
energies are the largest for the Az/Ag(111) system, even as the
overall bond is predicted to be stronger for Nt/Cu(111). Thus,
even on the less reactive Ag(111) surface, the nonalternant π-
topology of the Az molecule gives rise to an increased, if still
weak, involvement of the molecular orbitals in the bond with
the surface.
■ CONCLUSIONS
The interaction of the molecular isomers Nt and Az with the
(111) surfaces of Ag and Cu was studied using TPD and
dispersion-corrected DFT calculations. The different π-top-
ologies of the molecules result in different bonding energetics
to the two metal surfaces. On both surfaces, the nonalternant
Az forms a stronger bond than the alternant Nt, in line with
previous structural data showing shorter adsorption heights for
Az.12 Detailed quantitative TPD analysis with several
complementary methods provides reliable coverage-dependent
desorption energies and pre-exponential factors. The latter are
shown to play a critical role in assessing the reliability of the
experimental energies. In the monolayer range, the differential
desorption energies are well described by the following second-
order polynomials (in kJ/mol, Θ in ML): Nt/Ag: 103 − 18Θ
− 19Θ2, Nt/Cu: 114 − 40Θ − 7Θ2, Az/Ag: 120 − 27Θ −
25Θ2, and Az/Cu: 179 − 65Θ − 39Θ2. Slightly different
coverage-dependencies were found by a modified leading-edge
analysis. The DFT calculations qualitatively reproduce the
general trends in the adsorption energies and their coverage
dependencies. In particular, they correctly predict the
substantially larger adsorption energy of Az on both metals
and the larger adsorption energies of both isomers on Cu(111)
than on Ag(111). On a quantitative level, the D3 and vdWsurf
schemes overestimate all adsorption energies, with D3
performing better for the chemisorbed system and vdWsurf
performing better for the physisorbed systems. MBD under-
estimates the adsorption energy in the physisorbed systems,
and shows only a slight overestimation for the chemisorbed
system. The D3surf method is in good agreement with the
Table 4. Compilation of the pEDA Results for all Four
Adsorbate Systems; Energies in kJ/mol and Charges in
Elementary Charges (e)a
aA negative value of qmol derived via Bader’s AIM scheme indicates
charge transfer from the surface to the molecule. To check the
consistency of the pEDA calculations, the total bond energies ΔEbond
are compared to results obtained by a plane-wave code ΔEbond
(PAW); in this case, the PBE-D3 calculations used above. The
pEDA terms for the total bond energy follow the same trend as the
plane-wave results, but show an error of about 20 kJ/mol on Cu(111)
and 10 kJ/mol on Ag(111).
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physisorbed systems, and only very slightly underestimates the
adsorption energy for the chemisorbed system. Overall, D3surf
shows the smallest deviation in absolute values. The pEDA
analysis provides a detailed picture of the surface chemical
bond and confirms the interpretation that Az on copper forms




The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c00915.
Details of TPD measurements and analysis, HRV
analysis, estimation of desorption prefactors, and details
of DFT calculations (PDF)
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Marburg, 35032 Marburg, Germany
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I. Additional details of the TPD measurements and analysis 
Sample preparation  
For the adjustment of the different (sub)monolayer coverages, two different methods were used 
and critically compared: Method 1 produces the required coverage directly by adsorption of a 
corresponding amount of the gas-phase molecules onto the cold sample (<150 K). In contrast, 
method 2 employs an excess dosage of the molecules, which leads to a coverage larger than the 
required coverage. Thereafter, the sample is heated to an intermediate temperature, resulting in 
the partial desorption of the initial layer. The sample is then cooled back to <150 K and the 
TPD experiment is started. Figure S1, which compares two coverage series obtained by the 
different methods, reveals characteristic differences in the signal shapes: while method 2 (red 
curves) leads to regular, well defined line shapes, method 1 (black curves) results in deviations 
in the high-coverage leading edges, which partly extend considerably towards lower 
temperatures. We attribute these irregular leading edges to metastable phases, in which the 
molecules have a higher chemical potential than in the corresponding stable phases. Apparently, 
the phase transition from the metastable to the stable adsorbate phase is partly slower than the 
desorption into the gas phase. The annealing procedure in method 2 apparently leads to the 
desorption or transformation of the metastable phases, as indicated by the regular shapes for 
desorption from a stable thermodynamic equilibrium phase.  
The irregular leading edges can lead to erroneous results in the data analysis, especially when 
leading-edge methods are used, which rely on the range in which the artifacts appear. As an 
example, we compare the two TPD traces corresponding to initial coverages of 0.9 ML. For the 
sample prepared by method 2 (annealed), we find a desorption energy of 113 kJ/mol and a 
realistic prefactor of 4⋅1018 s-1. In contrast, the sample prepared by method 1 (non-annealed) 
yields unrealistically low values for the energy (34 kJ/mol) and the prefactor (3⋅103 s-1), which 
clearly show that the analysis method fails. 
The deviations between the annealed and non-annealed layers occur especially in the range of 
intermediate coverage, where a compressed monolayer phase is formed. According to recent 
nc-AFM studies on the azulene/Cu(111) system, this phase has no long-range order and thus 
not all molecules are adsorbed at their most stable adsorption sites.1 Apparently, this disordered 
structure shows an increased tendency for the formation of metastable phases. Our results also 
suggest that there is an activation barrier between the regular and the compressed phase, such 
that desorption can successfully compete with the transition from the (partly metastable) 
compressed to the (stable) expanded, commensurate structure. To avoid the above-mentioned 
problems in the data analysis, only method 2 (annealed sample) was used to obtain the data for 






  Figure S1. Menzel-Schlichting plot of two coverage series corresponding to two different 
preparation techniques: method 1 without preannealing (black lines) and method 2 with 
preannealing (red lines). See the text for further details. The heating rate was 1 K/s. The bold 
traces correspond to a coverage of 0.9 ML. The different slopes in the leading edge (blue dashed 
lines) reveal that low-temperature adsorption produces (partly) metastable adsorbate phases, 







In the following section all data of the heating-rate variations for naphthalene on Ag(111) 
(Figure S2) and Cu(111) (Figure S3) and for azulene on Ag(111) (Figure S4) and Cu(111) 
(Figure S5) are shown as well as a table summarizing the results (Table S1). 
  
Figure S2. (a) Heating-rate variation (HRV) series for naphthalene on Ag(111) for heating rates 
from 0.1 to 1.6 K/s. Initial coverages were prepared according to method 2 by annealing to 290, 
300 and 310 K, yielding coverages of 0.23, 0.13 and 0.07 ML, respectively. (b) Linear fit of 
 2max maxln / vs.1 /T T ; the results are shown in the table below. 
 
 
Figure S3. (a) Heating-rate variation (HRV) series for naphthalene on Cu(111) for heating rates 
from 0.1 to 1.6 K/s. Initial coverages were prepared according to method 2 by annealing to 310, 
320 and 330 K, yielding coverages of 0.16, 0.11 and 0.06 ML, respectively. (b) Linear fit of 






Figure S4. (a) Heating-rate variation (HRV) series for azulene on Ag(111) for heating rates 
from 0.1 to 1.6 K/s. Initial coverages were prepared according to method 2 by annealing to 315, 
330 and 345 K, yielding coverages of 0.28, 0.16 and 0.08 ML, respectively. (b) Linear fit of 
 2max maxln / vs.1/T T ; the results are shown in the table below. 
 
 
Figure S5. (a) Heating-rate variation (HRV) series for azulene on Cu(111) for heating rates 
from 0.1 to 1.6 K/s. Initial coverages were prepared according to method 2 by annealing to 470, 
480 and 490 K, yielding coverages of 0.17, 0.12 and 0.09 ML, respectively. (b) Linear fit of 







Table S1. Desorption activation energies and prefactors of azulene (Az) and naphthalene (Nt) 
on Ag(111) and Cu(111) obtained by HRV in the low-coverage regime. Energies in kJ/mol, and 
prefactors in s-1. 
System Coverage Ed    νd 
Nt/Ag(111) 0.07 102 3.11015 
0.13 101 5.21015 
0.23 98 2.31015 
Nt/Cu(111) 0.06 100 2.31014 
0.11 98 1.41014 
0.16 96 1.51014 
Az/Ag(111) 0.08 119 2.01016 
0.16 116 1.81016 
0.28 111 9.01015 
Az/Cu(111) 0.09 177 7.71016 
0.12 171 2.61016 







Estimation of desorption prefactors  







              (S1) 
with the Boltzmann constant k, the Planck constant h, and the partition functions q  and qad of 
the transition state and the adsorbed state, respectively. An accurate calculation of q  and qad 
would require detailed knowledge of the interaction potentials of the adsorbed molecule and 
the transition state.2 These data are not available from the experiment. Nevertheless, upper and 
lower limits for νd can be estimated on the basis of reasonable assumptions about the degrees 
of freedom in the adsorbed state and in the transition state. First, we neglect any vibrational 
partition functions, which are small and mostly cancel in Equation S1. Second, the transition 
state is approximated as a free gas-phase molecule with two translational and three rotational 
degrees of freedom. (The third translational degree of freedom represent the critical coordinate 
and is therefore omitted in q .) The partition function of the transition state is therefore given 
by: 
tr,2D rot,3Dq q q
              (S2) 
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with the symmetry factor σ, the velocity of light c0, and the rotational constants BA, BB, BC, (in 
m-1). 
In the following, we consider the two limiting cases for the degrees of freedom of the adsorbate. 
In the mobile limit, the adsorbed molecule possesses two translational degrees of freedom 
parallel to the surface and one rotational degree of freedom around an axis perpendicular to the 
molecular plane, which is assumed to be parallel to the surface. The partition function for this 
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The translational partition function for the mobile adsorbate equals tr,2Dq
  (Equation S3). Hence, 
the translational contributions cancel in Equation S6 and the prefactor for the mobile limit 













In the immobile limit, the adsorbed molecule has no rotational or translational degrees of 
freedom. The corresponding prefactor νd,im therefore depends only on the partition function of 





              (S7) 
The resulting prefactors are shown in Table S2. The mass m is 2.13 ⋅ 10-25 kg for both azulene 
and naphthalene. For A, the area per molecule in the saturated layer is used, in case of azulene 
on Cu(111) the area of the compressed phase obtained by nc-AFM is used.1 (This area is 
difficult to estimate, because it depends essentially on the lateral mobility of the molecule in 
the transition state. Some authors use the full area of the crystal here.4) The symmetry factor σ 
counts the number of rotational operations (Cn) plus the identity operation. For the free 
molecules, the values are 4 for naphthalene (D2h) and 2 for azulene (C2v). For the adsorbed 
molecules, the values are 2 for naphthalene (C2v) and 1 for azulene (Cs). The index A denotes 
the axis perpendicular to the molecule plane.  
 
Table S2. Desorption prefactors in the mobile and immobile limit for azulene (Az) and 
naphthalene (Nt) on Cu(111) and Ag(111), and parameters necessary for the calculation. All 
areas are given in 10-19 m2, rotational constants in cm-1, temperatures in K and prefactors in s-1. 
Adsorbate  Az/Cu(111) Az/Ag(111) Nt/Cu(111) Nt/Ag(111) 
Area A 4.40 4.40 4.40 4.40 
Rotational 
Constants5-6 
BA: 0.0948 BA: 0.0948 BA: 0.104 BA: 0.104 
BB: 0.0419 BB: 0.0419 BB: 0.0411 BB: 0.0411 
BC: 0.0290 BC: 0.0290 BC: 0.0295 BC: 0.0295 
Temperature 525 370 350 330 
νd,mobile  3.21016 1.61016 1.31016 1.21016 
νd,im  6.11022 1.81022 7.11021 5.81021 
 
Another approach to obtain the prefactor for (sub-)monolayers is to directly calculate the 
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          (S8) 
where 0S  is the entropy of activation in the desorption process. This entropy is the difference 
between the entropy of the molecule in the transition state 0S  and in the adsorbed state 
0
adsS . 
The entropy in the transition state itself can be approximated by the gas phase entropy 0gasS  






0 0 0 0 0 0
ads gas gas,1D-trans adsS S S S S S               (S9) 
The gas phase entropy 0gasS  can be obtained by interpolating literature values. Campbell and 
Sellers found a relation for alkanes between the entropies of the gas phase and the adsorbed 
state if the gas-phase entropy is below 60R:7 
   0 0ads gas0.7 3.3S T S T R            (S10) 
This relation was already applied to larger molecules like coronene yielding good results.8 
Using statistical mechanics and the Sackur-Tetrode equation9 0gas,1D-transS  can be calculated for any 
molecule if assuming that each translational degree of freedom contributes equally to the 3D 
translational entropy:7 
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      (S11) 
With these equations the prefactor for submonolayers can be calculated (Table S3). The gas 
phase entropies for naphthalene were taken from Ref. 10. No entropy data are available for 
azulene, hence the same data as for naphthalene were used. 
 
Table S3. Desorption prefactors obtained by the activation entropy of desorption for azulene 
and naphthalene on Cu(111) and Ag(111), and parameters necessary for the calculation. All 
temperatures in K, all entropies in J/(mol K) and prefactors in s-1. 
Adsorbate  Az/Cu(111) Az/Ag(111) Nt/Cu(111) Nt/Ag(111) 
Temperature  525 370 350 330 
0
gasS 10 434.2 364.7 356.3 347.8 
0
adsS  
276.5 227.9 222.0 216.0 
0
gas,1D-transS  60.4 57.9 57.6 57.2 
d  1.31018 1.01017 7.51016 5.41016 
 
The calculated prefactors are in good agreement with the transition state theory, except for 
azulene on Cu(111). This further proves the possibility of prefactors above 11013 s-1. 
The two presented methods for calculating the prefactor apply only for (sub-)monolayers. For 
the multilayer desorption another method has to be used. Because the desorption of multilayers 
is similar to the process of sublimation, the prefactor can be estimated assuming detailed 
balance between a condensed film in equilibrium with its vapor pressure and the Clausius-













with the vapor pressure at infinite temperature p0 and the sticking coefficient s. The vapor 
pressure at infinite temperature p0 can be calculated by the Clausius-Clapeyron equation and 
the Antoine-equation:15 
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        (S13) 
with the sublimation enthalpy ΔHsubl and the fit parameters AAE, BAE and CAE. Vapor pressure 
data can be plotted as ln(p) vs. 1/T and fitted with the Antoine equation. To address the 
temperature dependency of the vapor pressure, the y-intercept of the tangent at the multilayer 
desorption temperature has to be used instead of the intercept of the Antoine equation 
(parameter AAE).13 The results are shown in Table S4. 
 
Table S4. Desorption prefactors obtained by detailed balance for multilayers of azulene and 
naphthalene on Cu(111) and Ag(111), and parameters necessary for the calculation. Vapor 
pressure data are taken from Refs. 16-17. All temperatures, BAE and CAE in K, areas in 10-19 m2, 
vapor pressures in Pa and prefactors in s-1. 
Adsorbate  Az Nt 
Temperature 210 205 
Area 4.39 4.39 
AAE  21.7 33.5 
BAE  4743.5 9625.0 
CAE  -56.4 9.9 
p0 2.21014 4.41013 








II. Details of the DFT calculations 
PBE-D3(BJ) calculations 
The DFT-D3 scheme proposed by Grimme et al. uses atomic pairwise contributions to the 
dispersion interaction energy based on the polarization of the respective atoms in their chemical 
environment.18 The energy contributions are based on tabulated C6 coefficients taking into 
account the fractional coordination number of the atom under consideration and a damping 
function for close interatomic distances following a proposal by Becke and Johnson.19-20 
The calculations were performed with the Vienna Ab Initio Simulation Package (VASP) 
Version 5.4.4.21-24 The PBE functional25 was used in combination with the third-generation van 
der Waals dispersion correction by Grimme (DFT-D3)18-19 and the projector-augmented wave 
(PAW) ansatz26-27 for the atomic cores. 
The bulk lattice parameter for silver and copper were optimized with the Birch-Murnaghan 
approach yielding 4.072 Å for silver and 3.568 Å for copper. Using these lattice parameters a 
4-layer slab was constructed.  
The plane-wave cutoff energy, the vacuum layer thickness, and the k-mesh were determined by 
convergence series. The resulting values were a cutoff energy of 350 eV and a vacuum layer 
thickness of 30 Å. The centered 24×24×1 Monkhorst-Pack k-point mesh of the 1×1 surface 
cell was adjusted for the unit cell size, yielding an 7×7×1 mesh for the (2√3 × 2√3)-R30º unit 
cell. The Methfessel-Paxton scheme of 2nd order for partial occupancies was used in the 
calculations (ISMEAR = 2) with a width of the smearing of = 0.2 eV to accelerate SCF 
convergence. The electronic SCF convergence criterion was set to 10-5 eV. 
All structures were optimized until changes in forces were below 0.01 eV/Å. Only the topmost 
two surface layers were freely optimized together with the adsorbed molecule, while the bottom 
two layers were kept frozen at their bulk positions. An extensive search for the best adsorption 
site was carried out, yielding the on-top-30° site for the (3×3) structures on Ag(111) and the 
hcp-hcp-0° site for all other structures. The energies of the free molecules were calculated using 
a cubic unit cell with an edge length of 30 Å at the -point.  
 
PBE-vdWsurf calculations 
The vdWsurf approach28-29 includes the collective electronic response of the substrate in the 
determination of the vdW parameters (C6 coefficients, polarizabilities and vdW radii) by 
combining the pairwise Tkatchenko-Scheffler (TS) method30 with the Lifshitz-Zaremba-
Kohn theory.31-32 The TS scheme includes the dependence on the electronic density in the 
calculation of the vdW parameters by using the local Hirshfeld volume of the atoms in the 
chemical environment to reweight the free-atom parameters; thus, the TS method accounts for 
hybridization and other effects of the chemical environment.  
Calculations with the vdWsurf method were performed using the FHI-aims code,33 an all-
electron code that uses numeric atom-centered orbitals as basis functions. We used “tight-tier2” 
basis sets for the Ag, Cu and H atoms, and the “tight-tier3” basis set for the C atoms. 





the total energy, respectively. We used the vdW parameters (C6 coefficients, polarizabilities 
and vdW radii) computed in Ref. 29. Both Cu(111) and Ag(111) surfaces were modeled using 
a (2√3 × 2√3)-R30º unit cell, with a five-layer slab and a vacuum region of 130 Å. In the 
geometry optimizations, the molecules and the top two metal layers were allowed to relax while 
the remaining bottom layers were constrained to their bulk positions; a force convergence 
criterion of 10-2 eV/Å was applied for structural relaxations. We used a 4×4×1 Monkhorst-
Pack k-point mesh to sample the Brillouin zone. Occupation numbers were determined using a 
Gaussian broadening function with a broadening width of 0.1 eV.  
 
PBE-MBD calculations 
The MBD method34-35 accounts for collective many-body vdW effects beyond the pairwise 
approximation by representing the atomic response functions (within the random phase 
approximation) by a set of quantum harmonic oscillators interacting via the dipole–dipole 
interaction potential. 
Calculations with the MBD methods were performed using the FHI-aims code,33 an all-electron 
code that uses numeric atom-centered orbitals as basis functions. We used “tight-tier2” basis 
sets for the Ag, Cu and H atoms, and the “tight-tier3” basis set for the C atoms. Convergence 
criteria of 10-5 electrons/Å3 and 10-5 eV were applied for the charge density and the total energy, 
respectively. We used the vdW parameters (C6 coefficients, polarizabilities and vdW radii) 
computed in Ref. 29. Both Cu(111) and Ag(111) surfaces were modeled using a (2√3 × 2√3)-
R30º unit cell, with a five-layer slab and a vacuum region of 130 Å. In the geometry 
optimizations, the molecules and the top two metal layers were allowed to relax while the 
remaining bottom layers were constrained to their bulk positions; a force convergence criterion 
of 10-2 eV/Å was applied for structural relaxations. We used a 4×4×1 Monkhorst-Pack k-point 
mesh to sample the Brillouin zone. Occupation numbers were determined using Gaussian 
broadening function with a broadening width of 0.1 eV. 
 
PBE-D3surf(BJ) calculations 
The Grimme D3 dispersion correction scheme is based on coordination-dependent C6 
coefficients.18 Its main limitation is that for many elements the original parameter tables only 
contain C6 values for rather low coordination numbers. For example, for the noble metals Cu, 
Ag and Au, only C6 coefficients for coordination number 0 (isolated atoms in the gas phase) 
and coordination number 1 (derived from the gas phase monohydride molecules) are included. 
In the bulk or at a surface the polarizability of the noble metal atoms is significantly reduced 
compared to the gas phase or a hydride molecule, giving rise to lower C6 values. Thus, applying 
the original D3 parameter table of Grimme for adsorption studies of molecules on noble metal 
surfaces often leads to overbinding, especially for the adsorption energies. 
The need to adjust C6 coefficients for adsorption studies was also realized by Tkatchenko and 
Scheffler (TS) when they applied their TS dispersion correction scheme,30 which is based on 
atomic C6 values, to metal substrates. To remedy the overbinding, they combined the pairwise 
Tkatchenko-Scheffler (TS) method30 with the Lifshitz-Zaremba-Kohn (LZK) theory31-32 to 





parameters (C6 coefficients, polarizabilities and vdW radii). The TS method with the new vdW 
parameters was then called vdWsurf approach.28  
Our new D3surf scheme is similar in spirit as the vdWsurf method: the dispersion energy is still 
calculated as a sum of pairwise contributions, but the C6 coefficients for the surface and the 
bulk atoms are reduced to reflect the lower polarizability of the atoms in the highly-coordinated 
environment. However, in contrast to vdWsurf we determine the new C6 coefficients by a 
different approach. In D3surf, the C6 coefficients for surface and bulk atoms are obtained by 
using the older Grimme D2 approach, which only utilizes static polarizabilities.36 Static 
polarizabilities are calculated by applying a static electric field of different strength to Cu and 
Ag slabs and by deducing the slope of the induced dipole moment at zero electric field strength.  
Table S5 shows that by using slabs with different thickness, we can nicely entangle the 
contributions of the surface and bulk atoms to the overall total polarizability of the slab. The 
obtained values for the atomic polarizabilities also do not differ much for (111)- and (100)-
oriented slabs. In the final step, the atomic static polarizabilities are converted to C6 coefficients 
by using the relation of Grimme’s D2 scheme (see Table S6).  
 
Table S5. Calculated static polarizabilities. tot is the total polarizability of slabs with NL layers. 
surf is half of tot of the 2-layer slab. The polarizability of bulk atoms is bulk = (tot - 
2surf)/(NL-2). All polarizabilities are given in bohr3. 
  Cu(111)    Ag(111) 
NL tot surf bulk  tot surf bulk 
2 15.8636 7.9318   22.2378 11.1189  
3 22.6001  6.7365  32.0558 9.8180 
4 28.9980  6.5672  41.8087 9.7855 
5 35.5926  6.5763  51.4319 9.7314 
  Cu(100)   Ag(100)  
NL tot surf bulk  tot surf bulk 
2 17.4807 8.7404   24.3232 12.1616  
3 23.9892  6.5085  33.8209 9.4977 
4 30.3763  6.4478  43.0346 9.3557 









Table S6. C6 coefficients used in this work. CN is the result of Grimme’s “counting function” 
for the fractional coordination number and α is the averaged static polarizability for surface and 
bulk atoms from Table S5. 
 CN  / bohr3 C6 / Ry·bohr6  
Cu 0.0 - 674.4 D3 
 1.0 - 350.0 D3 
 5.9 8.3361 177.4 D3surf 
 8.4 6.5375 139.1 D3surf 
Ag 0.0 - 853.5 D3 
 1.0 - 537.2 D3 
 5.9 11.64025 364.3 D3surf 
 8.3 9.5882 300.0 D3surf 
 
These new C6 coefficients for Cu and Ag surface and bulk atoms are then added to the D3 
parameter table at the coordination numbers as determined in our slab calculations by Grimme’s 
"counting function".18 D3surf is thus a rather simple extension of the original D3 scheme by 
adding C6 coefficients for higher coordination number where none were available yet. The 
D3surf scheme has been applied to several other materials, in particular oxides and halides. These 
additional benchmark calculations will be presented in a forthcoming publication. 
The D3surf calculations were performed with the PWscf code of the Quantum Espresso software 
package.37 As in the D3 calculations we use the PBE functional25 and the Becke-Johnson 
damping function within the dispersion correction scheme.19-20 Atomic cores were represented 
by Vanderbilt ultrasoft pseudopotentials38 and the wave functions were expanded in a plane 
wave basis with cutoff energy of 30 Ry. 
With this setup and the D3surf dispersion correction scheme we obtain bulk lattice constants for 
Cu and Ag of 3.606 Å and 4.101 Å, respectively. Surfaces were represented by periodically 
repeated slabs with a thickness of 5 atomic layers and a (2√3 × 2√3)-R30º surface unit cell. The 
optimized bulk lattice constants were used for the lateral dimensions of the slabs. In the 
structure optimization the force convergence criterion was set to 0.003 eV/Å. Only the upper 
three surface layers and the adsorbate were allowed to relax, while the bottom two layers were 
kept frozen at their bulk positions. k-point sampling was done with a -centered 7×7×1 
Monkhorst-Pack mesh and fractional occupation numbers were determined by a Gaussian 






pEDA in ADF-BAND  
The calculations were performed in ADF-BAND Version 2017.104.39-40 The same DFT 
functional and dispersion correction PBE-D3(BJ)18-19, 25 as employed in VASP was used here 
and scalar relativistic corrections with the ZORA approach were included.41 A Becke grid with 
normal accuracy was employed for the numerical integration.42 For the atom-centered basis set 
a convergence series was performed (see Table S7) yielding the use of TZ2P.43-44 The frozen 
core approximation was used for the metal atoms (setting “small”, Cu: 1s,2s,2p; Ag: 
1s,2s,2p,3s,3p,3d). Electronic smearing with a width of 10-4 a.u. was applied during SCF 
calculations. 
The structures were taken from the VASP optimizations and not further optimized in ADF-
BAND. The calculations of the 4-layer slabs were done with 2D periodic boundary conditions 
(PBC) whereas the free molecules were calculated without PBC. For the molecular fragments 
calculations both with and without PBC were conducted. The fragments for the pEDA analysis 
were chosen to be the surface and the molecule in their singlet ground states.  
The actual pEDA calculation was performed as implemented in the ADF-BAND package 
2017.39-40, 45 Calculations were conducted with different k-meshs going from -only to the 7×7 







Table S7. Basis set convergence for the pEDA calculations, k-grid = 7×7. Shown are the 
energies in kJ/mol and the deviation to the TZ2P value in percent. 
Eint DZ         TZP TZ2P 
Az/Ag -184 35% -137 1% -137 
Az/Cu -282 21% -234 0% -233 
Nt/Ag -167 35% -124 1% -123 
Nt/Cu -190 30% -148 2% -146 
  
EPauli DZ           TZP TZ2P 
Az/Ag 445 5% 422 -1% 426 
Az/Cu 2183 7% 2027 -1% 2044 
Nt/Ag 288 3% 277 -1% 280 
Nt/Cu 398 1% 386 -2% 392 
  
Eelstat DZ           TZP TZ2P 
Az/Ag -322 28% -247 -1% -251 
Az/Cu -1361 20% -1129 -1% -1138 
Nt/Ag -215 31% -161 -2% -164 
Nt/Cu -267 25% -210 -2% -213 
  
Eorb DZ            TZP TZ2P 
Az/Ag -167 -3% -173 0% -172 
Az/Cu -924 -4% -951 -1% -958 
Nt/Ag -111 1% -111 1% -110 
Nt/Cu -166 -3% -171 0% -171 
 
The negative preparation energies (shown in Table 4 of the main text) should be impossible 
given the definition of the preparation energy. This unexpected behavior is observed if the 
preparation energies are calculated by comparing the deformed molecule layer with the free 
molecule in the ground state. In this case, the mutual attraction of molecules in neighboring 
cells leads to a decrease in energy of the deformed fragment and thus to a negative preparation 
energy (∆Eprep(mol,in cell)). By comparing instead the free deformed molecule with the free 
molecule in the ground state (∆Eprep(mol,free)), this attraction can be avoided, leading to the 





Table S8. k-space convergence for the pEDA calculations, basis set = TZ2P. Shown are the 
energies in kJ/mol and the deviation to the 7×7 value in percent. 
Eint k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7
Az/Ag -116 -15% -124 -9% -132 -3% -137
Az/Cu -185 -20% -205 -12% -235 1% -233
Nt/Ag -111 -10% -115 -7% -121 -2% -123
Nt/Cu -139 -5% -137 -6% -148 1% -146
   
EPauli k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7
Az/Ag 419 -2% 428 0% 422 -1% 426
Az/Cu 2099 3% 2103 3% 2037 0% 2044
Nt/Ag 273 -3% 281 0% 277 -1% 280
Nt/Cu 405 3% 404 3% 388 -1% 392
  
Eelstat k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7
Az/Ag -254 1% -263 5% -251 0% -251
Az/Cu -1136 0% -1159 2% -1122 -1% -1138
Nt/Ag -166 1% -173 5% -164 0% -164
Nt/Cu -214 0% -220 3% -207 -3% -213
  
Eorb k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7
Az/Ag -141 -18% -149 -13% -163 -5% -172
Az/Cu -968 1% -968 1% -970 1% -958
Nt/Ag -88 -20% -94 -15% -104 -5% -110







Comparison of DFT methods 
Finally, in Table S9 the computational details as well as the used parameters of all different 
DFT methods are compared. 
Table S9. Comparison of the calculational details of the different employed DFT methods. 
Parameter D3(BJ) vdWsurf MBD D3surf(BJ) pEDA 








Functional PBE PBE PBE PBE PBE 
Dispersion 
correction 
D3(BJ) vdWsurf MBD 













 p wcu tE = 30 Ry 
numeric AOs, 
TZ2P 
Pseudopotentials PAW none none USPP frozen core 
Slab thickness 4 layers 5 layers 5 layers 5 layers 4 layers 
Vacuum layer 30 Å 130 Å 130 Å about 20 Å - 
k-grid  7×7×1 4×4×1 4×4×1 7×7×1 7×7 
Ag fcc lattice 
parameter 
(Expt.: 4.079 Å) 
4.072 Å 4.014 Å 4.014 Å 
4.069 Å  /  
4.101 Å 
4.072 Å 
Cu fcc lattice 
parameter 
(Expt.: 3.597 Å) 
3.568 Å 3.601 Å 3.601 Å 
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The performance of graphene-based (opto)electronic devices depends critically on the 
properties of the graphene/metal interface. One important method to tailor this interface is 
the employment of topological defects. Here, we focus on the prototypical Stone-Wales 
defect and combine theoretical studies of the defect/metal interface with experimental 
investigations of a molecular model system. Bonding analysis based on density functional 
theory reveals that the embedded defect engages in increased interaction with a Cu(111) 
surface, compared to regular graphene. This finding is experimentally corroborated by the 
molecular model, in which azupyrene mimics the Stone-Wales defect and its isomer pyrene 
represents the ideal graphene structure. Interaction energies determined with temperature 
programmed desorption, electronic-structure analysis by photoelectron spectroscopy and 
X-ray absorption spectroscopy, and apparent adsorption-height differences measured by 
atomic force microscopy confirm the enhanced bonding on a quantitative level. The 
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Graphene, a single atomic layer of graphite, is a versatile material with unique properties, 
such as high electrical and thermal conductivity, mechanical strength, optical transparency, 
and chemical inertness.1 These physical and chemical properties of the ideal graphene 
lattice can be strongly modified by topological defects,2 which occur as isolated defects 3-
5 or collectively at grain boundaries.6-9 These intrinsic defects influence the chemical 
reactivity,10,11 mechanical strength,9,12-14 electron transport,6,15 and magnetism.16 In 
addition, defects can be introduced artificially by topological design to tailor the properties 
of the graphene sheet.17  
For application in (opto) electronic devices, the graphene-based active element must be 
contacted by metal electrodes.18 The resulting graphene/metal interfaces crucially affect 
the performance of the devices.19 It has been suspected that the defects play a decisive role 
in the graphene/metal interaction and therefore largely determine the interface properties.20 
However, only rudimentary information is available regarding the interaction of the defects 
with metal surfaces. On the experimental side, these deficits are mainly due to 
methodological challenges. Interaction energies, vertical bond distances, or spectroscopic 
information about the electronic structure are usually obtained with laterally integrating 
techniques. Thus, contributions from the defects are obscured by background signals 
originating from the ideal graphene lattice.  
To overcome these difficulties, it appears feasible to combine theoretical studies of the 
embedded defects with experiments using a model system that mimics the local chemical 
and physical environment at a defect site, but can be prepared in high and laterally uniform 
concentration. Following this idea, we approximate the isolated Stone-Wales defect by the 
azupyrene molecule, which has the same 5-7-5-7 topology of the carbon skeleton. The 
Stone-Wales defect was chosen because it is arguably one of the most important and 
ubiquitous intrinsic point defects of graphene and other 2D materials.21,22 As a reference 
system, we use pyrene, which is an isomer of azupyrene and consists only of 6-membered 
rings, i.e., it has the topology of the regular graphene lattice. Both azupyrene and pyrene 
are polycyclic aromatic hydrocarbons and structural isomers with the sum formula C16H10. 
The nonalternant topology23 of azupyrene is known to influence the electronic structure24 
and possibly the interfacial interactions.25 No previous studies exist regarding the 
interaction of azupyrene with surfaces. Pyrene on Cu(111) was only studied by scanning 
tunneling microscopy (STM).26  
We find that the embedded Stone-Wales defect engages in increased electronic interaction 
with the copper surface, compared to regular graphene, and observe transfer of electron 
density from the metal to the graphene sheet at the defect site. These results from density 
functional theory (DFT) calculations are corroborated by experimental studies of the 
molecular model system. Azupyrene as the molecular model defect forms a strong 
chemisorptive bond to the Cu(111) surface, whereas pyrene as a model for the regular 
graphene is only physisorbed. This conclusion is based on the following observations: (1) 





programmed desorption (TPD), (2) the stronger electronic hybridization of the model 
defect, according to X-ray and ultra-violet photoelectron spectroscopy (XPS/UPS) and near 
edge X-ray absorption fine structure (NEXAFS), (3) the shorter bond between the model 





Results and Discussion 
Surface interaction of embedded graphene defects. The interaction of embedded 
graphene defects with a metal surface was studied using dispersion-corrected periodic DFT 
calculations for two different defect topologies: the Stone-Wales defect and the 5-7 defect. 
Fig. 1a-c shows the free-standing, optimized structures of the ideal graphene lattice, the 
embedded Stone-Wales defect, and the embedded 5-7 defect. The Stone-Wales defect only 
slightly distorts the surrounding graphene lattice, whereas the 5-7 defects induces stronger 
deformations.  
Next, the three different graphene unit cells were placed on a 4 layer Cu(111) slab. 
Geometry optimization yields the adsorbate structures of the embedded graphene defects, 
as shown in Fig. 1d-i. As a starting point, the adsorption structure of the ideal graphene 
lattice was chosen to be the (1×1) superstructure typically used in DFT investigations of 
the ideal graphene lattice on Cu(111).27 The lattice mismatch between the optimized cell 
geometry of free-standing graphene and the forced (1×1) superstructure on the Cu(111) 
surface is only about 2 %.  
The interaction of the embedded defects with the metal surface causes substantial charge 
redistribution, which is overlayed as charge density difference plots over the structures in 
Fig. 1d-i. For the ideal graphene lattice (Fig. 1d,g), some charge rearrangement occurs 
mostly by electron flow from the -system of the graphene layer and from the first copper 
layer into the interface region between copper and graphene. For both defect structures, 
this charge flow is also present, but there is an additional strong localized charge transfer 
close to the defects. The charge transfer were quantified using different charge partitioning 
schemes (Supplementary Tab. 1). The absolute values obtained by these different schemes 
are prone to error, but is all methods show an appreciable, localized electron transfer from 
the surface to the defect regions of the graphene layer.  
The geometry-optimized structures also reveal the influence of the defects on the height of 
the carbon atoms above the copper surface. As shown by the histogram in Fig. 1j, the Stone-
Wales defect (blue) pulls the whole graphene lattice closer to the surface. Interestingly, the 
atoms in the actual defect are only slightly closer than the rest of the lattice (see heights 
below 3.09 Å in the blue histogram in Fig. 1j). In contrast, the 5-7 defect causes substantial 
corrugation of the graphene sheet, resulting in a much wider spread of the heights (green 
histogram on Fig. 1j). This structure has a larger average height than the ideal graphene 
lattice, because the distortion around the defect makes carbon atoms occupy unfavorable 
adsorption sites. This distortion is partly caused by the required periodicity of the overall 
structures. In the real graphene lattice, the 5-7 defect rarely occurs isolated or in periodic 
assemblies, but instead in chains forming rotational domain boundaries.7 Related trends 
occur in the calculated adsorption energies. The incorporation of the Stone-Wales defect 
increases the adsorption energy of the whole unit cell by 6 kJ/mol, whereas the 5-7 defect 
lowers the adsorption energy by 35 kJ/mol. 
The DFT calculations of the embedded graphene defects reveals an increased interaction 





shows a smaller adsorption height, a larger adsorption energy, and an enhanced electronic 
interaction with substantial charge transfer.  
As pointed out above, these informations are difficult to obtain experimentally for the 
defects embedded in graphene. In the following, we will therefore use a molecular model 
system based on the interaction of azupyrene and pyrene with the Cu(111) surface. Various 
experimental and theoretical methods applied to this pair of isomers allow us to determine 
adsorbate-substrate interaction energies, details of the electronic structure, and the apparent 







Fig. 1 | Interaction of graphene defects with the Cu(111) surface. Left: ideal graphene 
lattice, center: with embedded Stone-Wales defect, right: with embedded 5-7 defect. a-c, 
Optimized structure of the free standing graphene lattice. d-f, Top views and g-i, side views 
of the charge density difference plots for graphene adsorbed on Cu(111), isosurface value: 
0.0005 e-/Å3, blue: electron accumulation, red: electron depletion. j, Abundance 
distribution for the adsorption heights of the carbon atoms above the Cu(111) substrate. 
Red, ideal graphene; blue, graphene with Stone-Wales defect; green, graphene with 5-7 
defect. Large unit cells with 456 carbon atoms were chosen to reduce the lateral interaction 
between neighboring defects. 
 
Adsorbate-substrate interaction energies. Quantitative information about the strength of 
adsorbate-substrate interactions can be experimentally obtained by TPD,28,29 if (a) the 
adsorbate desorbs intact and (b) adsorption is nonactivated. Under these conditions, the 
desorption energy, Edes, is a good approximation for the negative differential adsorption 
energy.30 Fig. 2a shows TPD traces for the desorption of azupyrene and pyrene from 
Cu(111). For both molecules the initial coverage for one trace was one monolayer (ML), 
while it was a low submonolayer coverage for pyrene and a about 0.6 ML for azupyrene. 
For pyrene, the low submonolayer coverage shows a first-order desorption peak centered 
at about 500 K. The monolayer spectrum spreads from 290 to 520 K, and represents 
complete desorption of the whole layer. 
Desorption of azupyrene from the Cu(111) surface is only observed if the initial coverage 
exceeds approximately 0.5 ML. C1s XPS measurements performed after a TPD experiment 
with a full monolayer confirm that carbon corresponding to 0.53 ML azupyrene remains 
on the surface (Supplementary Fig. 3). As shown in Fig. 2a., the TPD peak for the lowest 
desorbing coverage of azupyrene, is centered at 630 K, which is considerably higher than 
in the case of pyrene (500 K) and thus qualitatively indicates stronger interaction of 
azupyrene with the metal surface. The TPD trace for initial monolayer coverage, which 
corresponds to the desorption of 0.47 ML, is broader than that of pyrene and ranges from 
330 to 650 K.  
The broadening of the monolayer TPD traces reveals substantial intermolecular repulsion, 
which is attributed to dipol-dipol interactions between vertical adsorption dipoles. These 
dipoles are mainly caused by rearrangement of electron density at the metal surface due to 
Pauli repulsion induced by the electrons of the molecule (Pauli pushback effect).31 The 
more pronounced broadening in the case of azupyrene indicates stronger repulsion and thus 
larger adsorption dipoles, compared to pyrene case, providing additional evidence for the 
increased interaction of azupyrene with the copper surface. Note that the observed 
desorption above a certain coverage also results from intermolecular repulsion: While 
isolated azupyrene molecules bind too strongly to the surface to desorb, lateral repulsion 
weakens the adsorbate-substrate bond with increasing coverage until desorption becomes 
possible.  
For quantitative analysis, we employed two complementary methods: the inverted Polanyi-





described in the Supplementary Methods and in the literature. 32 The desorption prefactors 
obtained by LNR were also used for the IPW analysis and, in the case of pyrene, confirmed 
by a prefactor of 2⋅1015 s-1 obtained by heating rate variation (HRV) for a coverage of 0.1 
ML (see Supplementary Fig. S2). The LNR and IPW analyses yield the coverage dependent 
desorption activation energies, which are plotted in Fig. 2b. 
For pyrene, the desorption energy in the zero-coverage limit is Edes = 159 kJ/mol. With 
increasing coverage, Edes decreases due to intermolecular repulsion and reaches 96 kJ/mol 
at monolayer coverage. Azupyrene has a higher desorption energy at monolayer coverage 
(122 kJ/mol) and the coverage dependence of Edes is much more pronounced than in the 
pyrene case. The highest desorption energy provided by the analysis is 198 kJ/mol at 0.53 
ML. The desorption energy of pyrene at this coverage is only 130 kJ/mol. 
 
Fig. 2 | TPD and photoemission (XPS, UPS) data indicating that the azupyrene model 
defect binds stronger to the Cu(111) surface than its isomer pyrene. a. TPD traces of 
azupyrene and pyrene both for initial monolayer coverage and a lower initial coverage. b 
Coverage-dependent desorption energies obtained by analysis of the TPD data. c C1s XP 
monolayer spectra. Peak positions and shifts in relation to the multilayer peak positions are 
marked by dotted lines above the peaks. The asymmetry of the azupyrene peak indicates 





clean surface (black) and the monolayers of azupyrene and pyrene. The disappearance of 
the surface state (0.3 eV on the clean surface) shows a stronger interaction for azupyrene.  
 
Occupied electronic states: Photoelectron spectroscopy.  Photoemission spectroscopy 
(XPS, UPS) provides insight into the nature of the adsorbate-substrate interaction by 
probing the occupied electronic states. The adsorption-induced change of the electronic 
structure will enable us to discriminate between physisorptive and chemisorptive surface 
chemical bond. Physisorption is characterized by a weak interaction between molecule and 
surface, mainly caused by van der Waals forces, whereas chemisorption is associated with 
significant orbital contributions.33 
To identify possible influences of the metal surface on the electronic structure, we compare 
C1s XP spectra of multilayers and monolayers of the two molecules (Fig. 2c). The 
multilayer spectra show a symmetric peak for pyrene and a broad peak with a shoulder at 
high binding energy (BE) for azupyrene, which can be explained by the topological 
difference between azupyrene and pyrene.[citation Azupyrene Paper 1] In the monolayer, 
pyrene still shows a symmetric peak positioned at the same BE as the multilayer peak. In 
the case of azupyrene, the monolayer peak shows a strongly asymmetric tailing and is 
shifted by -0.25 eV with respect to the multilayer signal. The asymmetric shape of the 
azupyrene peak can be explained by final state effects, which occur when density of states 
(DOS) close to the Fermi energy (EF) is located at the corresponding atom, indicating a 
hybridization of molecular orbitals with metal states.34  
Direct information about the valence electronic structure was obtained by UPS (Fig. 2d). 
For pyrene, the Cu(111) surface state is still visible, but shifted by 0.1 eV to lower BE, 
compared to the clean surface. This behavior is well known for flat-lying -conjugated 
molecules physisorbed on metal surfaces. In the case of azupyrene, the surface state is not 
visible anymore. Instead, there is an increased intensity over the whole range between EF 
and copper d-band, in agreement with hybridization causing the asymmetry of the C1s peak 
of azupyrene (Fig. 2c). The photoemission data thus indicate formation of a chemisorptive 
bond between azupyrene and the copper surface, the particular mechanism of which will 
be discussed it below in the context of DFT bonding analysis. 
Work function changes. Interaction of the molecules with the copper surface influences 
the work function (WF), which was determined from the secondary electron cut-off of the 
UP spectra. While both molecules reduce the WF, the change is more negative for 
azupyrene (-1.18 eV) than for pyrene (-0.86 eV). The WF change is caused by the vertical 
adsorption dipoles, which are also responsible for the repulsion observed in TPD. Thus, the 
larger WF change for azupyrene corresponds to the stronger dipole-dipole repulsion in the 
desorption energy and overall confirms the stronger bonding of the model defect. 
Unoccupied electronic states. NEXAFS provides information about the unoccupied 
valence electronic structure of the adsorbate systems. In Fig. 3, the carbon K-edge 
NEXAFS spectra of multilayers (Fig. 3a,b) and monolayers (Fig. 3c,d) of pyrene and 





projected DFT NEXAFS calculations for both systems. In the multilayer spectra, the * 
and * resonances can clearly be distinguished. The onset of the first * resonance (which 
includes contributions of the C1sLUMO and C1sLUMO+1 transitions, according to 
our calculations) appears at a lower photon energy for azupyrene than for pyrene, indicating 
a lower lying LUMO of azupyrene. The dichroism of the monolayer spectra, especially the 
vanishing * intensity at normal incidence angle, confirms that both molecules adsorb with 
the molecular plane parallel to the surface. In the case of pyrene, the monolayer spectrum 
taken with 25° incidence angle resembles the multilayer spectrum, with only a slight 
broadening of the prominent * peaks and some peak shifts at higher lying transitions. For 
azupyrene, the situation changes distinctly: the interaction with the Cu surface induces a 
massive decrease of intensity and a completely different peak shape of the first * 
resonance. As can be seen in the DFT calculations, this is mainly due to a strong decrease 
of the signal for the C1sLUMO transition.  
 
Fig. 3 | Carbon K-edge NEXAFS data for azupyrene and pyrene reveal interaction-
induced changes in the unoccupied orbitals of azupyrene. Experimental spectra: a,b, 
multilayers; c,d, monolayers. The multilayer spectra were taken with the electric field 
vector oriented 53° relative to the surface normal, the monolayer spectra with the angles 
indicated by the color scheme (25°, bold color; 53°, intermediate color; 90°, faint color). 
MO-projection analysis of the DFT-calculated NEXAFS spectra of the free molecules e,f 





in incrementally lighter colors, total spectrum in black. The calculated spectra were rigidly 
shifted by -6 eV to match the experimental energy scale. 
 
Structural data – nc-AFM.  
The constant-height AFM images of azupyrene (Fig. 4a) and pyrene (Fig. 4b) confirm the 
different topologies of the ring systems: 5-7-5-7 for azupyrene and 6-6-6-6 for pyrene. 
Some features images can be attributed to  the different adsorption conformations of the 
two molecules: The rightmost ring of the pyrene molecule appears slightly elongated in the 
horizontal direction and contains a bright vertical feature (marked by red arrow in Fig. 4b). 
These features are presumably caused by tip-induced movements of the molecule between 
two different adsorption positions that occur during scanning. In the constant-height AFM 
image of azupyrene (Fig. 4a), the C and H atoms at the periphery appear brighter than 
atoms in the center of the molecule. This is caused by the bowl-shaped adsorption 
conformation of azupyrene on Cu(111) (see DFT results below). Therefore, the outer atoms 
are closer to the CO tip, which leads to their brighter appearance in the constant-height 
AFM images.35,36  
The adsorption topography of the molecules was obtained by three-dimensional frequency 
shift mapping (Supplementary Fig. 4 for details).37,38  The reconstructed topographical 
information for the two molecules is shown in Fig. 4c,d. Corresponding topography 
scanlines indicating the apparent adsorption heights of the molecules with regard to the 
Cu(111) surface plane are depicted in Fig. 4e. The scanlines have been taken along the 
short and long molecular axes, respectively (see arrows in Fig. 4c,d). Note that the 
topography values correspond to apparent adsorption heights, since these values are 
deduced from the interactions between the CO tip and the sample, which may be different 
for the different molecules (Supplementary Fig. 5). The general suitability of AFM to 
determine differences in the vertical adsorbate-substrate distances (adsorption-heights) was 
demonstrated previously by direct comparison with absolute adsorption heights measured 
by the normal-incidence X-ray standing wave (NIXSW) technique.25 
The topography scanlines for pyrene (red and orange lines in Fig. 4e) reveal a rather flat 
conformation. The molecule is not curved or bent, but only slightly tiled along the long 
molecular axis (red line in Fig. 4e), which may be explained by tip-induced movements of 
the molecule (Supplementary Fig. 6). In contrast, azupyrene assumes a non-tilted but bowl-
shaped adsorption conformation, where the central C atoms are approximately 15 pm closer 
to the Cu(111) surface than the atoms in the circumference of the molecule. The measured 
adsorption positions and conformations of the two model compounds are in reasonable 
agreement with our DFT calculations (Fig. 5 and Supplementary Fig. 4). According to these 
apparent average adsorption heights, azupyrene is closer to the surface than pyrene by 
about 0.9 Å (Fig. 4e). This result is another piece of evidence for the stronger interaction 
of azupyrene with the Cu(111) surface. The measured difference in adsorption height is 
somewhat larger than the DFT value of 0.52 Å (see below). The deviation between AFM 





(chemisorbed) and naphthalene (physisorbed) on Cu(111) were obtained using AFM, 
NIXSW, and DFT.25 AFM there also provided the largest (0.92 Å) and DFT (0.63 Å) the 
smallest difference, while the NIXSW method yielded an intermediate value (0.74 Å).  




Fig. 4 | Low-temperature (LT) AFM measurements revealing the chemical structure 
and the apparent adsorption heights of azupyrene and pyrene on Cu(111). a,b 
Constant-height frequency shift AFM images of azupyrene and pyrene at z = -100 pm (a) 
and z = -50 pm (b) with respect to a tunneling set point of U = 100 mV and I = 20 pA.   c,d 
Reconstructed topography images (i.e., adsorption distance) of pyrene and azupyrene 
obtained from a 3D grid measurement of f(z)-spectra (see Fig. S5 of the SI for details). e 
Topography scan lines of azupyrene (blue, cyan) and pyrene (red, yellow) showing a 
difference in the apparent adsorption height of the molecules. The scan lines are taken 
along the dashed arrows in c,d. 
 
Density-functional theory (DFT) calculations. Dispersion-corrected periodic DFT 
calculations provide a deeper understanding of the effects governing the different 
interactions of the model defect and its isomer with the copper surface. The most favorable 





5. Both adsorption sites are in good agreement with the AFM results (see Supplementary 
Fig. 4).   
The calculations yield adsorption heights of 2.43 Å for azupyrene and 2.96 Å for pyrene, 
confirming the experimental finding that azupyrene is much closer to the surface. Both the 
azupyrene molecule and the first surface layer undergo substantial out-of-plane 
deformation (Fig. 5c,g). In addition, the in-plane bond lengths of azupyrene change upon 
adsorption, resulting in an elongation of all perimeter bonds and especially of the central 
bond, as well as a shortening of the bonds connecting the central carbon atoms to the 
perimeter (Fig. 5e). In the case of pyrene, molecule and surface are structurally much less 
affected by the adsorption interaction (Fig. 5d,f,h). 
The pattern of the surface-induced bond-length changes in azupyrene can be understood 
by electron donation into the LUMO (Fig. 6e), which has a nodal plane intersecting the 
elongated central bond and has bonding character with respect to the shortened bonds. In 
the context of aromaticity models, these changes can be described as a partial transition 
from a predominantly annulenoid conjugation along the perimeter in the free molecule to 
a more benzenoid conjugation in the adsorbed state. A detailed discussion on the basis of 
the Harmonic Oscillator Model of Aromaticity (HOMA) is presented in the Supplementary 
Discussion. 
The calculated adsorption energies in the (4×4) superstructure are -243 kJ/mol for 
azupyrene and only -206 kJ/mol for pyrene. To compare these integral adsorption energies 
with the differential experimental desorption energies in a meaningful way, the latter must 
be integrated up to the coverage used in the calculations.  The integrated desorption 
energies for the (4×4) structure are 209 kJ/mol for azupyrene and 132 kJ/mol for pyrene. 
This error of 34 and 74 kJ/mol is quite large, but the D3 dispersion correction used in the 
DFT calculation is well known for overestimating adsorption energies.39,40 It is also not 
surprising that the overestimation is much worse for pyrene, as this problem is most 






Fig. 5 | DFT calculations reveal substantial differences between the adsorption 
structures of azupyrene and pyrene on Cu(111). Top views a,b and side views c,d of 
the adsorbate structures. e,f, Changes of the bond lengths relative to the gas phase structure 
(in pm). g,h, vertical displacements (in pm) of the copper atoms in the topmost layer, 
compared to the relaxed surface without a molecule. Positive values (lighter shades of blue) 
indicate displacement towards the molecule. 
 
Using the periodic energy decomposition analysis (pEDA) method with the natural orbitals 
for chemical valence (NOCV) extension allows us to gain profound insight into the surface 
chemical bond.41-43 The pEDA method divides the interaction energy between two 
fragments (here: surface and molecule) into physically well-defined terms. The NOCV 
extension then pinpoints specific orbital interactions as constituents of the analyzed bond. 
This analysis shows that azupyrene forms a chemical bond to the surface, which is 
characterized by charge transfer from the surface to the LUMO (and, to lesser extent, the 
LUMO+1) of the molecule. In contrast, pyrene shows only physisorptive interaction. A 
more detailed discussion of the analysis results is provided in the Supplementary 
Discussion. The pEDA results agree with the overall charge density difference due to the 
adsorption, which is presented in the form of charge density difference plots (Fig. 6a-d). 
These shows  electron accumulation in shape of the former LUMO for azupyrene (Fig. 
6a,b), whereas for pyrene no substantial charge transfer is visible (Fig 6c,d).  
To quantify the charge transfer between molecule and substrate, Hirshfeld’s charge 
analysis,44 iterative Hirshfeld,45-47 Bader’s atoms in molecules analysis,48 and an 





appreciable charge transfer for azupyrene and only a minor charge transfer for pyrene (see 
Supplementary Tab. 1). 
Even as the net charge transfer is from the surface to the molecule, the rearrangement of 
electron density by the Pauli-pushback effect leads to a net dipole with the opposite 
direction. The orientation of the dipole agrees with the negative WF change experimentally 
observed by UPS. The magnitude of the DFT calculated dipole moment is 2.57 D for 
azupyrene and 2.25 D for pyrene, in line with the larger WF change and the stronger 
intermolecular repulsion observed in TPD. 
 
 
Fig. 6 | DFT-based bonding analysis shows electron transfer from the Cu(111) surface 
into the unoccupied LUMO of azupyrene and no charge transfer for pyrene. a-d 
Charge density difference plots for azupyrene and pyrene. The isosurface value is 0.002 e-
/Å3 for all plots. Red, electron depletion; blue, electron accumulation. e,f Depiction of the 
LUMOs of the molecules, isosurface value 0.03. g,h Carbon-projected density of states of 
the azupyrene g and pyrene h, horizontal lines indicate the gas phase orbital energies, 






Topological graphene defects lead to an increased interaction strength of the lattice with a 
Cu(111) surface, as shown in adsorption heights, energies and charge transfer calculated 
by DFT. The experimental investigation of the corresponding molecular model systems 
reveals that azupyrene. the model molecule for the Stone-Wales defect forms a stronger 
chemical bond with the Cu(111) surface than its isomer pyrene, which is only physisorbed. 
In fact, azupyrene is so strongly bonded to the surface that no molecules desorb at 
coverages of 0.53 ML and less. At this coverages the desorption energy determined by TPD 
is 198 kJ/mol, compared to 130 kJ/mol for pyrene. Extensive spectroscopic studies show 
that the larger desorption energy is accompanied by a pronounced change in the electronic 
structure. The molecular orbitals of azupyrene hybridize with the states of the metal 
surface, as seen in XPS and UPS measurements, is and the LUMO and LUMO+1 orbitals 
are now partly occupied as seen in NEXAFS. The stronger bond is also expressed with a 
smaller adsorption height, nc-AFM results yield a difference of 0.9 Å in apparent 
adsorption height between the molecules. The experimental results are in agreement with 
an extensive bonding analysis performed on basis of the DFT calculations, which shows 
that this stronger bond of azupyrene is caused by the transfer of electron density from the 
surface into the molecular LUMO orbital. 
Thus the model molecule representing the Stone-Wales defect in graphene indeed shows a 
stronger interaction with a metal surface in experiment, including increased adsorption 
energy, enhanced charge transfer and reduced adsorption height. This in agreement with 
the theoretically studied influence of the embedded graphene defect onto the properties of 
an extended graphene/metal interface. 
We therefore could prove that the performance engineering of (opto)electronic devices 




Experimental Methods. The adsorption of azupyrene and pyrene on Cu(111) was studied 
under ultra-high vacuum (UHV) conditions at base pressures below 2 × 10−10 mbar. 
The detailed synthesis procedure of azupyrene (dicyclopenta[ef,kl]heptalene) is described 
in detail in the Supplementary Information. Azupyrene and pyrene (Sigma-Aldrich, purity 
>99 %) were deposited onto the substrate with a home-build line-of-sight evaporator after 
initial pump-freeze-thaw cycles of the reservoirs. The polished Cu(111) single-crystal 
surface (purity >99.999 %, roughness < 0.01 µm, orientation accuracy < 0.4°, from 
MaTecK/Germany) was prepared by iterated cycles of sputtering with Ar+ ions (1 keV, 15 
µA, 30 min) and annealing (800-830 K, 15 min). Surface cleanliness and structure were 
confirmed by XPS, LEED and STM. Sample temperatures were measured with a type K 
thermocouple directly mounted to the single crystal. Coverages are given in the unit 





Cu(111) the complete monolayer is formed by a (4×4) structure corresponding to 0.063 
molecules per first layer Cu atom, for azupyrene the monolayer is formed by a more dense 
(√13×√13) structure (0.077 molecules per Cu atom). 
TPD measurements were performed with a HIDEN EPIC 1000 mass spectrometer mounted 
inside a differentially pumped cryoshroud for line-of-sight mass spectrometry. 
The LT-AFM measurements were performed with a commercial low temperature atomic 
force microscope (ScientaOmicron, Germany). The temperature during the AFM 
measurements was about 5.2 K, the base pressure in the chamber is below 1·10-10 mbar. 
All images and measurements were obtained with a CO-terminated tip.49 The q-plus tuning 
fork sensor50 has a resonance frequency of fres ≈ 25.6 kHz, a quality factor of Q ≈ 30000 
and an oscillation amplitude of A ≈ 70 pm. During the AFM constant-height measurements 
a small gap voltage of -0.54 mV was applied to the sample to compensate the voltage offset 
of the tunneling amplifier.  
XPS and UPS were performed with a PHOIBOS 150 electron energy analyzer equipped 
with an MCD-9 multi channeltron detector. For XPS, monochromatic Al-Kα radiation from 
a SPECS XR 50 M X-ray anode with a FOCUS 500 monochromator was employed. He-II 
UP spectra and work functions were measured with a UVS 10/35 gas discharge lamp and 
the same analyzer set up. 
NEXAFS spectroscopy was performed at the synchrotron radiation facility BESSY II 
(Helmholtz-Zentrum Berlin) using the HE-SGM dipole beamline, the partial electron-yield 
(PEY) mode was used with a retarding field of -150 V and a channeltron detector voltage 
of 2.3 keV. The thus obtained NEXAFS data was treated as described previously.25 
Density Functional Theory Calculations. Periodic density-functional-theory calculations 
were performed using the generalized gradient approximation (GGA) proposed by Perdew, 
Burke, and Ernzerhof (PBE)51 for the exchange-correlation functional in combination with 
the D3 van-der-Waals correction scheme with Becke-Johnson damping,52,53. Further 
technical details of the calculations can be found in the Supplementary Methods. 
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1. Supplementary Methods 
1.1 Density Functional Theory Calculations. 
The basic calculations for the adsorbed molecules were  were performed using the Vienna 
Ab Initio Simulation Package (VASP)1-4 with the generalized gradient approximation 
(GGA) proposed by Perdew, Burke, and Ernzerhof (PBE)5 for the exchange-correlation 
functional in combination with the D3 van-der-Waals correction scheme with Becke-
Johnson damping,6,7 and the projector-augmented wave (PAW) ansatz8,9 for the atomic 
cores. A plane-wave cutoff energy of 350 eV, a vacuum layer of 30 Å and a 6×6×1 
Monkhorst Pack  k-point grid were chosen.  
X-ray absorption spectra were calculated using the pseudopotential plane-wave code 
CASTEP-18.1,10 using the PBE functional with a plane-wave cutoff of 450 eV and an 
8×8×1 k-point grid. For the XPS shifts the delta self-consistent field (SCF) method of 
constraining electronic occupations to resemble full core-hole excitations was used. 
NEXAFS spectra were simulated using on-the-fly generated USPPs and the CASTEP 
module ELNES11 and the transition-potential approach.12,13 This method constrains the 
occupation of the initial state orbital, of the C 1s, to 0.5 and the corresponding Kohn-Sham 
eigenenergies are taken to reflect the NEXAFS spectrum. Individual XAS calculations for 
each carbon atom allow for an atom-wise projected NEXAFS spectrum to be generated. 
MO projections and core-level spectra were processed using a self-written post-processing 
tool for CASTEP.14  
The pEDA method15 allows to decompose the bond energy into several physically well-
defined terms, thus permitting a more detailed interpretation of the character of the 
chemical bond between two fragments.16 In our case the fragments are chosen to be the 
molecule and the surface in their respective singlet electronic states (see SI for analysis and 
more details).  
The calculations for the free graphene defect structures were also performed in VASP on 
the level PBE-D3(BJ)/PAW with a plane-wave cutoff energy of 350 eV and 30 Å 
vacuum, the k-grid consisted only of the -point. The unit cell with 456 carbon atoms 
was chosen large enough to contain one Stone-wales defect or two 5-7 defects isolated by 
a sufficiently large distance. The adsorbed graphene structures were generated with a 4-
layer Cu slab containing 912 copper atoms and 456 carbon atoms (with a 10 Å vacuum 
layer) and optimized in a multistep procedure. As a starting point the simple (1×1) 










1.2 Synthesis of Azupyrene 
1.2.1 General Information 
All reactions with water- and/or air-sensitive starting materials were carried out in pre-
dried glass wares under Argon atmosphere utilizing standard Schlenk techniques. All used 
solvents were dried over molecular sieves (3 Å) and were degassed prior to use. Thin layer 
chromatography (TLC) was carried out on prefabricated plates (silica gel 60, F254 with 
fluorescence indicator) by Macherey Nagel. Column Chromatography was carried out on 
silica gel 60 (40-63 µm, 230-400 mesh) by Macherey Nagel. Commercially available 
chemicals were used without further purification. Non-commercial reagents were 
synthesized by literature-known procedures.  
1H and 13C NMR were either recorded on a Bruker Fourier 300HD or a Bruker Avance III 
500HD spectrometer at room temperature utilizing preset pulse programs. The chemical 
shifts are given in parts per million (ppm). The residual solvent signal (CDCl3: 
1H NMR: 
δ = 7.26 ppm, 13C NMR: δ = 77.16 ppm, DMSO-d6: 
1H NMR: δ = 2.50 ppm, 13C NMR: δ 
= 39.52 ppm, CD3CN: 
1H NMR: δ = 1.94 ppm, 13C NMR: δ = 118.26 ppm) was used for 
calibration referred to tetramethylsilane. Infrared spectra were recorded on a Shimadzu 
IRSpirit FT-IR spectrometer. The absorption bands are given in wave numbers (cm-1). High 
resolution mass spectra by electron spray ionization (ESI) were recorded on a Waters Q-
Top Premier spectrometer. The ionization was accomplished with an energy of 3 kV. High 
resolution mass spectra by electron impact ionization (EI) were recorded on a Thermo 
Scientific DFS spectrometer with an ionization energy of 70 eV. GC/MS spectra were 
recorded on a Shimadzu GC 2010 Plus gas chromatograph coupled with a Shimadzu 
























Supplementary Scheme 1: Schematic overview of the azupyrene synthesis reaction 
sequence - a) cyclopentanone (1.0 equiv.), pyrrolidine (1.2 equiv.), ammonium 
hexafluorophosphate (1.0 equiv.) in toluene, 135 °C, Dean-Stark trap; b) 
N-methylformanilid (1.0 equiv.), butyl vinyl ether (1.1 equiv.), oxalyl chloride (1.1 equiv.) 
in acetonitrile, -10 °C; c) 1-cyclopentylidenepyrrolidinium hexafluorophosphate 
(1.0 equiv.), (E)-3-(methyl(phenyl)amino)acrylaldehyde (1.0 equiv.), acetic anhydride 
(1.3 equiv.), pyridine (0.4 equiv.) in CH2Cl2, ambient temperature; d) 1-((E)-2-((E)-3-
(methyl(phenyl)amino)allylidene)cyclopentylidene)pyrrolidinium hexafluorophosphate 
(1.0 equiv.), sodium cyclopentadienylide (1.0 equiv.) in pyridine, sealed tube, 40 °C for 
12 h, then 120 °C for 24 h; e) azulene (1.0 equiv.), (E)-N-(3-(dimethylamino)allylidene)-
N-methylmethanaminium chloride (1.5 equiv.), sodium methanolate (10 equiv.) in 
propylene carbonate, first ambient temperature for 5 h, then 90 °C / 12 h, 150 °C / 2 h and 













1.2.3 Experimental Section 
1-Cyclopentylidenepyrrolidinium hexafluorophosphate 
According to a literature-known procedure by Saba,18 cyclopentanone 
(2.3 mL, 29.0 mmol, 1.45 equiv.), pyrrolidine (2.2 mL, 35.3 mmol, 
1.76 equiv.) and ammonium hexafluorophosphate (3.26 g, 20 mmol, 
1.0 equiv.) were suspended in toluene (40 mL). The reaction mixture 
was heated utilizing a Dean-Stark trap to 135 °C for 2 h. After that the 
mixture was cooled to 0 °C whereby the product crystallized. The solid was filtered and 
washed with Et2O (20 mL) twice. The product 3 (5.36 g, 18.9 mmol, 95%) was obtained 
as a beige solid and it could be used without further purifications.  
1H NMR (500 MHz, DMSO-d6) δ = 3.83 (ddq, J = 7.1, 4.7, 2.3 Hz, 2H), 2.79 (qt, J = 4.7, 
2.2 Hz, 2H), 2.09 – 2.00 (m, 2H), 1.97 – 1.86 (m, 2H) ppm. 
The analytical data are in accordance with the literature.18  
3-(Methyl(phenyl)amino)acrylaldehyde 
According to a literature-known procedure by Hayashi,19 oxalyl 
chloride (4.7 mL, 55.1 mmol, 1.1 equiv.) was dissolved in acetonitrile 
(10 mL) and the mixture was cooled to -10 °C. Then a mixture 
consisting of N-methylformanilide (6.2 mL, 50.1 mmol, 1.0 equiv.) and 
butyl vinyl ether (6.9 mL, 53.6 mmol, 1.07 equiv.) in 10 mL acetonitrile was added 
dropwise to the solution over a period of 30 min. The reaction mixture may not warm up 
over -5 °C during the addition. After the addition, the reaction mixture was allowed to 
warm to ambient temperature, and it was stirred for an additional hour. After that, the 
mixture was cooled to 0 °C and saturated sodium carbonate (30 mL) was slowly added. 
Toluene was added and the aqueous phase was extracted with toluene three times. The 
organic phase was washed with brine, dried over MgSO4, filtered and the solvent was 
removed under reduced pressure. The crude product was crystallized from 
isopropanol/n-pentane at 0 °C. The product 4 (4.93g, 30.5 mmol, 61%) was isolated as a 
beige solid. 
1H NMR (300 MHz, CDCl3) δ = 9.26 (d, J = 8.1 Hz, 1H), 7.52 (d, J = 13.1 Hz, 1H), 7.39 
(dd, J = 8.5, 7.3 Hz, 2H),  
7.25 – 7.12 (m, 3H), 5.44 (dd, J = 13.1, 8.1 Hz, 1H), 3.31 (s, 3H) ppm. 13C NMR (126 
MHz, CDCl3) δ = 190.3, 146.2, 129.8 (2C), 125.5, 120.7, 105.8, 31.0 ppm. 
The analytical data are in accordance with the literature.{Zacharia, 2010 #514 
1-(-2-(3-(Methyl(phenyl)amino)allylidene)cyclopentylidene)pyrrolidinium 
hexafluorophosphate 
In accordance to a literature-known procedure by Jutz,{Jutz, 
1974 #515}  1-cyclopentylidenepyrrolidinium 
hexafluorophosphate (2.54 g, 8.97 mmol, 1.00 equiv.) was 
dissolved in 6.0 mL CH2Cl2 giving a red solution. Afterwards, 
3-(methyl(phenyl)amino)acrylaldehyde (1.47 g, 9.12 mmol, 
1.02 equiv.), acetic anhydride (1.1 mL, 11.6 mmol, 1.29 equiv.) 








dark red mixture and stirred overnight. The product was precipitated by the addition of 
Et2O. The resulting suspension was filtered, and the obtained crude product was purified 
by dissolving in CH2Cl2 again followed by precipitation with Et2O. This procedure was 
repeated twice. The product 5 was obtained after drying in vacuo (3.02 g, 7.08 mmol, 
79%) as a brown solid. 
1H NMR (300 MHz, CD3CN) δ = 7.79 (d, J = 12.3 Hz, 1H), 7.67 (d, J = 11.8 Hz, 1H), 
7.50 – 7.38 (m, 2H), 7.37 – 7.22 (m, 3H), 5.63 (t, J = 12.0 Hz, 1H), 3.84 (t, J = 6.6 Hz, 
2H), 3.81 – 3.70 (m, 4H), 3.43 (s, 3H), 2.83 (t, J = 7.6 Hz, 2H), 2.76 – 2.66 (m, 4H), 2.18 
– 2.06 (m, 5H), 2.04 – 1.90 (m, 8H) ppm. 13C NMR (75 MHz, CD3CN) δ = 175.6, 150.2, 
130.6, 126.7, 121.6, 104.1, 56.1, 55.8, 54.8, 38.3, 36.8, 31.9, 26.5, 25.3, 25.3, 24.7, 21.7 
ppm. HRMS (ESI+): m/z [M]+ calcd for C19H25N2
+: 281.2012, found: 281.2013, HRMS 
(ESI-): m/z [A]- calcd. for PF6
-: 144.9647, found 144.9639. IR (ATR) ?̃? = 2986, 2890, 
1709, 1622, 1583, 1579, 1533, 1530, 1493, 1457, 1449, 1436, 1401, 1360, 1340, 1326, 
1300, 1276, 1250, 1209, 1193, 1164, 1124, 1102, 1031, 974, 961, 879, 830, 791, 776, 
761, 741, 693, 643, 556, 526, 501 cm-1. 
Note: The 1H NMR spectra shows impurities due to 1-cyclopentylidenepyrrolidinium 
hexafluorophosphate, which results in inconsistent integral ratios in the range from 4 to 
1.5 ppm. 
2,3-Dihydro-1H-cyclopenta[e]azulene 
In accordance to a literature-known procedure by Jutz,20 1-((E)-2-((E)-3-
(methyl(phenyl)amino)allylidene)cyclopentylidene)pyrrolidinium 
hexafluorophosphate (1.28 g, 3.00 mmol, 1.00 equiv.) was dissolved in 
6.0 mL pyridine in a sealed tube. Afterwards, 1.55 mL (3.10 mmol, 
1.03 equiv.) of sodium cyclopentadiene solution (2.0 M in tetrahydrofuran) 
was added dropwise. The resulting mixture was stirred at 40 °C for 12 h and 
heated up to 120 °C for additional 24 h. The solvent was removed in vacuo. The residue 
was dissolved in CH2Cl2 and filtered through a short pad of silica. The filtrate was 
washed with 60 mL of 1 M hydrochloric acid. The organic layer was dried over MgSO4, 
filtered and the solvent was removed under reduced pressure. The product 6 was obtained 
after column chromatography (eluent: n-pentane) as a blue oil (65 mg, 0.386 mmol, 
13%). 
1H NMR (300 MHz, CDCl3) δ = 8.29 (d, J = 9.5 Hz, 1H), 7.85 (t, J = 3.8 Hz, 1H), 7.65 
(d, J = 10.0 Hz, 1H), 7.30 (d,  
J = 3.0 Hz, 1H), 7.24 (d, J = 3.7 Hz, 1H), 7.10 (t, J = 9.8 Hz, 1H), 3.56 (t, J = 7.6 Hz, 
2H), 3.28 (t, J = 7.4 Hz, 2H), 2.22 (pent, J = 7.5 Hz, 2H) ppm. GC/MS (EI+): m/z = 169 
(13), 168 ([M]+, 100), 167 (68), 166 (13), 165 (40), 164 (6), 154 (2), 153 (21), 152 (36), 
139 (7), 83 (11), 82 (11), 63 (5). 
The analytical data are in accordance with the literature.21 
N-(3-(Dimethylamino)allylidene)-N-methylmethanaminium chloride 
According to a modified procedure described by Anderson,21 
dimethylamine hydrochloride (1.63 g, 20.0 mmol, 1.0 equiv.) was 
suspended in ethanol (14 mL). Then 







and the suspension was stirred at 80 °C for 2 days. After that, the reaction mixture was 
cooled to ambient temperature and the solvent was removed in vacuo. The residue was 
washed twice with cold Et2O. The obtained crude product was recrystallized from 
acetone. The product 7 (2.26 g, 13.9 mmol; 69%) was isolated as a beige solid. 
1H NMR (300 MHz, CDCl3) δ = 8.52 (d, J = 11.5 Hz, 2H), 5.10 (t, J = 11.5 Hz, 1H), 3.27 
(s, 6H), 3.01 (s, 6H) ppm.  
13C NMR (126 MHz, CDCl3) δ = 164.6 (2C), 90.0, 46.3, 38.3 ppm. 
The analytical data is in accordance with the literature.21 The product is moisture sensitive 
and decomposes under non-inert gas conditions. 
Dicyclopenta[ef,kl]heptalene (Azupyrene) 
Following a modified procedure by Anderson,21 azulene 6 (168 mg, 
1.00 mmol, 1.0 equiv.) was dissolved in propylene carbonate (15 mL) and 
imine 7 (244 mg, 1.50 mmol, 1.5 equiv.) were added to the solution. Then 
sodium methanolate (540 mg, 10.0 mmol, 10 equiv.), dissolved in 5 mL 
methanol (2.5 M) were added. The mixture was stirred at room 
temperature for 5 h. After that, the reaction mixture was slowly heated to 
90 °C for 12 h. Then the reaction mixture was heated to 150 °C for 2 h 
and at least it was heated to 200 °C and stirred for 3 d. The solvent was 
removed in vacuo and residue was dissolved in CH2Cl2 and filtered over Al2O3. The 
filtrate was washed with 1 M hydrochloric acid and distilled H2O. The organic layer was 
dried over MgSO4, filtered and the solvent was removed under reduced pressure. The 
product 9 was obtained after column chromatography (eluent: n-pentane/toluene 4:1) as a 
light brown solid (45.0 mg, 0.22 mmol, 22%). 
1H NMR (500 MHz, CDCl3) δ = 8.71 (d, J = 9.6 Hz, 4H), 8.43 (s, 4H), 7.37 (t, J = 9.6 
Hz, 2H) ppm. 13C NMR (126 MHz, CDCl3) δ = 141.0 (2C), 133.9 (4C), 133.8 (4C), 




































































2. Supplementary Discussion 
2.1 Supplementary TPD Discussion 
The strength of an adsorbate substrate interaction can be experimentally measured by 
temperature programmed desorption (TPD)22-24, if the adsorbate desorbs intact from a 
surface. To determine the adsorption energy, TPD coverage series were taken for 
azupyrene (Fig. S1a,b) and pyrene (Fig. S1c,d). Pyrene shows the typical behavior 
observed for similar systems: For low submonolayer coverages there is a peak following 
first order desorption kinetics centered at about 500 K. With increasing initial coverage the 
TPD traces extend to lower temperatures, the monolayer spectrum (bold in Fig. S1c) is 
spread out from 520 a 290 K. At still higher coverages the peak for the second layer is 
visible at 270 K and finally the multilayer peak appears at 260 K.  
For azupyrene the situation is quite different as small coverages do not desorb intact from 
the surface. Only if a coverage of more than about half a ML is deposited on the surface, a 
TPD peak appears and molecules start to desorb from the surface. TPD cannot give us 
information about the species remaining on the surface, so other methods are necessary to 
analyze this further. Below we will use XPS data to show that 0.53 ML of the azupyrene 
monolayer remains on the surface as it is too strongly bonded to the surface to desorb. 
At the lowest coverage - where desorption is still possible - the azupyrene TPD peak is 
centered at 630 K with its tail reaching 650 K. The high temperature tail of this lowest 
coverage peak is decreasing faster than for the first order desorption peak, indicating a 
different kinetic behavior. If the initial coverage is increased the desorption peak extends 
to lower temperature. For the deposition of a full monolayer (bold in Fig. 2a), the peak 
stretches over a wide range from 330 K to 650 K with a small peak attributed to a 
compressed phase visible at 410 K. With even higher initial coverage the bilayer peak at 
340 K and the multilayer peak at 280 K appear. 
The massive broadening of the desorption peaks for both molecules are caused by the 
intermolecular lateral repulsion, which originates from dipol-dipol repulsion between the 
vertical adsorption dipoles. These adsorption dipoles are caused by the so-called Pauli-
Pushback effect,25-27 which describes the rearrangement of electron density in the surface 
region due to Pauli repulsion with the electrons of the molecule. The azupyrene spectrum 
is much wider than that of pyrene, even as it only includes the desorption of half of the 
monolayer. Apparently the azupyrene molecules show a stronger repulsion than the pyrene 
molecules, caused by a larger adsorption dipole. For azupyrene the repulsion is especially 
important: An isolated azupyrene molecule binds too strong to the surface to desorb, only 
the lateral repulsion at coverages of more than 0.53 ML decrease the desorption energy 
sufficiently to allow the intact desorption of the molecule.  
The heating rate variation (HRV) analysis (Fig. S2) yields a desorption energy of 153.5 
kJ/mol and a prefactor of 2.0⋅1015 s-1, which is in good agreement with the results of 






Supplementary XPS Discussion 
If the monolayers of both molecules are annealed to temperatures higher than 300 K the 
resulting XPS spectra provide complementary information to the TPD results (Fig. 3e). The 
C 1s intensity of pyrene drops quickly between 300 and 500 K and only a very small 
residual intensity remains on the surface. TPD shows in this case a broad monolayer 
desorption peak between 300 and 500 K. The residual C 1s intensity is most likely caused 
by beam damage as the remaining fraction gets higher, if the sample is exposed to the X-
ray radiation over a longer time. For azupyrene the C 1s intensity decreases more slowly 
from a temperature of 300 K to 600 K, after which the intensity stays constant at a coverage 
of 0.53 monolayers. This finding is also in agreement with the TPD results, which  show 
desorption only up to 600 K and with an irregular high temperature tail of the desorption 
peak (Fig. S1a). 
 
2.2 Supplementary UPS Discussion 
According to a model potential used in the literature, the surface state shift for pyrene of 
0.1 eV (visible in the UP spectra in Figure 2) corresponds to an adsorption height of about 
3.1 Å. 28 For azupyrene, the surface state is not visible, its shift is therefore greater than 0.4 
eV, for which the model potential would imply an adsorption height of less than 2.9 Å. But 
as this model potential is not applicable for strongly bonded systems, the value of its 
prediction is limited. 
The WF changes measured by UPS are in agreement with the values calculated by DFT, 
where azupyrene also possesses a larger value (-1.07 eV) than pyrene (-0.95 eV). For both 
molecules the work function change is caused by the Pauli-pushback effect,25,26,29,30 which 
is known to dominate the work function change for similar molecules both if they are 
physisorbed or chemisorbed.31,32 The Pauli-pushback effect is strongly dependent on the 
adsorption height, thus azupyrene showing a larger WF change is in line with the smaller 
adsorption height determined by nc-AFM and calculated by DFT.  
 
2.3 Supplementary Discussion nc-AFM 
To reveal adsorption positions of the molecules with regard to the Cu(111) lattice the 
adjacent Cu surface has been scanned with atomic resolution (Figure S3a,b). 33 Figure S3c 
and S3d show corresponding AFM images with fitted molecular structures (red and black 
structures) and substrate lattices (blue dots indicate Cu(111) top sites). While pyrene is 
adsorbed with its long axis parallel to a <1-21> symmetrical crystallographic direction (see 
white arrows in Fig. S4c,d) azupyrene is rotated by about 19° with respect to this direction. 
The pyrene molecule can be fitted by two molecular structures that either match with the 
left part of the molecule (red structure in Fig. S4c,e) or with the rightmost ring (black 
structure in Fig. 3c,e). The red and black structures are shifted by approximately 140 pm 
along the [1-21] direction and correspond to adsorption of the carbon rings above hcp and 





two most favorable adsorption positions of pyrene on Cu(111), which differ by about 10 
meV (~1 kJ/mol) in adsorption energy. From this analysis, we can rationalize that the 
pyrene molecule is manipulated by the CO tip during scanning, which indicates a relatively 
weak molecule-substrate interaction. We have recently uncovered similar non-stationary 
adsorption structures for 4,4″-diamino-p-terphenyl and 4-bromo-3″-iodo-p-terphenyl on 
Cu(111) 34 35. 
 
2.4 Supplementary HOMA Discussion 
The change in the electronic structure of azupyrene due to the adsorption can also be 
discussed within the concept of aromaticity. One of the most widely used models to 
quantify aromaticity is the harmonic oscillator model of aromaticity (HOMA)36. This 
model is based on the molecular geometry and the deviation of each bond from the ideal 
aromatic bond. The model parameters Ropt (the ideal aromatic bond length) and  are 
chosen such that the benzene molecule (with six equally long bonds) has a HOMA value 
of 1, whereas the hypothetical Kekulé-like benzene (with three single and three double 
bonds) has a HOMA value of 0. For the HOMA values discussed below we used the bond 
lengths obtained from the DFT-optimized structures of our molecules both free and 
adsorbed on the surface. The model parameters (Ropt = 1.398 Å and Å
-2) used to 
calculate the HOMA values were determined employing the the free benzene molecule 
optimized with the same method as reference.  
For each molecule with more than one aromatic ring, it is possible to calculate different 
HOMA values, depending on which -bonds and are taken into account. One possibility is 
to use all -bonds in the molecule, this will be denoted as overall HOMA value O. If only 
the perimeter -bonds of the molecule are used, this is called the perimeter HOMA value 
P. In addition, the HOMA value R for each ring can be calculated separately. Fig. S8a 
shows all these HOMA values for azupyrene, pyrene and the reference molecule benzene 
in their gas phase structure as well as adsorbed on Cu(111). Furthermore we introduced the 
Excess Perimeter Conjugation (EPC). This parameter is calculated as EPC = P-O and 
provides a convenient way to determine if the molecule shows annulenoid character, i.e. 
the aromatic conjugation is predominantly on the perimeter of the molecule, or if the 
conjugation is distributed over the whole molecule equally (benzenoid character). A higher 
the EPC value therefore shows a more annulene-like conjugation in the molecule. It should 
be noted that both molecules have the formula of C16H10, form a 16 -electron system and 
should according to Hückel’s 4n rule therefore be anti-aromatic. However, this is not the 
case and both molecules are aromatic, which was proven by NMR.37 In the following we 
will discuss how the two molecules find a different way to avoid Hückel’s rule and form 
stable aromatic systems. 
The free pyrene molecule shows a small EPC value of 0.04 which shows that no annulenoid 
conjugation is present. It can be noted however, that the conjugation is not located equally 





other rings and these rings with the smaller HOMA value have one especially short bond. 
Both facts indicate that the most fitting description of the pyrene molecule is a biphenyl 
doubly bridged by ethenediyl units (Fig. S8b). The two apical rings form Clar sextets (2 x 
6 -electrons) and the ethylene bridges form isolated double bonds (2 x 2 -electrons), thus 
no 16 -electron system is formed. Because of the weak interaction with the surface this 
situation stays the same when pyrene is adsorbed on Cu(111). 
The free azupyrene molecule shows a large EPC value of 0.37 and also a short central bond 
with elongated bonds connecting the central two carbon atoms to the perimeter. Here, both 
facts are in agreement with the description as a [14]annulene with a inserted C2 bridge (Fig 
S7b). This way the 16 -electrons are divided in the 14 -electrons on the perimeter and 2 
-electrons in the isolated central double bond, forming two Hückel compliant systems. 
The strong bond formed between azupyrene and the Cu(111) surface influences the 
conjugation pattern of the molecule as can be seen in the HOMA values and bond length 
pattern. The EPC values decreases from 0.37 to 0.17, the bond in the central ethenetetrayl 
(C2) unit is elongated and the four connecting bonds are shortened, giving rise to higher 
HOMA values for each ring. In a way, the interaction with the surface introduces a new 
way to bypass Hückel’s rule and the 16 -electron overall conjugation is now at least 
partially realized. 
 
2.5 Supplementary pEDA Discussion 
Even as it is weaker bound than azupyrene, pyrene still shows (in theory and experiment) 
a quite large adsorption energy. But the magnitude of the adsorption energy is no clear 
proof of a covalent chemisorptive bond to the surface. Obviously, big molecules often have 
large desorption energies, as the individually small dispersive interactions between all parts 
of the molecule and the surface add up, even leading to non-reversible adsorption (e.g. 
tetrapyrroles on metal surfaces38). However, in the following we will show that the bond 
between pyrene and the surface is still physisorptive, whereas azupyrene in fact forms a 
chemisorptive bond to the surface.  
The application of the periodic energy decomposition analysis (pEDA) yields insight in the 
adsorbate-substrate bond by dividing the adsorption energy in various physically 
meaningful contributions.  For this analysis the system is divided into two fragments, one 
containing the molecule and the other the surface. The constituent terms of the adsorption 
energy are then generated from the wave functions of the relaxed fragments, the fragments 
in the adsorbate state and the relaxed adsorbate structure.15 
The pEDA analysis was performed on the PBE-D3 level of theory, using the (4×4) structure 
for both molecules on the Cu(111) surface. The calculations were tested for convergence 
regarding the k-space and for consistency against the results from the plane wave 
calculations above (with adjusted parameters for better comparability) in terms of the total 
bond energies ∆Ebond. The values for the bond energy (Table 1) from both approaches agree 





convergence is rather slow for these systems (see SI). Nevertheless, the bonding 
interpretation based on the pEDA results is not affected since the differences between the 
systems are very large and show a qualitatively different bonding situation. 
The pEDA energy terms compiled in Table S1 show striking differences in the surface 
chemical bond of azupyrene and pyrene.  
The dispersion part of the interaction energy, ∆Eint (disp) = -275 (AzPyr) and -232 kJ/mol 
(Pyr), is the major stabilizing contribution for both molecules to the total interaction energy, 
∆Eint = -302 (AzPyr) and -223 kJ/mol (Pyr). The electronic part of the interaction energy is 
much smaller than the dispersive part for azupyrene and even repulsive for pyrene, ∆Eint 
(elec) = -27 (AzPyr) and +9 kJ/mol (Pyr). The small magnitude of the electronic interaction 
energy is the result of the compensation of its constituent terms. In these terms the vastly 
different bonding situation of each molecule is apparent, with large differences in the 
electrostatic interaction, ∆Eelstat = -1270 (AzPyr) and -312 kJ/mol (Pyr), the orbital 
interaction, ∆Eorb= -998 (AzPyr) vs. -234 kJ/mol (Pyr), as well as in the Pauli repulsion, 
∆EPauli = +2241 (AzPyr) vs. +555 kJ/mol (Pyr). For azupyrene all of these terms are by a 
factor of four larger than for pyrene, strongly indicating a strong chemical interaction. The 
slightly larger contribution of the orbital attraction term to the total electronic attraction, 44 
(AzPyr) vs. 43 % (Pyr), also is an indication of more covalent bond for azupyrene. 
Only because the dispersion term is responsible for a large portion of the total interaction 
energy, the resulting bond is not necessarily dispersive in nature. A better way to describe 
the situation is in saying that the molecule gains energy during the adsorption both by 
attractive dispersive and electronic interactions. At some distance to the surface the Pauli 
repulsion can overcompensate both attractive forces and establish an equilibrium. The 
electronic interaction energy then includes both attraction and repulsion whereas the 
dispersive interaction energy only includes the (necessarily) attractive contribution of the 
semi-empirical van-der-Waals correction.  
In addition to the magnitude of the sub-terms of the electronic interaction energy, the 
presence of a strong chemical bond in the case of azupyrene is also visible in the large 
positive preparation energies ∆EPrep of molecule and surface, which are caused by the 
considerable distortion of both molecule and surface in the adsorbate structure. 
The preparation energies for pyrene are smaller and in case of the molecule even negative, 
which should be impossible regarding the definition of the preparation energy.15 This 
unexpected behavior is observed if the preparation energies are calculated by comparing 
the deformed molecule layer with the free molecule in the ground state. In this case the 
mutual attraction of molecules in neighboring cells leads to an decrease in energy of the 
deformed fragment and a negative preparation energy (∆Eprep(mol,in cell)).  By using the 
isolated deformed molecule as a reference point instead of the deformed molecule layer, 







2.6 Discussion of the NOCV extension of the pEDA analysis 
The pEDA method enables us to look even deeper into the chemical bond when the NOCV 
(natural orbitals for chemical valence) scheme is employed to further decompose the orbital 
interaction term ∆Eorb.
16,39 In this scheme the electron density difference ∆ between the 
intermediate and final state in the pEDA analysis can be expressed by a set of NOCVs that 
diagonalize the resulting density matrix. These NOCVs come in pairs with matching 
eigenvalues of ±i. They can be discussed very instructively in the form of deformation 
densities ∆i. Each deformation density shows the electron flow caused by the formation 
of the interaction between the corresponding pair of NOCVs and can be connected to the 
energy gained and the eigenvalue i (which is an indicator of the amount of charge being 
transferred).  
As one fragment is a metal surface the situation is more complex than for molecular 
systems, with a large number of NOCV terms contributing to the orbital interaction. 
However, the principal interactions determining the bonding situation can be identified by 
few dominant contributions. The parameters of the six most important deformation 
densities are compiled for both molecules in Table S4. Also the magnitude of the 
eigenvalues (indicative of charge transfer) and the corresponding energies are much 
smaller. This weaker interaction is obvious when the deformation densities are directly 
compared to those of azupyrene, as done in Fig. S7. The deformation densities of pyrene 
can only be visualized using a much smaller isosurface value. This is in agreement with a 
purely physisorptive bond where all deformation densities should only show slight charge 
rearrangement in the fragments.  
Azupyrene possesses substantially larger eigenvalues and energies for the all deformation 
densities than pyrene, already showing the qualitative difference in interaction. The shape 
of the first two deformation densities of azupyrene (Fig. S7) clearly shows the outlines of 
the molecular LUMO and LUMO+1 orbitals as space of electron accumulation. For pyrene, 









3. Supplementary Figures 
 
Supplementary Figure 1 | a,b TPD coverage series for pyrene (red) and azupyrene (blue), 
heating rate: 1 K/s, traces with a different initial coverage are shifted along the vertical 




Supplementary Figure 2 | a,b HRV analysis for 0.1 ML pyrene on Cu(111). The fit yields 







Supplementary Figure 3 | C 1s intensities of azupyrene (blue) and pyrene (red) in 




Supplementary Figure 4 | Determination of the adsorption positions of pyrene and 
azupyrene on Cu(111) a,b Constant-height frequency shift images at z = -140 pm (pyrene), 
z = -200 pm (azupyrene) and z = -380 pm (Cu surface) with respect to a tunneling set point 
of U = 100 mV and I = 5 pA.  c,d Zoom-ins of a,b showing fitted positions of Cu(111) top 
sites (light blue) and fitted molecular structures (red and black). For pyrene two structures 
have been fitted, one to the left part of the molecule (red structure) and one to the rightmost 
ring that appears elongated in horizontal direction (black structure). e,f Sketches that 
indicate the measured adsorption positions with regard to the Cu(111) subsurface layer. The 
red and black molecular structures and the light blue circles (top sites) are identical to c,d. 





positions have been determined by an atomic resolution scan across a monoatomic step 




Supplementary Figure 5 | Determining the adsorption conformations and apparent 
adsorption heights of pyrene and azupyrene using 3D frequency shift mapping. a,b 
Slices of constant z taken from a 3D grid spectroscopy measurement of azupyrene and 
pyrene. Therefore, the frequency shift Δf(z) has been measured in a box of 1.6 x 1.6 x 0.195 
nm
3 
at 160 x 160 x 30 positions (azupyrene) and 1.9 x 1.9 x 0.17 nm
3 
at 180 x 180 x 35 
positions (pyrene). The dashed white lines in a,b indicate regions where the starting point 
of the Δf(z) curves was lowered to measure the interaction with the Cu surface. c,d 
Exemplary Δf(z) spectroscopy curves that were measured over the centers of azupyrene 
(green line), pyrene (blue line), and the Cu(111) substrate (red lines). The positions of the 
curves are indicated in a,b by red, green, and blue markers. The “z = 0 pm” position in the 
two graphs corresponds to a tunneling setpoint of 100 mV and 100 pA for azupyrene (c) 
and 100 mV and 20 pA for pyrene (d). For determining the apparent adsorption distance of 
the molecules, first, for each curve the minimum of the Δf(z) curve is determined (indicated 
by colored markers). The apparent adsorption distances are measured in the steep parts of 
the curves where the frequency shift has increased to a value of 1 Hz above the respective 
minima. As shown in the two graphs in c,d this results in an apparent adsorption distance 
of approx. 140 pm and 240 pm for the central parts of azupyrene and pyrene, respectively. 
This procedure was repeated at each pixel of the two images in a,b revealing the topography 







Supplementary Figure 6 | Apparent adsorption heights. a Δf(z) curves measured over 
azupyrene (green), pyrene (blue), and Cu(111) (red). For each type of curve a different 
effective slope is observed in the part where the frequency increases (see dashed black 
lines). These different slopes lead to differences in the apparent adsorption distances. b 
Sketch that illustrates the effect of different tip-sample interaction contributions to the 
interaction potential. The black solid line represents a Lennard Jones potential between 
two atoms that is calculated by adding a relatively long range attractive potential (~1/z
6
) 
and a short range repulsive contribution (~1/z
12
). The red and blue dashed lines represent 
additional long range repulsive and attractive interaction contributions that could, for 
example, arise from different electrostatic interactions between the CO tip and the two 
molecules. These additional force contributions will obviously influence the measured 
apparent adsorption distances since it leads to a shift of the effective interaction curves in 










Supplementary Figure 7 |  The pEDA analysis shows electron transfer from the on 
Cu(111) surface into the unoccupied LUMO and LUMO+1 orbitals of azupyrene and 
no charge transfer for pyrene. Left, molecular LUMO and LUMO+1 orbitals of 
azupyrene. a-h, Principal NOCV deformation densities () for azupyrene in comparison 
to pyrene, red denotes electron depletion, blue denotes electron accumulation. a-d, 1, 
isosurface value: 0.005 e-/Å3. For azupyrene 1 shows the electron transfer from the 
surface in the LUMO of the molecule, for pyrene it contains only minor rearrangement not 
visible at this isosurface value. e-h, 2, isosurface value:  0.001 e
-/Å3. For azupyrene 2 
shows electron transfer from the surface to the LUMO+1 of the molecule, for pyrene it 








Supplementary Figure 8 | (a) HOMA analysis for the azupyrene and pyrene molecules, 
each in its gas phase structure and the adsorbate structure on Cu(111). The red color scheme 
shows the HOMA value. The filling of each ring is colored in its respective HOMA value 
(R), the peripheral bonds are colored according to the peripheral HOMA value (P) and the 
bridging bonds are colored according to the overall HOMA value (O). All bonds are 
additionally colored with a blue color scheme according to the bond length change in 
respect to the ideal aromatic bond. (b) Comparison of different conjugation possibilities for 
azupyrene and pyrene. For pyrene the structure of the doubly ethenediyl bridged biphenyl 
with two Clar sextets is supported by the HOMA values, EPCs and bond lengths. The free 
azupyrene is best described with annulene-like conjugation, when adsorbed on Cu(111) the 
conjugation is more delocalized over the whole molecule. The structures at the right 














4. Supplementary Tables 
Supplementary Table 1 | Graphene defects induce charge transfer at the metal 
interface, similar to the molecules modelling the defects. The charge transfer was 
calculated by integrating the molecular projected DOS up to EF, by Bader’s atoms in 
molecules method, by Hirshfeld’s charge analysis, and by an iterated Hirshfeld charge 
analysis scheme, A negative sign means charge is transferred from the substrate to the 







pyrene azupyrene azulene 
qDOS - - - -0.08 -1.40 -1.39 
qAIM - - - +0.02 -0.67 -0.49 
qH +0.88 +0.18 -0.12/2 -0.04 -0.31 -0.25 
qH-I +0.66 -0.19 -0.37/2 -0.19 -0.66 -0.60 
 
 
Supplementary Table 2 | pEDA results for azupyrene and pyrene on Cu(111), all 
energy values in kJ/mol. 
 azupyrene pyrene 
∆E
int
 -302  -223  
∆E
int
 (disp) -275  -232  
∆E
int
 (elec) -27  +9  
     ∆E
Pauli
 +2241  +555  
     ∆E
elstat 
a -1270  (56 %) -312  (57 %) 
     ∆E
orb 
a -998  (44 %) -232  (43 %) 
             ∆E
orb
 (surf→LUMO) -282         -  
             ∆E
orb
 (surf→LUMO+1) -113         -  
∆E
prep
(mol,in cell)b +18  -11  
∆E
prep
(mol,free)c +31  +1  
∆E
prep
(surf) +12  +2  
∆E
bond
 -271  -232  
∆E
bond
 (PAW) -242  -205  
a Percentage values give the relative contributions to the sum of the attractive pEDA 
terms ∆E
elstat  and ∆Eorb     
b referenced to the molecular fragment in the unit cell of the adsorbate structure 







Supplementary Table 3 | NOCV eigenvalues and corresponding orbital energy 
contributions for the most important deformation densities (i) resulting from an pEDA 
analysis of azupyrene and pyrene on Cu(111). 
 azupyrene pyrene 
i i / e ∆Eorb,i / kJ/mol i / e ∆Eorb,i  / kJ/mol 
1 ±1.999 -282 ±0.3929 -22 
2 ±0.8840 -113 ±0.3576 -14 
3 ±0.6051 -58 ±0.3031 -20 
4 ±0.5493 -39 ±0.2463 -12 
5 ±0.5055 -37 ±0.2286 -11 
6 ±0.4702 -36 ±0.2146 -13 
 ∆Eorb,rest  -393 ∆Eorb,rest  -110 
 
The results of the periodic energy decomposition analysis were carefully checked for k-
space convergence. Table S2 shows the k-space convergence from k-grid 1×1 to 7×7 for 
both systems. As one can see the convergence is not especially good, but as the 
differences between the two systems are much greater, our discussion is still valid. 
 
Supplementary Table 4 | k-space convergence for the pEDA calculations, basis set = 
TZ2P. Shown are the energies in kJ/mol and the deviation to the 7×7 value in percent. 
Eint k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7 
AzPyr/Cu -284 -6% -301 0% -318 5% -302  
Pyr/Cu -202 -10% -213 -5% -234 5% -223  
         
EPauli k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7 
AzPyr/Cu +2297 3% +2257 1% +2266 1% +2241  
Pyr/Cu +572 3% +555 0% +565 2% +555  
         
Eelstat k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7 
AzPyr/Cu -1344 6% -1308 3% -1243 -2% -1270  
Pyr/Cu -339 9% -325 4% -302 -3% -312  
         
Eorb k-grid = 1×1 k-grid = 3×3 k-grid = 5×5 k-grid = 7×7 
AzPyr/Cu -963 -4% -975 -2% -1066 7% -998  








Table S3 directly compares the pEDA terms of the calculations performed with the 7×7 
k-space grid to the values obtained by the NOCV calculation. All energy contributions 
show a good agreement with deviations of less than 6 % for azupyrene and less than 14 % 
for pyrene. The NOCV analysis, which can only performed in the 1×1 grid, is therefore 
expected to give reasonable results and the energetic contributions ∆Eorb(surf→LUMO) 
and ∆Eorb(surf→LUMO+1) assigned from the deformation densities of azupyrene are 
included in Table S1. 
 
Supplementary Table 5 | Comparison of the pEDA contributions for k=7×7 calculations 
of the regular pEDA analysis and the k=1×1 (-only) calculations performed for the 
NOCV extension. 
 AzPyr/Cu Pyr/Cu 
 k = 7×7 k=1×1 k=7×7 k=1×1 
∆E
int
 -302 -284 -223 -202 
∆E
int
 (disp) -275 -275 -232 -232 
∆E
int
 (elec) -27 -9 +9 +30 
       ∆E
Pauli
 +2241 +2297 +555 +572 
       ∆E
elstat
 -1270 -1344 -312 -339 
       ∆E
orb
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ABSTRACT: Hybrid systems of two-dimensional (2D) materials such as transition metal dichalcogenides (TMDCs) and or-
ganic semiconductors (OSCs) have become subject of great interest for future device architectures. Although OSC-TMDC hy-
brid systems have been used in first device demonstrations, the precise preparation of ultra-thin OSC films on TMDCs has not 
been addressed. Due to the weak van der Waals interaction between TMDCs and OSCs, this requires precise knowledge of the 
thermodynamics at hand. Here, we use temperature-programmed desorption (TPD) and Monte-Carlo (MC) simulations of 
TPD traces to characterize the desorption kinetics of pentacene (PEN) and perfluoropentacene (PFP) on MoS2 as a model 
system for OSCs on TMDCs. We show that the monolayers of PEN and PFP are thermally stabilized compared to their multi-
layers, which allows to prepare nominal monolayers by selective desorption of multilayers. This stabilization is, however, 
caused by entropy due to a high molecular mobility rather than an enhanced molecule-substrate bond. Consequently, the 
nominal monolayers are not densely packed films. Molecular mobility can be suppressed in mixed monolayers of PEN and 
PFP that, due to intermolecular attraction, form highly ordered films as shown by scanning tunneling microscopy. Although 
this reduces the entropic stabilization, the intermolecular attraction further stabilizes mixed films.  
1. INTRODUCTION 
Since the first successful isolation of graphene, interest in 
the field of two-dimensional materials has been continu-
ously growing [1, 2]. Offering a wide range of charge 
transport properties ranging from insulators such as hexag-
onal boron nitride to semiconductors like transition metal 
dichalcogenides (TMDCs) to semi-metallic materials such as 
graphene, van der Waals (vdW) bound hetero systems of 2D 
materials (2DMs) provide unprecedented prospects for de-
vice miniaturization in next-generation electronics [3-8]. 
Besides the aspect of device miniaturization, the single-
layer structure of these materials offers versatile possibili-
ties for the development of flexible nanostructures with 
atomically sharp interfaces [9, 10]. 
A promising extension of the number of possible vdW het-
ero systems that retains the desired 2D structure and flexi-
bility is provided by the combination of 2DMs with thin lay-
ers of organic semiconductors (OSCs) [11, 12] in organic-
2DM hybrid systems. Since properties of OSCs are more eas-
ily tunable through synthesis than those of 2DMs, such hy-
brid heterostructures can greatly facilitate device engineer-
ing. Moreover, OSCs can complement 2DMs: While 2DMs 
generally have a higher charge carrier mobility, OSCs offer 
a high optical absorption efficiency, which renders the com-
bination of OSCs with 2DMs particularly beneficial for opto-
electronic applications such as photovoltaics [13]. In fact, 
OSC-2DM hybrid systems have already been realized in 
photovoltaic devices [14-17] and p-n junctions [16, 18-23]. 
However, while theoretical concept studies focus on highly 
ordered OSC monolayers or single molecules on 2DMs [24, 
25], real hybrid heterosystems are usually restricted to OSC 
multilayers. This is because, unlike monolayers of 2DMs 
that are commercially available, the fabrication of true sin-
gle-layer hybrid systems remains challenging as it requires 
highly precise dosing in molecular beam epitaxy. 
A more scalable approach to the fabrication of molecular 
monolayers is that of selective desorption of multilayers 
that is commonly applied on metallic surfaces, where the 
first molecular layer is often chemisorbed and thereby ther-
mally stabilized against dewetting and 3D growth [26, 27]. 
This approach eliminates the requirement of precise thick-
ness-control of the molecular film since any film thickness 
can be annealed until only the stabilized first molecular 
layer remains on the inorganic substrate. However, such a 
thermal stabilization is to date not reported for any TMDC 
and it is uncertain whether the relatively weak vdW inter-
action at the OSC-TMDC interface is capable of stabilizing 
the first molecular layer. Consequently, an in-depth study of 
the thermal stability of OSCs on TMDCs is of paramount im-
portance, as it serves as a model system for the emerging 
field of engineering molecular nanostructures [28, 29] and 






In this work, we present a detailed analysis of the desorp-
tion characteristics of ultra-thin pentacene (C22H14, PEN) 
and perfluoropentacene (C22F14, PFP) films on molybdenum 
disulfide (MoS2). Hybrid systems of PEN and MoS2, in par-
ticular, have already been used in various photovoltaic de-
vices and p-n junctions with remarkable properties [16, 17, 
19, 21]. Additional theoretical studies have provided first 
insight into electronic interactions at the PEN / MoS2 inter-
face [24, 25]. In contrast to PEN, PFP is an n-type OSC [30]. 
Although its carbon backbone is structurally identical to 
that of PEN, it exhibits a distinctly modified charge distribu-
tion due to its electronegative fluorine atoms that lead to an 
inverted quadrupole moment. Not only does the compari-
son of these two OSCs enable us to study influences of elec-
tronic configuration on the thermal stability of molecular 
monolayers, but it also provides an interesting prospect for 
mixed films of PEN and PFP that are additionally stabilized 
by intermolecular attraction as reported for their multi-
layer mixtures in a previous work [31]. To minimize the in-
fluence of defects at the MoS2 surface on the OSC-TMDC in-
terface, we use pristine exfoliated MoS2 single crystals on 
which we found epitaxial growth of PEN and PFP in a previ-
ous study [32]. 
To study molecular desorption kinetics, we use tempera-
ture-programmed desorption (TPD) as a versatile tech-
nique for investigating the thermal evolution and interfacial 
bond strength of organic/inorganic hybrid systems. In re-
cent years, TPD has been increasingly employed to study in-
terfaces between large aromatic molecules and metals [33-
48] or graphite [49-52]. On metals, the activation energy of 
desorption (often referred to as desorption energy) is com-
monly used as a measure for the adsorption energy, i.e. the 
OSC/metal binding energy. On weakly interacting sub-
strates, however, the relation between desorption energy 
and interface binding energy can be more complex due to 
an increasing importance of entropy as a result of a larger 
mobility of the molecular adsorbates. Entropic effects can 
lead to a thermal stabilization of the first molecular layer in 
spite of a smaller desorption energy compared to the multi-
layer, as entropy can reduce the prefactor of desorption, 
which increases desorption temperatures [50]. Since 
prefactors depend on a system’s entropy and the partition 
function, they do not only depend on the molecular species 
[53], but also on the particular interface that can influence 
molecular mobility. Therefore, prefactors are generally not 
precisely known, which complicates the determination of 
reliable desorption energies from TPD as common approxi-
mations such as Redhead‘s method [54] are not applicable. 
Moreover, intermolecular interactions can also noticeably 
influence desorption energies, especially in weakly interact-
ing hybrid systems. While such effects are often mentioned 
[36, 38, 45, 47, 52], they are rarely discussed quantitatively 
and even then, the analysis is restricted to simple linear ap-
proximations of coverage-dependent interactions [38, 52]. 
To study intermolecular interaction energies more accu-
rately, and to understand the complex interplay of intermo-
lecular and OSC-TMDC interactions in unitary and mixed 
monolayers of PEN and PFP, we combine our experimental 
TPD data with Monte Carlo (MC) simulations that take 
structural configurations and interactions of molecules into 
account to compute TPD traces. In addition to TPD, we use 
near-edge X-ray absorption fine structure (NEXAFS) spec-
troscopy and work function measurements by means of the 
Kelvin probe technique to analyze the electronic coupling of 
the OSCs to MoS2 as well as scanning tunneling microscopy 
(STM) for a characterization of the geometrical arrange-
ment of the OSC films. 
Analysis of our TPD data shows that both PEN and PFP form 
thermally stabilized monolayers on MoS2 that desorb at sig-
nificantly higher temperatures than the respective multi-
layers, although the desorption energies are smaller in the 
monolayer regime than in the multilayer regime. While this, 
in principle, allows for a preparation of nominal molecular 
monolayers by means of selective desorption of multilayers, 
we also find evidence for a significant intermolecular repul-
sion in unitary PEN and PFP films, which is attributed to 
their electrostatic interaction. This repulsion, coupled with 
a relatively weak OSC-2DM interface bond, leads to the for-
mation of a highly mobile, gas-like phase in the unitary mo-
lecular (sub-) monolayers that prevents the formation of 
densely packed monolayers at room temperature. However, 
mutual (electrostatic) attraction of PEN and PFP can be 
used to increase the packing density in intermixed mono-
layers, as it favors the formation of ordered co-structures, 
which is corroborated by STM data. 
2. METHODS 
Experimental Details. PEN (Sigma Aldrich, purity ≥ 
99.9%) and PFP (Kanto Denka Kogyo, purity ≥ 99%) films 
were grown by means of organic molecular beam deposi-
tion under ultrahigh vacuum (UHV) conditions from resis-
tively heated Knudsen cells. If not stated differently, molec-
ular films were grown at a substrate temperature of 270 K 
at typical deposition rates of 2 Å/min as monitored by 
quartz crystal microbalances. 
Similar to a previously described growth protocol [55], 
MoS2 crystals (2H-MoS2) were grown by means of chemical 
vapor transport, starting from stoichiometric amounts of 
Mo, S and Br2, the latter being the source for the transport 
agent MoBr4 that is formed in-situ. The reaction was per-
formed in an evacuated quartz glass ampoule that was sub-
jected to a temperature gradient from 1300 K to 1220 K for 
20 days. This procedure yields crystals of almost centimeter 
size as shown in reference [32]. The crystals were exfoliated 
under ambient conditions before being evacuated. Prior to 
the deposition of molecules, the crystals were annealed at a 
temperature of 650 K for 15 min.  
TPD measurements were carried out in a dedicated UHV ap-
paratus with a base pressure in the low 10-10 mbar regime, 
as described elsewhere [46, 48]. Briefly, the apparatus hosts 
a HIDEN EPIC 1000 quadrupole mass spectrometer (QMS) 
with a mass range up to 1000 amu that enables detection of 
the intact molecular ions PEN+ (m/z = 278 amu) and PFP+ 
(m/z = 530 amu). If not stated differently, TPD traces were 
recorded with heating rates of 1 K/s. Sample temperatures 
were precisely measured using a calibrated type K thermo-
couple mounted on top of the MoS2 crystal. 
The microstructural order of molecular thin films was char-
acterized in UHV (base pressure < 10-10 mbar) by means of 
STM (Omicron VT STM) in constant current mode using 
etched tungsten tips at sample temperatures of 110 K. The 





GmbH, Kelvin Probe S) that is used for work function meas-
urements.  
NEXAFS measurements in partial electron yield mode (re-
tarding field: 150 V) were performed at the HE-SGM dipole 
beam line of the synchrotron storage ring BESSY II in Berlin 
(Germany). Details on the experimental setup and the data 
analysis can be found in reference [56]. 
 
Computational Details. MC simulations of TPD traces 
were performed using a modified version of the algorithm 
described in reference [57]. Molecules are modeled as two-
dimensional circular discs to describe an averaged intermo-
lecular interaction and to account for all possible relative 
rotational orientation that can be expected at elevated tem-
peratures. These discs can diffuse freely on a jellium-like 
substrate. Intermolecular interactions are modeled by vdW 
and Coulomb interactions, the latter leading to a repulsive 
contribution in unitary films and an attractive contribution 
in mixed films of PEN and PFP. Structural configurations of 
the adlayer after molecular diffusion are used as input to 
compute coverage-dependent desorption energies. Details 
on the model and the algorithm can be found in the Support-
ing Information. The simulated TPD traces that are shown 
in this work are averaged from at least 50 randomized en-
sembles. For unitary and mixed PEN and PFP films, we use 
64 and 100 molecules, respectively, per calculated TPD 
trace. 
 
3. RESULTS AND DISCUSSION 
Electronic Coupling and Molecular Orientation. At 
first, we performed temperature-dependent NEXAFS meas-
urements of PEN and PFP thin films grown on exfoliated 
MoS2 single crystals to find out whether the molecular mon-
olayers are thermally stabilized and to obtain information 
on the molecular orientation at elevated temperatures. 
Therefore, we deposited 0.5 nm of the molecules on MoS2 
and slowly heated the sample to incrementally increasing 
temperatures [58]. The resulting series of spectra are 
shown in Figures 1 (a) and (b) for PEN and PFP, respec-
tively. Upon annealing of the molecular films, we observe a 
decrease of the intensity due to desorption of molecules, 
with residual intensity even after annealing to 410 K. At this 
temperature, molecular multilayers were found to be com-
pletely desorbed on SiO2 and gold [31, 41], showing that the 
first molecular layer of PEN and PFP on MoS2 is thermally 
stabilized relative to the bulk substance.  
Comparing the monolayer spectra to NEXAFS spectra of 
multilayers of PEN and PFP on SiO2, where no coupling of 
the molecules to the substrate occurs (green curves), we 
identify a modified NEXAFS signature for the PEN mono-
layer on MoS2 in the sharp π*-resonances at excitation en-
ergies below the C 1s absorption edge (dashed lines). This 
is also found for PEN on Ag(111) and Au(111) and suggests 
a small chemical interaction [39, 41]. In contrast, no differ-
ence is found for PFP, in line with findings for Ag(111) [59]. 
Complementary measurements of the work function show, 
however, no changes upon deposition of monolayers and 
thin films of both molecular species (see Supporting Infor-
mation). Since, in contrast to metals, there is no push-back 
effect on MoS2 that could compensate work function 
changes caused by a charge transfer between the molecular 
 
Figure 1: Temperature-dependent C 1s-NEXAFS spectra (θ = 
55°) of (a) PEN and (b) PFP films on MoS2 (initial film thickness 
0.5 nm; green spectra: multilayers on SiO2 with nominal thick-
ness of 30 nm recorded at 300 K). The dashed lines mark the 
C 1s absorption edges. Panels (c) and (d) show C 1s-NEXAFS di-
chroism measurements of the PEN and PFP films, respectively, 
after annealing to 410 K. 
 
film and MoS2, we can conclude that no notable charge 
transfer between the molecular films and MoS2 takes place. 
This agrees with a density functional theory study of PEN 
on MoS2 [24] and indicates that the electronic coupling of 
both molecular entities to MoS2 is relatively weak, in spite 
of the observed modification of the monolayer NEXAFS sig-
nature of PEN.  
In addition to the thermal stability, we can also use NEXAFS 
to determine the molecular orientation on the substrate 
surface by quantitative analysis of the dichroism of NEXAFS 
spectra recorded at different angles of incidence of the syn-
chrotron radiation as described in detail in reference [56]. 
In short, since the transition dipole moments (TDMs) corre-
sponding to excitations into unoccupied π*-orbitals are ori-
ented normal to the molecular backbone (see inset in Figure 
1 (d)), the absorption of X-rays with the related photon en-
ergies depends on the relative orientation of the molecules 
and the polarization of the X-ray beam. Thus, one can deter-
mine the average orientation of molecules in the film by ac-
quiring NEXAFS spectra at different sample orientations, i.e. 
at different angles of incidence φ. Figures 1 (c) and (d) show 
such measurements for acene films that were heated to 
410 K. The quantitative analysis of the dichroism of the 
leading π*-resonances yields molecular tilt angles of α < 10°, 
showing that in the (sub-) monolayer regime, PEN and PFP 
are lying flat on the MoS2 surface even at elevated tempera-
tures.  
Thermal Stability of Unitary Monolayers. To further in-






Figure 2: Series of TPD traces for different film thicknesses of 
(a) PEN and (b) PFP on MoS2.  The nominal monolayers are 
marked with bold lines. Panels (c) and (d) depict monolayer 
traces of PEN and PFP, respectively, prepared with three differ-
ent methods: (i) deposition of 3 Å (nominal monolayer) at 
270 K, (ii) deposition of 8 Å at elevated temperature (PEN: 
390 K; PFP: 400 K) and (iii) deposition of 8 Å at 270 K and sub-
sequent annealing for 1 min (PEN: 390 K; PFP: 400 K), dashed 
lines indicate the desorbing multilayers upon annealing. After-
wards, the sample is cooled down and heated again to record 
the TPD trace (solid line).  
 
measurements with different film thicknesses ranging from 
0.5 Å to 12 Å were conducted that are shown in Figures 2 
(a) and (b) for PEN and PFP, respectively. For both mole-
cules, two clearly separated peaks are observed. The high-
temperature peak occurs at all coverages, but increases in 
intensity and width only up to nominal film thicknesses of 
3 Å. From this coverage on, a low-temperature peak begins 
to form that increases in height with the film thickness but 
exhibits the same ascending peak flank. As this behavior is 
characteristic for multilayer desorption, which can be well 
described by zeroth-order desorption kinetics [61], we as-
cribe the low-temperature peak to multilayer desorption 
and the high-temperature peak to monolayer desorption.  
In the monolayer regime, we find substantial differences in 
the desorption traces of the two molecules that range from 
380 K to 490 K for PEN and from 390 K to 530 K for PFP. 
The higher desorption temperatures of PFP indicate a 
stronger interaction with MoS2 in comparison to PEN. Since 
for both acenes, notable multilayer desorption starts at ap-
proximately 350 K, the molecular monolayers are suffi-
ciently stabilized to allow for a preparation of nominal mon-
olayers by means of selective desorption of multilayers. 
This is shown in Figures 2 (c) and (d) for PEN and PFP, re-
spectively, where TPD traces of nominal monolayers pre-
pared by (i) direct deposition of 3 Å of the respective mole-
cule (corresponding to a nominal coverage of 1 ML) at a 
substrate temperature of 270 K, (ii) deposition of 8 Å on a 
crystal at an elevated temperature (390 K for PEN and 
400 K for PFP) and (iii) deposition of 8 Å at 270 K and sub-
sequent annealing at 390 K (PEN) or 400 K (PFP) for 1 min 
are presented. Both annealing methods yield monolayer 
TPD traces with no multilayer peak, showing that nominal 
monolayers of PEN and PFP on MoS2 can be prepared by se-
lective desorption of multilayers. In contrast, method (i) 
shows a weak low-temperature tail below 400 K that sug-
gests an onset of multilayer formation, possibly prior to the 
completion of a densely packed monolayer. Therefore, we 
use the TPD traces obtained by method (ii), i.e. deposition 
of 8 Å on a hot MoS2, to define the nominal coverage of 1 ML. 
The quantitative analysis of TPD traces is based on the Po-
lanyi-Wigner equation [60]: 
𝑟 = 𝜈 𝛳𝑛𝑒−𝐸𝑑 𝑅𝑇⁄     . (1) 
Here, 𝑟 is the desorption rate that is measured in depend-
ence of the substrate temperature 𝑇, 𝛳 is the surface cover-
age, 𝑛 is the order of desorption kinetics and 𝑅 is the uni-
versal gas constant. The parameters to be determined from 
the experimental TPD traces are the so-called kinetic pa-
rameters, i.e. the activation energy for desorption, or short 
desorption energy 𝐸𝑑 , and the pre-exponential factor, or 
prefactor, 𝜈. 
For the quantitative analysis of 𝐸𝑑  and 𝜈 in the multilayer 
regime, we have performed a leading-edge analysis [61]. 
This analysis (for details, see Supporting Information) 
yields desorption energies of (141±3) kJ/mol and 
(149±3) kJ/mol and prefactors of 1017.7±0.4 s-1 and 
1018.5±0.4 s-1 for PEN and PFP, respectively. These values are 
in reasonable agreement with the PEN sublimation en-
thalpy of (157 ± 14) kJ/mol [62], considering the large mar-
gins of error of the literature value. Larger sublimation en-
thalpies of fluorinated species compared to their non-fluor-
inated siblings are also reported for naphthalene and oc-
tafluoronaphthalene [63]. This finding can be attributed to 
a slightly higher polarizability and quadrupole moment as 
calculated for the case of PEN and PFP [64], which enable 
stronger vdW interactions. A comparison of the crystalline 
phases of PEN and PFP revealed further a somewhat larger 
Kitaigorodskii packing coefficient for PFP [64], which is in-
dicative of stronger dispersion interactions. 
In the monolayer regime, the TPD traces do not exhibit the 
same leading-edge for different initial coverages, which can 
be seen more clearly in Figures 3 (a) and (b) that depict only 
the (sub-) monolayer TPD traces of PEN and PFP, respec-
tively. To extract the kinetic parameters from this data, we 
have used a modified leading-edge analysis (mLEA) that is 
described in detail in a previous publication [48]. This 
method uses only small temperature intervals (approxi-
mately 20 K) at the leading-edge of a TPD trace (corre-
sponding to a coverage change of approx. 1%, details in the 
Supporting Information) to determine 𝐸𝑑  and 𝜈 and can 
therefore provide coverage-specific values. 
The results of the mLEA are presented as circles in Figures 
3 (d) and (e) for PEN and PFP, respectively. In the sub-mon-
olayer regime (coverage < 0.8 ML), we find desorption en-
ergies in the range between 105 kJ/mol and 110 kJ/mol 
with prefactors of the order of magnitude of 1011 s-1 for PEN. 
Upon saturation of the monolayer, 𝐸𝑑  increases to 
127 kJ/mol and 𝜈 increases to 1014 s-1. For PFP, we find 
larger desorption energies in the range between 121 kJ/mol 
and 132 kJ/mol and prefactors of the order of magnitude of 
1012 s-1 in the submonolayer regime. These values slightly 
change to 129 kJ/mol and 1014 s-1, respectively, upon satu-






Figure 3: (a) and (b) TPD traces of PEN and PFP, respectively, 
on MoS2 for different initial (sub-) monolayer coverages ϴ0. (c) 
and (d) MC simulations of TPD traces for PEN, respectively, for 
the same initial coverages as in (a) and (b). The inset shows the 
intermolecular interaction energy 𝑉 as a function of the cover-
age 𝛳 for PEN (blue) and PFP (green) obtained from the MC 
TPD simulations (circles) with exponential fits (lines). (e) and 
(f) Coverage-dependent desorption energies Ed (black) and 
pre-exponential factors ν (red) of PEN and PFP, respectively, on 
MoS2.  
 
The finding of larger desorption energies for the PFP mon-
olayer compared to the PEN monolayer is in line with the 
observation of an onset of monolayer desorption at higher 
temperatures. However, all of these kinetic parameters are 
significantly smaller than the respective results for multi-
layer desorption. In particular, desorption energies are sig-
nificantly smaller in the monolayer than in the multilayer. 
Since notable multilayer desorption starts at lower temper-
atures than monolayer desorption, this result is, at first 
glance, rather surprising and counterintuitive. Notably, the 
prefactors of both PEN and PFP are smaller than 𝑘𝐵𝑇 ℎ⁄  
(~1013 s-1 at 𝑇 = 400 K), which, according to transition state 
theory (TST), is the theoretical lowest limit for the prefactor 
[64]. This raises the questions whether these results are ro-
bust or erroneous, possibly due to the rather low signal-to-
noise ratio of the leading edge that is used in the mLEA.  
To test the results of the mLEA, we have also performed 
heating-rate variation (HRV) experiments. Therefore, TPD 
traces were recorded for a selected coverage at varying 
heating rates. The heating rate-dependent peak tempera-
ture can then be used to derive 𝐸𝑑  and 𝜈 independently of 
each other, as described in detail in reference [48]. Because 
this method requires multiple measurements per initial 
coverage, only one submonolayer coverage was used per 
molecule (0.4 ML for PEN and PFP). For precise control of 
the initial coverages, these submonolayers were prepared 
by deposition of 8 Å of the respective molecule and subse-
quent annealing to desorb multilayers and parts of the mon-
olayer. Analysis of the initial coverages from the TPD traces 
shows that this method yields highly reproducible initial 
coverages. The HRV data and the corresponding analysis 
are presented in the Supporting Information. From the HRV 
analysis, we obtain 𝐸𝑑  = (122±4) kJ/mol and 𝜈 = 1012.7±0.5 s-1 
for PEN and 𝐸𝑑  = (131±4) kJ/mol and 𝜈 = 1012.7±0.4 s-1 for PFP 
(squares in Figure 3).  
Considering the uncertainty of the mLEA (desorption en-
ergy error 4 kJ/mol and 9 kJ/mol and prefactor error 0.5 
and 1.1 orders of magnitude for PEN and PFP, respectively), 
these HRV results are in fair agreement with those of the 
mLEA and thus confirm the general trend. Although the HRV 
desorption energies are slightly larger than those obtained 
from the mLEA, they are still significantly smaller than 
those of the multilayers. The HRV prefactors are an order of 
magnitude larger than those obtained from the mLEA and 
thus in agreement with the lower limit from TST, but still 
orders of magnitude smaller than typical prefactors ob-
tained in TPD experiments with large molecules [34, 49, 50, 
53, 65-70]. 
This effect, i.e. a small desorption energy in the monolayer 
compared to the multilayer in combination with an increase 
of the prefactor upon saturation of the monolayer by sev-
eral orders of magnitude, has already been observed and 
described in detail for 2,4’-bis(terpyridine) on highly ori-
ented pyrolytic graphite (HOPG) [50]. An explanation for 
this phenomenon is provided by TST: The reaction rate con-
stant 𝑘TST for the transition from the adsorbed initial state 
(IS) to the transition state (TS), that is the rate of desorp-
tion, can be related to the standard Gibbs free energy of ac-






‡ 𝑅𝑇⁄     . (2) 
Using equation 2 and the relation 𝛥𝐺‡ = 𝛥𝐻‡ − 𝑇𝛥𝑆‡, 
where 𝛥𝐻‡ is the standard enthalpy of activation and 𝛥𝑆‡ is 
the standard entropy of activation, one can identify the de-
sorption energy as [71] 
𝐸𝑑 = ∆𝐻
‡ +  𝑅𝑇    . (3) 
With equation 3, equation 2 can be brought into the form 
𝑘TST = 𝜈e





‡ 𝑅⁄ )+1    . (4) 
On this basis, the exceptionally small prefactors can be in-
terpreted. Equation 4 shows that the prefactor scales with 
the entropy gain upon transition from the adsorbed IS to the 
TS. When a chemisorbed molecule reaches the TS for de-
sorption, it typically gains additional degrees of freedom 
(DOFs) compared to the IS, because bonds to the surface 
break and formerly frustrated translations and rotations 
turn into (nearly) free translations and rotations. Therefore, 
the partition function in the transition state is frequently 
larger than in the adsorbed state, giving rise to a desorption 
prefactor larger than kBT/h [72]. 
If the prefactor is in the range of kBT/h or even smaller, as is 
the case here, then the situation must be reversed, i.e. the 
TS must have a reduced number of DOFs, compared to the 
IS. This is the case when the adsorbed molecules are very 
mobile, while certain geometry restrictions apply to the TS. 
According to STM (see below), the adsorbed PEN molecules 
are indeed very mobile, resulting in large partition func-
tions for two translation DOFs and one rotational DOF 
(around the axis perpendicular to the surface). In addition, 
due to the weak interaction with the surface, the two re-





translation (vibration perpendicular to the surface) are ex-
pected to contribute substantially to the total partition func-
tion. Especially the latter contributes only to the IS and can 
therefore substantially reduce the desorption prefactor. 
Regarding the geometry of the TS, it is obvious that the po-
tential energy of a large planar molecule above a surface de-
pends not only on the distance between its center-of-mass 
and the surface, but also on its orientation relative to the 
surface. This implies that the lowest-energy path of the de-
sorption process is closely related to geometric parameters. 
Hence, of the many adsorption configurations available for 
the mobile adsorbed molecule, not all are equally suitable 
for the TS. The reduced number of configurations in the TS 
means that the partition function is reduced compared to 
the IS. In addition, a large planar molecule such as penta-
cene needs to be rather far away from the surface before it 
can freely rotate around all three axes. Geometry consider-
ations for the case of pentacene show that its center-of-
mass must be at least ~7 Å above the surface, which far ex-
ceeds the vdW distance of <3 Å between the molecular 
plane and the substrate [73]. It is therefore possible that the 
rotational partition function in the TS is still reduced com-
pared to that of the gas phase. In contrast to the mobile mol-
ecules in the (sub-) monolayers, multilayers of PEN and PFP 
form crystalline films, as shown in a previous study [32]. In 
these films, the molecules are immobile, resulting in a larger 
entropy gain upon desorption and therefore a larger prefac-
tor for desorption. 
An energetic argument for the stabilization of the mobile 
molecular monolayer can be made on the basis of equation 
2, which illustrates that the relevant thermodynamic poten-
tial for desorption is the standard Gibbs free energy of acti-
vation, not the standard enthalpy of activation that is closely 
related to the desorption energy. Consequently, the energy 
barrier for desorption does not only depend on the desorp-
tion energy, but also on the entropy change and thus on the 
prefactor. Using equations 3 and 4, one can calculate 
∆𝐺‡mono − ∆𝐺
‡
multi , i.e. the difference in the standard Gibbs 
free energies of activation for desorption from mono- and 
multilayer (for details, see the Supporting Information): 
∆𝐺‡mono − ∆𝐺
‡
multi = 𝐸𝑑, mono − 𝐸𝑑, multi + 𝑅𝑇 ln (
𝜈multi
𝜈mono
) . (5) 
At 400 K, equation 5 yields a difference of the mono- and 
multilayer standard Gibbs free energy of activation of 
19 kJ/mol for PEN and 26 kJ/mol for PFP, using the results 
of the HRV for the monolayer parameters. This shows that 
for both molecules, the barrier for desorption, given by the 
standard Gibbs free energy of activation, is larger in the 
monolayer than in the multilayer, which explains the stabi-
lization of the molecular monolayers. The stabilization of 
the PEN and PFP monolayers is thus caused by entropy due 
to the formation of a highly mobile gas phase rather than a 
strong interface bond.  
Upon saturation of the monolayer, the results of the mLEA 
(squares in Figures 3 (e) and (f)) show that the prefactors 
of PEN and PFP increase to about 1014 s-1, indicating a re-
duction of the molecular mobility. Comparing the prefactors 
for monolayer desorption to those for the multilayers, they 
are, however, still several orders of magnitude smaller. This 
indicates that only multilayer growth can reduce molecular 
mobility, which allows to conclude that no close-packed and 
therefore well-ordered monolayers of PEN and PFP are 
formed on MoS2 at room temperature, as observed for PFP 
on Ag(111) in a previous study [59]. Hence, the nominal 
monolayer that can be prepared by selective desorption of 
multilayers does not correspond to a densely and therefore 
complete monolayer. 
 
Intermolecular Repulsion. A microscopic explanation for 
the formation of a highly mobile gas phase in the molecular 
monolayers can be found upon closer inspection of the 
(sub-) monolayer TPD traces. Figures 3 (a) and (b) show 
only the monolayer TPD traces of PEN and PFP, respec-
tively, that exhibit a distinct peak shift to lower tempera-
tures for increasing coverages as indicated by red lines. 
Such a peak shift is already reported for other systems in-
cluding PEN on Au(111) [36, 38, 45, 47, 52] and commonly 
attributed to (sometimes substrate-mediated) intermolecu-
lar repulsion. This causes a reduction of the desorption en-
ergy for increasing coverages as the repulsion increases 
with decreasing average nearest-neighbor distances. Such a 
reduction of the desorption energy at increasing coverage 
can also be found in Figures 3 (e) and (f) in the mLEA results 
for both molecules. 
Using MC TPD simulations with electrostatic intermolecular 
interactions that are based on the molecular quadrupole 
moments calculated by density functional theory [64], we 
can find an estimate for the intermolecular interaction en-
ergies. Starting with the charge distribution of isolated mol-
ecules that exhibit a distinct quadrupole moment, the mo-
lecular charge distributions were represented by discrete 
point charges, which mediate the lateral electrostatic cou-
pling. Slight adjustment of the effective charges in our disc 
shaped molecules allows to reproduce the experimentally 
observed coverage-dependence of the TPD traces. The re-
sulting simulated TPD traces are presented in Figures 3 (c) 
and (d) for PEN and PFP, respectively. With kinetic param-
eters that are close to those derived from the HRV experi-
ments (PEN: 𝐸𝑑  = 121 kJ/mol, 𝜈 = 1012.5 s-1; PFP: 𝐸𝑑  = 
133 kJ/mol, 𝜈 = 1012.7s-1), the lowest coverage TPD traces 
can be reproduced accurately with Coulomb charges of q = 
0.07e for PEN and q = 0.105e for PFP (for details on the 
modeled charge distribution, see the Supporting Infor-
mation). The Coulombic intermolecular repulsion leads, as 
expected, to a peak shift towards lower temperatures for in-
creasing coverages as well as a significant broadening of the 
TPD traces of the saturated monolayers, in particular in the 
case of PFP. Only at intermediate coverages, the simulated 
coverage-dependent peak shift is less pronounced than the 
experimentally observed shift. This suggests that the real 
interaction potential has a somewhat longer range, i.e. de-
creases less strongly with distance, than the one used for 
the simulation. 
Our simulation further allows to derive an effective poten-
tial 𝑉 for intermolecular interactions as a function of the 
surface coverage ϴ that is inversely related to the average 
intermolecular nearest-neighbor distance. The effective lat-
eral interaction potentials of PEN and PFP obtained from 
our MD simulations are shown as circles in the inset of Fig-
ures 3 (c) and (d). Both curves can be modeled accurately 
by a simple exponential function of the form 𝑉(𝛳) = 𝑎𝛳𝑏 . 
Fitting of this function to the simulated potential yields sim-





(2.5±0.1), respectively. For the maximum interaction en-
ergy that is given by the factor 𝑎, we find (8.2±0.1) kJ/mol 
and (12.5±0.2) kJ/mol for PEN and PFP, respectively. This 
corresponds to ~7% and ~9% of the desorption energy in 
the zero-coverage limit, respectively, in line with a result of 
~7% reported for para-hexaphenyl on Au(111) [38]. 
The coverage-dependence of the interaction potential ob-
tained from our MC TPD simulation can be plugged into the 
Polanyi-Wigner equation (equation 1) to determine the in-
teraction energies directly from the experimental data. 
Therefore, we have used the prefactors that were also used 
for the MC TPD simulations, which are in agreement with 
the HRV results, and fitted the Polanyi-Wigner equation 
with a coverage-dependent desorption energy 𝐸𝑑(𝛳) =
𝐸0 − 𝑎𝛳
𝑏 to the sets of TPD traces shown in Figures 3 (a) 
and (b). The resulting fits (see Supporting Information) are 
in excellent agreement with the experimental TPD traces 
for all coverages. For the desorption energies (lines in Fig-
ures 3 (e) and (f)), we find 𝐸𝑑(𝛳) =(121 - 7.5 ϴ1.5) kJ/mol 
for PEN and 𝐸𝑑(𝛳) =(133 - 14.5 ϴ1.7) kJ/mol for PFP. In 
comparison to the simulation, the exponents are signifi-
cantly smaller, reflecting the finding that our model some-
what underestimates the range of the intermolecular inter-
actions. Nonetheless, the maximum interaction energies are 
of the same order of magnitude as those of the simulation 
with 7.5 kJ/mol for PEN and 14.5 kJ/mol for PFP and there-
fore still of the order of magnitude of only 10% of the zero-
coverage desorption energy. 
 
Intermixed Monolayers. The above discussed TPD data 
shows that the unitary submonolayer phases of PEN and 
PFP are mainly entropically stabilized, i.e. by an entropy 
gain through the high mobility of the adsorbed molecules. 
These are unfavorable conditions for the formation of sta-
ble, densely packed monolayers, in which the mobility of the 
molecules and thus the entropic stabilization of the layer 
would be reduced. Therefore, it is desirable to achieve en-
thalpic stabilization of the monolayer by introducing attrac-
tive intermolecular interactions, which result in the for-
mation of ordered, close-packed molecular monolayers.  
In a previous study on intermixed thin multilayer films of 
PEN and PFP, we found evidence for intermolecular attrac-
tion [31]. To test whether these attractive forces also occur 
laterally in monolayer films with a flat-lying molecular ori-
entation, we have conducted further TPD measurements on 
mixed monolayers of PEN and PFP. Figure 4 (a) shows the 
quasi-simultaneously recorded TPD traces of PEN (filled 
blue curve) and PFP (filled green curve) from an equimolar 
intermixture with a coverage slightly exceeding 1 ML, re-
sulting in small multilayer desorption peaks. In comparison 
to the unitary PEN monolayer (blue line), the ascending 
flank of the PEN monolayer signal of the mixed film (filled 
blue curve) is less steep and the peak maximum shifts by 
approximately 20 K to higher temperatures, followed by a 
rather sharp high-temperature tail. In contrast, the TPD 
trace of PFP (filled green curve) is almost identical to the 
unitary phase (green line). Above 500 K, the TPD traces of 
unitary and intermixed PFP are equal because PEN has com-
pletely desorbed, leaving a nearly pristine PFP film on the 
surface.  
Due to a continuous variation of the stoichiometric ratio of 
PEN:PFP during the desorption experiment, the desorption 
Figure 4: (a) Quasi-simultaneously recorded TPD traces of 0.6 ML PEN and 0.8 ML PFP in a mixed film (filled traces) and 
unitary films of 0.4 ML PEN (blue line) and 0.7 ML PFP (green line) on MoS2. (b) Simulated TPD traces of a randomized 
mixture of 0.5 ML PEN and 0.5 ML PFP (dots), 0.5 ML PEN (blue line) and 0.5 ML PFP (green line). (c) STM micrograph (-
2.5 V, 250 pA, 110 K) of an intermixed monolayer of PEN and PFP on MoS2 with a linescan. The inset illustrates the alternat-
ing molecular structure. The substrate azimuth was determined from low-energy electron diffraction. (d) Illustration of the 
intermixed monolayer. (e) STM micrograph (-3.76 V, 120 pA, 110 K) of 8 Å PEN on MoS2 after annealing to 390 K for 1 min. 





parameters are continuously changing. This is equivalent to 
a superposition of many partially overlapping desorption 
peaks that are slightly shifted on the temperature axis with 
respect to each other. This results in a distorted leading 
edge that yields unreasonable results using the mLEA. A 
HRV analysis is difficult since precise reproducibility of two 
coverages (for PEN and PFP) is needed to achieve identical 
samples for the several required experiments with different 
heating rates. Hence, the TPD traces of the mixed film were 
only analyzed qualitatively. The modified desorption be-
haviors compared to the unitary phases of PEN and PFP can 
be explained by an interplay of intermolecular and mole-
cule-substrate interactions. From our TPD traces of unitary 
PEN and PFP monolayers, we know that PFP desorbs at 
higher temperatures than PEN. Due to an electrostatic at-
traction between the opposing quadrupole moments of PEN 
and PFP [64], PFP acts as an anchor for PEN by increasing 
its desorption energy. However, since PFP binds stronger to 
MoS2 than PEN, PEN still desorbs at a higher rate than PFP 
until finally, only PFP remains on the substrate surface. At 
this point, the desorption rate of PEN rapidly drops to zero 
and the descending flanks of the unitary and intermixed 
phase PFP monolayer TPD traces are equal.  
This behavior is well reproduced by our MC TPD simula-
tions, as shown in Figure 4 (b). Note that the same interac-
tion parameters were used for the simulation of TPD traces 
of unitary and mixed films of PEN and PFP. As in the exper-
iment, we find a shift of the PEN desorption peak of the 
mixed film (blue dots) to higher temperatures, i.e. closer to 
the PFP peak, in comparison to the unitary PEN film (blue 
line). Although the simulated peak shift is somewhat 
smaller with only approximately 15 K in comparison to the 
experiment, the slope of the ascending flank of PEN in the 
mixed film is reduced in comparison to the unitary film, as 
in the experiment. For PFP, the simulation shows no signif-
icant difference between unitary (green line) and mixed 
phase (green dots), which agrees well with the experiment. 
Only a slight shift of the PFP peak of the mixed film to higher 
temperatures can be seen that indicates a stabilization of 
PFP beyond the stabilization of the unitary PFP monolayer 
due to the mutual attraction of PEN and PFP. 
The above discussed TPD data illustrates the importance of 
intermolecular interactions for the kinetic parameters, 
showing that molecular monolayers can be stabilized by 
electrostatic attraction in mixed films. However, since a 
quantitative analysis of the TPD data is not possible at the 
current state for mixed films of PEN and PFP as the mixing 
ratio of PEN and PFP changes dynamically, no conclusion 
can be drawn on the molecular mobility in the mixed film. 
To find out whether the mutual attraction of PEN and PFP 
can reduce molecular mobility and lead to the formation of 
an ordered, densely packed molecular layer, we have per-
formed STM measurements on unitary and mixed films at 
temperatures of 110 K. Figure 4 (c) shows an STM micro-
graph of a mixed monolayer of PEN and PFP that clearly 
shows an ordered molecular structure. A contrast between 
neighboring molecules is visible that is caused by different 
electronic properties of PEN and PFP, showing that a well-
ordered stoichiometric 1:1 intermixture is formed as illus-
trated in the inset of the figure. The linescan along a molec-
ular row (bottom panel) shows the alternating structure of 
the mixed film more clearly. A vacancy in the molecular 
adlayer reveals a layer height of approximately 3 Å, corre-
sponding to a flat-lying molecular orientation. A more de-
tailed analysis of the molecular geometry can be found in 
the Supporting Information. The molecular arrangement is 
illustrated in Figure 4 (d). 
In addition to the mixed phase, we have also conducted STM 
measurements on unitary monolayers on MoS2. Imaging of 
these films has proven to be rather challenging, which can 
be directly attributed to the high lateral mobility of the mol-
ecules. Figure 4 (e) shows an STM micrograph of 4 Å PEN on 
MoS2, corresponding to a coverage slightly above one mon-
olayer. While no molecular structure could be resolved in 
the first layer and the image shows areas of instable contact 
caused by frequent tip changes, it is possible to image mo-
lecular islands in the second layer. A linescan across a bi-
layer island (bottom panel) reveals a step height of about 
5 Å, which is larger than the typical height of 3 Å observed 
for flat-lying acenes. These findings are perfectly in line 
with our NEXAFS and TPD data: In the (sub-) monolayer re-
gime, PEN lies flat on the MoS2 surface. Due to their mobility, 
it is not possible to image molecules in the first layer at a 
temperature of 110 K, as illustrated in Figure 4 (f). Upon 
multilayer growth, however, PEN tilts and forms a herring-
bone structure, leading to condensation of the highly mobile 
phase and formation of islands that can be imaged by STM. 
The molecular tilt in the multilayer phase causes an in-
creased step height between the flat-lying first and tilted 
second on tilted first layer, as reported for PEN on HOPG in 
a previous study [43]. 
The combination of STM with TPD reveals that the mutual 
electrostatic attraction of PEN and PFP is indeed capable of 
inducing the formation of well-ordered, close-packed mo-
lecular monolayers on MoS2, at least at a temperature of 
110 K, at which PEN is still mobile in its unitary phase. In 
the mixed film, the attractive forces between PEN and PFP 
add an enthalpic stabilization, which compensates for a po-
tential loss of entropic stabilization. 
4. CONCLUSIONS 
In this study, we show that PEN and PFP on MoS2 form (sub-
) monolayers that are stabilized with respect to their multi-
layer phases, preventing dewetting and 3D growth of the 
nominal monolayer. In contrast to, for instance, adsorption 
on metallic surfaces, the origin of this stabilization lies in the 
entropy of the mobile molecular film rather than the 
strength of the interfacial bond. This entropic stabilization 
effect has previously been reported for 2,4’-bis(terpyridine) 
on HOPG [50], another planar polycyclic aromatic hydrocar-
bon on a weakly interacting substrate and can be expected 
to be a general phenomenon occurring for planar polycyclic 
aromatic molecules adsorbed on weakly interacting sub-
strates (with a small corrugation of the molecule-substrate 
interaction potential). 
The high mobility of the molecules in the unitary monolay-
ers can be ascribed to a combination of a relatively weak in-
terface bond and intermolecular repulsion. Consequently, 
the entropic stabilization is an interface effect that can only 
occur in the (sub-) monolayer regime, as is illustrated in Fig-
ure 5: In multilayer films, molecules adopt packing motifs 
that lead to stabilizing attractive contributions to the inter-





motif (Figure 5 (a)), whereas in (sub-) monolayers, mole-
cules are forced into a flat-lying orientation by the substrate 
that results in a repulsive intermolecular interactions in 
unitary films (Figure 5 (b)) and attractive interactions be-
tween PEN and PFP (Figure 5 (c)). 
 
Figure 5: Illustration of electrostatic intermolecular interac-
tions of PEN in a multilayer film with a herringbone packing 
motif (a), in a (sub-) monolayer film of PEN (b) and a mixed 
(sub-) monolayer film of PEN and PFP (c), shown in a side view 
along the long molecular axis. The molecular quadrupole mo-
ments are indicated by negative (blue) and positive (orange) 
point charges. 
 
These findings show that, in spite of a relatively weak inter-
face bond, nominal molecular monolayers can be prepared 
on TMDCs and other weakly interacting substrates by 
means of selective desorption of multilayers, which is a 
more scalable process than the direct deposition of mono-
layers. The stabilization comes, however, at the price of re-
duced structural order and packing density: a mobile mon-
olayer cannot be a highly ordered nanostructure. Nonethe-
less, such monolayers can find technical applications, for in-
stance as spacer layers between layers of 2DMs. 
Finally, we have shown that attractive intermolecular inter-
actions can further stabilize molecular monolayers even 
though attraction is likely to reduce the entropic stabiliza-
tion of unitary films, thus paving the way for the prepara-
tion of highly ordered molecular films on weakly interacting 
substrates. Attractive intermolecular interactions in mono-
layers are often found in heterostructures of fluorinated 
and non-fluorinated OSCs [74-78], so the concept of stabili-
zation by intermolecular attraction should be applicable be-
yond our model system of PEN and PFP. Molecules that are 
only partially fluorinated, such as the unilaterally fluori-
nated 1,2,10,11,12,14-hexafluoropentacene [79], could ex-
tend this concept to homomolecular films. 
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1. Details on the Monte Carlo simulations of TPD traces 
 
0 
Figure S1: (a) and (b) Visualization of the quadrupole moments of PEN and PFP, respectively, as point 
charges (negative charges are blue, positive ones red) together with the molecular electrostatic potentials 
(MEPs). (c) Superposition of differently oriented PEN molecules with their MEPs. The average charge 
distribution is modeled as a circular disc with positive charges at the outer rim of the molecule and a 
negative charge at the center. (d) and (e) Illustration of the disc shaped models of PEN and PFP, 
respectively, with location of the point charges. (f) Illustration of the geometry for pair-wise intermolecular 
interactions. The yellow circles indicate the positions of H or F atoms for van der Waals interactions.  
 
The Monte Carlo simulations of TPD traces presented in this work are based on a modified version of the 
algorithm described by Meng and Weinberg in Reference [S1]. Structural configurations of molecules 
within a unit surface (with periodic boundary conditions) are used to calculate interaction energies 𝑉𝑖 for 
individual molecules. These interaction energies then effect desorption probabilities through the 
microscopic rate equation  
                                                                                  𝑟𝑖 =  𝜈 exp (
𝐸0 − 𝑉𝑖
𝑅 𝑇







Here, 𝑟𝑖 is the rate of desorption of the molecule with index 𝑖, 𝜈 and 𝐸0 are the prefactor and activation 
energy, respectively, for thermal desorption of a given molecular species in the limit of zero coverage, 𝑅 is 
the gas constant and 𝑇 is the surface temperature. 
For intermolecular interactions, we consider only van der Waals (vdW) and electrostatic interactions. Due 
to the absence of Pauli repulsion and any significant interface dipole formed upon adsorption of the 
molecule on the MoS2(0001) surface [S2, S3] we can neglect any substrate-mediated intermolecular 
interactions that would, for instance, be present on metallic surface. We have verified the absence of any 
notable interface dipole by measurements of the work functions of different molecular films of PEN and 
PFP on a MoS2 crystal as well as the clean crystal surface, finding no significant differences (cf. Table S1). 
The electrostatic interactions in our model are based on the molecular quadrupole moments of PEN and 
PFP that are the first non-zero terms in the multipole expansion of the electrostatic intermolecular 
interactions of PEN and PFP [S4]. In the far-field approximation, these quadrupole moments can be 
represented by seven point charges per molecule as illustrated in Figures S1 (a) and (b) for PEN and PFP, 
respectively. Since PEN and PFP are highly mobile on MoS2 at (sub-) monolayer coverages, as evidenced 
by our experimental TPD data, molecules are not restricted to specific adsorption sites and relative 
orientations to the substrate, but can move freely across (and rotate freely on) the MoS2 surface. 
Consequently, there is a multitude of relative orientations of molecules for pair-wise intermolecular 
interactions as illustrated in Figure S1 (c). We simplify our model by modeling molecules as two-
dimensional circular discs, thus effectively averaging over all possible rotational orientations. The 
restriction to two dimensions is valid due to the flat-lying orientation of the molecules at (sub-) monolayer 
coverages that is retained even at elevated temperatures as evidenced by NEXAFS dichroism 
measurements (see Figure 1). Figures S1 (d) and (e) show the disc shaped models of PEN and PFP, 
respectively. We chose a disc radius of 5 Å that roughly reflects the molecular dimensions. This radius is 
equal for PEN and PFP to simplify heteromolecular structures. 
The electrostatic potentials of PEN and PFP are modeled by seven point charges per molecule as illustrated 
in Figures S1 (d) and (e), so that the total charge adds to zero. Although the point charges only describe the 
molecular quadrupole moments accurately in the far-field approximation, we use this rather simple charge 
distribution to keep the model simple. Four equal charges are placed at the outer rim of the disc-shaped 
molecules. Using the quadrupole moments that were calculated in Reference [S4], one can calculate the 
average quadrupole moment in the molecular plane, 𝜃in plane =  
1
2
 (𝜃𝑥𝑥 + 𝜃𝑦𝑦) (PEN: 4.45 ∙  10







PFP: −4.6 ∙  10−34 C cm2). Using the identity 𝜃𝑥𝑥 = 𝑞𝑥 𝑥
2 where 𝑥 denotes the distance of the charge 𝑞𝑥 
from the center of the molecule, one can calculate an effective charge 𝑞 in the molecular plane. Since the 
two charges outside of the molecular plane on the 𝑧-axis have the same absolute value as those in the 
molecular plane, one can use 𝑞 and 𝜃𝑧𝑧 to calculate the distance of those charges from the molecular plane 
that is 7.1 Å for both PEN and PFP for a disc radius of 5 Å. 
Because we want to neglect molecular orientation, interacting pairs of molecules are assumed to always 
have the same relative orientation with two charges of the outer rim of each molecule lying on the line 
connecting the centers of the two molecules, as illustrated in Figure S1 (f). This allows for a para-
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Here 𝑟 = 5 Å is the disc radius and 𝑧 = 7.1 Å is the distance of the two charges outside of the disc to the 
disc plane and 𝑉vdW is the vdW potential. 𝑞𝑖 denotes the charge at the outer rim of molecule 𝑖 that is positive 
in the case of PEN and negative in the case of PFP 
The vdW potential is added to emulate the vdW box of a molecule. Therefore, we add a single hydrogen or 
fluorine atom to PEN or PFP, respectively, per molecule at the position of the charge that is closest to the 
interaction partner as illustrated by the orange circles in Figure S1 (f). We use the MM3 force field vdW 
potential [S5] 
𝑉vdW(𝑑) = √𝜀1𝜀2 [184000 exp (
𝑟1 + 𝑟2
𝑑






where 𝑟𝑖 are the vdW radii of the interacting species (hydrogen: 1.62 Å; fluorine: 1.71 Å) and 𝜀𝑖 are the 







Due to the relatively large size of the two molecular species studied in this work, PEN and PFP, discrete 
adsorption sites are not as clearly defined as in the case of small adsorbates such as CO. Moreover, at the 
elevated temperatures that occur in our TPD experiments, molecules can be assumed to be able to move 
freely on a chemically inert substrate such as MoS2 , which is corroborated by our experimental TPD data 
and our STM data. Therefore, we model the MoS2 surface as a Jellium-like system with a uniform binding 
energy that does not favor specific adsorption sites. Between desorption events, molecules are allowed to 
diffuse freely until the mean square displacement of all molecules, 〈𝛥𝑥2〉, reaches 〈𝛥𝑥2〉 = (𝑎 𝐷)2 where 𝐷 
is the nearest-neighbor distance in a uniformly spaced layer at the current surface coverage and 𝑎 is a 
scaling factor. Thus, the mean diffusion length scales with surface coverage. We chose  𝑎 = 6 as no notable 
changes to the simulated TPD traces were observed for larger values of 𝑎. 
The procedure of the algorithm can be summarized as follows: 
(1) Populate a rectangular unit surface with 𝑁 molecules in a uniformly spaced structure for the 
given initial surface coverage. Assign Maxwell-Boltzmann distributed random velocities 
according to the initial surface temperature. 
(2) Calculate molecular diffusion while monitoring the mean square displacement 〈𝛥𝑥2〉 of all 
molecules. Stop diffusion when 〈𝛥𝑥2〉 = (𝑎 𝐷)2.  
(3) Use equation S1 to calculate the individual desorption rates 𝑟𝑖 for all molecules for the given 
spatial distribution of molecules. 
(4) Randomly chose a molecule of index 𝑘 that is allowed to desorb with a probability 𝑝𝑘 =  
𝑟𝑘
𝑟max⁄  
where 𝑟max is the current largest desorption rate of all molecules. Repeat until one molecule 
desorbs successfully. 
(5) Remove the desorbed molecule and increase time by 𝜏 =  (∑ 𝑟𝑖𝑖 )
−1, temperature by 𝛽𝜏 and kinetic 
energy by 𝑘B𝛽𝜏. 
(6) Repeat steps (2) – (5) until all molecules have desorbed. 
For the initial velocity distribution, we chose a 2D Maxwell-Boltzmann distribution. To account for the 
coverage-dependent mean free path of the molecules, we chose a first-order approximation and scale the 
Maxwell-Boltzmann velocities with (1 − 𝛳) where 𝛳 is the surface coverage. Thus, we assign no velocity at 







Periodic boundary conditions are implemented by replicating the rectangular unit surface to create eight 
identical surrounding unit surfaces. Intermolecular forces and interaction energies are calculated under 
consideration of these identical neighboring unit surfaces. Inclusion of more neighboring unit surfaces 
does not change the simulated TPD traces due to the limited range of the intermolecular interactions. 
As activation energies and prefactors, we chose the experimental results for the smallest initial coverages. 
These values are then fine-tuned manually to fit low-coverage simulated TPD traces to the experimental 
ones. Then, the interaction parameters, i.e., the charges of PEN and PFP, are adjusted so that the larger-
coverage TPD traces match the experimentally recorded coverage series. 
For heterostructures of PEN and PFP, we assume no structural order with regard to the intermixture. 
Instead, the species is randomly assigned to each individual molecule with equal probabilities for PEN and 
PFP, creating a randomized intermixture with an average stoichiometric ratio of 1:1 PEN:PFP. Due to the 
attraction between PEN and PFP, these randomized distributions tend to form ordered structures of 
alternating species once the coverage is sufficiently small to allow for structural reconfigurations. 
The TPD traces presented in this work are averaged from at least 50 individual computations with 
randomized starting conditions. For homomolecular films, 64 molecules are used per run. Since in 
heteromolecular films, two TPD traces are simultaneously created from a single ensemble of molecules, we 
use 100 molecules for mixed films. Since time / temperature steps vary between these individual runs, TPD 
traces were averaged over temperature bins of equal size. For homomolecular films, we chose a bin size of 
0.1 K. For heteromolecular films, we chose a larger bin size of 0.5 K due to a larger run-to-run variation of 
the TPD traces caused by the randomization of the stoichiometric ratio and spatial distribution of PEN and 








2. Work functions of molecular films on MoS2 
Table S1: Work functions of clean MoS2, monolayers (nominal thickness: 3 Å) of PEN and PFP on MoS2, 
multilayers of PEN and PFP on MoS2 and a multilayer heterostack of PEN and PFP on MoS2.  
 
Sample Work Function [eV] 
MoS2 4.62  
MoS2 + 3 Å PFP 4.59 
MoS2 + 3 Å PEN 4.63 
MoS2 + 20 Å PFP 4.59 
MoS2 + 20 Å PEN 4.58 
MoS2 + 20 Å PFP + 20 Å PEN 4.58 
 
To verify that no interface dipole is formed upon adsorption of PEN and PFP on MoS2, we have measured 
the work functions of clean MoS2, monolayers (nominal thickness: 3 Å) of PEN and PFP on MoS2, 
multilayers of PEN and PFP on MoS2 and a multilayer heterostack of PEN and PFP on MoS2 by means of the 
Kelvin probe technique at room temperature. The results are shown in Table S1. As a standard reference, 
we have used clean Au(111) surfaces with a work function of 5.35 eV [S7]. Repeated measurements on the 
same sample yield a relative accuracy of 0.02 eV. The absolute values are subject to additional uncertainties 
due to the referencing process via Au(111). 
Considering the relative accuracy of the Kelvin probe measurements, no significant change of the work 
function of MoS2 upon deposition of molecular films is found. The absolute value of the work function of 
bulk MoS2 lies within the range of reported results from ultraviolet photoelectron spectroscopy of 4.542 









3. Leading-edge analysis of multilayer TPD traces 
 
Figure S2: (a) and (b) Series of multilayer TPD traces for different film thicknesses of PEN and PFP, 
respectively, on MoS2. Four point-reduction (four measured data points are averaged) for better 
visualization. Film thicknesses range from 3 Å to 12 Å. The nominal monolayers are marked with bold lines. 
The section of the leading edge that was used for the leading-edge analysis is indicated by bold, red traces. 
All measurements were performed with heating rates of 1 K/s by mass spectrometric detection of m/z = 
278 amu for PEN and m/z = 530 amu for PFP. (c) and (d) Leading-edge analysis for PEN and PFP on MoS2, 
respectively. TPD traces without point-reduction used for the analysis. The linear fit is marked as a bold, 












+ ln(𝜈)          (S2) 
 
Table S2: Fitting results (𝑦 = 𝑎 + 𝑏𝑥) as well as desorption energies and prefactors for the LEA of PEN and 
PFP on MoS2 as shown in Figure S2. 
 
Coverage [ML]  a b [K] Ed [kJ/mol] ν [s-1] 
  PEN 
2.05 40.9±1.2 -17030±424 141.6±3.5 1017.8±0.5 
2.53 40.6±1.0 -16883±373 140.4±3.1 1017.6±0.5 
3.80 40.6±0.7 -16899±261 140.5±2.2 1017.6±0.3 
PFP 
1.45 42.3±1.8 -18095±673 150.4±5.6 1018.4±0.8 
1.91 42.3±1.0 -17836±364 148.3±3.0 1018.4±0.4 
2.72 42.6±0.6 -17757±231 147.6±1.9 1018.5±0.3 








4. Modified leading-edge analysis of monolayer 
 
Figure S3: (a) and (b) Series of (sub-) monolayer TPD traces for different film thicknesses of PEN and PFP, 
respectively, on MoS2. Four point-reduction (four measured data points are averaged) for better 
visualization. Film thicknesses range from 0.5 Å to 3 Å. The nominal monolayers are marked with bold 
lines. The section of the leading edge that was used for the modified leading-edge analysis is indicated by 
bold, red traces. All measurements were performed with heating rates of 1 K/s by mass spectrometric 
detection of m/z = 278 amu for PEN and m/z = 530 amu for PFP. (c) and (d) Modified leading-edge analysis 
for PEN and PFP on MoS2, respectively. TPD traces without point-reduction used for the analysis. The linear 
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Table S3: Fitting results (𝑦 = 𝑎 + 𝑏𝑥) as well as desorption energies and prefactors for the mLEA of PEN 
and PFP on MoS2 as shown in Figure S3. 
 
Coverage [ML]  a b [K] Ed [kJ/mol] ν [s-1] 
  PEN 
0.17 25.6±0.7 -13172±304 109.5±2.5 1011.1±0.3 
0.42 25.6±0.6 -13015±261 108.2±2.2 1011.1±0.3 
0.72 25.5±1.2 -12638±478 105.1±4.0 1011.1±0.5 
1.00 32.7±1.9 -15319±747 127.4±6.2 1014.2±0.8 
1.19 33.1±1.7 -14767±611 122.8±5.1 1014.4±0.7 
PFP 
0.15 28.9±1.7 -15921±801 132.4±6.7 1012.6±0.7 
0.44 27.6±2.1 -14905±916 123.9±7.6 1012.0±0.9 
0.69 28.2±2.4 -14604±1000 121.4±8.3 1012.3±1.0 
1.00 32.3±1.8 -15553±717 129.3±6.0 1014.0±0.8 










5. Heating rate variation data and analysis 
 
Figure S4: (a) and (b) Heating-rate variation (HRV) series for PEN and PFP, respectively, on MoS2 for 
heating rates from 0.1 to 1.6 K/s. Initial coverages were prepared by depositing 8 Å of the molecules and 
annealing the sample to 430 K and 455 K for 10 s for PEN and PFP, respectively, yielding coverages of 0.4 
ML for both molecules. (c) and (d) Linear fit (red line) of  ln(𝑇max
2 /𝛽) vs. 1/𝑇max. The fitting results are given 
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Table S4: Fitting results of (𝑦 = 𝑎 + 𝑏𝑥) as well as desorption energies and prefactors for the HRV analysis 
of PEN and PFP on MoS2 as shown in Figure S4. 
 
Coverage [ML]  a b [K] Ed [kJ/mol] ν [s-1] 
  PEN 
0.4 -19.7±1.2 14665±538 121.9±4.5 1012.7±0.5 
PFP 









6.  Derivation of the Gibbs free energy difference upon desorption of molecular mono- and 
multilayers 
In transition state theory (TST), the rate constant, 𝑘TST, can be expressed as a function of the standard Gibbs 
free energy of activation, ∆𝐺‡: 






)  ,                                                    (S5) 
where 𝑘B is Boltzmann’s constant, 𝑇 is the temperature, ℎ is Planck’s constant, and 𝑅 is the universal gas 
constant. In the here considered case of thermal desorption, ∆𝐺‡ describes the change of the standard 
Gibbs free energy upon transition from the adsorbed state to the transition state of desorption. ∆𝐺‡ is 
related to the standard enthalpy of activation, ∆𝐻‡, and the standard entropy of activation, ∆𝑆‡, of the 
desorption process by equation S6: 
            ∆𝐺‡ = ∆𝐻‡ − 𝑇∆𝑆‡                                                                        (S6) 
Inserting equation S6 into equation S5 leads to equation S7, which shows the entropic and enthalpic 
contributions to 𝑘TST as separate terms: 






)   exp (−
∆𝐻‡
𝑅𝑇
)  .                                (S7) 
The activation energy of desorption, or desorption energy 𝐸d, is defined by the empirical Arrhenius 
equation for the rate constant 𝑘A: 
                𝑘A = 𝜈 exp (−
𝐸d
𝑅𝑇
) .                                                                      (S8) 
After taking the logarithm, equation S8 can be re-written in differential form: 





.                                                                      (S9) 
Likewise, equation S7 can be logarithmized and re-written in differential form: 








.                                                                      (S10) 
Here, we have assumed that  ∆𝐻‡ and ∆𝑆‡ are independent of the temperature. To establish a relationship 
between 𝐸d with ∆𝐻
‡, we subtract equation S10 from equation S9: 
                 𝐸d − ∆𝐻
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.             (S11) 
Assuming that 𝑘TST = 𝑘A, we obtain: 









= 𝑅𝑇.                                          (S12) 
Replacing ∆𝐻‡ in equation S7 with equation S12 leads to: 






+ 1)   exp (−
𝐸𝑑
𝑅𝑇
) .                        (S13) 
Comparing equation S13 to the Arrhenius equation (equation S8) and again assuming that 𝑘TST = 𝑘A, we 







+ 1) .                                                       (S14) 
Now, using equation S14, differences in the entropy gain upon desorption from different adsorbed phases, 
e.g., mono- and multilayers, can be calculated from the respective prefactors: 
∆𝑆‡multi − ∆𝑆
‡
mono = 𝑅 ln (
𝜈multi
𝜈mono
) .                                         (S15) 











Figure S5: (a) and (b) TPD coverage series of PEN and PFP on MoS2 (black lines) and simulated TPD traces 
(red lines) using an exponential function for the desorption energy (shown in graphs, in kJ/mol). Constant 
prefactors, as obtained by the MC simulations, were used (PEN: 1012.5 s-1, PFP: 1012.7 s-1).  
 
The simulations of TPD traces were performed according to equation S13: 













8. Analysis of the STM data of the mixed PEN + PFP film on MoS2 
 
 
Figure S6: Illustration of the structural model for the stoichiometric 1:1 intermixture of PEN and PFP on 
MoS2 based on STM results. 
 
From the STM micrograph in Figure 4, we find an oblique unit cell with 𝑎 = (16.2 ± 1.0) Å, 𝑏 = (14.6 ± 1.0) 
Å and 𝛾 = (83 ± 5)°. The angle between the long side of the unit cell and the 〈110〉MoS2  azimuth (determined 
from LEED data of the MoS2 crystal) is (3 ± 5)°. The angle between the long molecular axes and the 
〈110〉MoS2  azimuth is (35 ± 5)°. 
The experimentally determined unit cell parameters are in good agreement with a (
   5 1
−4 5
)  
commensurate superstructure that is illustrated in Figure S6. The corresponding unit cell parameters are 
𝑎 = 17.4 Å, 𝑏 = 14.5 Å and 𝛾 = 80°. The angle between long side of the unit cell and the 〈110〉MoS2  azimuth is 
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1. Introduction
In organic electronic devices, interfaces between organic 
(semiconducting) materials and metal electrodes play a deci-
sive role [1, 2], because the transport of charge carriers across 
these interfaces often limits the performance of a device 
[3–5]. The charge injection efficiency at the interface can be 
influenced by an interlayer between the metal and the organic 
semiconductor. For example, it has been demonstrated that 
an ultrathin vanadium oxide (VOx) interlayer at the Cu/pen-
tacene interface leads to a reduced contact resistance and 
an enhanced performance in organic field-effect transistors. 
Similar findings were reported for Au/VOx/pentacene and 
Au/VOx/BOPAnt systems [6]. Such performance-modifying 
interlayers can also be formed spontaneously when interdiffu-
sion and reaction between the metal and the organic material 
occurs at the interface, in particular, when a metal is vapor-
deposited onto an organic material [7]. Due to the importance 
Journal of Physics: Condensed Matter
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Abstract
Interfaces between organic semiconductors and metallic layers are ubiquitous in organic 
(opto-) electronic devices and can significantly influence their functionality. Here, we 
studied in situ prepared metal-organic interfaces, which were obtained by vapor deposition 
of metals (Co, Fe) onto organic semiconductor films (2H-tetraphenylporphyrin), with hard 
x-ray photoelectron spectroscopy. In these systems, the interphase zones, which are formed 
by diffusion and reaction of the metal in the organic material, can be clearly distinguished 
spectroscopically from the unreacted organic bulk, since they comprise the corresponding 
metalloporphyrins, CoTPP and FeTPP. In order to gain control over the thickness of the 
interphase layers, we varied process parameters such as sample temperature and metal-atom 
flux during interface preparation. We found that the temperature of the organic film during 
metal deposition was the only parameter that significantly influenced the formation of the 
interphase layers: their thicknesses were typically ~0.5 nm for deposition at 90 K, compared 
to ~1 nm at 300 K, irrespective of metal atom flux and chemical nature of the metal atom (Fe 
versus Co). Notably, these values are significantly smaller than the thicknesses of other metal/
organics interphase regions reported in the literature.
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of related effects in microelectronics and organic electronics, 
the diffusion and reaction of metal atoms in polymer films, 
as well as the dynamics of the metal film formation on top of 
polymers, have been studied in the past [8–16]. However, in 
organic electronic applications, the organic semiconductor is 
not necessarily a polymer, but can also be a (reactive) molec-
ular solid [17].
Here, we consider especially the processes that occur when 
the metal electrodes are vapor-deposited onto the molecular 
organic materials under ultrahigh-vacuum conditions. Using 
a suitable model system that allows monitoring the diffusion 
depth of the metal, we study the extent of interlayer (inter-
phase) formation. During the initial stages of metal deposi-
tion, single metal atoms impinge directly on the organic layer, 
where they can engage in the following processes: (a) des-
orption back into the gas phase [18, 19], (b) diffusion on the 
surface and (possibly) reaction with an organic molecule, (c) 
diffusion on the surface and attachment to a metal cluster, 
and (d) diffusion into the bulk and (possibly) reaction with a 
subsurface molecule or formation of (or attachment to) a sub-
surface metal cluster. Figure 1 illustrates these reaction path-
ways. Due to the low vapor pressure of most metals at room 
temperature, the supply of metal atoms into the subsurface 
region of the organic material is expected to stop as soon as 
there is a complete, closed metallic layer on top of the organic 
material [9]. Hence, the thickness of the interphase layer 
depends on the rate by which a complete metal film on the 
surface forms, relative to the rates of the competing processes, 
as long as the mobility of the molecules in the organic film 
is negligible and no molecular scrambling between reacted 
and unreacted molecules takes place. It should be emphasized 
that the formation of the closed metal film is the only limiting 
factor for the diffusion of the metal in the organic layer (unless 
there is a reaction and the reaction products create a barrier 
for diffusion). Without this self-limiting effect, the diffusion 
(and reaction) of the metal would likely continue indefinitely, 
creating a metalation reaction front that would propagate into 
the organic bulk material [20], creating a conceptually well 
understood instance of a reaction-diffusion system [20–26].
In this study, we attempt to influence the rate of formation 
of a closed metal film—relative to the rates of the competing 
processes—by changing various parameters: (a) temper ature, 
(b) flux of metal atoms, and (c) chemical nature of the metal. 
These parameters should affect the interface formation as fol-
lows: (a) A lower temperature of the organic film during the 
metal deposition is expected to result in a lower diffusion rate 
of (thermalized) metal atoms on and in the film. Therefore, 
more metal atoms are expected to end up close to, or at, the 
surface. (b) Low metal-atom fluxes should be detrimental to 
the aggregation of the metal, because they reduce the proba-
bility of metal–metal encounters in favor of reactive encounter s 
between metal atoms and molecules. It was previously shown 
by Faupel et al that flash deposition of metals onto polymers 
effectively reduces diffusion of the metals into the organic 
material [9]. (c) Chemical nature of the metal atom: A low 
reaction barrier facilitates the reaction between metal and mol-
ecules and thus the formation of the interphase. Conversely, 
the growth of a metal film as a competing process is impeded.
We want to clarify how process parameters such as metal 
deposition rate, sample temperature, and chemical nature of 
the metal influence the interphase formation between an in situ 
deposited metallic layer and a bulk phase of organic molecules. 
For this aim, we use a bulk film of 2H-tetraphenylporphyrin 
(2HTPP) and study its reaction with vapor-deposited metallic 
Co and Fe. The interaction of 2HTPP with these metals is 
known to result in the formation of the respective M(II)tetraphe-
nylporphyrins (MTPP, M  =  Co, Fe), according to the equation: 
M  +  2HTPP  →  MTPP  +  H2 [27–29]. The MTPP interphase 
layer between the metal and the pristine 2HTPP is then inves-
tigated by chemical depth profiling with hard x-ray photo-
electron spectroscopy (HAXPES). The porphyrin metalation 
represents a suitable model system for monitoring interfacial 
metal/organic reactions for several reasons. First, the reaction is 
well defined and typically does not have side reactions. Second, 
the pristine and the reacted organic material can easily be dis-
criminated by x-ray photoelectron spectr oscopy. Third, the met-
alation reaction works for a wide range of different metals [27, 
28, 30]. According to previous work, the energy barrier for the 
metalation reaction of 2HTPP varies with the reactant metal. 
According to previous density functional theory (DFT) calcul-
ations, the reaction is barrierless in the case of Fe, while a small 
barrier of approximately 10 kJ mol−1 was predicted for Co [29]. 
This could lead to reactivity differences at the interface, par-
ticularly at low sample temperatures.
2. Experimental details
The samples were prepared in situ under ultrahigh voltage 
(UHV) conditions at the HIKE endstation of the KMC-1 
beamline at BESSY II, Helmholtz-Zentrum Berlin [31, 32]. 
2HTPP (98%, Porphyrin Systems) was evaporated at 660 K 
from a Knudsen cell and deposited onto a Si(0 0 1) surface 
and commercial Al foil. The deposition of 2HTPP, with typ-
ical fluxes of 2 nm min−1, was monitored by a quartz crystal 
microbalance (QCM). Typical film thicknesses L were in the 
range of 40–60 nm.
Rods of cobalt (99.995%, Alfa Aesar) and iron (99.99+%, 
Hauner Metallische Werkstoffe) were used for metal 
vapor deposition using a commercial e-beam evaporator 
Figure 1. (a) Possible pathways for metal atoms upon vapor 
deposition onto a bulk phase of organic molecules. Metal atoms 
impinging on the surface can either desorb back into the gas 
phase, form cluster on the surface, or diffuse into the bulk, 
where they can again form (or attach to) clusters or react with 
the organic molecules. (b) The molecule used in this study: 
2H-tetraphenylporphyrin (2HTPP).






(FOCUS  EFM-4). The metal deposition rates were either 
0.7 nm min−1 or 0.035 nm min−1, depending on the details of 
the experiment. During the deposition, a permanently mounted 
cold-cathode gauge indicated a pressure below 5  ×  10−9 
mbar. In subsequent x-ray photoelectron spectroscopy (XPS) 
experiments, no oxygen or other unwanted impurities were 
detected on the metallic films.
Photoelectron spectra were recorded close to normal emis-
sion (14° relative to the surface normal) with a VG Scienta 
R4000 electron spectrometer. A piece of gold foil, which was 
mounted in the analysis chamber of the HIKE endstation, was 
used to calibrate the binding energy scale with the Au 4f7/2 
line at 84.0 eV. All HAXPES measurements were performed 
with the samples at room temperature, including those sam-
ples that had been cooled to 90 K during the metal deposition. 
In order to avoid beam damage during the measurements, the 
samples were systematically moved relative to the x-ray beam. 
The effectively irradiated area on the sample has dimensions 
of 0.2 mm  ×  4 mm (as measured in a calibration experiment); 
the elongated shape results from grazing incidence of the 
x-ray beam when the sample is in measurement position. The 
photon energy was varied between 3 keV and 5 keV; hereby, 
the Si(1 1 1) monochromator crystal was used for 3 keV and 
the Si(3 1 1) crystal for 5 keV photon energy. Changing the 
monochromator crystals allowed measuring the spectra with 
similar resolutions, irrespective of the photon energies [31, 
32]. Although photon energies of up to 10 keV are available at 
this beamline, higher photon energies than 5 keV were not used 
because of the low cross sections, which lead to an increas-
ingly unfavorable balance between signal-to-noise ratio on the 
one hand and radiation damage on the other hand. Moreover, 
photon energies below 2 keV, as available from, e.g. conven-
tional AlKα or MgKα sources, are not suitable. With the 
resulting low information depths, the interphase region does 
not contribute sufficiently to the total XPS signal.
The acquired photoelectron spectra have been fitted with 
the following Pseudo-Voigt function [33, 34]:















1+exp(−a(x−b)) where x = (E − E0)
 (1)
with the following parameters:
ω(x) Full width at half 
maximum function
ω0 Full width at half 
maximum parameter
a asymmetry parameter,  
0: symmetric peak
b asymmetry shift 
parameter
E binding energy E0 peak position
For background subtraction, a combination of Shirley 
background and second order polynomial has been used. The 
peaks and the background are displayed in the corresponding 
spectra.
The morphologies of the pristine 2HTPP layers were ana-
lyzed with atomic force microscopy (AFM, Nanoscope V, 
Bruker, USA). Topological imaging was conducted in tapping 
mode in air, using a sharp silicon nitride cantilever (SNL, tip 
radius 2 nm, spring constant k  =  0.24 N m−1, oscillation fre-
quency f  =  56–75 kHz).
3. Data analysis
In accordance with the results by Seah and Spencer [35], we 
will use the Gries G-1 equation [36, 37] to calculate the IMFPs 
in the investigated 2HTPP and MTPP/2HTPP layer systems 
(M  =  Co or Fe). In the G-1 equation, the inelastic mean free 









In this equation, the kinetic energy Ekin is given in eV and the 
IMFP λ in nanometers. For a certain compound, the param-
eter Va is determined by the stoichiometry and density ρ of the 
material, while Z* depends only on the stoichiometry [36]. The 
parameters k1 and k2 also depend on the material; for organic 
compounds, k2 is unity and k1 depends on the H/C ratio of the 
material: k1  =  0.0017 at H/C  =  1 and k2  =  0.0023 at H/C  =  2 
[35, 36]. Seah and Spencer [35] found that a linear relation 
interpolation of k1 for materials with H/C ratios different from 
either 1 or 2 leads to excellent results. Table 1  summarizes 
the parameters for 2HTPP, CoTPP, and FeTPP. Va and Z* are 
calculated according to Gries [36]. The density of the in situ 
prepared FeTPP was calculated under the assumption that its 
molar volume is identical to the air-stable and well character-
ized CoTPP.
The interphase formation was monitored by recording N 
1s core level spectra at photon energies of 3 keV and 5 keV; 
the corresponding kinetic energies were 2.6 keV and 4.6 keV. 
These values result in the IMFPs given in table 2.
The N 1s signal intensity of the MTPP layer will be denoted 
as Ir (r for reacted) and the N 1s signal intensity of 2HTPP 
as Iur (ur for unreacted). The intensities Ir and Iur depend on 
the distribution of the reacted species within the near-surface 
region of the sample. For the mathematical treatment, it is 
helpful to think of the sample as a sequence of infinitesimally 
thin layers that are oriented parallel to the sample’s surface at 
a distance z to the metal/MTPP interface. Each of these layers 
Table 1. Material parameters and coefficients for 2HTPP, CoTPP, and FeTPP that are used for the calculation of the IMFP with 
equation (2).
Compound Stoichiometry H/C Density ρ (g cm−3) k1 k2 Va (cm3 mol−1) Z*
2HTPP C44H30N4 0.682 1.270 0.001 45 1 6.214 1.902
CoTPP CoC44H28N4 0.636 1.404 0.001 41 1 6.221 1.968
FeTPP FeC44H28N4 0.636 1.398 0.001 41 1 6.219 1.967






consists of a fraction of metalated (cr(z)) and unmetalated 
(1  −  cr(z)) molecules. Layers at a distance z to the interface 
contribute with a weight of exp(−z/(IMFP cosθ)) to the total 
signal (Beer–Lambert law, emission angle θ relative to the 
surface normal, IMFP: inelastic mean free path). Accordingly, 









0 cr(z) exp(−z/(Λ(Ekin, z) cos θ))dz
´ L
0 (1 − cr(z)) exp(−z/(Λ(Ekin, z) cos θ))dz
.
 (3)
Here, L stands for the total thickness of the organic layer, i.e. 
the initial thickness of the 2HTPP layer before metal depo-
sition; θ is the photoelectron detection angle, in this study 
θ = 14◦. (Specifically in our experiments, L was chosen to 
be approximately 50 nm.) The effective IMFP, Λ, which is 
experienced by photoelectrons that emerge from a certain 
depth z, is given by the composition of the layers above; here, 
we estimate it as an average value of all IMFPs of the layers at 













The concentration profiles that are expected in our experi-
ments are described with a complementary error function 
(‘erfc’), a type of function that is frequently encountered in 
the analysis of concentration profiles in reaction-diffusion 
systems [20–26, 38–40] and theoretically predicted for this 
class of system [20]. Accordingly, the following equation was 
used to parameterize the curves (see figure 2(a)):






An individual concentration profile is described by two 
parameters: the ‘width parameter’ b and the ‘reaction depth’ 
d, see figure  2(a). (The width parameter is directly related 
to the width of the Gaussian function from which the error 
function is calculated.) It is of great importance in the discus-
sion below that the integral of equation (5) is independent of 
the parameter b, as long as the reaction depth d is kept con-
stant. For b close to zero, the curves approach the shape of a 
Heaviside step function. If one assumes such a strict layer-
by-layer sequence of MTPP and 2HTPP, that is, an abrupt 
trans ition between a pure MTPP layer with a certain thickness 
d and a 2HTPP layer below, one can extract the value of d 
from the intensity ratio between the N 1s signals of MTPP and 
2HTPP analytically. In this case, equations (3) and (4) lead to 
the following expression for Ir:Iur, which is a transcendental 









× 1 − exp(−d/(λr(Ekin) cos θ))
exp(−d/(λur(Ekin) cos θ))− exp(−L/(λur(Ekin) cos θ))
.
 (6)
3.1. Limitations of the experimental approach
Before we proceed with the presentation and discussion of 
our results, an important question has to be addressed: is it 
possible to extract the shape of the concentration profile, and, 
in particular, the parameter b with arbitrary precision from 
HAXPES data? The samples in our study necessitate the 
use of hard x-rays to obtain sufficiently large values for the 
IMFP. Only in this way, signals originating from the buried 
metal/organic interface region contribute enough to the total 
signal. What are the consequences of the large IMFPs for our 
analysis?
In the limit of Λ  →  ∞, the Beer–Lambert factor 
exp(−z/(Λ cosθ)) in equation  (3) is unity for all z, and, as a 
consequence, all concentration profiles with the same reac-
tion depth d have the same intensity ratio Ir:Iur, regardless of 
b. (This is due to the fundamental fact that the integral of the 
complementary error function is independent of the width 
parameter b.) A similar argument holds true for Λ  b: then, 
the Beer–Lambert factor exp(−z/(Λ cosθ)) is practically con-
stant in the region of interest z  =  d  ±  b where the erfc function 





















where the last integral is independent of b. In other words, for 
Λ  b the ratio Ir:Iur is only controlled by the reaction thick-
ness d and not by the width parameter b.
We will demonstrate this numerical phenomenon with 
the data reported in a previous article by Chen et al [41] (see 
figure 2(b)). There, Ir and Iur correspond, like in the present 
study, to the intensity ratios of metalated and unmetalated 
porphyrins. The authors use an equation equivalent to equa-
tion (6) (without distinguishing between different IMFPs for 
reacted and unreacted species), a fit by a genetic algorithm, 
and a SESSA simulation to show that the investigated system 
comprises a sharp layer-by-layer structure. Reproducing the 
procedures of Chen et al [41] (with additionally distinguishing 
between IMFPs for reacted and unreacted species, as well as 
using the complementary error function) we reach essentially 
the same result as these authors. However, we obtain further 
insight if we analyze the ensemble of concentration profiles 
that corresponds to an estimated confidence interval of the fit 
Ir:Iur (theory) versus Ir:Iur (experiment); this interval is high-
lighted as gray shaded region in figure 2(b). For the estimation, 
the width of the confidence band is calculated as two times 
the average deviation of the experimental data points from the 
best fit (black curve in figure 2(b)). We find that these concen-
tration profiles cluster around a reaction depth of 1.55 nm, but 
show a wide variety of width parameters b, ranging from 0 
Table 2. IMFPs for 2HTPP, CoTPP, and FeTPP for 3 and 5 keV 
photon energy obtained by application of equation (2).










to 0.95 nm. The gray shaded region in figure 2(c) contains all 
concentration profiles that are associated with the confidence 
interval in figure 2(b). In addition, the concentration profiles 
that define the ‘envelope’ of the ensemble in figure 2(c) are 
highlighted with red and blue color. Because the ensemble of 
possible concentration profiles includes (i) the abrupt layer-
by-layer configuration (b  =  0) and (ii) comprises concentra-
tion profiles with virtually identical reaction depths d, one can 
directly use equation (6) as a shortcut for calculating the reac-
tion depth of this ensemble in a simple way.
We reach the following conclusion: the reaction depth d is 
a measure of the total amount of reacted molecules and can 
be extracted with high accuracy. However, an equally accu-
rate extraction of the width parameter b (in the range of only 
a few Angstroms) would require an information depth Λ in 
the same order of magnitude as b, a condition that cannot be 
fulfilled because the examination of buried interfaces requires 
high IMFPs. As a consequence, we will only use the reaction 
depth d in the further discussion of our results, and stress the 
point that the actual shape of the concentration profile (i.e. the 
width parameter b) is not a reliable quantity under the specific 
experimental conditions in our experiments (i.e. large IMFPs 
in combination with typically small values for b).
4. Results and discussion
4.1. Morphology of the 2HTPP film
The morphology of the organic layer is an important factor 
that can potentially influence the metalation behavior and the 
morphology of the reaction zone (and of the resulting inter-
phase layer) between the metal and the pristine 2HTPP. In a 
previous study [41], cobalt has been evaporated onto an 18 nm 
thick 2HTPP film supported on commercial aluminium foil; 
however, it was not clarified if this particular choice of film 
thickness and (relatively rough) carrier material is associated 
with (unwanted) morphological features of the 2HTPP layer.
In order to determine the morphology of 2HTPP layers 
in the thickness regime  ⩽60 nm on a smooth substrate mat-
erial, the molecules were vapor deposited onto a flat Si(0 0 1) 
Figure 2. (a) A complementary error function for b  =  0.5 nm and d  =  2 nm. (b) Experimental Ir:Iur values by Chen et al [41], along with 
the best fit to these data (black solid curve) and the estimated confidence region of the fit (gray shaded band). The width of the gray shaded 
band is two times the average deviation of the experimental data points from the best fit (black solid curve). It should be pointed out that the 
best fit, which gives an abrupt interface (black curve in frames (b) and (c)), has nearly exactly the same predicted Ir:Iur values as a profile 
with high b (0.94 nm) and high d (1.6 nm) (solid red curve). (c) Range of different concentration profiles corresponding to the estimated 
confidence interval of the fit. The curves that define the ‘envelope’ of the ensemble are specifically highlighted in red and blue, and the 
associated Ir:Iur values are highlighted in a similar way in (b).
Figure 3. AFM images of the clean substrates (a) Si(0 0 1) and (d) 
Al foil, of 18 nm thick 2HTPP films on both substrates (b) and (e), 
and of 50 nm thick 2HTPP films on both substrates (c) and (f). The 
contrast in all images is normalized to the contrast in frame (e) to 
make all frames directly comparable; on this contrast scale, frame 
(a) does not show any features because of the very small roughness 
of the pristine Si(0 0 1) surface. Ra and Rmax are the average and 
maximum roughness, respectively.






substrate with a very low average roughness Ra of 0.1 nm and 
maximum roughness Rmax of 1.36 nm. (During deposition, the 
substrate was kept at room temperature.) The average rough-
ness is defined as the variance of the height distribution on 
a given sample and is smaller than the maximum roughness, 
which can be observed by AFM. Large, smooth islands show 
a small average roughness but a high maximum roughness. 
After deposition of 18 nm 2HTPP, an increase in the rough-
ness (Ra  =  2.20 nm, Rmax  =  21.8 nm) was observed. The fact 
that the maximum height is larger than the nominal thickness 
is due to 3D island growth. Subsequent deposition of more 
material led to a reduction of the film roughness. At a 2HTPP 
film thickness of 50 nm, an average roughness of 0.51 nm and 
a maximum roughness of 4.33 nm were found.
In a reference experiment, Al-foil with an Ra value of 
3.35 nm and Rmax of 35.4 nm was used as a substrate to repro-
duce the conditions described in a previous publication [41]. 
As a result of the much higher roughness of the Al-foil, the 
deposited 2HTPP film were rougher on the Al-foil than on 
Si(0 0 1): After deposition of 18 nm 2HTPP onto Al-foil at 
300 K, the sample showed a maximum roughness of 55.5 nm, 
compared to 21.8 nm for a 2HTPP film with the same thick-
ness on Si(0 0 1). The nominally 18 nm thick 2HTPP film on 
Al foil (figure 3(e)) is not flat, but comprises large islands 
with heights in the range of 50 nm, at mutual distances of 
100–200 nm. In this context, it is instructive to note that a 
spherical segment with a base diameter of 200 nm and a height 
of 45 nm contains the same volume as a flat, quadratic slab of 
mat erial with 200 nm side length and 18 nm height. After dep-
osition of further material, the roughness is reduced, reaching 
Ra  =  2.75 nm and Rmax  =  21.8 nm at a film thickness of 50 nm. 
These values are significantly larger than those obtained with 
the Si substrate.
It appears that on both substrates, Al-foil and Si(0 0 1), 
thin multilayers (18 nm) consist of 3D islands, which merge 
together upon deposition of additional material, resulting in 
smoother films at higher thicknesses (50 nm). Because the 
2HTPP films are more well defined on Si(0 0 1), this type of 
substrate was chosen for the HAXPES experiments that will 
be described in the following section.
4.2. Measurement of the reaction depths  
in M/MTPP/2HTPP systems
In order to examine the influence of different experimental 
parameters on the extension of the MTPP interphase layer 
between metals and 2HTPP, HAXPES measurements with 
photon energies of 3 and 5 keV were performed. These mea-
surements were then used to calculate the reaction depths 
according to equation (6). The parameters of interest were: (i) 
the temperature of the organic film (90 and 300 K), (ii) metal 
flux (0.035 and 0.7 nm min−1), and (iii) the chemical nature of 
the deposited metal (Fe and Co).
4.2.1. Temperature variation. In the first experiment, a cobalt 
film with a thickness of 4 nm (as measured by QCM) was 
deposited at a rate of 0.7 nm min−1 onto a 2HTPP film with 
a thickness of approximately 60 nm kept at 90 K during the 
deposition. The low temperature of the organic film during 
metal deposition was expected to reduce the rate of diffusion 
of metal atoms into the bulk. Likewise, the diffusion of CoTPP 
out of the reaction zone into the 2HTPP bulk should also be 
reduced. The related N 1s XP spectra, which were recorded at 
3 and 5 keV photon energy, are shown in figure 4. For the pris-
tine 2HTPP layer (figure 4(a)), two peaks at 398.2 eV (iminic 
nitrogen, =N−) and 400.2 eV (pyrrolic nitrogen, −NH−) 
Figure 4. (a) N 1s XP spectra of a pristine 2HTPP layer (60 nm) on Si(0 0 1) taken at 3 and 5 keV photon energy. The two distinct peaks 
at 398.2 and 400.2 eV are attributed to iminic nitrogen (=N−) and pyrrolic nitrogen (−NH−), respectively. Additional peaks in the fit 
are satellites. (b), (c) After deposition of Co at 90 K (b) and 300 K (c), an additional peak emerges at 399.1 eV, which is attributed to the 
formation of CoTPP at the interface. Looking deeper into the material by increasing the photon energy from 3 to 5 keV reduces the relative 
contribution of this signal, indicating the formation of a CoTPP layer (as opposed to a homogeneous mixture of CoTPP and 2HTPP). When 
the 2HTPP film was held at 90 K during the deposition of Co, significantly less CoTPP is formed, compared to deposition at 300 K.






are observed. After deposition of Co, an additional contrib-
ution appears at a binding energy of 399.1 eV (red line, yellow 
shading). This new contribution is associated with a metal-
loporphyrin complex, indicating that the central cavity of the 
porphyrin macrocycle incorporated a cobalt atom and released 
the  −NH  −  hydrogen atoms as H2, in line with previous work 
[28, 29, 42]. The relative intensities of the N 1s peaks associ-
ated with CoTPP (Ir) and 2HTPP (Iur) (figure 4(b)) allow to 
estimate the width of the CoTPP layer. Increasing the pho-
ton energy from 3 keV to 5 keV, and consequently enhancing 
the IMFP for 2HTPP and CoTPP by a factor of approx. 1.6 
(see table  2), leads to a smaller relative contribution of the 
N 1s signal from CoTPP: the ratio Ir:Iur changes from 0.111 
at 3 keV to 0.079 at 5 keV. This result is in agreement with 
the assumption of a layered system. (In contrast, in a homo-
geneous mixture of 2HTPP and CoTPP, the relative signal 
contributions would be independent of the degree of surface 
sensitivity of the individual measurements, i.e. they would be 
independent of the photon energy. This is apparently not the 
case here.) Using equation (6) with the above values for Ir:Iur, 
we obtain reaction depths d of 0.52 nm and 0.60 nm for 3 keV 
and 5 keV, respectively. These thickness values are not signifi-
cantly different from each other: If we assume a 10% exper-
imental error of the ratio Ir:Iur (estimated from the uncertainty 
in the actual shape of the signal background), we find that the 
corresponding error intervals for the thicknesses overlap. At 
3 keV, the interval is 0.47 to 0.57 nm, and at 5 keV it is 0.54 
to 0.66 nm. These intervals, plus the equivalent values for all 
following experiments, are compiled in table 3.
When the experiments were repeated with the 2HTPP film 
held at 300 K during metal deposition, a larger contribution of 
the reacted species (red line, yellow shading) was observed 
in the N 1s spectra (figure 4(c)), corresponding to a larger 
reaction depths d (i.e. a thicker CoTPP interphase layer). 
The related intensity ratios were Ir:Iur  =  0.210 and 0.118 at 
3 and 5 keV, respectively. Again, this reduction of the Ir:Iur 
ratio with increasing photon energy is a direct, but qualita-
tive, indication for the presence of a distinct CoTPP layer. 
Application of equation (6) (with a 2HTPP layer thickness of 
40 nm for this specific experiment) results in thicknesses of 
0.95 nm (3 keV) and 0.88 nm (5 keV). Notably, the increase in 
temper ature from 90 K to 300 K led to an increase in the width 
of the CoTPP layer by a factor of 1.6. Apparently, the mobility 
of 2HTPP and CoTPP is still low at 300 K—otherwise CoTPP 
and 2HTPP molecules would start to interdiffuse, which 
would lead to a transition away from a layered to a homoge-
neously mixed configuration. Hence, the increase in CoTPP 
layer thickness must be attributed to an increased mobility of 
the Co atoms after their adsorption on the surface.
4.2.2. Variation of the metal flux during deposition. In order to 
elucidate the influence of the metal flux on the extension of the 
CoTPP interphase, a further set of experiments with a reduced 
flux of 0.035 nm min−1 was conducted at sample temperatures 
of 90 K and 300 K. A lower flux of metal atoms reduces their 
transient concentration on the surface of the organic material. 
The thereby reduced probability for the encounter of the metal 
atoms is detrimental for the initial metal nucleation and clus-
ter formation. The competing processes, i.e. the diffusion of 
the metal atoms into the organic film and the reaction with 
the molecules, should therefore be favored. This expectation 
is also in agreement with literature [8, 9].
Figure 5 shows the result for the deposition of Co at a 
reduced flux of 0.035 nm min−1 at 2HTPP film temperatures of 
90 and 300 K. At 90 K (figure 5(a)), the differences to the exper-
iments with a twenty-fold higher deposition rate are marginal. 
At 3 keV photon energy, the intensity ration Ir:Iur is 0.093 and 
at 5 keV it is 0.066. With equation (6), this leads to thicknesses 
d of 0.44 nm (3 keV) and 0.51 nm (5 keV). The result is not sig-
nificantly different from the corresponding  low-temper ature 
experiment with a Co flux of 0.7 nm min−1. This unexpected 
result can be explained with the low temperature and the 
resulting small diffusion rate of Co, which confines the reaction 
to the topmost layer of the organic film, regardless of the flux.
Figure 5(b) shows the corresponding data for the low-flux 
Co deposition at 300 K. Here, the 3 keV measurement shows 
a ratio between reacted and unreacted signals of 0.211, while 
the measurement at 5 keV yields a ratio of 0.138. Application 
of equation (6) to these values results in reaction depths of 
0.95 nm (3 keV) and 1.02 nm (5 keV). Again, this result is in 
contrast to the expectation: the flux reduction does not result 
in a significant increase of the reaction depth. Apparently, 
Table 3. Summary of the measured Ir:Iur ratios and the resulting reaction depths. The values in brackets indicate the  ±10% error interval of 
the ratio Ir:Iur; the values in brackets, additionally highlighted in bold face, represent the associated values of d. For each experiment (that 
is, each column), 3 and 5 keV results for d are not significantly different from each other.
Co, 90 K,  
0.7 nm min−1
Co, 300 K,  
0.7 nm min−1
Co, 90 K,  
0.035 nm min−1
Co, 300 K,  
0.035 nm min−1
Fe, 90 K,  
0.7 nm min−1
Fe, 300 K,  
0.7 nm min−1
3 keV Ir:Iur  =  0.111 
[0.099; 0.122]
Ir:Iur  =  0.210 
[0.189; 0.231]
Ir:Iur  =  0.093 
[0.084; 0.102]
Ir:Iur  =  0.211 
[0.190; 0.232]
Ir:Iur  =  0.123 
[0.111; 0.135]
Ir:Iur  =  0.211
[0.190; 0.232]
d  =  0.52 nm 
[0.47; 0.57]
d  =  0.95 
[0.86; 1.03]
d  =  0.44 
[0.40; 0.48]
d  =  0.95 
[0.86; 1.04]
d  =  0.58 
[0.52; 0.63]
d  =  0.95 
[0.86; 1.04]
5 keV Ir:Iur  =  0.079 
[0.071; 0.087]
Ir:Iur  =  0.118 
[0.106; 0.130]
Ir:Iur  =  0.066 
[0.059; 0.073]
Ir:Iur  =  0.138 
[0.124; 0.152]
Ir:Iur  =  0.076 
[0.068; 0.084]
Ir:Iur  =  0.125 
[0.113; 0.138]
d  =  0.60 nm 
[0.54; 0.66]
d  =  0.88 
[0.80; 0.97]
d  =  0.51 
[0.46; 0.55]
d  =  1.02 
[0.93; 1.12]
d  =  0.58 
[0.52; 0.63]
d  =  0.93 
[0.85; 1.02]






the variation of the flux by a factor of twenty is not enough 
to observe the anticipated effects. This result can possibly 
be attributed to attractive interactions between Co atoms and 
CoTPP molecules. These interactions could immobilize free 
cobalt atoms in the near-surface region even at room temper-
ature and thus induce the initial formation of clusters on the 
organic film even at very low surface concentrations of metal 
atoms, i.e. at very low fluxes. (Note that only the initial metal 
nucleation and cluster formation are relevant here, because 
they depend on the surface concentration of the metal atoms. 
Once metal clusters are present on the surface, the relative 
probabilities for the attachment of a metal atom to a cluster 
versus its diffusion/reaction in the bulk becomes independent 
of the surface concentration of the metal atoms and, thus, 
independent of the flux of metal atoms. This follows from 
basic considerations of the reaction kinetics and the facts 
that both the cluster growth and the metalation reaction of 
the porphyrin are irreversible under the experimental condi-
tions.) The formation of such a M—MTPP bond is not purely 
speculative, but is supported by DFT calculations from lit-
erature. For example, the bond between a Ag atom and a 
CoTPP molecule was found to have a dissociation energy of 
92 kJ mol−1 [43]. That a bond of this strength can easily lead 
to the postulated trapping effect is shown by a simple estima-
tion of the corresponding rate constant for bond dissociation: 
Assuming a pre-exponential factor of 1  ×  1013 s−1, the rate 
constant for the bond dissociation at 300 K is only 10−3 s−1. 
This means that the average lifetime of a trapped metal atom 
is ~15 min. One way to test this hypothesis would be to 
extend the experiments to temperatures well above 300 K. 
However, this is not possible, because the elevated temper-
atures would lead to recrystallization of the organic films 
and thus make the (laterally integrating) HAXPES studies 
meaningless [44, 45]. The alternative approach, much lower 
metal fluxes, can also not be realized because of problems 
with sample contamination during the resulting extremely 
long deposition times.
4.2.3. Variation of the type of metal atoms. In a final set 
of experiments, iron was used instead of cobalt to clarify 
whether the surprisingly thin interphase layers observed in the 
Co/CoTPP/2HTPP system are specific for cobalt or also occur 
with other metals. It is known from (gas phase) DFT calcul-
ations that the reaction of 2HTPP with Co atoms has a small 
energy barrier of approximately 10 kJ mol−1, while the por-
phyrin metalation reaction with iron proceeds without a bar-
rier [29]. Thus, an increased amount of interface reaction may 
occur in the case of Fe deposition. In the first experiment, iron 
was deposited with a flux of 0.7 nm min−1 onto a 44 nm thick 
2HTPP film, held at 90 K. Figure 6(a) shows the related N 1s 
HAXPES spectra. Measuring the intensity ratio Ir:Iur results in 
values of 0.123 and 0.076 at 3 and 5 keV, respectively. These 
values are virtually identical to those observed for the deposition 
of Co under similar conditions (0.111 and 0.079). Hence, the 
calculated film thicknesses are 0.58 nm for both photon energies. 
Finally, when Fe was deposited with a rate of 0.7 nm min−1 onto 
a 42 nm thick 2HTPP film kept at 300 K (figure 6(b)), we found 
ratios of 0.211 (3 keV) and 0.125 (5 keV), leading to a thickness 
of 0.95 and 0.93 nm, respectively. It is not surprising that this 
experiment does not show significant deviation to the analogue 
Co experiment, because the differences between the metala-
tion barriers for the different metals should not matter at room 
temperature. Table  3 summarizes the obtained ratios between 
reacted and unreacted species for the different systems.
Figure 6. N 1s XP spectra recorded after iron deposition onto 
2HTPP films with a flux of 0.7 nm min−1. The photon energies were 
hν  =  3 keV and 5 keV. At 90 K (a), the fraction of FeTPP (blue) is 
significantly smaller than at 300 K (b).
Figure 5. N 1s XP spectra of the Co/2HTPP reactive interface 
recorded with hν  =  3 keV and 5 keV after cobalt deposition at a 
lower flux of 0.035 nm min−1. Keeping the sample temperature 
at (a) 90 K results in a significantly thinner CoTPP layer than Co 
deposition at (b) 300 K.






The generally low reaction depths at low and ambient 
temperatures are even more surprising if one considers that 
metal atoms can usually easily diffuse through organic layers, 
unless special precautions are taken to prevent this movement 
[46]. For example, when gold was deposited onto a film of 
TMC-polycarbonate at 230 K with a rate of 0.1 nm min−1, the 
metal was found to diffuse several tens of nanometers into 
the polymer [9]. In contrast, we find that Co and Fe atoms 
are exclusively present close to the surface of the porphyrin 
film. Apparently, there is a mechanism that traps the metal 
atoms efficiently in the near-surface region and allows only a 
few metal atoms to penetrate into the organic film before the 
metal film on top closes and disconnects the organic film irre-
versibly from further supply with single Co or Fe atoms. One 
candidate for such a mechanism is the M—MTPP interaction, 
which was theoretically predicted for related systems [43, 47]. 
It appears likely that the M—MTPP complexes, if they exist, 
would act as seeds for the growth of metal clusters, favoring a 
fast closure of the metallic film on top of the porphyrin layer. 
Similar effects are expected to occur in other reactive metal/
organic interfaces when the reaction at the interface leads to 
the formation of metal complexes that can act as nucleation 
sites for the formation of metal clusters. The comparison of 
the investigated systems to the diffusion of gold atoms in 
polymers offers also another interesting aspect, regarding the 
different sizes of the metal atoms. Due to the fact that gold 
atoms are significantly larger than Co or Fe atoms, one would 
expect that the diffusion of gold atoms in organic materials 
is slower by several orders of magnitude—an effect that has 
indeed been observed in previous studies in inorganic samples 
[48, 49]. The fact that Fe and Co, despite their smaller atomic 
radii, show here much less diffusion than gold in an organic 
polymer further corroborates our conclusion that the free dif-
fusion of Fe and Co is blocked by chemical interactions.
5. Summary
The formation of interlayers (interphases) at reactive metal-
organic interfaces was studied with HAXPES. Specifically, it 
was shown that vapor deposition (under UHV conditions) of 
the transition metals iron and cobalt onto tetraphenylporphyrin 
(2HTPP) films leads to the formation of interlayers of the corre-
sponding metalloporphyrins (CoTPP and FeTPP) between the 
metal and the pristine organic material. Variation of the depo-
sition conditions revealed that the temperature of the organic 
material during the metal deposition is the single most impor-
tant parameter that controls the thickness the MTPP interlayers. 
Deposition at 90 K resulted in FeTPP and CoTPP interphase 
layers that are roughly only half as thick as those obtained by 
room temperature deposition: typically ~0.5 nm at 90 K versus 
~1 nm at 300 K. In contrast, variation of the metal flux within 
experimentally feasible boundaries (by a factor 20) had a negli-
gible influence on the thickness of the formed MTPP interlayer. 
Likewise, very similar results were obtained for Fe and Co, 
despite differences in the reaction barriers for the formation of 
the respective metalloporphyrin complexes. The low values for 
the reaction depth generally indicate that metal diffusion into 
the 2HTPP film seems to be heavily restricted. Our results point 
towards the existence of a mechanism that traps the Co and Fe 
atoms close the 2HTPP film surface. In addition, we demon-
strate that HAXPES readily provides the overall thickness of the 
formed interlayer, while the shape of the concentration profile at 
the MTPP/2HTPP interface cannot be reliably determined.
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Direct synthesis of dilithium tetraphenylporphyrin:
facile reaction of a free-base porphyrin with
vapor-deposited lithium†
Maik Schöniger, ‡ Stefan R. Kachel,‡ Jan Herritsch, Philipp Schröder,
Mark Hutter and J. Michael Gottfried *
A solvent-free dilithium porphyrin was synthesized by direct reaction
of free-base meso-tetraphenylporphyrin with elemental lithium in
ultra-high vacuum. The reaction product dilithium tetraphenylpor-
phyrin was studied by temperature-programmed desorption mass
spectrometry (TPD-MS) and hard X-ray photoelectron spectroscopy
(HAXPES). The solid-state reaction is thermodynamically favored,
according to density functional theory (DFT) calculations.
Porphyrins, the ‘colors of life’,1 are widespread in nature and
find numerous technological applications.2–4 While transition-
metal porphyrins can be very stable with respect to metal
exchange, alkali metal porphyrins (AMPs) with electron-rich
ligands such as meso-tetraphenylporphyrin (TPP) are considered
as labile and water-sensitive complexes.5 Although AMPs were
observed as early as 1938,6 they were mainly characterized in
solution or as solvates. The lability of AMPs in solution has been
used for the synthesis of other metalloporphyrins by metal
exchange.7–10 The first X-ray structure of an AMP solvate was
obtained for the tetrahydrofuran (THF) adduct of dilithium
octaethylporphyrin, Li2OEP(THF)4, formed by reaction of
octaethylporphyrin (H2OEP) with LiN(SiMe3)2.
11 The solid consists
of a [Li(THF)4]
+ cation and a [Li(OEP)] anion with a square-planar
coordination of Li in the center of the porphyrin ring.11 In other
AMP solvates such as Li2TPP(OEt2)2, both Li ions are bound to
opposite sides of the porphyrin ring in a square-bipyramidal
fashion and carry an additional diethyl ether (OEt2) ligand.
12 This
bipyramidal structure has also been reported for dilithium
porphyrins in solution and for solid Na and K porphyrins.13
Besides these structurally well-characterized solvates, the two
solvent-free AMPs Li2TPP and Li2OEP have been obtained from
solution, but have not been studied in detail.14
Here, we report that solvent-free dilithium tetraphenylpor-
phyrin (Li2TPP) can be prepared by vapor deposition of lithium
onto free-base meso-tetraphenylporphyrin (H2TPP) in ultra-high
vacuum (UHV), by the reaction shown in Fig. 1. Unlike the
very limited reaction depths of transition metals in bulk
porphyrins,15,16 or the metalation of monolayers,4,17–19 we find
that Li diffuses readily into the solid porphyrin film, which
makes the reaction useful for synthetic purposes. The bulk
reaction between metallic Li and organic molecules is also
relevant for the field of organic electronics, where metals with
low work functions are vapor-deposited onto organic semi-
conductors as electron-injecting electrodes and intermixing or
reaction of the layers is usually not desirable.20–22 The reaction
of Li with organic materials also plays a role in Li-based
electrochemical energy storage, in which the formation of the
solid–electrolyte interphase (SEI) and the diffusion of lithium in
the SEI is crucial for device performance.23,24 Porphyrin-based
electrodes have also proven to be efficient electrode materials in
lithium batteries.25
The Li2TPP layers obtained by the reaction shown in Fig. 1
were investigated by temperature-programmed desorption mass
Fig. 1 Direct metalation of meso-tetraphenylporphyrin (H2TPP) with two
equivalents of elemental Li, resulting in the formation of dilithium tetra-
phenylporphyrin (Li2TPP) and H2. The figure shows the geometry-optimized
gas-phase structures calculated by DFT. The distorted square-bipyramidal
polyhedron formed by the lithium and nitrogen atoms in Li2TPP is
highlighted.
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spectrometry (TPD-MS) and hard X-ray photoelectron spectro-
scopy (HAXPES). Complementary density functional theory (DFT)
calculations provide insight into the energetics of the reaction.
Before the reaction between H2TPP and Li was studied,
reference TPD-MS measurements were performed with pristine
H2TPP. For this purpose, a film of H2TPP with a thickness of
20 nm was vapor-deposited onto a clean Au(111) surface.
Subsequently, a TPD-MS experiment was performed by heating
the sample with a constant rate of 0.1 K s1 between 300 and
700 K while rapidly recording mass spectra, as described in the
ESI.† The resulting temperature-resolved mass spectra are
shown as TPD-MS maps in Fig. 2a and Fig. S1a in the ESI.†
Around 485 K a dominant peak is observed in a mass range that
indicates desorption of intact H2TPP (614 amu). Arrhenius plot
analysis of the zeroth-order desorption trace (Fig. 2e) yields a
desorption activation energy of 200 kJ mol1, which is in the
range of literature values for the sublimation enthalpy (between
111 and 240 kJ mol1).26
To study the reaction between H2TPP and Li, a fresh 20 nm
thick film of H2TPP was deposited onto the clean Au(111)
surface, followed by the deposition of 1 nm Li at 300 K. This
thickness of Li is close (within 5%) to the stoichiometric
amount required for complete conversion of the H2TPP film
to Li2TPP. After this preparation, a TPD-MS experiment was
performed. The results in Fig. 2b show a dominant signal
around the mass of Li2TPP (626 amu), indicating the formation
of the dilithium complex in high yield. The peak temperature
of 565 K, which exceeds that of H2TPP by 80 K, and the higher
desorption energy of 234 kJ mol1 (Fig. 2d) reveal increased
intermolecular interactions, compared to H2TPP. The H2TPP
signal has completely disappeared, which shows that the free-
base porphyrin reacts completely. Weak additional features
appear at 619 and 637 amu. These masses correspond to LiTPP
and LiTPPH2O, respectively. The LiTPP is most likely formed
by fragmentation of Li2TPP in the mass spectrometer, because
the desorption traces of Li2TPP and LiTPP have the same
temperature dependence (see Fig. S2 in the ESI†) and their
intensities have a constant ratio of E12 : 1. The LiTPPH2O
adduct (E5% of the Li2TPP signal) is attributed to reaction with
residual water. The small Li2TPP-related signal around 500 K is
due to the formation of small crystallites with lower desorption
energy (see Arrhenius analysis in Fig. S3 in the ESI†), in agreement
with previous work.27 It is worth mentioning that the LiTPPH2O
adduct is only observed at temperatures where the crystallites
desorb.
To investigate whether even thicker H2TPP films can be fully
converted, 10 nm Li were deposited onto a 50 nm H2TPP film.
An over-stoichiometric amount of Li was chosen to ensure
complete reaction. The TPD-MS map in Fig. 2c shows that the
main product is again Li2TPP, with the water adduct Li2TPPH2O
(644 amu) as a side product (E13%). Analysis of the individual TPD
traces (see Fig. S2b in the ESI†) indicates that the film substantially
recrystallizes during the heating,27 which leads to the observed
broadening of the Li2TPP peak. Again, no traces of residual H2TPP
were found, indicating complete reaction.
The mass spectra presented above show that free-base H2TPP
reacts completely with Li forming Li2TPP. However, it remains
unclear whether the reaction occurs already at room temperature
or is induced by the elevated temperatures during the TPD-MS
experiment. To clarify this question, additional experiments with
X-ray photoelectron spectroscopy (XPS) were performed.
The XPS measurements were carried out with synchrotron
radiation in the hard X-ray regime between 2 and 7 keV, to take
advantage of the increased information depth of photoelectrons
with high kinetic energies.16,28 In this way, the composition of
the film can be probed over the entire thickness and not only at
the surface, as is the case for conventional XPS. At the highest
photon energy (Eph) of 7 keV, the information depth of N 1s
photoelectrons is 33.6 nm for H2TPP and 32.7 nm for Li2TPP, as
was calculated by the Gries approach.16,29 The details of the
calculation and the information depths for the other photon
energies are given in the ESI.† The XPS measurements were
performed with a H2TPP film of 24 nm thickness, which is
substantially smaller than the maximum information depth. By
variation of Eph (and thus, the information depth), the depth
homogeneity of the reacted film can additionally be examined.
This film was prepared on a Si(001) surface, as is described in
detail in the ESI.†
The resulting N 1s XP spectra are shown in Fig. 3. The
spectrum of the pristine H2TPP film (Fig. 3a) consists of two peaks,
which are attributed to the pyrrolic (–N(H)–, 400.2 eV) and iminic
(–NQ, 398.1 eV) nitrogen species,4,30 see Fig. 1. After deposition of
Li at room temperature (Fig. 3b–e), a new peak appears at a
Fig. 2 TPD-MS maps for (a) 20 nm H2TPP, (b) 1 nm Li on 20 nm H2TPP,
and (c) 10 nm Li on 50 nm H2TPP, each on Au(111), in the relevant mass
region from 600 to 650 amu. Data for other mass ranges are shown in the
ESI.† The spectra were normalized to the maximum intensity of the H2TPP
signal (a). The heating rate was 0.1 K s1 and one mass range cycle took
8 seconds (see the ESI† for further experimental details). Arrhenius plot
analysis for (d) Li2TPP and (e) H2TPP, with the desorption rates rdes divided
by the mass spectrometer unit (counts per second, for further details see






















































This journal is©The Royal Society of Chemistry 2019 Chem. Commun., 2019, 55, 13665--13668 | 13667
binding energy (BE) of 399.6 eV, while the two H2TPP-related peaks
disappear. The presence of a single N 1s peak indicates that all
four nitrogen atoms are chemically equivalent, which is the case in
the metal complex.4,18,19 The information depth of the experiment
exceeds the film thickness also after deposition of Li, as can be
seen from the Si 1s signal related to the Si(001) substrate in Fig. S4
in the ESI.† The formation of Li2TPP is also supported by the
related Li 1s XPS data in Fig. S5 in the ESI,† which show a
chemical shift to higher BE in line with the oxidation of metallic
Li to Li+ ions.
The absence of any H2TPP-related signals at a photon energy
of 7 keV, where the information depth exceeds the film thickness,
proves that the H2TPP film reacts over its entire thickness at
room temperature. For the photon energies of 2, 2.5 and 3 keV
(Fig. 3b–d), the information depths in Li2TPP are 10.1, 12.6 and
15.0 nm (see Table S3 in the ESI†), respectively, i.e., they are
smaller than the film thickness. Still, position and general shape
of the N 1s peaks are the same as for the 7 keV spectrum,
indicating that the reaction is homogeneous over the entire depth
of the film.
The fact that the H2TPP film reacts over its entire thickness
of 24 nm (or even 50 nm in the TPD-MS experiment) is exceptional
when compared to related reactions with transition metals. For
example, when Fe or Co are deposited onto H2TPP films at room
temperature, formation of the related FeTPP and CoTPP complexes
is limited to a depth of approximately 1 nm.16 Additionally
deposited metal forms a layer of metallic Fe or Co on-top of the
organic film. It can be concluded that the room-temperature
mobility of Li atoms in the solid porphyrin is much higher than
that of typical transition metals.
To evaluate whether the direct formation of Li2TPP is thermo-
dynamically feasible, gas-phase DFT calculations were performed.
For the reaction shown in Fig. 1, a total energy of DEDFT =
499.8 kJ mol1 was obtained, indicating that the gas-phase
process is strongly exothermic. In the following, we use this
gas-phase value to estimate the energy for the corresponding
solid-state reaction by means of a Born–Haber (BH) cycle (see
Fig. S6 in the ESI†), which includes the sublimation enthalpy
of Li metal and the desorption energies of H2TPP and Li2TPP
as obtained from TPD-MS above. The BH cycle yields an
approximate reaction energy of 215 kJ mol1, which is still
strongly exothermic. Another driving force of the solid-state
reaction is the entropy gain from the release of gaseous H2
S

gas;1 bar ¼ 130:68 J mol1 K1 at 298:15 K
 
.31 Energetic and
entropic contributions add up to a standard Gibbs energy of
approximately 254 kJ mol1, indicating that the formation of
Li2TPP is thermodynamically favored even in the solid state.
Vapor deposition should therefore not be necessary to induce
the reaction, except to overcome kinetic barriers. The calculated
minimum energy structure of the Li2TPP complex is shown in
Fig. S7 in the ESI.† The Li ions are located on both sides of the
porphyrin ring, but not above (or below) the center of the
porphyrin ring, in agreement with previous theory work.32
The frontier orbitals HOMO1, HOMO, LUMO and LUMO+1
are exclusively localized at the porphyrin ring; the Li ions do not
contribute (see Fig. S8 in the ESI†).
In conclusion, we have demonstrated that dilithium tetra-
phenylporphyrin (Li2TPP) can be prepared in solvent-free form
by direct reaction of meso-tetraphenylporphyrin (H2TPP) with
vapor-deposited metallic Li at room temperature. DFT calculations
show that the reaction is strongly exothermic in the gas phase. A
negative standard Gibbs energy for the solid-state reaction con-
firms that the reaction is thermodynamically favored also in the
condensed phase. Our results may pave the way to simple solid-
state syntheses of alkali metal porphyrins and thus increase the
availability of these compounds as reactants for organic and
inorganic synthesis. The exceptionally high mobility of Li in
the organic material is relevant for the deposition of metal
electrodes in organic electronic devices and the transport of Li
in electrochemical energy storage.
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1. Experimental and computational methods 
TPD-MS was carried out in a dedicated UHV apparatus with a base pressure in the low 
10−10 mbar regime. The apparatus hosts a HIDEN EPIC 1000 quadrupole mass spectrometer 
(QMS) mounted inside a pumped cryoshroud cooled to 80 K with l-N2. This version of a line-
of-sight mass spectrometer was described elsewhere.1 Temperatures were measured directly at 
the sample using a calibrated Type K thermocouple. A polished Au(111) single-crystal surface 
(diameter 10 mm, purity > 99.999%, roughness < 0.01 μm, orientation accuracy < 0.1°, from 
MaTecK/Germany) was prepared by iterated sputtering with Ar+ ions (1.0 keV, 3-5 μA, 
30 min) and annealing (850 K, 3 min). H2TPP (purity > 98%, PorphyChem) was evaporated 
from a home-built Knudsen cell (glass crucible) at fluxes of 0.1 to 1.0 nm min−1. The molecular 
flux was measured using a quartz crystal microbalance (QCM). Unless otherwise noted, the 
Au(111) sample was held at 100 K during deposition of H2TPP. Li (purity > 99.9%, Sigma-
Aldrich) was evaporated from a home-built Knudsen cell (boron nitride crucible) at fluxes of 
0.1 to 1.0 nm min−1. The prepared sample was placed directly in front of the orifice (8 mm 
diameter) of the cryoshroud. The crystal was heated resistively via tungsten wires with a 
constant heating rate of 0.1 K s−1. During heating, survey mass spectra from 4 to 10 amu 
(0.2 amu step width) and from 600 to 650 amu (0.5 amu step width) were recorded together 
with the temperature. Acquisition of one cycle took around 8 s, leading to a temperature rise of 
0.8 K per cycle. With this procedure, the possible products of the reaction of Li with H2TPP 
can be detected, including side products or contaminations with higher masses. The results are 
presented in the form of TPD-MS maps. 
Hard X-ray photoelectron spectroscopy (HAXPES) was performed at the HIKE endstation of 
the KMC-I beamline at BESSY II, Helmholtz-Zentrum Berlin.2 The spectra were recorded at 
300 K in almost grazing incidence and near normal-emission geometry (incidence angle 77°, 
detection angle 13°, both relative to the surface normal). Binding energies were referenced to 
Au 4f7/2 (84.00 eV). Photon energies of 2 to 3 keV and 7 keV were obtained from Si(111) and 
Si(422) monochromator crystals, respectively. The samples were prepared under UHV 
conditions at a base pressure better than 1·10−9 mbar. H2TPP was vapor-deposited onto clean 
Si(001) with a rate of 1.2 nm min−1, as measured with a QCM. This led to a smooth film 
(average roughness 2.20 nm)3 with a thickness of 24 nm. After the measurement of the pristine 
H2TPP sample, an excess of Li (19 nm, purity > 99.9%, Sigma-Aldrich) was deposited at a 
rate of 0.3 nm min-1. 
Density functional theory (DFT) calculations were performed with Gaussian09, C.01.4 A full 








2. Additional TPD-MS data 
 
Figure S1. TPD-MS maps for (a) 20 nm H2TPP, (b) 1 nm Li on 20 nm H2TPP and (c) 10 nm Li on 
50 nm H2TPP, each on Au(111), in the mass region 4 to 10 amu to probe for Li desorption. The heating 
rate was 0.1 K s−1 and one mass range cycle took 8 s. The spectra were normalized to the maximum 




Figure S2. Common TPD traces for the relevant species for (a) 1 nm Li on 20 nm H2TPP and (b) 10 nm 
Li on 50 nm H2TPP, both on Au(111). The TPD signal of LiTPP (black) was multiplied by a factor of 
12 to show that it exactly reflects the TPD signal of Li2TPP (red), and hence, is the consequence of 
fragmentation of Li2TPP in the mass spectrometer. Furthermore, for (b) recrystallization of the Li2TPP 










Figure S3. Arrhenius plot analysis for the first small peak (see Figure 2b) compared to the multilayer 
peak for 1 nm Li on 20 nm H2TPP on Au(111). The desorption rate rdes was divided by the mass 
spectrometer unit (counts per second).  
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 
        (S1) 
with the desorption rate rdes, the coverage Θ, the time t, the pre-exponential factor ν, the 
activation energy of desorption ∆Edes, the gas constant R, the sample temperature T, and the 
desorption order n. In case of multilayer desorption, n is zero, hence, the desorption rate 
becomes coverage-independent. Taking the natural logarithm yields a simple Arrhenius 
Equation (S2) in the form of y = mx + b. Note that mathematically this is only allowed if the 
quantities are divided by their units.  





           (S2) 
∆Edes is derived from the slope m of a plot of ln(rdes) vs. 1/T. The resulting values are shown in 
Table S1. 
Table S1. Fit results of the Arrhenius plot analysis for the spectra in Figures 2d, 2e and S3. The pre-
exponential factors ν were not calculated because multilayer experiments have been performed. 
Spectra Species Slope (m) / K ∆Edes / kJ/mol 
Figure 2d Li2TPP -28131 234 
Figure 2e H2TPP -24095 200 







3. Additional XPS data 
 
Figure S4. Si 1s XP spectra of H2TPP (bottom) and Li2TPP formed by deposition of Li onto a 24 nm 
thick H2TPP layer (other spectra). The spectra were taken with the indicated photon energies. 
 
Figure S5. XP spectra of the Li 1s region of (a) a clean Au(111) crystal, (b) Li deposited onto Au(111) 
and (c) Li2TPP on Au(111). Subtraction of the Au 5p3/2 signal at 57.1 eV (a) from the spectra (b) and (c) 
led to the Li 1s peaks in the graph on the right-hand side. Al Kα (1486.71 eV) was used as X-ray source. 
It can clearly be seen, that the Li 1s peak of (c) Li2TPP (56.9 eV) is shifted to higher binding energies 
compared to that one of (b) metallic Li (54.6 eV). The value for the metallic Li 1s peak is in agreement 









4. Information depth of the XPS experiments 
The probability that a photoelectron, created at a depth z below the solid/vacuum interface, 
actually reaches this interface without energy loss decreases exponentially with increasing z. 
The ratio between the initial flux of photoelectrons at a depth z(I0) and the flux measured at the 









          (S3) 
Equation (S1), in which θ is the angle between the electron trajectory and the surface normal, 
also provides the precise definition of the inelastic mean free path (IMFP) λ.8 Because of the 
exponential dampening of the signal with increasing z, approximately 95% of the total signal 
of a given photoelectron line emerge from a near-surface layer with a thickness of 3λ·cosθ. This 
value is typically referred to as information depth. For most materials, λ increases 
monotonically with the kinetic energy for energies above 100 eV.8 As a consequence, the 
relative contribution of the electrons originating from deeper layers to the total signal increases 
for larger photon energies. 
In accordance with the results by Seah and Spencer,9 we will use the Gries G1 equation10,11 to 
calculate the IMFPs and information depths for H2TPP and Li2TPP. In the G1 equation, the 














        (S4) 
The kinetic energy Ekin in Equation (S4) is given in eV and the IMFP λ in nm. For a certain 
compound, the parameter Va is determined by the stoichiometry and density ρ of the material, 
while Z* depends only on the stoichiometry.10 The parameters k1 and k2 also depend on the 
material; for organic compounds, k2 is unity and k1 depends on the H/C ratio of the material: 
k1 = 0.0017 at H/C = 1 and k1 = 0.0023 at H/C = 2.9,10 Seah and Spencer found that a linear 
interpolation of k1 for materials with H/C ratios different from either 1 or 2 leads to excellent 
results for the calculated IMFPs.9 Table S2 summarizes the parameters for H2TPP and Li2TPP. 
Va and Z* are calculated according to Gries.10 Due to the lack of actual data, the density of the 
in-situ prepared Li2TPP was calculated under the simplifying assumption that its molar volume 
is identical to that of H2TPP.  
Table S2. Material parameters and coefficients for H2TPP and Li2TPP that are used for the calculation 
of the IMFP with Equation (S4). 
 Formula H/C 










H2TPP C44H30N4 0.682 1.274 0.00151 1 6.1863 1.902 






The Li2TPP formation was monitored by recording N 1s core level spectra at photon energies 
Eph between 2 and 7 keV; the corresponding kinetic energies Ekin were 0.4 keV lower due to 
the N 1s binding energy. These values result in the following information depths 3λ·cosθ 
(θexp = 13°) in nm (Table S3): 
Table S3. Calculated information depths 3λ·cosθ (θexp = 13°) obtained by application of Equation (S4), 
for the different photon energies applied for the acquisition of the N 1s XP spectra of H2TPP and Li2TPP. 
Eph / keV Ekin / keV 
Information depth / nm 
H2TPP Li2TPP 
2 1.6 10.4 10.1 
2.5 2.1 13.0 12.6 
3 2.6 15.4 15.0 








5. Estimation of the reaction energy in the solid state 
Gas-phase DFT calculations of the metalation reaction yield a total energy of 
EDFT = −499.8 kJ mol−1. This gas-phase value is used to estimate the energy for the 
corresponding solid-state reaction by means of a Born-Haber (BH) cycle (Figure S6), which 
includes the sublimation enthalpy ΔHsub of metallic Li and the desorption activation energies 
ΔEdes of H2TPP and Li2TPP as obtained from TPD-MS. The BH cycle yields an approximate 




Figure S6. Born-Haber cycle for the estimation of the solid-state reaction energy ER,s from the reaction 
energy of the gas-phase reaction obtained by DFT calculations. All energies are given in kJ mol−1. This 
estimation neglects small numerical differences between the measured desorption activation energies 
and sublimation enthalpies, as well as the temperature dependence of these quantities. This 
simplification is justified considering the large uncertainties of related literature values. For example, 
for the sublimation enthalpy of H2TPP, values between 111 and 240 kJ mol








6. Additional results of the DFT calculations 
  
 
Figure S7. Geometry-optimized ground state structure of Li2TPP. The phenyl groups and hydrogen 
atoms attached to carbon atoms are omitted for the sake of clarity, but were included in the calculations. 
The Li ions are displaced from the central positions above or below the porphyrin plane and the 
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In a recent paper we have shown that the solid state synthesis of a bulk alkali tetraphenylporpyhrin, 
Li2TPP, in-vacuum is possible (up to a thickness of ~50 nm) when the stoichiometry between metallic 
Li and meso-tetraphenylporpyhrin (H2TPP) of 2:1 (Li:H2TPP) is met or exceeded. The question arises if 
this product is obtained directly, i.e. simultaneous reaction of 2 Li atoms with H2TPP, or if it is the result 
of a consecutive reaction, where the mono-metallic LiHTPP species would be observed. 
A metalloporphyrin with an abandoned H (where only 1 H is exchanged by the metal) has not been 
observed to date. By correct choice of the stoichiometry between Li and H2TPP we indeed find that 
LiHTPP can be formed with high yield. Furthermore, this product is exceptionally thermally stable and 
can be purified/separated by the remaining products using a new technique we call in-vacuo 
distillation (IVD).  
Li doped organic compounds have been shown to have very useful properties when used in organic 
electronic devices. Researchers reported (for instance that) doping electron transporting layers with Li 
lowers (which is favorable) the driving voltages of OLEDs dramatically (and the external quantum 
efficiency was increased from 3.4 to 12.9%).1-2 demonstrate efficient electron injection in Li doped 
films from transparent conducting oxides such as ITO. Several other examples show the high Li storage 
capability of organic molecules,3-8 which makes these molecules attractive for battery applications. Wu 
et al. report tetrakis(4-carboxyphenyl)porphyrin used as high performance organic anode material 
with high capacities and cycling performance.6  
 
Experimental Part 
Clean Au(111) and Ag(111) single-crystal surfaces were prepared by iterated Ar+ ion 
bombardment (sputtering) and annealing cycles. Cleanliness was verified by XPS or AES prior 
to the experiments. H2TPP (purity > 98%, PorphyChem) was vapor-deposited onto the clean 
metal surfaces from a home-built Knudsen cell (stainless steel or glass crucible) at fluxes of 0.1 
to 1.0 nm min-1. The molecular flux was measured using a quartz crystal microbalance (QCM). 
Resulting films had a thickness of 7.5 – 20 nm dependent on the experimental requirements. 
Li (purity > 99.9%, Sigma-Aldrich) was evaporated from a home-built Knudsen cell (boron 
nitride crucible) at fluxes of 0.1 to 1.0 nm min−1. 
X-ray photoelectron spectroscopy (XPS) and temperature-programmed desorption mass 
spectrometry (TPD-MS) experiments were carried out under ultra-high vacuum (UHV) 
conditions with a base pressure better than 2·10-10 mbar. For XPS experiments, 
monochromatic Al Kα radiation (1486.7 eV) and a SPECS Phoibos 150 electron energy analyzer 
equipped with an MCD-9 multichannel detector were used. Sample preparation and 
measurements were performed at room temperature. Measured spectra were referenced to 
Au 4f7/2 (84.0 eV) and Ag 3d5/2 (368.3 eV) substrate signals, respectively. Experimental data 
were analyzed with XPS Tools9, assuming pseudo-Voigt functions10 with a Gaussian-Lorentzian 
ratio of 0.3 (which equals 70% Gaussian contribution to the line shape). For the N 1s spectra, 
relevant parameters (such as the ratio and the separation of the 2 distinct nitrogen species in 
H2TPP (pyrollic: -N(H)- and iminic: =N-) obtained for the pristine, i.e., unmetalated films, were 






5p3/2 signal. Hence, the signal of the unmetalated Li 1s region was subtracted from for 
metalated spectra (with a self-written program). 
The TPD-MS apparatus hosts a HIDEN EPIC 1000 quadrupole mass spectrometer (QMS) 
mounted inside a pumped cryoshroud cooled to 80 K with liquid N2. This version of a line-of-
sight mass spectrometer was described elsewhere.11-12 Temperatures were measured directly 
at the sample using a calibrated type K thermocouple. Unless otherwise noted, the Au(111) 
sample was held at 100 K during deposition of H2TPP and Li. The prepared sample was placed 
directly in front of the orifice (8 mm diameter) of the cryoshroud. The crystal was heated 
resistively via tungsten wires with a constant heating rate of 0.1 K s−1. During heating, survey 
mass spectra from 4 to 10 amu (0.2 amu step width) and from 600 to 650 amu (0.5 amu step 
width) were recorded together with the temperature. Acquisition of one cycle took around 
8 s, leading to a temperature rise of 0.8 K per cycle. With this procedure, the possible products 
of the reaction of Li with H2TPP can be detected, including side products or contaminations 
with higher masses. The results are presented in the form of TPD-MS maps. 
Density functional theory (DFT) calculations were performed with Gaussian09, C.01. A full 
geometry optimization was carried out using the PBE functional and the def2-TZVPP basis set. 
 
Results and Discussion 
XPS Metalation Series. We prepared a smooth 10 nm thick H2TPP film on a clean Au(111) 
single-crystal. The N 1s XP spectrum of the pristine film (Fig. 1 a) shows the typical almost 1:1 
ratio between the pyrrolic (–N(H)–, 400.1 eV) and iminic (=N–, 398.0 eV) nitrogen species.  
We stepwise deposited Li onto the H2TPP film (Fig. 1 b-g). Due to the reaction of Li with the 
NH of the porphyrin macrocycle, the pyrrolic signal at higher binding energy (BE) decreases in 
intensity until finally only 1 peak is observed (Fig. 1 g). The Latter indicates that all 4 N atoms 
are chemically equivalent which is a typical feature of metal porphyrins12-18 and non-metal 
porphyrins,18 and verifies the formation of Li2TPP.12 Furthermore, we observe a shift in both 
the N 1s and C 1s signal to higher BE. The ongoing deposition of Li (bg) onto the sample can 
also be observed/identified in the Li 1s region (right in Fig. 1). Here, the intensity of a broad 
feature steadily increases in intensity with further deposition of Li. In the C 1s region (Fig. 1 
middle) we observe neither additional signals nor changes in the signal shape. We can hence 
exclude a reaction of Li with the C atoms of the porphyrin, e.g., with the phenyl rings. The 
experimental data were fitted with (for simplicity) two different C species. The signal at higher 
BE corresponds to the 8 C atoms which are directly connected to nitrogen. The signal at lower 
BE corresponds to the remaining 36 sp2 C atoms. For fitting, the ratio and separation between 
both species was kept constant. 
While the N1s spectra of pristine H2TPP (Fig. 1 a) and fully metalated Li2TPP (Fig. 1 g) can easily 
be described with a single species, describing the intermediate (Fig. 1 b-f) region exclusively 
with these species is impossible in a consistent way. However, adding a (hypothetical) third 






which excellently describes the measured data. For small amounts of Li we observe, that 
H2TPP initially reacts to the mono-metalated LiHTPP (Fig. 1 b). For higher metal dosages both 
H2TPP and LiHTPP continuously decrease in intensity under the steady formation of more 
Li2TPP (illustrated in Fig. S1 left). The small decrease in the overall intensity (black line) might 
be due to desorption of some molecules from the sample into the UHV, which is in line with 
the observed decrease of the C 1s signals. 
The broad feature in the Li 1s region (Fig. 1 right) cannot be described with a single 
signal/peak. However, using a fitting procedure which assumes two different Li species 
describes the experimental data excellently. The nature/origin of the different species cannot 
unambiguously be clarified. None of the peaks might be attributed to metallic Li because this 
species would rather be expected at a binding energy of 54.5 eV.12 In our case, one species is 
centered at a BE of 55.6 – 56.0 eV and the other one at 56.9 – 57.1 eV. The signal at higher BE 
might be attributed to Li bound to N (because of a smaller electron density at the Li). It might 
be speculated that the signal at lower BE was due to additional Li intercalated in the organic 
material. During the whole course of experiments there were no indications for oxygen 
contaminations.  
 
Fig. 1: X-ray photoelectron spectra of the stepwise metalation (b-g) of a 10 nm thick H2TPP film 
(a) on Au(111). For the pristine/unmetalated H2TPP (a) 2 disctinct N species (pyrrolic –N(H)–: 
400.1 eV, iminic =N–: 398.0 eV) with a N:N ratio of 1.1:1 are observed in the N 1s region (left). 
Due to the deposition of Li (b-g) the pyrrolic signal decreases and finally vanishes. 3 distinct N 
species are observed: pristine/unmetalated H2TPP (violet, N:N = 1.1:1), mono-metalated 
LiHTPP (green, N:N = 1:3) and fully metalated Li2TPP (blue). The increasing amount of Li is 
clearly visible in the Li 1s spectra (right). Li 1s spectra show no indication for metallic Li which 
would be expected at 54.5 eV.12 The C 1s spectra (middle) show neither additional peaks nor 
a change in the peak shape which excludes a reaction of C with Li. C 1s spectra were fitted with 
2 species: C atoms directly connected to N (higher BE) and remaining sp2 C atoms with a ratio 
of 8:36. Spectra were recorded with Al Kα radiation and are referenced to the binding energy 







DFT. We performed DFT calculations and calculated energies of optimized gas-phase 
structures of H2TPP, the mono-metalated porphyrin and the fully converted/metalated Li2TPP 
(Fig. 2). We considered three different mono-metalated porphyrin species (Fig. 2, middle): the 
porphyrin without loss of hydrogen (LiH2TPP), the porphyrin which lost 1 H (LiHTPP), and the 
porphyrin which lost both H (LiTPP+). As can be seen in Fig. 2, the latter is the least stable while 
LiHTPP might be expected as the product of a single metalation step. From this structure a 
N:N ratio of 1:3 might be expected as is also found for the XPS data analysis. A detailed gas-
phase structure is shown in Figure S2.  Furthermore, it might be concluded that there is an 
energy barrier that needs to be overcome for the second metalation step. 
 
Fig. 2: Calculated gas-phase structures and corresponding energy levels for H2TPP, LiH2TPP, LiHTPP, 
LiTPP+ and Li2TPP by DFT.  
In Fig. 3 the calculated N 1s core level orbital energies are shown. From this we rather expect 
a ratio of 1:2:1 (–N(H)– : =N– : –N(Li)–), however, the difference between the latter both is 
quite small. We furthermore see that the N 1s signal of Li2TPP is expected at the same position 
as the major species in LiHTPP, and that this species is at slightly higher BE compared to the 
iminic N in the unmetalated H2TPP. Lastly, the separation of the N species is expected to be 
larger in LiHTPP than in H2TPP by approximately 0.2 eV. All these findings are also observed in 
our fitted data when a 1:3 ratio in LiHTPP was assumed, i.e., we assumed no distinction 
between the N atoms bound to Li. Our fits show qualitatively the same picture. Although the 
absolute values for the NN separation in our fits was higher (H2TPP: 2.1 eV, LiHTPP: 2.3 eV) 
the difference is in excellent agreement with the theoretical prediction. This might be 
expected because in the gas-phase calculations no interactions between adjacent molecules 
are included, which occur in the solid phase. The difference between the –N(Li)– of LiHTPP 








Fig. 3: Calculated orbital energies for H2TPP, LiHTPP and Li2TPP by DFT.  
 
TPD-MS. In order to corroborate our theoretical and photoemission results and to proof the 
existence of the mono-metalated LiHTPP species we performed temperature-programmed 
desorption mass spectrometry (TPD-MS) experiments for different amounts of deposited Li. 
Experimental details can be found elsewhere.12 Briefly, in order to obtain TPD-MS maps a 
sample is heated with a constant rate, in our case 0.1 K s−1. Simultaneously, mass spectra of 
the relevant regions (which have been identified in prior experiments) are continuously 
recorded in the temperature range between 300 and 700 K. At certain temperatures 
molecules start desorbing from the sample and are detected by a quadrupole mass 
spectrometer. The resulting TPD-MS maps illustrate the measured intensity (color code, z) as 
a function of sample temperature in K (y-axis) and mass-to-charge ratio in atomic units (x-
axis). The brighter the color the more intense is the signal.  
Essentially, TPD-MS delivers the same results as XPS. For small/sub-stoichiometric amounts of 
Li (Fig. 4a and b) only H2TPP (614 amu) and LiHTPP (620 amu) are observed while no Li2TPP 
(626 amu) is detected. Here, a stoichiometry of 100% means/equals 1 Li atom per H2TPP 
molecule. For the sub-stoichiometric amounts of Li, the intensity of H2TPP is significantly 
higher than that of LiHTPP. H2TPP decreases and LiHTPP increases in intensity when the 
amount of Li is increased from 20% to 38% (Fig. 4a and b). Both species exhibit two desorption 
peaks. The first one ranges from 420 to 440 K and can be attributed to crystallites that were 
already observed elsewhere.12, 19 Subsequently, the main multilayer desorption peak evolves 
and ends abruptly at 490 K following zeroth order kinetics. The multilayer spectrum for the 
pristine H2TPP (614 u) is in agreement with previous results.12  
Increasing the Li:H2TPP ratio to approximately 1:1 (Figure 4c), a coexistence regime is found, 
where all three species are formed. There, H2TPP desorbs between 440 and 465 K, LiHTPP 
between 440 and 480 K, and Li2TPP between 500 to 550 K. Note that the desorption trace of 







For a stoichiometric amount of 2:1 (200%) Li2TPP is formed exclusively, as we have shown 
before. 12 Our DFT results suggest that the formation of LiTPP+, i.e., the mono-metalated 
species which lost both hydrogens (see also Fig. 2), is energetically unfavored, which we can 
also prove with a high-resolution TPD-MS experiment (Fig. 4d). We clearly observe that LiHTPP 
(620 amu) is formed while LiTPP (619 amu) is not observed. 
 
Fig. 4: TPD-MS maps for (a) 20%, (b) 38% Li on a 20 nm and (c) 90% Li on a 10 nm H2TPP film on Au(111), 
in the relevant mass region 600 to 650 amu. The spectra were normalized to the maximum intensity 
of the H2TPP signal (a). (d) High resolution TPD-MS map for 46% Li on 20 nm H2TPP on Au(111) in the 
range of 610 to 630 u with a step width of 0.1 u. The heating rate was 0.1 K s−1 and one mass range 
cycle took about 8 s. 100% Li refers to a stoichiometry of 1 Li atom per H2TPP molecule.  
Clearly, XPS and TPD-MS are qualitatively in very good agreement. However, while the TPD 
experiments suggest the exclusive formation of Li2TPP for a stoichiometric amount of 2 Li 
atoms per H2TPP molecule, this condition is not met in XPS experiments. As mentioned before, 
when Li is deposited onto the H2TPP sample at room temperature, over-stoichiometric 
amounts of Li are required in order to achieve full conversion to Li2TPP. One possibility might 
be that additional Li is intercalated in the organic film before the second reaction step takes 
place and that thermal activation is required to trigger deintercalation followed by the second 
metalation step.  
In order to test if we have additional (yet unreacted) Li on our sample, we performed another 
experiment. As can be seen in Fig. 4c there is a quite high difference in the desorption 
temperature between LiHTPP and Li2TPP of ~90-100 K (with respect to its maximum intensity). 
Hence, it might be possible to further react additional Li by thermal activation and separate 







In-Vacuo Distillation (IVD) Experiment. We prepared a 7.5 nm thick H2TPP film on Au(111) 
and deposited Li on top. According to the N 1s and Li 1s XP spectra (we used exactly the same 
fitting routine described before) this yielded a sample in the coexistence regime (Fig. IVD a). 
Subsequently, we heated the sample at a rate of 1 Ks-1 to a final temperature of 484 K. The 
sample was held at this temperature for 15 min while a clean Ag(111) crystal was positioned 
(upside down) above the prepared sample to “collect” the species that desorb from the 
heated sample (see Fig. S3). Afterwards, the residuals on Au(111) and the distilled species on 
Ag(111) were measured with XPS (Fig. 5b). A photograph of the experimental setup during the 
experiment is shown in Fig. S3. 
 
Fig. 5: N 1s (left) and C 1s (right) XP spectra (a) before and (b) after the in-vacuo distillation (IVD) 
experiment. After deposition of metallic Li onto the clean H2TPP film, a mixed phase of 3 different 
species is obtained (a). The shifts to higher BE might be due to additional Li in the film. Heating the 
Au(111) sample to 484 K and “collecting” the desorbing species on Ag(111) yields enhanced LiHTPP 
and some residual H2TPP on Ag(111), while Li2TPP remains on the Au(111) sample. The C 1s spectra 
(right) qualitatively show the same shifts although the absolute values slightly deviate. All spectra were 
normalized to the Au 4f7/2 and Ag 3d5/2 substrate signal, respectively. 
As expected, the amount of LiHTPP increases strongly while the amount of H2TPP decreases 
when the sample is heated (Fig. 5b). The residual amount of Li2TPP on Au(111) remains 
unchanged. The signals on both Au(111) and Ag(111) shift back towards lower BE. This might 
indicate that the original shift to higher BE was doping/intercalation induced, as was reported 
for similar systems as well.1-2, 5, 20-21 We can also easily prove the shift is due to Li by conversion 
of the LiHTPP/Ag(111) to Li2TPP (Fig. 6a). After subsequent IVD at 10 min at 600 K the peaks 







Fig. 6: N 1s (left) and C 1s (right) XP spectra of IVD experiment on Ag(111). Onto the previously prepared 
LiHTPP sample metallic Li was deposited. Again, all peaks shift to higher BE due to Li 
intercalation/deposition of Li (a). Heating the Ag(111) sample for 10 min at 600 K and “collecting” the 
desorbing species on Au(111) a clean Li2TPP sample is obtained with high yield (b). The C 1s spectra 
(right) qualitatively show the same shifts although the absolute values slightly deviate. All spectra were 
normalized to the Au 4f7/2 or Ag 3d5/2 substrate signal, respectively. 
 
Conclusion 
We have shown that the substoichiometric Li metalation of H2TPP yields mono-metalated 
LiHTPP by XPS, TPD-MS and DFT calculations. It can be synthesized with high yield and is 
thermally exceptionally stable.  Due to the different desorption temperatures of LiHTPP and 
Li2TPP, it is possible to isolate LiHTPP in a in-vacuo distillation (IVD) experiment. IVD might be 
a new experimental approach to fabricate smooth partially metalated organic films onto 
different substrates, e.g., to the best of our knowledge a bulk mono-lithiated porphyrin 
species cannot be prepared in any other way with high purity. Within the reaction of H2TPP to 
Li2TPP additional Li can be stored, which has been found for other organic materials as well. 
Such Li doped materials have been shown to improve performances of organic electronic 
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Fig. S1: Areas of the H2TPP (violet), LiHTPP (green) and Li2TPP (blue) related N 1s signals (left) as a 
function of increasing amount of deposited Li. The small decrease in the total area might be attributed 
to some desorbing molecules and is also observed in the C 1s spectra (right). 
 
 
Fig. S2: Gas-phase structure of LiHTPP calculated by DFT for different views. 
 
      
Fig. S3: Photograph of the experimental setup during the IVD experiment. The Au(111) sample (in the 
back) was heated radiatively from its backside, the temperature was measured directly at the Au(111) 
single-crystal with a type K thermocouple. The Ag(111) single-crystal was positioned as close as 
possible to the Au sample without touching it. After cool-down to 300 K both crystals were measured 
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The formation of a reaction layer between metallic calcium and α-sexithiophene (6T) was 
studied in a multi-technique approach including, energy dispersive X-ray spectroscopy (EDX), 
atomic force microsopy (AFM), X-ray photoelectron spectroscopy (XPS), hard X-ray 
photoelectron spectroscopy (HAXPES), nano-joule adsorption calorimetry (NAC) and 
temperature-programmed desorption mass spectrometry (TPD-MS). EDX results show that Ca 
vapor deposited onto 6T diffuses to a depth of approximately 30 nm into the organic material 
at room temperature. The chemical changes associated with this diffusion were quantified with 
XPS and HAXPES, where the interaction between the molecular units and Ca was 
predominantly associated with strong chemical modifications of the sulfur within the thiophene 
units. Furthermore, indications for significant chemical changes of the carbon atoms were found 
that point towards a metallacycle formation within the reaction layer. A detailed chemical depth 
profile derived from HAXPES data shows that there is a coexistence of reacted and unreacted 
thiophene subunits within the reaction zone. The fact that no complete conversion of all sulfur 
atoms from the 6T molecules was achieved at room temperature is likely due to kinetic reasons, 
i.e., steric barriers due to the chemical modification and geometric distortion of the carbon 
backbone of the 6T molecules. The complex structure of the carbon backbone is indicated by 
the fact that no desorbing species are detected in TPD-MS experiments. In order to control the 
geometric extension of the reaction zone, it was established by HAXPES and NAC that calcium 
deposition at ~150 K leads to the formation of a permanently thinner reaction zone between Ca 








The design and fabrication of organic electronic devices such as organic light emitting diodes1, 
photodiodes2, or field effect transistors3 require detailed knowledge about the properties of the 
involved materials and, in particular, the desired and undesired interactions at the internal 
interfaces of the devices. Organic polymers which are used within this context are, for example, 
polythiophenes, polyfluorene, and poly(p-phenylene vinylene); molecular systems involve for 
instance α-sexithiophene, triphenyl-diamin- and 1,2,4 triazole-derivates.4-5 The interfaces 
between these materials and inorganic semiconductors or metals are particularly important as 
they control important properties such as charge injection rates6 which are decisive for a device 
performance. This is nicely illustrated by the fact that the charge transport between a SiO2 
substrate and an α-sexithiophene layer is only determined by the first two layers of 6T 
molecules next to the SiO2 material.
7 
To facilitate the charge transfer across the materials, a low work-function metal can be 
combined with a stable π-conjugated organic semiconductor/polymer.8-11 A good example for 
this approach is the combination of metallic Ca (work function: 2.9 eV)12 and rr-P3HT, which 
was characterized in detail in several previous studies.13-15 It was shown that vapor deposited 
calcium initially diffuses into the organic rr-P3HT matrix before eventually forming a closed 
metallic layer on top of the organic film. The diffused Ca reacts with the rr-P3HT units, and in 
particular with the sulfur atoms from individual thiophene units. Accordingly, the metallic layer 
and the organic semiconductor are separated from each other by a reaction zone or interphase 
layer, a phenomenon which is potentially lowering device performance.16-18 It was shown that 
the extension of the reaction zone can be permanently minimized by lowering the temperature 
during Calcium deposition to ~ 130 K.13 It is, however, not clear if those results can be readily 
transferred from a polymeric to a molecular organic semiconductor.  
To address this question, the present study examines the combination of calcium and α-
sexithiophene (6T). 6T was selected as it is (i) in a first approximation the direct molecular 
counterpart to the rr-p3HT and (ii) by itself a widely studied and interesting system in the 
context of organic electronics19-21. Furthermore, the literature about the interfacial phenomena 
at metal/6T interfaces is still surprisingly sparse, showing only a few examples, e.g., about 
gold/6T interfaces20. It is the main objective of the present study, to characterize the reaction 
zone which forms between metallic calcium and a thick α-sexithiophene film. The reaction zone 
was examined with energy dispersive X-ray spectroscopy (EDX), atomic force microscopy 
(AFM), X-ray photoelectron spectroscopy (XPS), hard X-ray photoelectron spectroscopy 
(HAXPES), temperature-programmed desorption mass spectrometry (TPD-MS) and nanojoule 
adsorption calorimetry (NAC). The results will be compared with the deposition of calcium 
onto the polymeric organic semiconductor rr-P3HT. 
Experimental and computational details  
To analyze the Ca/6T layer structure with EDX a sample consisting of 100 nm 6T covered by 
82.5 nm Ca and 320 nm gold was fabricated on Al foil. A thin slice (thickness approximately 
0.1 µm – as observed from scanning electron microscopy) was cut from the sample by a focused 





The morphologies of the pristine 6T layers were analyzed with atomic force microscopy (AFM, 
Nanoscope V, Bruker, USA). Topological imaging was conducted in tapping mode in air, using 
a sharp silicon nitride cantilever (SNL, tip radius 2 nm, spring constant k = 0.24 N m−1, 
oscillation frequency f = 56–75 kHz). 
Laboratory photoelectron spectra were acquired with monochromatized Al Kα radiation 
(1486.6 eV) using a Phoibos 150 electron analyzer from SPECS under 0° and 70° emission 
angle. The samples were prepared in-situ: 11.4 ML of Ca were evaporated onto 21.6 nm 6T. 
The flux of Ca and 6T were both monitored with a quartz-crystal microbalance (QCM). The 
base pressure of the UHV setup in which the experiments have been performed was 
approximately 1⋅10-10 mbar, avoiding a rapid reaction of the Ca atoms with residual gases, in 
particular H2O. 
Further photoemission measurements were carried out at the synchrotron radiation facility 
BESSY II (Helmholtz-Zentrum Berlin) using the HIKE endstation located at the KMC-1 
beamline.22-23 The HIKE system is designed for hard X-ray high kinetic energy photoelectron 
spectroscopy (HAXPES) experiments. A Scienta R4000 hemispherical electron analyzer, 
which is suitable for electron kinetic energies of up to 10 keV, is installed in the experimental 
setup. Photoelectron spectra were recorded at room temperature and in the direction of the 
surface normal (the initial photon flux hit the surface under approximately 78° relative to the 
surface normal). The photon energy was varied between 2.7 keV and 3.6 keV with 0.1 keV 
steps and between 3.6 keV and 5 keV in 0.2 keV steps. For these energies the Si(111) 
monochromator crystal was used. In addition, experiments with photon energies of 5 keV and 
5.5 keV were conducted, using the Si(311) crystal. The acquired photoelectron spectra have 
been fitted with a Pseudo-Voigt function.24 Reduced photon flux of the beam line at high photon 
energies was partially compensated by an increased measurement time. In order to minimize 
potential beam damage, the position of the incident beam on the sample was shifted for each 
recorded spectrum. The reported binding energies were referenced to the Au 4f peak of a clean 
Au surface, which was mounted in close vicinity of the sample. The base pressure of the 
preparation chamber was better than 5×10-9 mbar and the pressure of the analysis chamber was 
1×10-8 mbar. 6T (no purity stated, Sigma Aldrich) was evaporated at 550 K from a Knudsen 
cell and deposited onto a Si(001) surface. The deposition of 6T, with typical fluxes of 1 nm 
min-1, was monitored by a quartz crystal microbalance (QCM). Typical film thicknesses L were 
in the range of 20–30 nm. Metallic calcium was evaporated at 770 K from another Knudsen 
cell. The metal deposition rates were either 1.0 nm min-1 or 15 nm min-1, depending on the 
details of the experiment. During the deposition, a permanently mounted hot filament ionization 
gauge indicated a pressure below 1⋅10-7 mbar. In subsequent x-ray photoelectron spectroscopy 
(XPS) experiments, no unwanted impurities were detected on the metallic films except from 
oxygen. For background subtraction, a combination of Shirley background and linear slope has 
been used.  
The NAC measurements were performed in a UHV setup with a base pressure below 
10-10 mbar. At first, the reflectivity of the unaltered sample is measured using laser pulses. 
Afterwards, the laser power itself is measured. The detector surface is sputtered by Ar+ ions 
(10-6 mbar, 3keV, 10 min) subsequently. The molecular beam of 6T and Ca is chopped 





QMS. During deposition, the heat increase of the detector is measured by an pyroelectrical 
material. The obtained data is referenced to the sticking coefficient and the reflectivity. The 
experiments were conducted at room temperature and at l-N2 temperature. 
TPD-MS was carried out in a dedicated UHV apparatus with a base pressure in the low 
10-10 mbar regime. The apparatus hosts a HIDEN EPIC 1000 quadrupole mass spectrometer 
(QMS) mounted inside a differentially pumped cryo shroud cooled to 90 K with l-N2 enabling 
detection of the molecule ions of 6T (494 amu) and potential reaction products and dimers. This 
version of a line-of-sight mass spectrometer was described elsewhere.25-27 Temperatures were 
measured directly at the sample using a calibrated Type K thermocouple. A polished Au(111) 
single-crystal surface (diameter 10 mm, purity > 99.999%, roughness < 0.03 μm, orientation 
accuracy < 0.1°, from MaTecK/Germany) as substrate was prepared by sputtering with Ar+ 
ions (0.5 keV, 2 μA, 60 min) and subsequent annealing (850 K, 10 min). 6T (no purity stated, 
Sigma Aldrich) was evaporated from a home-built Knudsen cell at fluxes of about 0.1 nm min-
1 measured using a QCM. The Au(111) sample was held at 100 K during deposition of 6T. 
Sample temperatures during Ca deposition were varied and are given for each experiment. The 
prepared sample was placed directly in front of the orifice (8 mm diameter) of the cryo shroud. 
The crystal was heated resistively via tungsten wires with a constant heating rate of 0.1 K s-1. 
During heating, survey mass spectra from 1 to 1000 amu (1 amu step width) were recorded 
together with the temperature. Acquisition of one cycle took around 40 s, leading to a 
temperature rise of 4 K per cycle. With this procedure, the possible products of the reaction of 
Ca with 6T can be detected, including side products or contaminations with higher masses. The 
results are presented in the form of TPD-MS maps. 
Results and Discussion 
EDX: Investigations of interphase systems by means of X-ray photoelectron spectroscopy 
(XPS) require well-defined surfaces. Issues may arise from rough features and crystallites on 
the surface. A quantitative depth analysis by XPS is only possible for a layered system. To gain 
insight into the interphase energy-dispersive X-ray spectroscopy (EDX) as well as atomic force 
microscopy (AFM) was applied. For EDX and AFM different samples were prepared. For 
further information see the Experimental Section. The EDX analysis shows clearly that sulfur 
and calcium coexist in an approximately 30 nm thick interphase layer, if Ca is deposited onto 
the 6T film at room temperature (marked region in Fig. 1). It is well known that Ca atoms 
interact with thiophene based materials/polymers, resulting in the formation of CaS.13-15 A 
detailed inspection of Figure 1 shows that the interphase between Ca and 6T is rather diffuse. 
It remains unclear at this point if the preparation by a focused ion beam (FIB) caused this. 
Therefore, AFM is used to investigate surface roughness of thick and thin layers of pristine 6T 







Figure 1. EDX map showing the chemical composition of Au/Ca/6T sample (The Au acts as a 
protective layer against oxidation under ambient conditions). Ca and 6T are separated by a 30-
40 nm wide coexistence region of Ca and S.  
 
Figure 2 shows an AFM image of a 20 nm thick 6T layer deposited with a deposition rate of 
0.35 nm/min on a Si(001) wafer together with a line scan. The 6T layer exhibits several islands 
resulting in a rather rough structure. Determination of the layer heights by a line scan reveals 
that the steps are 1.6 to 2.2 nm high. This is in good agreement with upright standing 6T 
molecules if compared to the unit cell of crystalline 6T (2.2 – 2.5 nm).28-29 The smaller steps 
can be attributed to bent molecules. Similar findings were obtained for three additional samples 
with different thicknesses and deposition rates. Comparing all samples two trends were noticed: 
i) higher deposition fluxes result in a higher roughness of the surface and ii) higher thicknesses 
result in smoother surfaces. However, the former is much more important as a high flux 
drastically increase crystallite growth. The latter can be explained by the fact that 6T tends to 
form crystallites even at small coverages at room temperature. Hence, the first multilayers 
exhibit Volmer-Weber-like growth which turns into Stranski-Krastanov growth for higher 
coverages. The lowest roughness was found for the sample shown in Figure 2, thus preparing 







Figure 2. a) AFM image of a 20 nm thick 6T layer deposited with a rate of 0.35 nm/min on a 
Si(001) wafer. b) Line scan of the white line in a). Step heights are shown in the graph 
corresponding to bent (1.6 nm) and up-right standing (2.1 nm) molecules. 
 
Lab-XPS: As EDX is not sensitive towards the chemical states of the sulfur atoms, it is not 
clear whether every sulfur atom within the Ca-S interphase layer has actually reacted with Ca 
or whether there is a coexistence between reacted and unreacted sulfur. To address this question 
and obtain the depth of the reaction, we examined the Ca/6T system with photoelectron 
spectroscopy with a regular laboratory X-ray Al Kα (1486.6 eV) source. In a first experiment, 
we deposited increasing amounts of calcium on a 21.6 nm thick 6T film and observed specific 
changes in the S 2p and C 1s core levels. To obtain depth resolved information, spectra were 
collected under normal emission (0°) and grazing emission (70°) with an information depth (3x 
inelastic mean free path) of ~12 and ~4.1 nm, respectively.30 
The most distinct changes upon Ca deposition arise in the S 2p core level region between 160 
and 170 eV. While the pristine sample shows only a doublet comprising of the S 2p3/2 and S 
2p1/2 lines at 164 and 165.1 eV, respectively, the reaction with calcium atoms leads to the 
evolution of another, strongly shifted multiplet at a 2.9 eV lower binding energy. Apparently, 
the calcium leads to a strong modification of the sulfur atoms. This finding is in accordance 
with previous investigations of other combinations of Ca and thiophene based materials.13-15 A 
comparison of surface and bulk sensitive spectra (recorded at 0° and 70° respectively) reveals, 
however, an unexpected trend. Up to a calcium coverage of about 2.6 ML, the surface sensitive 
spectra show the expected enrichment of reacted sulfur in the near surface region. The doublet 
associated with the reacted sulfur at 161.1 and 162.2 eV is there significantly higher if recorded 
under 70° instead of 0°. If the amount of calcium is further increased (up to 19.3 ML), the 
expected increase in the signal associated with reacted sulfur–but also an unexpected 
independence of the spectra to bulk or surface sensitive conditions–is observed. In a simple 
picture, the surface sensitive spectra recorded under 70° should nearly exclusively comprise of 
the signal associated with reacted sulfur as most of the sulfur close to the Ca/6T interface should 
be reacted. However, such a behavior was not observed, rather it appears that, despite the 
continued deposition of Ca, a situation arises where the sample shows a homogeneous mixture 





Noteworthy, even prolonged deposition of Ca does not lead to a full conversion of the sulfur 
into the reacted species. Even after the deposition of nominal 19.4 ML of Ca ~25% of the sulfur 
atoms still appear to be in their pristine state. 
In addition to the changes in the relative intensity between the signal components of reacted 
and unreacted sulfur, an increasing Ca coverage is associated with a distinct shift of the sulfur 
signals to higher binding energies. The sulfur spectra after the deposition of 19.4 ML of Ca are 
shifted by 0.6 eV compared to the pristine 6T film. Such a behavior is, if observed in transition 
regions between metals and (organic) semiconductors, usually attributed to band bending 
effects.31 
Further insights into the formation of the reaction zone are obtained by an analysis of the 
evolution of the C 1s signal at 284 eV with increasing Ca deposition at 300 K. The pristine 
signal comprises two distinct components at 284.4 eV and 285 eV, associated with carbon with 
and without contact to the sulfur atoms, respectively. An increasing amount of Ca leads to slight 
shift in particular of the C 1s levels of carbon atoms close to the surface (recorded under 70°).  
For calcium dosages beyond 1.3 ML a distinct shoulder appears at lower binding energy, 
however, no clear substructure is visible. The intensity of this shoulder increases with 
subsequent calcium deposition. Similar to the situation observed in the S 2p spectra, surface 
and bulk sensitive measurements are virtually identical – again indicating a homogeneous 
chemical composition of the reacted layer within the information depth of the C 1s line of ~12 






Figure 3. S2p and C1s core level spectra of a 6T film recorded under 0° and 70° with Al Kα 
radiation depending on the amount of deposited Ca. 
 
HAXPES: The progress of the reaction of Ca with 6T can be easily followed with photoelectron 
spectroscopy by recording the S 1s, S 2s and S 2p regions, because the sulfur species of the 6T 
has a distinct chemical shift than the sulfur in CaS. Measuring these regions at different photon 
energies in a hard X-ray photoelectron spectroscopy (HAXPES) experiment, the reaction depth 
can be obtained.  
In Figure 4 the S 1s and S 2s XP spectra of a sample prepared under standard conditions (300 
K, Ca flux of 1 nm/min) is presented. The S 1s region of pristine 6T (Figure 4, top left) exhibits 
one sharp peak corresponding to the sulfur in the thiophene units. Upon deposition of Ca, two 
new peaks appear at lower binding energy (Figure 4, bottom left). The shift to lower binding 
energies suggests an electron richer sulfur species attributed to CaS. The larger peak resembles 
the main product (CaS) whereas the smaller one may be due to side products or CaS in a 
different chemical environment than the main CaS. Increasing the photon energy results in a 
higher inelastic mean free path (IMFP) and thus a higher information depth. Unreacted 6T 
underneath the reacted phase gets more pronounced, hence changing the ratio of reacted to 
unreacted peak intensity (Fig. 4, right).  
 
Figure 4. XP spectra of Ca on 6T for the sample at standard conditions (300 K, Ca flux of 1 
nm/min). Left: S 1s XP spectra of pristine 6T (top) and Ca on 6T (bottom). The yellow-shaded 
peaks correspond to reacted CaS species. Right: S 2s XP spectra recorded at 3 and 5 keV 
showing different ratios of reacted to unreacted species. 
 
For each spectrum the ratio of reacted to unreacted peak intensities is calculated. This was done 
for a large number of different energies between 2003 and 5500 eV (Fig. 5, left). The 
exponential decrease due to the higher IMFP is nicely reproduced. Furthermore, there is only 
low scattering and the three different sulfur orbitals are in good agreement with each other. 





Ca flux (standard conditions), ii) 90 K, low Ca flux and iii) 300 K, high Ca flux (15 nm/min). 
For each sample different reaction depths are obtained (Fig 5, right). The reduced preparation 
temperature decreases the reaction thickness again by a factor of 2 what was observed for Co 
on 2HTPP.32 However, increasing the metal atom flux shrinks the interlayer depth by 25%. This 
shows that the metal atom flux has an impact on the interphase formation, in contrast to the 
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Figure 5. Left: Calculated ratios of reacted to unreacted sulfur species for the S 1s, S 2s and 
S 2p regions of the sample at standard conditions. Right: Obtained reaction depth for the three 
different samples showing the influence of temperature and metal atom flux. 
 
NAC: Ca atoms were deposited on 20 nm thick 6T layers and the head of adsorption is 
measured in a NAC experiment (Figure 6). At small Ca coverages, the head of adsorption is 
very high attributed to the reaction of Ca with thiophene units and the formation of CaS. The 
head of adsorption quickly decreases for additional Ca atoms because the Ca atoms do not 
diffuse deep into the 6T bulk. This observation is in line with the previous methods. After 
deposition of 2 ML Ca at room temperature and below 0.5 ML Ca at 80 K, the heat of adsorption 
approaches the sublimation enthalpy of Ca, indicated by the dashed line in Figure 6, since at 
this point Ca is only deposited on a Ca layer. The reaction depth can be calculated from the 
behavior of the heat of adsorption, yielding 3.4 and 1.7 nm at room temperature and 80 K, 
respectively. Again, the extend of the reaction zone is halved by cooling the sample during 
metal atom deposition, although the absolute values differ in comparison with the HAXPES 
analysis. Since the reaction products besides CaS are not known, the measured reaction 





however, this does not fit with the obtained heat of adsorption. Unless the reaction products are 
clarified, quantitative analysis of the data is not possible. 
 
Figure 6. Heats of adsorption obtained by NAC for calcium deposition on 20 nm thick 6T layers. 
Different colors indicate specific experiments. The dashed line corresponds to the sublimation 
enthalpy of Ca. Left: at room temperature, right at low temperature (80 K). 
 
TPD-MS: Temperature-programmed desorption mass spectrometry (TPD-MS) is used to 
investigate possible desorbing reaction products as a multilayer of cyclooctatetraene should be 
able to desorb. The TPD-MS map of pristine 6T as a reference is found in the Supporting 
Information. Figure 7 shows the TPD-MS maps of different stoichiometries of Ca on 2 nm 6T. 
With increasing Ca amounts the peak intensity of 6T is decreasing. However, no reaction 
products are detected neither at higher masses nor at lower masses. Note that a possible 6T 
dimer without two sulfurs atoms of 924 amu could still be detected. This suggests that the 
remaining carbon species form a variety of possible clusters and polymers. No decomposition 
into lower fragments like cyclobutadiene or cyclooctatetraene is observed. Hence, 







Figure 7[. TPD-MS maps of Ca on 6T for different Ca:S stoichiometries a) 1:3, b) 1:1, c) 2:1 
and d) 2.5:1. d) HAXPES analog, 4 nm Ca on 20 nm 6T. Recorded masses 1 to 1000 amu in 1 
amu steps. The heating rates were 0.1 Ks-1 in all experiments. Ca was deposited at 300 K. 
 
Conclusion: An examination of the interface between metallic Calcium and α-sexithiophene 
revealed the temperature dependent formation of an extended interphase layer, in which Ca 
reacts with the sulfur atoms from the 6T molecules. At 300 K, EDX shows that the reaction 
zone extends between 30 and 40 nm into the organic matrix, the transition to the pristine 6T 
being rather abrupt within a few nm. This abrupt transition indicates that Ca atoms may only 
migrate over very short distances within the pristine 6T layer before undergoing a reaction with 
the sulfur atoms in their vicinity. An advanced analysis based on hard X-ray photoelectron 
spectroscopy reproduces the dimension of the reaction zone and additionally shows that at RT 
only ~2/3 of the Sulfur atoms participate in the reaction. While each 6T molecule within the 
reaction zone is altered by the calcium atoms, ~1/3 of the sulfur atoms remain chemically 
uninfluenced. Strong changes in the C1s spectra upon Ca deposition point towards a significant 
distortion of the carbon backbone, possibly giving rise to metallacylce compounds. It appears 
likely that the strong distortions of the carbon backbone lead to a situation where a reaction of 
all sulfur atoms is sterically hindered. In complementary experiments at 150 K, a fundamentally 
different situation was observed in HAXPES measurements: The reaction zone is substantially 





possible if individual Ca atoms may migrate through the organic matrix without immediately 
reacting with the surrounding 6T molecules. Apparently, the reduction in temperature not only 
reduced the mobility of the Ca atoms in the organic material, but also significantly quenched 
the reaction rate between sulfur and calcium, favoring the formation of a metallic Ca film on 
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Figure S1. AFM images of different thicknesses 6T on Si(001) wafers deposited by different 
rates. a) 63 nm @ 72 nm/min (top left), b) 20 nm @ 0.35 nm/min (top right), c) 21.3 nm @ 3 
nm/min (bottom left) and d) 12.2 nm @ 0.33 nm/min (bottom right).  
 
Table S1. Preparation parameters and resulting roughnesses for four differently prepared 6T on 
Si(001) samples.  
6T 
thickness 









Roughness 10x10 µm, flattening: 2nd order 
Rq 18.7 nm 6.80 nm 4.60 nm ~5.18 nm 









Figure S2. Top left: TPD-MS map of pristine 6T on Au(111). Top right: blank measurement. 
Mass ranges from 1-1000 amu with 1 amu step width. Heating rates were 1 Ks-1. Bottom: QMS 
intensity of mass 494 amu for pristine 6T and the HIKE analog. 
Rz 16.8 nm 49.3 nm 14.2 nm ~22.3 nm 
Rz Count 15546 338 1016 ~697 
Roughness 1x1 µm, flattening: 1st order 
Rq - 7.85 nm 2.14 nm ~5.48 nm 
Ra - 4.62 nm 1.60 nm ~2.05 nm 
Rz - 4.17 nm 0.39 nm ~0.62 nm 
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The on-surface transmetalation of a monolayer of lead(II) 5,10,15,20-tetraphenylporphyrin with the un-
derlying Cu(111) substrate is studied by multiple surface-sensitive techniques under ultra-high vacuum 
(UHV) conditions. By temperature dependent X-ray photoelectron spectroscopy (XPS) of the Pb 4f 
region the reaction is traced by the reduction of the central atom. The metal-exchange starts already at 
350 K and is almost completed at 550 K. A partial desorption of the monolayer enables the detection of 
the product CuTPP by mass spectrometry in a temperature-programmed reaction (TPR) experiment. 
Scanning tunneling microscopy (STM) reveals a highly chemisorbed adsorbate structure at 300 K and 
uncovers structural changes, which accompany the transmetalation as well as side-reactions of the phe-








Tetrapyrrole ligands such as porphyrins and phthalocyanines provide a defined coordination environ-
ment for metal cations and are used in catalysis1-3, in sensor technology4 but also as components in 
molecular electronics5-6. Typically, the optoelectronic and chemical properties of the complexes are 
largely determined by the incorporated cation. Hence, their reactivity is given by the electronic structure 
of the central atom, i.e., by the number of occupied and unoccupied metal states and their energy level 
as well as their spatial distribution. By varying the central atom or its redox state, the valence structure 
and thus the reactivity can be specifically altered. 
In the domain of interfaces or especially of single molecular layers on a substrate, the molecule-substrate 
interactions are of major importance.7-8 These include, e.g., interfacial charge transfer, detachment of 
the central atom9-11 or even metal-exchange reactions12-15. The latter were described for an exchange of 
the central atom of tetrapyrrole complexes on metal substrates with a surface adatom12-13 or with another 
metal atom14-15, which was subsequently vapor-deposited on the monolayer film. Such on-surface 
transmetalations has been described especially for transition metal complexes of porphyrins12, 15 and 
phthalocyanines13 on metal substrates. In these studies, the transmetalation was tracked by the reduction 
of the leaving central atom M(II) → M(0). The change of the electronic state was proven experimentally 
by X-ray photoelectron spectroscopy (XPS), near-edge X-ray absorption fine-structure (NEXAFS) spec-
troscopy and scanning tunneling microscopy (STM). The described transmetalation reactions provide 
access to mixed-metal layers with unique properties. However, a clear evidence that the in-place atom 
actually leaves the macrocycle and is exchanged by the entering atom was not provided so far. 
 
 
Figure 1. Porphyrin complexes with (a) an in-plane bound and (b) an out-of-plane bound metal center 
are shown with the central atom’s coordination environment colored in orange and blue, respectively. 
(c) Molecular structure of lead(II) 5,10,15,20-tetraphenylporphyrin (PbTPP), which exhibits an out-of-
plane bound central lead atom. 
 
In contrast to the extensively studied transition metal complexes, post-transition metal tetrapyrroles re-
ceived little attention in the field of surface science. Thus there are only very few studies of correspond-
ing lead(II) complexes9-11, 16 despite their interesting molecular properties. Due to the large ionic radius 
of lead(II) these complexes adopt a non-planar structure with an out-of-plane bound metal center.17 Ac-






forming a square pyramid.17-19 As a result lead tetrapyrroles differ considerably from their transition 
metal analogues with an N4 in-plane coordination of the central atom (Figure 1a,b). The combination of 
the large ionic radius and the highly undercoordinated lead atom enables a diverse coordination chem-
istry of lead(II) tetrapyrroles.20-21 Furthermore, the complexes are known to be prone to metal-exchange 
reactions in solution chemistry20, 22-23 as a consequence of the non-planar structure. On a surface, the 
out-of-plane bound metal center leads to the formation of two different conformers during a flat-lying 
adsorption of the macrocycle. In the so-called metal-down conformer the central atom is located between 
the substrate and the ligand while in the metal-up conformer it is located above the ligand. For lead(II) 
phthalocyanine (PbPc) on Ag(111) both conformers could be clearly distinguished by STM.16 Moreover, 
it was reported that PbPc undergoes a detachment of the central atom by interactions with Pt(111)9 and 
Ag(111)11 metal substrates as well as InSb(100) and InAs(100) III-V semiconductors10. This reaction 
was tracked by the reduction of lead(II), but the product remained unidentified. 
In the present paper, we have investigated the reactivity of an adsorbed monolayer of lead(II) 5,10,15,20-
tetraphenylporphyrin (PbTPP, Figure 1c) towards a metal-exchange reaction with the underlying 
Cu(111) substrate. Thus, the concept of an on-surface transmetalation is applied to a period 6 post-
transition metal porphyrin complex. An exchange of the central atom, i.e., a transmetalation of type 
PbTPP + Cu → CuTPP + Pb is accompanied by a change in the oxidation state of the leaving lead atom. 
Therefore, we start our investigation with temperature-dependent XP spectra of the Pb 4f region provid-
ing information on the electronic state of the central atom of PbTPP. A partial desorption of the inves-
tigated monolayer at higher temperatures caused by an on-surface side-reaction of the peripheral phenyl 
substituents enables the identification of CuTPP by mass spectrometry. In addition to this direct evi-
dence of CuTPP by the temperature-programmed reaction (TPR) experiment, we are providing further 







All experiments were performed in ultra-high vacuum (UHV) with a base pressure in the range of 10−10 
mbar. PbTPP (purity XX, supplier XX) was purchased from commercial sources. The Cu(111) single 
crystals (purity > 99.9999%, roughness < 0.03 μm, orientation accuracy < 0.1°, MaTecK/Germany) 
used as substrate were cleaned by repeated cycles of Ar+ ion bombardments (0.5 keV) followed by 
annealing (> 800 K). Surface cleanliness was confirmed by XPS prior to the XPS and STM experiments. 
XPS and STM was performed in a two-chamber UHV setup using a monochromatized Al Kα X-ray 
source (1486.7 eV) and a SPECS Phoibos 150 electron energy analyzer equipped with an MCD-9 multi 
channeltron detector as well as a SPECS Aarhus 150 STM. Sample preparation was carried out in an-
other chamber connected to this UHV setup. Here, the samples were prepared by vapor deposition of 
PbTPP (610 K) on a clean Cu(111) single crystal. The flux was monitored at the sample position using 
a quartz crystal microbalance. During preparation the substrate was kept at room temperature. For STM 
the sample was cooled to about 100 K with l-N2 and images were obtained in constant current mode. 
For a background correction of the N 1s and Pb 4f regions, spectra of the pristine Cu(111) surface were 
used. Therefore, the background spectra were interpolated by a smoothing spline and afterwards the 
spline function was subtracted from the measured spectra. TPR experiments were carried out using a 
HIDEN EPIC 1000 quadrupole mass spectrometer mounted inside a differentially pumped cryo shroud 
cooled to 90 K with l‑N2. The used setup24-25 with a line-of-sight mass spectrometer enables the direct 
detection of the molecule ions of CuTPP (m/z 675) and PbTPP (m/z 820). After cleaning of the Cu 
crystal, a monolayer coverage of PbTPP was annealed to 650 K (see discussion). The Cu(111) sample 
was held at 100 K during deposition of PbTPP. The prepared sample was placed directly in front of the 
orifice (8 mm diameter) of the cryo shroud. The crystal was heated resistively via tungsten wires with a 
constant heating rate of 1 K/s. Temperatures were measured directly at the sample using a calibrated 






Results and Discussion 
Figure 2 shows the corresponding spectrum of (a) a vapor deposited monolayer of PbTPP on Cu(111) 
at 300 K and after heating the sample to 450 K and 550 K. Furthermore, the spectra can be compared 
with (b) a PbTPP multilayer of 4.0 nm thickness. In the multilayer the probed molecules are decoupled 
from the interactions with the Cu(111) surface. The spin-orbit components are well separated at binding 
energies (BE) of 138.5 eV and 143.4 eV for the Pb 4f7/2 and Pb 4f5/2 signal, respectively. Thus the 
spectrum represents the typical shape of similar Pb(II) tetrapyrrole complexes.9, 11, 26-27 Moreover, the 
multilayer also provides information about the purity of the deposited films. Therefore, a contamination 
with the unmetalated free ligand H2TPP can be excluded according to additional C 1s and N 1s spectra 
as described in the supporting information (SI). A comparison with the monolayer at 300 K reveals that 
the BE of the Pb 4f signals at 138.3 eV and 143.2 eV remains mostly unchanged by the direct influence 
of the Cu(111) surface. Thus, the molecules stay intact in the monolayer at 300 K. However, after an-
nealing to higher temperatures a second set of signals appears at 136.6 eV and 141.5 eV at lower BE 
relative to the Pb(II) signal of the intact molecule. These signals can be assigned to a reduced Pb(0) 
species, which emerge as the product of the transmetalation. The progress of the reaction can be traced 
by a thorough fitting of the Pb 4f7/2 region. By comparing the areas of the Pb(II) signal of the intact 
molecule (blue fit function) with those of the Pb(0) signal (grey fit function), about 55% of lead atoms 
have already been reduced after annealing to 450 K. Further heating to 550 K leads to almost full con-
version.  XP spectra of the Pb 4f region of additional heating steps between 350 K and 600 K are pro-
vided in the SI. Figure 2c shows the area of the Pb(II) and the Pb(0) components of this more detailed 
temperature series. The reaction starts already at temperatures higher than 350 K and is almost com-
pleted at 550 K. 
 
 
Figure 2. Pb 4f XP spectra of (a) a PbTPP monolayer on Cu(111) deposited at room temperature and 
after annealing to the given temperatures (450 K, 550 K) for 3 min. The Pb 4f7/2 region between 134.5 
eV and 140.5 eV is described by a fit of the Pb(II) (colored in blue) and the Pb(0) (colored in gray) 
moieties. Here, the black line is the sum of both components while open circles represent the experi-
mental data. The monolayer spectra can be compared with (b) a PbTPP multilayer. (c) In a more detailed 
temperature series, areas as well as the sum of both components area given for different temperatures. 







Moreover, a decrease in the overall intensity above 425 K of the Pb 4f signals is observed. The corre-
sponding C 1s signals show a decrease in intensity, which is even more pronounced and which is ac-
companied by a change of the peak shape (see details in the SI). This behavior can be explained by a 
partial desorption of the monolayer caused by a reaction of the peripheral phenyl substituents at higher 
temperatures. This side-reaction is a common behavior of the used TPP ligand and is known for the 
unmetalated H2TPP molecule28-29 as well as for several metal complexes30-31. In the course of dehydro-
genation and coupling of the phenyl rings to the porphyrin ring, the molecule adopts a completely planar 
structure. In this way it is no longer possible for attractive π-stacking interactions between the phenyl 
rings to keep the individual molecules densely-packed together. Because of the increased lateral repul-
sion, the monolayer partially desorbs above 425 K. 
Based on the analysis of the Pb 4f XP spectra, we can safely conclude that a monolayer of PbTPP is 
exposed to an on-surface reaction with the underlying Cu(111) surface. In the course of this reaction at 
temperatures higher than 350 K the Pb(II) central atom is reduced and Pb(0) is formed. In the following, 
we show that the observed reaction corresponds to our description of a Pb → Cu metal-exchange and 
the formation of CuTPP. Since partial desorption of the monolayer occurs above 425 K, part of the 
CuTPP product should also leave the surface and can be measured by mass spectrometry. Hence, with 
a specifically designed temperature-programmed reaction (TPR) experiment it is possible to prove the 
outcome of the observed reaction. Prior to the experiment, a monolayer coverage of PbTPP was depos-
ited on the pristine Cu(111) surface and annealed to 650 K to precover the surface with the dehydro-
genation products of PbTPP/CuTPP. Afterwards, in successive TPR cycles layers of PbTPP were de-
posited on the sample and the sample was annealed with a constant heating rate (1 K/s) to 650 K. During 
annealing the desorption of PbTPP (m/z = 820) and CuTPP (m/z = 675) were tracked and recorded by 
mass spectrometry. Assuming a constant residual coverage after each cycle, additional deposited mole-
cules will desorb completely enabling the detection of the molecule ion without loss of hydrogen atoms. 
 
 
Figure 3. Traces of sequential TPR experiments of the recorded mass-to-charge ratio m/z 675 (CuTPP) 
and m/z 820 (PbTPP) of PbTPP deposited on pre-covered Cu(111) with increasing dosages of PbTPP 







Figure 3 shows TPR traces for different amounts of PbTPP deposited on the pre-covered Cu(111) sur-
face. For the lowest coverage (Figure 3a), only the desorption of CuTPP in the range from 510 K to 605 
K is observed, which shows a complete transmetalation of PbTPP. After increasing the amount of de-
posited PbTPP (Figure 3b), the transmetalation saturates and the desorption of PbTPP starts from 490 
K to 555 K. The CuTPP peak exhibits slight broadening and the peak maximum shifts to lower temper-
atures caused by stronger intermolecular repulsion at higher coverages. Since the transmetalation is only 
possible in the monolayer, the PbTPP peak can either be attributed to desorption from the monolayer 
(no full transmetalation) or the bilayer (full transmetalation). For even higher initial dosages (Figure 3c), 
only the PbTPP desorption peak increases and gets broadened, while the desorption of CuTPP remains 
constant. Once saturation of CuTPP is reached, no change in peak form and maximum is observed any-
more (Figure 3c,d). For the highest coverage (Figure 3d) the closed mono- and bilayer peak (485 K) as 
well as a small multilayer shoulder at lower temperatures (470 K) are observed. No transmetalation 
reaction is found in the multilayer. 
An STM investigation of submonolayers provides additional insight into the adsorbate structure of 
PbTPP on the Cu(111) surface and gives more details on structural changes of the individual molecules 
upon the on-surface transmetalation and the side-reaction of the peripheral phenyl substituents. For this 
purpose, submonolayers with two different coverages (0.25 ML and 0.40 ML) were investigated. ML 
refers here to the number of adsorbed molecules relative to a closely packed monolayer determined by 
the C 1s XPS intensities. 
In a submonolayer with low coverage (0.25 ML) the molecules are well separated and do not aggregate 
into islands. The individual PbTPP molecules appear all in the same rectangular shape and in the center 
a characteristic elevation emerges (Figure 4a). Porphyrin complexes with an out-of-plane bound metal 
usually adsorb in two distinguishable conformers, in which the central atom is located between the por-
phyrin and the underlying metal substrate (metal-down conformer) or above the ring (metal-up con-
former).[sperl2011] Thus, the observed adsorbate structure differs clearly from that and since neither a 
metal-up nor a metal-down conformer is present in case of PbTPP, it can be assumed that there are 
substantial changes in the molecular structure of the complex upon adsorption on the Cu(111) surface. 
The highly distorted shape suggests that the molecule interacts strongly with the surface and is clearly 
chemisorbed. The adsorbate structure can be explained by the shown molecular formula (Figure 4a, 
right). Here, the molecule including the peripheral phenyl substituents adsorbs flat on the surface except 
for two upright-standing pyrrole units. A similar adsorbate structure, which is referred to the inverted 
conformer in the literature32-33, is also formed by the unmetalated free ligand H2TPP on Cu(111). Bend-
ing of the two upright-standing pyrrole units provides additional space for the incorporated lead atom 
and explains the absence of a metal-down and metal-up conformer. Due to the increased Pb−N distance, 
it can be assumed that the metal-ligand bond is already weakened in this adsorbate structure. This struc-
ture also explains why the molecules do not tend to form islands at low coverage of 0.25 ML. Because 
the peripheral substituents lie flat on the surface, no attractive π stacking interactions can hold the mol-
ecules together and they are separated by lateral repulsion. However, increasing the coverage (0.40 ML) 
the molecules also form islands and adopt a second island conformer (see details in the SI). In this 
conformer the phenyl rings do not lie flat on the surface and enable the formation of attractive T-shaped 
π stacking interactions. Note that the island conformer is not stable at high temperatures as the islands 
disappear after annealing the sample. Annealing the submonolayer to 450 K sample (0.25 ML) causes 
the molecule to take different shapes. This change in the overall appearance is due to the step-wise 
cyclodehydrogenation of the peripheral phenyl substituents. In the course of this side-reaction, which 
was extensively described in literature for the free ligand H2TPP29, 31, 34-35 or various TPP metal com-






additionally has different heights, which indicates that some of the molecules undergo the metal-ex-
change reaction and some of the lead atoms are still incorporated inside the porphyrin macrocycle. For 
selected molecules STM images including a proposed molecular structure are shown in Figure 4b,c. In 
(b) a molecule is shown with partial cyclodehydrogenated phenyl rings. In the course of this reaction 
one of the two upright standing pyrrole units become flat. Moreover, the bright protrusion in the center 
indicates that Pb(II) is still embedded inside the macrocycle. In contrast to this (c) shows a molecule 
where the substituents have reacted like in (b), but without the elevation in the center of the ring. Thus, 
this molecule has already lost the Pb(II) atom. Whether there is already a Cu(II) atom incorporated 
cannot be definitely concluded. However, the center of the macrocycle does not appear as a dark pore 
and it can be assumed that there is already Cu(II) inside. Further annealing to 550 K leads again to a 
change in the appearance of the individual molecules (Figure 4d). Most of the molecules are completely 
flat-lying on the surface without any bright features. This can be explained by the completion of the 




Figure 4. (left) STM images of single molecules of a PbTPP submonolayer (0.25 ML) on Cu(111) and 
(center) proposed adsorbate structures as well as (right) the corresponding molecular structure with 
shadings highlighting protruding parts. (a) PbTPP after deposition at 300 K, (b-c) selected partially re-
acted molecules after annealing to 450 K and (c) product of the completed transmetalation and dehydro-
genation after annealing to 550 K. Tunneling parameters: (a) U = −2.75 V, I = −0.21 nA; (b) U = 







Figure 5 directly compares the electronic structure of the central atom by Pb 4f7/2 spectra with the ad-
sorbate structure according to STM images of the same submonolayer sample (0.25 ML) for different 
temperatures. In Figure 5a, according to the XP spectra the reaction has the same progress after anneal-
ing to 450 K and 550 K than in the monolayer discussed above (see more details in the SI). While in the 
STM images at (b) 300 K PbTPP exclusively occurs in the inverted adsorbate structure, annealing to (c) 
results in a distribution of a large number of partially reacted molecules. About half of the observed 
molecules have no bright center and therefore no incorporated Pb(II). In addition, small objects can be 
seen located between the individual molecules. Those only weakly protruding dots can be assigned to 
Pb(0) atoms formed as a side product of the transmetalation. While at (c) 450K only a few of these are 
observed, further annealing to (d) 550 K leads to a significant increase of the number of Pb(0) atoms. 
This is in a good agreement with the fact that most of the molecules are completely flat-lying on the 
surface without any bright features. Only a few protruding structures can be recognized, which imply 
that a very small minority of macrocycles might still contain a lead atom or upright-standing substitu-
ents. Thus, at 550 K the dehydrogenative side-reactions as well as the release of the bulky lead atom 
from the porphyrin macrocycle are about to be completed. The yield of the Pb → Cu exchange can be 
derived by counting the molecules and the individual lead(0) atoms in the STM images for each tem-
perature step (see details in the SI). Therefore, after annealing to 450 K about 53% of the molecules 
have already reacted and increasing the temperature to 550 K leads to a corresponding value of 95%. 
This is in a good agreement with 47% and 94% obtained by XPS, respectively. 
 
 
Figure 5. (a) Pb 4f spectra of a PbTPP submonolayer (0.25 ML) on Cu(111) at 300 K and after annealing 
to 450 K and 550 K as indicated and (b-c) STM images of the same sample. Each of the upper STM 
images show an area of 20.0x20.0 nm2. The bottom STM images are the same as those above but with 
overlaid blue circles representing the molecules and orange circles representing visible lead(0) atoms. 
Tunneling parameters: (b) U = −2.75 V, I = −0.13 nA; (c) U = −0.69 V, I = −0.16 nA; (d) U = −0.97 V, 
I = −0.23 nA. Metal-exchange reaction yield: (b) 300 K, XPS = 0%, STM = 2%; (c) 450 K, XPS = 47%, 









A monolayer of PbTPP adsorbs intact on Cu(111) after deposition at 300 K according to the Pb 4f spec-
tra as the electronic structure of the central atom remains unchanged by the direct influence of the sub-
strate. However, a temperature-dependent XPS series reveals an on-surface reaction that can be tracked 
by the reduction of the Pb(II) central atom. The reaction starts at temperatures above 350 K and is com-
pleted at 550 K with a total conversion of Pb(II) to Pb(0). The reaction can be explained by an on-surface 
transmetalation, in which Pb is exchanged by a Cu atom of the underlying substrate. Moreover, a partial 
desorption of the monolayer enables the detection of the product. Hence, desorbing CuTPP is detected 
by the m/z in a TPR experiment and, thus, a metal-exchange is proven. The experiment was conducted 
on a Cu(111) surface, which was pre-covered with TPP dehydrogenation products. At low coverages 
only CuTPP desorbs in a range from 510 K to 605 K. Increasing the dosage also leads to desorption of 
PbTPP from 490 K to 555 K, which is attributed to either the bilayer or unreacted molecules from the 
monolayer. The adsorbate structure of a submonolayer (0.25 ML) was investigated in detail. STM im-
ages revealed a highly distorted and chemisorbed PbTPP molecule which adopts an adsorbate structure 
with flat-lying phenyl substituents and two pyrrole units, which are upright standing with respect to the 
substrate. With this structure the distorted ligands provides additional space inside the cavity for the 
large Pb(II) central atom. Thus, in this structure neither a metal-up nor a metal-down conformer could 
be found. Annealing the submonolayer sample shows a change of the molecules’ shape caused by the 
transmetalation as well as the dehydrogenation reaction of the peripheral phenyl substituents. At 450 K, 
this side reaction leads to a large number of different partially dehydrogenated product. In addition, the 
release of the Pb(II) center of individual molecules can be observed by the loss of the bright protrusion 
in the porphyrin center. Further annealing to 550 K leads to entirely flat-lying molecules without any 
protrusions. Thus, the transmetalation as well as the dehydrogenation is completed. The metal-exchange 
can be also traced by Pb(0) atoms, which are visible in STM images as small dots between the individual 
molecules. By counting their number, the temperature-dependent yield of the transmetalation can be 
estimated with 53% and 95% after annealing to 450 K and 550 K, respectively. Therefore, the resulting 
values are in good agreement with the yield of 47% and 94% derived from XPS measurements. 
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1 PbTPP Multilayer Spectra and Purity of the Deposited Films 
 
In addition to the information about the electronic structure of the surface-decoupled PbTPP molecules, 
multilayer spectra can be used to evaluate the purity of the deposited films. In particular, a contamination 
by the free ligand H2TPP is critical. The unmetalated porphyrin H2TPP does react with the Cu(111) in 
an on-surface self-metalation at 420−450 K forming CuTPP.1-5 Therefore, if such an H2TPP impurity is 
present in the studied PbTPP films, the detection of CuTPP in the TPR experiment can no longer be 
attributed solely to the transmetalation of type PbTPP + Cu → CuTPP + Pb. The unmetalated porphyrin 
H2TPP could be easily identified by XPS because it exhibits two pyrrolic (−NH−) and two iminic (−N=) 
nitrogen atoms and consequently there is a splitting of the N 1s signal. In contrast to this, the measured 
N 1s consists only of a single narrow peak indicating that all nitrogen atoms are equivalent (N−Pb). 
Thus, it can be concluded that there are no significant contaminations by H2TPP. Moreover, the Pb 4f 
signal corresponds to the typical shape of lead(II) tetrapyrroles.6-9 
 
 
Figure S1. XP spectra of the PbTPP multilayer of 4.0 nm thickness deposited on the Cu(111) substrate 
for (a) the N 1s, (b) C1s and (c) Pb 4f region. For a simple representation the intensity was scaled 






2 Detailed Temperature Series of a PbTPP Monolayer on Cu(111) 
 
 
Figure S2. XPS series of a monolayer PbTPP on Cu(111) for (a) the N 1s, (b) the C 1s and (c) the Pb 
4f region. Spectra were measured at 300K after annealing the sample for 3 min at temperatures as indi-
cated. The Pb 4f7/2 region between 134.5 eV and 140.5 eV is described by a fit of the Pb(II) (colored in 
blue) and the Pb(0) (colored in gray) moieties. Here, the black line is the sum of both components while 
open circles represent the experimental data. For a simple representation the intensity was scaled differ-







3 Island Conformer at Higher Coverages (>0.25 ML) 
 
At low submonolayer coverages (0.25 ML), the molecules are separated and do not aggregate. They 
appear rectangular shape (see discussion in the manuscript). However, increasing the coverage 
(0.40 ML) the molecules start to form islands, which are shown in Figure S3a,b. In this islands PbTPP 
is densely packed and adopts a square shape. Moreover, the peripheral substituents are protruding which 
can be explained by a rotation of the phenyl rings. Thus, the upright standing substituents enable the 
formation of T-shaped π stacking interaction because the phenyl rings point towards the center of the 
neighboring molecule’s phenyl ring. Figure S3c shows the proposed molecular structure of the island 
conformer in comparison with the single molecule conformer. The islands are not stable at higher tem-
peratures and are disappearing completely after annealing the sample. This process might be associated 
with the partial desorption of the monolayer. 
 
 
Figure S3. STM images of (a,b) a PbTPP submonolayer (0.40 ML) on Cu(111); (c) proposed molecular 
structures for the island conformer compared to the single molecule or inverted conformer, which is 
discussed in the manuscript in detail. The shading highlights protruding parts. Tunneling parameters: 








4 Temperature-Dependent Yield of Transmetalation (Monolayer vs Submonolayer) 
 
The temperature-dependent yield for the transmetalation can be derived from the XPS heating series 
with the fitted Pb 4f region. The yield is obtained directly from the ratio of the Pb(II) and the Pb(0) 





Alternatively, it can be estimated using STM images by counting the number of molecules nmolecules and 
visible Pb(0) atoms nPb(0). Thereby it is assumed that the difference between nmolecules and nPb(0) is equal 











In Table S1, the resulting values for the submonolayer sample (0.25 ML) are compared. There is a good 
agreement of the yield obtained by XPS with STM. Moreover, a comparison with the monolayer heating 
series in Figure S4 reveal very similar results. 
 
Table S1. Result obtained from Figure 6. 
temperature / K nmolecules nPb(0) yield (STM) yield (XPS) 
300 65 1 2% 0% 
450 60 32 53% 47% 
550 62 59 95% 94% 
 
 
Figure S4. Temperature-dependent yield for the on-surface transmetalation derived from the detailed 
XPS series of a PbTPP monolayer (1 ML) compared to the corresponding values of a submonolayer 
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Abstract: The binary lead fluoride Pb3F8 was synthesized by
the reaction of anhydrous HF with Pb3O4 or by the reaction
of BrF3 with PbF2. The compound was characterized by
single-crystal and powder X-ray diffraction, IR, Raman, and
solid-state MAS 19F NMR spectroscopy, as well as thermogra-
vimetric analysis, XP and near-edge X-ray absorption fine
structure (NEXAFS) spectroscopy. Solid-state quantum-chem-
ical calculations are provided for the vibrational analyses
and band assignments. The electronic band structure offers
an inside view of the mixed valence compound.
Introduction
The binary lead fluorides PbF2 and PbF4 are well established
compounds.[1, 2] Their first lab synthesis dates back to the first
half of the 19th century and the determination of their crystal
structures to 1944 and 1962, respectively.[1–4] In addition, PbF3,
which is better described as Pb2F6 containing Pb
II and PbIV
atoms, was reported.[5] While for Sn and Ge also the mixed va-
lence compounds M3F8 (M = Sn, Ge), and even Ge5F12 and
Ge7F16 are known, only the three binary lead fluorides men-
tioned above are unambiguously known.[6–9] Therefore, the ex-
istence of a mixed valence compound of the composition
Pb3F8 appears to be likely. For lead, mixed valence compounds
are nothing special and the well-characterized compound
Pb3O4 (latin : Minium), which was used as a pigment in ancient
Rome and in anti-corrosion coatings, or which is even today in
usage for charlatanism, comes to the mind.[10–13] A compound
of the average chemical composition {Pb3F8} was mentioned
only twice in the literature. Nothing besides this average com-
position has been reported. Pb3F8 was first mentioned in 1972
by Banner and co-workers as a result of the reaction of Pb3O4
with gaseous HF on a thermogravimetric scale.[14] In their
search for Pb2F6, Charpin and co-workers described reactions
leading to Pb3F8 as a product or side product. Again, no details
on Pb3F8 were given, even not how the compound was identi-
fied as Pb3F8.
[15] Herein, we present the synthesis and character-
ization of the binary lead(II/IV) fluoride Pb3F8.
Results and Discussion
The formation of the title compound can be envisaged by the
following stoichiometric Equation (1).
Pb3O4 þ 8 HF! Pb3F8 þ 4 H2O ð1Þ
Pb3O4 is reacted with an excess of anhydrous HF (aHF) at
room temperature, so that the equilibrium of the reaction is
shifted to the product side. After a few minutes of reaction
time the deep-orange color of Pb3O4 is already gone and the
reaction is complete within one hour at room temperature.
After the removal of the volatiles (HF and H2O), the product is
obtained as a slightly beige powder (Figure S1, Supporting In-
formation) that is easily ground. The dry powder of Pb3F8 is
stable for several hours in air. The compound prepared in this
way always contains small amounts of PbF2 (typically 5–8 %),
as evidenced by Rietveld analysis (Table S1, Figure S2, Support-
ing Information) on powder X-ray diffraction patterns. The ob-
tained lattice parameters are a = 8.8434(1), b = 7.5427(1), c =
10.2339(1) a, b= 98.810(1)8, V = 672.3(3) a3 at T = 298 K. They
agree well with those obtained from single-crystal X-ray diffrac-
tion, see below. To suppress the back reaction by hydrolysis, a
large excess of circa 100 equivalents of aHF is needed. If the re-
action mixture is allowed to stand for three days at room tem-
perature, or, if an excess of aHF is used that is too small, a
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product is obtained that always contains larger amounts of
PbF2 than mentioned above. To obtain phase pure Pb3F8 we at-
tempted to oxidize PbF2 using an excess of BrF3 under warm-
ing up to 130 8C. However, after evaporation of the residual
BrF3, the remaining colorless powder consists of Pb3F8 and
small amounts of Pb2F6 (circa 3 %). Thermogravimetric investi-
gations (Figures S3, S4, Supporting Information, and for further
details see the Supporting Information) indicate that the ther-
mal decomposition of Pb3F8 is complex. The decomposition
under loss of fluorine gas starts roughly around 80 8C. After
thermal decomposition, pure PbF2 is obtained as evidenced by
powder XRD (Figure S5, Supporting Information). The overall
mass loss during this procedure has been determined twice,
once to 5.2 and once to 4.7 %. Both values are in reasonably
good agreement with the theoretically expected mass loss of
4.9 %. Thus, Pb3F8 decomposes thermally to three equivalents
of PbF2 and one equivalent of F2. Further details will be report-
ed elsewhere. Helium pycnometric density determination (see
the Supporting Information) yields a density of circa
7.68 g cm@3 for the used sample of Pb3F8. Due to the presence
of circa 15 % PbF2 (1 = 8.44 g cm
@3) in the sample used for den-
sity determination, a value of 7.74 g cm@3 is to be expected
from the measurements. Thus, the experimentally determined
density is in very good agreement with the measurement and
with the crystallographic density of Pb3F8 of circa 7.61 g cm
@3.
Single-crystal X-ray diffraction shows Pb3F8 to crystallize in
the monoclinic space group I2/a (No. 15, mS44, 15ef 5) with the
lattice parameters a = 8.7800(18), b = 7.4927(15), c =
10.196(5) a; b= 98.78(3)8 ; V = 662.9(4) a3 ; Z = 4, at T = 100 K,
while at room temperature lattice parameters of a = 8.8400(5),
b = 7.5398(5), c = 10.2297(7) a, b = 98.82(2)8, V = 673.77(8) a3
are obtained. The latter agree well with the values determined
from powder X-ray diffraction at room temperature. No phase
change was observed upon cooling from room temperature to
100 K and Table S2, Supporting Information, holds details of
the single crystal structure determination. Surprisingly, Pb3F8 is
not isotypic to the compounds M3F8 (M = Ge, Sn) but, to the
best of our knowledge, represents a novel structure type.[6, 7]
As the crystal structure of Pb3F8 is complicated we will start
with the local structure description before we describe it glob-
ally. There are two types of Pb atoms, Pb(1) and Pb(2). The
Pb(1) atoms (Wyckoff position 4e) are coordinated by F atoms
(8 f) in the shape of an irregular octahedron, while the coordi-
nation polyhedron around the Pb(2) atom (8f) reminds of a
pentagonal pyramid (Figure 1).
All F atoms around the Pb(1) atom are m2-bridging to Pb(2)
atoms. The Pb(1)–F atomic distances are observed in the range
from 2.048(3) to 2.063(3) a. They agree well with reported
ones for hexafluoridoplumbates(IV) in compounds such as
MIIPbF6 (M
II = Mg (1.99 a), Ni (1.99 a), Zn (1.97 a), Sr (2.042–
2.060 a), Ba (2.04 a), Pb (1.991–2.011 a)) or MI2PbF6 (M
I = Ag
(2.021–2.100 a), Li (1.997 a)), which however all contain spatial-
ly separated [PbF6]
2@ octahedra.[16–20] Therefore, we assign oxi-
dation state + IV to these octahedron-like coordinated Pb(1)
atoms. As stated above, the Pb(2) atoms are coordinated by
six fluorine atoms in a shape similar to a pentagonal pyramid
(Figure 1) and the Pb(2)–F distances span a rather broad range
from 2.330(3) to 2.651(3) a. As they are clearly longer than the
Pb(1)–F distances, we assign oxidation state + II to the Pb(2)
atoms. Charge distribution (CHARDI) calculations[21] (Table S3,
Supporting Information) agree with the description of Pb3F8 as
a mixed valence compound as charges of + 4.12 and + 1.94
are calculated for the Pb(1) and Pb(2) atoms, respectively.
Thus, the assignment of the oxidation states is supported.
One Pb(2)–F(4) distance within the pentagonal pyramid is
shortest with 2.330(3) a, and represents the “tip” of the pyra-
mid pointing to the bottom in Figure 1. The other two Pb(2)–
F(4) distances are longer and equal within the standard uncer-
tainty (2.446(3) and 2.449(3) a). The other Pb(2)–F distances are
significantly longer and range from 2.505(3) to 2.651(3) a. As
can be seen in Figure 1, the Pb(2) atom is not located in the
center of the coordination polyhedron but resides close to the
pentagonal face. Such a coordination polyhedron is reminis-
cent of the text-book anion [XeOF5]
@ ,[22–24] and the peculiar lo-
cation and coordination sphere of the Pb(2) atom is attributed
to an accumulation of electron density in real space as shown
in the quantum chemical calculations below. Due to the chem-
ical hardness of the fluoride anion and its extremely low polar-
izability, its electron density leads to repulsion and deformation
of the electron density at the Pb atom. Some call this effect
the “sterically active lone-pair” and its influence on local as
well as crystal structure is known for example from a- and b-
PbO, or from the black and pigeon blood red modifications of
SnO.[25–27] However, above the “lone-pair” of the PbII atom
there are three additional F atoms with Pb–F distances of
2.851(4), 2.874(3), and 3.051(3) a. According to the distance
histogram one could count those three F atoms to the coordi-
nation sphere of Pb(2) leading to coordination number 6 + 3.
The coordination polyhedron around Pb(2) is then irregular
with ten triangles and one tetragon as the faces. Also, the cal-
culated effective coordination number (ECoN) of 6.9 hints to a
small contribution of the three next-nearest fluorine atoms to
its coordination sphere, whereas the calculated ECoN for Pb(1)
agrees well with C. N. = 6 as assigned by our structure analysis.
We will now come to the global structure description by ex-
plaining how the coordination polyhedra are interconnected.
The F(4) atoms are m3-bridging between Pb(2) atoms and that
leads to the formation of a 1D infinite zigzag ladder shown in
Figure 2 a. The two longer Pb(2)–F(4) distances form the string-
ers of the ladder, while the short Pb(2)–F(4) distances represent
Figure 1. The coordination spheres of the two lead atoms of Pb3F8. The
Pb(1) atom is coordinated octahedron-like, the Pb(2) atom like a pentagonal
pyramid. Pb atoms are shown in grey, F atoms in yellow. Displacement ellip-
soids at 70 % probability at 100 K.





the rungs of the ladder (Figure 2 a). Thus, the “lone-pairs” on
the Pb(2) atoms point to the left and right in Figure 2 a.
The topside and underside of the infinite ladder are coordi-
nated by [Pb(1)F6]
2@ octahedra as shown in Figure 2 b. The lad-
ders are sandwiched between the octahedra and vice versa,
leading to a 2D infinite layer of ladders interconnected by oc-
tahedra. A section is shown in Figure 3 a.
Thus, the “sterically active lone-pairs” of the Pb(2) atoms
point out of the topside and underside of these layers (Fig-
ure 3 b) separating them from each other. Figure 3 b shows a
section of the crystal structure of Pb3F8 with the 2D infinite
layers parallel to the ab plane stacked along the c axis. The
Niggli formula indicates the coordination number and environ-
ment of the Pb atoms nicely. For the PbII atom [PbF3/2F3/3] and
for the PbIV atom [PbF6/2] is obtained. Thus, Pb3F8 can be de-
scribed by the Niggli formula 21[PbF3/2F3/3]2[PbF6/2] . The Pb
atoms are hexagonally packed and each is anticuboctahedrally
surrounded by twelve Pb atoms. Thus, the arrangement of the
Pb atoms of Pb3F8 corresponds to the simple Mg structure
type. However, the F atoms neither fill the octahedral nor the
tetrahedral voids of the sphere packing.
Raman spectroscopic investigations have been carried out
on Pb3F8 and on PbF2 for comparison. For experimental details
see the Supporting Information. The experimentally obtained
spectra were then compared with ones obtained from DFT-
PBE0/TZVP calculations based on the crystal structures of Pb3F8
and PbF2. The most striking difference between the Raman
spectrum of Pb3F8 and the spectrum of PbF2 (see Figures S6
and S7, Supporting Information) is the strong vibrational band
at 531 cm@1 that is only present in the Raman spectrum of
Pb3F8. This band is well reproduced by our theoretical findings
and can be attributed to a symmetric stretching of the PbIV@F
bonds, which explains the absence of this band in PbF2. Pb3F8
is also clearly identified by the lattice vibrational bands around
100 cm@1 as this frequency region corresponds to a minimum
in Raman intensity in the spectrum of PbF2. The two peaks at
around 250 cm@1 and the two peaks at around 200 cm@1
belong to a symmetric stretching of the PbII@F bonds and
bending modes of the PbIV@F bonds, respectively. In summary,
the Raman spectrum supports our classification of Pb3F8 as a
mixed valence compound. Full band assignments are available
from Tables S4 to S6, Supporting Information.
An IR spectroscopic investigation of Pb3F8 powder in the
range from 4000 to 450 cm@1 (Figure S8) shows only a single
broader band at 466 cm@1, which is comprised of intense PbIV–
F stretch and weaker PbII–F scissoring and rocking modes. For
Li2PbF6, which contains [PbF6]
2@ octahedra, a band at 475 cm@1
has been observed.[16] This agrees well considering the differ-
ent connectivity of the [PbF6]
2@ octahedra in the two com-
pounds. The experimentally determined band position of Pb3F8
agrees well with the quantum chemically calculated bands at
493, 470, and 456 cm@1. The complete assignment of IR bands is
given in Table S5, Supporting Information. The obtained Pb3F8 is
essentially free of impurities such as H2O, OH
@ , or HF, as no
bands in the range from 4000 to circa 450 cm@1 are present.
Solid-state 19F MAS NMR experiments (Figure 4 and Table 1)
of Pb3F8 were performed to further corroborate the crystal
structure model. The 19F DEPTH MAS NMR spectrum shows
four resonances, one occurring at d =@18.2 ppm and a group
of three overlapping signals at d =@40, @48.5, and @56 ppm.
All four resonances have peak areas including spinning side-
bands of 1:0.84:1.03:0.90. The spectrum also contains a fifth
peak at d=@24.2 ppm with a lower intensity which is likely to
originate from the PbF2 impurity.
[28] These observations are ex-
pected for F atoms which do not have fast ion-dynamics on
Figure 2. a) Ladder-like connection of the Pb(2) atoms (grey) via m3-bridging
F(4) atoms (yellow). b) Connection of the Pb(2) containing ladder to the
Pb(1) containing octahedra. Displacement ellipsoids shown with 70 % proba-
bility at 100 K.
Figure 3. a) A part of the 2D infinite layer formed by the sandwiching of [Pb(1)F6]
2@ octahedra by Pb(2) containing ladders. Displacement ellipsoids at 70 %
probability at 100 K. b) A section of the crystal structure of Pb3F8. Atoms are shown isotropic with arbitrary radii. Pb atoms grey, F atoms yellow. The 2D infin-
ite layers run parallel to the ab plane. The height along the b axis is shown with the approximate y coordinate of the gravimetric center of the building units.





the NMR timescale, as four symmetry-inequivalent F atoms
(F(1) to F(4)) with the same site multiplicity are present in the
crystal structure.
A tentative peak assignment of the 19F resonances follows
the idea that neighboring cations contribute to the 19F chemi-
cal shift according to their coordination number and distance
to F atoms in ionic fluorides.[32] Consequently, F atoms with a
similar bonding situation should feature similar isotropic and
anisotropic chemical shift values. In the present case (Table 1)
the group of three resonances has an anisotropic chemical
shift which is larger by about a factor of two compared to the
peak which appears at the highest ppm values. In the structure
three F atoms are coordinated to two Pb atoms, one F atom is
coordinated to three. Therefore, the resonance at @18.2 ppm
is assigned to the three-fold coordinated fluorine site (F(4))
and the three signals at @40, @48.5, and @56 ppm are as-
signed to the fluorine atoms F(1), F(2), and F(3) coordinated by
the two lead Pb(1) and Pb(2) atoms.
We have performed X-ray photoelectron spectroscopy (XPS)
as well as near-edge X-ray absorption fine structure (NEXAFS)
measurements to get information about the electronic struc-
ture of Pb3F8. The survey XP spectrum of Pb3F8 on carbon tape
is presented in Figure 5 a. The spectrum only shows contribu-
tions from Pb and F atoms, besides minor C 1s and O 1s peaks
from the carbon tape.
Another sample that was studied with hard X-ray photoelec-
tron spectroscopy (HAXPES, Figure S9 in the Supporting Infor-
mation) shows the same features and even less contributions
from the carbon tape. During the XPS and HAXPES measure-
ments, the sample exhibits substantial photoemission-induced
charging, which results in peak shifts and broadening. For this
reason, a refined analysis of the XPS peak shapes with a dis-
crimination between PbII and PbIV contributions is not possible.
Instead, we performed NEXAFS spectroscopy measurements
on the Pb M5-edge to gain further insight into the electronic
structure of Pb3F8 (Figure 5 c). As a reference, we also studied
PbF2 and Pb3O4. Between 2490 and 2495 eV, a pre-edge feature
is observed, which is followed by the M5-edge for all three spe-
cies. PbF2 shows a sharp peak at 2490 eV with a minimum at
2495 eV. In contrast, there is only a broad feature between
2490 and 2495 eV for Pb3O4. The Pb3F8 spectrum resembles a
mixture of both reference samples. A peak at 2490 eV is ob-
served, whereas there is no minimum at 2495 eV like for PbF2.
Figure 4. 19F DEPTH MAS NMR spectrum (experimental : solid line, simulated:
dashed line) of Pb3F8 at 20 kHz spinning frequency. The spinning side bands
are marked with asterisks. The simulation includes a version of the
DEPTH[32, 33] sequence with four p-pulses: p/2-p-p-p-p-tdeadtime-FID. The
DEPTH experiment results in MAS NMR spectra free of probe head back-
ground. The simulation includes the effect of the deadtime delay and excita-
tion profile of the DEPTH sequences which causes the baseline rolling.
Zeroth and first order phase correction are included as variable parameters
in the least-square fit.
Table 1. Estimates for the 19F solid-state NMR chemical shift parameters
for Pb3F8 obtained by a least-square fit of the experimentally obtained
spectrum (Figure 4) with SIMPSON version 3.1.2[29] simulations of the
used version of the DEPTH[30, 31] experiment.
Site diso [ppm] daniso [ppm] h d11 [ppm] d22 [ppm] d33 [ppm]
F(4) @18.2 66.1 0.60 47.9 @31.5 @71.2
F(1)–F(3) @40.0 @111.8 0.61 50.5 @18.5 @151.7
F(1)–F(3) @48.5 @121.0 0.65 51.5 @27.4 @169.5
F(1)–F(3) @56.0 @119.2 0.47 31.6 @24.5 @175.2
Figure 5. (a) Survey XP spectrum of Pb3F8 on carbon tape, taken with monochromatic Al Ka radiation. (b) Valence band spectrum of Pb3F8 measured with Al Ka
radiation in comparison to DFT calculations (PBE0/NCPW). A Shirley background was subtracted from the experimental data to compare it to the theoretical
results. The contribution of the Pb 6s orbitals to the total calculated DOS is highlighted. Further details concerning the data treatment are given in the Sup-
porting Information. (c) Pb M5-edge NEXAFS spectra of Pb3F8, PbF2 and Pb3O4 measured by the X-ray fluorescence yield. Inset : Zoom-in of the pre-edge fea-
ture.





Instead, there is a broad feature similar to the case of Pb3O4.
This is in line with the presence of both PbII and PbIV species in
the Pb3F8 sample and with a small contamination of PbF2, as
stated above. The differences in the M5-edge itself are more
complicated as there are nearly no similarities between the
three compounds. In the range from 2500 to 2510 eV, PbF2
and Pb3F8 show similar spectral features, but above that range
PbF2 exhibits a local minimum, whereas Pb3F8 shows a peak. A
similar peak is observed in the Pb3O4 spectrum but shifted by
nearly 10 eV to higher energies.
We have calculated the electronic structure of Pb3F8 by DFT
methods using the hybrid functional PBE0 and fully relativistic
pseudopotentials.[33, 34] To estimate the accuracy of our calcula-
tions we compared the experimentally determined valence
band XP spectrum with the calculated partial density of
states (pDOS) that is corrected by background and cross-sec-
tion effects (see the Supporting Information). The results are
shown in Figure 5 b. The valence band width as well as its
three-peaked shape are well reproduced by the DFT calcula-
tions.
In the following, we investigate the electronic structure of
Pb3F8 in more detail by calculating its band structure and
charge distribution. The band structure as well as the total
DOS are given in Figure 6.
The band structure calculations show Pb3F8 to be an insula-
tor with a band gap of approximately 4.5 eV in line with its off-
white color. The DOS of the valence band is dominated by F
2p states that range from @1 eV to 2 eV. At about 4 eV the top
of the valence band consists of four bands with only a small
amount of dispersion that can be attributed to the filled PbII 6s
bands. The conduction band is located at about 9 eV and con-
sists of two bands. Both show nearly exclusive PbIV 6s character
as illustrated by the pDOS in the right of Figure 6. A small
amount of the PbIV 6s states is located at the bottom of the va-
lence band at about @4 eV due to some covalent PbIV@F bond
character. For the same reason PbII 6s states are present at
about @2 eV. The band structure of the mixed valence com-
pound Pb3O4 shows similar characteristics.
[11] We thus conclude
that like Pb3O4 also Pb3F8 is a mixed valence compound with
the lead atoms in the oxidation states + II and + IV.
The crystal structure of Pb3F8 indicates that the Pb
II atoms
feature “sterically active lone-pairs”. We calculated electron-
density difference maps of Pb3F8 which display the difference
of the electron density of the compound compared to a super-
position of the electron density of free atoms, yielding infor-
mation where electron density is accumulated or depleted.
The electron-density difference map of Pb3F8 is shown in
Figure 7. It is drawn in a view perpendicular to the ladder-like
connection of the Pb(2) atoms and the F(4) atoms, compare
Figure 2 a.
The map displays a strong polarization of the electron densi-
ty around the PbII atoms. The electron density along the Pb–F
bonds is minimized (brownish colors) in line with the expected
high amount of ionic bonding character. Moreover, there is an
accumulation of electron density (in blue colors) besides the
PbII atoms, pointing to the left and right side of the depicted
ladder. Therefore, the electron density at the PbII atoms is
“pushed” away from the fluorine atoms inside the ladder. This
effect is often referred to “sterically active lone-pairs” of the
PbII atoms. The electron density around the fluorine atoms (in
yellow color) is strongly and nearly spherically increased as is
expected for F@ anions due to the high electronegativity of the
F atom.
Conclusions
The binary lead(II/IV) fluoride Pb3F8 was synthesized from
Pb3O4 in anhydrous HF at room temperature. The bulk phase
appears off-white while single crystals are colorless. It is ther-
mally stable up to circa 80 8C and then decomposes to PbF2
under loss of F2. The compound crystallizes in the monoclinic
space group I2/a (No. 15) with the lattice parameters a =
8.7800(18), b = 7.4927(15), c = 10.196(5) a; b= 98.78(3)8 ; V =
Figure 6. Left : Electronic band structure of Pb3F8. Right: Total Density of
States (DOS) and the projected DOS of the 6s orbitals of PbII and PbIV. The
position of the band gap (4.5 eV) is highlighted (DFT-PBE0/NCPP with SOC).
Figure 7. Electron-density difference map (DFT-PBE0/NCPP + SOC) of Pb3F8
along the ladder-like connection (sketched) of the Pb(2) atoms (grey color)
via m3-bridging F(4) atoms (yellow color). An increase in electron density is
shown in blue color and solid black lines, while a decrease in electron densi-
ty is shown in brown color and dashed black lines.





662.9(4) a3 ; Z = 4 at T = 100 K, as evidenced by single-crystal X-
ray analysis. The description of Pb3F8 as a mixed valence Pb
II/
PbIV compound is evidenced by the thermal decomposition
products, the crystal structure, the 19F solid-state NMR, valence
and core level photoelectron, as well as near-edge X-ray ab-
sorption fine structure (NEXAFS) spectroscopic investigations
and further supported by IR and Raman spectra. Additionally,
quantum chemical calculations were carried out to elucidate
the electronic structure of Pb3F8. The calculated band gap is in
line with the color of the compound. An accumulation of elec-
tron density next to the PbII atoms that some call “sterically
active lone-pairs” seems to be responsible for the formation of
the peculiar layer structure of Pb3F8.
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General: All operations were carried out in an atmosphere of dry and purified argon (5.0 Praxair, 
Germany), so that possible contact of the substances with moisture and air was minimized. 
Anhydrous HF was additionally dried by mixing it with K2NiF6, which reacts with traces of 
moisture, and separated by vacuum distillation in a Monel Schlenk line. Pb3O4 (Merck, ≥ 99 %) 
was used without further purification.   
 
Synthesis of Pb3F8 
A FEP tube with a stainless-steel valve was charged with Pb3O4 (250 mg, 0.365 mmol). A large 
excess of anhydrous HF (ca. 100 eq. compared to Pb3O4) was condensed on the Pb3O4 powder 
at −196 °C. The reaction vessel was slowly warmed to room temperature and kept for 1 h under 
sporadic shaking after the orange color had disappeared. Then, the volatiles (HF and H2O) were 
carefully removed in vacuo at room temperature. The isolated product, which was used for 
further characterization, weighed 281 mg (0.363 mmol, 99.4 % of theory). Some small single 
crystals were always obtained among the powder. 
 
Figure S 1. Pb3F8 powder after removal of the volatiles (HF and H2O). 
 
Powder X-Ray Diffraction 
The powder X-ray pattern was recorded with a StadiMP diffractometer (Stoe & Cie) in 
transmission geometry using a flat foil sample holder. The diffractometer was operated with Cu 
Kα1 radiation (1.5406 Å, germanium monochromator) and equipped with a MYTHEN 1K 
detector. The diffraction pattern was indexed using the WinXPOW suite.[1] Rietveld refinement 
was done with Topas-Academic V6.[2] The powder diffraction pattern with the Rietveld 







Figure S 2. Powder diffraction pattern of a Pb3F8 flat sample. The measured powder pattern is shown in 
blue, the fitted pattern (Rietveld refinement) is shown in red, the grey curve on the bottom shows the 
difference curve. The refined lattice parameters for Pb3F8 are a = 8.84344(8), b = 7.54266(8), c = 







Table S 1. Technical data of the Rietveld refinement of Pb3F8. 
Measurement conditions  
Sample Pb3F8 
Diffractometer, generator Stoe STADI MP; 40 kV, 40 mA 
Diffractometer geometry Transmission (flat foil) 
Radiation, monochromator Cu Kα1, Ge(111) 
Measurement range, step size (2θ / °) 20−75, 1.00 
Measurement time per step / s 15.0 
Data acquisition step scan 
Temperature T / K 298 
  
Global parameters  
Software TOPAS-Academic v6 
Number of phases 2 
Relative phase amounts in mass / % Pb3F8 93.49(8), PbF2 6.51(8) 
Number of parameters 58 
Zero shift (2θ / °) 0 (within 3σ) 
Profile function TCHZ Pseudo-Voigt  
Asymmetry TOPAS Simple axial model 
Background treatment Chebyshev polynomial of 9th order 
  
Structural data  
Space group (No.) I2/a (15) 
Pearson symbol mS44 
a / Å 8.84344(8) 
b / Å 7.54266(8) 
c / Å 10.23393(11) 
β / ° 98.8124(6) 
V / Å3 674.580(12) 
 
Crystallographic density / g cm−1 7.61707(13) 
  
Profile parameters  
Peak.shape parameter V 0.05689(16) 
Peak.shape parameter W 0.05931(19) 
Peak.shape parameter Z 0.070(2) 
Peak.shape parameter X 0.1024(12) 
Asymmetry parameter  8.86(6) 
  








The density of Pb3F8 was measured using the automated gas displacement pycnometry system 
AccuPyc II 1340 (Micromeritics) with a calibrated 1 cm3 sample holder and helium as the 
displacement gas. The number of preliminary purges was set to 30, while the subsequent density 
measurements were performed 100 times with measurement averaging. The density of the 
sample was determined to be 7.682(16) g·cm−3, the sample contained 84.5(9) % Pb3F8 and 






Single crystal X-ray diffraction 
A crystal of Pb3F8 was selected under pre-dried perfluorinated oil and mounted using a 
MiTeGen loop. Intensity data of a suitable crystal were recorded with an IPDS 2T 
diffractometer (Stoe & Cie) at an offset of 30°. The diffractometer was operated with 
Mo Kα radiation (0.71073 Å, graphite monochromator) and equipped with an image 
plate detector. Evaluation, integration and reduction of the diffraction data was carried 
out using the X-Area software suite.[3] A numerical absorption correction was applied 
with the modules X-Shape and X-Red32 of the X-Area software suite. The structure was 
solved with dual-space methods (SHELXT-2014/5) and refined against F2 (SHELXL-
2014/7).[4,5] All atoms were refined with anisotropic displacement parameters. The 
highest residual electron density of 1.380 e·Å−3 after the final refinement was 1.2 Å 
distant from atom Pb(1). The cif file was deposited with the CCDC 
(https://www.ccdc.cam.ac.uk/), depository number: 1945512. 
 
Table S 2. Selected crystallographic data and details of the structure determination of Pb3F8. 
 Pb3F8 
Colour and appearance colorless 
Molecular mass /g·mol-1 773.56 
Crystal system monoclinic 
Space group (No.) I2/a (15) 
Pearson code mS44  
Wyckoff sequence 15ef5 
a /Å 8.7800(18) 
b /Å 7.4927(15) 
c /Å 10.196(5) 
α /° 90 
β /° 98.78(3) 
γ /° 90 
V /Å3 662.9(4) 
Z 4 
λ /Å 0.71073 
T /K 100(2) 
μ(Mo Kα) /mm−1 76.100 
Rint, Rσ 0.0594, 0.0252 
R(F) (I ≥ 2σ(I), all) 0.0195, 0.0279 
wR(F2) (I ≥ 2σ(I), all) 0.0358, 0.0382 
S (all data) 1.133 
Data, parameters, restrains, 
constraints 
1021, 52, 0, 0 
 










Thermal measurements were performed with a DSC-TGA 3 (Mettler Toledo) with a heating rate 

















Figure S 5. Powder X-ray diffraction pattern of the product of the thermal decomposition of Pb3F8 
powder after heating to 470 °C for 12h and subsequent cooling to room temperature. The sample was 









We applied the charge distribution method (CHARDI) introduced by Hoppe and coworkers as 
implemented in the program CHARDI2015[7] to validate the assignment of the coordination 
numbers as well as the oxidation states of the lead atoms. We used the crystal structure data 
determined in this paper as input parameters. The results are summarized in Table S 3. 
 
Table S 3. Results of CHARDI calculations of Pb3F8 (I2/a, mS44). Coordination number (C.N.) as discussed 
above, effective coordination number (ECoN), mean fictive ionic radius (MEFIR), assigned oxidation state 
based on structure-chemical reasoning, and calculated charge distribution (CHARDI). 
Atom C.N. ECoN MEFIR / Å Oxidation state CHARDI 
Pb(1) 6 6.0 0.886 +IV +4.12 
Pb(2) 6 [+3] 6.9 1.344 +II +1.94 
F(1) 2 1.2 1.209 −I −1.01 
F(2) 2 1.1 1.211 −I −1.10 
F(3) 2 1.4 1.191 −I −0.97 
F(4) 3 2.9 1.113 −I −0.93 
 
The CHARDI calculation supports the description of Pb3F8 as a mixed valence compound. The 
calculated mean fictive ionic radii (MEFIR) of Pb(1) (0.886 Å) and Pb(2) (1.344 Å) are in line 
with the Shannon ionic radii of Pb(IV) (0.775 Å) and Pb(II) (1.19 Å) for coordination number 
six. Therefore, the CHARDI calculations demonstrate that a valid, valence-balanced description 









We have performed Raman spectroscopy on Pb3F8 and PbF2. Raman spectra were recorded with 
a Confocal Raman Microscope S+I MonoVista CRS+, using the 532 nm excitation line of an 
integrated diode laser (resolution < 1 cm−1; range 50 to 9000 cm−1). A sample of Pb3F8 was sealed 
inside a 0.3 mm borosilicate glass capillary, which was several times flame dried under vacuum 
before use. 
 
Figure S 6. a) Raman spectrum of Pb3F8 in comparison with b) the Raman spectrum of PbF2. The 
calculated Raman intensities are shown in red (DFT-PBE0/TZVP). 
 
The experimental results are compared with theoretical spectra from DFT calculations in Figure S 6. 
The observed peaks from the measured spectra are listed in Table S 4. The peak assignment of the 
calculated spectra of Pb3F8 and PbF2 are given in Table S 5 and Table S 6, respectively. The most striking 
difference between the Raman spectrum of Pb3F8 compared to the spectrum of PbF2 is the strong 
vibrational band at 531 cm−1 that is only present in the Raman spectrum of Pb3F8. This band is well 
reproduced by our theoretical findings and can be attributed to a symmetric stretching of the Pb(IV)−F 
bonds, which explains the absence of this band in PbF2. The Raman spectrum of Pb3F8 thus supports our 







Figure S 7. Low wavenumber section of the Raman spectrum of Pb3F8 in comparison with b) the Raman 
spectrum of PbF2. The calculated Raman intensities are shown in red (DFT-PBE0/TZVP). 
 
The low frequency section of the Raman spectra of Pb3F8 and PbF2 are given in Figure S 7. The Raman 
bands of both compounds display a similar shape and are distinctly broadened in this frequency range. 
It is thus difficult to estimate the phase purity of Pb3F8 from Raman data as the broad background of the 
Pb3F8 Raman spectrum could result from PbF2 that is also present as evidenced by powder X-ray 
diffraction data (see Section Powder X-Ray Diffraction). Pb3F8 is best identified by the lattice vibrational 
bands around 100 cm−1 as this frequency region corresponds to a minimum in Raman intensity in the 
spectrum of PbF2. Despite the broad background, the maxima of the Pb3F8 are well reproduced by our 
DFT calculations: This allows us to assign the two peaks at around 250 cm−1 and the two peaks at around 
200 cm−1 to a symmetric stretching of the Pb(II)−F bonds and a bending of the Pb(IV)−F bonds, 
respectively.  
 
Table S 4. Observed bands in the measured Raman spectra of Pb3F8 in comparison to PbF2. 
Pb3F8 PbF2 
Raman active 
mode / cm−1 Assignment 
Raman active 
mode / cm−1 Assignment 
531 Pb(IV)−F symmetric stretching 244 Stretching/Bending of the whole lattice 
258 Pb(II)−F symmetric stretching + Pb(IV) bending 183 Pb−F asymmetric stretching 
241 Pb(II)−F symmetric stretching + Pb(IV) bending 133 Bending of the whole lattice 
209 Pb(IV) bending 99 Pb−F wagging/scratching 
189 Pb(IV) bending 69 Pb−F scissoring 
112 Pb−F bending of the whole lattice   
98 Pb−F bending of the whole lattice   
80 Pb−F bending of the whole lattice   












Table S 5. Band assignment for the calculated Raman spectrum of Pb3F8 (DFT-PBE0/TZVP). The calculations 











520 0.0 1000.0 Pb(IV)−F symmetric stretching + Pb(II)−F scissoring Ag 
517 12.3 0.0 Pb(IV)−F symmetric stretching + Pb(II)−F scissoring Au 
493 580.8 0.0 Pb(IV)−F asymmetric stretching + Pb(II)−F scissoring Bu 
490 0.0 15.8 Pb(IV)−F asymmetric stretching + Pb(II)−F scissoring Bg 
478 0.0 6.7 Pb(IV)−F asymmetric stretching + Pb(II)−F rocking Bg 
470 546.0 0.0 Pb(IV)−F asymmetric stretching + Pb(II)−F rocking Bu 
464 0.0 11.2 Pb(IV)−F asymmetric stretching + Pb(II)−F rocking Ag 
456 554.3 0.0 Pb(IV)−F asymmetric stretching + Pb(II)−F rocking Au 
456 290.3 0.0 Pb(IV)−F asymmetric stretching + Pb(II)−F scissoring Au 
406 0.0 1.7 Pb(IV)−F asymmetric stretching + Pb(II)−F rocking/wagging Bg 
399 0.0 5.9 Pb(IV)−F asymmetric stretching + Pb(II)−F wagging Ag 
385 0.5 0.0 Pb(IV)−F asymmetric stretching + Pb(II)−F twisting Bu 
329 35.0 0.0 Pb(II)−F symmetric stretching Au 
323 0.0 22.5 Pb(II)−F symmetric stretching + Pb(IV)−F scissoring Bg 
320 132.3 0.0 Pb(II)−F wagging + Pb(IV)−F scissoring Bu 
295 0.0 37.4 Pb(II)−F asymmetric stretching Ag 
284 0.0 46.0 Pb(II)−F wagging Ag 
253 0.0 82.9 Pb(II)−F symmetric stretching + Pb(IV)−F wagging Bg 
253 0.0 111.6 Pb(II)−F symmetric stretching + Pb(IV)−F scissoring Ag 
250 17.9 0.0 Pb(II)−F asymmetric stretching + Pb(IV)−F scissoring Au 
247 0.0 0.2 Pb(II)−F scissoring + Pb(IV)−F scissoring Bg 
242 340.9 0.0 Pb(II)−F symmetric stretching + Pb(IV)−F scissoring Bu 
237 3.8 0.0 Pb(II)−F scissoring + Pb(IV)−F scissoring Au 
233 0.0 94.6 Pb(II)−F symmetric stretching + Pb(IV)−F scissoring Ag 
225 0.0 7.8 Pb(II)−F asymmetric stretching + Pb(IV)−F wagging Bg 
215 78.8 0.0 Pb(II)−F asymmetric stretching + Pb(IV)−F scissoring Au 
213 231.5 0.0 Pb(IV)−F wagging + Pb(II)−F asymmetric stretching Bu 
212 0.0 26.1 Pb−F bending/stretching of the whole lattice Bg 
198 9.7 0.0 Pb(II)−F symmetric stretching + Pb(IV)−F scissoring Au 
196 354.5 0.0 Pb(II)−F asymmetric stretching + Pb(IV)−F scissoring Bu 
195 0.0 54.0 Pb(IV)−F scissoring Ag 
189 0.0 69.3 Pb(IV)−F twisting Ag 
186 0.1 0.0 Pb(IV)−F scissoring Au 
174 0.0 12.4 Pb(IV)−F rocking Bg 
160 0.0 160.4 Pb(IV)−F twisting Ag 
154 179.6 0.0 Pb−F bending of the whole lattice Bu 
150 1050.0 0.0 Pb−F bending of the whole lattice Bu 
145 0.0 13.7 Pb−F bending of the whole lattice Bg 
129 0.0 19.4 Pb−F bending of the whole lattice Bg 
129 351.2 0.0 Pb(II)−F scissoring Au 
121 1.2 0.0 Pb−F bending of the whole lattice Bu 
116 0.0 137.9 Pb−F bending of the whole lattice Ag 
115 379.7 0.0 Pb(IV)−F rocking/scissoring + Pb(II)−F wagging Au 
111 0.0 15.44 Pb−F bending of the whole lattice Bg 
108 32.9 0.0 Pb−F bending of the whole lattice Bu 
105 0.0 29.4 Pb−F bending of the whole lattice Ag 
104 36.1 0.0 Pb−F bending of the whole lattice Au 
91 0.0 26.8 Pb−F bending of the whole lattice Bg 
91 0.0 39.4 Pb−F bending of the whole lattice Ag 
90 0.9 0.0 Pb(IV)−F twisting Au 
86 51.2 0.0 Pb(IV)−F rocking Bu 
82 0.0 25.6 Pb−F bending of the whole lattice Ag 
80 0.0 30.3 Pb−F bending/stretching of the whole lattice Bg 
76 185.3 0.0 Pb−F bending of the whole lattice Au 
74 184.8 0.0 Pb−F bending of the whole lattice Bu 
67 0.0 35.0 Pb−F bending of the whole lattice Bg 
62 147.1 0.0 Pb−F bending of the whole lattice Bu 
59 0.0 2.3 Pb−F bending/stretching of the whole lattice Ag 
51 95.3 0.0 Pb−F bending of the whole lattice Bu 
51 0.0 25.0 Pb−F bending of the whole lattice Bg 
49 0.1 0.0 Pb(II)−F scissoring Au 
42 0.0 33.3 Pb−F bending of the whole lattice Bg 
35 0.0 115.0 Pb−F bending of the whole lattice Ag 
0 0.0 0.0 lattice vibrations (low frequency modes spanning the whole lattice) Bu 
0 0.0 0.0 lattice vibrations (low frequency modes spanning the whole lattice) Bu 







Table S 6. Band assignment for the calculated Raman spectrum of PbF2 (DFT-PBE0/TZVP). The calculations 











362 3.9 0.0 Stretching/Bending of the whole lattice B1u 
326 105.2 0.0 Stretching/Bending of the whole lattice B2u 
294 0.0 0.2 Stretching/Bending of the whole lattice B3g 
260 0.0 59.5 Pb−F asymmetric stretching B3g 
248 0.0 337.8 Pb−F symmetric stretching / scissoring Ag 
246 0.0 182.4 Pb−F scissoring B2g 
228 140.1 0.0 Pb−F rocking B3u 
227 0.0 204.3 Pb−F scissoring B1g 
227 0.0 491.9 Pb−F asymmetric stretching Ag 
221 57.2 0.0 Pb−F asymmetric stretching B1u 
205 0.0 215.6 Pb−F asymmetric stretching + scissoring B3g 
204 91.6 0.0 Pb−F asymmetric stretching + rocking B2u 
196 0.0 0.0 Pb−F asymmetric stretching + wagging Au 
191 0.0 1000.0 Pb−F asymmetric stretching Ag 
176 0.0 352.0 Pb−F scissoring B2g 
174 143.0 0.0 Pb−F asymmetric stretching + rocking B2u 
164 832.1 0.0 Bending of the whole lattice B1u 
162 0.0 56.8 Bending of the whole lattice B3g 
160 0.0 257.4 Bending of the whole lattice B1g 
130 0.0 59.3 Bending of the whole lattice Au 
130 0.0 0.0 Pb−F twisting/stretching Ag 
124 0.0 141.2 Stretching/Bending of the whole lattice B3g 
117 0.0 0.5 Stretching/Bending of the whole lattice B3g 
115 100.8 0.0 Stretching/Bending of the whole lattice B1u 
113 727.5 0.0 Pb−F scissoring B2u 
97 0.0 189.4 Pb−F wagging/stretching Ag 
89 1158.8 0.0 Pb−F scissoring B3u 
63 0.0 699.5 Pb−F scissoring Ag 
61 314.1 0.0 Stretching/Bending of the whole lattice B2u 
51 0.0 204.6 Rocking of the Pb atoms B1g 
50 19.1 0.0 Bending of the whole lattice B1u 
47 0.0 97.2 Rocking of the Pb atoms B2g 
27 0.0 0.0 Scissoring of the Pb atoms Au 
0 0.0 0.0 lattice vibrations (low frequency modes spanning the whole lattice) B3u 
0 0.0 0.0 lattice vibrations (low frequency modes spanning the whole lattice) B1u 










The IR spectrum was recorded inside a glovebox (MBraun) under argon atmosphere on a Bruker alpha 
FT-IR spectrometer using the ATR Diamond module with a resolution of 4 cm−1. The spectra were 
processed with the OPUS software package.[8] 
 








Solid-state NMR spectroscopy 
19F solid-state MAS NMR measurements were performed at 7.05 T on a Bruker Avance II NMR 
spectrometer at a 19F frequency of 282.406 MHz equipped with a 2.5 mm MAS Bruker double-
resonance probe head. The chemical shift of 19F is reported relative to CFCl3. The 1H resonance of 
1% TMS in CDCl3 served as an external secondary reference using the Ξ values for 19F as reported by 
IUPAC.[9,10] 19F MAS NMR spectra were acquired at 20 and 17 kHz spinning rate width a 90° pulse of 
2.5 µs and a recycle delay of 4 s. The 19F DEPTH[11,12] NMR spectrum was acquired at 20 kHz spinning 
rate with 90° and 180° pulses of 2.5 and 5 µs, respectively, and a recycle delay of 4 s. The 19F NMR 






XPS, HAXPES and NEXAFS 
X-ray photoelectron spectroscopy (XPS) was performed with monochromatic Al Kα radiation using a 
SPECS XR 50 M X-ray anode, a SPECS FOCUS 500 monochromator, and a SPECS PHOIBOS 150 
electron energy analyzer equipped with an MCD-9 multi channeltron detector. The spectrometer is 
housed in a UHV system with a base pressure of 2 · 10−10 mbar. The sample was prepared in a glove 
box by evenly distributing a small amount of powder on carbon tape, which was attached to a sample 
plate. The sample was then transferred into the UHV chamber using a glove bag filled with nitrogen gas 
to avoid any contact with air. The valence band and the survey spectrum were shifted with the Pb 4f7/2 
peak as reference[14] located at a binding energy of 139.2 eV to correct for charging. For better 
comparison of the valence region with the DFT calculations, a Shirley background was subtracted.  
The near-edge X-ray absorption fine structure (NEXAFS) and hard X-ray photoelectron spectroscopy 
(HAXPES) measurements were performed at the KMC-1 beamline of the synchrotron radiation facility 
BESSY II (Helmholtz-Zentrum für Materialien und Energie, Berlin, Germany) using the HIKE end-
station with a Scienta R4000 hemispherical electron energy analyzer for HAXPES and a Bruker XFlash 
4010 fluorescence detector for NEXAFS. The general properties of this setup are described 
elsewhere.[15,16] The spot size of the photon beam was approximately 0.3 × 0.4 mm2. Typical photon 
fluxes were in the order of 1011 to 1012 photons/s over the entire energy range. For sample preparation, 
a small amount of the pulverulent compounds were distributed on carbon tape (sticking to the sample 
holder) in such a way that a thin film of the compound was visible to the naked eye. After preparation 
under ambient conditions, the samples were rapidly transferred to the vacuum to minimize reaction with 
and contamination by air. The cleanliness of the samples was checked by HAXPES survey spectra. The 
HAXPES data were referenced to the Au 4f signal of a gold foil located near the sample. The data points 
of each original spectrum were reduced by a factor of five by averaging five successive points to one 
point. NEXAFS measurements were performed on the M5-edge of Pb in the range of 2460 to 2560 eV 
with a step width of 0.25 eV. For each sample two NEXAFS spectra were recorded, normalized to the 
ionization current and afterwards averaged. The background was normalized to the same starting and 








Figure S 9. HAXPES survey spectrum of the Pb3F8 sample using a photon energy of 3000 eV. The spectrum 
shows signs of photoemission-induced charging, as manifested by peak shifts and broadening. The spectrum 
shows the core levels of Pb and F atoms, besides small C 1s and O 1s contributions from the carbon tape used for 
mounting the sample. The spectrum confirms that the sample used in the subsequent NEXAFS experiment (see 
Figure 5c in the main text) is well-defined and unaffected by reaction with ambient air or water vapor. 
 
Table S 7. Assignment of XPS peaks of the Pb3F8 survey spectrum in Figure S 9. 
Energy / eV Element Assignment 
21 – 24 Pb 5d Pb3F8 
84 – 109  Pb 5p Pb3F8 
139 – 145 Pb 4f Pb3F8 
286 C 1s Carbon Tape 
415 – 438 Pb 4d Pb3F8 
534 O 1s Carbon Tape 
646 Pb 4p3/2 Pb3F8 
685 F 1s Pb3F8 
718 Pb Auger (M4N6,7N6,7 Transition) Pb3F8 
763 Pb 4p1/2 Pb3F8 








Quantum chemical calculations 
The vibrational spectra were calculated with the program CRYSTAL17 that uses Gaussian-type 
atom-centered basis functions[17]. We applied the density functional theory (DFT) PBE0 hybrid 
functional[18] and triple-zeta-valence + polarization (TZVP) level basis sets for the lead and 
fluorine atoms. The basis sets were derived from the molecular Karlsruhe basis sets, full basis 
set details are given below.[19] We applied a 4×4×4 Monkhorst-Pack-type grid of k-points for 
the reciprocal space integration of the electronic structure of Pb3F8 and PbF2. For the evaluation 
of the Coulomb and exchange integrals (TOLINTEG) we used tightened tolerance factors of 8, 
8, 8, 8, and 16. We performed the structural optimizations of the atomic positions and lattice 
parameters within the constraints imposed by the respective space group symmetry and the 
default optimization convergence thresholds. The vibrational frequencies were calculated in the 
harmonic approximation using the data from the structural optimizations.[20,21] The Raman 
intensities were calculated for a polycrystalline powder sample with total isotropic intensities 
in arbitrary units adjusting the temperature and laser wavelength to the experimental setup (T = 
298.15 K, λ = 533 nm).[22,23] The Raman spectrum was broadened applying a pseudo-Voigt 
peak profile (50:50 Lorenzian:Gaussian) and a FWHM of 8 cm−1. The peak assignment was 
carried out by visual inspection of the normal modes (Jmol program package).[24] 
We calculated the electronic structure of Pb3F8 via DFT using the software package 
Quantum Espresso version 6.3 that is based on plane waves and pseudopotentials.[25] We 
used scalar as well as full-relativistic norm-conserving pseudopotentials of the SG15 
Optimized Norm-Conserving Vanderbilt Pseudopotential Database.[26] We chose the 
GGA functional PBE and the hybrid functional PBE0 for our calculations.[18,27] The DFT 
calculations were carried out at the geometry of the experimentally determined single 
crystal structure. The calculations were performed with an 80 Ry kinetic-energy cutoff, 
a 320 Ry charge-density cutoff and a centered 4×4×3 Monkhorst-Pack-type grid of k-
points. In case of the hybrid PBE0 functional, the Fock operator was sampled via a Γ-
centered grid at each k-point. The divergence of the Coulomb potential was treated with 
the Gygi-Baldereschi approach.[28] We analyzed the electronic structure constructing a 
set of maximally localized Wannier functions (MLWFs) from the converged ground 
state electronic density of the plane-wave calculations. We used the program Wannier90 
for this purpose.[29] We defined a target dimension consisting of a set of three p orbitals 
for each fluorine atom and a set of one s orbital for each lead atom. The MLWFs were 
constructed using a 4×4×3 grid of k-points. The MLWF basis received can reproduce 






electronic structure calculations as shown in Figure S 10. We used the WF basis to 
calculate Wannier-interpolated band structures as well as densities of states (DOS) with 
a fine k-point sampling of 20×20×20. 
 
Figure S 10. Left: Electronic band structure of Pb3F8. Right: Total Density of States (DOS). Solid red lines: 
Wannier-interpolated bands. Solid black lines: bands from DFT calculation (DFT-PBE/NCPP). 
 
The obtained projected densities of states were compared to experimentally determined valence 
band X-ray photoelectron (XP) spectra. The intensities of the calculated pDOSs were adjusted 
to the experimental data by weighting their intensities with the photoelectron cross sections[30] 
of the corresponding F 2p and Pb 6s orbitals at the photon energy of 1486.6 eV of the Al Kα 








Basis set details for the CRYSTAL17 calculations 
F: The TZVP level basis set was taken from a previous study.[31] 
Pb: The def2-TZVP basis set with a 60-electron effective core potential was used as a starting 
point.[19] We fixed the exponents of the outermost s and p functions to 0.09 and reoptimized the 
exponents of the other s and p functions in the valence space for the lead atom in its ground 
state. Finally, the outermost s and p functions were combined into one sp-type function. The 
resulting energy loss with respect to the original molecular basis set is 4.4 mH. The exponent 
of the outermost d-function was increased from 0.115 to 0.141. The energy cost of this change 
was only 0.03 mH. The steep f-type polarization function with an exponent of 1.0 was removed. 
The final basis set in CRYSTAL input format is as follows: 
282 13 
INPUT 
22. 0 2 4 4 2 2 
12.296303 281.285499 0 
8.632634   62.520217 0 
10.241790  72.276897 0 
8.924176  144.591083 0 
6.581342    4.758693 0 
6.255403    9.940621 0 
7.754336   35.848507 0 
7.720281   53.724342 0 
4.970264   10.115256 0 
4.563789   14.833731 0 
3.887512   12.209892 0 
3.811963   16.190291 0 
5.691577   -9.096665 0 
5.715567  -11.531996 0 
0 0 4 2.0 1.0 
  591.61124370      0.22126521076E-03 
  46.757232559      0.56961959130E-02 
  20.746462696     -0.21374063831 
  14.610796419      0.40502620616 
0 0 2 2.0 1.0 
  20.181581827     -0.83541883299E-01 
  6.4652701641      0.97910892388 
0 0 1 0.0 1.0 
 1.6683946428       1.0000000000 
0 0 1 0.0 1.0 
 0.80992082883      1.0000000000 
0 0 1 0.0 1.0 
 0.23931594794      1.0000000000 
0 1 1 0.0 1.0 
 0.09               1.0 1.0 
0 2 3 6.0 1.0 
  15.189102118      0.61952303583 
  14.693144415     -0.72498497086 
  6.8705890048      0.37680007984 
0 2 3 2.0 1.0 
  2.2028784073      0.40196284806 
  1.2204723142      0.46058131862 
 0.63442046718      0.19367655397 
0 2 1 0.0 1.0 
  0.28121361746     1.0000000000 
0 3 6 10.0 1.0 
  61.315369628      0.33870800787E-03 
  12.372195840      0.13788683942E-01 
  6.9254944983     -0.75979608103E-01 
  2.3319539939      0.28113784298 
  1.2108730003      0.44474512269 
 0.60090478506      0.35326874351 
0 3 1 0.0 1.0 
 0.28135869813      1.0000000000 
0 3 1 0.0 1.0 
 0.140679349065     1.0000000000 
0 4 1 0.0 1.0 








We have optimized the crystal structure of Pb3F8 and PbF2 with DFT using the hybrid functional 
PBE0. The results of the optimization are collected in Table S 8 to Table S 11. Overall, the 
structural data agrees well with the experimental results. The lattice parameters and the volume 
of the unit cell are overestimated by DFT by 1 % to 2 %. This is probably due to the negligence 
of relativistic effects in the calculations that should result in a contraction of the Pb 6s orbitals. 
This also effects the atomic distances that are overestimated by approximately 2 pm by theory. 
In case of Pb3F8 the calculated Pb(IV)−F distances range from 2.080 Å to 2.088 Å compared to 
experimental distances ranging from 2.048(3) to 2.063(3) Å. In case of Pb(II) DFT yield 
Pb(IV)−F distances of 2.359 Å to 2.632 Å compared to 2.330(3) to 2.651(3) Å from experiment. 
Table S 8. Comparison of experimental cell parameters of Pb3F8 (I2/a, mS44) at 100 K with the results of DFT 
structure optimization (DFT-PBE0/TZVP) at 0 K 
 Experiment DFT Difference Δ / % 
a / Å 8.782(2) 8.89 +1.2 
b / Å 7.495(2) 7.56 +0.9 
c / Å 10.192(5) 10.33 +1.0 
ß / ° 98.76(3) 98.40 −0.4 
V / Å3 673.77(8) 686.82 +1.9 
 
Table S 9. Comparison of experimental atomic positions in fractional coordinates of Pb3F8 (I2/a, mS44) at 100 K 
with the results of DFT structure optimization (DFT-PBE0/TZVP) at 0 K. 
Atom Wyckoff Site sym.  x y z 
Pb(1) 4e 2 Exp. 1/4 0.58692(4) 1/2 
DFT 1/4 0.587 1/2 
Pb(2) 8f 1 Exp. 0.41214(2) 0.07912(2) 0.65692(2) 
DFT 0.410 0.078 0.656 
F(1) 8f 1 Exp. 0.2241(4) 0.3868(4) 0.3601(3) 
DFT 0.223 0.385 0.361 
F(2) 8f 1 Exp. 0.3622(3) 0.0394(4) 0.4277(3) 
DFT 0.362 0.035 0.428 
F(3) 8f 1 Exp. 0.0579(4) 0.6351(4) 0.5859(3) 
DFT 0.059 0.634 0.590 
F(4) 8f 1 Exp. 0.3669(4) 0.7490(4) 0.6452(3) 










Table S 10. Comparison of experimental cell parameters of PbF2 (Pnma, oP12) at 293 K with the results of DFT 
structure optimization (DFT-PBE0/TZVP) at 0 K. 
 Experiment DFT Difference Δ / % 
a / Å 6.4567(1) 6.484 +0.4 
b / Å 3.9071(5) 3.909 +0.1 
c / Å 7.666(1) 7.743 +1.0 
V / Å3 193.39 196.24 +1.5 
 
Table S 11. Comparison of experimental atomic positions in fractional coordinates of PbF2 (Pnma, oP12) at 298 
K with the results of DFT structure optimization (DFT-PBE0/TZVP) at 0 K. 
Atom Wyckoff Site sym.  x y z 
Pb 4c .m. Exp. 0.246(3) 1/4 0.3933(5) 
DFT 0.243 1/4 0.400 
F(1) 4c .m. Exp. 0.109(7) 1/4 0.051(7) 
DFT 0.141 1/4 0.067 
F(2) 4c .m. Exp. 0.011(8) 1/4 0.650(6) 









Optimized geometries in CRYSTAL input format 
The optimized geometries of Pb3F8 in CRYSTAL input format: 
Pb3F8 P21/c 
CRYSTAL 
0 0 0 
14 
5.43382754 5.45042112 13.49734191 110.601641 
6 
282 3.544324421267E-01  3.552484713783E-02  3.371459639870E-01 
282 0.0000 0.0000 0.0000 
9   -2.192906516313E-03 -4.814423038974E-01  3.449861753130E-01 
9    2.255261635756E-01 -3.166917143964E-01  3.938616342148E-02 
9    4.127833958637E-01  3.901304742516E-01  2.579705030519E-01 
9    3.376138871129E-01  2.062908644521E-01  3.119245407245E-02 
The optimized geometries of PbF2 in CRYSTAL input format: 
PbF2 Pnma  
CRYSTAL 
0 0 0 
62 
6.48416408 3.90862526 7.74313041 
3 
282 2.438503876734E-01  2.500000000000E-01  4.001980726789E-01 
9   2.083538578373E-02  2.500000000000E-01 -3.519218410496E-01 
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The constructional drawings used to manufacture the designed parts described in
Section 3.1 are given below. The drawings were created with the CAD software
Inventor Professional 2017 by Autodesk. Dimensions, necessary precisions
and the building material are provided in the drawings, which were handed to






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































D Program Code of Igor Modules
This chapter provides the manual for the TPD-Analyzer as well as the program
code of the modules TPD-Analyzer and Import-Procedures as already mentioned
in Section 3.2 and its subsections. In case functions are unclear or new functions
are desired, please contact me via email (skachel@gmx.de).
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Manual – TPD-Analyzer 
The TPD-Analyzer contains most of the classical TPD analysis methods, like the ‘Redhead Analysis’, the 
leading edge analysis and others. In addition there are new methods implemented like the Persson-
Model and the inverted Polanyi-Wigner equation. The aim of this manual is to guide the reader (You) 
through all functions of the procedure and make him aware of small programming issues. Until now 
the TPD-Analyzer has no macros and can only be called via the command window. The procedure is 
devided into static functions for each analysis method. All methods can be accessed via a main menu. 
The main menu can be called typing “TPD#Main()” into the command line (not case sensitive, without 
“”). A specific function can be called with “TPD#*Function_Name*(*Variables, Strings*). The 
corresponding names and variables will be explained during the manual.  
 
1. The Main Menu 
The main menu can be called with the command “TPD#Main()” typed into the command window in 
Igor. The follow window will pop up: 
 
You see now an overview over all implemented functions. In the below “Choose:” you can type in the 
number of the corresponding function you want to use. Upon press >Enter< (on keyboard) or the 
<Continue> button the selected function will be started. If you type in a number that is not shown (<1 
or >8) the program will close and in the command window will appear “Nothing selected. Now 
closing...”. In Igor Pro 7 you are not able to type in anything different from numbers, hence this is fail-
safe.  
The >Help< button will display the general help information of Igor for “Parameter Input Dialogs”. The 
>Cancel< and the X (top right) button closes the procedure without any further comments. The >?< 
button is currently without function. All possibilities on this window are discussed now. The manual 
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2. Normalize TPD Spectra 
If 1 is selected in the main menu a new window will pop up and prompt you the parameters needed 
for the function. This is shown next: 
 
In the first line you see how the function can be directly accessed from the command window. The 
expressions in the brackets refer to the corresponding prompts below in the same order (the first string 
expressions refer to the name of the intensity wave and the second string expressions refers to the 
temperature wave). The first variable that is needed for the function is the total number of spectra. 
The procedure needs to know how many spectra are to be analyzed starting with spectrum 1. This 
value input is not fail-safe! Inputting wrong spectra numbers can cause error reports or leads to 
malfunction. In the second and third line you are prompted to give the name of your first spectrum as 
a string (“”). This name must contain the number 1, so that the program recognize where the control 
variable in the string is. The remaining structure does not matter as long as only the control variable is 
changing (int1, int2, int3, …), so the general structure can be: aaa1aaa, 1bbb, ccc1. The second line 
corresponds to the name of the intensity wave and the third line to the temperature wave. If all 
parameters are set the program will be running upon clicking on >Continue<. 
If the function is running it prompts the user to enter the number of the monolayer spectrum. This 
means you have to insert the number which is defined as one complete monolayer (=1.0 ML). The step 
here is fail-safe as every number <1 and >*Number of Spectra* leads to canceling the function without 
doing anything. The procedure calculates the integral of the monolayer spectrum and then divides all 
other spectra by this monolayer integral. The original waves remain unchanged, but new waves with 
the suffix “_ML” will be created, which are the normalized spectra.  
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After the calculation and the function has finished another window pops up, which is connected to the 
main menu. 
 
The windows function is relative obvious as the user can select to repeat the whole cycle again and 
start at the main menu (==1) or close the whole procedure. If selected to continue, the values entered 
in the functions (e.g. Norm_Spec) are remembered for faster fitting (e.g. Persson-Fit).  
 
 
3. Redhead Analysis 
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If 2 in the main menu is selected, then the Redhead analysis starts. Again, in the first line you can see 
how the procedure is called directly from the command window. The procedure needs the frequency 
factor and the maximum temperatures for calculating the desorption energy. For easier input you must 
give the logarithm of the frequency factor for example 36.8 for a factor of 1E16. The peak temperatures 
are given via a string of temperatures. An example would be “350;360;370”. The separation must be 
*;* so that Igor identifies the string as a list. Anything else will lead false results, like “abcd” or 
“350,360,370”. After the calculation two waves named “Edes” and “Tpeak” are created. The “Edes” 
wave contains the desorption energies and “Tpeak” contains the peak maximum temperatures.  
 
4. Plot of ln(r/Theta^n) vs. 1/T 
This function is rather simple as only two waves have to be provided in the current data folder. One 
intensity wave called “int” and one temperature wave called “temp” need to be in the data folder. The 
procedure calculates the inversion of the temperature (wave “inverseTemp”), the residual coverage 
(wave “ResidualCoverage”) and the term ln(r/theta^n) for n= 0, 0.5, 1, 1.5 and 2 (waves 
“ROverThetaZero”, “ROverThetaOneHalf”, “ROverTheta”, “ROverThetaThreeHalf” and 
“ROverThetaSquare”.). The function plots all ln(r/theta^n) plots against 1/T in one graph. An example 
is shown below. The function can be called via TPD#lnRTheta1(). 
 
 
5. Complete Analysis 
If selecting the Complete Analysis (CA) from the main menu (#4) then a window appears prompting 2 
variables and 2 strings. The first variable is the coverage, for which the CA should be done in the unit 
[ML]. The remaining three parameters are the same as for the function Norm_Spec, because the CA 
function will normalize the spectra again, if they are not normalized beforehand. Below example 
parameter are shown. Upon continuing the procedure prompts the user to give the number of the 
monolayer spectra like in the Norm_Spec function. If the spectra are already normalized then just type 
“0” and continue, so that the function skips the normalization. The function outputs the logarithm of 
the specific rates and the inverse of the corresponding temperatures. In addition a graph will pop up 
where the logarithm is plotted against the inverse temperature (see below).  





6. Leading Edge Analysis 
The leading edge analysis (LEA) needs the same parameters as the Norm_Spec function as the spectra 
are normalized again, which can be skipped on demand (see 5. Complete Analysis). The function takes 
the logarithm of each spectrum and saves this in a separate wave called “ln(int)_1” for spectrum 1. 
The same will be done for inverse of the temperature (“1/T_1”). Furthermore all logarithms are plotted 
against the corresponding 1/T waves. For higher visibility each spectrum is plotted with an offset of 1. 
Hence, it is easier to fit the graphs. The starting window is shown below. 
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7. Persson Model 
This fit is based on the Persson Model. Persson takes the relaxation of adsorbates from their favored 
adsorption site into account. The coverage dependent desorption energy is modeled by 𝐸(𝜃) =
𝐸(0) − 𝑅𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛 ∗ 𝜃 − 𝑅𝑒𝑙𝑎𝑥𝑎𝑡𝑖𝑜𝑛 ∗ 𝜃2. The repulsion and relaxation are no quantitative values 
and cannot be compared to other values. But depending on the fit parameters, repulsive systems like 
azulene on Cu(111) or Ag(111) can be fitted quite well. The procedure itself needs 5 mandatory 
parameters and one optional (see below).  
 
Again, in the first line you see how the function is called in the command line. Note, that you can call 
the function with only 5 parameters. To provide the optional parameter, for example “NuRange=5” 
has to be added to the parameters. The first parameter is the logarithm of the frequency factor like in 
previous functions. The second is the desorption energy at zero coverage, the third the repulsion term 
and the forth the relaxation term according to Persson. Furthermore a list of coverages has to be 
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provided. All coverages, for which the simulation should be done, has to be in this list. An example list 
could be “0.5;0.4;0.3;0.2;0.1”. Once again all coverages need to be separated with an “;” and there 
should be no other than numbers in the list. The last parameter is optional and is called by “NuRange=”. 
The default value is 0, which means that there is no coverage dependency. The number, that is given 
here, will vary the frequency factor with the coverage. The equation for the frequency factor is: 𝜈(𝜃) =
(1 − 𝜃) ∗ exp(𝑎) + 𝜃 ∗ exp(𝑎 + 𝑁𝑢𝑅𝑎𝑛𝑔𝑒) with a being the logarithm of the frequency factor (first 
parameter of the function). At zero coverage this equals the normal frequency factor, which increases 
linearly with the coverage.  
After clicking continue, in the current folder the function creates an intensity wave called 
“sample_*Coverage*” and a temperature wave called “sampleT_*Coverage*” for each coverage 
provided within the coverage list. Furthermore there is a wave with the residual coverage of the last 
coverage, for double checking whether the calculation was correct or not. The waves can be plotted 
inside a graph containing a coverage series of TPD spectra. For a faster fitting I recommend calling the 
function via the command line. It is way faster than cycling through the whole main menu for changing 
the parameters like the repulsion or relaxation term.   
 
8. Inverted Polanyi-Wigner Equation 
The second to last function is the inverted Polanyi-Wigner equation. This function rearranges 
the Polanyi-Wigner equation to the desorption energy. If the frequency factor is known one 
can input the desorption rate (=Intensity) to calculate the desorption energy for each 
temperature and coverage. This method is especially powerful, because no further 
assumptions are taken. But for a reliable calculation the frequency factor must be well known, 
what is often a problem. Furthermore the procedure gives a wave, which contains the 
difference between the desorption energy at zero coverage and the coverage dependent 
energy. This difference can be understood as the total repulsion for the corresponding 
coverage and is called ϕ. ϕ at full monolayer coverage can be divided by the number of nearest 
neighbors for a specific system to obtain the repulsion per nearest neighbor in kJ/mol. Note, 
that this repulsion cannot be compared to the repulsion from the Persson model, because no 
relaxation is taken into account for the IPW! Also it is not clear if it can be compared to other 
energies like the Coulomb repulsion (dipole-dipole repulsion). If the optional value for ΔG is 
given (see below), than not the desorption energy is calculated but the free Gibbs enthalpy 
ΔG according to the transition state theory (TST). Down below you find the menu window for 
the IPW.  
 The first and second parameter is the same as for the Persson model, namely the logarithm 
of the frequency factor and the desorption energy at zero coverage. The third parameter is an 
optional one and is given by “NuRange=**”. It is the same linear dependency as in the Persson 
model. The default value is 0, which corresponds to no coverage dependency. The last 
parameter is optional, too. The default value is 0, leading to the calculation of the desorption 
energy. Only if entering 1 or adding DeltaG=1 to the command line, ΔG will be calculated. All 
other values will result in the desorption energy.  
D Program Code of Igor Modules
442
 
In the current folder there has to two waves called “int” and “temp”. Note that the intensity 
wave “int” has to be normalized for a meaningful result. The procedure calculates with the 
help of these two waves the desorption energy, ϕ and the residual coverage. After the 
calculation a plot of the intensity (red), desorption energy (black) and ϕ (blue) vs. temperature 
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9. Albano/Topping Model 
The last but not least method is the Albano or Topping model. Albano used the Topping model 
to give the coverage dependency for the desorption energy assuming dipoles perpendicular 
to the surface. For this model the properties of the dipole are of interest, namely the dipole 
moment μ and the polarizability α.  
 
Again the first two parameters are the logarithm of the frequency factor und the desorption 
energy at zero coverage. Nothing new here. The next three parameters are new and 
exclusively for the Albano model. The third parameter is the dipole moment μ. The dipole 
moment has to be given in units of D (Debye). This is a cgs unit and the conversion into SI units 
will be done by the procedure. The same accounts for the forth parameter, the polarizability 
α, which will be given in units of Å³. The fifth variable is the number of molecules per m² for 
the full monolayer. This means how many molecules can be put onto the surface for the 
favorite adsorption superstructure. Common numbers are in the order of magnitude of 1018. 
Hence, for an easier input the procedure multiplies the input value with 1018. The last 
parameter is the coverage list that was described above. Note, that again the separation of 
the coverages has to be done with “;”. Upon calculation the procedure creates intensity and 
temperature waves in the current order in the same way as in the Persson Model.  
 
10. Troubleshooting 
The biggest problem that can occur in the TPD_Analyzer is that prompted parameters do not 
have the correct type. So, if a number (integer, float, …) is prompted, than a number should 
be given and not a string or letters. If you are using the main menu (TPD#main()) than many 
of such mistakes are prohibited. But in the command line there is no such a protection. But if 
you input only meaningful values that are discussed above then everything should work fine. 
If you should find mistakes, have questions or other notes, please contact me 
(skachel@gmx.de) for improvement of the Analyzer and the manual.  
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1   #pragma TextEncoding = "UTF-8"
2   #pragma rtGlobals=3 // Use modern global access method and strict wave access.
3   #pragma modulename = TPD
4   
5   static constant R = 0.008314 //kJ
6   
7   static function Main()
8   variable i, a, b, c, d, e
9   string x, y, z
10   variable ContinueTPD = 1
11   do
12   i=0
13   string str_norm = ": Normalize TPD Spectra"
14   string str_ra = ": Redhead Analysis"
15   string str_lnrt = ": Plot of ln(r/Theta^n) vs. 1/T"
16   string str_ca = ": Complete Analysis"
17   string str_lea = ": Leading Edge Analysis"
18   string str_persson = ": Persson Model"
19   string str_ipw = ": Inverted Polanyi-Wigner Equation"
20   string str_albano = ": Albano/Topping Model"
21      prompt i, "Functions: \n   1" + str_norm + "\n   2" + str_ra + "\n   3" + 
str_lnrt + "\n   4" + str_ca + "\n   5" + str_lea + "\n   6" + str_persson + 
"\n   7" + str_ipw + "\n   8" + str_albano + "\n\nChoose:"
22   DoPrompt "Function Selection", i
23   
24   if (V_Flag)
25   return -1
26   endif
27   
28   if (i==1)
29   prompt a, "Accessed via TPD#NormSpec(Variable,String,String)\n\nTotal 
number of spectra: "
30   prompt x, "Base name of intensity wave (Starting with 1!): "
31   prompt y, "Base name of temperature wave (Starting with 1!): "
32   DoPrompt "Enter Parameters for Normalization", a,x,y
33   NormSpec(a,x,y)
34   
35   if (V_Flag)
36   return -1
37   endif
38   
39   elseif (i==2)
40   prompt a, "Accessed via TPD#Redhead(Variable,String)\n\nLogrithm of 
frequency factor (ln(\u03BD)): "
41   prompt x, "List of peak temperatures (divided by ;): "
42   DoPrompt "Enter Parameters for Redhead Analysis", a,x
43   Redhead(a,x)
44   
45   if (V_Flag)
46   return -1
47   endif
48   
49   elseif (i==3)
50   prompt a, "Specific Reaction Order n: "
51   DoPrompt "Enter Parameters for ln(R/Theta^n) vs. 1/T", a
52   lnRTheta1(ROrder=a)
53   
54   elseif (i==4)
55   prompt a, "Accessed via 
TPD#CA(Variable,Variable,String,String)\n\nCoverage to be analyzed: "
56   prompt b, "Total number of spectra: "
57   prompt x, "Base name of intensity wave (Starting with 1!): "
58   prompt y, "Base name of temperature wave (Starting with 1!): "
59   DoPrompt "Enter Parameters for Complete Analysis", a,b,x,y
60   CA(a,b,x,y)
61   
62   if (V_Flag)
63   return -1
64   endif
65   
66   elseif (i==5)





68   prompt x, "Base name of intensity wave (Starting with 1!): "
69   prompt y, "Base name of temperature wave (Starting with 1!): "
70   DoPrompt "Enter Parameters for Leading Edge Analysis", a, x ,y
71   LEA(a,x,y)
72   
73   if (V_Flag)
74   return -1
75   endif
76   
77   elseif (i==6)
78   prompt a, "Accessed via 
TPD#Persson(Variable,Variable,Variable,Variable,String,[NuRange=Variable])
\n\nLogarithm of frequency factor (ln(\u03BD)): "
79   prompt b, "Desorption energy at zero coverage (\u0394E0): "
80   prompt c, "Linear term (repulsion): "
81   prompt d, "Quadratic Term (relaxation): "
82   prompt x, "List of coverages (divided by ;): "
83   prompt e, "Variable frequency factor 
(ln(\u03BD_\u03B8=1-\u03BD_\u03B8=0); linear dependency): "
84   DoPrompt "Enter Parameters for Persson Model", a,b,c,d,x,e
85   Persson(a,b,c,d,x,NuRange=e)
86   
87   if (V_Flag)
88   return -1
89   endif
90   
91   elseif (i==7)
92   prompt a, "Accessed via 
TPD#IPW(Variable,Variable,[NuRange=Variable,DeltaG=Variable])\n\nLogarithm
 of frequency factor (ln(\u03BD)): "
93   prompt c, "Variable frequency factor 
(ln(\u03BD_\u03B8=1-\u03BD_\u03B8=0); linear dependency): "
94   prompt d, "Choose to calculate \u0394E or \u0394G (1:\u0394G, everything 
else: \u0394E): "
95   DoPrompt "Enter Parameters for Persson Model", a,c,d
96   IPW(a,NuRange=c,DeltaG=d)
97   
98   if (V_Flag)
99   return -1
100   endif
101   
102   elseif (i==8)
103   prompt a, "Accessed via 
TPD#Albano(Variable,Variable,Variable,Variable,Variable,String)\n\nLogarit
hm of frequency factor (ln(\u03BD)): "
104   prompt b, "Desorption energy at zero coverage (\u0394E0): "
105   prompt c, "Dipole moment in D (\u03BC): "
106   prompt d, "Polarizability in \u00C5^3 (\u03B1): "
107   prompt e, "Number of molecules per m^2 in 1E18m^2 (Ns): "
108   prompt x, "List of coverages (divided by ;): "
109   DoPrompt "Enter Parameters for Persson Model", a,b,c,d,e,x
110   Albano(a,b,c,d,e,x)
111   
112   if (V_Flag)
113   return -1
114   endif
115   
116   else
117   print "Nothing selected. Now closing..."
118   return -1
119   endif
120   
121   prompt ContinueTPD, "Continue? (Yes: 1; No: Everything else)"
122   DoPrompt "Continue", ContinueTPD
123   while (ContinueTPD==1)
124   end
125   
126   //____________________________________________________________________________________
______________________________________________
127   
128   static function NormSpec(SpecNum, intbasis, tempbasis)
129   variable SpecNum
130   string intbasis, tempbasis
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131   
132   variable NumMono=0
133   variable MonoCov=1
134   prompt NumMono, "Select Spectrum to normalize to:"
135   prompt MonoCov, "Coverage of Selected Spectrum:"
136   DoPrompt "Number of Monolayer Spectrum", NumMono, Monocov
137   
138   if (V_Flag || NumMono<1 || NumMono>SpecNum || MonoCov<=0)
139   return -1
140   endif
141   
142   string intname, tempname, intname_old
143   variable i, Coverage
144   variable startposition_i = strsearch(intbasis, "1", 0)
145   variable startposition_t = strsearch(tempbasis, "1", 0)
146   
147   make /d /o /n=(SpecNum) Coverage_List
148   wave Coverage_List = Coverage_List
149   
150   intname = intbasis[0,startposition_i-1] + num2str(NumMono) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
151   tempname = tempbasis[0,startposition_t-1] + num2str(NumMono) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
152   
153   wave intwave = $intname
154   wave tempwave = $tempname
155   Coverage = areaxy(tempwave, intwave)/MonoCov
156   
157   for(i=1; i<=SpecNum; i+=1)
158   intname_old = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
159   wave intwave_old = $intname_old
160   intname = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]+"_ML"
161   tempname = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
162   duplicate /d /o intwave_old $intname
163   wave intwave = $intname
164   wave tempwave = $tempname
165   intwave /= coverage
166   Coverage_List[i-1] = areaxy(tempwave, intwave)
167   endfor
168   end
169   
170   //____________________________________________________________________________________
______________________________________________
171   
172   static function NormSpec_Multi(SpecNum, intbasis, tempbasis, masslist)
173   variable SpecNum
174   string intbasis, tempbasis, masslist
175   
176   variable NumMono=0
177   variable MonoCov=1
178   prompt NumMono, "Select Spectrum to normalize to:"
179   prompt MonoCov, "Coverage of Selected Spectrum:"
180   DoPrompt "Number of Monolayer Spectrum", NumMono, Monocov
181   
182   if (V_Flag || NumMono<1 || NumMono>SpecNum || MonoCov<=0)
183   return -1
184   endif
185   
186   string intname, tempname, intname_old
187   variable i,j, Coverage
188   variable startposition_i = strsearch(intbasis, "1", 0)
189   variable startposition_t = strsearch(tempbasis, "1", 0)
190   variable startmass = strsearch(intbasis, StringFromList(0,masslist), 0)
191   
192   make /d /o /n=(SpecNum) Coveragelist_total
193   wave Coveragelist_total = Coveragelist_total
194   duplicate /o Coveragelist_total Intensitylist_total
195   string auxwavename, auxwavename2, mass
196   
197   for(i=0; i<ItemsInList(masslist); i+=1)
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198   auxwavename = "Coveragelist_mass"+StringfromList(i, masslist)
199   duplicate /o Coveragelist_total $auxwavename
200   auxwavename = "Intensitylist_mass"+StringfromList(i, masslist)
201   duplicate /o Coveragelist_total $auxwavename
202   endfor
203   
204   for(i=1; i<=SpecNum; i+=1)
205   for(j=0; j<ItemsInList(masslist); j+=1)
206   mass = Stringfromlist(j, masslist)
207   intname = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1, startmass-1] + mass + 
intbasis[startmass+strlen(mass),strlen(intbasis)-1]
208   tempname = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
209   wave intwave = $intname
210   wave tempwave = $tempname
211   auxwavename = "Intensitylist_mass"+mass
212   wave auxwave = $auxwavename
213   auxwave[i-1] = areaxy(tempwave, intwave)
214   Intensitylist_total[i-1]+=auxwave[i-1]
215   endfor
216   endfor
217   
218   Coveragelist_total=Intensitylist_total*Monocov/Intensitylist_total[NumMono-1]
219   
220   for(i=1; i<=SpecNum; i+=1)
221   for(j=0; j<ItemsInList(masslist); j+=1)
222   mass = Stringfromlist(j, masslist)
223   intname_old = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1, startmass-1] + mass + 
intbasis[startmass+strlen(mass),strlen(intbasis)-1]
224   wave intwave_old = $intname_old
225   intname = intname_old + "_ML"
226   tempname = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
227   duplicate /D /o intwave_old $intname
228   wave intwave = $intname
229   wave tempwave = $tempname
230   auxwavename = "Intensitylist_mass"+mass
231   wave auxwave = $auxwavename
232   auxwavename2 = "Coveragelist_mass"+mass
233   wave auxwave2 = $auxwavename2
234   auxwave2[i-1] = 
auxwave[i-1]*Coveragelist_total[i-1]/Intensitylist_total[i-1]
235   intwave = intwave*Coveragelist_total[i-1]/Intensitylist_total[i-1]
236   endfor
237   endfor
238   end
239   
240   //____________________________________________________________________________________
______________________________________________
241   
242   static function Redhead(Prefac, templist)
243   variable Prefac
244   string templist
245   
246   make /d /o /n=(ItemsInList(templist)) Tpeak
247   wave Tpeak = Tpeak
248   make /d /o /n=(ItemsInList(templist)) Edes
249   wave Edes = Edes
250   
251   variable i, j, l
252   variable Tmax, aux, X, X_final, deviation, deviation_final
253   variable HeatingRate = 1 //K/s
254   variable accuracy, switcher, counter=0, threshold=1e-5
255   
256   for(i=0; i<ItemsInList(templist); i+=1)
257   Tmax = str2num(StringFromList(i, templist))
258   aux = ln(exp(Prefac)*Tmax/HeatingRate)
259   accuracy = 0.1
260   switcher = 1
261   deviation_final=0
262   l = 1
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263   do
264   for(j=l-5*accuracy; j<=l+5*accuracy;j+=accuracy)
265   X = aux*j //empirical: X is similar to ln(nu*T/beta) --> variing 
ln(nu*T/beta) with term between 0.5 and 1.5
266   deviation=abs(X-(aux-ln(X)))
267   if (deviation<deviation_final || deviation_final==0)
268   deviation_final=deviation
269   X_final=X
270   l=j
271   counter+=1
272   endif
273   endfor
274   
275   if(counter<=1 || l==1.0+5*accuracy)
276   print "Error in calculating of peak: ", i
277   return -1
278   endif
279   
280   if(deviation_final<=threshold)
281   switcher=0
282   endif
283   
284   accuracy/=10
285   while (switcher ==1)
286   
287   Tpeak[i]=Tmax
288   Edes[i]=X_final*R*Tmax
289   endfor
290   end
291   
292   //____________________________________________________________________________________
______________________________________________
293   
294   static function lnRTheta1([ROrder])
295   variable ROrder
296   ROrder = paramIsDefault(ROrder) ? 0 : ROrder
297   
298   wave xwave = temp
299   wave ywave = int
300   
301   duplicate /o ywave ResidualCoverage
302   duplicate /o ywave ROverTheta
303   duplicate /o ywave ROverThetaSquare
304   duplicate /o ywave ROverThetaZero
305   duplicate /o ywave ROverThetaOneHalf
306   duplicate /o ywave ROverThetaThreeHalf
307   duplicate /o xwave inverseTemp
308   
309   wave ResidualCoverage = ResidualCoverage
310   wave ROverTheta = ROverTheta
311   wave ROverThetaSquare = ROverThetaSquare
312   wave ROverThetaZero = ROverThetaZero
313   wave ROverThetaOneHalf = ROverThetaOneHalf
314   wave ROverThetaThreeHalf = ROverThetaThreeHalf
315   wave inverseTemp = inverseTemp
316   
317   variable i
318   
319   for (i = 0; i<numpnts(ResidualCoverage); i += 1)
320   ResidualCoverage[i] = areaxy(xwave, ywave,xwave[i],inf)
321   endfor
322   
323   inverseTemp = 1/xwave
324   
325   
326   
327   ROverTheta = ln(ywave/(ResidualCoverage))
328   ROverThetaSquare = ln(ywave/(ResidualCoverage)^2)
329   ROverThetaZero = ln(ywave)
330   ROverThetaOneHalf = ln(ywave/(ResidualCoverage)^0.5)
331   ROverThetaThreeHalf = ln(ywave/(ResidualCoverage)^1.5)
332   
333   if (ROrder!=0)
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334   duplicate /o ywave ROverThetaN
335   wave ROverThetaN = ROverThetaN
336   ROverThetaN = ln(ywave/(Residualcoverage)^ROrder)
337   Display ROverThetaZero, ROverThetaOneHalf, ROverTheta, ROverThetaThreeHalf, 
ROverThetaSquare, ROverThetaN vs inverseTemp 
338   else
339   Display ROverThetaZero, ROverThetaOneHalf, ROverTheta, ROverThetaThreeHalf, 
ROverThetaSquare vs inverseTemp 
340   endif
341   
342   
343   ModifyGraph rgb(ROverThetaZero)=(0,0,0), rgb(ROverTheta)=(0,0,65280);
344   ModifyGraph rgb(ROverThetaThreeHalf)=(0,39168,0);
345   ModifyGraph rgb(ROverThetaSquare)=(39168,13056,0)
346   
347   Legend/C/N=text0/S=3/A=MC
348   end
349   
350   //____________________________________________________________________________________
______________________________________________
351   
352   static function lnRTheta2(ROrder, SpecNum, intbasis, tempbasis)
353   variable ROrder, SpecNum
354   string intbasis, tempbasis
355   
356   variable i, j
357   variable startposition_i = strsearch(intbasis, "1", 0)
358   variable startposition_t = strsearch(tempbasis, "1", 0)
359   
360   string WaveTag
361   string XWaveTag
362   string waveTag_old
363   string XwaveTag_old
364   
365   for (i=1; i<=SpecNum; i+=1)
366   waveTag_old = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
367   XwaveTag_old = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
368   wave intwave_old = $wavetag_old
369   wave tempwave_old = $xwavetag_old
370   
371   WaveTag = "ln(r/Theta^n)_" + num2str(i)
372   XWaveTag = "1/T_" + num2str(i)
373   
374   duplicate /d /o intwave_old $WaveTag
375   duplicate /d /o tempwave_old $XWaveTag
376   duplicate /d /o intwave_old ResidualCoverage
377   
378   wave intwave = $WaveTag
379   wave tempwave = $XWaveTag
380   wave ResidualCoverage = ResidualCoverage
381   
382   for (j=0; j<numpnts(ResidualCoverage); j+=1)
383   ResidualCoverage[j] = areaxy(tempwave_old, 
intwave_old,tempwave_old[j],tempwave_old[numpnts(tempwave_old)-1])
384   endfor
385   
386   intwave =ln(intwave/(Residualcoverage^ROrder))
387   tempwave=1/tempwave
388   
389   if (i==1)
390   Display Intwave vs Tempwave
391   else
392   Appendtograph Intwave vs Tempwave
393   ModifyGraph offset($wavetag)={0,i*1.5}
394   endif
395   endfor
396   ModifyGraph margin(left)=85,margin(bottom)=70,margin(right)=28,margin(top)=28
397   ModifyGraph width=453.543,height=453.543
398   Label left "\\f01ln(\\f03r\\f01\\Bdes\\M/(\u0394E0^n) / ML/s)"
399   Label bottom "\\f011000 K/\\f03T"
400   ModifyGraph mirror=2,fSize=18,standoff=0
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401   ModifyGraph minor=1
402   end
403   
404   //____________________________________________________________________________________
______________________________________________
405   
406   static function CA(Coverage, SpecNum, intbasis, tempbasis)
407   variable coverage, SpecNum
408   string intbasis, tempbasis
409   
410   if (tpd#normspec(SpecNum, intbasis, tempbasis)!=-1)
411   intbasis += "_ML"
412   endif
413   
414   make /d /o /n=(SpecNum) LnInt, T_rez
415   
416   variable i, j
417   string intname, tempname
418   variable startposition_i = strsearch(intbasis, "1", 0)
419   variable startposition_t = strsearch(tempbasis, "1", 0)
420   variable currentcoverage
421   variable xstart, marker
422   
423   for(i=1; i<=SpecNum; i+=1)
424   intname = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
425   tempname = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
426   wave intwave = $intname
427   wave tempwave = $tempname
428   currentcoverage = areaxy(tempwave, intwave)
429   marker = 0
430   if (currentcoverage<1.05*coverage) //spectrum should be at least 5% higher 
than the threshold
431   LnInt[i-1]=NAN
432   T_rez[i-1]=NAN
433   else
434   j=-1
435   do
436   j += 1
437   xStart = tempwave[j]
438   currentcoverage = areaxy(tempwave, intwave, 
xStart,tempwave[numpnts(tempwave)-1])
439   if (currentcoverage < Coverage || xStart >= WaveMax(Tempwave))
440   marker = 1
441   endif
442   while (marker == 0 )
443   LnInt[i-1]=ln(1/3*(Intwave[j-1]+Intwave[j]+Intwave[j+1]))
444   T_rez[i-1]=1/(1/3*(Tempwave[j-1]+Tempwave[j]+Tempwave[j+1]))
445   endif
446   endfor
447   display /K=1 lnInt vs T_rez
448   ModifyGraph mode=4,marker=8,rgb=(0,0,0)
449   end
450   
451   //____________________________________________________________________________________
______________________________________________
452   
453   static function CA_Cov(SpecNum, intbasis, tempbasis)
454   variable SpecNum
455   string intbasis, tempbasis
456   
457   variable i, j
458   string intname, tempname, covname
459   variable startposition_i = strsearch(intbasis, "1", 0)
460   variable startposition_t = strsearch(tempbasis, "1", 0)
461   variable currentcoverage
462   variable xstart, marker
463   
464   for(i=1; i<=SpecNum; i+=1)
465   intname = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]




467   covname = "coverage_" + num2str(i)
468   wave intwave = $intname
469   wave tempwave = $tempname
470   duplicate /d /o intwave $covname
471   wave covwave = $covname
472   currentcoverage = areaxy(tempwave, intwave)
473   marker = 0
474   j=-1
475   do
476   j += 1
477   xStart = tempwave[j]
478   currentcoverage = areaxy(tempwave, intwave, 
xStart,tempwave[numpnts(tempwave)-1])
479   covwave[j]=currentcoverage
480   if (xStart >= WaveMax(Tempwave))
481   marker = 1
482   endif
483   while (marker == 0 )
484   if (i==1)
485   Display covwave vs tempwave
486   else
487   Appendtograph covwave vs Tempwave
488   endif
489   endfor
490   ModifyGraph rgb=(0,0,0)
491   end
492   
493   //____________________________________________________________________________________
______________________________________________
494   
495   static function LEA(SpecNum, intbasis, tempbasis)
496   variable SpecNum
497   string intbasis, tempbasis
498   
499   if (tpd#normspec(SpecNum, intbasis, tempbasis)!=-1)
500   intbasis += "_ML"
501   endif
502   
503   variable i
504   variable startposition_i = strsearch(intbasis, "1", 0)
505   variable startposition_t = strsearch(tempbasis, "1", 0)
506   
507   string WaveTag
508   string XWaveTag
509   string waveTag_old
510   string XwaveTag_old
511   
512   for (i=1; i<=SpecNum; i+=1)
513   waveTag_old = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
514   XwaveTag_old = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
515   wave intwave_old = $wavetag_old
516   wave tempwave_old = $xwavetag_old
517   
518   WaveTag = "ln(int)_" + num2str(i)
519   XWaveTag = "1/T_" + num2str(i)
520   
521   duplicate /d /o intwave_old $WaveTag
522   duplicate /d /o tempwave_old $XWaveTag
523   
524   wave intwave = $WaveTag
525   wave tempwave = $XWaveTag
526   intwave =ln(intwave)
527   tempwave=1/tempwave
528   
529   if (i==1)
530   Display Intwave vs Tempwave
531   else
532   Appendtograph Intwave vs Tempwave
533   ModifyGraph offset($wavetag)={0,i*1.5}
534   endif
D Program Code of Igor Modules
452
535   endfor
536   ModifyGraph margin(left)=85,margin(bottom)=70,margin(right)=28,margin(top)=28
537   ModifyGraph width=453.543,height=453.543
538   Label left "\\f01ln(\\f03r\\f01\\Bdes\\M / ML/s)"
539   Label bottom "\\f011000 K/\\f03T"
540   ModifyGraph mirror=2,fSize=18,standoff=0
541   ModifyGraph minor=1
542   end
543   
544   //____________________________________________________________________________________
______________________________________________
545   
546   static function Persson(Prefac, E0, Rep, Rel, coverageList, [NuRange])
547   //implement GA from HRV and loop for different Spectra
548   //implement Persson-Model in GA
549   variable Prefac, E0, Rep, Rel, NuRange
550   string coverageList
551   
552   NuRange = paramIsDefault(NuRange) ? 0 : NuRange
553   
554   variable TStart = 100
555   variable TStopp = 600
556   
557   make /d /n=40000 /o ResidualCoverage
558   SetScale /I x, TStart, TStopp, ResidualCoverage
559   
560   string waveTag
561   string XwaveTag 
562   
563   variable curveIndex
564   variable coverage
565   variable i
566   variable endIt = numpnts(ResidualCoverage)
567   variable dT = (TStopp-TStart)/endIt
568   variable dTheta
569   variable CurrentRate
570   variable order =1
571   variable heatingRate=1  
572   
573   //this is the calculation of the TPD curves
574   for (curveIndex = 0; curveIndex < ItemsInList(coveragelist); curveIndex += 1)
575   coverage = str2num(StringFromList(curveIndex,coverageList))
576   waveTag = "sample_" + num2str(coverage)
577   XwaveTag =  "sampleT_" + num2str(coverage)
578   duplicate /o ResidualCoverage $waveTag
579   duplicate /o ResidualCoverage $XwaveTag
580   wave Rate = $waveTag
581   wave Temp = $XwaveTag
582   Rate = 0
583   Temp = 0
584   ResidualCoverage[0] = coverage 
585   
586   for ( i = 0; i < endIt; i += 1 )
587   CurrentRate = 1/heatingRate*exp(Prefac+coverage*NuRange)*(coverage)^order\
588   *exp(-(E0-Rep*coverage-Rel*coverage^2)/(R*(TStart+i*dT)))
589   dTheta = CurrentRate * dT       
590   coverage -= dTheta
591   if (dTheta < 0)
592   break
593   endif
594   if ( i > 0 )
595   ResidualCoverage[i] = coverage
596   endif
597   Rate[i] = CurrentRate 
598   Temp[i] = TStart + i*dT
599   endfor
600   endfor
601   end
602   
603   //____________________________________________________________________________________
______________________________________________
604   
605   static function ExpFit(Prefac, E0, A, B, C coverageList, [NuRange])
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606   //implement GA from HRV and loop for different Spectra
607   //implement Persson-Model in GA
608   variable Prefac, E0, A, B, C, NuRange
609   string coverageList
610   
611   NuRange = paramIsDefault(NuRange) ? 0 : NuRange
612   
613   variable TStart = 100
614   variable TStopp = 600
615   
616   make /d /n=40000 /o ResidualCoverage
617   SetScale /I x, TStart, TStopp, ResidualCoverage
618   
619   string waveTag
620   string XwaveTag 
621   
622   variable curveIndex
623   variable coverage
624   variable i
625   variable endIt = numpnts(ResidualCoverage)
626   variable dT = (TStopp-TStart)/endIt
627   variable dTheta
628   variable CurrentRate
629   variable order =1
630   variable heatingRate=1  
631   
632   //this is the calculation of the TPD curves
633   for (curveIndex = 0; curveIndex < ItemsInList(coveragelist); curveIndex += 1)
634   coverage = str2num(StringFromList(curveIndex,coverageList))
635   waveTag = "sample_" + num2str(coverage)
636   XwaveTag =  "sampleT_" + num2str(coverage)
637   duplicate /o ResidualCoverage $waveTag
638   duplicate /o ResidualCoverage $XwaveTag
639   wave Rate = $waveTag
640   wave Temp = $XwaveTag
641   Rate = 0
642   Temp = 0
643   ResidualCoverage[0] = coverage 
644   
645   for ( i = 0; i < endIt; i += 1 )
646   CurrentRate = 
1/heatingRate*((1-coverage)*exp(Prefac)+coverage*exp(prefac+NuRange))*(cov
erage)^order\
647   *exp(-(E0-A*coverage-B*exp(coverage/C))/(R*(TStart+i*dT)))
648   dTheta = CurrentRate * dT       
649   coverage -= dTheta
650   if (dTheta < 0)
651   break
652   endif
653   if ( i > 0 )
654   ResidualCoverage[i] = coverage
655   endif
656   Rate[i] = CurrentRate 
657   Temp[i] = TStart + i*dT
658   endfor
659   endfor
660   end
661   
662   //____________________________________________________________________________________
______________________________________________
663   
664   static function IPW(nu, [NuRange, DeltaG])
665   variable nu, NuRange, DeltaG
666   
667   NuRange = paramIsDefault(NuRange) ? 0 : NuRange
668   DeltaG = paramIsDefault(DeltaG) ? 0 : DeltaG
669   
670   wave Rate = 'int'
671   wave Temp = 'temp'
672   
673   duplicate /o Rate Residualcoverage
674   wave ResCov = Residualcoverage
675   
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676   duplicate /o Rate DesorptionEnergy
677   wave Edes = Desorptionenergy
678   
679   variable coverage = areaxy(Temp, Rate)
680   variable HeatingRate = 1
681   variable dT = 1/numpnts(Temp)
682   variable i
683   ResCov[0] = coverage
684   
685   if(DeltaG!=1)
686   for (i=0; i<numpnts(Rate); i+=1)
687   Edes[i] = 
-R*Temp[i]*ln(Rate[i]*HeatingRate/((1-ResCov[i])*(exp(nu+Rescov[i]*NuRange
)*ResCov[i])))
688   if (i<numpnts(Rate)-1)
689   ResCov[i+1] = areaxy(Temp, Rate, Temp[i], inf)
690   endif
691   endfor
692   else
693   for (i=0; i<numpnts(Rate); i+=1)
694   Edes[i] = 
-R*Temp[i]*ln(Rate[i]*HeatingRate/((1.381*10^(-23)*Temp[i]/(6.626*10^(-34)
))*ResCov[i]))
695   if (i<numpnts(Rate)-1)
696   ResCov[i+1] = areaxy(Temp, Rate, Temp[i], inf)
697   endif
698   endfor
699   endif
700   
701   display Rate vs Temp
702   AppendToGraph/R Edes vs Temp
703   ModifyGraph rgb(DesorptionEnergy)=(0,0,0)
704   end
705   
706   //____________________________________________________________________________________
______________________________________________
707   
708   static function IPW2(Edes)
709   variable Edes
710   
711   wave Rate = 'int'
712   wave Temp = 'temp'
713   
714   duplicate /o Rate Residualcoverage
715   wave ResCov = Residualcoverage
716   
717   duplicate /o Rate Prefactor
718   wave prefac = Prefactor
719   
720   variable coverage = areaxy(Temp, Rate)
721   variable HeatingRate = 1
722   variable dT = 1/numpnts(Temp)
723   variable i
724   
725   ResCov[0] = coverage
726   
727   for (i=0; i<numpnts(Rate); i+=1)
728   prefac[i] = Rate[i]*HeatingRate/(rescov[i]*exp(-Edes/(R*Temp[i])))
729   if (i<numpnts(Rate)-1)
730   ResCov[i+1] = areaxy(Temp, Rate, Temp[i], inf)
731   endif
732   endfor
733   
734   display Rate vs Temp
735   AppendToGraph/R prefac vs Temp
736   ModifyGraph rgb(Prefactor)=(0,0,0), log(right)=1
737   end
738   
739   //____________________________________________________________________________________
______________________________________________
740   
741   static function Albano(Prefac, E0, Mu, Alpha, NsInput, coverageList)
742   variable Prefac, E0, Mu, Alpha, NsInput
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743   string coverageList
744   
745   variable TStart = 100
746   variable TStopp = 600
747   
748   make /d /n=40000 /o ResidualCoverage
749   SetScale /I x, TStart, TStopp, ResidualCoverage
750   
751   string waveTag
752   string XwaveTag 
753   
754   variable curveIndex
755   variable coverage
756   variable i
757   variable Edes
758   variable endIt = numpnts(ResidualCoverage)
759   variable dT = (TStopp-TStart)/endIt
760   variable dTheta
761   variable CurrentRate
762   variable order =1
763   variable heatingRate=1  
764   variable epsilon = 8.854E-12
765   variable Na = 6.022E23
766   variable Ns = NsInput*1E18
767   
768   //this is the calculation of the TPD curves
769   for (curveIndex = 0; curveIndex < ItemsInList(coveragelist); curveIndex += 1)
770   coverage = str2num(StringFromList(curveIndex,coverageList))
771   waveTag = "sample_" + num2str(coverage)
772   XwaveTag =  "sampleT_" + num2str(coverage)
773   duplicate /o ResidualCoverage $waveTag
774   duplicate /o ResidualCoverage $XwaveTag
775   wave Rate = $waveTag
776   wave Temp = $XwaveTag
777   Rate = 0
778   Temp = 0
779   ResidualCoverage[0] = coverage 
780   
781   for ( i = 0; i < endIt; i += 1 )
782   Edes = E0 - 
Na*(8.89*(mu*3.34E-30)^2*(coverage*Ns)^1.5)/(1000*epsilon*(1+8.89*Alpha*1e
-30*(coverage*Ns)^1.5)^2)
783   CurrentRate = 
1/heatingRate*exp(Prefac)*(coverage)^order*exp(-(Edes)/(R*(TStart+i*dT)))
784   dTheta = CurrentRate * dT       
785   coverage -= dTheta
786   if (dTheta < 0)
787   break
788   endif
789   if ( i > 0 )
790   ResidualCoverage[i] = coverage
791   endif
792   Rate[i] = CurrentRate 
793   Temp[i] = TStart + i*dT
794   endfor
795   endfor
796   end
797   
798   //____________________________________________________________________________________
______________________________________________
799   
800   static function PeakPicking() //no idea for this
801   print "PeakPicking currently not working."
802   end
803   
804   //____________________________________________________________________________________
______________________________________________
805   
806   static function TempCalib(a, b, SpecNum, Tempbasis, [Fit, Skip])
807   variable a, b, SpecNum, Fit, Skip
808   string tempbasis
809   
810   Fit = paramIsDefault(Fit) ? 1 : Fit
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811   Skip = paramIsDefault(Skip) ? 0 : Skip
812   
813   string tempname, tempname_old
814   variable i, j
815   variable startposition, start_aux, stepwidth
816   start_aux=0
817   
818   for(i=0; i<=Skip; i+=1)
819   startposition = strsearch(tempbasis, "1", start_aux)
820   start_aux=startposition+1
821   endfor
822   
823   for(i=1; i<=SpecNum; i+=1)
824   tempname_old = tempbasis[0,startposition-1] + num2str(i) + 
tempbasis[startposition+1,strlen(tempbasis)-1]
825   wave tempwave_old = $tempname_old
826   tempname = tempname_old+"_calib"
827   duplicate /d /o tempwave_old $tempname
828   wave tempwave = $tempname
829   setscale x, 0, numpnts(tempwave)-1, tempwave
830   
831   if(Fit==1)
832   CurveFit/W=2/Q=1 line, tempwave
833   wave coef = W_coef
834   stepwidth = 
(tempwave[numpnts(tempwave)-1]-tempwave[0])/(numpnts(tempwave)-1)
835   for(j=0; j<numpnts(tempwave); j+=1)
836   tempwave[j] = (j*coef[1]+coef[0])*b+a
837   endfor
838   else
839   tempwave = tempwave*b+a
840   endif
841   endfor
842   end
843   
844   //____________________________________________________________________________________
______________________________________________
845   
846   static function PlotGraph(SpecNum, StartSpec, Offset, Intbasis, Tempbasis)
847   variable SpecNum, StartSpec, Offset
848   string intbasis, tempbasis
849   
850   string intname, tempname
851   variable i
852   variable startposition_i = strsearch(intbasis, "1", 0)
853   variable startposition_t = strsearch(tempbasis, "1", 0)
854   
855   for(i=Specnum; i>=StartSpec; i-=1)
856   intname = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
857   tempname = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
858   wave intwave = $intname
859   wave tempwave = $tempname
860   AppendToGraph intwave vs tempwave
861   ModifyGraph offset($intname)={0,(i-Startspec)*Offset}
862   endfor
863   end
864   
865   //____________________________________________________________________________________
______________________________________________
866   
867   static function RevertWave(WaveStr)
868   string Wavestr
869   
870   wave originalwave=$wavestr
871   string wavetorevert = Wavestr+"_rev"
872   duplicate /d /o originalwave $wavetorevert
873   wave revert_wave = $wavetorevert
874   
875   variable i
876   for(i=0; i<numpnts(originalwave); i+=1)
877   revert_wave[i] = originalwave[numpnts(originalwave)-1-i]
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878   endfor
879   end
880   
881   //____________________________________________________________________________________
______________________________________________
882   
883   static function IntEnergy(Ywave, Xwave, [Invert])
884   string Ywave, Xwave
885   variable Invert
886   
887   Invert = paramIsDefault(Invert) ? 0 : Invert
888   
889   if (Invert!=0)
890   revertwave(Xwave)
891   xwave = xwave + "_rev"
892   revertwave(Ywave)
893   ywave = ywave + "_rev"
894   endif
895   
896   Integrate/METH=1 $(Ywave)/X=$(Xwave)/D=$(Ywave+"_INT")
897   
898   wave Temp = $(Ywave+"_INT")
899   duplicate /d /o Temp $"E_Int"
900   wave E_Int = $"E_Int"
901   wave Theta = $(Xwave)
902   E_Int /= Theta
903   end
904   
905   //____________________________________________________________________________________
______________________________________________
906   
907   static function SMP(Specnum, Intbasis, Tempbasis)
908   variable SpecNum
909   string intbasis, tempbasis
910   
911   variable i
912   variable startposition_i = strsearch(intbasis, "1", 0)
913   variable startposition_t = strsearch(tempbasis, "1", 0)
914   
915   string WaveTag
916   string XWaveTag
917   string waveTag_old
918   string XwaveTag_old
919   
920   for (i=1; i<=SpecNum; i+=1)
921   waveTag_old = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
922   XwaveTag_old = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
923   wave intwave_old = $wavetag_old
924   wave tempwave_old = $xwavetag_old
925   
926   WaveTag = "log(int)_" + num2str(i)
927   XWaveTag = "1/T_" + num2str(i)
928   
929   duplicate /d /o intwave_old $WaveTag
930   duplicate /d /o tempwave_old $XWaveTag
931   
932   wave intwave = $WaveTag
933   wave tempwave = $XWaveTag
934   intwave =log(intwave)
935   tempwave=1/tempwave
936   
937   if (i==1)
938   Display/T Intwave_old vs Tempwave
939   else
940   Appendtograph/T Intwave_old vs Tempwave
941   endif
942   endfor
943   make /N=50 /o invtemp
944   for(i=0;i<50;i+=1)
945   invtemp[i]=i*0.0005*2+0.0005
946   endfor
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947   make /T /N=50 /o temptext
948   temptext = num2str(round(1/invtemp))
949   AppendToGraph invtemp vs invtemp
950   ModifyGraph hideTrace(invtemp)=2
951   ModifyGraph userticks(bottom)={invtemp,temptext}
952   ModifyGraph margin(left)=113,margin(bottom)=70,margin(right)=28,margin(top)=70
953   ModifyGraph width=453.543,height=453.543
954   ModifyGraph log(left)=1
955   Label left "\\f01\\f03r\\f01\\Bdes\\M / ML/s"
956   Label top "\\f011000 K/\\f03T"
957   Label bottom "\\f03T\\f01 / K"
958   SetAxis/A/R top
959   SetAxis/A/R bottom
960   SetAxis/A left
961   ModifyGraph mirror(left)=2,fSize=18,standoff=0
962   ModifyGraph minor=1
963   end
964   end
965   
966   //____________________________________________________________________________________
_____________________________________________
967   
968   static function SimTPD(ROrder, Edes, Lin, Quad, Nu, Coverage, Hrate, Tstart, Tend, 
[Nuvar, Stepsize])
969   variable ROrder, Edes, Lin, Quad, Nu, Hrate, Tstart, Tend, Stepsize
970   string Coverage
971   variable Nuvar
972   Nuvar = paramIsDefault(NuVar) ? 0 : NuVar
973   Stepsize = paramIsDefault(Stepsize) ? 0.1 : Stepsize
974   make /d /n=((Tend-Tstart)*Hrate/Stepsize) /o rate //*10
975   make /d /n=((Tend-Tstart)*Hrate/Stepsize) /o temp //*10
976   string wave_rate, wave_temp
977   
978   variable i, j
979   variable Tstep = (Tend-Tstart)/(numpnts(rate)-1)
980   variable T = Tstart
981   variable R=0.008314, rescoverage
982   
983   for(j=1; j<=ItemsInList(Coverage); j+=1)
984   wave_rate="rate_"+num2str(j)
985   wave_temp="temp_"+num2str(j)
986   duplicate /d /o rate $wave_rate
987   duplicate /d /o temp $wave_temp
988   wave cur_rate = $Wave_rate
989   wave cur_temp = $wave_temp
990   rescoverage = str2num(StringFromList(j-1,coverage))
991   T=Tstart
992   for(i=0; i<numpnts(cur_rate); i+=1)
993   cur_rate[i] = 
rescoverage^Rorder*exp(Nu+NuVar*rescoverage)*exp(-(Edes-rescoverage*lin-re
scoverage^2*quad)/(R*T))/Hrate
994   if (resCoverage<0)
995   cur_rate[i]=0
996   elseif (cur_rate[i]*Tstep > 0)
997   resCoverage -= cur_rate[i]*Tstep
998   else
999   cur_rate[i]=0
1000   endif
1001   cur_temp[i] = T
1002   T += Tstep
1003   endfor
1004   endfor
1005   //killwaves rate, temp
1006   end
1007   
1008   //____________________________________________________________________________________
______________________________________________
1009   
1010   static function Ratio(Int1, Temp1, Int2, Temp2)
1011   string Int1, Temp1, Int2, Temp2
1012   wave Intwave1 = $Int1
1013   wave Tempwave1 = $Temp1
1014   wave Intwave2 = $Int2
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1015   wave Tempwave2 = $Temp2
1016   make /d /n=(numpnts(intwave1)) /o Ratios
1017   
1018   variable i
1019   for (i=0; i<numpnts(Intwave1); i+=1)
1020   Ratios[i]=areaxy(tempwave1, intwave1, tempwave1[i], inf)/areaxy(tempwave2, 
intwave2, tempwave2[i], inf)
1021   endfor
1022   end
1023   
1024   //____________________________________________________________________________________
______________________________________________
1025   
1026   static function SumNEXAFS(BaseString, NumSpec, [Start])
1027   string BaseString
1028   variable NumSpec, Start
1029   Start = paramIsDefault(Start) ? 1 : Start
1030   
1031   variable i
1032   string wNameF,wNameI, WaveTag
1033   
1034   for(i=Start; i<(Start+NumSpec); i+=1)
1035   wNameF = BaseString+num2str(i)+"_Flrscnc"
1036   wNameI = BaseString+num2str(i)+"_Ioncur"
1037   wave Fwave = $wNameF
1038   wave Iwave = $wNameI
1039   
1040   if(i==Start)
1041   WaveTag = BaseString + "_sum"
1042   duplicate /d /o Fwave $WaveTag
1043   wave SumWave = $WaveTag
1044   SumWave = Fwave/Iwave
1045   else
1046   Sumwave+=Fwave/Iwave
1047   endif
1048   endfor
1049   Sumwave/=WaveMax(Sumwave)
1050   //Sumwave/=NumSpec
1051   end
1052   
1053   //____________________________________________________________________________________
______________________________________________
1054   
1055   static function GA_TPD()
1056   //simtpd(1, 100*(1+enoise(0.3)), 20*enoise(0.5), 20*enoise(0.3), 
35*(1+enoise(0.3)), "1.0", 1, 100, 600)
1057   wave rate_1 = rate_1
1058   duplicate /o /d rate_1 testwave
1059   wave testwave = testwave
1060   wave wtemp = temp_1
1061   
1062   variable individuals = 1000
1063   variable generations = 2000
1064   variable mutationProbability = 0.1
1065   variable survivors = 0.20    //meaning the best x% are taken
1066   
1067   variable i,j,k,l
1068   variable Rows = numpnts(wtemp)
1069   variable heatingrate = 1.0 //get this later from input
1070   variable Tstart=wtemp[0]
1071   variable Tend=wtemp[numpnts(wtemp)-1]
1072   variable dT = (Tend-Tstart)/Rows
1073   variable coverage=1.0
1074   variable T, rescov
1075   make /d /n=(Rows) /o Rate
1076   wave Rate = Rate
1077   make /d /n=(Rows) /o Temperature
1078   wave Temperature = Temperature
1079   
1080   //we have three parameters for the optimization
1081   //set up genome
1082   make /d /n=(individuals) /o DesorptionEnergy
1083   wave E0 = DesorptionEnergy
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1084   
1085   make /d /n=(individuals) /o FrequencyFactor
1086   wave nu = FrequencyFactor
1087   
1088   make /d /n=(individuals) /o LinearE
1089   wave linE = LinearE
1090   
1091   make /d /n=(individuals) /o SquareE
1092   wave sqrE = SquareE
1093   
1094   make /d /n=(individuals) /o NuVariation
1095   wave NuVar = NuVariation
1096   
1097   make /d /n=(individuals) /o ROrder
1098   wave Rord = ROrder
1099   
1100   make /d /n=(individuals) /o Deviation
1101   wave deviation = Deviation
1102   
1103   make /d /n=(generations) /o errorOverGenerations
1104   wave errorOverGenerations = errorOverGenerations
1105   
1106   //the genes can take those values
1107   variable E0Low = 150 //Currently tested for Nt/Ag,Cu(111)
1108   variable E0Spread = 30
1109   
1110   variable nuLow=36
1111   variable nuSpread =4
1112   
1113   variable linELow=5
1114   variable linESpread =15
1115   
1116   variable sqrELow=0
1117   variable sqrESpread =5
1118   
1119   variable NuVarLow=0
1120   variable NuVarSpread =4.6
1121   
1122   variable ROrdLow=0.7
1123   variable ROrdSpread =0.6
1124   
1125   //populate with gene values
1126   for (i = 0; i < individuals; i += 1)
1127   E0[i] = E0Low + E0Spread * ( 0.5+enoise(0.5) )
1128   nu[i] = nuLow + nuSpread * ( 0.5+enoise(0.5) )
1129   linE[i] = linELow + linESpread * (0.5+enoise(0.5) )
1130   sqrE[i] = sqrElow + sqrESpread * (0.5+enoise(0.5) )
1131   NuVar[i] = NuVarLow + NuVarSpread * (0.5+enoise(0.5) )
1132   ROrd[i] = ROrdlow + ROrdSpread * (0.5+enoise(0.5) )
1133   //print E0[i], nu[i] 
1134   endfor
1135   
1136   //get its fitness and sort it
1137   
1138   variable errorSum
1139   
1140   // go through all individuals, and for each one get the error
1141   
1142   for ( i = 0; i < individuals; i += 1 )
1143   errorSum = 0
1144   
1145   Rate = 0
1146   Temperature = 0
1147   T=Tstart
1148   rescov=coverage
1149   
1150   for (l = 0; l < Rows; l += 1)
1151   Rate[l] = 
(1/heatingRate)*exp(nu[i]+NuVar[i]*rescov)*(rescov)^ROrd[i]*exp(-(E0[i]-li
nE[i]*rescov-sqrE[i]*(rescov^2))/(R*T))
1152   if (resCov<0)
1153   Rate[l]=0
1154   elseif (Rate[l]*dT > 0)
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1155   resCov -= Rate[l]*dT
1156   else
1157   Rate[l]=0
1158   endif
1159   Temperature[l] = T
1160   T += dT
1161   errorSum += abs(Rate[l] - testWave[l])
1162   endfor
1163   deviation[i] = errorSum
1164   endfor
1165   
1166   sort deviation, deviation, E0, nu, linE, sqrE, NuVar, Rord
1167   errorOverGenerations[0] = deviation[0]
1168   
1169   // generation 0 has finished now, start the next generations
1170   
1171   for ( k =1; k < generations; k += 1)
1172   variable randomParentIndex
1173   
1174   // set up the next generation 
1175   //now overwrite the not-fit part of the population with the offspring of the 
fit fraction
1176   
1177   for (j = ceil(survivors*individuals); j < individuals; j += 1)   //every 
index below survivors*individuals is untouched - the good ones are allowed 
to survive
1178   //draw a random index between 0 and floor(0.1*individuals) ... just take 
a value which was present in the fit population
1179   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1180   E0[j] = E0[randomParentIndex]
1181   //add a little mutation
1182   if ( ( 0.5+enoise(0.5) ) < mutationProbability)
1183   //E0[j] = (k < floor(generations/2)) * ( E0Low + E0Spread * ( 
0.5+enoise(0.5) ) ) + (k >= floor(generations/2))*(E0[j]*( 1 
+enoise(0.4) ) )
1184   E0[j] = E0Low + E0Spread * ( 0.5+enoise(0.5) ) 
1185   endif
1186   
1187   
1188   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1189   nu[j] = nu[randomParentIndex]
1190   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1191   //nu[j] = (k < floor(generations/2)) * (nuLow + nuSpread * ( 
0.5+enoise(0.5) ) ) +  (k >= floor(generations/2))*(nu[j]*( 1 
+enoise(0.4) ) )
1192   nu[j] =nuLow + nuSpread * ( 0.5+enoise(0.5) ) 
1193   endif
1194   
1195   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1196   linE[j] = linE[randomParentIndex]
1197   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1198   //linE[j] = (k < floor(generations/2)) * (linELow + linESpread * ( 
0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(linE[j]*( 1 
+enoise(0.4) ) )
1199   linE[j] = linELow + linESpread * ( 0.5+enoise(0.5)) 
1200   endif
1201   
1202   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1203   sqrE[j] = sqrE[randomParentIndex]
1204   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1205   //sqrE[j] = (k < floor(generations/2)) * (sqrELow + sqrESpread * 
(0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(sqrE[j]*( 1 
+enoise(0.4) ) )
1206   sqrE[j] = sqrELow + sqrESpread * (0.5+enoise(0.5)) 
1207   endif
1208   
1209   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1210   NuVar[j] = NuVar[randomParentIndex]
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1211   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1212   //NuVar[j] = (k < floor(generations/2)) * (NuVarLow + NuVarSpread * 
( 0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(NuVar[j]*( 1 
+enoise(0.4) ) )
1213   NuVar[j] = NuVarLow + NuVarSpread * ( 0.5+enoise(0.5)) 
1214   endif
1215   
1216   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1217   ROrd[j] = ROrd[randomParentIndex]
1218   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1219   //ROrd[j] = (k < floor(generations/2)) * (ROrdLow + ROrdSpread * 
(0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(ROrd[j]*( 1 
+enoise(0.4) ) )
1220   ROrd[j] = ROrdLow + ROrdSpread * (0.5+enoise(0.5))
1221   endif
1222   
1223   endfor
1224   //now analyze the new generation
1225   for ( i = 0; i < individuals; i += 1 )
1226   errorSum = 0
1227   
1228   Rate = 0
1229   Temperature = 0
1230   T=Tstart
1231   rescov=coverage
1232   
1233   for (l = 0; l < Rows; l += 1)
1234   Rate[l] = 
(1/heatingRate)*exp(nu[i]+NuVar[i]*rescov)*(rescov)^ROrd[i]*exp(-(E0[i
]-linE[i]*rescov-sqrE[i]*(rescov^2))/(R*T))
1235   if(resCov<0)
1236   Rate[l]=0
1237   elseif (Rate[l]*dT > 0)
1238   resCov -= Rate[l]*dT
1239   else
1240   Rate[l]=0
1241   endif
1242   Temperature[l] = T
1243   T += dT
1244   errorSum += abs(Rate[l] - testWave[l])
1245   endfor
1246   deviation[i] = errorSum
1247   endfor
1248   
1249   sort deviation, deviation, E0, nu, linE, sqrE, NuVar, Rord
1250   errorOverGenerations[k] = deviation[0]
1251   
1252   endfor
1253   
1254   
1255   // final number of generations reached,plot the best one
1256   Rate = 0
1257   Temperature = 0
1258   T=Tstart
1259   rescov=coverage
1260   
1261   for (l = 0; l < Rows; l += 1)
1262   Rate[l] = 
(1/heatingRate)*exp(nu[0]+NuVar[0]*rescov)*(rescov)^ROrd[0]*exp(-(E0[0]-linE[0
]*rescov-sqrE[0]*(rescov^2))/(R*T))
1263   if (resCov<0)
1264   Rate[l]=0
1265   elseif (Rate[l]*dT > 0)
1266   resCov -= Rate[l]*dT
1267   else
1268   Rate[l]=0
1269   endif
1270   Temperature[l] = T
1271   T += dT
1272   endfor
1273   print "E0 ", E0[0], "-  Nu ", nu[0], "-  LinE ", linE[0], "-  SquareE ", 
sqrE[0], "-  NuVar ", NuVar[0], "-  Order ", Rord[0]
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1274   
1275   end
1276   
1277   //____________________________________________________________________________________
______________________________________________
1278   
1279   static function GA_TPD_multi(Coveragelist)
1280   string Coveragelist
1281   
1282   variable individuals = 1000
1283   variable generations = 100
1284   variable mutationProbability = 0.75
1285   variable survivors = 0.15
1286   
1287   variable i,j,k,l
1288   variable heatingrate = 1.0
1289   variable Rows, Tstart, Tend, dT, coverage, T, rescov
1290   string wavetag, xwavetag
1291   
1292   make /d /n=(individuals) /o DesorptionEnergy
1293   wave E0 = DesorptionEnergy
1294   
1295   make /d /n=(individuals) /o FrequencyFactor
1296   wave nu = FrequencyFactor
1297   
1298   make /d /n=(individuals) /o LinearE
1299   wave linE = LinearE
1300   
1301   make /d /n=(individuals) /o SquareE
1302   wave sqrE = SquareE
1303   
1304   make /d /n=(individuals) /o NuVariation
1305   wave NuVar = NuVariation
1306   
1307   make /d /n=(individuals) /o ROrder
1308   wave Rord = ROrder
1309   
1310   make /d /n=(individuals) /o Deviation
1311   wave deviation = Deviation
1312   
1313   make /d /n=(generations) /o errorOverGenerations
1314   wave errorOverGenerations = errorOverGenerations
1315   
1316   variable E0Low =60
1317   variable E0Spread =10
1318   
1319   variable nuLow=34
1320   variable nuSpread =4
1321   
1322   variable linELow=0
1323   variable linESpread =30
1324   
1325   variable sqrELow=-10
1326   variable sqrESpread =20
1327   
1328   variable NuVarLow=0
1329   variable NuVarSpread =5
1330   
1331   variable ROrdLow=1.0
1332   variable ROrdSpread =0.0
1333   
1334   for (i = 0; i < individuals; i += 1)
1335   E0[i] = E0Low + E0Spread * ( 0.5+enoise(0.5) )
1336   nu[i] = nuLow + nuSpread * ( 0.5+enoise(0.5) )
1337   linE[i] = linELow + linESpread * (0.5+enoise(0.5) )
1338   sqrE[i] = sqrElow + sqrESpread * (0.5+enoise(0.5) )
1339   NuVar[i] = NuVarLow + NuVarSpread * (0.5+enoise(0.5) )
1340   ROrd[i] = ROrdlow + ROrdSpread * (0.5+enoise(0.5) )
1341   endfor
1342   
1343   variable errorSum
1344   variable curveIndex
1345   
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1346   for (curveIndex = 1; curveIndex <= ItemsInList(coveragelist); curveIndex += 1)
1347   coverage = str2num(StringFromList(curveIndex-1,coverageList))
1348   waveTag = "rate_" + num2str(curveIndex)
1349   XwaveTag =  "temp_" + num2str(curveIndex)
1350   wave testwave = $waveTag
1351   wave Temp = $XwaveTag
1352   
1353   Rows = numpnts(temp)
1354   Tstart=temp[0]
1355   Tend=temp[numpnts(temp)-1]
1356   dT = (Tend-Tstart)/Rows
1357   
1358   make /d /n=(Rows) /o Rate
1359   wave Rate = Rate
1360   make /d /n=(Rows) /o Temperature
1361   wave Temperature = Temperature
1362   
1363   for ( i = 0; i < individuals; i += 1 )
1364   errorSum = 0
1365   
1366   Rate = 0
1367   Temperature = 0
1368   T=Tstart
1369   rescov=coverage
1370   
1371   for (l = 0; l < Rows; l += 1)
1372   Rate[l] = 
(1/heatingRate)*exp(nu[i]+NuVar[i]*rescov)*(rescov)^ROrd[i]*exp(-(E0[i
]-linE[i]*rescov-sqrE[i]*(rescov^2))/(R*T))
1373   if (resCov<0)
1374   Rate[l]=0
1375   elseif (Rate[l]*dT > 0)
1376   resCov -= Rate[l]*dT
1377   else
1378   Rate[l]=0
1379   endif
1380   Temperature[l] = T
1381   T += dT
1382   errorSum += abs(Rate[l] - testWave[l])
1383   endfor
1384   deviation[i] += errorSum
1385   endfor
1386   endfor
1387   
1388   sort deviation, deviation, E0, nu, linE, sqrE, NuVar, Rord
1389   errorOverGenerations[0] = deviation[0]
1390   deviation = 0
1391   
1392   for ( k =1; k < generations; k += 1)
1393   variable randomParentIndex
1394   
1395   if(k==generations/2)
1396   print "Half Time!"
1397   endif
1398   
1399   for (j = ceil(survivors*individuals); j < individuals; j += 1)   
1400   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1401   E0[j] = E0[randomParentIndex]
1402   if ( ( 0.5+enoise(0.5) ) < mutationProbability)
1403   //E0[j] = (k < floor(generations/2)) * ( E0Low + E0Spread * ( 
0.5+enoise(0.5) ) ) + (k >= floor(generations/2))*(E0[j]*( 1 
+enoise(0.4) ) )
1404   E0[j] = E0Low + E0Spread * ( 0.5+enoise(0.5) ) 
1405   endif
1406   
1407   
1408   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1409   nu[j] = nu[randomParentIndex]
1410   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1411   //nu[j] = (k < floor(generations/2)) * (nuLow + nuSpread * ( 




1412   nu[j] =nuLow + nuSpread * ( 0.5+enoise(0.5) ) 
1413   endif
1414   
1415   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1416   linE[j] = linE[randomParentIndex]
1417   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1418   //linE[j] = (k < floor(generations/2)) * (linELow + linESpread * ( 
0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(linE[j]*( 1 
+enoise(0.4) ) )
1419   linE[j] = linELow + linESpread * ( 0.5+enoise(0.5)) 
1420   endif
1421   
1422   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1423   sqrE[j] = sqrE[randomParentIndex]
1424   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1425   //sqrE[j] = (k < floor(generations/2)) * (sqrELow + sqrESpread * 
(0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(sqrE[j]*( 1 
+enoise(0.4) ) )
1426   sqrE[j] = sqrELow + sqrESpread * (0.5+enoise(0.5)) 
1427   endif
1428   
1429   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1430   NuVar[j] = NuVar[randomParentIndex]
1431   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1432   //NuVar[j] = (k < floor(generations/2)) * (NuVarLow + NuVarSpread * 
( 0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(NuVar[j]*( 1 
+enoise(0.4) ) )
1433   NuVar[j] = NuVarLow + NuVarSpread * ( 0.5+enoise(0.5)) 
1434   endif
1435   
1436   randomParentIndex = floor( floor(survivors*individuals) * (0.5 + 
enoise(0.5)))
1437   ROrd[j] = ROrd[randomParentIndex]
1438   if ( ( 0.5+enoise(0.5) ) <  mutationProbability)
1439   //ROrd[j] = (k < floor(generations/2)) * (ROrdLow + ROrdSpread * 
(0.5+enoise(0.5)) ) +  (k >= floor(generations/2))*(ROrd[j]*( 1 
+enoise(0.4) ) )
1440   ROrd[j] = ROrdLow + ROrdSpread * (0.5+enoise(0.5))
1441   endif
1442   
1443   endfor
1444   
1445   for (curveIndex = 1; curveIndex <= ItemsInList(coveragelist); curveIndex += 1)
1446   coverage = str2num(StringFromList(curveIndex-1,coverageList))
1447   waveTag = "rate_" + num2str(curveIndex)
1448   XwaveTag =  "temp_" + num2str(curveIndex)
1449   wave testwave = $waveTag
1450   wave Temp = $XwaveTag
1451   
1452   Rows = numpnts(temp)
1453   Tstart=temp[0]
1454   Tend=temp[numpnts(temp)-1]
1455   dT = (Tend-Tstart)/Rows
1456   
1457   make /d /n=(Rows) /o Rate
1458   wave Rate = Rate
1459   make /d /n=(Rows) /o Temperature
1460   wave Temperature = Temperature
1461   for ( i = 0; i < individuals; i += 1 )
1462   errorSum = 0
1463   
1464   Rate = 0
1465   Temperature = 0
1466   T=Tstart
1467   rescov=coverage
1468   
1469   for (l = 0; l < Rows; l += 1)
1470   Rate[l] = 
(1/heatingRate)*exp(nu[i]+NuVar[i]*rescov)*(rescov)^ROrd[i]*exp(-(
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E0[i]-linE[i]*rescov-sqrE[i]*(rescov^2))/(R*T))
1471   if(resCov<0)
1472   Rate[l]=0
1473   elseif (Rate[l]*dT > 0)
1474   resCov -= Rate[l]*dT
1475   else
1476   Rate[l]=0
1477   endif
1478   Temperature[l] = T
1479   T += dT
1480   errorSum += abs(Rate[l] - testWave[l])
1481   endfor
1482   deviation[i] += errorSum
1483   endfor
1484   endfor
1485   
1486   sort deviation, deviation, E0, nu, linE, sqrE, NuVar, Rord
1487   errorOverGenerations[k] = deviation[0]
1488   deviation = 0
1489   endfor
1490   
1491   for (curveIndex = 1; curveIndex <= ItemsInList(coveragelist); curveIndex += 1)
1492   coverage = str2num(StringFromList(curveIndex-1,coverageList))
1493   waveTag = "rate_" + num2str(curveIndex)
1494   XwaveTag =  "temp_" + num2str(curveIndex)
1495   wave testwave = $waveTag
1496   wave Temp = $XwaveTag
1497   
1498   Rows = numpnts(temp)
1499   Tstart=temp[0]
1500   Tend=temp[numpnts(temp)-1]
1501   dT = (Tend-Tstart)/Rows
1502   
1503   make /d /n=(Rows) /o $(wavetag+"_GA")
1504   wave Rate = $(wavetag+"_GA")
1505   make /d /n=(Rows) /o $(Xwavetag+"_GA")
1506   wave Temperature = $(Xwavetag+"_GA")
1507   
1508   Rate = 0
1509   Temperature = 0
1510   T=Tstart
1511   rescov=coverage
1512   
1513   for (l = 0; l < Rows; l += 1)
1514   Rate[l] = 
(1/heatingRate)*exp(nu[0]+NuVar[0]*rescov)*(rescov)^ROrd[0]*exp(-(E0[0]-li
nE[0]*rescov-sqrE[0]*(rescov^2))/(R*T))
1515   if (resCov<0)
1516   Rate[l]=0
1517   elseif (Rate[l]*dT > 0)
1518   resCov -= Rate[l]*dT
1519   else
1520   Rate[l]=0
1521   endif
1522   Temperature[l] = T
1523   T += dT
1524   endfor
1525   endfor
1526   print "E0 ", E0[0], "-  Nu ", nu[0], "-  LinE ", linE[0], "-  SquareE ", 
sqrE[0], "-  NuVar ", NuVar[0], "-  Order ", Rord[0]
1527   
1528   end
1529   
1530   //____________________________________________________________________________________
______________________________________________
1531   
1532   static function Reducepoints(Specnum, intbasis, tempbasis, Pointsnum, [Startpoint])
1533   variable Specnum, pointsnum, Startpoint
1534   string intbasis, tempbasis
1535   Startpoint = paramIsDefault(Startpoint) ? 1 : Startpoint
1536   
1537   variable i, j
1538   variable startposition_i = strsearch(intbasis, num2str(Startpoint),0)
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1539   variable startposition_t = strsearch(tempbasis, num2str(Startpoint),0)
1540   
1541   string WaveTag
1542   string XWaveTag
1543   
1544   for(i=Startpoint; i<=SpecNum; i+=1)
1545   waveTag = intbasis[0,startposition_i-1] + num2str(i) + 
intbasis[startposition_i+1,strlen(intbasis)-1]
1546   XwaveTag = tempbasis[0,startposition_t-1] + num2str(i) + 
tempbasis[startposition_t+1,strlen(tempbasis)-1]
1547   averageTPD(WaveTag,XWaveTag,pointsnum)
1548   endfor
1549   end
1550   
1551   //____________________________________________________________________________________
______________________________________________
1552   
1553   static function averageTPD(yWaveTag, xWaveTag, numPointsRed)
1554   //This function reduces the numbers in a spectrum, consisting of the
1555   //two given waves, one for the energy and one for the intensity values
1556   //the output is a scaled wave, containing the intensity.
1557   // 3 points get averaged to one point. 
1558   //To start this function, you have to give a intensity and energy wave
1559   
1560   string xWaveTag
1561   string yWaveTag
1562   variable numPointsRed    //number of points for averaging e.g. 3
1563   
1564   
1565   variable SuitingLength, residual, i , newpoints
1566   variable oldStart, oldStep
1567   variable offsetFactor    //important for proper energy position
1568   string newYwaveTag
1569   
1570   newYwaveTag = yWaveTag + "_R"+num2istr(numPointsRed) //give a name to the new wave
1571   
1572   WaveStats /Q $yWaveTag  //get information about the input-wave
1573   
1574   if (V_npnts <= numPointsRed)
1575   print "not enough data points in the given wave, setting the number of 
points to average to 3"
1576   numPointsRed = 3
1577   endif
1578   
1579   residual = mod(V_npnts,numPointsRed)  //Modulo Division -- here is the residual
1580   SuitingLength = V_npnts - residual   //truncate to a number of points, dividable 
by numPoints
1581   
1582   newpoints = SuitingLength / numPointsRed  // number of points in the 'reduced' 
wave
1583   
1584   make /w /o /d /n = (newpoints)  $newYwaveTag  //create a new wave with the 
appropriate length
1585   //create waves, as kind of local variables
1586   //the next lines are crucial for the function of the script
1587   //do not get confused by the $ formalism , in doubt take look 
1588   //at the help-files
1589   wave refName = $newYwaveTag
1590   wave refOrigName = $yWaveTag 
1591   wave xrefOrigName = $xWaveTag
1592   
1593   //find the starting-energy and the size of the energy steps in the input spectrum
1594   oldStart = xrefOrigName[0]
1595   oldStep = xrefOrigName[1]- xrefOrigName[0]
1596   
1597   //start the calculation
1598   // look at the explanation at the file end, concerning the next few lines
1599   for ( i = 0; i< newpoints; i += 1)
1600   refName[i] =( sum (refOrigName,numPointsRed*i,numPointsRed*i + 
(numPointsRed-1)) )/numPointsRed
1601   endfor
1602   
1603   offsetFactor = (numPointsRed -1) / 2
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1604   SetScale /P x, oldStart+offsetFactor*oldStep, numPointsRed*oldStep, refName
1605   
1606   //draw the results //rename them properly for display
1607   duplicate /o /d refOrigName, yDuplWave
1608   duplicate /o /d xrefOrigName, xDuplWave
1609   duplicate /o /d refName, yDuplCor
1610   
1611   averageSingleTPD(xwavetag,numPointsRed)
1612   end
1613   
1614   //____________________________________________________________________________________
______________________________________________
1615   
1616   static function averageSingleTPD(WaveTag,numPointsRed)
1617   //This function reduces the number of points in a given wave
1618   // and creates a new wave with the averaged values of the input wave
1619   string WaveTag
1620   variable numPointsRed
1621   
1622   string newWaveTag
1623   variable SuitingLength, residual, i , newpoints
1624   variable oldStart, oldStep
1625   variable offsetFactor
1626   string DWave1Tag = "displayCurve1"
1627   string DWave2Tag = "displayCurve2"
1628   
1629   newWaveTag =  WaveTag  + "_R" + num2istr(numPointsRed)   //give a name to the 
new wave
1630   
1631   WaveStats /Q $WaveTag   //gather information about the 'input-wave'
1632   
1633   if (V_npnts <= numPointsRed)
1634   print "not enough data points in the given wave, setting the number of 
points to average to 3"
1635   numPointsRed = 3
1636   endif
1637   
1638   residual = mod(V_npnts,numPointsRed)  //Modulo Division -- here is the residual
1639   SuitingLength = V_npnts - residual   //truncate to a number of points that is 
dividable by 3
1640   newpoints = SuitingLength / numPointsRed  // number of points in the 'reduced' 
wave
1641   
1642   make /w /o /d /n = (newpoints)  /d $newWaveTag
1643   //create waves, as kind of local variables
1644   //the next lines are crucial for the function of the script
1645   //do not get confused by the $ formalism , in doubt take look 
1646   //at the help-files
1647   wave refName = $newWaveTag
1648   wave refOrigName = $WaveTag
1649   wave DispWave = $DWave1Tag
1650   wave DispWave2 = $DWave2Tag
1651   //find the old starting point, i.e. the respective energy value,
1652   //this is possible, because the wave originates from an igor text file
1653   //and the leftx() command the assigns to the calculated x-Axis value
1654   //in the case of a normal x-y file leftx(y) would give the point index of 
1655   //the first element, i.e. 0.
1656   oldStart = leftx(refOrigName)
1657   oldStep = deltax(refOrigName)
1658   
1659   
1660   //start the calculation
1661   for ( i = 0; i< newpoints; i += 1)
1662   refName[i] =( sum (refOrigName,pnt2x(refOrigName,numPointsRed 
*i),pnt2x(refOrigName,numPointsRed*i + (numPointsRed-1) )) ) / 
numPointsRed
1663   endfor
1664   //  ... huh, what a code mutant! This is hard stuff what does that mean?Look at 
the explanation at the file end
1665   //print pnt2x(refOrigName,0)     //uncomment this, to check the output
1666   
1667   
1668   
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1669   offsetFactor = (numPointsRed -1) / 2
1670   SetScale /P x, oldStart+offsetFactor*oldStep, numPointsRed*oldStep, refName
1671   
1672   
1673   duplicate /o  refOrigName, DispWave
1674   duplicate /o  refName, DispWave2
1675   end
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1   #pragma TextEncoding = "UTF-8"
2   #pragma rtGlobals=3 // Use modern global access method and strict wave access.
3   #pragma modulename = Import
4   
5   Menu "Macros"
6   "Load AES Spectra from TPD", Import#AES_TPD()
7   "Load Surveys from TPD", Import#Survey_TPD()
8   "Load NEXAFS Spectra from HIKE", Import#NEXAFS_HIKE()
9   End
10   
11   static function AES_TPD()
12       Variable refNum
13       String message = "Select one or more files"
14       String outputPaths
15       String fileFilters = "Data Files (*.txt,*.dat,*.csv,*.aes):.txt,.dat,.csv,.aes;"
16       fileFilters += "All Files:.*;"
17       String path, Exp_Name, ColumnInfoStr
18   
19       Open /D /R /MULT=1 /F=fileFilters /M=message refNum
20       outputPaths = S_fileName
21   
22       if (strlen(outputPaths) == 0)
23           Print "Cancelled"
24       else
25           Variable numFilesSelected = ItemsInList(outputPaths, "\r")
26           Variable i
27           for(i=0; i<numFilesSelected; i+=1)
28               path = StringFromList(i, outputPaths, "\r")
29               Printf "%d: %s\r", i, path
30               Exp_Name = path
31               Exp_Name = RemoveEnding(Exp_Name,".aes")
32               Exp_Name = 
Exp_Name[StrSearch(Exp_Name,":",strlen(Exp_Name)-1,3)+1,strlen(Exp_Name)-1
]
33               ColumnInfoStr = "N="+Exp_name+"_Enrg; N="+Exp_Name+"_Int;"
34               LoadWave/A/B=ColumnInfoStr/D/G path
35           endfor
36       endif
37   End
38   
39   static function NEXAFS_HIKE()
40       Variable refNum
41       String message = "Select one or more files"
42       String outputPaths
43       String fileFilters = "Data Files (*.txt,*.dat,*.csv):.txt,.dat,.csv;"
44       fileFilters += "All Files:.*;"
45       String path, Exp_Name, ColumnInfoStr
46   
47       Open /D /R /MULT=1 /F=fileFilters /M=message refNum
48       outputPaths = S_fileName
49   
50       if (strlen(outputPaths) == 0)
51           Print "Cancelled"
52       else
53           Variable numFilesSelected = ItemsInList(outputPaths, "\r")
54           Variable i
55           for(i=0; i<numFilesSelected; i+=1)
56               path = StringFromList(i, outputPaths, "\r")
57               Printf "%d: %s\r", i, path
58               Exp_Name = path
59               Exp_Name = RemoveEnding(Exp_Name,".txt")
60               Exp_Name = 
Exp_Name[StrSearch(Exp_Name,":",strlen(Exp_Name)-1,3)+1,strlen(Exp_Name)-1
]
61               ColumnInfoStr = "N="+Exp_name+"_Enrg; N="+Exp_Name+"_Ioncur; 
N="+Exp_Name+"_Samplecur; N="
62               ColumnInfoStr = ColumnInfoStr+Exp_Name+"_Ringcur; N="+Exp_Name+"_Flrscnc;"
63               LoadWave/A/B=ColumnInfoStr/D/G path
64           endfor
65       endif
66   End
67   




69   string str_int, str_mass, str_temp
70   prompt str_int, "Insert intensity wavename: "
71   prompt str_mass, "Insert mass wavename: "
72   prompt str_temp, "Insert temp wavename: "
73   DoPrompt "Enter Wavenames for Import", str_int, str_mass, str_temp
74   
75   wave intensity = $str_int
76   wave mass = $str_mass
77   wave temp = $str_temp
78   
79   variable i, j
80   variable massrange, massstart, massend
81   string wavetag, wavetag2, datafolder
82   
83   //datafolder = getdatafolder(1)
84   newdatafolder/O Surveys
85   newdatafolder/O TPDs
86   
87   massstart=mass[0]
88   massend=mass[numpnts(mass)-1]
89   massrange=numpnts(mass)/numpnts(temp)
90   
91   make /o /d /n=(massrange) int_integral
92   wave integral=int_integral
93   
94   make /o /d /n=(massrange, numpnts(temp)) intensity_2D
95   wave wave2D=intensity_2D
96   
97   for(i=0;i<(numpnts(intensity)/massrange); i+=1)
98   wavetag="survey_"+num2str(temp[i])+"_K"
99   make /o /d /n=(massrange) $wavetag
100   wave runwave=$wavetag
101   for (j=0;j<numpnts(runwave);j+=1)
102   runwave[j]=intensity[j+i*massrange]
103   integral[j]+=intensity[j+i*massrange]
104   wave2D[j][i]=intensity[j+i*massrange]
105   endfor
106   endfor
107   
108   make /o /d /n=(massrange) mzratio
109   for (j=0;j<numpnts(runwave);j+=1)
110   mzratio[j]=mass[j]
111   endfor
112   
113   for(i=0;i<massrange; i+=1)
114   wavetag="TPD_"+num2str(mzratio[i])+"_u"
115   make /o /d /n=(numpnts(temp)) $wavetag
116   wave runwave=$wavetag
117   for (j=0;j<numpnts(runwave);j+=1)
118   runwave[j]=wave2D[i][j]
119   endfor
120   endfor
121   end
122   
123   
D Program Code of Igor Modules
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