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ABSTRACT
The application of the wavelet transform in image processing is most frequently based on a separable construction.
Lines and columns in an image are treated independently and the basis functions are simply products of the
corresponding one dimensional functions. Such method keeps simplicity in design and computation, but is not
capable of capturing properly all the properties of an image. In this paper, a new truly separable discrete
multi-directional transform is proposed with a subsampling method based on lattice theory. Alternatively, the
subsampling can be omitted and this leads to a multi-directional frame. This transform can be applied in many
areas like denoising, non-linear approximation and compression. The results on non-linear approximation and
denoising show interesting gains compared to the standard two-dimensional analysis.
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1. INTRODUCTION
At the heart of many image processing tasks, there is an efficient image representation that can capture significant
information of an image in a compact form. Over the last decade or so, the wavelet transform has emerged as
the dominating tool in image processing. The success of the wavelet transform is mainly due to its ability to
characterize certain classes of signals with few transform coefficients.11 In particular, wavelets as time-frequency
localized bases are particularly suited to represent one dimensional (1-D) piecewise smooth functions.14 Piecewise
smooth signals are often encountered in practice (for example, one scan-line of an image).
In two dimensions (2-D), the situation is more open. Despite their widespread success in image processing,
wavelets are not adequate at representing images. In images, discontinuities are straight line or smooth curves.
The 2-D wavelet transform is a separable transform given by the tensor-product of two 1-D wavelets along the
horizontal and vertical directions. For this reason, this separable transform is good at isolating horizontal and
vertical edges, but it is not adequate at treating more complex discontinuities. This indicates that more powerful
image representations are needed.
A key insight on the construction of more efficient bases for image representations was provided by Cande´s
and Donoho.3, 4 They introduced the ridgelet and the curvelet transforms. The ridgelet transform is efficient
at representing 2-D functions made of two smooth regions divided by a straight line. The curvelet transform
can deal with more complex discontinuities. The curvelet transform is obtained by filtering the image and then
by applying a block ridgelet transform on each bandpass image. Both these transforms show the potential of
non-separable methods, but come at a price in terms of design and computational complexity. Indeed, ridgelets
and curvelets are defined in continuous spaces (e.g., in R2) and the construction of equivalent transforms in
discrete spaces is not trivial. For instance, the implementations of the curvelet transform proposed in9, 16 are
very redundant, therefore, of scarce interest in applications such as compression. Recall that in a redundant
transform, the number of transform coefficients is larger than the number of samples in the original image.
Other non-separable approaches, such as directional filter banks1, 8 or steerable pyramid15 suffer from similar
drawbacks. Some separable approaches have been made in19 but not on discrete spaces and the directional
transform proposed in12 is again overcomplete therefore of less interest for compression. Finally, the bandelet
representation proposed by Mallat and LePennec13 and the edge adapted multiscale transform of Cohen and
Matei5 require an edge detection step followed by an adaptive transform, for this reason these methods tend to
be complex.
In our approach, we wish to retain the simplicity of the separable wavelet transform, while realizing some
of the potential of non-separable schemes. The focus is on discrete framework that can lead to algorithmic
implementations. We introduce a discrete directional wavelet transform that acts much like a standard separable
transform but allows more directionalities. This can be done by introducing digital directions in discrete space.
Along these directions, it is then possible to apply the wavelet transform or the wavelet frame decomposition.
While the design of multi-directional frames is pretty straightforward,2 the construction of multi-directional
bases having good representation properties presents a more difficult challenge due to the subsampling.
In this paper, we use a lattice theory based method to define a new convenient directional subsampling
method. The proposed method considers each intersection of the digital lines and cosets produced by shifted
versions of a lattice as independent transform lines (called co-lines). The transform is still separable and it allows
many (much more than only two) transform directions. Moreover, the subsampling issue is solved simply and
clearly for a general combination of different angles.
The outline of the paper is as follows: In the next section, we introduce the notion of directional and multi-
directional transforms and presents some examples of multi-directional wavelet frames. Section 3 focuses on the
construction of multi-directional wavelet bases. In this section we show how the subsampling problem is solved
using lattice theory. In Section 4, we present some possible applications of this new transform. In particular, we
concentrate on non-linear approximation and denoising. Finally, we conclude in Section 5.
2. DIRECTIONAL TRANSFORMS AND FRAMES
The standard separable wavelet transform simply consists of two 1-D wavelet transforms along the horizontal and
vertical directions. Subsampling is first performed on columns and then on rows. The process is then iterated
on the transformed image. Notice that one can shift out the subsamplers in the decomposition obtaining in this
way a redundant transform. The directional transform we propose is still separable but we allow it to be taken
along more directions.
As a first step, we need to define directions in discrete spaces. We follow the definition of a discrete line given
in.2 The line is determined by its slope and shift by the following equation:
y[n] = bkx[n]c+ bBc (1)
where k = tan(θ) represents the slope and belongs to the range 0 ≤ k ≤ 1, and B represents the real-valued shift
parameter. This definition of a discrete line insures that each pixel in an image belongs exactly to one line for a
chosen slope. Lines with slopes out of the range may be obtained by symmetry or by rotating the space. This
gives access to a wealth of directions in Z2.
In our approach, one is free to choose any of the digital directions given in Eq. (1) and to apply the 1-D
wavelet transform (or any other one dimensional transform) along that direction. Moreover, the process can be
iterated and at each iteration one can choose a new direction. In particular, a one-directional wavelet transform
produces two subbands, where the high-pass subband does not contain any smooth object along the transform
direction. Then, one can iterate the process on one or on both subbands and can choose a different direction.
The process can be iterated several times and this leads to a multi-resolution decompositions along multiple
directions. Notice that according to the chosen 1-D transform and to the kind of iteration, one can obtain a
wide range of directional transforms that span from orthogonal/ biorthogonal transforms to frames. In the case
of multi-directional wavelet bases, the challenging part is in the subsampling step and this will be discussed in
more details in the next section.
Alternatively, one can avoid the subsampling by applying a 1-D wavelet frame on each chosen direction.
This leads to a multi-directional frame that can be used for instance as an efficient direction discriminator.
This is conceptually shown in Figure 1. Also, one can apply the 1-D wavelet transform along one direction
Figure 1. An example of an iterated directional transform with three directions equal to 00, 450 and 1350. Some of the
transformed images are omitted.
and then, rather than iterate the process on the transformed image, one can chose a new direction and apply
the corresponding directional wavelet transform on the original image again. The block diagram in Figure 2
illustrates this second kind of directional redundant transform. In Section 4.2, we show that this transform is
very useful in image denoising.
Figure 2. An example of a multi-directional wavelet frames. Each box represents a wavelet transform along the direction
αi, the union of all these transforms gives the directional wavelet frame.
An interesting property of these transforms is the following17, 18:
Proposition 1. Directional or multi-directional transforms when built on top of one-dimensional orthogonal
transforms or tight frames, again lead to orthogonal transforms or frames.
3. DIRECTIONAL AND MULTI-DIRECTIONAL BASES
To design the multi-directional wavelet basis, we need to use the concept of integer lattices. The subsampling
procedure will be explained in terms of these lattices.
A full rank integer lattice Λ consists of the set of points obtained by taking linear combinations of two linearly
independent vectors where both the components of the vectors and the coefficients are integers. Any integer
lattice Λ is always a sublattice of the ordinary cubic integer lattice Z2, that is Λ ⊂ Z2, and can be represented
by a (non-unique) generator matrix:
MΛ =
(
s11 s12
s21 s22
)
=
(
~v1
~v2
)
. (2)
The corresponding lattice Λ specified by the generator matrix MΛ is given by
Λ = {x : x = u1~v1 + u2~v2, ui ∈ Z, i = 1, 2}.
An example with MΛ =
(
2 1
0 1
)
is shown in Figure 3(a).
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Figure 3. (a) The initial cubic lattice is partitioned in two cosets of the lattice defined by M1 corresponding to shift
vectors ~c0 = (0, 0) and ~c1 = (1, 1), (b) the subsampled version is given by two cosets of the lattice defined by M
′′
1
(sublattice of M1) with the same shift vectors.
It can be shown from lattice theory7 that given an integer Λ with a generator matrix having determinant
det(MΛ), the cubic lattice Z
2 is partitioned into det(MΛ) cosets BΛ,cj = Λ+ cj , j = 0, . . . , | det(MΛ)| − 1, which
are shifted versions of the sublattice Λ.
In addition, call a set of pixels that belong to a digital line described by (1) as Lr,b. A co-line is defined as
the intersection of a coset and a digital line:
L˜Λ,cj ,r,b = Lr,b ∩BΛ,cj , r ∈ Q (3)
If MΛ is a generator matrix for Λ, then all the possible generator matrices for Λ are given by UMΛ where U
is a unimodular matrix, that is, a matrix with integer components and | det(U)| = 1.
Although in terms of lattice representation all generator matrices are equivalent, in terms of the way the
sampling procedure is performed, the row vectors of each particular generator matrix can be associated with the
digital directions along which the 1D filterings and subsampling will take place. Consider a lattice Λ1 generated
by a matrix MΛ1 =
(
s
(1)
11 s
(1)
12
s
(1)
21 s
(1)
22
)
. The slopes of the transform directions are defined as r1 = s
(1)
12 /s
(1)
11 and
r2 = s
(1)
22 /s
(1)
21 .
First we apply the one-dimensional wavelet transform along co-lines with slope r1 in all cosets, {L˜Λ1,cj,r1,b},
where j = 0, . . . , | detMΛ1 |− 1, b ∈ Z. Subsampling along that direction is done independently in each coset and
the set of kept points belongs to a sublattice defined by a new generator matrixM ′Λ1 =
(
2 ~v1
~v2
)
. Discarding each
second sample along each transform co-line secures a valid subsampling in the sense that perfect reconstruction
condition is satisfied. The process is continued in the same way along the second slope r2. The generator matrix
that describes a sublattice of pixels that survived the two sampling procedures is given by M ′′Λ1 =
(
2 ~v1
2 ~v2
)
=
2MΛ1 . The corresponding lattice Λ
′′
1 is clearly a sublattice of the initial one containing a quarter of the samples.
The corresponding example is shown in Figure 3(b).
The matrix 2MΛ1 produces four times more cosets. However, only the initial cosets should be kept. The
other three-quarters of the cosets represent the discarded samples.
The next iteration is obtained by using a lattice Λ2 which is in general a sublattice of Λ
′′
1 , that is Λ2 ⊆ Λ
′′
1 .
This means that any generator matrix for Λ2 is given by:
MΛ2 = T1 ·M
′′
Λ1 , T1 =
(
t
(1)
11 t
(1)
12
t
(1)
21 t
(1)
22
)
, t
(1)
ij ∈ Z (4)
The new pair of tangent coefficients is:
r3 =
t
(1)
11 s
(1)
12 + t
(1)
12 s
(1)
22
t
(1)
11 s
(1)
11 + t
(1)
12 s
(1)
21
and r4 =
t
(1)
21 s
(1)
12 + t
(1)
22 s
(1)
22
t
(1)
21 s
(1)
11 + t
(1)
22 s
(1)
21
.
In the case | det(T1)| = 1, then Λ2 = Λ
′′
1 and sampling along the digital lines with slopes r3 and r4 results
simply in a different resampling of Λ′′1 , which we call redirection step. After the subsampling, we will obtain
simply Λ′′2 = 2Λ
′′
1 .
If the resampling is not unimodular, (4) yields more cosets. Then, each coset that survived the previous
subsampling step is divided into | detT1| new cosets.
In total there are | detMΛ2 |/4 cosets that are to be processed independently in the second step. The step
involves two 1D filterings and subsamplings equivalently as in the first step, but along the new angles.
The iteration can be continued in a similar way as many times as desired. The redirection step can always
be applied on a subsampled version of the initial generator matrix MΛ1 . Indeed, consider the change from M
′′
Λ2
to MΛ3 . We have that:
MΛ3 = C ·M
′′
Λ2 = 2C ·MΛ2 = 4C · T1 ·MΛ1 = T2 · 4MΛ1
where C is an integer matrix and T2 = C · T1. In general the following holds:
MΛi+1 = Ti · 2
iMΛ1 . (5)
The tangent coefficients after each change are given by:
r2i−1 =
t
(i)
11 s
(1)
12 + t
(i)
12 s
(1)
22
t
(i)
11 s
(1)
11 + t
(i)
12 s
(1)
21
, r2i =
t
(i)
21 s
(1)
12 + t
(i)
22 s
(1)
22
t
(i)
21 s
(1)
11 + t
(i)
22 s
(1)
21
(6)
Using a concatenation of unimodular redirection steps is desirable in non-linear approximation of images, but
this constrains the choice of directions because we need to have that:
| detTi| = |t
(i)
11 t
(i)
22 − t
(i)
12 t
(i)
21 | = 1 (7)
However (6) and (7) together still allow a number of directions to be used. The following proposition gives the
good approximation property of our construction.
Proposition 2. Let {MΛi}
K
i=1 be generator matrices of a set of lattices {Λi}
K
i=1 which satisfy the nesting
property explained above. If 1D filterings and subsamplings are applied along the directions contained in the
matrices {MΛi}
K
i=1, then: a) perfect reconstruction can be achieved and b) concatenated operations of filtering
and subsampling along the different directions do not create directional interactions, that is, the samples that are
kept at each iteration are aligned along the next filtering and subsampling directions.
This avoidance of directional interaction is the crucial property to achieve good non-linear approximation.
4. APPLICATIONS
4.1. Non-linear approximation
It is widely accepted that a basis with good approximation properties is necessary to develop efficient compression
algorithms. If the dominant directions in an image are the horizontal and vertical directions, then the traditional
wavelet transform performs a good non-linear approximation of the image. However, it fails when other directions
are present in the image. The multi-directional basis we have presented in the previous section can efficiently
approximate a larger class of images. This is stated more precisely in the following proposition17:
Proposition 3. Consider a bilevel polygonal image of size N × N containing information along D different
directions. The best wavelet decomposition leads to a number of non-zero coefficients of the order O(kN), where
k is the number of lines in the image. The best decomposition with the multi-directional wavelet basis leads
to a number of non-zero coefficients of the order O(lk logD2 N), where l is the total number of cosets in the
decomposition.
Consider, for example, the two synthetic images given in Figure 4. The traditional wavelet transform performs
well in the first case and it is easy to see that the number of non-zero coefficients using a Haar wavelet and a
correct decomposition of the image is smaller than 4 log22N . In the second case, however, the standard wavelet
transform fails to represent the discontinuity at 450 and it attains a poor approximation (O(N)).
The multi-directional wavelet performs well in both cases. In particular in the second case, one can use a
lattice generated by the matrix MΛ =
(
2 0
1 1
)
, this gives two co-lines and an approximation of the order of
8 log22N .
(a) (b)
Figure 4. Two simple synthetic images.
A numerical comparison between the multi-directional approximation and the standard one is made on a
synthetic image shown in Figure 6(a). The proposed directional transform performs largely better than the
standard one as shown in Figure 6(b). The multi-directional method uses a wavelet decomposition along 00, 450,
900 and 1350 and some elements of the corresponding directional basis are shown in Figure 5.
(a) (b) (c) (d)
Figure 5. Some multi-directional scaling functions for an iteration of 450 and 1350. (a,b) An equal number of 450 and
1350 steps, (c) more steps along 450, (d) more steps along 1350.
(a) (b)
Figure 6. (a) The original synthetic image, (b) The results of non-linear approximation by the standard (the dotted line)
and the multi-directional method (the full line).
4.2. Denoising
In images, noise is usually removed by thresholding the coefficients obtained by the standard wavelet transform.10
The main advantage of this approach is its simplicity. In our method, we threshold the coefficients obtained by
a directional wavelet frame. Our algorithm is in spirit similar to cycle-spinning.6
We consider several different directions, for each direction we apply the corresponding directional wavelet
transform, hard-threshold the wavelet coefficients and invert the wavelet transform to obtain a denoised version
of the image. Finally, the different denoised versions of the image are averaged to obtain the final image. Figure 7
shows with a block diagram the proposed algorithm.
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Figure 7. Denoising with directional wavelet frames. The coefficients of each directional transform are thresholded, the
transform is inverted and the resulting denoised images are averaged.
Figure 8 shows an example of denoising of the image ’Cameraman’. The original image is affected by additive
Gaussian noise and both methods are applied. We can see that the new method which uses in this case forty
different directions largely outperform the classical algorithm.
5. CONCLUSIONS
Traditional image decomposition with wavelets involves only two directions. The method we have proposed
in this paper goes beyond this limitation and calculates separable wavelet transform along a set of different
directions. Simplicity and low computational complexity are still maintained. This new transform can be used
in many image processing applications. Very promising results have been shown in image denoising and non-linear
approximation.
(a) (b)
(c) (d)
Figure 8. Denoising of the image ’Cameraman’. (a) Original image, (b) noisy version (PSNR=19dB), (c) the denoised
image with standard undecimated wavelet transform (PSNR=22.46dB), (d) denoise with the directional wavelet frame
(PSNR=25.15dB).
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