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Abstract
Multi-dimensional Hawkes process (MHP) is a class of self and mutually exciting
point processes that find wide range of applications – from prediction of earthquakes
to modelling of order books in high frequency trading. This paper makes two
major contributions, we first find an unbiased estimator for the log-likelihood
estimator of the Hawkes process to enable efficient use of the stochastic gradient
descent method for maximum likelihood estimation. The second contribution is,
we propose a specific single hidden layered neural network for the non-parametric
estimation of the underlying kernels of the MHP. We evaluate the proposed model
on both synthetic and real datasets, and find the method has comparable or better
performance than existing estimation methods. The use of shallow neural network
ensures that we do not compromise on the interpretability of the Hawkes model,
while at the same time have the flexibility to estimate any non-standard Hawkes
excitation kernel.
1 Introduction
Hawkes processes Hawkes [1971] are temporal point processes in which the intensity depends on the
process history with an excitation mechanism. It is well-known for studying seismic events Ogata
[1999], financial analysis Filimonov and Sornette [2012], Bacry et al. [2015] and modelling social
interactions Crane and Sornette [2008], Blundell et al. [2012], Zhou et al. [2013]. In the field of
biology, it is used to study genomic events along DNA sequences Reynaud-Bouret et al. [2010]. MHP
has also been used to model crime Mohler et al. [2011] and study the pattern of civilian deaths in
Iraq Lewis et al. [2012]. The primary concern in modelling Hawkes process is the estimation of
link function or excitation kernel. A common practice has been to assume a parametric form of the
excitation kernel, the most common being exponential and power-law decay kernels, and then using
maximum likelihood estimation Ozaki [1979] to determine the optimal values of the parameters.
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Formally, the multi-dimensional Hawkes process is defined by a D-dimensional point process
Ndt , d = 1, . . . , D, with the conditional intensity for the d-th dimension expressed as,
λd(t) = µd +
D∑
j=1
∫ t
0
φdj(t− τ)dN jτ , (1)
where µd is the exogenous base intensity for the d-th node and is independent of the history. φdj ,
1 ≤ d, j ≤ D are called the excitation kernels that quantify the magnitude of excitation of the base
intensity µd of the d-th node over time due to the past events from node j. These kernel functions
are positive and causal (their support is within R+). Inferring a Hawkes process requires estimating
the base intensity µd and its kernels functions φdj , either by assuming a parametric form for the
kernels or in a non-parametric fashion. Recent developments focus on data-driven, non-parametric
estimations of MHP to capture the general shape of the kernel and increase flexibility of the model.
In general, the kernels φdj as well as the base intensity µd can be estimated by maximizing the
associated log-likelihood function. However, as will be discussed further in Section 3, the challenge
is that the log-likelihood function contains the integral of intensity function λd(t) that depends
on the values of the kernels over the whole time interval. In this paper we present an unbiased
estimator for the log-likelihood function of the MHP, which makes application of SGD for maximum
likelihood estimation straightforward. It should be noted that as the log-likelihood function for MHP
is usually non-convex in the parameter space, even for the basic exponential kernels, the SGD or
other optimization methods do not guarantee a global maximum. However, in our experiments we
observe that SGD, with ADAM, Kingma and Ba [2014], used for the adaptive learning rates, with
prescribed choice of initialization gets sufficiently close to the optimal parameters in few iterations.
The main contribution of the paper is development of a feed-forward neural network based non-
parametric approach to estimate the kernels of MHP. Specifically each excitation kernel of the MHP is
modelled as a separate feed-forward network with a single hidden layer. The weights of the different
networks are coupled with each other in the likelihood function and the optimal weights are then
determined using the batch SGD with objective to maximize the log likelihood. The choice of using
a shallow –a single hidden layered– neural network is to ensure that, on one hand a closed form for
the time integrated value of the excitation kernels can be obtained, while at the same time –by the
virtue of the universal approximation theorem– have the ability to approximate any excitation kernel
to arbitrary precision. In this paper we only consider the excitation effect of new arrivals, i.e. the
output of the excitation kernel ranges in R+, and a fixed base intensity. We test our model against
few state-of-the-art non-parametric estimation methods for MHP. The method is tested against both
synthetic as well as real data set. For real dataset we consider the high frequency data of buy and sell
market orders from Binance cryptoexchange. We find that the performance of our method, which we
call the Shallow Neural Hawkes (SNH) is comparable or better than benchmark models. We see a
distinct advantage of our approach, in comparison to the use of recurrent neural networks to model
MHP, as we do not lose the interpretability of MHP by recovering the underlying excitation kernels.
Another advantage our method is that a closed form expression for the integrated kernel functions is
obtained, which –for instance– histogram based non-parametric methods would require discrete time
approximations.
2 Related Work
In many real world applications the flexibility of Hawkes process is enhanced by the use of non-
parametric models. The first non-parametric model of one dimensional Hawkes processes was
proposed in Lewis and Mohler [2011] , based on ordinary differential equation (ODE). The first
extension of non-parametric kernels to multi-dimensional case was provided in Zhou et al. [2013].
They developed an algorithm to learn the decay kernels by using Euler-Lagrange equations for
optimization, in infinite dimensional functional space. Determined to model large amount of data,
a non-parametric method based on solving the Wiener-Hopf equation using a Gaussian quadrature
method was introduced in Bacry and Muzy [2014]. Motivated by the branching property of Hawkes
process Zhuang et al. [2002], an Expectation-Maximization(EM) algorithm was developed in Marsan
and Lengline [2008] for non-parametric estimation of decay kernel and background intensity.
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The methods close to our approach include the MEMIP (Markovian Estimation of Mutually Interact-
ing Processes) Lemonnier and Vayatis [2014] that makes use of polynomial approximation theory
and self concordant analysis to learn the kernels and the base intensities. While the non-parametric
models in (Lemonnier and Vayatis [2014]; Zhou et al. [2013]) represent excitation functions as
a set of basis functions, a guidance for the selection process of basis functions is provided in Xu
et al. [2016]. Both Xu et al. [2016] and Salehi et al. [2019] express the excitation kernels as sum
of Gaussian basis kernels, the former uses sparse group-lasso regularizer and is suitable for large
datasets, while the latter uses variational expectation-maximization and is suitable for a handful of
datasets. The approach presented in this paper is similar, as the excitation function is expressed as a
non-parametric function, specifically as exponential of sum of rectified linear units (ReLUs).
In a relatively new study of temporal point processes, the authors in Du et al. [2016] develop a
recurrent neural network to model point processes and learn influences from event history. The
authors in Mei and Eisner [2017] develop a novel continuous-time LSTM to model self-modulating
Hawkes processes. This setting can capture the exciting and inhibiting effects of past events on future
and allow the background intensity to take negative values corresponding to delayed response or
inertia of some events. Compared to the approach of expressing each excitation kernel as a neural
network, LSTM might be less desirable when there is a greater focus of the interpretability of the
MHP, for instance for learning the Granger causality graph. We also significantly simplify the SGD
formulation as compared to Mei and Eisner [2017], where one has to rely on simulations to obtain the
gradients, while in Du et al. [2016] numerical integration is needed to obtain the necessary gradients
of the log likelihood.
3 Preliminary Definitions
A D-dimensional MHP is a collection of D univariate counting processes Nd(t) , d = 1, . . . , D.
The realization of MHP over an observation period [0, T ) consists of a sequence of discrete events
S = {(tn, dn)}, where tn ∈ [0, T ) is the timestamp of the n-th event and dn ∈ {1, . . . , D} is the
label of corresponding dimension in which the event occurred. The conditional intensity process for
the d−th dimension is given by Equation 1. Often the Hawkes kernels are assumed to be exponential
function of the form φdj(t) = αdje−βdjt, and the base intensity µd is assumed to be constant. In this
paper we assume that φdj : R→ R+ can be an arbitrary continuous function while µd is a positive
constant.
We denote the parameters of the multi-dimensional Hawkes process in a matrix form as µ =
[µ1, . . . , µD]
> for the base intensity, and Φ = (φdj) for the excitation kernels. These parameters can
be estimated by optimizing the log-likelihood over the observed events that are sampled from the
process . The log-likelihood for model parameters Θ = {Φ,µ} of Hawkes process can be derived
from its intensity function (see for instance Rubin [1972],Daley and Vere-Jones [2007]) and is given
by,
L(Θ) =
D∑
d=1
(∫ T
0
log (λd(u)) dNd(u)−
∫ T
0
λd(s) ds
)
=
D∑
d=1
 ∑
(tn,dn)∈S
(log (λd(tn))1{dn = d})−
∫ T
0
λd(s) ds
 (2)
For the application of SGD we need an unbiased estimator for the gradient of L with respect to model
parameters. Obtaining an unbiased estimator for
∫ T
0
λd(s) ds is challenging. Mei and Eisner [2017]
use a simulation based approach for an unbiased estimate, while Yang et al. [2017] work with a
time-discretized version of L. Both these approaches are computationally intensive. We propose the
following as an unbiased estimator for the gradient of the log likelihood function L,
∇Θ
log(λdn(tn))− ∫ tn
t−n
µdn ds−
D∑
j=1
∫ T−tn
0
φjdn(s) ds
 , (3)
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where (tn, dn) ∈ S and t−n := max
tm
{tm|tm < tn ∧ dm = dn}, i.e. t−n is the timestamp of the event
that occurred just prior to the event at tn in node dn. The proof that the expression in Equation 3 is
an unbiased estimator of the gradient of L is provided in Appendix A.1. A challenge in efficiently
utilizing Equation 3 in the SGD method is that we need a closed form expression for computing∫
φdj(s) ds. When a parametric form for the excitation kernel is assumed, usually closed form
expression for this integral exists. In Appendix B.1 we present results for parameters inferred using
SGD for exponential kernels and find that the results are close to the true parameter values. However,
in the next section we present a non-parametric approach, which is general enough to infer any
continuous excitation kernel, and also has closed form expression for the integrated excitation kernel.
4 Proposed Model
A feed-forward network with a single hidden layer, sufficiently large number of neurons, and with
appropriate choice of activation function is known to be a universal approximator Hornik et al.
[1989]. We in the proposed method model each excitation kernel φdj(t), 1 ≤ d, j ≤ D of the MHP
using a separate feed-forward network with a single hidden layer. As we consider only excitation
kernels, the output of each of these neural networks should be in R+. The weights of the different
networks are coupled with each other in the likelihood function. We use the batch stochastic gradient
descent to maximize the log likelihood over the parameter space, where the unbiased estimates of
the gradient of the log-likelihood are obtained using Equation 3. For efficient calculation of the
gradient, as discussed in Section 3 ideally there should be a closed form expression for the time
integrated value of the approximated excitation kernel. Based on these criterion , a positive output for
the approximated excitation kernel and its integral with a closed form expression, we came up with a
specific architecture for our neural network.
In order to approximate φdj(t), 1 ≤ d, j ≤ D we use a feed-forward network φ̂dj : R→ R+ of the
form
φ̂dj := ψ ◦A2 ◦ ϕ ◦A1
where A1 : R→ Rp and A2 : Rp → R are affine functions of the form,
A1(x) = W1x+ b1 for x ∈ R, W1 ∈ Rp×1,b1 ∈ Rp,
and
A2(x) = W2x + b2 for x ∈ Rp, W2 ∈ R1×p, b2 ∈ R.
ϕ : Rj → Rj , j ∈ N is the component-wise ReLU activation function given by:
ϕ(x1, . . . , xj) := (max(x1, 0), . . . ,max(xj , 0)) ,
while ψ : R→ R+, is exponential function
ψ(x) := ex
With a choice of p neurons for the hidden layer, the dimension of the parameter space for the
network will be 3p+ 1. For a D-dimensional Hawkes process we would need D2 networks. Writing
W1 := [β1, . . . , βp]
>,W2 := [α1, . . . , αp], the approximate kernel can be written as:
φ̂dj(x) = exp
(
b2 +
p∑
i=1
αi max
(
βix+ b
i
1, 0
))
The choice of exponential function for the output layer is to ensure that the output is in R+ as required
by excitation kernels. As ReLU activation function is not a polynomial everywhere, the network will
be a universal approximator (Leshno et al. [1993]). The other advantage of this particular choice
of network architecture is that a closed form expression for
∫ t
0
φ̂dj(u) du can be readily evaluated,
and turns out to that it is a linear combination of φ̂dj , see Appendix A.2 for details. The optimal
parameters for the MHP, i.e. Θ = {Φ,µ}, where Φ is the set of weights of all the D2 networks, is
obtained using batch SGD, where we use ADAM for the adaptive learning rates.
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5 Experiments and Results
5.1 Synthetic Data
In this section we demonstrate the performance of the Shallow Neural Hawkes model by fitting
various forms of kernels and by weighing it against state-of-the-art non-parametric models, including
EM method given in Lewis and Mohler [2011] and Wiener-Hopf (WH) model described in Bacry
and Muzy [2014]. All simulations are performed using the thinning algorithm described in Ogata
[1981]. We also use large set of tools from the tick library, Bacry et al. [2017], that facilitates efficient
parametric and non-parametric estimations. Here we examine the univariate case of Hawkes process,
followed by the bivariate case.
5.1.1 Univariate Case
First, we simulate univariate Hawkes process for widely used forms of kernels, namely
Exponential kernel: φ(t) = αe−βt (4)
Power Law kernel: φ(t) = α(δ + t)−β (5)
Next, we verify the performance of the Shallow Neural Hawkes model on a rectangular kernel given
by,
φ(t) =
αβ, if δ < t < δ +
1
β
0, otherwise
(6)
Experiment setup : For the exponential kernel simulation, we use parameters [α, β, µ] = [1, 4, 0.05],
for a period of [0, 60000) and we get NT = 3972 events. Similarly, for the simulation of power law
kernel, we use parameters [α, β, δ, µ] = [1, 4, 1, 0.05], for a period of [0, 60000] and get NT = 4442
events. We use 100 neurons for each kernel and the initial weights are drawn from uniform distribution
in the range of [0, 0.5]. In all our initializations we find that positive weights for the inner layer and
negative weights for the outer layer helps in faster convergence of the algorithm. This initial setting
is common to all experiments in this paper. We use ADAM optimizer Kingma and Ba [2014], set the
batch size to 50 and employ varied learning rates for the parameters of the inner and the outer layer.
We find by default using a learning rate of 10−2 for the outer layer and 10−5 for the inner layer, and
10−3 for µ gives reasonably good results. We train the network up to 30 epochs.
The rectangular kernels are simulated using parameters [α, β, δ, µ] = [0.7, 0.4, 1, 0.05], for a period
of [0, 60000] and we get NT = 10196 events. Implementation details for the SNH model is similar
to the above setting. The learning rate for outer layer is 10−2, for inner layer is 5× 10−4 and for µ
is 10−3. The model is trained for 30 epochs. When the excitation kernels are smooth we find using
smaller learning rates for the inner layer can significantly improve the convergence, although for
kernels with inflection points (like the rectangular kernel) a relatively higher learning rate for the
inner layer helps. For all the cases we find that using a higher learning rate for the output layer in
comparison to the learning rate for the input layer helps in faster convergence.
The learned kernels from the Shallow Neural Hawkes model are then compared to kernels determined
by the parametric sum of exponential kernels method, non-parametric EM and WH model, as shown
in Figure 1. These models are implemented using the tools provided in tick library Bacry et al.
[2017].For the non-parametric EM estimation, we choose the kernel support as 5 and kernel size
of 20. For the WH method, we set the number of quadratures as 50 and use linear sampling for
exponential kernels. However, the linear sampling method performs poorly in the case of power law
kernel and rectangular kernel, hence we use the semi-log sampling approach with maximum kernel
support of 1000 and maximum lag as 100. The next section provides a detailed description of the
observations.
Experiment results : First, we compare the performance of non-parametric models based on the
kernel estimation approach. The EM model is a histogram based estimator with discrete function
kernel, whose performance critically depends on the choice of bins. WH model also has a strong
dependancy on the choice of grid in the kernel estimation process Morzywolek [2015] . On the
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 1: Synthetic data experiment results for univariate Hawkes processes
(a) The estimated Exponential kernel (b) The estimated error for Exponential kernel (c) The convergence plot of
Negative Log-likelihood for Exponential kernel estimation in SNH model (d) The estimated Power Law kernel
(e) The estimated error for Power Law kernel (f) The convergence plot of Negative Log-likelihood for Power
Law kernel estimation in SNH model (g) The estimated rectangular kernel (h) The estimated error for rectangular
kernel (i) The convergence plot of Negative Log-likelihood for rectangular kernel estimation in SNH model
contrary, the Shallow Neural Hawkes model provides a continuous function kernel and does not rely
on the range of kernels, a vital advantage of the model.
From a visual assessment of the kernel estimation plot in 1 , it is evident that the Shallow Neural
Hawkes model outperforms the former models in the exponential and power law kernel estimation
and exhibits a finer performance in the case of the rectangle kernel. Next on the evaluation metrics,
we plot the L1 error, defined as |φ− φest|, between the true and estimated kernels of all the models
in comparison, refer Figure1. We observe that the error is consistently significantly lower in the
case of Shallow Neural Hawkes. Figure1 also shows the convergence of the system, the negative
log-likelihood estimated in the Shallow Neural Hawkes model reaches the true negative log-likelihood
precisely within 10 epochs. We have verified that speed of convergence is higher for larger sample
periods.
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(a) (b)
Figure 2: Synthetic data experiment results for bivariate Hawkes processes with random kernels
(a) The estimated random kernels (b) The estimated error for random kernels
5.1.2 Bivariate Case
We simulate bivariate Hawkes processes for the exponential and power-law kernels using tick library,
the complete experimental setup and results are discussed in the Appendix B.2. In this section, we
define some random kernels to test the performance of the Shallow Neural Hawkes model, this helps
us understand the versatility of our model.
Experiment setup : The random kernels are simulated using the TimeFunction class from tick
library, it uses several types of interpolation to determine the function value between two points on
[0,∞) Bacry et al. [2017]. The kernel function φ(0,0)(t) is defined using x = [0, 1, 1.5, 2., 3.5], y =
[0, 0.2, 0, 0.1, 0.] and the y-values are extended to the right. Next, we have φ(0,1)(t) =
sin(t)
4
for 0 <
t < T . We then generate a zero kernel φ(1,0)(t) = 0. Finally, we simulate a random form kernel
for φ(1,1)(t) using x = [0., .7, 2.5, 3., 4.] and y = [.3, .03, .03, .2, 0.]. The baseline values are set at
µ = [0.05, 0.05]. To recover the random kernels using SNH model, we use the same network setting
as above with the learning rate for the inner layer set to 5 × 10−4. We train the network for 100
epochs.
Experiment results : Here we discuss the performance of the SNH model on random kernels,
as shown in Figure 2. We see that the kernel setting in φ0,0(t) is highly disadvantageous to the
SNH model. However, the EM model exhibits an impressive performance in fitting φ0,0(t), while
the WH struggles to capture this function. In the case of kernels φ0,1(t), φ1,0(t), φ1,1(t), the SNH
model achieve better results when compared to other models and this serves as proof that our can be
applicable to a diverse class of non-parametric Hawkes processes.
Finally, we have verified that the SNH model accurately recovers the baseline values in both, univariate
and bivariate case of Hawkes processes.
5.2 Real Data
A growing literature is dedicated to study the application of point processes to high frequency financial
data. In particular, due to the correlated and clustered nature of trading activity, Hawkes processes
are used to model trade arrival dynamics. A continuous time bivariate Hawkes process was used for
modelling the arrival times of market sell and buy orders in Bowsher [2007]. Recently, a bivariate
Hawkes process was proposed in Bacry et al. [2013] to model the variations of asset prices and study
the signature plot and the Epps effect. In this paper, we investigate the performance of the Shallow
Neural Hawkes model on arrival data for buy and sell bitcoin market orders on the Binance exchange.
Experiment setup : We use the bitcoin data, traded in the Binance cryptocurrency exchange. The
full dataset consists of 120000 intraday market orders, as recorded on 08 May 2020 covering the
period between 6.45 PM to 10.55 PM (UTC), with corresponding volume and timestamps rounded to
7
nearest second. The dataset was cleaned to include only unique market orders, as a particular market
order might require several limit orders to full fill the demanded volume; with each recorded as a
separate trade with a common market order id.
A bivariate analysis is performed jointly on the buy and sell trade data, to learn the interactions
between them. For the SNH network architecture, we use the same initial settings as in the synthetic
data instance. We set a learning rate of 10−2 for the outer layer, for the inner layer we use a learning
rate of 10−3, and for µ a learning rate of 10−3. With NTsell +NTbuy = 83574, we train the network in
30 epochs.
To facilitate comparison with standard models, we perform non-parametric analysis on the bitcoin
dataset using EM and WH models. For the EM estimation, we choose the kernel support as 6 and
kernel size of 100. For the WH method, we set the number of quadratures as 200.
Experiment results : In Figure 3, we plot the kernels estimated by SNH, EM and WH methods. It is
evident that the two events are not mutually exciting, but exhibit self exciting behaviour. The negative
log-likelihood values recorded from the SNH, EM and WH models are -40143, -33127, and -29698
respectively. The SNH model achieves competitive negative loglikelihood when compared to EM
and WH models. We also perform a k-fold cross validation to compare the three models on limited
samples of data, with negative log-likelihood used as an evaluation metric (see Appendix B.3 for
more details). The WH method exhibits consistently poor results while the performances of EM and
SNH methods are comparable.
6 Conclusion
We have developed a non-parametric kernel estimation method for the MHP, which we call the
Shallow Neural Hawkes. The SNH models the excitation kernel as a feed-forward network with a
single hidden layer. To ensure that we can efficiently determine the optimal parameters using the SGD,
and that the kernels are excitation kernels, we arrive at a specific architecture for the network. The
excitation kernel then translates to an exponential of sum of ReLU functions. The parameters of the
network are obtained using a batch SGD with log-likelihood as the objective to maximize. We provide
an unbiased estimator for the gradient of the log-likelihood function required for efficient application
of SGD. The method is tested with both synthetic and real data set. The real data set consists of
tick-by-tick buy and sell market orders for bit-coins on binance crypto-currency exchange. The
performance of our method is consistently comparable with the best in all the examples considered.
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A Derivation of Expressions
A.1 Unbiased gradient estimator for the log likelihood function of MHP
We want to determine an unbiased estimator for the gradient of the log-likelihood function for MHP.
L(Θ) =
D∑
d=1
(∫ T
0
log (λd(u)) dNd(u)−
∫ T
0
λd(s) ds
)
=
D∑
d=1
 ∑
(tn,dn)∈S
(log (λd(tn))1{dn = d})−
∫ T
0
λd(s) ds
 (7)
Let {td1, . . . , tdNTd }, be the ordered arrival times for the nodes d = 1, . . . , D. We first focus on the
integral of the intensity with respect to time.
∫ T
0
λd(s) ds =
∫ T
0
(
µd +
∑
tn<s
φddn(s− tn)
)
ds (8)
=
∫ T
0
µd ds+
∫ T
0
(∑
tn<s
φddn(s− tn)
)
ds (9)
We can write the first part of the integral as∫ T
0
µd ds =
∑
tdn<T
∫ tdn
tdn−1
µd ds (10)
The second part of the expression in Equation 9 can be written as follows
∫ T
0
∑
tn<s
φddn(s− tn) ds =
∑
(tn,dn)∈S
∫ tn+1
tn
∑
tm<tn
φddm(s− tm) ds, (11)
=
∑
(tn,dn)∈S
∫ T
tn
φddn(s− tn) ds, (12)
=
∑
(tn,dn)∈S
∫ T−tn
0
φddn(s) ds, (13)
=
D∑
j=1
∑
tji<T
∫ T−tji
0
φdj(s) ds (14)
where the first equality is from partitioning the interval [0, T ) by the arrival times, the second equality
comes from the fact that the term φddn(s − tn) will appear in all integral partitions greater than
tn, while the third equality is obtained by a basic change of variable. The final equality is a basic
rearrangement of terms.
Finally, we use the following relation obtained from the rearrangement of the terms
D∑
d=1
D∑
j=1
∑
tji<T
∫ T−tji
0
φdj(s) ds =
D∑
d=1
D∑
j=1
∑
tdi<T
∫ T−tdi
0
φjd(s) ds (15)
Substituting Equation 15 and 10 into Equation 7 gives us:
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L(Θ) =
D∑
d=1
∑
tdn<T
log (λd(tdn))− ∫ tdn
tdn−1
µd ds−
D∑
j=1
∫ T−tdn
0
φjd(s) ds

Therefore gradient of L is:
∇ΘL(Θ) =
D∑
d=1
∑
tdn<T
∇Θ
log (λd(tdn))− ∫ tdn
tdn−1
µd ds−
D∑
j=1
∫ T−tdn
0
φjd(s) ds
 ,
which gives us the unbiased estimator of Equation 3.
A.2 Integrated shallow excitation kernel
As described in Section 4 SNH models each excitation kernel φdj(t), as
φ̂dj(t) = exp
(
b2 +
p∑
i=1
αi max
(
βix+ b
i
1, 0
))
,
where p is the number of neurons used in the hidden layer. The unbiased estimator in Equation 3
requires us to compute the gradient of the integrated excitation kernel, i.e.
∫ t
0
φdj(s) ds.
We here provide the expression for the integrated φ̂dj(t). Let {s1 ≤ s2 ≤ · · · ≤ sp} be the sorted set
inflection points for the p neurons, where we define the inflection point of the ith neuron as,
xi = − b
i
1
βi
.
Let 0 ≤ sl ≤ · · · ≤ su ≤ T, where 1 ≤ l ≤ u ≤ p be the largest subsequence of the sorted inflection
points, i.e. all the inflection points that lie in the range [0, T ]. Then,
∫ t
0
φ̂dj(s) ds =
∫ sl
0
φ̂dj(s) ds+ · · ·+
∫ T
su
φ̂dj(s) ds (16)
Equation 16 can be easily solved, as between two consecutive sorted inflection points , 0 < sm <
sn < T, ∫ sn
sm
φ̂dj(s) ds =
1∑p
i=1 αiβi1
{
limx→s−n βix+ b
i
1 > 0
} (φ̂dj(sn)− φ̂dj(sm))
B Additional Results
B.1 Parameter estimation for MHP using SGD
We here report the results of parameter estimation for Hawkes processes with exponential kernel using
the batch SGD where the gradient is computed using the unbiased estimator described in Equation 3.
As the log-likelihood function is non-convex in the parameter space for the exponential kernel, most
common methods fix the value of decay β and optimize upon the adjacency α. We find that with
batch SGD, with ADAM used for adaptive learning rates we get fairly good results in few iterations.
Table 1 shows the parameters estimated using SGD from simulated timestamps for different choices
of true parameter values of a one dimensional exponential Hawkes process. The simulation is done
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µ α β Actual Parameters
(se) (se) (se)
1.012 0.498 2.005 [1,0.5,2]
(0.044) (0.0211) (0.208)
2.05 3.07 9.57 [2,3,10]
(0.051) (0.037) (0.32)
0.489 186.1 585.38 [0.5,200,600]
(0.0128) (5.68) (10.24)
Table 1: Estimated mean values of µ, α and β for univariate Hawkes simulated data.T The actual
parameters are in order [µ, α, β ]
with T set to 5000. We use a learning rate of 0.01, a batch size of 32, and parameter values initialized
using uniform random between 0 and 1.
Table 2 shows the parameter values estimated for a bivariate Hawkes Process. The choice of hyper-
parameters are the same as that for the 1-D case.
µ α β[
0.514
0.528
] [
185.03 192.35
186.48 195.09
] [
589.24 561.29
555.92 572.37
]
Table 2: Estimated µ, α, and β matrix for exponential MHP. The actual parameters µd = 0.5,
αdj = 200, βdj = 600, where 1 ≤ d, j ≤ 2.
B.2 Bivariate analysis of synthetic data
In this section, we simulate bivariate Hawkes processes for the following kernels using tick library,
Exponential kernel: φij(t) = αije−βijt (17)
Power Law kernel: φij(t) = αij(δ + t)−βij (18)
Experiment setup : We simulate the exponential kernel using αij = [[.3, 0.], [.6, .21]], βij =
[[4., 1.], [2., 2.]], µ = [0.12, 0.07] in the sample period [0, 5000] and NT = 1900. For the power ker-
nel simulation, we use αij = [[1, 0.1], [0.6, 0.21]], βij = [[4., 4.], [4., 4.]], δ = 1, µ = [0.05, 0.05]
in the sample period [0, 50000] and NT = 7450. For the SNH network architecture, we use the same
initial settings as in the univariate instance. We also use the same optimising technique, batch size
and learning rates for the hyperparameters. We train the network in 12 epochs with 38 randomly
sampled batches (in the exponential kernel training) and 149 randomly sampled batches(in the case
of power law kernel training) in one epoch, and verify the model at each epoch.
Experiment results : The figure 4 represents the kernels estimated by SNH model while we weigh
it against the kernels generated by parametric sum of exponential model, non-parametric EM and
WH model. We first find that the proposed SNH model achieves a competitive or better performance
in the case of exponential kernels. Remarkably, our model does a better job in capturing the delaying
effect in the power-law kernel when compared to other models. An analysis of the above models
based on the L1 error (fig 4) proves that the accuracy of kernel estimation is higher in SNH model.
From the convergence plot of the SNH model in figure 4, we find that our model has the ability to
minimise the negative log-likelihood and meet the ground value swiftly in the first few iterations.
B.3 K-fold cross validation of real data
Cross-validation is one of the most widely used method for evaluating learning algorithms. Ideally,
we divide the dataset into training set, cross-validation set and test set, to optimize the parameters,
evaluate each algorithm and finally test the successful algorithm with least error. However, when the
data is scarce or limited we are left with fewer numbers of samples in the training set. As a solution to
this problem, we use the k-fold cross validation method Friedman et al. [2001] to test the performance
of our model. In this method, we divide the dataset into k-groups and for each of these groups we
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(a) (b)
(c) (d)
(e) (f)
Figure 4: Synthetic data experiment results for bivariate Hawkes processes
(a) The estimated Exponential kernels (b) The estimated error for Exponential kernels (c) The
estimated Power Law kernels (d) The estimated error for Power Law kernels (e) The convergence plot
of Negative Log-likelihood for Exponential kernels estimation in SNH model (f) The convergence
plot of Negative Log-likelihood for Power Law kernels estimation in SNH model
14
Figure 5: TimeSeriesSplit function on bivariate Bitcoin dataset (buy and sell data) with NT = 83574
and number of splits = 5
split the training and test set to evaluate the score. The performance measure is the average of the
evaluated scores of the k-groups, given as,
CV (Θ) =
1
K
K∑
k=1
L(Θ) (19)
For the dataset in our experiment, we use the TimeSeriesSplit function provided by Scikit-learn
Pedregosa et al. [2011]. Unlike non-time series data where the data are randomly split, this function di-
vides the dataset along with the sequence and successive training sets are supersets of those that come
before them. Due to the dependence on history in Hawkes processes, we modify the split function in
order to evaluate the negative log-likelihood collectively on training and test samples (rather than on
just test samples). The figure 5 demonstrates the time-series cross-validation split on bivariate Bitcoin
data, for K = 5 groups. Training sets are of sizes (NT ) 13928, 27857, 41786, 55715, 69644 and their
corresponding test sets are of sizes (NT ) 27857, 41786, 55715, 69644, 83573. The estimated score,
i.e the negative log-likelihood values for SNH, EM and WH models are −21963.31, −19853.862
and 147752.28 respectively.
B.4 Additional analysis on synthetic data
We extend the analysis on univariate Hawkes process described in Section 5.1.1 to study the effect
of hyper-parameter choices for SNH. We first study the impact on the performance of SNH model
with varied number of neurons. The figure 6 shows the estimated negative log-likelihood values
with increasing number of neurons used in the SNH for the exponential form of kernel. We find, as
would be expected, that fewer number of neurons are sufficient to achieve convergence. Next, we
perform similar analysis on the rectangular kernel described in 5.1.1 and the results are demonstrated
in Figure 6. In this case, it is evident that optimum performance is achieved by using neurons in range
32 to 128 in the SNH architecture.
Next, we investigate the performance of the SNH model based on different choices of learning rates
using the rectangular kernel described in 5.1.1, for a fixed number of epochs. We find that using
higher learning rates for the outer layer in comparison to the inner layer helps in faster convergence
of the results.
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(a) (b)
Figure 6: Plot of estimated negative log-likelihood for varied number of neurons
(a) The case of exponential kernels (b) The case of rectangular kernels
Lr of outer layer Neg loglik
0.0001 37113.09
0.005 20244.66
0.001 20562.68
0.05 20765.67
0.01 20201.20
Table 3: Estimated negative log-likelihood for different learning rates of the outer layer of SNH
model (inner layer = 5× 10−4)
Lr of inner layer Neg loglik
0.00001 21369.25
0.00005 20483.83
0.0005 20350.01
0.0001 20321.78
0.005 20587.84
0.01 22346.72
Table 4: Estimated negative log-likelihood for different learning rates of the inner layer of SNH
model (outer layer = 10−2)
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