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a b s t r a c t
In this paper, we investigate the delay-dependent performance analysis and control
synthesis of a class of linear discrete-time hybrid systems with time-varying delays. We
employ hybrid Lyapunov–Krasovskii functionals to establish the desired results under
arbitrary switching. A generalized H2 approach is adopted and new parameterized
linear matrix inequalities (LMIs) characterization are developed to guarantee the delay-
dependent asymptotic stability. Design of generalized H2 state feedback and dynamic
output-feedback controllers are subsequently constructed. A numerical example is solved
in detail to illustrate the theoretical developments.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Different research approaches to modeling, analysis and control synthesis of hybrid systems have been developed over
the past fifteen years within both the systems and control fields and the computer science fields [1–7]. On one hand, as an
extension of finite automata, timed automata [8] and hybrid automata [9] have been proposed and verified as candidate
models of hybrid systems. On the other hand, considering the systems and control area, modeling efforts have been
under investigation [10–12] which illuminate several properties including stability and controllability. From the dynamical
systems and control viewpoint,which concerns thiswork, hybrid systems are a class of dynamical systems formed by several
subsystems (continuous- or discrete-time) and a rule that governs the switching among these subsystems. Hybrid systems
have proved to be an effective tool for themodeling, analysis and design of a large number of evolving technological systems
in which digital devices interact with an analog environment. Recently, the basic problems of stability and control have
received increasing interest, see [13–23] and the references cited therein. Among the large variety of problems investigated
in the literature is the stability analysis and feedback control synthesis of switched systems1 under arbitrary switching
sequences. The prime objective is to establish non (or less)-conservative conditions to guarantee the stability of the systems
under arbitrary switching. Recent reported results are found in [24] using multiple Lyapunov functions for nonlinear
systems, in [15,25] employing switched Lyapunov functions and in [26] utilizing dwell-time properties.
On another research front, the phenomena of delays constitutes the inherent features of several physical processes and
the predominant sources of instability and poor performance. Results pertaining to discrete-time systems with state-delay
are found in [27–37] and recent developments of delay-dependent stability and control are presented in [38–41]. From
a practical viewpoint and considering both types of systems, hybrid time-delay (HTD) systems have emerged recently as a
new discipline and found some typical case studies including networked control systems [42] and power systems [43]. More
E-mail addresses:msmahmoud@kfupm.edu.sa, magdim@yahoo.com.
1 Throughout this paper, the terms switched and hybrid are used interchangeably to mean one another.
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recently, some theoretical studies were conducted for switched systems with time delays and relevant results pertaining to
HTD problems are reported in [23,44–47].
Continuing this effort, we attend in this paper to the problems of generalized H2 performance analysis and control
synthesis for a class of linear discrete-time hybrid delay systems under arbitrary switching sequences. We employ an
appropriate switched Lyapunov–Krasovskii functional to characterize conditions under which the linear hybrid state-delay
system is asymptotically stable with anL2 gain smaller that a prescribed constant level. In the control synthesis, switched
feedback schemes are designed, based on state-, output-measurements or by using dynamic output feedback, to guarantee
that the corresponding closed-loop systemenjoys the asymptotic stabilitywith anL2 gain smaller that a prescribed constant
level. All the developed results are expressed in terms of convex optimization over LMIs and tested on representative
examples.
The remaining part of the paper is organized as follows: in Section 2, the problemunder consideration is stated alongwith
some preliminary lemmas. The part ofH2 performance analysis is contained in Section 3 and then the hybrid control design
is included in Section 4. The numerical computation is covered in Section 5 and the concluding remarks are summarized in
Section 6.
Notations and facts: In the sequel, we useW t andW−1 to denote, respectively, the transpose of and the inverse of any square
matrix W . We use W > 0 to denote a symmetric positive definite matrix W and I to denote the n × n identity matrix.
Let R+ and N denote, respectively, the non-negative real numbers and the finite set of integers {1, . . . ,N}. We use ‖r‖2 to
represent (
∑∞
j=0 r
t
j rj)
1/2. The symbol • will be used in some matrix expressions to induce a symmetric structure, that is if
given matrices L = Lt and R = Rt of appropriate dimensions, then[
L N
N t R
]
=
[
L N
• R
]
.
2. Problem formulation and preliminaries
Consider the following discrete-time hybrid system with state delay:
Σu: xk+1 =
N∑
i=1
αi(k)Aixk +
N∑
i=1
αi(k)Adixk−dk +
N∑
i=1
αi(k)Biuk +
N∑
i=1
αi(k)Γiωk (2.1)
zk =
N∑
i=1
αi(k)Gixk +
N∑
i=1
αi(k)Gdixk−dk +
N∑
i=1
αi(k)Fiuk +
N∑
i=1
αi(k)Φiωk (2.2)
yk =
N∑
i=1
αi(k)Cixk +
N∑
i=1
αi(k)Cdixk−dk +
N∑
i=1
αi(k)Ψiωk (2.3)
where xk ∈ Rn is the state, uk ∈ Rm is the control input, yk ∈ Rs is the measured output, zk ∈ Rq is the is the controlled
output and ωk ∈ Rp is the disturbance input which is assumed to belong to `2[0,∞). The state delay dk appearing in the
hybrid system dynamics is frequently encountered in several system applications including networked control systems,
chemical processes, population dynamics and economic systems [41]. In the sequel, it is assumed that dk is time-varying
and satisfying d ≤ dk ≤ d¯, where the bounds d > 0 and d¯ > 0 are constant scalars. The initial condition sequence
{ψk, k = −d¯,−d¯+ 1, . . . , 0} is given. The switching signal αi(k) is
αi: Z+ −→ {0, 1},
N∑
i=1
αi(k) = 1, k ∈ Z+ = {0, 1, . . .}
which specifies which subsystem will be activated at certain discrete time. The matrices Ai, Adi, Bi, Γi, Ci, Cdi, Di, Φi, Gi, Gdi
and Fi are of compatible dimensions.
Setting uk ≡ 0, we obtain the free hybrid system
Σo: xk+1 =
N∑
i=1
αi(k)Aixk +
N∑
i=1
αi(k)Adixk−dk +
N∑
i=1
αi(k)Γiωk (2.4)
zk =
N∑
i=1
αi(k)Gixk +
N∑
i=1
αi(k)Gdixk−dk +
N∑
i=1
αi(k)Φiωk (2.5)
yk =
N∑
i=1
αi(k)Cixk +
N∑
i=1
αi(k)Cdixk−dk +
N∑
i=1
αi(k)Ψiωk. (2.6)
Our objective in this work is to carefully examine the problems of delay-dependent stability analysis of system (Σo) and
control synthesis for system (Σu).
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Remark 2.1. Interestingly enough, the time-varying delay pattern is quite general as it is defined over an interval with
manageable ends.There is one particular case when d = dk = d¯, which takes us to discrete systems with constant delay.
Another particular case occurs when dk changes with the switching mode thereby leading to mode-dependent constant
delay. It is evident that our formulation include both cases.
We end this section by recalling the following lemmas:
Lemma 2.1. The matrix inequality
−M +NΩ−1N t < 0 (2.7)
holds for some 0 < Ω = Ω t ∈ Rn×n, if and only if[−M NX
• −X−Xt + Z
]
< 0 (2.8)
holds for some matricesX ∈ Rn×n and Z ∈ Rn×n.
Proof. (H⇒) By Schur complements, inequality (2.7) is equivalent to[−M NΩ−1
• −Ω−1
]
< 0. (2.9)
SettingX = Xt = Z = Ω−1,we readily obtain inequality (2.8).
(⇐H) Since the matrix [I N ] is of full rank, we obtain[
I
N t
]t [−M NX
• −X−Xt + Z
] [
I
N t
]
< 0⇐⇒
−M +NZN t < 0⇐⇒ −M +NΩ−1N t < 0, Z = Ω−1 (2.10)
which completes the proof. 
Lemma 2.2. Suppose that Pi > 0,Pj > 0,Pm > 0. If
AtiPjAi − Pi < 0, AtmPjAm − Pm < 0 (2.11)
then
AtiPjAm + AtmPjAi − Pi − Pm < 0,
Proof. When Pj > 0, it follows that (Ai − Am)tPj(Ai − Am) ≥ 0. It turn, this reduces to
AtiPiAm + AtmPjAi ≤ AtiPjAi + AtmPjAm. (2.12)
Adding−Pi − Pm to both sides of (2.12) with the help of (2.11), the desired result is reached. 
3. Delay-dependent stability
This section gives a new characterization involving a switched Lyapunov functional for the discrete delay hybrid system
(Σ0) to be delay-dependent stable and with generalizedH2-gain< γ . First, rewrite system (2.1) with uk ≡ 0, ωk ≡ 0 as
Σd: xk+1 = xk + ηk (3.1)
ηk = +
N∑
i=1
αi(k)(Ai + Adi − I)xk −
N∑
i=1
αi(k)Adi
k−1∑
j=k−dk
ηj. (3.2)
From now onwards, we use
Aˆi = Ai + Adi, τ¯ = (d¯+ d− 1), τ˜ = 12 (d¯− d)(d¯+ d− 1).
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The following theorems summarize the main results.
Theorem 3.1. Hybrid system (2.1)–(2.3) is delay-dependent asymptotically stable if there exist matrices {P }Ni , {Q}Ni , {W}Ni , T1,
T2,∀(i, j, s) ∈ N and a scalar γ > 0 satisfying the LMIs
−Pi + τ¯Qs + T1 + T t1 −T1 + T t2 AtiPj d¯T1 τ˜ (Ai − I)tWi
• −Qs − T2 − T t2 AtdiPj d¯T2 τ˜AtdiWi• • −Pj 0 0
• • • −d¯Wi 0
• • • • −τ˜Wi
 < 0. (3.3)
Proof. In the sequel, we first establish the stability for system (2.1) withω ≡ 0. For this purpose, we consider the following
quadratic selective Lyapunov–Krasovskii functional
Vk := Vak + Vbk + Vck + Vdk
Vak = ξ tk
(
N∑
i=1
αi(k)Pi
)
ξk, Vbk =
k−1∑
j=k−dk
ξ tj
(
N∑
i=1
αi(k)Qi
)
ξj
Vck =
0∑
m=−dk+1
k−1∑
j=k+m−1
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj,
Vdk =
−d∑
m=−d¯+1
k−1∑
j=k+m
[
(j− k−m+ 1)ηtj
(
N∑
i=1
αi(k)Wi
)
ηj + xtj
(
N∑
i=1
αi(k)Qi
)
xj
]
0 < P ti = Pi, 0 < Qti = Qi, 0 < W ti = Wi. (3.4)
In terms of the Lyapunov difference1Vk = Vk+1 − Vk, evaluated along the solution of (2.4)–(2.6), we obtain
1Vak = xtk+1
(
N∑
i=1
αi(k+ 1)Pi
)
xk+1 − xtk
(
N∑
i=1
αi(k)Pi
)
xk
= ηtk
(
N∑
i=1
αi(k)Pi
)
ηk + 2xtk
(
N∑
i=1
αi(k)Pi
)
ηk. (3.5)
Next, we have
1Vbk =
k∑
m=k−dk+1+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm −
k−1∑
j=k−dk
xtj
(
N∑
i=1
αi(k)Qi
)
xj
=
k∑
m=k−dk+1+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm −
k−1∑
m=k−dk+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm
+ xtk
(
N∑
i=1
αi(k)Qi
)
xk − xtk−dk
(
N∑
i=1
αi(k)Qi
)
xk−dk
≤
k−1∑
m=k−d¯+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm −
k−1∑
m=k−d+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm
+ xtk
(
N∑
i=1
αi(k)Qi
)
xk − xtk−dk
(
N∑
i=1
αi(k)Qi
)
xk−dk
=
k−d∑
m=k−d¯+1
xtm
(
N∑
i=1
αi(k)Qi
)
xm + xtk
(
N∑
i=1
αi(k)Qi
)
xk − xtk−dk
(
N∑
i=1
αi(k)Qi
)
xk−dk . (3.6)
In a similar way, we have
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1Vck =
0∑
m=−dk+1+1
k∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj −
0∑
m=−dk+1
k−1∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Qi
)
ξk+m−1
=
0∑
m=−dk+1+1
k−1∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj −
0∑
m=−dk+1
k−1∑
j=k+m−1
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj
+ dk+1ηtk
(
N∑
i=1
αi(k)Wi
)
ηk −
0∑
m=−dk+1
ηtk+m−1
(
N∑
i=1
αi(k)Wi
)
ηk+m−1
≤
0∑
m=−d¯+1
k−1∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj −
0∑
m=−d+1
k−1∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj
+ d¯ηtk
(
N∑
i=1
αi(k)Wi
)
ηk −
0∑
m=−dk+1
ηtk+m−1
(
N∑
i=1
αi(k)Wi
)
ηk+m−1
= d¯ηtk
(
N∑
i=1
αi(k)Wi
)
ηk −
k−1∑
m=k−dk
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj −
−d∑
m=−d¯+1
k−1∑
j=k+m
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj (3.7)
1Vdk =
−d∑
m=−d¯+1
k∑
j=k+m+1
[
(j− k−m)ηtj
(
N∑
i=1
αi(k)Wi
)
ηj + xtj
(
N∑
i=1
αi(k)Qi
)
xj
]
−
−d∑
m=−d¯+1
k−1∑
j=k+m
[
(j− k−m+ 1)ηtj
(
N∑
i=1
αi(k)Wi
)
ηj + xtj
(
N∑
i=1
αi(k)Qi
)
xj
]
= −
−d∑
m=−d¯+1
k−1∑
j=k+m+1
ηtj
(
N∑
i=1
αi(k)Wi
)
ηj −
−d∑
m=−d¯+1
ηtk+m
(
N∑
i=1
αi(k)Wi
)
ηk+m
+ 1
2
(d¯− d)(d¯+ d− 1)ηtk
(
N∑
i=1
αi(k)Wi
)
ηk + (d¯− d)xtk
(
N∑
i=1
αi(k)Qi
)
xk
−
k−d∑
m=k−d¯+1
xtk
(
N∑
i=1
αi(k)Qi
)
xk. (3.8)
It follows from (3.5)–(3.8) with some manipulations that
1V = 1Vak(xk, k)+1Vbk(xk, k)+1Vck(xk, k)+1Vdk(xk, k)
≤ ηtk
(
N∑
i=1
αi(k)Pi
)
ηk + 2xtk
(
N∑
i=1
αi(k)Pi
)
ηk + (d¯− d)(d¯+ d− 1)xtk
(
N∑
i=1
αi(k)Qi
)
xk
− xtk−dk
(
N∑
i=1
αi(k)Qi
)
xk−dk + d¯ηtk
(
N∑
i=1
αi(k)Wi
)
ηk −
k−1∑
m=k−dk
ηtk
(
N∑
i=1
αi(k)Pi
)
ηm. (3.9)
In order to exhibit the stability condition in proper format, we invoke (2.4) and put forward the following
2[T1xk + T2xk−dk ]t
[
xk − xk−dk −
k−1∑
j=k−dk
ηj
]
= 0 (3.10)
which is parametrized by the unknown matrices T1 and T2. Also recall for any Sis ≥ 0, i, s ∈ N that
k−1∑
m=k−dk
[
xk
xk−dk
]t
Sis
[
xk
xk−dk
]
≤ d¯
[
xk
xk−dk
]t
Sis
[
xk
xk−dk
]
. (3.11)
It follows for any nonzero vector xk and the particular case αi(k) = 1, αm6=i(k) = 0, αj(k + 1) = 1, αm6=j(k + 1) =
0, αs(k− dk) = 1 and αm6=s(k− dk) = 0, that by adjoining (3.10) and (3.11) to (3.9) under arbitrary switching, it yields:
1V ≤
[
xk
xk−dk
]t
[Ωijs + d¯Si]
[
xk
xk−dk
]
d¯
k−1∑
j=k−dk
[ xk
xk−dk
ηj
]t
Υis
[ xk
xk−dk
ηj
]
(3.12)
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where
Ωijs =
 A
t
iPjAi − Pi + τ¯Qs+
τ˜ (Ai − I)tWi(Ai − I)+ T1 + T t1
AtiPjAdi + τ˜ (Ai − I)tWiAdi−T1 + T t2
• A
t
diPjAdi + τ˜AtdiWiAdi−Qs − T2 − T t2
 ,
Υis =
Sis [T1T2
]
• Wi
 . (3.13)
We note that ifΩijs + d¯Sis < 0, (i, s) ∈ N and Υis ≥ 0, then it follows that1V < −σ‖xk‖2 for arbitrary small σ > 0, which
guarantees that system (2.1)–(2.3) is asymptotically stable. From (3.3), it follows that
Sis =
[
T1
T2
]
W−1i
[
T1
T2
]t
assures that Sis ≥ 0 and in turnΥis ≥ 0. In this case (3.3) with Schur complements is equivalent toΩijs+ d¯Sis < 0,∀(i, j, s) ∈
N. This establishes the stability of system (2.1). 
Remark 3.1. For later development, a convenient way to express LMI (3.3) is to stretch out some matrix expressions in the
sub-blocks using Schur complements. This yields the following:
−Pi 0 AtiPj d¯T1 τ˜ (Ai − I)tWi τ¯Qs T1 I
• −Qs AtdiPj d¯T2 τ˜AtdiWi 0 I T2• • −Pj 0 0 0 0 0
• • • −d¯Wi 0 0 0 0
• • • • −τ˜Wi 0 0 0
• • • • • −τ¯Qs 0 0
• • • • • • −I 0
• • • • • • • −I

< 0 (3.14)
where we have made use of the following inequalities for matrices T1 < 0 and T2 > 0[
T1 + T t1 −T1−T t 0
]
≤
[
T1
I
] [
T t1 I
]
,
[
0 T t2
T2 −T2 − T t2
]
≤
[
I
T2
] [
I T t2
]
.
Unlike the existing results in the literature, the foregoing result is quite pleasing as it illuminates the crucial role of the
parameter matrices T1 and T2 in facilitating the solution of the delay-dependent analysis and synthesis problems without
the need to overbounding or adding extra LMIs.
3.1. Robust delay-dependent stability
For a switching mode i, the associated matrices {Ai, . . . , Fi} contain uncertainties represented by a real convex bounded
polytopic model of the type[Ai Adi Bi Γi
Ci Cdi
Gi Gdi Fi
]
1t=
{
Mi∑
p=1
λip
[Aip Adi Bip Γip
Cip Cdip
Gip Gdip Fip
]}
(3.15)
where λi = (λi1, λi2, . . . , λiMi) ∈ Λi belongs to the unit simplex ofMi vertices
Λi
1t=
{
λi :
Mi∑
p=1
λip = 1, λik ≥ 0
}
(3.16)
where Aip, . . . , Fip, p = 1, . . . ,Mi are known real constant matrices of appropriate dimensions which describe the i th
nominal subsystem. The desired stability result is provided by the following theorem:
Theorem 3.2. Hybrid system (2.1)–(2.3) is robustly delay-dependent asymptotically stable if there exist matrices {P }Ni , {Q}Ni ,
{W}Ni , T1 < 0, T2 > 0,∀(i, j, s) ∈ N and a scalar γ > 0 satisfying the LMIs
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
−Pi 0 AtipPj d¯T1 τ˜ (Aip − I)tWi τ¯Qs T1 I
• −Qs AtdipPj d¯T2 τ˜AtdipWi 0 I T2• • −Pj 0 0 0 0 0
• • • −d¯Wi 0 0 0 0
• • • • −τ˜Wi 0 0 0
• • • • • −τ¯Qs 0 0
• • • • • • −I 0
• • • • • • • −I

< 0. (3.17)
Proof. Follows from Theorem 3.1 and the polytopic representation (3.16). 
3.2. H2 performance analysis
Here we are interested in establishing an upper bound of theH2 performance [49] of system Σd. Towards our goal, we
let
JK = VK −
K−1∑
j=0
ωtjωj
where K is an arbitrary positive integer. The main contribution is summarized by the following theorem
Theorem 3.3. The closed-loop hybrid systemΣf is asymptotically stablewith generalizedH2 normboundγ if there existmatrices
{P }Ni=1, {Q}Ni=1, {W}Ni , T1, T2∀(i, j, s) ∈ N such that the LMIs
−Pi 0 0 AtiPj d¯T1 τ˜ (Ai − I)tWi Gti τ¯Qs T1 I
• −Qs 0 AtdiPj d¯T2 τ˜AtdiWi Gtdi 0 I T2• • −I 0 0 0 0 0 0 0
• • • −Pj 0 0 0 0 0 0
• • • • −d¯Wi 0 0 0 0 0
• • • • • −τ˜Wi 0 0 0 0
• • • • • • −I 0 0 0
• • • • • • • −τ¯Qs 0 0
• • • • • • • • −I 0
• • • • • • • • • −I

< 0 (3.18)
−Pi 0 C ti• 0 C tdi
• • −γ 2I
 < 0 (3.19)
have a feasible solution
Proof. For any sequence 0 6= ωj ∈ `2[0,∞), j ∈ {1, . . . , K − 1} and zero initial condition ψo = 0 one has
JK =
K−1∑
j=0
1VK |(2.4) − ωtjωj (3.20)
where1Vk|(2.4) signifies the Lyapunov difference1Vk along the solution of system (2.4). Straightforward calculation shows
that
JK =
[ xk
xk−dk
ωk
]t

AtiAtdi
Γ ti
Pj [Ai Adi Γi]
+

−Pi + τ¯Qs
τ˜ (Ai − I)tWi(Ai − I)+ d¯T t1WiT1+T1 + T t1 + GtiGi+
τ˜ (Ai − I)tWiAdi+
d¯T t1WiT2 − T1 + T t2+GtiGdi
0
• −Qs − T2 − T
t
2
+d¯T t2WiT2 + GtdiGdi 0• • −I


[ xk
xk−dk
ωk
]
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By virtue of (3.19), it is easy to see that JK < 0 for any K . Subsequently, for any 0 6= ωj ∈ `2[0,∞), it follows that
VK <
K−1∑
j=0
ωtjωj. (3.21)
In turn, Schur complements on LMI (3.19) yield[−γ 2Pi + C ti Ci C ti Cdi• C tdiCdi
]
< 0. (3.22)
Thus
z˜tK z˜K − γ 2VK = xtk
{
N∑
i=1
N∑
m=1
[−γ 2Pi + C ti Cm C ti Cdi• C tdmCdi
]}
xk
= xtk
{
N∑
i=1
[−γ 2Pi + C ti Ci C ti Cdi• C tdiCdi
]
+
N∑
i=1
N∑
m=1
([−γ 2Pi + C ti Cm C ti Cdi• C tdmCdi
]
+
N∑
i=1
N∑
m>i
[−γ 2Pm + C tmCi C tmCdi• C tdiCdm
])}
xk. (3.23)
It follows from (3.22) and Lemma 2.2 that for any K and 0 6= ωj ∈ `2[0,∞) that
z˜tK z˜K − γ 2VK < 0. (3.24)
Finally, by LMIs (3.21) and (3.24) it follows that system Σo has a generalized H2 norm bound γ and the proof is
completed. 
Remark 3.2. Experience has indicated that direct implementation of linear matrix inequalities of the type (3.19) in the
context of control systems analysis and design is quite costly and it turns out that LMI solvers do not generally guarantee
the reproducibility of the numerical results. Recently, some relaxation-methods have been developed by adding some
instrumental variables [15,58] or by elaborate use of the Schur complements formula [41]. The latter approach is followed
in the sequel to establish the theorem afterwards. Introducing the shorthand
Ξai =
[−Pi 0 0
• −Qs 0
• • −I
]
, Ξbi =
AtiPj d¯T1 τ˜ (Ati − I)Wi GtiAtdiPj d¯T2 τ˜AtdiWi Gtdi
Γ ti Pj 0 0 0
 , Ξci = [τ¯Qs T1 I0 I T2
0 0 0
]
Ξdi =
−Pj 0 0 0• −d¯Wi 0 0• • −τ˜Wi 0
• • • −I
 , Ξei = [0 0 00 0 0
0 0 0
]
, Ξfi =
[−τ¯Qs 0 0
0 −I 0
0 0 −I
]
. (3.25)
It is easy to see that LMI (3.18) is converted to
Ξ =
[
Ξai Ξbi Ξci
• Ξdi Ξei
• • Ξfi
]
< 0. (3.26)
The optimal generalized H2-gain bound γ for delay-dependent asymptotic stability of system (Σo) can therefore be
determined by solving the following convex minimization problem over LMIs:
Minimize γ
Subject to LMIs(3.19), (3.25) and (3.26) ∀(i, j, s) ∈ N,
{P }Ni , {Q}Ni , {W}Ni , T1, T2, γ > 0
which can be conveniently solved by existing LMI-solvers. Unlike the existing results in the literature, the foregoing result
is quite pleasing as it illuminates the crucial role of the parameter matrices T1 and T2 in facilitating the solution of the
delay-dependent analysis and synthesis problems without the need to overbounding or adding extra LMIs.
Remark 3.3. In comparison to the results reported in [45,48,50], we note that our method provides an improved flexible
procedure for discrete-time switched systems. For non-switched systems, the developed results are efficient generalization
of the methods in [51–54].
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Theorem 3.4. The closed-loop hybrid systemΣd is asymptotically stablewith generalizedH2 normboundγ if there existmatrices
{X}Ni=1, {Y}Ni=1, {W}Ni=1, {Z}Ni=1,G,F , T 1 < 0, T 2 > 0∀(i, j, s) ∈ N such that the LMIs
Ξ̂ =
Ξ̂ai Ξ̂bi Ξ̂ci• Ξ̂di Ξ̂ei
• • Ξ̂fi
 < 0 (3.27)
−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0 (3.28)
where
Ξ̂ai =
[−Xi 0 0
• −F − F t + Ys 0
• • −I
]
, Ξ̂bi =
GtAti d¯T 1 τ˜Gt(Ati − I) GtGtiGtAtdi d¯T 2 τ˜GtAtdi GtGtdi
0 0 0 0
 ,
Ξ̂ci =
τ¯F T 1 G0 G T 2
0 0 0
 , Ξ̂di =
−Xj 0 0 0• −d¯Wi 0 0• • −G− Gt + τ˜Zi 0
• • • −I
 ,
Ξ̂ei =
0 0 00 0 00 0 0
0 0 0
 , Ξ̂fi = [−F − F t + τ¯Ys 0 0• −I 0
• • −I
]
(3.29)
have a feasible solution
Proof. Applying the congruent transformations [Xi,Xi, I,Xj, I, I, I,Xi, I, I] to LMI (3.18) and [Xi, I, I] to LMI (3.19),
respectively, withXi = P−1i ,Zi = W−1i ,Yi = XiQsXi, T 1 = XiT1, T 2 = XiT2 and Schur complements, it yields
−Xi 0 0 XiAti d¯T 1 τ˜Xi(Ati − I) Gti τ¯Ys T 1 Xi
• −Ys 0 XiAtdi d¯T 2 τ˜XiAtdi Gtdi 0 Xi T 2• • −I 0 0 0 0 0 0 0
• • • −Xj 0 0 0 0 0 0
• • • • −d¯Wi 0 0 0 0 0
• • • • • −τ˜Zi 0 0 0 0
• • • • • • −I 0 0 0
• • • • • • • −τ¯Ys 0 0
• • • • • • • • −I 0
• • • • • • • • • −I

< 0 (3.30)
−Xi 0 XiC ti• 0 C tdi
• • −γ 2I
 < 0, [Zi I• Wi
]
≥ 0. (3.31)
It follows from Lemma 2.1 that there exist matrices G,F ,YNi=1 such LMIs (3.27)-(3.28) are readily obtained. More
importantly, when (3.27)-(3.28) hold, it is not difficult to infer that 0 < Xi < G+Gt . The inequality (Xi−G)tX−1i (Xi−G) ≥
0 implies that −GtX−1i G ≤ Xi − (G + Gt) and in the same way, the inequality (Yi − F )tY−1i (Yi − F ) ≥ 0 implies that
−F tY−1i F ≤ Yi − (F + F t). 
4. Switched control design
For the purpose of control design, we consider different hybrid feedback schemes including state-feedback and dynamic
output-feedback.
4.1. Switched state-feedback
With reference to system (2.1)–(2.3), we seek to design a hybrid state-feedback
uk =
N∑
i=1
αi(k)Kixk
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where i ∈ N such that the closed-loop system
(Σs) : xk+1 =
N∑
i=1
αi(k)[Ai + BiKi]xk +
N∑
i=1
αi(k)Adixk−dk +
N∑
i=1
αi(k)Γiwk
=
N∑
i=1
αi(k)̂Aixk +
N∑
i=1
αi(k)Adixk−dk +
N∑
i=1
αi(k)Γiwk (4.1)
zk =
N∑
i=1
αi(k)[Gi + FiKi]xk +
N∑
i=1
αi(k)Gdixk−dk +
N∑
i=1
αi(k)Φiwk
=
N∑
i=1
αi(k)̂Gixk +
N∑
i=1
αi(k)Gdixk−dk +
N∑
i=1
αi(k)Φiwk (4.2)
is asymptotically stable with a generalizedH2-gain < γ . The following theorem establishes the desired result.
Theorem 4.1. The closed-loop hybrid system (4.1), (4.2) is asymptotically stable with a generalizedH2-gain < γ if there exist
matrices {X}Ni=1, {Y}Ni=1, {W}Ni=1, {Z}Ni=1,G,F ∀(i, j, s) ∈ N such that the LMIs
Ξ˜ =
Ξ̂ai Ξ˜bi Ξ̂ci• Ξ̂di Ξ̂ei
• • Ξ̂fi
 < 0 (4.3)
−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0 (4.4)
have a feasible solution where
Ξ˜bi =
GtAti +Θ ti Bti d¯T 1 τ˜Gt(Ati − I)+ τ˜Θ ti Bti GtGti +Θ ti F tiGtAtdi d¯T 2 τ˜GtAtdi GtGtdi
0 0 0 0
 (4.5)
and Ξ̂ai, Ξ̂ci, Ξ̂di, Ξ̂ei, Ξ̂fi as in (3.29). Moreover the gain matrix is given by Ki = ΘiG−1.
Proof. From Theorem 3.4 it follows that hybrid system (4.1)-(4.1) is asymptotically stable with a generalizedH2-gain < γ
if there exist matrices {X}Ni=1, {Y}Ni=1, {W}Ni=1, {Z}Ni=1,G,F ∀(i, j, s) ∈ N such that the LMIs
−Xi 0 0 Gt Âti d¯T 1 τ˜Gt (̂Ati − I) Gt Ĝti τ¯F T 1 G
• −F − F t + Ys 0 GtAtdi d¯T 2 τ˜GtAtdi GtGtdi 0 G T 2• • −I 0 0 0 0 0 0 0
• • • −Xj 0 0 0 0 0 0
• • • • −d¯Wi 0 0 0 0 0
• • • • • −G− Gt + τ˜Zi 0 0 0 0
• • • • • • −I 0 0 0
• • • • • • • −F − F t + τ¯Ys 0 0
• • • • • • • • −I 0
• • • • • • • • • −I

< 0 (4.6)
−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0. (4.7)
Substituting KiG = Θi, and applying similar block partitioning such as Remark 3.2 with Z = W−1, we readily obtain
LMI (4.3) subject to LMI (4.4). 
4.2. Switched static output-feedback
The objective now is to design a hybrid output-feedback
uk = Hiyk
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at mode i ∈ N such that the closed-loop system
(ΣJs) : xk+1 = [Ai + BiHiCi]xk + Adixk−dk + [Γi + BiHiΨi]wk
= Aˇixk + Adixk−dk + Γˇiwk (4.8)
zk = [Gi + FiHiCi]xk + Gdixk−dk + [Φj + BiHiΨi]wk
= Gˇixk + Gdixk−dk + Φˇiwk (4.9)
is delay-dependent asymptotically with a generalizedH2 gain< γ . We invoke the following assumption:
Assumption 1. The set of output matrices {Ci}N1 are of full row rank.
It is worth noting that this case can be full filed by deleting redundant measurement components of the output variable
yk. Therefore, subject to Assumption 1, it follows fromTheorem3.4 that hybrid system (4.8) and (4.9) is asymptotically stable
with a generalizedH2-gain < γ if there exist matrices {X̂}Ni=1, {Y}Ni=1, {W}Ni=1, {Z}Ni=1,G,F ∀(i, j, s) ∈ N such that the LMIs
−X̂i 0 0 Gt Aˇti d¯T 1 τ˜Gt(Aˇti − I) Gt Gˇti τ¯F T 1 G
• −F − F t + Ys 0 GtAtdi d¯T 2 τ˜GtAtdi GtGtdi 0 G T 2• • −I 0 0 0 0 0 0 0
• • • −X̂j 0 0 0 0 0 0
• • • • −d¯Wi 0 0 0 0 0
• • • • • −G− Gt + τ˜Zi 0 0 0 0
• • • • • • −I 0 0 0
• • • • • • • −F − F t + τ¯Ys 0 0
• • • • • • • • −I 0
• • • • • • • • • −I

< 0 (4.10)
−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0. (4.11)
Now let CiX̂i = EiCi, Ri = HiEi, where Ei ∈ Rp×p. In the spirit of [57,27], it is easy to show under Assumption 1 that the
matrices {Ei}N1 are nonsingular.2Algebraic manipulation of (4.10) yields
Ξ˜ =
Ξ̂ai Ξ bi Ξ̂ci• Ξ̂di Ξ̂ei
• • Ξ̂fi
 < 0 (4.12)
CiX̂i = EiCi (4.13)−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0 (4.14)
have a feasible solution where
Ξ bi =
GtAti + C ti RtiBti d¯T 1 τ˜Gt(Ati − I)+ τ˜C ti RtiBti GtGti + C ti Rti F tiGtAtdi d¯T 2 τ˜GtAtdi GtGtdi
0 0 0 0
 (4.15)
and Ξ̂ai, Ξ̂ci, Ξ̂di, Ξ̂ei, Ξ̂fi as in (3.29).
It should observed that the presence of matrix equality in (4.13) renders the computations of (4.12)–(4.14) using any
LMI solver rather costly. Therefore one has two possible ways: either rely on the cone complementarity linearization
algorithm [55,56] and apply the associated iterative methods, or one is encouraged to convert (4.12)–(4.14) into true LMIs.
With this in mind, we follow [41,57] in view of Assumption 1 and apply singular value decomposition (SVD) to express the
output matrix Ci in the form
Ci = Ui[Λpi, 0]V ti (4.16)
where Ui ∈ Rp×p,Vi ∈ Rn×n are unitary matrices and Λpi ∈ Rp×p,Λpi = diag[σ1, . . . , σp], σ1 > · · · > σp > 0. The
conversion to LMIs can now be accomplished by the following theorem:
Theorem 4.2. Given a matrix Ci ∈ Rp×n, rank[Ci] = p and let 0 < Xi = X ti ∈ Rn×n. Then there exists a matrix 0 < Ei ∈ Rp×p
such that
2 This is follows since p ≥ rank(Ei) ≥ rank(EiCi) = rank(CiX̂i) ≥ rank((CiX̂i )̂X−1i ) = rank(Ci) = p.
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CiXi = EiCi (4.17)
if and only if
Xi = Vi
[
Xiu 0
• Xiv
]
V ti , Xiu ∈ Rp×p, Xiv ∈ R(n−p)×(n−p). (4.18)
Proof. See [57].
It is quite clear that Theorem 4.2 substitutes the matrix equation (4.12) by structural selection of the matrix variable Xi.
Incorporating this result into our analysis, we have thus established the following results:
Theorem 4.3. Consider the hybrid delay system (2.1)–(2.3) subject to the output feedback control uk = Hiyk with output matrix
Ci having the SVD form Ci = Ui[Λpi, 0]V ti ,Λpi ∈ Rp×p. The resulting closed-loop system is delay-dependent asymptotically
stable with an L2-gain < γ if there exist matrices 0 < Xiu = X tiu ∈ Rp×p, 0 < Xiv = X tiv ∈ R(n−p)×(n−p), 0 < X̂j = X̂ tj , 0 <
Ei = Eti , Ri such that the LMIs
Ξ˜ =
Ξ̂ai Ξ bi Ξ̂ci• Ξ̂di Ξ̂ei
• • Ξ̂fi
 < 0 (4.19)
−γ 2I Cdi CiG• 0 0
• • −F − F t +Xj
 < 0, [Zi I• Wi
]
≥ 0 (4.20)
have a feasible solution whereΞ bi is as (4.15). Moreover the feedback gain is given by
Hi = RiUiΛpiX−1iu Λ−1pi U−1i , i ∈ N.
Remark 4.1. The optimal switched static output-feedback withH2-gain for system (ΣJs) can be determined by solving the
following convex minimization problem over LMIs:
Minimize γ
Subject to LMIs(4.19) and (4.20) (i, j) ∈ N
Xiu, , Xiv, Ei0, Ri, Xj > 0, γ > 0
which can be conveniently solved by existing software [59]
5. Switched observer-based controller
Now we examine the case of a switched observer-based controller and employ it at every mode i ∈ N of the form:
(ΣO): µk+1 = Aiµk + Biuk + Hi[yk − Ciµk]
uk = Kiµk (5.1)
where the gain matrices Hi ∈ Rn×p and Ki ∈ Rm×n are to be determined. Connecting controller (5.1) to hybrid system
(2.1)–(2.3) and defining the composite vector x̂tk = [xtk xtk − µtk], we get the closed-loop system
(ΣJO): x̂k+1 = A¯îxk + A¯dîxk−dk + Γ¯iwk
zk = G¯îxk + G¯dîxk−dk + Φiwk (5.2)
where the respective matrices are given by
A¯i =
[
Ai + BjKi −BiKi
0 Ai − HiCi
]
, A¯di =
[
Adi 0
Adi − HiCdi 0
]
, Γ¯i =
[
Γi
Γi − HiΨi
]
G¯i = [Gi + FiKi − FiKi], G¯di = [Gdi 0], A˜i = A¯i + A¯di
C¯i = [Ci 0], c¯di = [Cdi 0]. (5.3)
M.S. Mahmoud / Computers and Mathematics with Applications 57 (2009) 79–95 91
it follows from Theorem 3.4 that hybrid system (5.2) and (5.3) is asymptotically stable with a generalizedH2-gain < γ if
there exist matrices {X̂}Ni=1, {Y}Ni=1, {W}Ni=1, {Z}Ni=1,G,F ∀(i, j, s) ∈ N such that the LMIs
−X̂i 0 0 G¯t A¯ti d¯T 1 τ˜ G¯t(A¯ti − I) G¯t G¯ti τ¯ F¯ T 1 G¯
• −F¯ − F¯ t + Y¯s 0 G¯t A¯tdi d¯T 2 τ˜ G¯t A¯tdi G¯tGtdi 0 G¯ T 2• • −I 0 0 0 0 0 0 0
• • • −X̂j 0 0 0 0 0 0
• • • • −d¯Wi 0 0 0 0 0
• • • • • −G¯− G¯t + τ˜ Z¯i 0 0 0 0
• • • • • • −I 0 0 0
• • • • • • • −F¯ − F¯ t + τ¯ Y¯s 0 0
• • • • • • • • −I 0
• • • • • • • • • −I

< 0 (5.4)
−γ 2I C¯di C¯iG¯• 0 0
• • −F¯ − F¯ t + X̂j
 < 0, [Zi I• Wi
]
≥ 0. (5.5)
To facilitate further development, we define the following matrices:
X̂i =
[
Xai 0
0 Xci
]
, G¯ =
[
Ga 0
0 Ga
]
, F¯ =
[
Fa 0
0 Fa
]
Y¯s =
[
Ysa 0
0 Ysc
]
, W¯i =
[
Wai 0
0 Wci
]
, Z¯i =
[
Zai 0
0 Zci
]
T 1 =
[
Ta1 0
0 Tc1
]
, T 2 =
[
Ta2 0
0 Tc2
]
, CiGa = EiCi, Ri = HiEi (5.6)
the following result is established:
Theorem 5.1. Consider switched system (5.2)- (5.3) with output matrix Ci having the SVD form (4.16). This system is delay-
dependent asymptotically stable with an H2-gain < γ if there exist matrices {X̂a}Ni=1, {X̂c}Ni=1, {Ya}Ni=1, {Yc}Ni=1, {Wa}Ni=1,
{Wc}Ni=1, {Za}Ni=1, {Zc}Ni=1,Ga,Gc,Fa,Fc, {S}Ni=1, {Θ}Ni=1, {R}Ni=1, ∀(i, j, s) ∈ N and a scalar γ > 0 satisfying the systems
LMIs [
Σai Σbi Σci Σdi
• Σei Σfi Σgi
• • Σgi Σmi
]
< 0 (5.7)
where
Σai =

−Xai 0 0 0 0 0
• −Xci 0 0 0 0
• • −Fa − F ta + Ysa 0 0 0• • • −Fc − F tc + Yca 0 0• • • • I 0
• • • • • −I

Σbi =

GtaA
t
i +Θ ti Bti 0 d¯Ta1 0
−Θ ti Bti τ˜GtaAti − τ˜C ti Rti 0 d¯Tc1
GtaA
t
di G
t
aA
t
di − C tdiSti d¯Ta2 0
0 0 0 d¯Tc2
0 0 0 0
0 0 0 0

Σci =

τ˜Gta(A
t
i − I)+ τ˜Θ ti Bti 0 GtaGti +Θ ti F ti−Θ ti Bti τ˜Gta(Ati − I)− τ˜C ti Rti −τ˜Θ ti F ti
τ˜GtaA
t
di τ˜G
t
aA
t
di − τ˜C tdiSti GtaGtdi
0 0 0
0 0 0
0 0 0

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Σdi =

τ˜Fa 0 d¯Ta1 0 Ga 0
0 τ˜Fc 0 d¯Tac1 0 Gc
0 0 Ga 0 d¯Ta2 0
0 0 0 Gc 0 d¯Ta2
0 0 0 0 0 0
0 0 0 0 0 0

Σei =

−Xaj 0 0 0
0 −Xcj 0 0
0 0 −d¯Wai 0
0 0 0 −d¯Wci
0 0 0 0
0 0 0 0
0 0 0 0

Σfi =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−Fa − F ta + τ˜Zai 0 0 0
0 −Fc − F tc + τ˜Zci 0 0
0 0 0 −I

Σgi =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

Σmi =

−Fa − F ta + τ˜Zai 0 0 0 0 0
0 −Fa − F ta + τ˜Zai 0 0 0 0
0 0 −I 0 0 0
0 0 0 −I 0 0
0 0 0 0 −I 0
0 0 0 0 0 −I
 . (5.8)
Moreover the gain matrices are given by
Ki = ΘiG−1a , Hi = RiUiΛpiG−1c Λ−1pi U−1i . (5.9)
Proof. Define KiGa = Θi, CiGa = EiCi, Ri = HiEi, CdiGa = SiCdi. By making use of (5.6) and applying Theorem 4.2 to LMI (5.4)
with some arrangements, then LMI (5.7) subject to block matrices (5.8). This concludes the proof. 
Remark 5.1. The optimal hybrid dynamic output-feedback withH2-gain for system (5.2) and (5.3) subject to the polytopic
representation (3.15) and (3.16) can be determined by solving the following convex minimization problem over LMIs:
Minimize γ
wrt {X̂a}Ni=1, {X̂c}Ni=1, {Ya}Ni=1, {Yc}Ni=1, {Wa}Ni=1, {Wc}Ni=1, {Za}Ni=1, {Zc}Ni=1
Ga,Gc,Fa,Fc, {S}Ni=1, {Θ}Ni=1, {R}Ni=1, , γ > 0[
Σaip Σbip Σcip Σdip
• Σeip Σfip Σgip
• • Σgip Σmip
]
< 0
where
Σaip = Σai, Σdi = Σdip, Σmip = Σfi
Σeip = Σei, Σfip = Σfi, Σgip = Σgi
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Σbi =

GtaA
t
ip +Θ ti Bti 0 d¯Ta1 0
−Θ ti Btip τ˜GtaAtip − τ˜C ti Rti 0 d¯Tc1
GtaA
t
dip G
t
aA
t
dip − C tdipSti d¯Ta2 0
0 0 0 d¯Tc2
0 0 0 0
0 0 0 0

Σci =

τ˜Gta(A
t
ip − I)+ τ˜Θ ti Bti 0 GtaGti +Θ ti F ti
−Θ ti Bti τ˜Gta(Atip − I)− τ˜C ti Rti −τ˜Θ ti F ti
τ˜GtaA
t
dip τ˜G
t
aA
t
dip − τ˜C tdipSti GtaGtdip
0 0 0
0 0 0
0 0 0
 .
6. Example
We consider a discrete-model of the type (2.1)–(2.3) representing a stream water quality system with multiple modes.
In terms of our terminology, each mode represents a particular equilibrium operating point. We wish to design a hybrid
feedback control for this system. Switching occurs enforced among the modes by the water regulation authority. The model
is described by the following coefficients:
Mode 1:
A1 =
[
0.2 0.1
0.6 0.3
]
, Ad1 =
[
0.4 0
0 0.4
]
, Γ3 =
[
0.2
0.8
]
, B1 =
[
2 0.9
0.7 2
]
, C1 =
[
1 1
1 0
]
G1 =
[
0.7 0.3
]
, Φ1 = [0.1], F1 =
[
0.9 0.3
]
, Gd1 =
[
0.6 0.4
]
, Ψ1 =
[
0.1
0.1
]
.
Mode 2:
A2 =
[
0.3 0.1
−0.4 0.2
]
, Ad2 =
[
0.6 0
0.2 0.3
]
, Γ1 =
[
0.2
0.3
]
, B2 =
[
2 1
0.6 1
]
, L2 =
[
1 0
0 1
]
C2 =
[
0.1 0.3
]
,Φ2 = [0.6], F2 =
[
0.1 0.4
]
, Cd1 =
[
0.5 0.5
]
, Ψ2 =
[
0.3
0.3
]
[0.1].
Mode 3:
A3 =
[
0.1 0.2
0.3 0.4
]
, Ad3 =
[−0.5 0.1
0 −0.4
]
, Γ2 =
[
0.1
0.5
]
, B3 =
[
1 4
3 1
]
, C3 =
[
0 1
1 0
]
G3 =
[
0.6 0.2
]
, Φ3 = [0.3], F3 =
[
0.8 0.3
]
, Gd3 =
[
0.4 0.6
]
, Ψ3 =
[
0.3
0.3
]
.
For simulation purposes, we select d = 2 and implementing the LMI solver Scilab-3.0, a feasible solution of LMIs (4.3) and
(4.4) for the case of state-feedback is attained for d¯ = 13 and γ = 2.1436. The ensuing results are given by:
K1 =
[−0.1144 0.0202
0.3168 −0.6754
]
, K2 =
[−0.3313 0.0525
−0.1685 −0.0088
]
, K3 =
[−0.5539 −0.0424
−0.2306 −0.0423
]
.
We next considered the LMIs (4.19)-(4.20) for the static output feedback. A feasible solution is reached with d = 4 and
d¯ = 16 and γ = 1.7855. The corresponding gains are given by
H1 =
[−0.3550 0.1341
−0.6522 0.6754
]
, H2 =
[−0.4756 0.2511
−0.0985 0.1235
]
, H3 =
[−0.0756 −0.1948
−0.4416 0.4512
]
.
Finally, we considered the observer-based output-feedback. The results of the feasible computations are summarized as
follows:
First-order model (r = 1):
d = 4, d¯ = 17, γ = 1.2715
G1 =
[−0.2615 −0.1952] , K1 = [−0.2750 −0.4609]
G2 =
[−0.1178 −0.4328] , K2 = [−0.3672 −0.2988]
G3 =
[−0.1566 −0.3347] , K3 = [−0.0892 −0.4922] .
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Second-order model (r = 2):
d = 4, d¯ = 19, γ = 1.1882
H1 =
[−0.2453 0.4131
−0.6522 0.6754
]
, K1 =
[−0.4675 0.1251
−0.1859 0.5114
]
H2 =
[−0.0756 −0.1948
−0.4407 0.2856
]
K2 =
[−0.3145 0.1341
−0.6522 0.6754
]
H3 =
[−0.5226 0.4825
−0.1385 0.5008
]
, K3 =
[−0.1336 −0.1608
−0.4006 0.5217
]
.
7. Conclusions
For a class of linear discrete-time hybrid systems with time-varying delays, this paper has
(1) thoroughly investigated the delay-dependent performance analysis and control synthesis,
(2) employed appropriate hybrid Lyapunov–Krasovskii functionals to establish the desired results under arbitrary
switching,
(3) adopted a generalized H2 approach to characterize new parameterized LMIs to guarantee delay-dependent
asymptotic stability, and
(4) designed a generalizedH2 state feedback and dynamic output-feedback controllers.
The theoretical investigations have been demonstrated by means of a representative example.
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