We show that every language in NP has a PCP verifier that tosses O(log n) random coins, has perfect completeness, and a soundness error of at most 1/poly(n), while making O(poly log log n) queries into a proof over an alphabet of size at most n 1/poly log log n . Previous constructions that obtain 1/poly(n) soundness error used either poly log n queries or an exponential alphabet, i.e. of size 2 n c for some c > 0. Our result is an exponential improvement in both parameters simultaneously.
INTRODUCTION
Probabilistically checkable proofs (PCPs) provide a proof format that enables verification with only a small number of queries into the proof such that the verification, though probabilistic, has only a small probability of error. This is formally captured by the following notion of a probabilistic verifier.
Definition 1.1 (PCP Verifier). A PCP verifier V for a language L is a polynomial time probabilistic algorithm that behaves as follows: On input x, and oracle access to a (proof ) string Π (over an alphabet Σ), the verifier reads the input x, tosses some random coins R, and based on x and R computes a (local) window I = (i1, . . . , iq) of q indices to read from Π, and a (local) predicate ϕ : Σ q → {0, 1}. The verifier then accepts iff ϕ(Π|I ) = 1.
• The verifier has perfect completeness: if for every x ∈ L, there is a proof Π that is accepted with probability 1. I.e., ∃Π, PrR[ϕ(Π|I ) = 1] = 1.
• The verifier has soundness error δ < 1: if for any x ∈ L, every proof Π is accepted with probability at most δ. I.e., ∀Π, PrR[ϕ(Π|I ) = 1] ≤ δ.
The celebrated PCP Theorem [2, 1] states that every language in NP has a verifier that has perfect completeness and soundness error bounded by a constant δ < 1, while using only a logarithmic number of random coins, and reading only q = O(1) proof bits. Naturally (and motivated by the fruitful connection to inapproximability due to Feige et al. [13] ), much attention has been given to obtaining PCPs with desirable parameters, such as a small number of queries q, smallest possible soundness error δ, and smallest possible alphabet size |Σ|. How small can we expect the soundness error δ to be? There are a couple of obvious limitations. First observe that the soundness error δ cannot be smaller than 1/poly(n) just because there are only poly(n) different random choices for the verifier 1 . Next, note that if the verifier reads a total of k bits from the proof (namely, q log |Σ| ≤ k), the soundness error cannot be smaller than 2 −k , just because a random proof is expected to cause the verifier to accept with at least this probability. 1 One may assume that every local predicate ϕ is satisfiable.
Otherwise the question of "x ? ∈ L" reduces to the question of whether ϕ is satisfiable for any of the predicates computed by the verifier. This cannot occur without a collapse of NP into NTIME(q log |Σ|).
The best case scenario is thus if one can have the verifier read k = O(log n) bits from the proof and achieve a soundness error of 1/2 k = 1/poly(n). Indeed, the following is well known (obtained by applying a randomness efficient sequential repetition to the basic PCP Theorem): Theorem 1.2. For every integer k, every language in NP has a PCP verifier that tosses at O(k + log n) random coins, makes q = O(k) queries into a proof over the Boolean alphabet {0, 1}, has perfect completeness, and soundness error δ = 2 −k .
In particular, setting k = log n we get q = O(log n) and δ = 1/poly(n).
This theorem gives a ballpark optimal tradeoff (up to constants) between soundness error and the number of bits read from the proof. However it does not achieve a small number of queries, a fundamental requirement that is important, among other things, for hardness of approximation. The goal of constructing a PCP with both a small error and a small number of queries turns out to be much more challenging and has attracted considerable attention. This was first formulated by Bellare et al. [4] as the "sliding scale" conjecture. Conjecture 1.3 (Sliding Scale Conjecture [4] ). For any 1 poly(n) ≤ δ < 1, every language in NP has a PCP verifier that tosses O(log n) random coins, makes q = O(1) queries 2 into a proof over an alphabet Σ of size poly(1/δ), has perfect completeness, and soundness error δ.
As we describe shortly below, this conjecture is known to hold for 1 > δ ≥ 2 −(log n) 1−ε , namely where δ can be made 'almost' polynomially small. The interesting regime, that has remained open for two decades, is that of (inverse) polynomially small δ. This is the focus of our work. Our main goal is to find the smallest q and |Σ| parameters for which we can get δ to be polynomially small. Our main result is the following.
Main Theorem 1.4. Every language in NP has a PCP verifier that tosses O(log n) random bits, makes (log log n) O(1) queries into a proof over an alphabet of size n 1/(log log n) O (1) , has perfect completeness, and soundness error 1/poly(n).
Previous PCP constructions require at least (log n) Ω(1) queries in order to achieve polynomially small error (and this remains true even for constructions that are allowed quasipolynomial size, see further discussion at the end of this introduction).
The first works making progress towards this conjecture are due to Raz and Safra [18] , and Arora and Sudan [3] , and rely on the classical (algebraic) constructions of PCPs. They prove the conjecture for all δ such that δ ≥ 2 −(log n) β for some constant β > 0. These ideas were then extended by Dinur et al. [9] with an elaborate composition-recursion structure, proving the conjecture for all δ ≥ 2 −(log n) 1−ε for any ε > 0. The small catch here is that the number of queries grows as ε approaches 0. The exact dependence of q on ε was not explicitly analyzed in [9] , but we show that it can be made O(1/ε) while re-deriving their result. Theorem 1.5 ([9] ). For every ε > 0 and δ = 2 −(log n) 1−ε , every language in NP has a PCP verifier that tosses O(log n) random coins, makes q = O(1/ε) queries into a proof over an alphabet Σ of size |Σ| = 1/poly(δ), has perfect completeness, and has soundness error δ.
The focus of [9] was on a constant number of queries but their result can also be applied towards getting polynomially small error with a non-trivially small number of queries. This is done by combining it with sequential repetition. We get, Corollary 1.6 ( [9] ). For every ε > 0, every language in NP has a PCP verifier that tosses O(log n) random coins, makes q = O((log n) ε /ε) queries into a proof over an alphabet Σ of size |Σ| = 2 (log n) 1−ε , has perfect completeness, and has soundness error δ = 1/poly(n). Corollary 1.6 describes the previously known best result in terms of minimizing the number of queries subject to achieving a polynomially small error and using at most a logarithmic amount of randomness. Whereas in Corollary 1.6 the number of queries is q = (log n) ε , our Main Theorem 1.4 requires only q = poly log log n queries.
PCP Composition and dPCPs
Like in recent improved constructions of PCPs [5, 12, 6, 8, 16, 10] , our main theorem is obtained via a better understanding of composition. All known constructions of PCPs rely on proof composition. This paradigm, introduced by Arora and Safra [2] , is a recursive procedure applied to PCP constructions to reduce the alphabet size. The idea is to start with an easier task of constructing a PCP over a very large alphabet Σ. Then, proof composition is applied (possibly several times over) to PCPs over the large alphabet to obtain PCPs over a smaller (even binary) alphabet, while keeping the soundness error small.
In the regime of high soundness error (greater than 1/2), composition is by now well understood using the notion of PCPs of proximity [5] (called assignment testers in [12] ) (see also [19] ). The idea is to bind the PCP proof of a statement to an NP witness for it, so that the verifier not only checks that the statement is correct but also that the given witness is (close to) a valid one. This extension allows one to prove a modular composition theorem, which is oblivious to the inner makings of the PCPs being composed. This modular approach has facilitated alternate proofs of the PCP theorem and constructions of shorter PCPs [5, 6, 8] . However, the notion of a PCP of proximity, or assignment tester, is not useful for PCPs with low-soundness error. The reason is that for small δ we are in a "list decoding regime", in that the PCP proof can be simultaneously correlated with more than one valid NP witness.
The works mentioned earlier [18, 3, 9] addressed this issue by using a notion of local list-decoding. This was called a local-reader in [9] and formalized nicely as a locally-decodeor-reject-code (LDRC) by Moshkovitz and Raz [16] . Such a code allows "local decoding" in that for any given string w there is a list of valid codewords {c1, . . . , cL} such that when the verifier is given a tuple of indices j1, . . . , j k , then but for an error probability of δ, the verifier either rejects or outputs (ci)|j 1 ,...,j k for some i ∈ [L].
Decodable PCPs (dPCPs).
Dinur and Harsha [10] introduced the notion of a PCP decoder (dPCP), which extends the earlier definitions of LDRCs and local-readers from codes to PCP verifiers. A PCP decoder is like a PCP verifier except that it also gets as input an index j (or a tuple of indices). The PCP decoder is supposed to check that the proof is correct, and to also return the j-th symbol of the NP witness encoded by the PCP proof. As in previous work, the soundness guarantee for dPCPs is that for any given proof Π there is a short list of valid NP witnesses {x1, . . . , xL} such that except with probability δ the verifier either rejects or outputs (xi)|j for some xi in the list.
The main advantage of dPCPs is that they allow a modular composition theorem in the regime of small soundness error. The composition theorem proved by Dinur and Harsha [10] was a two-query composition theorem, generalizing from the ingenious construction of Moshkovitz and Raz [16] . The two-query requirement is a stringent one, and in this construction it inherently causes an exponential increase in the alphabet, so that instead of |Σ| = poly(1/δ) one gets a PCP with |Σ| = exp(poly(1/δ)).
In this work we give a different (modular) dPCP composition theorem. Essentially, our theorem is a modular generalization of the composition method, as done implicitly in previous works [18, 3, 9] , which uses an extra 'consistency' query but maintains the inverse polynomial relation between δ and |Σ|.
We remark that unlike recent PCP constructions [5, 12, 16, 10] which recurse on the large (projection) query of the outer PCP, our composition recurses on the entire test as was done originally by Arora and Safra [2] . This aspect of the composition is explained and abstracted nicely in [15] .
Distributional Soundness.
Our main technical/conceptual contribution is a new notion of soundness, which we refer to as distributional soundness, which replaces the previous notion of list decoding soundness described above, and allows us to apply a nonconstant number of compositions without a blowup in the error.
We say that a verifier has distributional soundness δ if its output is "δ-indistinguishable" from the output of an idealized verifier. The idealized verifier has access to a distribution Π over valid proofs or ⊥. When it is run with random coins R it samples a proof Π(R) from this distribution and either rejects if Π(R) = ⊥ or outputs what the actual verifier would output when given access to Π(R). By δindistinguishable, we mean that there is a coupling between the actual verifier and the idealized verifier, such that the probability that the verifier does not reject and its output differs from the output of the idealized verifier, is at most δ.
The advantage of moving from list decoding soundness to distributional soundness, is that it removes the extra factor of Lin (the list size) incurred in previous composition analyses. Recall that, e.g. in the composition theorem of Dinur-Harsha [10] , one takes an outer PCP with soundness δout and an inner PCP decoder with soundness δin and out comes a PCP with soundness δin + Lin · δout. This is true in all (including implicit) prior composition analyses. When making only a constant number of composition steps, this is not an issue, but when the number t of composition steps grows, the soundness is at least (Lin) t · δout and this is too expensive for the parameters we seek. Using distributional soundness, we prove that the composition of a PCP with soundness error δout and a dPCP with soundness error δin yields a PCP with soundness error δout +δin +η where η is an error term that is related to the distance of an underlying error correcting code, and can be controlled easily. Thus, after t composition steps the soundness error will only be O(t(δ + η)).
Proof Overview
At a high level, our main theorem is derived by adopting the recursive structure of the construction in [9] . The two main differences are the use of our modular composition theorem, and the soundness analysis that relies on the notion of distributional soundness 3 .
We fix a field F at the outset and use the same field throughout the construction. This is important for the interface between the outer and the inner dPCPs, as it provides a convenient representation of the output of the outer dPCP as an algebraic circuit over F, which is then the input for the inner dPCP.
As in the construction of [9] , we take |F| ≈ 2 (log n) 1−ε and begin by constructing PCPs over a fairly large alphabet size which we gradually reduce via composition. The initial alphabet size is 2 2 (log n) 1−ε , and then it drops to 2 2 (log n) 1−2ε and then to 2 2 (log n) 1−3ε and so on. After 1/ε steps we make a couple of final composition steps and end up with the desired alphabet size of 2 (log n) 1−ε , logarithmic in the initial alphabet size.
Unlike the construction in [9] , we can afford to plug in a sub-constant value for ε, and we take ε = c log log log n/ log log n for some constant c so that 2 (log n) 1−ε = 2 log n/(log log n) c = n 1/(log log n) c . The number of composition steps is O(1/ε), resulting in a PCP with O(log log n) queries and soundness error n 1/(log log n) c for some constant c < 3 (see Theorem 5.1). Finally, (log log n) c steps of (randomness-efficient) sequential repetition yield a PCP with polynomially small error and poly log log n queries as stated in Main Theorem 1.4.
Further Background and Motivation
The motivation for minimizing the number of queries becomes apparent when considering interaction with provers instead of direct access to proofs (i.e. MIP instead of PCP). A PCP protocol can not in general be simulated by a protocol between a verifier and a prover because the prover might cheat by adaptively changing her answers. To avoid that one must send each query to a different prover. It is only natural to seek protocols using the smallest number of (non-communicating) provers.
The importance of the sliding scale conjecture stems, in addition to the fundamental nature of the question, from its applications to hardness of approximation. First, it is known that every PCP theorem can be phrased as a hardness-ofapproximation for Max-CSP: the problem of finding an assignment that satisfies a maximal number of constraints in a given constraint system. The soundness error translates to the approximation factor, the alphabet of the proof is the alphabet of the variables, and the number of queries becomes the arity of the constraints in the CSP.
The main goal of this paper can be phrased as proving polynomial hardness of approximation factors for CSPs with smallest possible arity (and over a reasonably small alphabet).
In addition to the syntactic connection to Max-CSP, it is also known that a proof of the sliding scale conjecture would immediately imply polynomial factors inapproximability for Directed-Sparsest-Cut and Directed-Multi-Cut [7] .
Further Discussion
A possible alternate route to small soundness PCPs is via the combination of the basic PCP theorem [2, 1] with the parallel repetition theorem [17] . Applying k-fold parallel repetition yields a two-query PCP verifier over alphabet of size |Σ| = 2 O(k) , that uses O(k log n) random bits, and has soundness error δ = 2 −Ω(k) .
If we restrict to polynomial-size constructions, then parallel repetition is of no help compared to Theorem 1.2. If we allow k to be super constant, then more can be obtained. First, it is important to realize that the soundness error should be measured in terms of the output size, namely N = 2 k log n . For k = (log n) c a simple calculation shows log n = (log N ) 1/(c+1) , and hence the soundness
. This is no better than the result of [9] in terms of the soundness error, and in fact, worse in terms of the instance size blow up (N = 2 (log n) c+1 as opposed to N = n O(1) ). Even parameters similar to our main theorem can be obtained, albeit with an almost exponential blowup. Consider k = √ n for example. In this case log n = 2 log log N − Θ(log log log N ), and so δ(N ) = 2 − √ n = N −1/Θ(log log N ) . From here, to get a polynomially small error one can take O(log log N ) rounds of (randomness efficient) sequential repetition, coming up with a result that is similar to our Main Theorem 1.4 but with a huge blow up (N = n √ n as opposed to N = n O(1) ). We remark that a natural approach towards the sliding scale conjecture is to try and find a randomness-efficient version of parallel repetition to match the parameters of Theorem 1.2 but with q = O(1). Unfortunately, this approach has serious limitations [14] and has so-far been less successful than the algebra-and-composition route, see also [11, 15] .
Organization
We begin with some preliminaries in § 2. We introduce and define dPCPs and distributional soundness in § 3. Our dPCPs have k provers which are analogous to (and stronger than) PCPs that make k queries. In § 4, we state and prove a modular composition theorem for two dPCPs. In § 5, we prove the main theorem, relying on specific "classical" constructions of PCPs, one based on the sum-check and low degree test, and one based on the quadratic version of the Hadamard code. These PCPs are the same as in earlier constructs [18, 3, 9, 16, 10] except that here we prove that they have the stronger notion of small distributional soundness.
PRELIMINARIES

Notation
All circuits in this paper have fan-in 2 and fan-out 2, and we allow only unary NOT and binary AND Boolean operations as internal gates. The size of a Boolean circuit/predicate Φ is the number of gates in Φ. Given a circuit/predicate Φ : {0, 1} n → {0, 1}, we denote by SAT(Φ) the set of satisfying assignments for Φ, i.e.,
We will refer to the following NP-complete language associated with circuits: CktSAT = {Φ | SAT(Φ) = ∅} . We will follow the following convention regarding input lengths: n will refer to the length of the input to the circuit Φ (i.e., Φ : {0, 1} n → {0, 1}) while N will refer to the size of the circuit/predicate (i.e., size(Φ) = N ). Thus, N is the input size to the problem CktSAT.
We will also refer to a similar language associated with arithmetic circuits. First, for some notation. Given a finite field F, we consider arithmetic circuits over F with addition (+) and multiplication (×) gates and constants from the field F. For a function Φ : F n → F, the size of Φ is the number of gates in the arithmetic circuit specifying Φ. We denote by SAT(Φ) the set of all x such that Φ(x) = 0.
Definition 2.1 (Algebraic Circuit SAT). Given a field F, the Algebraic-Circuit-Satisfiability problem, denoted by Alg-CktSAT F , is defined as follows:
As in the case of CktSAT, n refers to the length of the input to the function Φ (i.e., Φ : F n → F), while N refers to the size of the arithmetic circuit Φ.
Error Correcting Codes
Let E : F n → F N be an error correcting code with relative distance 1 − µ, i.e., for every x = x , Pr j∈[N ] [E(x)j = E(x )j] ≤ µ. For a word w ∈ F N that is not necessarily a correct codeword, we can consider the list of all "admissible" codewords, i.e. codewords that have a non-negligible correlation with w. We are interested in more than just a list: we want to associate with each index j ∈ [N ] an element in that list in a unique way. This will allow us to treat w as a random variable W : for a random index j, the random variable W (j) will output the list-element associated with the jth index. [E(x)j = wj] ≥ τ .
• For any j ∈ [N ], if there is a unique codeword x ∈ agr τ (w) such that E(x)j = wj we set W (j) = x. Otherwise, we set W (j) = ⊥. [vj = wj and W (j) = y] ≤ τ + 4µ/τ 2 .
The proof of this lemma easily follows from the distance property of the code E (proof deferred to full version).
Remark 2.4. We minimize the quantity τ + 4µ/τ 2 , by setting τ = (4µ) 1/3 . We refer to this minimum as the agreement parameter η of the code E. Thus, η = 2τ = 2(4µ) 1/3 .
PCPS WITH DISTRIBUTIONAL SOUND-NESS
Standard PCPs
We begin by recalling the definition of a standard k-prover projection PCP verifier. • A k-prover projection PCP verifier over alphabet F is a probabilistic-time algorithm V that on input Φ, a circuit of size N and a random input R of r(N ) random bits generates a tuple (q, ϕ, g) where q = (u, v1 . . . , v k−1 ) is a vector of k queries, ϕ : F m → {0, 1} is a predicate, and g = (g1, . . . , g k−1 ) is a list of k − 1 functions gi : F m → F such that the size of the tuple (ϕ, g) is at most s(N ).
• We write (q, ϕ, g) = V (Φ; R) to denote the query-predicatefunction tuple output by the verifier V on input Φ and random input R.
• It is good to keep in mind the k = 2 case as it captures all of the difficulty. In this case the output of V is a label cover instance, when enumerating over all of V 's random inputs. (The query pairs specify edges (u, v) and (ϕ, g) specify which pairs of labels are acceptable).
• We think of V as a probabilistic oracle machine that on input (Φ; R) queries k provers Π = (A, B1, . . . , B k−1 ) at positions q = (u, v1, . . . , v k−1 ) respectively to receive the answers Π|q := (A(u), B1(v1), . . . , B k−1 (v k−1 )) ∈ F m × F k−1 , and accepts iff the following checks pass: ϕ(A(u)) = 0 and gi(A(u)) = Bi(vi) for all i ∈ {1, . . . , k− 1}.
• Given k provers Π = (A, B1, . . . , B k−1 ), we will sometimes collectively refer to them as the "proof Π" . Furthermore, we refer to A as the large prover and the Bi's as the projection provers. We call Π|q the local view of the proof Π on queries q and denote by V Π (Φ; R) the output of the verifier V on input (Φ; R) when interacting with the k provers Π. Thus, V Π (Φ; R) = acc if the checks pass and is rej otherwise.
• We call N the input size, k the number of provers, r(N ) the randomness complexity, and s(N ) the answer size of the verifier V . In this case, we say that Π is a valid proof for the statement x ∈ SAT(Φ).
Soundness: If Φ / ∈ CktSAT (i.e, SAT(Φ) = ∅), then for every k provers Π = (A, B1, . . . , B k−1 ), the verifier V accepts Φ with probability at most δ(N ). Formally,
We then say that CktSAT has a k-prover projective PCP with soundness error δ.
Distributional Soundness
We now present distributional soundness, a strengthening of the standard PCP soundness condition. Informally, distributional soundness states that every purported proof Π (valid or not) can be coupled with an "idealized" distribution Π(R) over valid proofs and ⊥ such that the behavior of the verifier on random string R when interacting with the proof Π is identical to the corresponding behavior when interacting with the "idealized" proof Π(R) upto an error of δ, which we call the distributional soundness error. Formally, • For every random string R, Π(R) is either a valid proof for the statement x(R) ∈ SAT (Φ), or Π(R) = ⊥.
• With probability at least 1 − δ over the choice of the random string R, the local view of the provers Π completely agrees with the local view of the provers Π(R) or is a rejecting local view. In other words,
where q is the query vector generated by the PCP verifier V on input (Φ; R).
The advantage of distributional soundness is that it explains the acceptance probability of every proof Π, valid or otherwise, in the following sense. Suppose a proof Π is accepted with probability p. I.e., p fraction of the local views Π|q are "accepting". Then, it must be the case that but for an error probability of δ, each of these accepting views are projections of (possibly different) valid proofs. It is an easy consequence of this, that distributional soundness implies (standard) soundness.
Proposition 3.4. If CSAT has a k-prover PCP with distributional soundness error δ, then CktSAT has a k-prover PCP with (standard) soundness error δ. Furthermore, all other parameters (randomness, answer size, alphabet, perfect completeness) are identical.
PCP decoders
We now present a variant of PCP verifiers, called PCP decoders, introduced by Dinur and Harsha [10] . PCP decoders, as the name suggests, have the additional property that they not only locally check the PCP proof Π, but can also locally decode symbols of an encoding of the original NP witness from the PCP proof Π. PCP decoders are implicit in many previous constructions of PCPs with small soundness error and were first explicitly defined under the name of local-readers by Dinur et al. [9] , as locally-decodeor-reject-codes (LDRC) by Moshkovitz and Raz [16] and as decodable PCPs by Dinur and Harsha [10] . As in the case of PCP verifiers, our PCP decoders will be projection PCP decoders . . , f l (A(u))) ∈ F l+1 and otherwise outputs ⊥.
• Given k provers Π = (A, B1, . . . , B k−1 ), we will sometimes collectively refer to them as the "proof Π" . Furthermore, we refer to A as the large prover and the Bi's as the projection provers. We call Π|q the local view of the provers Π on queries q and denote by D Π (Φ, F ; R, j) the output of the decoder D on input (Φ, F ; R, j) when interacting with the k provers Π. Note that the output is an element of F l+1 ∪ {⊥}.
• We call N the input size, k the number of provers, l the number of answers, r(N ) the randomness complexity, and s(N ) the answer size of the decoder D.
We now equip the above defined PCP decoders with the new notion of soundness, distributional soundness. We find it convenient (and sufficient) to define decodable PCPs only for predicates and function tuples which have an algebraic structure over the underlying alphabet, which is the field F. In other words, both the input tuple (Φ, F ) and output tuple (ϕ, g, f ) have the property that the predicates Φ, ϕ and the functions F, f, g are specified as arithmetic circuits over F.
For the above reasons, we define dPCPs for Alg-CktSAT (see Definition 2.1). Definition 3.6 (decodable PCPs). For δ ∈ (0, 1) and a code E : F n → F t , a k-prover l-answer projection PCP decoder D is a k-prover l-answer decodable probabilistically checkable proof system for Alg-CktSAT F with respect to encoding E with distributional soundness error δ if the following properties hold for every input pair (Φ, F ):
Perfect Completeness: For every x ∈ SAT(Φ), there exist k provers Π = (A, B1, . . . , B k−1 ) such that the PCP decoder D when interacting with provers Π outputs (E(x)j, F1(x), . . . , F l (x)) for every random input R and index j. I.e.,
In other words, the decoder D on input (Φ, F ; R, j) outputs the j-th symbol of the encoding E(x) and the tuple F evaluated at x. In this case, we say that Π is a valid proof for the statement x ∈ SAT(Φ).
Distributional Soundness: For any set of provers Π = (A, B1, . . . , B k−1 ) there exists functions x(R) and Π(R) defined for every random string R such that the following holds.
• For every random string R, Π(R) is either a valid proof for the statement x(R) ∈ SAT (Φ), or Π(R) = ⊥. • For every j ∈ {1, . . . , t}, with probability at least 1 − δ over the choice of the random string R, the local view of the provers Π completely agrees with the local view of the provers Π(R) or is a rejecting local view. In other words, for all j ∈ [t],
where q is the query vector generated by the PCP decoder D on input (Φ, F ; R, j). Note that when the local views agree, we have that D Π (Φ, F ; R, j) = (E( x(R))j, F ( x(R))).
We then say that D is a k-prover l-answer PCP decoder for Alg-CktSAT with respect to encoding E with perfect completeness and distributional soundness error δ.
Remark 3.7. The above definition is a non-uniform one in the sense that it is defined for a particular choice of input lengths n, N , size of field F and encoding E : F n → F t . A uniform version of the above definition can be obtained as follows: there exists a polynomial time uniform procedure that on input n, N (both in unary), the field F (specified by a prime number and an irreducible polynomial) and the encoding E (specified by the generator matrix) outputs the PCP decoder algorithm. We note that our construction satisfies this stronger uniform property.
As in previous works [16, 10] , dPCPs imply PCPs with similar parameters Proposition 3.8. If Alg-CktSAT has a k-prover dPCP with distributional soundness error δ, then Alg-CktSAT has a k-prover PCP with distributional soundness error δ. Furthermore, all other parameters (randomness, answer size, alphabet, perfect completeness) are identical.
COMPOSITION
In this section, we describe how to compose two PCP decoders. Informally speaking, an "outer" PCP decoder Dout can be composed with an "inner" PCP decoder Din if the answer size of the outer PCP decoder matches the input size of the inner PCP decoder and the number of answers of the inner PCP decoder is the sum of the number of answers of the outer PCP decoder and the number of provers of the outer PCP decoder.
We begin with an informal description of the composition procedure (see also Figure 4 ). The main goal of composition is to reduce the answer size of the outer PCP decoder. For simplicity, let us assume that each of the inner and the outer PCP decoders use only two provers. The inner PCP decoder Din interacts with provers A and B, and the outer PCP decoder Dout interacts with provers C and D. The composed PCP decoder Dcomp works as follows: On input (Φ, F ), Dcomp simulates Dout to obtain the tuple (qout, ϕout, gout, fout). In its normal running Dout generates queries qout = (u, v) and queries C on u and D on v. It then checks that ϕout(C(u)) = 0 and gout(C(u)) = D(v) and if so it outputs fout(C(u)). However, the answer C(u) is too large for Dcomp, and we would like to use the inner PCP decoder Din to replace querying C directly, reducing the answer size at the cost of a few extra queries. For this purpose, the composed PCP decoder Dcomp now simulates the inner PCP decoder Din on input (ϕout, (gout, fout)) to generate the tuple (qin, ϕin, gin, fin). The composed PCP decoder Dcomp then queries the inner provers A, B on queries qin = (w, z) to obtain the answers α = A(w) and β = B(z). It then performs the projection tests gin of the inner PCP decoder Din and produces its output fin (α). These answers are then used to both perform the projection test of the outer PCP decoder as well as produce the required output of the outer PCP decoder.
As usual in composition, we need to enforce consistency between the different invocations of Din. The input for Din, namely (qin, ϕin, gin, fin), is generated using Dout's randomness, namely R and j. The provers A and B must be told this input because they need to know what they are supposed to prove. Thus A and B are actually aggregates of prover-pairs A(R, j), B(R, j) ranging over all possible R, j.
There is a possibility that they could "cheat" by outputting a different answer for the same outer question, depending on R and j. In particular, think of two outer query pairs (u, v1) and (u, v2) generated by two different random strings R1, j1 and R2, j2. We need to ensure that both invocations of Din are consistent with the same answer C(u).
We address this issue using the decoding feature of the inner PCP decoder Din. We replace the outer prover C by a prover C * , which we call the consistency prover. This prover is supposed to hold an encoding, via Ein, of the outer prover C. The composed PCP decoder Dcomp expects the inner PCP decoder Din to decode a random symbol in this encoding (i.e., in Ein (C(u))). This decoded value is then checked against the consistency prover C * , which unlike the inner provers is not informed of the outer randomness. In all, the queries of Dcomp are w, z, (u, jin), v to A, B, C * , D respectively.
This additional consistency query helps us get around the above mentioned issue at a small additional cost of ηin in the soundness error. Recall that ηin is the agreement parameter of the encoding Ein (see Remark 2.4) .
It can be shown that this consistency query ensures that the distributional soundness error of the composed decoder is at most the sum of the distributional soundness errors of the outer and inner PCP decoders and the agreement parameter of the encoding Ein. Previous soundness analyses using list-decoding soundness typically involved a Lin-fold multiplicative blowup in the soundness error δout of the outer PCP decoder (i.e., δcomp ≥ Lin · δout) where Lin is the listsize of the inner PCP decoder. Distributional soundness has the advantage of getting rid of this Lin-fold blowup at the cost an additional ηin additive blowup.
The above description easily generalizes to k > 2 by replacing B by B1, . . . , B k in −1 and D by D1, . . . , D k out −1 .
As in the case of the definition of decodable PCPs, we find it sufficient to describe composition of algebraic dPCPs and not general dPCPs.
Theorem 4.1 (Composition Theorem). Let F be a finite field. Suppose that Nout, Nin, rout, rin, sout, sin, nout, nin, tout, tin, kout, kin, lout, lin ∈ Z + , and δout, δin, ηin ∈ [0, 1] are such that
• Alg-CktSAT has a kout-prover lout-answer decodable PCP Dout with respect to encoding Eout : F n out → F t out with randomness complexity rout, answer size sout, and distributional soundness error δout on inputs Φ of size Nout,
• Alg-CktSAT F has a kin-prover lin-answer decodable PCP Din with respect to encoding Ein : F n in → F t in with randomness complexity rin, answer size sin, and distributional soundness soundness error δin on inputs ϕ of size Nin
• sout ≤ nin ≤ Nin,
• lin = kout + lout,
• the inner encoding Ein has agreement parameter ηin
Then, Alg-CktSAT has a kout + kin-prover lout-answer dPCP, denoted Dcomp = Dout Din, with respect to encoding Eout on inputs Φ of size N with
• randomness complexity rout + rin + log 2 (tin),
• answer size sin, and
• distributional soundness error δout + δin + ηin.
Furthermore, there exists a universal algorithm with blackbox access to Dout and Din that can perform the actions of Dcomp (i.e. evaluating Dcomp (Φ, F ; R, j)). On inputs of size N , this algorithm runs in time N c for a universal constant c, with one call to Dout on an input of size N and one call to Din on an input of size sout.
Proof. We will follow the following notation to describe the composed decoder.
Provers of Dcomp.
Suppose the inner PCP decoder Din interacts with provers A, B1, . . . , B k in −1 (here A is the large prover and Bi's are the projection provers), and the outer PCP decoder interacts with provers C, D1, . . . , D k out −1 (here C is the large prover and Di's are the projection provers).
As mentioned in the informal description, the composed PCP decoder Dcomp, instead of querying C, uses the inner PCP decoder Din and an additional consistency prover C * . Thus, the provers for the composed PCP decoder Dcomp will be the following: A, B1, . . . , B k in −1 , C * , D1, . . . , D k out −1 ; the main prover being A and the projection provers being the rest. As mentioned in the outline, for each choice of the outer randomness Rout and index jout the inner PCP decoder Din is simulated on a different input. Hence the corresponding inner provers for the composed dPCP Dcomp (i.e., A, B1, . . . , B k in −1 ) are explicitly given the specification of the outer randomness Rout and index jout as part of their queries. (Alternatively, one can think of A and Bi as an aggregate of separate provers A(Rout, jout) and Bi(Rout, jout) per Rout, jout).
Randomness of Dcomp.
The randomness of Dcomp comes in three parts: the randomness Rout of Dout, the randomness Rin of Din and a random index jin to perform the consistency test. Thus, Rcomp = (Rout, Rin, jin).
Decoded Index of Dcomp.
The index jcomp being decoded by Dcomp is the same as the index jout being decoded by Dout.
Indexing the answers of Dcomp.
Note that the number of answers lin of the inner PCP decoder Din is the sum of the number of answers lout of the outer Dout and the number of provers kout of outer Dout. Thus, fin is a list of lout + kout + 1 functions. We will find it convenient to index the functions in fin with {0}∪({out} × {0, 1, . . . , lout})∪({proj} × {1, . . . , kout − 1}).
With these conventions in place, the description of the composed PCP decoder Dcomp is given in Table 1 .
The claims about Dcomp's parameters (randomness complexity, answer size, number of provers, number of answers) except completeness and soundness error can be verified by inspection. Thus, we only need to check completeness and soundness.
Completeness.
Let x ∈ SAT (Φ). By the completeness of outer Dout, there exist provers Π out = (C, D1, . . . , D k out −1 ), such that for all (Rout, jout) we have D Π out out (Φ, F ; Rout, jout) = Eout (x) j out , F1 (x) , . . . , F l out (x) .
Fix any particular outer random string Rout and index jout. Let Dout (Φ, F ; Rout, jout) = (qout, ϕout, gout, fout). Since the outer decoder Dout does not reject, we must have that y (R out ,j out ) := C(u) satisfies ϕout. In other words, y (R out ,j out ) ∈ SAT (ϕout). Now, by the completeness of the inner Din, we have that for these (Rout, jout) there exist provers Π in (R out ,j out ) = A (R out ,j out ) , B (R out ,j out ),1 , . . . , B (R out ,j out ),k in −1 such that for all (Rin, jin) we have D Π in (R out ,j out ) in (ϕout, (gout, fout) ; Rin, jin) = Ein y (R out ,j out ) j in , gout y (R out ,j out ) , fout y (R out ,j out ) . We are now ready to define the provers Π = (A, B1, . . . , B k in −1 , C * , D1, . . . , D k out −1 ) for the composed decoder Dcomp. As the name suggests, the projection provers Di, i = 1, . . . , kout − 1 are exactly the same as the outer projection provers in Π out . The consistency prover C * is defined as C * (u, jin) := Ein (C(u)) j in . The projection provers Bi, i = 1, . . . , kin − 1 are defined as Bi (Rout, jout, zi) := B (R out ,j out ),i (zi). Finally, the large prover A is defined as A (Rout, jout, w) := A (R out ,j out ) (w). It is easy to check that according to this definition of Π, for each (Rcomp, jout) it holds that D Π comp (Φ, F ; Rcomp, jout) = Eout (x) j out , F1 (x) , . . . , F l out (x) . This proves the completeness of Dcomp.
4.
Output: If all the checks in the above step pass, then return f in,(out,·) (α) else return ⊥. Distributional Soundness of Dcomp.
We prove the following statement about the distributional soundness of Dcomp.
Lemma 4.2. Suppose the outer PCP decoder Dout has distributional soundness error δout with respect to encoding Eout, and the inner PCP decoder Din has distributional soundness error δin with respect to encoding Ein, and suppose Ein has agreement parameter ηin (see Remark 2.4) . Then, the composed PCP decoder Dcomp = Dout Din has distributional soundness error δcomp ≤ δout + δin + ηin with respect to encoding Eout.
For want of space, the proof of the distributional soundness of Dcomp is deferred to the full version.
This completes the proof of the Composition Theorem 4.1. • answer size O(lg N/poly lg lg N ),
PROOF OF MAIN THEOREM
• perfect completeness, and
• soundness error N 1/(lg lg N ) Ω (1) .
The PCP with inverse polynomial soundness error stated in Main Theorem 1.4 is obtained by sequentially repeating the above PCP poly(lg lg N ) times in a randomness efficient manner. The two building blocks, we need for our construction, are a decodable PCP based on sum-check protocol and a decodable PCP based on the Hadamard code. The constructions of both these objects is standard given the requirements of the dPCP.
Theorem 5.2 (Sum-check based dPCP). For any finite field F, and parameter h such that 1 < h < |F| 0.1 and any > 0, there is a 2-prover + 1-answer decodable PCP D with respect to the encoding LDE F,h for the language Alg-CktSAT F with the following parameters: On input (Φ, F ) of size N , let m = log N/ log h, the dPCP D has
• randomness complexity O(log N +m log |F|) = O(log N + log |F|),
• answer size s, s = O(m(m + )),
• and distributional soundness error 1/|F| 0.1 .
Theorem 5.3 (Hadamard based dPCP). For any finite field F, and any > 0, there is a 2-prover + 1-answer decodable PCP D QH,F with respect to the encoding QH F for the language Alg-CktSAT F with the following parameters: On inputs (i) a predicate Φ : F n → {0, 1} and (ii) functions F1, . . . , F : F n → F given by algebraic circuits over F whose total size is N , the dPCP D QH,F has • randomness complexity O(N 2 log |F|),
• answer size s, s = O( ),
• perfect completeness, and • distributional soundness error ≤ 1/|F| 0.1 .
For want of space, the construction of these PCP decoders and how they imply Theorem 5.1 by repeatedly using the Composition Theorem 4.1 is deferred to the full version of the paper.
