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Résumé
On donne un algorithme d’élimination des quantificateurs dans les vecteurs de Witt sur un corps algébriquement clos (ou encore
dans les séries formelles), vus comme module valué sur l’anneau de Ore des polynômes de Frobenius. On obtient alors que ces
structures n’ont pas la propriété d’indépendance. Pour citer cet article : L. Bélair, F. Point, C. R. Acad. Sci. Paris, Ser. I 346
(2008).
© 2008 Académie des sciences. Publié par Elsevier Masson SAS. Tous droits réservés.
Abstract
Quantifier elimination in linear difference equations over Witt vectors. We prove quantifier elimination in Witt vectors over
an algebraically closed fields (or in power series), considered as a valued module over the Ore ring of Frobenius polynomials. We
get that these structures do not have the independence property. To cite this article: L. Bélair, F. Point, C. R. Acad. Sci. Paris,
Ser. I 346 (2008).
© 2008 Académie des sciences. Publié par Elsevier Masson SAS. Tous droits réservés.
1. Introduction
Soit W [E] l’anneau des vecteurs de Witt sur E, un corps parfait de caractéristique p > 0. Soit ρ :E → W [E] le





, et on a l’au-








ppi (voir [7]). Soit W(E) le corps des
fractions de W [E] et vp sa valuation p-adique. On note aussi σp le prolongement à W(E). Il y a une élimination des
quantificateurs dans la structure (W(E),+, ·, vp, σp) comme dans les corps valués (voir [1,6]). Dans cette Note, on
considère W(E) dans un formalisme plus faible, où n’apparaissent que les équations aux différences linéaires, comme
cnσ
n
p (X) + · · · + c1σp(X) + c0X = b. On fait alors de W(E) un module sur un anneau approprié. Le cas qui nous
intéresse est E = ˜Fp , la clôture algébrique du corps premier. Le résultat principal de cette Note est un algorithme
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d’élimination des quantificateurs (Théorème 3.3) dans un langage à deux sortes de module valué analogue à [8].1 On
remarque qu’on a les mêmes résultats en remplaçant W(E) par le corps de séries formelles E((X)) en la variable X









. On peut alors déduire l’équivalence élémen-
taire dans ce formalisme d’un ultraproduit non-principal des (W( ˜Fp), σp) avec l’ultraproduit des ( ˜Fp((X)),ϕp) (déjà
conséquence de [1,6]).
Dans cette Note, tous les modules sont des modules à droite. Pour la théorie des modèles des modules, on renvoie
à [4]. On note x le n-uplet (x1, . . . , xn), et nous abuserons parfois de cette notation. Pour un corps valué (K,v), OK
désigne son anneau de valuation et vK son groupe de valuation. On appelle isométrie un automorphisme σ d’un
corps valué (K,v) tel que v(σ (x)) = v(x) (voir [3]). On notera (K,v,σ ) un corps valué muni d’une isométrie. Pour
un tel (K,v,σ ), soit A = K[t;σ ] l’anneau de polynômes non commutatifs déterminé par la règle kt = tσ (k), k ∈ K
(voir [2], chap. 2), introduit par O. Ore. Si σ n’est pas l’ identité, alors l’anneau A n’est pas commutatif, il n’a pas de
diviseur de zéro et est euclidien à droite et à gauche. Il y a sur A une valuation qui prolonge la valuation de K , que nous
noterons aussi v, et qui est définie par v(
∑n
i=0 t
iki) = mini{v(ki)} (voir [2], chap. 9). On pose A0 =OK [t;σ ], c’est







2. Le module sur l’anneau de Ore des polynômes de Frobenius
Pour le reste de la Note, on fixe (K,v,σ ) un corps valué muni d’une isométrie et A = K[t;σ ].
Définition 2.1. Soit LA le langage du premier ordre des A-modules, et TA les axiomes de A-modules. Soit TOre la
théorie de A-modules obtenue de TA en ajoutant les axiomes suivants :
(1) ∀m∃n(m = n.t)&∀m(m.t = 0 → m = 0) ;
(2) ∀m∃n(n.q(t) = m), où q(t) ∈ A est irréductible et q(0) = 0 ;
(3) ∃n(n = 0&n.q(t) = 0), où q(t) ∈ A est irréductible et q(0) = 0.
Notons que cette axiomatisation équivaut à celle où l’on requiert la divisibilité pour les polynômes non divisibles
par t . Un corps de caractéristique p > 0 est dit p-clos s’il ne possède aucune d’extension finie de degré divisible
par p. Le corps ˜Fp est p-clos. Le lemme suivant découle d’un procédé d’approximation du genre Newton–Raphson
(cf. [6,1]). Le théorème s’ensuit de façon standard (cf. [4]).
Lemme 2.2. Soit E un corps p-clos, K = W(E) et σ = σp . Alors W [E] est un A0-module divisible, et W(E) est un
A-module divisible.
Théorème 2.3. Soit E un corps algébriquement clos, K = W(E) et σ = σp . Alors W(E) est un modèle de la théorie
TOre et cette théorie est complète et admet l’élimination des quantificateurs.
3. Le module valué
Définition 3.1. (Cf. [8].) Un A-module valué est une structure (M,Δ,6,+,w,∞) où M est un A-module,
∞ ∈ Δ,(Δ,6) est un ensemble totalement ordonné dont ∞ est le maximum, + est une action de vK sur (Δ,6)
et w est une fonction surjective w : M → Δ tels que : (1) ∀δ1, δ2 ∈ Δ,∀γ1, γ2 ∈ vK , δ1 6 δ2 et γ1 6 γ2 en-
traîne δ1 + γ1 6 δ2 + γ2 ; (2) w(m) = ∞ ssi m = 0 et ∀m1,m2 ∈ M,w(m1 + m2) > min{w(m1),w(m2)} ; (3)
∀m ∈ M,w(m.t) = w(m) ; (4) ∀m ∈ M,∀λ ∈ K,λ = 0,w(m.λ) = w(m) + v(λ).
Définition 3.2.
(1) Le langage Lw est le langage à deux sortes des A-modules valués obtenu de LA, avec une sorte M pour l’ensemble
sous-jacent du module, une sorte Δ pour l’ensemble ordonné des valuations, une constante ∞ de sorte Δ et des
1 Citons [5] pour l’automorphisme de Frobenius x → xp en caractéristique p dans ce contexte de modules valués.
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opérations unaires de sorte Δ pour chacun des γ ∈ vK . Dans Lw , m,n,x, y, z désigneront les variables de sorte
M , et α, δ désigneront les variables de sorte Δ.
(2) Soit TOre,w la Lw-théorie de A-modules valués obtenue de TOre en ajoutant les axiomes suivants : soient
a0, . . . , an ∈ A0 tels que a0 est de terme constant non nul, v(a0) = · · · = v(an) = 0, alors pour tout δ et
pour tous m0, . . . ,mn : (DG) il existe x tel que x.a0 = m0 et w(x) = w(m0) ; (IR) il existe x = 0 tel que si
w(mi)> δ, i = 1, . . . , n, alors w(x) = w(x.ai + mi) = δ, i = 1, . . . , n.
Le même procédé Newton–Raphson que pour TOre, assure que si E est algébriquement clos, K = W(E) et σ = σp ,
alors W(E) est un modèle de TOre,w . Pour ν ∈ N et a ∈ A0 on note Indν,a(δ) la formule ∃x1, . . . , xν(
∧ν
i=1(w(xi.a) >
δ &w(xi) = δ &
∧
i =j w(xi − xj ) = δ)).
Théorème 3.3. Pour toute formule ϕ(x,y,α) du langage Lw qui soit sans quantificateur dans la sorte M , la formule
∃xϕ(x,y,α) est équivalente dans TOre,w à une formule (y,α) qui est sans quantificateur dans la sorte M , sauf
peut-être pour des sous-formules de la forme Indν,a(αi).
Preuve. On peut supposer que ϕ est une conjonction de formules atomiques et de négations de formules atomiques.
En remplaçant chaque inéquation x.r = u par w(x.r − u) = ∞, on peut toujours supposer qu’il n’y a pas de telles
inéquations. On remplace ensuite chaque inéquation où apparaît un terme de la forme w(x.r +u), où r ∈ A et u est un
terme où x n’apparaît pas, par une formule ∃δ(w(x.r + u) = δ &ψ), où ψ est obtenu de l’inéquation en remplaçant
w(x.r +u) par δ. De proche en proche, cela permet de supposer que les termes de la forme w(x.r +u) n’apparaissent
que dans des équations w(x.r + u) = δ (cf. [9], §.2). (Par inéquation, nous entendons une formule de base de la
forme t1 = t2, ou t1 6 t2 ou t1 < t2, où t1 et t2 sont des termes ; la négation d’une inéquation est une inéquation
ou une équation). Comme A est euclidien, il suffit de considérer des formules où il n’y a qu’une seule équation
du type x.r = u. Grâce à ces manipulations, on se ramène à une formule de la forme :
∧n
i=1 w(x.ri + ui(y)) =
δi &x.r0 = u0(y)& θ(y, δ), où ri ∈ A, θ(y, δ) est une formule sans quantificateur dans la sorte M où x n’apparaît
pas, les ui sont des termes du langage LA, δi ∈ Δ,∞ = δ1 > δ2 > · · · > δn. Il suffit de montrer que toute formule
∃x(
∧n
i=1 w(x.ri + ui(y)) = δi &x.r0 = u0(y)) est équivalente à une formule sans quantificateur dans la sorte M ,
modulo les formules Indν,a(δ).
Notons qu’il existe pour les ri = 0 des λi ∈ K tels que riλi ∈ A0 et v(riλi) = 0. On peut donc toujours supposer que
ri ∈ A0 et v(ri) = 0. Notons aussi qu’on peut toujours se ramener au cas où deg(r0) > deg(ri), i = 1, . . . , n. On effet,
si deg(r0)6 deg(ri), disons i = 1, alors par la division euclidienne à droite généralisée on a λ ∈OK et r, r ′1 ∈ A0 tels
que r1λ = r0r + r ′1,deg(r
′
1) < deg(r0). On remplace alors w(x.r1 + u1) = δ1 par w(x.r
′
1 + u1.λ + u0.r) = δ1 + v(λ).
Considérons le cas crucial suivant, où l’on a un système
(1) : x.r0 = u0,w(x.r1 + u1) = δ1, . . . ,w(x.rn + un) = δn
où deg(r0) > deg(ri), ri ∈ A0, v(ri) = 0, i = 1, . . . , n. Par la division euclidienne à droite généralisée, il existe λ ∈OK
et s, s1 ∈ A0 tel que r0λ = r1s + s1 et deg(s1) < deg(r1). Soit  tel que δ1 = δ2 = · · · = δ > δ+1 > · · ·> δn,16 6
n.
Je dis que le système (1) est équivalent aux systèmes (2a) ou (2b) :








w(x.ri + ui) = δi .








w(x.ri + ui) = δi .
Ainsi, la présence d’une équation dans la formule sans quantificateur nous permet d’abaisser le degré du coefficient
de la variable x dans les expressions w(x.s − u) δ, où  désigne >,> ou =. Supposons x une solution de (1). On
a w(x.r1 + u1) = δ1, de sorte que w(x.r1.s + u1.s)> δ1. Si w(x.r1.s + u1.s) = δ1, on obtient x.r1.s = u0.λ − x.s1 et
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w(x.s1 − u0.λ − u1.s) = δ1, et x est solution de (2a). De même, si w(x.r1.s + u1.s) > δ1 on obtient w(x.s1 − u0.λ −
u1.s) > δ1, et x est solution de (2b).
Réciproquement, soit x une solution de (2a). On a w(x.r1.s +u1.s)>w(x.r1 +u1) et w(x.r1.s +u1.s) = w(x.s1 −
u0.λ − u1.s) = δ1, de sorte qu’on ne peut avoir w(x.r1 + u1) > δ1, d’où w(x.r1 + u1) = δ1 et x est solution de (1).
Notons qu’une solution de (2b) est immédiatement une solution de (1).
Cette réduction illustre les manipulations de base de l’algorithme. En itérant ce procédé, deux cas de figure se
produisent : dans une division euclidienne donnée le reste est non nul et de degré plus petit que celui du diviseur,
ou alors le reste est nul et on a un multiple du diviseur. Le premier cas de figure mène, de proche en proche, à un
système où on conserve une équation x.r0 = u0 mais où on a réduit la complexité des relations valuationnelles au
maximum en n’ayant que des relations de la forme w(x − u′) = δ1 ou encore une relation w(x − u′) > δ1. C’est
alors que les formules Indν,a(δ1) et l’axiome (DG) interviennent et permettent l’élimination. Notons qu’en présence
de w(x − u′) > δ1, l’axiome (DG) suffit. Le deuxième cas de figure mène à considérer la situation où tous les ri
divisent r0. On peut alors se ramener à des cas déjà traités.
Dans le cas où r0 = 0 (on n’a pas d’équation), à savoir (1′) :
∧n
i=1 w(x.ri + ui) = δi . Soit de nouveau  tel
que δ1 = · · · = δ > δ+1 > · · · . Je dis que (1′) est équivalent au système (1′′) : x.r1 = −u1,
∧
i=2 w(x.ri + ui) >
δ1&
∧n
i=+1 w(x.ri + ui) = δi . En effet, supposons x une solution de (1
′). Par l’axiome (DG), soit y tel que y.r1 =
−x.r1 −u1,w(y) = δ1, alors x +y est une solution de (1′′). Réciproquement, soit x une solution de (1′′). Par l’axiome
(IR), soit y tel que w(y) = δ1,w(y.r1) = δ1,w(y.ri +x.ri +ui) = δ1, i = 2, . . . , . Alors x+y est une solution de (1′).
On est maintenant ramené au cas déjà traité. 
Théorème 3.4. Si M = K = W( ˜Fp),w = v = vp,σ = σp , alors W( ˜Fp) admet l’élimination des quantificateurs dans
Lw , et ne possède pas la propriété d’indépendance.
Preuve. Pour la propriété d’indépendance, on raisonne directement sur les formules sans quantificateur. Un argument
combinatoire permet de se ramener au cas d’une formule atomique, et on utilise que ni la théorie des chaînes ni celle
des modules n’ont la propriété d’indépendance. 
Soit LV le langage obtenu de LA en fixant l’ensemble Δ et en ajoutant pour chaque δ ∈ Δ un prédicat unaire Vδ ,
avec Vδ = {m ∈ M: w(m)> δ} (cf. [5]). On a un résultat d’élimination analogue dans LV .
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