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Drift time ion mobility spectrometry (DTIMS) is a rapid post ionization gas-phase 
separation technique that distinguishes between compounds based on their differences in 
reduced mass, charge and collisional cross-section while under a weak, time-invariant 
electric field. Standalone DTIMS is currently employed throughout the world for the 
detection of explosives,1, 2 drugs and chemical-warfare agents. The coupling of IMS to 
MS (IM-MS) has enabled the performance of time-nested multidimensional separations 
with high sample throughput and enhanced peak capacity, allowing for the separation of 
ions not only based on their mass/charge (m/z) ratios, but also their shape. This allows for 
the elucidation of valuable structural information that can be utilized for determining 
gas-phase ion conformation and differentiation between closely related ionic species. 
Over the past decade, these advances have transformed IM-MS applications and 
instrumental designs into one of the most rapidly growing areas of mass spectrometry. 
 The work presented in this thesis is aimed at the development and 
subsequent characterization of a novel high-resolution resistive-glass atmospheric 
pressure DTIMS, and the application of this prototype DTIMS to the detection of 
environmentally relevant compounds. A review of the different types of ion mobility 
spectrometers, their principles of operation, and the advantages and disadvantages of 
each type are presented in Chapter 1. Chapter 2 describes the design and development of 
our prototype resistive glass DTIMS. A detailed description of the IMS hardware, 
including the ion sources, custom-built control computer, pulsing electronics, data 
acquisition system, and the timing schemes developed to operate the instrument in 
xxi 
xxii 
standalone DTIMS, multiplexed DTIMS, and IM-MS mode, are presented. Chapter 3 
presents an initial characterization of the performance of a prototype resistive glass 
DTIMS under a wide range of instrumental parameters and also characterizes the radial 
ion distribution of the ions in the drift region of the spectrometer. Chapter 4 addresses the 
lack of sensitivity in DTIMS and explores ion trapping and multiplexing methods, 
introduces the principles of multiplexing and describes an extended multiplexing 
approach that encompasses arbitrary binary ion injection waveforms with variable duty 
cycles. Chapter 5 presents a detailed theoretical and experimental study of the separation 
power of our DTIMS and presents an evaluation of the field homogeneity and the 
performance of the ion gate. 
CHAPTER 1. ION MOBILITY SPECTROMETRY 
 
1.1. Abstract 
Ion mobility spectrometry (IMS) is a rapid gas-phase separation technique that 
distinguishes between compounds based on their differences in reduced mass, charge and 
collisional cross-section, either directly or indirectly, while under the influence of an 
electric field. This section provides a review of the historical development of IMS and 
describes the four main types of ion mobility spectrometers that are in use in present day 
application: (1) drift-time ion mobility spectrometry (DTIMS), (2) aspiration ion mobility 
spectrometry (AIMS), (3) differential-mobility spectrometry (DMS), which is also called 
field-asymmetric waveform ion mobility spectrometry (FAIMS), and (4) traveling-wave 
ion mobility spectrometry (TWIMS). An emphasis is placed on the DT-IMS type of 
instrument and a brief introduction to electrospray ionization is also included. 
  
1.2. Early Development of Ion Mobility Spectrometry  
The IMS technology, first introduced as plasma chromatography in 1970,3 can 
trace its origins to mobility theory developed before 1910.4 The idea of correlating the 
amount of time it takes for an ion to travel through a reduced pressure “mobility” cell 
under a weak, time-invariant electric field, to the identity, mass, and mobility of the ions 
was developed in the 1960’s. This was the first time a mobility cell was coupled to a 
mass spectrometer for the purpose of studying ion-molecule reactions.5-7 These initial 
experiments provided the background for modern day mobility theory employed in IMS.  
1 
The demand for an instrument with a rapid response time that could monitor air 
quality and composition for defense purposes, accelerated the rate of research activity 
during the Cold War era of the late 1960’s. Research performed at the Georgia Institute 
of Technology and Franklin GNO Corporation helped transform the field of IMS from a 
highly specialized research area for studying ion reactions at reduced pressures to a 
highly versatile and rapid atmospheric-pressure analytical technique for vapor phase 
analysis.8 The mass-mobility relationship that was discovered in preliminary IMS work, 
and the similarity in the operating principle between an IMS and a Time-of-Flight mass 
spectrometer (TOF-MS), led to the belief that this technology was a “poor man’s mass 
spectrometer.” Further research in the area of IMS, especially work utilizing IMS as a 
detector for gas chromatography (GC), revealed that although IMS cannot replace a MS,9 
mass-mobility curves can be fitted to provide estimates of masses for unknown 
analytes.10, 11 
Cohen and Karasek introduced the first atmospheric pressure IMS reported in the 
literature under the name “plasma chromatography” in 1970.3 This introduction was 
rapidly followed by the release of the first commercial atmospheric pressure IMS built 
and distributed by Franklin GNO Corporation in 1972.12 Work by Revercomb and Mason 
in 1975 expanded the knowledge of mobility theory and led to the development of the 
fundamental equations of ion mobility that are utilized in modern day IMS.13 
 
1.2.1. Early Applications of IMS 
Traditionally IMS was utilized as either a stand-alone rapid separation 
technique,13, 14 or as a detector for GC and liquid chromatography (LC) 15, 16 for 
2 
vapor-phase and volatile analytes that were introduced into a heated ionization region 
equipped with either a radioactive 63Ni or corona discharge ion source. Under these 
conditions, IMS is uniquely suited for the rapid detection of explosives,1, 2 chemical 
warfare agent degradation products,17, 18 narcotics,19 and environmental pollutants.20 In 
the 1990’s, IMS evolved as an analytical method that was amicable to non-volatile liquid 
and solid-phase samples with the coupling of electrospray ionization (ESI)21, 22 and 
matrix-assisted laser desorption ionization (MALDI)23 ion sources to IMS. The utility of 
these sources has allowed for IMS to be applied to the analysis of proteins, polymers and 
carbohydrates. 
 
1.2.2. Electrospray Ionization  
The concept of electrospray ionization (ESI) was introduced by Chapman24, 25 in the 
late 1930’s and later demonstrated in 1968 by Dole.26 The power of ESI was 
demonstrated in the late 1980’s by Fenn and coworkers27-29 and Aleksandrov and 
coworkers.30-32 This was a major breakthrough that allowed for the routine analysis of 
biomolecules, and led to an explosion in popularity of the technique. In conventional ESI, 
the first step involves the transformation of a sample solution into a charged aerosol. This 
aerosol undergoes desolvation as droplets migrate against a countercurrent flow of N2 
into the high-vacuum regions of a mass spectrometer or the heated desolvation chamber 
of an ion mobility cell. The charged aerosol is generated by application of a potential to 
either the exterior of a conductive capillary, or directly to a solution via a conductive 
liquid-liquid junction. This potential induces charge separation in the solution and causes 
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charge to build up and migrate to the tip of the capillary, forming a Taylor cone and 
causing the ejection of charged droplets.33 
In 1988, John Fenn presented preliminary results at the American Society for Mass 
Spectrometry’s 36th annual conference in San Francisco, detailing the interfacing of ESI 
with MS for the analysis of peptides and proteins of molecular weight up to 40 kDa.34 
The 40 kDa molecular weight limit on samples in solution was overcome by Fenn and 
co-workers the following year, allowing for samples up to 180 kDa to be analyzed by 
ESI. 
Since the electrospray ionization process requires thorough solvent evaporation, 
typical ESI solutions are prepared by mixing a volatile organic solvent with water. Small 
amounts (0.1-1 % v/v) of a weak organic acid such as formic or acetic acid are typically 
added to the solution to facilitate formation of positively charged ions and to increase the 
conductivity of the solution. The charged aerosol generated by the Taylor cone is directed 
into the mass spectrometer, or desolvation region of a mobility cell in a reduced pressure 
IMS, through an orifice or heated capillary. In the case of an atmospheric pressure IMS, 
the charged aerosol is sprayed directly into a heated desolvation chamber. As the charged 
droplets progress on their path and are continually desolvated, a point is reached where 
the charge inside the droplet exceeds the surface tension holding the droplet together. At 
this point, droplets become unstable and undergo a process known as Columbic 
explosion, or Columbic fission, to generate multiple progeny droplets. This charge to 
surface tension limit is known as the Rayleigh limit. This cycle continues until the 
droplets are sufficiently desolvated and generate ions following one of two proposed 
mechanisms: (1) the ion evaporation model, which states that as droplets reach a certain 
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size, the charge of the ions within the droplet becomes so concentrated that the ions 
overcome the surface tension holding them within the droplet and are ejected, or 
“evaporate” from the droplet,35 or (2) the charge residue model, which states that charged 
droplets undergo evaporation and explosion cycles, resulting in progeny droplets, which 
finally contain a single analyte molecule per droplet. The remaining solvent eventually 
evaporates, leaving behind the analyte carrying the charge initially present in the 
droplet.26 It is believed that both processes occur in parallel and that smaller analytes 
generate ions by the ion evaporation mechanism, while larger analytes generate ions by 
the charge residue model.  
Electrospray sources are typically operated with flow rates ranging between 
0.1 - 1.0 mL/min however, they can also be operated with much lower flow rates. By 
decreasing the inner diameter of the conductive capillary used in the ESI source, flow 
rates as low as µL to nL/min can successfully be employed. Micro- and nano-ESI 
generate much smaller initial droplets; resulting in improved ionization efficiency due to 
the smaller initial droplet population, improved desolvation, increased tolerance to 
sample contamination, and a decrease in adduct formation.36, 37 
 
1.2.3. Electrospray and Ion Mobility 
The use of an ESI source for atmospheric pressure (AP-DTIMS) was first 
demonstrated by Shumate and Hill in 1989.21 Since an AP-DTIMS does not have the 
multi-stage vacuum system present on most modern mass spectrometers to assist in 
droplet desolvation and ion formation, modifications to the design and setup had to be 
made. In their development, a heated drift gas was introduced at the end of the drift tube, 
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flowing in the opposite direction of the injected ions, to facilitate desolvation. This setup 
allowed for the successful analysis of semi-volatile analytes by AP-DTIMS.  
In 1994, this ESI source design was improved by introducing three further 
modifications to the ESI AP-DTIMS setup, allowing for analysis of nonvolatile analytes 
and large biomolecules such as Cytochrome C.22 First, the needle was removed from the 
desolvation region, reducing neutralization of charged droplets and ions with the walls of 
the ion mobility cell. Second, they insulated the tip of the electrospray capillary, resulting 
in an extended voltage range with which a stable spray could be achieved. Third, the 
electrospray capillary was cooled, eliminating problems associated with solvent 
volatilization caused by the heated drift gas. An additional modification proposed by 
Khayamian et al.38 to further improve ionization, was the introduction of an additional 
gas into the desolvation region of the spectrometer directly before the ion gate. Further 
advances to the field of ESI-DTIMS were achieved with the implementation of nanoESI 
DTIMS in 2003.39, 40 This provided improved desolvation, an increased tolerance to 
sample contamination, and a decrease in adduct formation.36, 37 It also reduced the need 
for heated mobility cells and drift gasses, indirectly improving the resolving power of the 
instrument, due to a lowering of the Brownian motion within the drift space. 
The advantage of using nanoESI for DTIMS is that non-volatiles and 
macromolecules could now be analyzed with ease without the fragmentation of the 
analyte because of the relative “softness” associated with ESI. This expanded the utility 
of DTIMS for biomolecule analysis, allowing the study of molecular complexes that have 
weak noncovalent interactions, such as protein-protein, enzyme-substrate, or protein-
ligand complexes ranging in size from 100 Da to more than 1 MDa. Also, because of the 
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tendency of ESI to multiply charged ions when analyzing compounds with multiple 
ionization sites such as oligosaccharides, peptides, and proteins, changes in conformation 
under various experimental conditions could be explored.22 
 
1.2.4. Recent Advances and Applications in the Field of IMS 
For the past decade, there has been a substantial increase in the development of 
new IMS technologies such as high-resolution instruments41-43 and separations using 
different drift gas compositions to modify separation factors44 enabling the rapid 
separation of isomeric compounds,45, 46 polymeric conformers,47 and chiral compounds.48 
These new technologies can subsequently be coupled to a mass spectrometer for 
obtaining the elemental composition of unknown samples. Coupling DTIMS to a mass 
spectrometer adds a semi-orthogonal separation dimension that separates ions not only on 
their mass/charge (m/z) ratios, but also their shape, allowing for the elucidation of 
valuable structural information that can be utilized for determining gas-phase ion 
conformation49-52 and differentiation between closely related ionic species.53  
Additionally, the use of IMS in multidimensional separations for comprehensive 
proteomic54-56 and metabolomic57 experiments has led to a better understanding of 
complex biological systems.  
 
1.3. Drift Time Ion Mobility Spectrometry  
Drift time ion mobility spectrometry (DTIMS) is a rapid post-ionization gas-phase 
separation technique that separates compounds based on their differences in reduced 
mass, charge, and collisional cross-section under a weak, time-invariant electric field. 
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DTIMS provides the highest resolving power out of the four methods of ion mobility 
separation, and is the only method that directly measures collisional cross-sections. 
The first types of instruments developed in the 1950’s to the 1980’s were all drift 
tube type instruments, and drift time instruments are the most common types of 
instruments in use today.58 DTIMS measures the amount of time it takes an ion packet to 
migrate through a drift gas while under the influence of a weak, time-invariant electric 
field. In this type of setup, the amount of energy that is imparted upon the ions as they are 
“pulled” by the electric field is less than the thermal energy supplied to the ions as they 
collide with the neutral drift gas molecules. These thermal collisions cause diffusion like 
processes to dominant the behavior of ion packets within the drift space, with the velocity 
of the ions being directly proportional to the electric field strength. This relationship is 
expressed as the ion mobility constant (K), and is inversely proportional to an ion’s 
collisional cross-section (Ω) as shown in Equation 1.113 The parameters in Equation 1 
represent the charge of the ion (q), the number density of the drift gas (N), the Boltzmann 
constant (k), the absolute temperature (T), the mass of the drift gas (m), and the mass of 
































qK π   (Eq.1.1) 
 
Collisions between individual ions and drift gas molecules impede and scatter the 
motion of the ions within the ion packet as they are pulled through the drift tube resulting 
in a spreading of the ion packet which leads to a degradation in the resolving power (Rp) 
of the instrument. The ion separation capabilities of a DTIMS instrument are quantified 
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using either the resolving power (Rp) or the peak-to-peak resolution (R) definition. Both 
formalisms are taken from gas chromatography where the resolving power corresponds to 
the square root of the number of theoretical plates,59 and the peak-to-peak resolution is an 
assessment of the peak separation between two adjacent peaks in the mobility spectrum. 
     Resolving power (Rp) is the most common formalism used to compare the 
performance of different DTIMS instruments, both atmospheric pressure and reduced 
pressure types. Rp is preferred when comparing two instruments because of the 
arbitrariness of peak-to-peak resolution with different sample mixtures. On the other 
hand, R is well suited when evaluating the chromatographic conditions that lead to unit 
resolution (R = 1), baseline-resolved peaks (R = 1.5), or the minimum acceptable 
resolution (1.75 < R < 2.0).60, 61 
 IMS Rp is defined as the ratio between the drift time (td) and the temporal peak 
width at half maximum (w) as shown by Equation 1.2.62, 63 The peak-to-peak resolution is 
given by Equation 1.364, 65 where (td1) and (td2) are the drift times for two adjacent ions in 
the mobility spectrum, and (wb1) and (wb2) are the temporal full peak width at the baseline 















=    (Eq.1.3) 
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  Resolving power can also be related to specific instrumental conditions through 
simple mobility theory, which states that the drift time is proportional to the length of the 
drift tube (ld) and inversely proportional to the drift tube voltage (V) by Equation 1.4. 
This relationship for drift time can then be substituted into Equation 1.2, resulting in a 
new equation for resolving power. Equation 1.5 indicates that resolving power of an IMS 
is improved by increasing the length of the drift tube, although this is not explicitly stated 
due to the dependence of Rp on w. At first glance, Equation 1.5 indicates that Rp is 
decreased by increasing the drift potential. Even though an inverse relationship exists 
between V and Rp, because of the dependence of w on V, which causes w to decrease with 
increasing V, this assumption is misleading. The relationship between voltage applied to 











=    (Eq.1.5) 
 
The shape of a peak is determined by the initial shape of the ion packet injected 
(tg) into the drift tube by the Bradbury-Nielson ion gate (BNG)66 and any diffusional 
broadening (tdiff) for the ion packet as it travels through the drift space to the detector. 
(i.e. w2 = tg2 + tdiff2). This simplified equation treats the ion packet as an infinitely narrow 
pulse so as to account for diffusion and collection of a real ion packet, the tdiff2 parameter 







2 2ln16=     (Eq. 1.6) 
 
Even after accounting for diffusion, fitting experimental data to this model 
consistently underestimated experimental peak widths. Possible reasons for larger than 
expected experimental peak widths are: (1) electrostatic repulsions of neighboring ions in 
the initially injected ion cloud,67, 68 (2) longitudinal diffusion due to excess energy 
transferred to the ions by the electric field as they travel through the drift tube,67 (3) 
distortions of the electric field created as the ion gate is pulsed “open” and “closed”,69-73 
(4) distortions in the ion packet periphery cause by inhomogeneous electric fields 
generate near the segmented guard rings of the mobility cell,63 (5) distortions in the ion 
packet created by non-uniform fields and image currents generated between the aperture 
grid and the detector, and (6) contributions from transverse diffusion resulting in an 
increased drift time of certain portions of the ion cloud. 
Some of these theories have been the subject of much debate. For example, 
Schummers et al. observed that the transverse diffusion coefficient affects only the 
amplitude of the mobility peak and not its width.74, 75 These observations were consistent 
with work by Mason et al. and the two-temperature model in ion mobility.76 Spangler77 
observed that the ion density was not sufficiently concentrated in the injected ion packet 
to cause significant electrostatic repulsion effects, and this hypothesis was later supported 
by Eiceman et al.78 This work was controversial, and it was later proven that Coulombic 
effects play an important role in the behavior of an ion packet as it travels down the drift 
tube and results in a spatial dispersion of the ions. This distortion is greatly exasperated 
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for ion populations of > 10,000 elementary charges.79 Work by Siems et al. calculated 
that the Townsend energy factor should be approximately 1.0, not 2.7 as proposed by 
Spangler and Collins.67 They hypothesized that the ions should be very close to thermal 
energies and therefore, any energy transferred to the ions as they travel down the drift 
tube is negligible.63 Wu et al. were able to dramatically improve their resolving power of 
their stacked-ring mobility cell by decreasing the ion transmission area of their aperture 
grid, however, this decrease resulted in a marked reduction in sensitivity.2 Work by 
Albritton et al. theorized that radial inhomogeneities in stacked ring-type DTIMS were 
negligible, with variations in the 1- 2 % range at the periphery of the drift tube and 
extending up to 33 % of the internal diameter of the drift tube. These variations were 
believed to deteriorate rapidly beyond 33 % of the diameter due to the exponential nature 
of the Bessel function.80 Also, work by Carrico investigated the performance of an IMS 
built with uniformly inlaid ceramic resistors coated with a thick film conductor from 
DuPont. Their results showed no significant improvement in resolution when compared 
to a stacked ring drift tube design. This 1st generation monolithic DTIMS instrument was 
shown to produce inconsistent results. These inconsistencies were believed to originate 
from changes in resistance of the coating material over time, and may have masked the 
significance of a homogeneous electric field in the drift reigon.64 Contrary to popular 
belief at the time, calculations by Siems et al. revealed that radial inhomogeneities 
contributed significantly to measured peak widths.63 Our 2nd generation monolithic 
DTIMS built with resistive glass desolvation and drift regions, which has been shown to 
produce very homogeneous electric fields via Kelvin probe measurements, will be used 
to evaluate the contributions of radial field inhomogeneities on measured peak widths. 
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1.3.5. Modes of Operation 
A DTIMS instrument can be operated either at atmospheric pressure (AP-DTIMS) 
or under a reduced pressure (RP-DTIMS) regime. RP-DTIMS was the first type of 
DTIMS that was developed. In a RP-DTIMS setup, the mobility cell is placed inside the 
vacuum region of a mass spectrometer, before the mass analyzer. A needle valve is then 
used to leak in a low, continuous flow of an inert drift gas into the mobility cell until 
pressures of a few Torr are achieved.6, 12, 74, 75 The advantage of RP-DTIMS is that 
pressures in the mobility cell and the mass analyzer are in similar regimes, which allows 
not only for thorough desolvation and rapid separations, but also for efficient transfer of 
ions from the mobility cell to the ion optics of the spectrometer.  
An alternate configuration for RP-DTIMS involves mounting the mobility cell 
after the mass analyzer, where information about the collisional cross-sections of mass 
selected ions can be acquired.81-83 This configuration allows for the probing of changes in 
conformation and fragmentation of a mass selected ion under different mobility cell 
conditions. The selection of specific ions also allows for ion-ion84 and ion-molecule85 
reactions to be performed in the desolvation/reaction region of the mobility cell prior to 
separation in the drift region of the RP-DTIMS.   
Atmospheric pressure (AP-DTIMS) is the mode of operation utilized by stand 
alone research and portable field monitoring ion mobility spectrometers. AP-DTIMS are 
employed by the military for rapid screening of battlefields for chemical warfare agents 
and explosives1, 15. They are also commonly used by airport security personnel to screen 
not only for warfare agents and explosives, but also for narcotics and other contraband.19, 
13 
86-88 Recently, AP-DTIMS has been adopted for rapid screening of pharmaceuticals89, 90 
as a quality control application to help screen for unknown and unwanted contaminants 
or reaction byproducts, and also to screen for pharmaceuticals in biological samples such 
as human serum54, 91, 92. Another application for stand-alone AP-DTIMS is as a detector 
for GC, LC and supercritical fluid chromatography54, 93, 94 
The advantage of AP-DTIMS is that instrument is capable of much greater 
separation efficiency and produces a much higher resolving power (Rp) when compared 
to its reduced pressure counterpart. These improvements are a direct result of the 
increased frequency of interactions of the individual ions within the ion pact with the drift 
gas molecules. The ion-molecule interactions facilitate greater separation selectivity, 
however, AP-DTIMS instruments are typically less sensitive then RP-DTIMS, especially 
when coupled to a mass spectrometer. When coupled to MS, the ions must be transferred 
from the atmospheric pressure region through a series of orifices and pumped vacuum 
regions through the ion transfer optics of the MS. This transfer requires a 107 - 108 fold 
pressure reduction to preserving the mean free path of the ions,95 in addition to the need 
for adequate desolvation when working with liquid samples and an electrospray source. 
This can be achieved by sampling the ions from the center of the atmospheric pressure 
region at the end of the drift tube directly into high vacuum using either a relatively small 
orifice (10 - 25 µm) or a very high pumping capacity (> 100,000 L/s).96 The preferred, 
but more instrumentally complex approach, uses a multi-stage differential pumping 
system. In this approach, ions are first drawn into the sampling orifice from the center of 
the atmospheric pressure region at the end of the drift tube at pressures ≥ 760 Torr into a 
first chamber that is pumped down to approximately 1 - 4 Torr by a rotary pump. Next, 
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part of the expanding beam of gas and ions is sampled by a second orifice into a second 
chamber pumped down to 10-3 Torr or less, at which point most of the drift gas and 
solvent molecules have been pumped away. Finally, the ion optics transfer the desolvated 
and declustered ions to the mass analyzer region of the MS. Between the loss of ions that 
occurs because only a small portion of the incoming ion cloud is sampled by the 1st mass 
spectrometer’s orifice, and the less-than-perfect transfer of the sampled ions through 
multiple ion optics and vacuum regions of different pressures, > 99 % of the initial ions 
are lost before they can be injected in the mass analyzer.41, 97 
Both atmospheric pressure and reduced pressure DTIMS instruments typically 
utilize a continuous ionization source such as 63Ni, corona discharge, photo or 
electrospray ionization (ESI). However, since DTIMS uses time-domain separations to 
resolve chemical species, an optical element such as a Bradbury-Nielson ion gate 
(BNG)66 or a Tyndall ion gate98 is utilized to inject a discrete packet of ions into the drift 
region. Once the ion packet reaches the end of the drift tube and is detected, the next 
gating event is initiated. However, the time scale of these events is disproportionate, with 
a typical injection time of 25 - 400 µs and a typical analysis time of 25 - 100 ms, 
resulting in an experimental duty cycle of ~ 0.04 - 1.0 %.  The sensitivity exhibited by 
DTIMS is thus limited by this intrinsically low duty cycle. 
Although DTIMS is a very powerful technique that can provide a plethora of 
unique information, especially when coupled to a MS, the lack of sensitivity associated 
with the technique is a major challenge. Of the ions generated by the ion source, 
independent of the type of ion source the instrument may be utilizing, only 0.04 - 1.0 % 
of those ions are ever injected and analyzed by the DT-IMS. This problem is further 
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compounded when a DTIMS, especially an AP-DTIMS, is coupled to a MS. Of the 
0.04 - 1.0 % of the initial ions that are injected into the mobility cell, > 99 % of them are 
lost before they are detected by the mass analyzer.41, 97 
Ion trapping methods utilizing quadrupole and octopole ion traps,83, 99, 100 as well 
as electrodynamic ion funnels101 have been employed to accumulate and inject ions 
efficiently from the ion source to increase the sensitivity of DTIMS. Multiplexing 
approaches via Hadamard102, 103 and Fourier-type88, 104 gating techniques have also been 
utilized for increasing the sensitivity of DTIMS, by increasing the frequency of ion 
injection events and thus increasing the quantity of ions injected into the DTIMS. 
In chapter 4, we will discuss the different approaches that have been developed to 
improving DTIMS sensitivity. We will also address the sensitivity issues in DTIMS via a 
novel multiplexing method developed in our lab that we named “digital multiplexing.” 
This method is an extended multiplexing approach which encompasses arbitrary binary 
ion injection waveforms with variable duty cycles ranging from 0.5 to 50%. In this 
approach, ion mobility spectra can be collected using conventional signal averaging, 
arbitrary, standard Hadamard and/or “extended” Hadamard operation modes. 
 
1.4. Aspiration Ion Mobility Spectrometry 
Aspiration Ion Mobility Spectrometry (AIMS) is a rapid post-ionization gas-phase 
separation technique used to resolve ionized compounds under atmospheric pressure 
conditions. In AIMS, ions are continuously injected into the mobility cell with a constant 
flow of drift gas. The buffer gas containing the ions is directed perpendicular to the 
direction of the applied electric field. The ions travel with the gas through this transverse 
16 
electric field, which forces them towards a number of segmented detector electrodes. In 
AIMS, ionic species with different ion mobilities are collected on the different detector 
electrodes. Pattern recognition software is then applied to the measured ion currents of 
each individual electrode for ion identification. The advantage of AIMS is that the 
mobility cells are simple to design, inexpensive to fabricate, have small dimensions, and 
have low power and gas consumption. Also, both positive and negative ions can be 
monitored simultaneously if the AIMS mobility cell is equipped with two sets of 
opposing polarity segmented electrodes. The drawback of AIMS is that it suffers from 
low resolving power, and the pattern recognition software requires “immense training 
sets” that are instrument and analyte specific.105 The field of AIMS was greatly advanced 
with the advent of swept-field AIMS instrumentation.106, 107 These types of aspiration 
condensers use a variable electric drift filed to move all ion species across a single 
detector electrode. A voltage scan with multiple discrete steps is used instead of multiple 
detector elements. The resulting current vs. voltage plot is then transformed into an ion 
mobility spectrum by applying a discrete inverse Tammet Transform.108 This allows for 
ion identification by determining the location of the peak in the mobility spectrum, 
similar to peak identification in a DTIMS spectrum, and eliminates the need for pattern 
recognition to identify unknowns. AIMS are sold commercially under the trade name 
IMCell.  
 
1.5. Differential Mobility Spectrometry 
Differential mobility spectrometry (DMS), also known as field-asymmetric 
waveform ion mobility spectrometry (FAIMS), is a rapid atmospheric pressure 
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post-ionization gas-phase separation technique. DMS is related to, but fundamentally 
different from DTIMS. Instead of separating ions based on the collisional cross-section 
under a time-invariant electric field, DMS separates ions based on changes in the 
collisional cross-section as the ion clusters and declusters, as a function of electric field 
strength. In DMS, ions are continuously injected into DMS, similar to AIMS. A buffer 
gas is then mixed with the ions before they are introduced into the mobility cell of the 
DMS. This buffer gas containing the ions is passed between either two flat parallel 
electrodes, or two concentric cylindrical electrodes.109 Both planar and coaxial 
geometries have been implemented in commercial products: planar “SVAC” by Sionex 
and coaxial “Selectra” by Thermo Fisher. Unlike an AIMS mobility cell, the electrodes 
are not segment and an alternating step wise electric field is generated between the two 
electrodes. The alternating electric field causes ions to move perpendicular to the flow of 
gas in alternating directions. Ion movement favors one of the electrodes, depending not 
only on the properties of the ion, but also on the properties of the ion-ion clusters.110 The 
separation field in a DMS must be such that its average value over a full stepwise 
waveform sweep, or period, is zero. However, the positive half-period of the sweep is not 
equal in intensity, or amplitude, to the negative half-period of the waveform. For 
example, in one direction the field is twice as strong, but is applied only for half the time 
it is applied in the opposite direction.111 Unlike DTIMS, the high electric field generated 
between the two electrodes is such that the ionic mobility is no longer directly 
proportional to the electric field. In this type of setup, the ions undergo fast oscillations in 
response to the stepwise changes in field strength. The ions experience different 
displacement during the positive and negative half-period of the waveform because of 
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unequal mobilities when exposed to alternating high and low-fields, causing the ions to 
drift, or disperse, toward one of the electrodes according to their differential mobility. 
Thus, the voltage used to create the asymmetric field is called the dispersion voltage 
(DV). Ions pass between the two electrodes only if their transverse drift velocity is zero, 
otherwise they strike one of the two electrodes and are neutralized. Particular ions with 
similar characteristics can be restored to the center of the two electrodes, with no net 
drift, by applying a low strength constant compensation voltage (CV) to one of the 
electrodes. Ions with different differential mobilities can be passed between the two 
electrodes at a different CV. 
A DMS can be operated in one of two ways: (1) the CV can be scanned, which 
produces a spectrum of all the ions with different mobilities within the ionic mixture, 
similar to a DTIMS spectrum, with the drift time replaced by the CV value at specific 
time intervals, or (2) the CV can be left at a constant value during the DV waveform 
sweep and the DMS will act as a “filter”, only allowing ions of similar mobilities to pass 
between the plates.112 This “filter” mode of operation is typically used when the DMS is 
interfaced to a MS to remove background signals and improve the signal-to-noise ratio 
(SNR).113 “If the traditional drift-time method for ion mobility spectrometry is analogous 
to time-of-flight mass spectrometry then the differential-mobility method is analogous to 
a quadrupole mass spectrometer.”58  
 
1.6. Traveling-Wave Ion Mobility Spectrometry 
“Traveling-wave” ion mobility spectrometry (TW-IMS) is a rapid reduced pressure 
post-ionization gas-phase separation technique that has the lowest resolving power of all 
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the ion mobility approaches. It is a novel method of ion mobility that was introduced by 
Giles et al.114, 115 in 2004 as a radio-frequency-only stacked ring ion guide and was 
incorporated in a commercial orthogonal acceleration TOF-MS with upfront ion 
accumulation (Waters Synapt HDMS) in 2007.116 Because of the availability of the TW-
IMS on a readily available commercial platform, interest in the field of IMS has grown 
exponentially over the last few years. The Synapt HDMS has transformed the field of 
IMS-MS from a niche research field, and has made it attractive for practical routine 
analyses. Research in areas such as structural biology117-120 and complex separations of 
biological121 and polymer85 mixtures are rapidly expanding.  
In TW-IMS, a high-electric field is applied to one segment of the mobility cell and 
swept throughout the mobility cell one segment at a time, in the direction of ion 
migration. A sequence of symmetric potential waves continually propagating through a 
“stacked-ring” segmented type mobility cell propels ions along at a velocity that is 
dependent on the mobility (K), with different species traveling through the tube at 
different drift times. TW-IMS separates ions similarly to DTIMS, therefore multiple 
species can be measured simultaneously. This simultaneous analysis provides a major 
advantage over techniques like DMS and FAIMS, which provide good transmission for 
select species when operated in “filter” mode, but not in an analysis of a mixture where 
the CV must be scanned. 
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CHAPTER 2. CONSTRUCTION OF A PROTOTYPE 
NANOELECTROSPRAY IONIZATION MONOLITHIC RESISTIVE 




This chapter describes the design and development of our prototype resistive glass 
DTIMS. A detailed description of the IMS hardware including the interchangeable 
nanoESI and corona discharge ion sources, custom-built control computer, pulsing 
electronics, data acquisition system, and the timing schemes developed to operate the 
instrument in standalone DTIMS, multiplexed DTIMS, and DTIMS-MS mode coupled to 
our JEOL TOF-MS are provided. Preliminary DTIMS-MS data collected with the 
modified ultra-fast multiple-event time digitizer data acquisition system on the JEOL 
TOF mass spectrometer is also presented.   
 
2.2. Motivation Behind the Monolithic Ion Mobility Spectrometer 
Design 
As with any other separation technique, the ability of ESI-IMS to resolve closely 
spaced peaks is of paramount importance. In this line of thought, Hill and co-workers 
studied the effects of several experimental variables on the resolving power of 
atmospheric pressure IMS. Their results consistently showed that peaks in IMS spectra 
were wider than predicted, even after accounting for differences in instrument design, 
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initial pulse width and thermal ion diffusion. In order to rationalize these differences, 
they proposed that Coulombic repulsions and electric field inhomogeneities within the 
drift tube were responsible for the lower than ideal resolving powers observed.63 
In order to investigate if radial electrical field variations within the ion mobility 
drift tube can be mitigated by the use of new drift tube building materials, we designed 
and built a new type of high-resolution atmospheric pressure drift time ion mobility 
spectrometer based on resistive glass technology. Thus far, almost all ion mobility 
spectrometers, both designed and developed in the research setting and sold 
commercially, are based on the same design. They utilize a drift region built with a stack 
of high precision-machined ring electrodes, each pair separated by insulating spacers and 
connected through a series of resistors, to generate a uniform potential gradient. In 
contrast, our prototype is furnished with resistive glass monolithic desolvation and drift 
chambers. Resistive glass is lead silicate glass that has been reduced in a hydrogen 
atmosphere to make its surface a semiconductor.122 Kelvin probe measurements show 
that resistive glass produces highly uniform electrical fields.123 It has been proposed that 
structures and assemblies made from resistive glass can be used as reflectrons,124 ion 
mobility drift cells,125 and as a way to control the energy of externally-generated ions 
prior to injection into miniature ion traps,126 but no performance data for a DTIMS has 
yet been reported in the peer-reviewed literature. The use of resistive glass for building 
ion mobility spectrometers has four advantages: (1) the radial inhomogeneities in the drift 
tube electric field are minimized (Fig. 2.1), (2) the construction of the ion mobility 
spectrometer is simplified, eliminating the need for machining several ring electrodes and 
using resistor chains to generate the potential gradient, (3) the complexity of periodic 
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cleaning and maintenance is reduced, and (4) the resistive glass is rugged making it 

























Figure 2.1 Representation of electric field potential lines generated using both a stacked 
ring type conventional IMS and a monolithic IMS, and their effects on drag forces 
exerted on individual ions within the field. 
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2.3. Resistive Glass Ion Mobility Spectrometer 
2.3.1. Instrument Configuration 
The idea and design behind the high-resolution monolithic resistive glass DTIMS 
was developed at Georgia Institute of Technology. The machining and assembly of the 
DTIMS, along with the development of the voltage divider, ion gate pulsing circuit, and 
detector was performed by TOFWERK AG (Thun, Switzerland). A schematic diagram of 
the spectrometer is shown in Figure 2.2 and a longitudinal cross section of the 


















Figure 2.2 Schematic showing the resistive glass ion mobility spectrometer: (a) nanoESI 








Figure 2.3 Schematic showing longitudinal cross-section of the 




This instrument was furnished both with nanoESI and corona discharge ion 
sources. The desolvation and drift regions were constructed of monolithic sections of 
resistive glass tubes (Photonis, Sturbridge, MA) with a resistance of 0.45 GΩ·cm-1. The 
dimensions of the tubes were 3 cm i.d. and 4 cm o.d. with lengths of 12 cm and 26 cm, 
respectively. The ends of these tubes were furnished with thin film metalized contact 
points by the manufacturer. The resistive glass tube assembly was supported by three 
2.0 cm i.d. 36.5 cm long polyetheretherketones (PEEK) rods (Victrex, West 
Conshohocken, PA). A high-voltage power supply (FUG HCL 14-2000, Magnavolt 
Technologies, Plattsburgh, NY) provided, through a voltage divider (TOFWERK AG), 
adequate voltages for the entrance and exit of the desolvation and drift tubes and for the 
grid electrode placed in front of the Faraday plate detector (TOFWERK AG, Thun, 
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Switzerland). Table 2-1 shows typical operation voltages applied to the different regions 
of the instrument when utilizing nanoESI and corona discharge ion sources. 
 
Table 2-1 Typical voltages applied to the different regions of the ion mobility 
spectrometer when utilizing nanoESI and corona discharge ion sources. All voltages 
reported in kV. 
 














NanoESI 15.00 12.45  10.65  10.43 10.52  10.32  0.372  
Corona 
discharge 
10.00  8.21  7.04  6.89  6.92 6.84 0.244  
 
  
The default Faraday plate detector configuration consists of a 26 mm diameter 
iridited aluminum flat plate positioned 5.0 mm behind the grid electrode. As seen in 
Figure 2.4, a photograph of the resistive glass DTIMS with the Faraday cage removed, 
the desolvation and drift tubes were wrapped with red silicone heating tape (Minco, 
Minneapolis, MN) in order to enhance desolvation of electrospray droplets at higher 
sample flow rates. This heating tape was powered by a 60 V- 2 A DC power supply (BK 
Precision Co. 1715A, Yorba Linda, CA) and regulated by a temperature controller 
(Minco CT15, Minneapolis, MN) equipped with a PT100 sensor (S17624PDZT40A, 
Minco). In order to insulate the instrument from electromagnetic interferences and protect 
the operator from accidental exposure to high voltage, the instrument was encased in a 
protective cage constructed of 2 mm thick aluminum mesh. This mesh extended 5.0 cm 





Figure 2.4 Photograph of the resistive glass monolithic ion mobility spectrometer with 
the protective Faraday cage removed. 
 
 
Drift gas was supplied to the IMS through a gas inlet positioned behind the anode. 
The gas inlet was connected into a custom-built air diffuser to provide a more 
homogeneous drift gas flow rate through the mobility cell.  The flow rate was controlled 
via a precision flow meter (PMR1, BEL-ART/Scienceware, Pequannock, NJ). Prior to 
entering the drift chamber, the drift gas was dried by a moisture trap (Restek 22015, 
Bellefonte, PA). 
Ion gating was achieved with a Bradbury-Nielsen-type ion gate  located between 
the end of the desolvation tube and the entrance of the drift tube. An aperture mask 
(11 mm i.d.) was placed in front of the ion gate to a) decrease the amount of solvent from 
the electrospray plume entering the drift tube, b) increase the velocity of the drift gas 
exiting the drift chamber, thus enhancing charged droplet desolvation, and c) reduce the 
diffusion of laboratory air into the drift tube when the instrument is not being operated.  
Gate pulse widths between 50 and 800 μs are commonly used. Custom-built pulsing 
electronics (TOFWERK AG) powered the Bradbury-Nielsen ion gate (BNG). The logic 





XP 2600+ 1.91 GHz, 1.0 GB RAM) equipped with an arbitrary waveform generator 
board (National Instruments 5411, Austin, TX). The ion gate was closed by applying 
± 35 V to adjacent wire sets causing positive ions to be collected on the negative wire set 
and negative ions to be collected on the positive wire set. Ions were gated into the drift 
chamber at a frequency of 9.76 Hz. The ion gate can be theoretically operated at 
frequencies up to 120 kHz with ion gate pulse widths as small as 1 μs, however these 
maximum operating conditions are not utilized due to deterioration in gate performance 
at these extreme limits. The ion gate timing was set by the user via software coded in 
LabVIEW 7.0 (National Instruments, Austin, TX). 
The Faraday plate detector was connected to a custom-built amplifier constructed 
at TOFWERK AG with an input resistance of 1 kΩ, an amplifier rise time of 250 µs 
(10 % to 90 %), a gain setting of 0.1 pA mV-1, and a noise level of 2 pA peak to peak rms 
with 500 sweeps averaged. This amplifier was connected to a 200 MHz oscilloscope 
(Tektronix TDS 2024, Richardson, TX) in series with a fast 12-bit 5 Msamples s-1 A/D 
data acquisition board (National Instruments 6111). 
Faraday plate detection can be replaced with MS detection by coupling the 
DTIMS to our JEOL AccuTOF mass spectrometer (Tokyo, Japan, Figure 2.5) to achieve 
a detection range of up to 6,000 m/z with a resolving power of  > 6,000 FWHM and mass 





























Figure 2.5 Schematic showing the coupling of the DTIMS to a JEOL AccuTOF-MS. 
 
 
2.3.2. Ion Source Configurations 
 The electrospray ion source was designed to function in both micro and nanoESI 
modes depending on the choice of emitter (New Objective Inc. PicoTip, Woburn, MA) 
and liquid sample flow rates. A 15 µm i.d. emitter is used with flow rates ranging from 
100 to 500 nL·min-1, a 30 µm i.d. emitter is used with flow rates ranging from 300 to 
1,000 nL·min-1, and a 100 µm i.d. emitter is used with flow rates ranging from 400 to 
3,000 nL·min-1 without the assistance of a sheath gas. A sheath gas was not utilized 
because preliminary experiments showed that it had the undesired effect of destabilizing 
the electrospray plume. The emitter was held by a cylindrical PEEK holder, which 
directed the charged spray into the desolvation chamber. The nanoESI needle mount has 
four 1.5 cm diameter drilled holes that allowed observation of the emitter tip and the 
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spray. These viewing holes were covered with a removable quartz ring to prevent any 
ambient air currents from destabilizing the spray. The position of the nanoESI emitter 
was adjusted so it penetrated 1.5 cm into the desolvation region. High-voltage was 
applied to the sprayed solution via an electrochemical junction placed 30 cm upstream 
from the emitter tip. Sample solution was delivered to the electrospray ion source by a 
liquid handling pump (Valco Instruments Co. VICI M6, Houston, TX) connected to the 
tip using either fused silica capillary tubing (150 µm i.d. 350 µm o.d., Polymicro Tech. 
Phoenix, AZ) or PEEK capillary tubing (100 µm i.d 360 µm o.d., 1571 Upchurch Oak 
Harbor, WA). A second high-voltage power supply (FUG HCP 14-2000, Magnavolt 
Technologies, Plattsburgh, NY) provided independent voltage control for the nanoESI 
and corona discharge ion sources up to ± 20,000 V. An electrospray voltage of 2,000 - 
3,000 V versus the desolvation chamber entrance provided the most stable spray 
conditions. 
 Corona discharge experiments were performed by replacing the electrospray 
emitter with a sharpened 1 mm o.d. tungsten welding tip (McMaster-Carr, Atlanta, GA). 
A fine wire grid was mounted between the tungsten tip and the entrance of the 
desolvation region and was used as the discharge counter electrode. The distance between 
the corona discharge tungsten tip and this grid was approximately 0.5 mm. A discharge 
voltage of 800 - 1,200 V and 1,600 - 2,000 V versus the desolvation chamber entrance, 
when using helium and nitrogen drift gas respectively, provided a stable discharge.  
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2.3.3. Timing Scheme DTIMS Mode 
The timing scheme used in DTIMS and multiplexed DTIMS mode for 
synchronizing ion gating and data acquisition is shown in Figure 2.6. The arbitrary 
waveform generator (NI-5411) is first software-triggered by the operator (software 
trigger 1), causing a transistor-transistor logic (TTL) 5 V pulse to be sent to the IMS ion 
gate voltage divider and pulsing electronics, and a second TTL pulse, generated via the 
NI-5411 “marker” output, to be sent to the data acquisition board (NI-6111) via the real-
time system integration (RTSI) 6 line. The 6111 data acquisition board is synchronized 
with the 5411 arbitrary waveform generator board via its 20 MHz on-board clock, which 
is fed to the phase-locked loop (PLL) input of the 5411 arbitrary waveform generator. 
Data acquisition is enabled by the operator via a second software trigger, which enables 
the NI-6111 board. After the board is enabled, data acquisition is initiated synchronously 
























Figure 2.6 Timing scheme used in DTIMS and multiplexed DTIMS modes for 
synchronizing ion gating and data acquisition using a National Instruments NI-5411 
arbitrary waveform generator and a NI-6111 analog-to-digital data acquisition board. 
 
 
2.3.4. Timing Scheme DTIMS-MS Mode 
The timing scheme used when coupling the DTIMS to our JEOL TOF-MS for 
synchronizing ion gating with the JEOL TOF pulser and modified data acquisition system 
uses a National Instruments NI-5411 arbitrary waveform generator, a NI-6602 counting 
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board, and a FAST ComTec GmbH P7887 (Oberhaching, Germany) 250 ps time bin, 
4GHz multiple-event time digitizer is shown in Figure 2.7. The arbitrary waveform 
generator (NI-5411) is first software-triggered by the operator, causing a TTL 5 V pulse 
to be sent to the IMS ion gate voltage divider and pulsing electronics, and a second TTL 
pulse, generated via the NI-5411 “marker” output, to be sent to the counting board (NI-
6602) via the Programmable Function Interface (PFI) 9 line with a Bayonet Neill-
Concelman (BNC) cable. The NI-6602 counting board is synchronized with the NI-5411 
arbitrary waveform generator board via its 20 MHz on-board clock, which is fed to the 
phase-locked loop (PLL) input of the NI-5411 arbitrary waveform generator via PFI 8 
line with a BNC cable. The JEOL TOF pulser is triggered via counter output 1 (ctr 1) 
with a 64 ns wide TTL level pulse via PFI 32 with a BNC cable. Peak-to-peak widths of 
the TOF pulser trigger pulse were 59.2, 82.0, 115.2, and 322.0 µs to operate the mass 
analyzed with an m/z range of 0-1000, 0-2000, 0-4000, and 0-6000, respectively. Data 
acquisition is synchronized with the NI-6602 counting board with a 1 V pulse via counter 
output 2 (ctr 2) with a BNC cable, which enables the FAST ComTech P7887 board. After 
the board is enabled and synchronized, data acquisition is initiated by the user via 






















PFI_32 via BNC 
for  pulser 5V TTL
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Figure 2.7 Timing scheme used in DTIMS-MS mode for synchronizing ion gating with 
the JEOL TOF pulser and data acquisition system using a NI-5411 arbitrary waveform 





2.4. LabVIEW Software for DTIMS, Multiplexed DTIMS, and DTIMS-
MS Operation 
LabVIEW, which stands for Laboratory Virtual Instrumentation Engineering 
Workbench, is a software platform and development environment developed by National 
Instruments in 1986 for the Apple Macintosh. LabVIEW uses a visual programming 
dataflow language known as G. Since its inception, LabVIEW has grown to a multi-
platform system that is compatible with Microsoft Windows, UNIX, Linux, and Mac OS 
X. The software is typically used for data acquisition, data processing, instrument control, 
process automation and graphing. 
LabVIEW allows non-programmers to code software programs simply by 
dragging and dropping virtual instruments (VIs) of familiar lab equipment into the 
programming environment. These VIs consist of a block wire diagram, a front panel that 
is designed to look like an instrument interface, and a connection panel. Once the desired 
VIs are placed into a master block wire diagram, their order of execution is determined 
by their placement and order of connection. Multiple VIs are connected together by 
drawing wires between the inputs (controls) and outputs (indicators) of the connection 
panel, which allow the user to input data into, or extract data from a running virtual 
instrument. A virtual instrument either can be run as a standalone program, with the front 
panel serving as a user interface, or can be embedded into the block wire diagram of a 
more complex virtual instrument. Many libraries with a large number of pre-designed VIs 
are provided with LabVIEW for ease of use, in addition to specific function libraries 
included with the purchase of hardware such as data acquisition boards and signal 
generators. 
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Figure 2.8 shows the front control panel and Figure 2.9 shows the wire diagram of 
the virtual instrument (VI) designed in LabVIEW 7.0 to control the NI-5411 arbitrary 
waveform generator. This VI allows for a user selected conventional or multiplexed 
sequence to be outputted to the DTIMS ion gate pulsing electronics. Once the user selects 
an appropriate length sequence, each element in the sequence must be assigned an 
appropriate modulation bin width, also referred to as the ion gate width. The user then 
initiates the VI with a software trigger and the arbitrary waveform generator continues to 
generate the selected sequence until the VI is terminated via the software stop. 
 
 





Figure 2.9 Wire diagram of the VI used to control the arbitrary waveform generator. 
 
 Figure 2.10 shows the front control panel and Figure 2.11 shows the wire diagram 
of the virtual instrument (VI) designed in LabVIEW 7.0 to control the NI-6111 analog-to-
digital data acquisition board. This VI allows for a user selected acquisition bin width for 
oversampling the data. The modulation bin width and sequence length must match the 
values input into the arbitrary waveform generator VI. This VI will then collect a 
predefined number of sweeps and average them before displaying the final mobility 









Figure 2.11 Wire diagram of the VI used to control the data acquisition system. 
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Figure 2.12 shows the front control panel and Figure 2.13 shows the wire diagram 
of the virtual instrument (VI) designed in LabVIEW 7.0 to control the NI-6602 counting 
board. This VI generates the nested triggering schemes required to operate the DTIMS, 
the TOF pulser and the modified FAST ComTec P7887 multiple-event time digitizer data 
acquisition system. The VI allows not only for a user selected TOF pulser width, referred 
to as the TOF gate duration, but also controls the frequency of the TOF pulser, referred to 
simply as 1/TOF. This frequency controls the m/z range and sensitivity of the instrument. 
A shorter, or smaller, “1/TOF” allows for more frequent injection of ions into the mass 
analyzer by the TOF pulser, increasing the duty cycle and sensitivity of the instrument. 
However, decreasing the time between TOF injection pulses limits the m/z range of the 
mass analyzer by excluding ions with a longer flight time from being measured by the 





Figure 2.12 Front panel of the VI used to control the counting board for generation of the 
nested triggering schemes required to synchronize the DTIMS ion gate, TOF pulser, and 




Figure 2.13 Wire diagram of the VI used to control the counting board for generation of 
the nested triggering schemes required to synchronize the DTIMS ion gate, TOF pulser, 
and FAST ComTec P7887 TDC for DTIMS-MS. 
  
 
2.4.5. Preliminary DTIMS-MS Data 
Figure 2.14 shows the 1-D time-of-flight spectrum of a 1 µM reserpine solution 
collected with the DTIMS-MS and the FAST ComTec P7887 TDC showing detailed 
isotopic structure. Flight time in ns is displayed on the x-axis and total ion counts are 
displayed on the y-axis. The m/z of the individual ions is obtained by first running a 
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calibration mixture of an analyte with known masses at periodic location, such as CsI, 
which forms [Cs(CsI)n]+ clusters, or polyethylene glycol (PEG). This data is then used to 
create a time-of-flight to m/z correlation function that is then applied to all subsequent 
data to produce an accurate m/z value for all detected ions. 
 
Figure 2.14 1-D TOF spectrum collected with the FAST ComTec P7887 of a 1 µM 
reserpine solution showing detailed isotopic structure with flight time in ns displayed on 
the x-axis and total ion counts displayed on the y-axis. 
 
 
 Figure 2.15 shows the 2-D time-of-flight as a function of the drift time mobility 
spectrum of a 1 µM reserpine solution collected with the DTIMS-MS and the FAST 
ComTec P7887 TDC. Flight time in ns is displayed on the x-axis, total ion counts are 
displayed on the y-axis, and drift time in ms is displayed on the z-axis. Although 
reserpine is clearly visible at a flight time of 42,065 ns, which corresponds to an [M+H]+ 
peak with a 609.281 m/z, the separation in the ion mobility direction (z-axis) is lost and 
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reserpine can be seen with a relatively constant intensity over the 0-40 ms drift time 
range. After careful analysis of the data, we hypothesized that excessive collisional 
cooling in the 36 cm long, multi-pressure regime (10-2, 10-3, and 10-6 Torr) ion guide of 
the JEOL AccuTOF-MS, was causing packet spreading and a loss of all information 
obtained within the DTIMS. In order to reduce the amount of collisional cooling within 
the ion guide of the AccuTOF, the residence time of the ion packets within the ion guide 
needed to be decreased. This was achieved by a combination of 2 methods: (1) a series of 
orifices with smaller apertures was machined and tested to determine an appropriate 
balance between sensitivity and pressure, and (2) a dual stage direct drive rotary vane 
vacuum pump (E2M80, Edwards, Tewksbury, MA) with a pumping speed of 53 cubic 
feet per minute, and a maximum pressure of 7.7 x 10-4 Torr, was connected to the 1st 
vacuum region of the AccuTOF ion guide.  
 
Figure 2.15 2-D TOF as a function of the drift time spectrum of a 1 µM reserpine 
solution collected with the DTIMS-MS. Flight time in ns is displayed on the x-axis, ion 
counts are displayed on the y-axis, and drift time in ms is displayed on the z-axis. 
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Figure 2.16 shows the 2-D time-of-flight as a function of the drift time mobility 
spectrum of the same 1 µM reserpine solution, analyzed with the smaller orifices and the 
additional pumping capacity. The solvent clusters can now be seen between 10,000 and 
20,000 ns and reserpine is observed at a flight time of 42,065 ns. Although the orifice and 
vacuum modifications did not completely eliminate the packet spreading within the ion 
guide, some defined structure is now clearly visible in the mobility dimension (z-axis).  
 
 
Figure 2.16 2-D TOF as a function of the drift time spectrum of a 1 µM reserpine 
solution collected with the DTIMS-MS after vacuum modifications. Flight time in ns is 
displayed on the x-axis, ion counts are displayed on the y-axis, and drift time in ms (x101) 





2.4.6. Minimizing DTIMS-MS Packet Spreading 
Many approaches have been employed to balance the amount of collisional 
cooling ions required to have a narrow kinetic energy distribution prior to entering the 
TOF analyzer and maximize axial acceleration to minimize packet spreading  during their 
transit from atmospheric pressure to the high-vacuum region of the mass analyzer. The 
simplest approach involves the use of a shorter ion guide to reduce the amount of time an 
ion packet spends in the ion guide, and therefore reduce the degree of collisional cooling. 
However, shorter ion guides typically do not provide sufficient time to focus ions to the 
center of the guide for efficient transfer to subsequent ion optics.128  Russell and co-
workers installed a 5 cm vacuum interface with a high field region (up to 1,000 V/cm) 
directly behind the drift cell to not only reduce collisional cooling of their ions but also to 
serve as an ion activation device for collision induced dissociation for mobility selected 
ions.129 Smith and co-workers installed a short (10 cm) ion funnel at the exit of their drift 
cell that not only accumulated ions and reduced packet spreading, but could also be 
operated as an extension of their mobility cell resulting in improved resolving power.130 
An alternative approach to reducing collisional cooling and packet spreading involves the 
use of higher order multipoles to function as ion guides, such as hexapoles and octopoles. 
Compared to quadrupoles, these multipoles generate stronger containment fields for the 
same voltage and frequency applied to the rods and are advantageous for better confining 
ions in the radial direction.130 A similar method involves using a linear quadrupole with 
an added superimposed multipole field. These additional superimposed fields are 
generated with mismatched electrode pair geometries.130 Siu and co-workers applied a 
different approach involving a 20-segment quadrupole to generate not only conventional 
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rf fields for radial collisional focusing, but also axial acceleration fields. Their quadrupole 
could be used for reducing the residence time of ions within the ion guide, or function as 
a reduced pressure mobility cell.131  
Future modification of the AccuTOF will involve installing a segmented ion 
guide to allow for application of stronger axial electric fields via variable-voltage 
potentials on the different segments of the ion guide to reduce the residence time of the 
ions further and “shotgun” them through the ion guide. These modifications will be 
undertaken by a postdoctoral researcher continuing this project. 
CHAPTER 3. PERFORMANCE, RESOLVING POWER AND 
RADIAL ION DISTRIBUTIONS OF A PROTOTYPE 
NANOELECTROSPRAY IONIZATION MONOLITHIC RESISTIVE 




This chapter describes the initial characterization of the performance of a  
prototype resistive glass DTIMS. A detailed examination of the effects of drift gas flow 
rate, temperature and anode grid to anode distance on the observed resolving power and 
sensitivity of the instrument are presented. Once optimum experimental parameters are 
identified, different ion gate pulse widths and their effect on the temporal spread of the 
ion packet are investigated. A characterization of the radial ion distribution of the ions in 
the drift region of the spectrometer is performed to determine the ion density distribution 
within the prototype DTIMS. Preliminary DTIMS data demonstrating the applicability of 
this instrument to the study of small molecules of environmental relevance by analyzing a 
commercially-available siderophore, deferoxamine mesylate, in both the free ligand and 
iron-bound form is also presented.   
 
3.2. Introduction 
Although drift time ion mobility spectrometry (DTIMS) was first introduced as an 
analytical technique in the 1970s,3 a fundamental understanding of processes within the 
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ionization and drift regions were slow to develop because of limited instrument 
availability. Initial work revealed that ions are prone to form clusters where the charged 
molecule is associated with a neutral.10, 132, 133 The type of clusters formed depends on the 
identity of this neutral. Therefore, not only is the selection of the drift gas (X) important, 
but there is also a heavy dependence on any ambient vapors and contaminants present in 
the ionization and desolvation regions of the spectrometer. An example of typical clusters 
formed in atmospheric pressure DTIMS would be MH+·Xm·(H2O)n, where m and n  
typically fall between 1 to 4.133-135 The size of these clusters is dependent on moisture 
content and temperature in both the desolvation and drift regions of the spectrometer.134, 
136 Further investigation into the fundamental processes within the mobility cell was 
pursued in 1985 by Kim and Spangler.137 Their work revealed the presence of clusters 
other than water-ion, and identified dimer ion formation and dimer-water clusters that 
were later also found to be dependent on temperature and drift gas composition.138 The 
role of temperature and water content in DTIMS were addressed systematically for a 
wide range of product ions in the early 1990s. It was shown that removing the moisture 
from the drift gas using gas purification traps produced stable, reproducible spectra with 
sharp peak shapes. Alternatively, operating the DTIMS at elevated temperatures, even 
without the use of gas purification, yielded sharp peaks by limiting cluster formation.139 
However, although increasing the temperature limited cluster formation, it also increased 
the Brownian motion of the ions and drift gas within the mobility cell, thereby increasing 
the diffusion of individual ion packets, resulting in wider peaks in the final mobility 
spectrum.  
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The drift gas density has also been shown to play a major effect on the types of 
ions generated within the desolvation and drift regions of the DTIMS because of its effect 
on cluster formation, and the mobility of those ions. The behavior of ions within the 
electric field of the mobility cell is regarded as a “spasmodic motion,” where the ion is 
rapidly accelerated by the electric field until it collides with a drift gas molecule and loses 
part, or all of its acquired momentum. The ion is then re-accelerated rapidly until it 
collides with the next drift gas molecule. This process is repeated multiple times until the 
ion exits the mobility cell and is detected.4 Increasing the drift gas flow rate will increase 
desolvation and limit cluster and dimer formation, however it will also increase the 
number of ion-gas molecule collisions, resulting in wider peaks in the final mobility 
spectrum. 
In this chapter, an extensive instrumental characterization study is performed to 
investigate the effects of temperature and drift gas flow rate not only on cluster and ion 
formation, but also on their effects on desolvation of our ESI generated ions, to determine 
optimal operational parameters. The effects of instrumental parameters such as anode 
grid to anode distance and different ion gate pulse widths on the resolving power and 
sensitivity of our prototype resistive glass DTIMS is explored. A characterization of the 
radial ion distribution of the spectrometer will be performed to determine the ion density 
distribution of the ions in the drift region within or prototype DTIMS. This study will 
help identify if any design changes need to be implemented to minimize loss of ions due 
to collisions with the walls of the drift tube and to identify the area of highest ion density 
for maximizing transfer of ions when coupling our prototype DTIMS to a mass 
spectrometer.  
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Following these instrumental characterization studies, we demonstrate the use of 
this resistive glass ion mobility spectrometer to study an environmentally-relevant marine 
siderophore with a size similar to common tuning compounds. Siderophores are known to 
undergo significant conformational changes upon binding to metal centers, and thus, the 
ionic mobilities for the uncomplexed and complexed forms should be very different, 
making them amenable to IMS separation. 
 
3.3. Experimental Details 
3.3.1. Samples and Reagents 
The solvent used for ESI experiments was a mixture of acetonitrile (High 
Performance Liquid Chromatography (HPLC) grade, Fisher, Suwanee, GA), water 
(Barnstead Nanopure Diamond, Van Nuys, CA), and acetic acid (99.99+ %, Sigma, St. 
Louis, MO) in an 80/19.9/0.1 volume ratio. Reserpine (Sigma, St. Louis, MO), Iron (III) 
chloride hexahydrate (99 %, Acros, Geel, Belgium) and deferoxamine mesylate 
(Calbiochem, San Diego, CA) were used without further purification. Nitrogen 
(99.9997 %, Airgas, Atlanta, GA) and helium (UHP-300, 99.999 %, Airgas) were used as 
drift gases for nanoESI and corona discharge experiments, respectively. 
 
3.3.2. High Performance Liquid Chromatography 
Experiments were performed on a Waters (Milford, MA) HPLC system equipped 
with 1525 Binary HPLC Pump and 2487 Dual λ Absorbance Detector. A Waters 
Symmetry C-18 column (15 cm x 4.6 mm i.d.) was used for analysis. The flow rate for 
the mobile phase was 1.0 mL·min-1.  The mobile phase consisted of distilled water and 
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acetonitrile. The gradient program was 100 % water held for 2 min, the gradient was then 
increased to 100 % acetonitrile from 2 to 14 min and held at 100 % acetonitrile for 2 min. 
 
3.4. Results and Discussion 
 Sufficient statistical confidence in the identification of unknowns purely from ion 
mobility spectra is based on the accuracy of drift time measurements and sufficient 
resolving power to distinguish between ionic species injected into the drift tube. DTIMS 
resolving power (R) is defined as the ratio between the drift time (td) and the full peak 
width at half maximum (w) as shown by Equation 1.2. Theoretical treatments of peak 
broadening, and thus resolving power, have focused on studying processes occurring 
along the drift tube longitudinal axis. Ideally, broadening in this dimension depends only 
on the ionic species’ diffusion coefficient, temperature, width of the ion gate pulse, and 
absolute drift time. However, Hill et al. have observed that radial electric field 
inhomogeneities and ion/ion repulsions are also an important source of deviations from 
the theoretically-achievable resolving power.2 In addition, capacitive effects in the nearby 
regions of the Faraday plate detector, determined by its distance to the aperture grid, have 
also been shown to play a significant role in the observed peak width.140 
According to theoretical treatment, ion mobility is related to various experimental 
parameters and analyte characteristics by the Equation 1.1.13 As a first step in 
characterizing our prototype IMS, the effect of various experimental parameters on the 
observed resolving power, ion mobility, and sensitivity were investigated. 
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3.4.3. Temperature Effects in our Prototype DTIMS 
 The effect of drift tube and drift gas temperature was the first parameter to be 
studied.  Heating the drift tube and drift gas provides the means to desolvate analyte ions 
however, temperature and resolving power have an inverse relationship. Therefore, it is 
important to investigate if with the reduced solvent load introduced by the nanospray ion 
source, operation at temperatures higher than ambient grants an improvement in 
desolvation efficiency which offsets the unavoidable loss of resolving power associated 
with increased diffusional effects within the mobility cell as a direct result of increased 
Brownian motion. Figure 3.1 compares ion mobility spectra of reserpine 
(MW=608.28 Da) at temperatures of 155, 125, 95, 65 and 25 ºC obtained with a 400 μs 
ion gate pulse width, 10,320 V drift voltage, 15,000 V nanoESI voltage, and 0.6 L·min-1 
N2 drift gas. At 25 ºC an intense peak corresponding to solvent clusters is observed at 
36.2 ms, while peaks associated with reserpine are observed at 55.2 and 60.5 ms. As the 
temperature is increased to 155 ºC, a loss of resolving power occurs and peaks shift to 
shorter drift times; 21.8 ms for the solvent and 37.6 and 42.2 ms for the reserpine peaks. 
Also, the intensity of the solvent peak decreases, while the intensity of the peaks 
associated with reserpine increases. Similar results were observed by Hill et al., who 
proposed that the shift to shorter drift times was caused by a decrease in clustered solvent 
ions associated with more efficient desolvation.41 During the course of these and 
following experiments, it was observed that the intensity ratio of the solvent and 
reserpine peaks was heavily dependent on the concentration of acetic acid in the 
electrosprayed solution. This dependence causes variations in signal intensity over a 
period of several hours as the acid in the sample container evaporates. It was concluded 
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that an insufficient concentration of acetic acid accounted for the small reserpine signal 
observed in the experiments presented in Figure 3.1. In following experiments, the 
concentration of acetic acid in the sample solution was kept as close to the optimum 
value of 0.1 % as possible. As a conclusion from these temperature-resolved experiments, 
we decided that in order to maximize resolving power, all subsequent experiments would 
be performed at 25 ºC. 
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Figure 3.1 NanoESI ion mobility spectra produced by analysis of 80.0 fmol of reserpine 
showing the effect of temperature (155, 125, 95, 65, and 25 ºC) on drift time and signal 




3.4.4. Drift Gas Effects in our Prototype DTIMS 
Next, the effect of drift gas flow rate on the separation of the reserpine monomer 
and dimer was investigated. Drift gas serves not only to desolvate ions, but also acts as 
the separation medium in DTIMS therefore, increasing the drift gas flow rate increases 
the frequency of ion-drift gas collisions and should improve the separation. Figure 3.2 
shows ion mobility spectra of reserpine at N2 drift gas flow rates of 0.40, 0.77, 1.10, and 
1.40 L·min-1 obtained with a 200 µs ion gate pulse width, 10,320 V drift voltage, 
15,000 V nanoESI voltage, and at 25 ºC. Select data points are plotted in Figure 3.2 for 
clarity. As the drift gas is increased from 0.4 to 1.40 L·min-1, the solvent peak shifted to a 
slightly shorter drift time from 40.8 to 40.2 ms, with a corresponding decrease in 
intensity. This decrease is associated with increased desolvation and declustering similar 
to that observed in Figure 3.1. However, the exact opposite effect was observed for the 
reserpine monomer and dimmer peaks in this case. As the drift gas is increased from 0.4 
to 1.40 L·min-1, the reserpine peaks shifted to longer drift times from 56.6 and 62.8 ms to 
57.4 and 63.1 ms, with a corresponding increase in intensity. We propose that the shift to 
longer drift times is caused by the increased drag force and increased frequency of 
collisions experienced by the ions as the drift gas flow rate is increased, which influences 
how the ions travel down the drift tube, while the increase in intensity is associated with 
more efficient desolvation. A drawback associated with the higher drift gas flow rates is 
that the peaks have a less Gaussian like shape and have a more distorted tailing edge. We 
believe this is caused by an inhomogeneous drift gas flow from behind the detector that is 
distorting the periphery of the ion packets. Based on these observations, the drift gas 
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induction port was later modified with the addition of a custom-build gas diffuser to help 
minimize flow inhomogeneities. 
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Figure 3.2 NanoESI ion mobility spectra produced by analysis of 40.0 fmol of reserpine 
showing the effect of N2 drift gas flow rates (0.4, 0.77, 1.10 and 1.40 L·min-1) on drift 
time and signal intensity of the solvent and reserpine species.  
 
 
3.4.5. Anode-to-Anode Grid Distance Effects in our Prototype DTIMS 
Once the effects of parameters such as temperature and drift gas were better 
understood and optimized, the effect of modifying the anode grid to anode detector 
distance was studied. The purpose of the anode grid is to prevent the electric field of the 
arriving ion cloud from inducing a capacitive current flow on the Faraday plate detector 
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prior to the ions striking the plate, thus effectively preventing the formation of an image 
current. Variable grid-detector distances were tested by placing an increasing number of 
metal spacers behind the anode detector. Table 3-1 shows the resolving power values 
obtained for reserpine, using the default anode grid-detector configuration (5 mm 
distance) and also 0.7 and 1.5 mm distances at a fixed ion gate pulse length of 200 μs 
collected with a 10,300 V drift voltage, 15,000 V nanoESI voltage, 25 ºC, and a 
0.6 L·min-1 N2 drift gas. Spectra corresponding to these experiments are shown in 
Figure 3.3. The peak at 49.4 ms was again attributed to clusters originating from the 
acetonitrile:water solvent mixture, while the peaks at 62.2 and 93.5 ms are attributed to 
the reserpine monomer and dimer, respectively.   
 
Table 3-1 Resolving powers obtained from nanoESI DTIMS analysis of 15.5 fmol of 
reserpine showing the effects of varying the anode to aperture grid distance. 
 








5.0 mm 36 33 41 
1.5 mm 45 40 50 
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Figure 3.3 Typical DTIMS spectra obtained from the injection of a total of 16 fmol of 
reserpine into the drift tube, observed at anode grid-to-anode distances of 5.0, 1.5, and 
0.7 mm.  Resolving power values are reported in Table 3-1. 
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As stated previously, variations in the concentration of acetic acid due to 
evaporation caused changes in the intensity ratio of the solvent and reserpine peaks. In 
the experiments depicted in Figure 3.3, the concentration of acetic acid was increased to 
0.15 % in an attempt to minimize such changes. The higher concentration of acid caused 
the formation of what we believe to be a proton-bound dimer, with an appearance and 
intensity dependent on the concentration of acetic acid in the electrosprayed solution. 
This dependence accounts for the smaller reserpine monomer signal and larger dimer 
signal observed at the 5.0 mm anode to anode grid distance when compared to the 1.5 and 
0.7 mm distances, as the spectra shown in Figure 3.3 were sequentially collected from the 
same reserpine solution. Although the dependence of signal intensity on acetic acid 
concentration may slightly skew the resolutions calculated in Table 3-1, the overall trend 
indicates that resolving power systematically increased with a decrease in anode to 
aperture grid distance. Reducing the spacing from the 5 mm default configuration to 
0.7 mm resulted in a significant increase in resolving power due to the decoupling of the 
image current from ion detection. Measured resolving powers ranged from a minimum of 
33 ms/ms (6,100 theoretical plates) for a 5 mm distance, to a maximum of 67 ms/ms 
(approximately 25,000 theoretical plates) for a 0.7 mm distance. 
 
3.4.6. Ion Gate Pulse Width Effects in our Prototype DTIMS 
 Figure 3.4 shows typical spectra obtained at varying ion gate pulse lengths. The 
data was collected with an anode to aperture grid distance of 0.7 mm and a 10,320 V drift 
voltage, 15,000 V nanoESI voltage, 25 ºC, and 0.6 L·min-1 N2 drift gas. The spectra were 
produced by nanoESI analysis of reserpine using 400, 200 and 100 µs ion gate pulses, 
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respectively. The total amounts of reserpine injected into the drift tube in each case were 
31, 16, and 8 fmol. Resolving power ranged from an average value of 50 ms/ms for a 
400 µs ion gate pulse, up to an average value of 68 ms/ms for a 100 µs ion gate pulse. A 
maximum resolving power of 76 ms/ms was observed for the reserpine dimer with a 100 
μs gate pulse. In all cases, an increase in resolving power was observed for shorter ion 
gate pulses, as expected. Experiments with 50 µs ion gate pulses showed insufficient 
signal-to-noise ratio, making the calculation of the experimental resolving power 
challenging, and thus, they are not presented here. For comparison purposes, Table 3-2 
shows resolving power values reported in the recent literature for stacked-ring standalone 
atmospheric pressure DTIMS instruments.38, 44, 102, 127 Only references describing 
standalone instruments with Faraday plate detectors and where resolving power values 
were reported are included in Table 3-2. Ion mobility instruments with MS detection tend 
to offer higher resolving powers due to enhanced analyte desolvation and sampling of 
only the most homogeneous portion of the ion cloud, and thus they were not included 
here. Although a direct head-to-head comparison between the resolving power obtained 
with the prototype IMS characterized here and ion mobility spectrometers described in 
the literature would not be completely accurate due to differences in tube lengths, drift 
voltages and ion gate pulse lengths. By comparing the results in Figure 3.4 with 
Table 3-2, it can be seen that the resolving power range obtained with the prototype 
resistive glass instrument is comparable, or in some cases higher, than previously 
reported values in the literature. This suggests that resistive glass holds significant 
potential for developing new ion mobility instrumentation and should be tested further. 
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We expect that additional optimization of this prototype spectrometer and its coupling to 
a mass spectrometer will yield even higher resolving power values. 
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Figure 3.4 NanoESI ion mobility spectra produced by analysis of 31.0, 15.5 and 7.8 fmol 
of reserpine showing the effect of ion gate pulse length (400, 200 and 100 µs) on the 
resolving power (indicated by arrows for each peak), for the solvent species (49.4 ms), 




Table 3-2 Resolving power values recently reported for atmospheric pressure 























27 15.0 ambient 200 65-95 Collins and Lee127 
11 6.6 130 300 27-59 Khayamian and 
Jafari38 
17.4 7.7 175 50-150 44-50 Hill et al.102 
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3.4.7. Radial Ion Distributions in our Prototype DTIMS 
In addition to characterizing the observed resolving power, the investigation of 
the shape of the ion cloud within the drift tube, as manifested by the radial ion densities 
observed at the detector plane, is also important for further optimization of this 
instrument. Radial ion densities not only have an effect on the instrument’s sensitivity 
when operated in standalone mode, but also determine the optimum ion collection 
geometry for sampling the ion packet for subsequent coupling to time-of-flight or other 
mass spectrometric detectors. In this case, maximum sensitivity is achieved when 
transmission at the DTIMS-MS interface is maximized. In order to better understand the 
ion distribution within the drift region, and with the objective of deciding on the best 
configuration to later joining our prototype DTIMS to an orthogonal time-of-flight mass 
spectrometer, a series of experiments with detection anodes of varying diameters were 
conducted. 
 Figure 3.5 shows the ion density profiles obtained by collecting corona discharge 
spectra under a 6,800 V drift voltage, 10,000 V tungsten filament voltage, 25 ºC and 
1.7 L·min-1 He drift gas with 26, 22, 17 and 10 mm diameter anodes, respectively. These 
profiles give a qualitative picture of the ion cloud density as a function of the distance 
from the longitudinal symmetry axis of the drift chamber, and were computed according 
to the following steps: 1) the ion current observed with each one of these anodes was 
integrated over the complete arrival time distribution; 2) the total charge (Q) obtained by 
integration (Q=It, where Q is the charge in coulomb, I is the current in ampere, and t is 
the time in seconds) was normalized by the area of the corresponding anode; 3) the ion 
densities obtained for a pair of two sequential anodes were subtracted from each other to 
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calculate the net contribution produced by an increase in anode area; and 4) these 
differential ion densities were plotted as a function of the distance from the drift tube 
center. This procedure was then repeated for various ion gate pulse lengths. 
 The results presented in Figure 3.5 indicate that ion density increased with 
increasing duration of the ion gate pulse, in an approximately linear fashion and 
decreased with increasing distance from the longitudinal symmetry axis of the drift 
chamber (see Figure 3.5 inset). Ion density rapidly decayed beyond the area not blocked 
by the ion gate mask (between -5 and 5 mm), suggesting that the ion beam radius 
followed the ion gate aperture and that no ions were lost by collision with the drift tube 
walls. The ion density calculated for a 13 mm distance from the spectrometer’s symmetry 
axis was slightly negative, which is an artifact caused by the small difference in ion 
currents measured between the 22 and 26 mm anodes when compared to the between-run 
variability of our DTIMS. A qualitatively-similar radial ion distribution has been recently 
observed by Hill et al. for a stacked-ring IMS equipped with an ESI ion source and a 
target-like segmented Faraday plate detector.141 
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Figure 3.5 Radial ion density profiles within the resistive glass drift tube measured using 
detector plates with various radii and a corona discharge ion source. The inset shows ion 
density as a function of ion gate widths for different distances from the longitudinal 
symmetry axis of the spectrometer. 
 
 
In terms of coupling this instrument to a mass spectrometer, the results shown in 
Figure 3.5 clearly indicate that for a homogeneous ion beam, such as the one produced by 
the prototype presented here, sampling the ion cloud with a small aperture placed at the 
center of the drift cell would result in the loss of a large majority of the ions. If a single 
micron-sized aperture is used for sampling the ion cloud after separation in the ion drift 
chamber, its inner diameter and length are generally chosen so as to result in a gas 
conductance compatible with maintaining an adequate pressure in the first differentially 
pumped chamber immediately after the drift cell.  Russell et al. have demonstrated, both 
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theoretically and experimentally, that a single micron-sized aperture results in a large loss 
in ion transmission.142 Clearly, new approaches will be needed for more efficiently 
coupling atmospheric pressure ion mobility instruments to mass spectrometric detectors 
that operate under vacuum. If this drift cell were to be operated at reduced pressures, an 
ion funnel with a large acceptance aperture could be used to match the most 
homogeneous part of the ion density profile (-5 to 5 mm), but this approach would not be 
viable for atmospheric pressure IMS, as optimum focusing with ion funnels can only be 
achieved at pressures of a few Torr.143 
 
3.4.8. Application to Commercially-Available Siderophores 
As a first step in applying this instrument to the high-throughput separation of 
small molecules in environmental samples, we analyzed a solution of a commercially-
available marine siderophore, deferoxamine mesylate (DFOB), in both the free ligand 
and Fe bound (Fe(III)-DFOB) forms by nanoESI-DTIMS. This compound was chosen 
because it is a small molecule, close in size to the tuning compound reserpine, but known 
to undergo significant conformation changes upon binding to Fe, allowing us to explore 
the consequence of such a conformational change for the separation. The results obtained 
by nanoESI-DTIMS using a 400 μs ion gate width are shown in Figure 3.6. The solid 
trace represents the solvent blank, while the dotted and dashed traces represent spectra for 
DFOB and Fe(III)-DFOB solutions, respectively. We hypothesize that the peak at 
31.2 ms is a contaminant that is present in the Fe(III) solution, the peak at 57.3 ms 
corresponds to the Fe(III)-DFOB complex, while the peak at 77.6 ms corresponds to 
DFOB. The Fe(III)-DFOB complex has a higher mass than DFOB due to the addition of 
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the Fe+3, therefore in a first analysis it would be expected that this increase in mass would 
cause the Fe(III)-DFOB complex to appear at a later drift time than DFOB. However, the 
change in ligand conformation upon metal binding must have a more dramatic effect than 
the 55.8 Da increase in mass.  
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Figure 3.6 NanoESI-DTIMS analysis of solutions containing DFOB and Fe(III)-DFOB. 
The spectra show the analysis of a blank, 42.0 fmol of DFOB, and 44.0 fmol of the 
Fe(III)-DFOB complex. The peak at 31.2 ms is a contaminant that is present in the Fe(III) 
solution, the peak at 57.3 ms corresponds to the Fe(III)-DFOB complex with a resolving 
power of 45 ms/ms while the peak at 77.6 ms corresponds to DFOB with a resolving 




Interestingly, this behavior is analogous to what we have observed by reverse-
phase HPLC when separating mixtures of DFOB and Fe(III)-DFOB; the Fe complex 
has a shorter retention time than the free ligand, as can be seen in Figure 3.7, so 
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conformation again appears to be important for explaining the chemical behavior of 
this system.  
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Figure 3.7 HPLC chromatograms obtained for Fe(III)-DFOB (4.7 min) and DFOB (6.1 
min) on a Waters Symmetry C-18 column. The peak at 1.8 min is and unknown 










The instrument presented here demonstrates the potential of resistive glass as an 
alternative building material to the typical stack ring electrode construction with a 
performance comparable to other standalone IMS reported in the literature. The 
monolithic resistive glass not only provides a homogenous electric field in the drift 
region to help maximize resolving power, but also simplifies the construction and 
periodic cleaning of the spectrometer. 
We have investigated the effects that temperature and drift gas flow rate have on 
our prototype monolithic resistive glass IMS in order to understand and optimize 
instrumental parameters. Although higher temperature and drift gas flow rate lead to 
better desolvation and separation, they also lead to a loss of resolving power. It is thus 
preferable that they are operated at the lowest possible values required for analysis. The 
anode grid to anode distance has a major effect on resolving power, as decreasing this 
distance from 5.0 to 0.7 mm produced an average increase in resolving power of 
20 ms/ms due to the decoupling of the image current from ion detection.   
The radial distribution of ions within the drift tube of the spectrometer was a 
reflection of the ion source and ion gate mask configuration, showing that the highest 
density of ions was located along the longitudinal symmetry axis of the drift tube. The 
ion cloud was highly homogeneous in the area not blocked by the ion gate aperture mask 
but rapidly decayed between the mask and the drift tube walls, indicating little to no loss 
of ions due to collisions with the walls. The high homogeneity and ion density at the 
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center of the ion cloud is crucial for subsequent sampling with a mass spectrometer, 
helping to maximize transmission and resolution.  
We have also demonstrated the ability of this instrument to provide 
conformational information for small molecules of environmental relevance such as 
DFOB, in both the free ligand and Fe-bound forms by nanoESI. Analysis showed a 
dramatic shift to shorter drift times caused by conformational changes upon metal 
binding, analogous with results observed by reverse-phase HPLC when separating DFOB 
and Fe(III)-DFOB mixtures. 
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CHAPTER 4. DIGITALLY-MULTIPLEXED 
NANOELECTROSPRAY IONIZATION MONOLITHIC RESISTIVE 




One of the shortcomings of atmospheric pressure drift tube ion mobility 
spectrometry (DTIMS) is its intrinsically low duty cycle (~ 0.04 - 1 %) caused by the 
rapid pulsing of the ion gate (25 - 400 µs) followed by a comparatively long drift time 
(25 - 100 ms), which translates into a loss of sensitivity. Ion trapping methods, as well as 
multiplexing approaches via Hadamard and Fourier-type gating techniques, have been 
reported for increasing the sensitivity of DTIMS. This chapter explores these trapping 
and multiplexing methods, introduces the principles of multiplexing and describes an 
extended multiplexing approach that encompasses arbitrary binary ion injection 
waveforms with variable duty cycles ranging from 0.5 to 50 %. In this approach, ion 
mobility spectra can be collected using conventional signal averaging, arbitrary, standard 
Hadamard and/or “extended” Hadamard operation modes. Initial results indicate signal-
to-noise gains ranging from 2 - 7-fold for both arbitrary and “extended” Hadamard 
sequences. Standard Hadamard transform IMS provided increased sensitivity, with gains 
ranging from 9 - 12-fold, however mobility spectra suffered from defects that appeared as 
false peaks, which were reduced or eliminated when using arbitrary or “extended” 
Hadamard waveforms for multiplexing.  
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4.2. Introduction 
Most ion mobility instruments utilize a pseudo-continuous or continuous 
ionization source such as corona discharge, electrospray ionization (ESI), photoionization  
or 63Ni chemical ionization. Utilization of this continuous stream of ions is maximized in 
high-duty cycle ion mobility approaches, such as differential mobility spectrometry 
(DMS, also known as field-asymmetric ion mobility spectrometry (FAIMS)) and 
aspiration ion mobility spectrometry (AIMS). 
Pulsed IMS approaches such as drift time IMS (DTIMS) and traveling-wave ion 
mobility spectrometry (TWIMS) use time-domain separations to resolve chemical species 
and therefore require the creation of a discrete ion packet from the continuous stream of 
ions generated at the source. The most common approach for creation of these packets is 
utilization of an optical element such as a Bradbury-Nielson ion gate (BNG)66 or a 
Tyndall ion gate98 to inject a discrete packet of ions into the drift region of the 
spectrometer where separation occurs. Unfortunately, DTIMS operated in this 
conventional signal averaging (SA) mode suffers from the drawback that only when the 
closing electric potential supplied to the ion gate is shut off (i.e. the ion gate is open) will 
ions be separated and detected.  All other times when closing potential is applied to the 
gate (i.e. ion gate is closed), the continuous stream of ions is neutralized against the ion 
gate wires. 
The interval with which the ion gate is operated is called the ion injection time, or 
ion gate width, with typical values of 25 - 400 µs. The time it takes the species in the 
discrete ion packet to travel down the drift tube and be detected, either by a Faraday plate 
detector or a mass spectrometer, is typically in the range of 25 - 100 ms. Ion gating 
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events are created in a periodic fashion, following a master clocking period larger than 
the maximum drift time of the slowest traveling species in the ion packet to avoid overlap 
of ions in successive ion packets. The time scale of these events is disproportionate 
resulting in an experimental duty cycle, the ratio of the injection time to the total analysis 
time, of ~ 0.04 - 1 %. In other words, 99 % or more of ions generated in the source are 
never analyzed. The low duty cycle of DTIMS experiments severely limits the overall 
sensitivity of the analysis, forcing the user to increase the number of sequential runs 
averaged per spectrum. Effectively, this issue can translate to improper matching between 
the time scales of the pre- and post-separation processes, forcing the acquisition to slow 
down the former for improving detectability of trace analytes. Failure to do so would 
result in under-sampling of the stream eluting from the ion source and aliasing of its 
inherent chemical information. Increases in the ion injection time, although beneficial in 
terms of sensitivity, simultaneously decrease resolving power, and are thus not 
considered a satisfactory alternative in practical terms.102 
Most methods employed to increase sensitivity and improve resolving power of 
DTIMS experiments focus on instrumental improvements such as lengthening the drift 
distance, lowering drift gas temperature, increasing pressure in the mobility cell and 
increasing ionization efficiency prior to ion injection. An alternative approach to improve 
on traditional DTIMS and DTIMS-MS analysis that is described in this chapter focuses 
on ion trapping at reduced pressure for duty cycle improvement. Duty cycle 
improvements require major instrumental modifications only when ion trapping is 
employed, otherwise they involve smaller changes to the instrument and to the ion 
pulsing and detection scheme, by using a multiplexed ion gating procedure. 
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4.2.1. Multiplexing in Analytical Applications 
In the context of analytical instrumentation, multiplexing is the process of 
overlaying multiple sources of information coherently along a single channel to increase 
the overall signal quality without a change in total sampling time. Specifically, 
multiplexing methods in spectroscopy and spectrometry allow multiple experimental 
trials to be run simultaneously, thereby increasing throughput. In multiplexed DTIMS, 
multiple packets of ions are successively injected into the drift tube instead of just one 
packet per master clocking period. By knowing the ion injection time, the sequence of 
gating events during which the gate was opened or closed, and the frequency at which the 
ions’ arrival times, or mass-to-charge ratios were monitored, one can deconvolute the 
signals measured at the detector to generate mobility or mass spectra. As a result, a 
greater total percentage of the generated ions are available to contribute to the measured 
signal, resulting in an enhanced duty cycle. 
 
4.2.2. Weighing Designs 
A problem of all measurement-based fields is obtaining reliable, consistent and 
accurate results of whatever variable is of interest. The goal is to perform reproducible 
measurements with as little interfering factors as possible. A common metaphor would be 
the weighing of apples at a grocery store using a single pan scale. Imagine wanting to 
know the weight of three apples. The most straightforward way to do this is to weigh the 
group of apples at once to obtain the weight of the group. Although this method is time-
efficient, there is only one measurement, thus it will not provide the most reliable of 
results since it is based on only one trial. 
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 An improvement to this method would be to weigh each apple separately and sum 
the weights of all three. Although direct and simple, each step in this type of experiment 
could easily fall victim to any uncertainty like a fly landing on an apple during the 
measurement or left over water found on the bottom of the measuring pan from a 
previous weighing of freshly cleaned produce. Because each apple is measured only 
once, this design has no failsafe way of ensuring the data generated is not biased. 
Random noise, imprecision, instrument or environmental background, etc. all contribute 
to inaccurate measurement results. 
 How then can we improve the confidence in the obtained mass of the apples 
without spending any extra time at the grocery store? By utilizing a multiplexed method 
of placing two apples at a time into the scale in the three possible configurations (apple 1 
and 2, apple 2 and 3, and apple 1 and 3), and subtracting the mass of one pair from the 
sum of the other two, will result in the weight of the individual apple common to the 
second and third pairs. All three masses of apples can then be obtained in a similar way, 
and summed to yield the total mass of the three apples. With this experiment, no 
additional time is spent weighing the apples versus weighing each apple independently, 
since the total number of experiments is still three. Why is this experimental design more 
accurate? In comparison to our “one-apple-at-a-time” experiment, the calculated SNR 
gain obtained with this multiplexed approach increases with (n + 1)/2n1/2, where n is the 
number of apples investigated.144 By multiplexing the measurements, each apple is 
weighed twice, allowing for a realized gain in the SNR of 15 % over weighing the apples 
separately. 
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The use of two weighing pans (equivalent to detectors in a spectrometer) could 
increase our SNR gains even further. Instead of weighing the apples in a single pan scale, 
they could be weighed in a two-pan scale with two apples placed on one pan while one is 
placed on the other. A similar method is followed to solve for the masses of each apple, 
however, by using two pans each apple is weighed in every trial since there are three 
possible combinations of weighing experiments. Therefore, the realized SNR gain in a 
dual-pan scale is 40 %.144, 145 
 Making the leap from grocery shopping to precise, analytical measurements may 
seem far-fetched yet the principle of multiplexing remains the same. Multiplexing in 
spectroscopy involves encoding multiple independent signals so that combinations of 
them can be transmitted simultaneously in a controlled way, without increasing the total 
analysis time. Since the way the signals were initially combined (encoded) is known, the 
readout produced by the detector can be deconvoluted at the end of the experiment into 
the individual original signal components, each enhanced by SNR gains. 
 
4.2.3. Types of Multiplexing and their Applications 
Both single detector (one pan scale) and multiple detector (two pan scale) 
multiplexed spectroscopic experiments are possible, all resulting in improved 
performance,146 however only single detector arrangements will be discussed here as they 
are more closely related to multiplexed IMS. One single detector approach for encoding 
spectroscopic information, known as frequency division multiplexing, allows for multiple 
wavelengths of light to strike the spectrometer’s detector simultaneously. By modulating 
each wavelength of interest with a different “carrier” frequency, individual components 
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of the signal can be interpreted by electronic means using tuned amplifiers. Interference 
from crosstalk of the modulating frequencies can be a problem if they are not sufficiently 
different from one another. Another approach, time-division multiplexing, successively 
arranges incoming wavelengths to be detected for a fraction of the total scan time.146 In 
other words, a particular wavelength is always being detected at a given time during the 
scan. It is susceptible to instability in the spectral sweep caused by instrumental or 
sample based noise that is compounded by the short scan time at any particular 
wavelength. Frequency-division multiplexing has been used with flame atomic 
fluorescence spectrometry,147 fluorometry,148 diode laser spectroscopy,149, 150 
reflectometry,151 radiography,152 tomography,153, 154 Fourier transform profilometry,155 
and fiber optic sensors.156 Time-division multiplexing has been implemented in three-
dimensional integral imaging,157, 158 x-ray microcalorimetry,159 gas160 and fiber optic 
sensors,161 various rapid scanning spectrometers,162 and monochromators163 for atomic 
spectrometry. 
 Transform based multiplexing, also a single detector approach, allows multiple 
spectral elements to be recorded simultaneously without loss in selectivity. Monitoring 
multiplexed wavelength combinations, instead of single channels can, in principle, yield 
improvements in SNR and spectral line shapes, aiding in increasing the spectral 
acquisition rate at constant SNR.146, 164 Based on Fourier transform (FT) and Hadamard 
transform (HT) mathematics, these methods rely less on physical instrument 
modifications than frequency-and time-division multiplexing approaches. 
 In FT methods, the detection of multiple frequencies is performed in the time 
domain, e.g., the free induction decay in a nuclear magnetic resonance (NMR) 
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experiment. By simultaneously measuring several spectral elements, a multiplex 
advantage, also called Fellgett's advantage, is obtained.165 The data digitized in time can 
be connected mathematically via the fast FT (FFT) to the frequency domain. This leads to 
the additional possibility of enhancing the analytical information by removing unwanted 
components in the frequency spectrum. Apodization, digital filtering, baseline smoothing 
and resolution enhancement are all possible.146, 164  Examples of techniques that make use 
of FT multiplexing include ion cyclotron resonance MS,166 IMS,167 quadrupole 
resonance,168 dielectric,169 microwave,170 NMR,171 UV/Vis172 and IR spectroscopy.173 As 
with FT methods, transform methods based on Hadamard mathematics have also proven 
to be powerful, but because of their particular importance to the field of IMS and work 
with our prototype monolithic resistive glass DTIMS, we describe them in detail in the 
next section.  
 
4.2.4. Hadamard Multiplexing and the Fellgett Advantage 
 Traditionally, DTIMS is performed in the SA mode. The BNG is quickly pulsed 
open delivering a small packet of ions to migrate within the drift region until they are 
detected (Figure 4-1). The total time for the experiment between gating pulses (i.e. the 
master period) is often referred to as the sweep or acquisition time. After a given sweep is 
completed, the BNG is pulsed again followed by detection during the drift time.  This 
process is repeated many times until a spectrum with sufficient signal-to-noise is 
acquired. The drawback of this operational mode is that each sweep suffers from low 
























Figure 4-1 Conventional SA DTIMS gating sequence and acquired spectrum. The gating 
sequence is shown with typical values, but these are generally user selectable. 
 
As a way to improve the throughput of the experiment and SNR of DTIMS, a HT-
based multiplexing experiment can be utilized. HT multiplexing uses a binary code 
arranged in a matrix to determine which combination of ions with different mobilities is 
present at any given time within the drift tube. In other words, the code used for gating 
represents successive opening and closing events of the BNG. A mobility spectrum (ion 
current versus drift time in a standalone DTIMS) is produced by the deconvolution of the 
acquired multiplexed data points by the application of the fast HT, often resulting in 
gains approaching the theoretical multiplex, or Fellgett’s advantage.165  The binary code 
is derived from a Hadamard matrix (Hn) composed of ones (1) and minus ones (-1) of size 
n such that the dimensions of the matrix are n x n. Hadamard matrices must have their 




nn nIHH =     (Eq. 4.1) 
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The superscript “T” denotes the transpose, and In is the n x n identity matrix.174 In HT- 
DTIMS, the spectral elements are either present or omitted reflecting when the BNG is 
open or closed. Therefore, the experimental design is better represented by a Simplex 
matrix (Sn-1) created by replacing the ones of the Hadamard matrix with zeros (0) and 
minus ones with ones (1), correlating to the opening (1) and closing (0) events of the 
BNG. Further modification of the Hadamard matrix involves deleting the first row and 
column of the matrix (by definition all ones) for the creation of the Sn-1 matrix of order 
n-1. Simplex matrices must satisfy all conditions in Equation 4.2 where Jn is the n x n 






























   (Eq. 4.2) 
 
Making a Simplex matrix practical for use involves making it cyclic. In replacement of 
several different n sequences to apply to the BNG, one long coding sequence can be 
generated with the reading frame of the experiment shifting down along the series 
following the length of 2n – 1. For example, if we chose a reading frame for the 
conventional SA sweep to be five bits (units)-long it would then resemble: 
 
1 0 0 0 0 
 
78 
If there were five total runs in the entire SA experiment, this experiment would be 
represented as: 
 
1 0 0 0 0 
1 0 0 0 0 
1 0 0 0 0 
1 0 0 0 0 




When applied to the BNG, the sequence would look like: 
 
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 
 
A corresponding 5 x 5 Simplex matrix used for a HT multiplexed experiment 
could resemble: 
 
1 0 1 0 1 
0 1 0 1 1 
1 0 1 1 0 
0 1 1 0 1 




The applied sequence to the BNG has length 2n – 1 = 9 so that the final zero in the gating 
sequence is omitted. The actual experiment is based on the following sequence of gating 
events: 
 
1 0 1 0 1 0 1 0 1 1 1 0 1 1 0 0 1 1 0 1 1 1 0 1 
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One can now start to see the advantage of the HT multiplexing technique. The 
increase in number of open gate events (the 1’s in the sequence) results in more ions 
gated into the drift tube (Figure 4-2). In SA mode, the only avenue to increase the number 
of ions is to increase the duration of the experiment (i.e. the averaging time). In the HT 
multiplexed experiment, ions overlap with one another within the drift tube while 
traveling towards the detector. At any given time, the detector does not “see” ions of a 
single ionic mobility, but predetermined combinations of ions of various mobilities. This 
is in general counterintuitive, but is equivalent to a multiplexed optical spectrometer 
where photons of several wavelengths strike the photomultiplier at the same time. The 
key point is that there is a priori knowledge of the encoded sequence for the ion 
injections that is used to deconvolute the acquired signal. Implementing a coding 
sequence with an equal number of ones and zeros, we realize a 50 % duty cycle without 
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Figure 4-2 A representative multiplexed DTIMS gating sequence. The ion beam is 
modulated using a pseudorandom sequence (PRS) derived from a Simplex matrix which 
is applied to the BNG. This is mathematically expressed as a multiplication of the 
original ion mobility spectra (Ψ) by the Simplex matrix (Sm). The multiplexed spectrum 
(η) is collected at the detector. The deconvoluted data ( Ψ ) is recovered by multiplication 




It is important to remember that HT multiplexed instrumentation was initially 
conceived for optical spectroscopy where the detected photons travel orders of magnitude 
faster than the fastest modulation sequence. Unfortunately, ions traveling down a drift 
tube, especially at atmospheric pressure, do not travel anywhere near the speed of light. 
As a result, any processes that change the shape of the ion packet from a “perfect” square 
81 
pulse to a more diffuse ion cloud during the time frame of the experiment will result in 
less-than-ideal multiplexing gains. Space-charge and thermal diffusion along the radial 
and longitudinal axes of the drift tube are known to occur176 in addition to ringing of the 
square waveform applied to the ion gate,177 and ion depletion in the region between the 
BNG and the ion source.102 Deviations from ideal square ion packets decrease SNR gains 
and create “ghost” or “echo” peaks complicating spectral identification.178  
 In addition to DTIMS,102, 103, 179 HT multiplexing has been applied to infrared 
spectrometry,180 nuclear magnetic resonance,181 Raman182 and fluorescence 
microscopy,183 capillary electrophoresis,184 and gas and liquid chromatography MS,185 
perhaps most related to HT-DTIMS is HT-TOFMS. The increased attention towards 
broad range molecular mass analysis has caused greater use of TOFMS due to its 
excellent resolving power, practically unlimited mass range, high ion transmission and 
high spectral acquisition rate.186 To further improve both sensitivity and speed of 
TOFMS, the Zare group developed a linear injection HT-TOFMS.177, 178, 186-190 In its 
original implementation, duty cycle improvements of up to 50 % and possible SNR gains 
of 45 - 64 for single detector configurations could be realized.186, 190 Further development 
of a dual anode detector setup saw improvements of increased signal-to-noise ratio (SNR) 
of 41 % over a single detector HT-TOF system while reaching the theoretical 100 % 
maximum duty cycle.189  
 
4.2.5. Examples of Multiplexing DTIMS and DTIMS-MS 
 In 1985, Hill and coworkers167 were the first to address the issue of low SNR in 
DTIMS caused by the intrinsically-low duty cycle associated with SA data acquisition 
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methods.  By adding a second BNG mounted at the exit of the drift tube and before the 
detector, and applying a square wave pulse swept from low to high frequencies between 
the entrance and exit gates, a duty cycle of 25 % was obtained.  As the gates were swept, 
ion populations of a fixed mobility would appear in and out of phase with the gating 
events, resulting in a mobility “interferogram” that could be deconvoluted via application 
of a FFT. The SNR gain observed by FT multiplexing of DTIMS was approximately 
three-fold.175 In 2004, Tarver et al.191 performed FT-IMS without modification of the 
spectrometer through the use of an external “electronic” software based gate to simulate 
the behavior of a physical gate. Utilizing this software based approach to “filter” select 
ions allowed for an improvement in SNR gain of seven. Although FT-IMS did provide 
significant improvements in SNR, the drawbacks associated with this approach were 
three-fold: (1) it was sensitive to changes in the efficiency of the ion gate especially at 
high pulse frequencies and the use of an apodization function was needed to remove both 
baseline noise and the presence of spectral echoes, (2) the 25 % duty cycle was only 
achieved for ion populations that were in phase with the gate pulses, and not all ions 
within the drift tube, and (3) in the original approach, an existing instrument had to be 
modified through the addition of an extra ion gate at the end of the drift tube. 
 A different multiplexing method was proposed by Russell et al.192 utilizing rapid 
injection of ions into the drift tube at a frequency much faster than could be processed by 
a standalone IMS using one-dimensional time correlation creating a pseudo-continuous 
ion beam within the drift tube. In this instrumental arrangement, a TOFMS was utilized 
as a rapid and sensitive detector since both IMS and TOFMS achieve separation based on 
time dispersion of ions. Correlated multiplexed data acquisition allowed the use of ion 
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injection rates much faster than that predicted to achieve 100 % duty cycle in a sequential 
pulse-and-wait experiment, and improved usage of the bidimensional separation space. 
 An alternative yet complimentary approach to multiplexing the ion injection 
sequence is to trap and accumulate the ions prior to injection. When working in the low 
pressure regime (10-3 - 10-1 Torr), ion manipulation methods utilizing both quadrupole 
and octopole ion traps have been successfully employed not only to accumulate ions prior 
to reduced pressure IMS analysis, but also to inject or gate the ions into the drift tube.83, 
100, 193 These types of low pressure ion trapping methods provide for increased sensitivity 
associated with higher ion utilization resulting in gains between 60 - 100 % depending on 
the experimental setup. In 2001, Wyttenbach et al.101 made advances in the manipulation 
of ions in a medium pressure regime by employing an electrodynamic ion funnel that 
could be operated in the 0.2 Torr range to efficiently accumulate and transfer ions into the 
drift tube of an IMS. Over the next several years, improvements in the design and 
construction of these ion funnel “traps” made possible ion manipulation in the 2 - 5 Torr 
pressure range while enhancing ion utilization efficiency by a factor of seven.143, 194 With 
this type of setup, the drift tube is positioned between two electrodynamic ion funnels. 
The first funnel accumulates ions for 50 - 100 ms and injects them in 50 µs pulses while 
the second funnel collects and focuses the now spatially disperse ion packets as they exit 
the drift tube. The second funnel then directs ions to an RF ion guide prior to mass 
analysis by an orthogonal TOF. Although ion efficiency was dramatically improved with 
this new dual ion funnel setup, the millisecond ion trapping and accumulation time was 
still disproportionally large when compared to the microsecond time scale of the ion 
injection events, and thus limited the overall ion utilization efficiency or duty cycle. 
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 In 2007, Belov et al.195 used the above mentioned dual ion funnel trap setup and 
applied Hadamard based pseudorandom pulsing sequences (PRS) to the ion trap for  
multiplexing of the ion injection events. PRS-based approaches utilize a binary, 50 % 
duty cycle sequence generated from the first row elements of a Simplex matrix. Through 
the simultaneous use of ion funnel trapping  and PRS-based multiplexing, they were able 
to increase the duty cycle of their instrument beyond the typical 50 % associated with 
Hadamard based multiplexing, and realized improvements in SNR of up to 10-fold. The 
drawback of this method was that the ion funnel trap would accumulate ions with 
different efficiencies dependent on the intensity of the incoming ion beam. To correct for 
this phenomenon, a sample-specific weighing matrix was needed to accurately 
deconvolute or reconstruct the data and eliminate spectral echoes and, as such, this 
multiplexing method could not be universally applied. In 2008, it was proposed that by 
dynamically modifying the previously used PRS and trapping events to normalize the 
quantity of injected ions, the need for sample specific weighing matrices could be 
eliminated. By employing fixed accumulation times in the ion traps prior to the individual 
gating events, they were able to improve the robustness of the multiplexing approach. 
These improvements made this method amenable to a wider range of samples while 
concurrently achieving a 2-fold enhancement in the amount of ion injection events 
compared to the traditional HT-IMS experiment.196 The latest advancements in the field 
of dynamic multiplexing now allow for the analysis of highly complex samples, such as 
proteolytic digests of blood plasma by IM-MS. Dynamically multiplexed IMS-TOFMS 
correlates analyzer performance with "brightness" of the ion source and ion funnel 
trapping function to minimize space charge-induced ion discrimination.197 Through the 
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use of automated feedback algorithms to select an optimum multiplexing sequence, 
peptides were detected at a concentrations of 1 nM in complex mixtures with an accuracy 
better than 5 ppm, while providing a 3-orders of magnitude dynamic range.194  
Hadamard transform-based multiplexing methods applied to standalone DTIMS 
were implemented in 2006 by Clowers et al.,102 and Szumlas et al.,103 with SNR gains of 
~ 2 - 10.  In this case, Hadamard multiplexing was performed by applying a PRS to the 
two wire sets of a BNG, thus injecting multiple ion packets in rapid succession into the 
drift tube. The pseudorandomly distributed ion packets undergo separation and are 
detected as an overlay of multiple arrival time distributions. This encoded signal is 
deconvoluted with the Hadamard transform, and thus this DTIMS approach has been 
named Hadamard Transform (HT) IMS. 
One of the challenges associated with Hadamard multiplexing is the presence of 
spectral errors resulting from modulation defects. The comprehensive article by 
Hanley198 describes the sources and manifestations of these errors in optical instruments. 
Kimmel et al.199 presented an analysis of modulation defects in HT TOF-MS caused by 
imperfections in the encoding of the ion beam due to defects in rise time, ringing, and 
overshoot during gating events, when employing a BNG. Clowers et al.102 minimized the 
effect of modulation defects due to imperfect gating in HT-DTIMS by discarding the part 
of the multiplexed ion signal that was most affected by imperfect performance of the 
BNG. These authors also identified an additional source of imperfections in encoding 
associated with Hadamard multiplexing at atmospheric pressure, namely depletion of the 
ions in the region prior to the BNG.102 Hadamard multiplexing was originally developed 
for optical spectroscopies where the involved photons travel at speeds orders of 
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magnitude larger than the modulation rates. However, when the injection of ions 
traveling under atmospheric pressure conditions is multiplexed, the involved species have 
much lower mobilities and may experience depletion between closely-spaced gating 
events, along with thermal or space-charge induced diffusion along the longitudinal and 
radial axes of the drift region. The identification of modulation defects and the reduction 
of their effects is further complicated by the dependency of their position and intensity on 
the different possible PRS constructions, as demonstrated by Hudgens et al.200 
Keeping these challenges in mind, we have implemented and investigated a 
flexible “digital multiplexing” method which allows for the application of user-generated 
arbitrary binary sequences of variable duty cycles ranging from 0.5 - 50 % to the BNG of 
an atmospheric pressure DTIMS instrument.  These user-selected digital sequences are 
assembled in a new kind of matrices named “A” matrices instead of the previously 
described “S” matrices. By reducing the frequency of gating events employed in our 
variable duty cycle arbitrary sequences, the contribution of ion depletion prior to gating 
and the cumulative effect of imperfect gating events is mitigated in comparison to 
standard Hadamard multiplexing. The behavior of “extended” PRS sequences with 
additional “0”s appended to each original sequence element is also investigated in an 
effort to minimize the effects of imperfect modulation on spectral defects and maximize 
SNR gains. In line with our research interests, these various multiplexing approaches are 
applied to the nanoelectrospray DTIMS analysis of a model marine siderophore with the 




4.3. Experimental Details 
4.3.6. Samples and Reagents 
 The solvent used for all nanoelectrospray experiments was a mixture of 
acetonitrile (HPLC grade, Burdick & Jackson, Muskegon, MI) and high-purity water 
(18.2 MΩ·cm-1, Barnstead Nanopure Diamond, Van Nuys, CA) in a 70:30 volume ratio. 
Sample solutions of tetrabutylammonium (TBA) nitrate (98 %, Acros, Geel, Belgium) 
were prepared and analyzed at concentrations of 50 µM. Deferoxamine mesylate 
(Calbiochem, San Diego, CA) samples were analyzed at concentrations ranging from 5 to 
400 µM. Nitrogen (99.9997 %, Airgas, Atlanta, GA) was used as the drift gas. 
 
4.3.7. Digital Sequence Generation 
 The arbitrary ion gating sequences were generated by selecting a duty cycle and 
calculating the number of open bins (1’s) and closed bins (0’s) the sequence should 
contain. A random number generator (www.randomizer.com) was utilized to generate a 
number corresponding to the position within the sequence of each open bin, covering the 
full range of the sequence and not allowing for repeats. The list of random numbers was 
used to substitute a one into the corresponding position of a zero-filled sequence of 
appropriate length. Sequences of length n = 256, 512, 2048, and 4096 were generated for 
use with modulation bins of 400, 200, 50 and 25 µs, respectively, to maintain a constant 
acquisition time. Six arbitrary sequences were generated for each of the following duty 
cycles:  0.5, 1, 2, 5, 10, 30 and 50 %. 
 Standard pseudorandom sequences (PRS) commonly used in HT-IMS were 
generated using a maximum length shift register sequence (MLSRS) of n = 2m – 1 with a 
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binary primitive polynomial of degree m, as outlined by Harwit and Sloane.144 Extended 
Hadamard sequences were constructed starting with a PRS of length n = 255, 511, 1023, 
and 2047 to which a user-selected number of zeroes ranging from 1 - 7 was added after 
each element in the original sequence. The duty cycle of these “extended” Hadamard 
sequences was thus decreased from 50 % to a value between 6.2 - 25 %, depending on 
the number of zeroes added. All extended Hadamard sequences were zero filled to 2048 
elements for more accurate comparison with a standard Hadamard S2047 sequences. 
Throughout this work, we refer to the multiplexing approach encompassing arbitrary, 
standard Hadamard and extended Hadamard sequences as “digital” multiplexing. 
 
4.3.8. Signal Acquisition and Processing 
A Faraday plate detector mounted at the end of the drift tube was connected to a 
custom-built amplifier (TOFWERK AG). Data from this amplifier was acquired and 
saved in tab delimited text format using a fast 12-bit 5 Msamples·s-1 A/D data acquisition 
board (National Instruments 6111) synchronized with the 5411 arbitrary waveform 
generator via its 20-MHz clock. All data was oversampled by a factor of two with respect 
to the modulation bin width, and 20 sweeps were averaged for all collected spectra. 
Duplicate runs were collected for each of the six arbitrary sequences tested per each duty 
cycle. These experiments were bracketed with signal averaging runs using conventional 
pulsing. Sensitivity changes between runs were thus mitigated by calculating a signal-to-
noise gain for each arbitrary sequence tested by dividing the signal-to-noise ratio (SNR) 
of the deconvoluted spectrum by the SNR ratio calculated for a conventional spectrum 
collected immediately after the arbitrary run. 
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 The left circulant n x n A matrices, constructed with the same methodology as the 
simplex matrix Sm in Hadamard multiplexing, were generated from the modulation 
sequences and used for subsequent data deconvolution. The original spectrum was 
recovered by a multiplication of the multiplexed spectrum with the pseudoinverse of the 
A-matrix (A+1). Oversampled data was deinterleaved into individual vectors matching the 
dimension of the A-matrix prior to matrix multiplication, and subsequently reconstructed 
to produce the final deconvoluted spectrum. Pseudoinverse calculations and matrix 
multiplications of multiplexed data were carried out using MATLAB 7.5 (The 
MathWorks, Natick, MA). 
 
4.4. Results and Discussion 
 In the application of digital multiplexing to DTIMS, an arbitrary binary sequence 
with a user-specified duty cycle is used for modulation of the ion beam. The sequence 
length n, also referred to as the number of individual bins, is selected such that the length 
of the entire modulation sequence is long enough to accommodate the drift time of the 
ion having the lowest mobility. Modulation sequence length is determined by multiplying 
the temporal duration of the modulation bin by the number of total bins constructing the 
sequence. Arbitrary sequences were generated with lengths of n = 2m – 1, where m is a 
positive integer, and would thus be readily comparable to standard Hadamard PRSs. 
These arbitrary sequences were then used to construct a left circulant matrix called the 
A-matrix, with the original arbitrary sequence being used as the first row. Each 
subsequent row was created by removing the first element of the row, placing it at the 
end of the row, and shifting the remaining elements to the left by one element. This 
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process was repeated n-times to create an n x n A-matrix, in a similar fashion to the 
creation of the S-matrix used in HT-IMS. The original spectrum was recovered by a 
multiplication of the multiplexed spectrum with the pseudoinverse of the A-matrix, A+1. 
Calculation of the pseudoinverse is more computationally-intensive than for the inverse, 
however not all of the generated A-matrices necessarily have an inverse, and therefore the 
pseudoinverse was employed for deconvolution of all data for consistency. Selected 
calculations performed using the inverse for deconvolution (data not shown) yielded the 
same results as those performed using the pseudoinverse, thus validating the use of this 
method. 
 
4.4.1. Effects of Sequence Construction 
 As a first test of the proposed digital multiplexing system, experiments using 
sequences of the same length and duty cycle but with different constructions were 
conducted. Changing the position of the gating events within a sequence not only changes 
the mathematical properties of the encoding but, more importantly, changes the 
interaction between individual ion packets within the drift tube and the time allowed for 
the region preceding the BNG to be replenished. To investigate the effect of different 
constructions of the arbitrary sequences on the appearance of the IMS spectra, six 
arbitrary digital sequences and one evenly spaced sequence were analyzed for each duty 
cycle.  Figure 4-3 shows spectra from the analysis of a 50 µM TBA solution collected 
using conventional signal averaging and arbitrary multiplexing modes. All spectra were 
acquired at 12.5 µs intervals with 25 µs modulation bins, and are an average of 
20 sweeps.  Figure 4-3A is an IMS spectrum collected in conventional “pulse and wait” 
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signal averaging mode employing a 0.02 % duty cycle, with the TBA signal appearing at 
54.6 ms.  Figure 4-3B presents the deconvoluted spectrum obtained from multiplexing 
with an arbitrary A4096 1 % duty cycle sequence, showing the largest SNR gain of the six 
tested sequences compared to the signal averaging mode spectrum. As a general trend it 
was observed that sequences constructed with less densely packed gating events, and 
without any predefined order or structure imposed upon their distribution of “1”s, 
produced higher SNR gains. We hypothesize that varying the position of the gate closing 
events, “0”s, changes the density of ions in front of the BNG gate and thus the fidelity of 
the modulation events where ions are injected. The gate is closed by applying ± 35 V to 
adjacent ion gate wire sets floating at the drift tube entrance voltage. This event causes a 
depletion of the incoming ion cloud, changing its ion path and decreasing the ion density 
in front of the ion gate. This decrease becomes relatively more significant with shorter 
modulation widths because the proportion of depleted ions becomes a greater percent of 
the total amount of ions to be injected.  
The spectrum in Figure 4-3C is an example of a unique baseline pattern that was 
observed for some tested sequences. This baseline structure, which initially appears to be 
noise, is actually caused by the specific distribution of gating events and is a reproducible 
phenomenon. Instead of the discrete spectral echoes observed in HT-IMS because of 
modulation defects, modulation errors in arbitrarily multiplexed IMS appear to be 
distributed throughout the baseline, with the magnitude of these errors varying between 
individual sequences. An extreme case is observed for sequences with an evenly spaced 
distribution of gating events (Figure 4-3D), which resulted in a marked decrease in SNR 
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when compared to conventional signal averaging mode, and produced similar detrimental 
































Figure 4-3 (A) Conventional SA IMS spectrum of a 50 µM TBA solution with a 0.02 % 
duty cycle and (B-D) deconvoluted arbitrary IMS spectra from an identical solution 
representing 3 different 1 % duty cycle A4096 sequences. Spectra B and C represent 
sequences generated by randomly distributed gating events while spectrum D represents a 
sequence generated by an evenly spaced distribution of the same number of events. 
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4.4.2. Effects of Sequence Length and Modulation Width 
 The effects of different sequence lengths and modulation widths on sequence 
performance were the next parameters investigated. Due to the varying gains observed 
for the different arbitrary constructions, the sequence with the best SNR gain was 
selected and used in all subsequent investigations. SNR gains in HT multiplexing 
compared to conventional signal averaging mode increase with (n + 1)/2n1/2, where n is 
the length of the first row of the Hadamard matrix used.144  Thus, SNR gains can be 
improved by extending the length of the pulsing sequence. The extent to which this holds 
true for arbitrary sequences, however was not known a priori. 
 To investigate the inherent effect of sequence length on the performance of 
arbitrarily multiplexed DTIMS experiments, sequences of length n = 256, 512, 2048, and 
4096 were utilized with modulation widths of 400, 200, 50 and 25 µs, respectively. The 
combination of sequence length and ion gate duration were chosen to maintain the 
nominal number of total ions injected constant. For example, a 256 element, 400 µs 10 % 
duty cycle sequence and a 4096 element, 25 µs 10 % duty cycle sequence both result in a 
net ion injection time, assuming ideal gate performance, of 10.24 ms.  However, the 4096 
element sequence contains 16-times more gating events. Therefore, it is important to 
investigate the spectral differences observed between these two scenarios, and whether it 
is preferable to operate with longer arbitrary sequences, or if negative contributions 
arising from the higher number of modulation defects caused by imperfect operation of 
the BNG at higher frequencies prevail.  
Figure 4-4 summarizes the SNR gains observed for nanoelectrospray ionization of 
a 50 µM TBA solution at 400, 200, 50 and 25 µs modulation widths as a function of the 
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percent duty cycle chosen for the ion injection sequence. Longer ion injection events (400 
µs) combined with shorter sequences (256 elements) produced the lowest overall gains, 
with a maximum SNR gain of 2.4 occurring at a 10 % duty cycle. As the sequences are 
shifted to shorter injection times and larger n values, the overall gain in SNR was 
observed to increase, with the best performing sequence (50 µs, 2048 element) producing 
a SNR gain of 6.3.  However, the range of optimum duty cycles for which multiplexing is 
highly advantageous was observed to be smaller in this case than for shorter arbitrary 
sequences. Significant improvement in SNR gains for longer sequences can be attributed 
to the distribution of experimental noise across a greater number of individual modulation 
bins despite the larger number of ion injection events. The trend of longer sequences 
producing an enhancement in SNR holds true up to a gate width of 50 µs. However, for a 
25 µs 4096 element sequence this trend was not followed. A 4096 sequence produces a 
SNR gain of 4.8 at an optimum duty cycle range of 0.5 - 5 %. This SNR gain is 1.5-fold 
lower than that associated with a 2048 element sequence. We propose that the cause of 
this deterioration in performance is threefold: 1) the cumulative contribution of 
multiplexing defects caused by modulation of the BNG at the highest frequencies, 2) 
limits in the ability of the push-pull electronics to rapidly and accurately output a 25 µs 
square pulse, and 3) depletion of ions in the region prior to the BNG caused by periods of 
densely packed opening and closing events.  
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Figure 4-4 SNR gains observed for nanoESI of a 50 µM TBA solution at 400, 200, 50, 
and 25 µs ion gates as a function of the percent duty cycle of the ion gating sequence. 
Longer ion gating events (400 µs) produced lower overall gains (2.4x) but can be 
operated in a wider range of duty cycles while maintaining a multiplex advantage while 
shorter gates (50 µs) produced higher gains (6.3x) but result in a much narrower range of 
optimum duty cycles for which multiplexing is advantageous. 
 
 
 The implementation of longer sequences with shorter injection events not only 
maximizes the SNR gain achieved by multiplexing, but also increases the DTIMS 
resolving power. IMS resolving power (R) is defined as the ratio between the drift time 
(td) and the full peak width at half-maximum (w) as shown in Equation 1.2. Revercomb 
and Mason13 identified parameters affecting ion pulse width as measured at the exit of the 
drift tube. In a first approximation, and assuming negligible contributions from ion-
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molecule reactions, the pulse width at the detector (Δt) depends on the initial gate pulse 
width and the contribution of diffusional broadening as the pulse travels down the drift 
tube according as shown in Equation 4.1 where (Δt0) is the initial ion pulse width, (k) is 
Boltzmann’s constant, (T) is the drift gas temperature, (V) is the potential difference 















⎛+Δ=Δ   (Eq. 4.1) 
 
Assuming constant instrumental operating parameters, the most obvious way to 
increase the resolving power is to decrease the initial ion injection pulse width. From 
another perspective, an analyte peak width will never be narrower then the initial width 
of the packet of ions injected into the drift tube, however as smaller ion packets are 
injected, there is a dramatic decrease in sensitivity. Multiplexing IMS offers an avenue 
for circumventing this problem by allowing the injection of narrow ion packets of a 
higher ionic density, as with ion trapping methods, or at a higher frequency as in PRS and 
arbitrary gating approaches. In both scenarios, sensitivity is maximized without 
sacrificing resolving power.  
The previous examples have shown that increasing the duty cycle of a sequence is 
beneficial in terms of SNR gain, when compared to a SA sequence with the same 
modulation bin width. However, the effects of increasing the duty cycle on the final 
measured peak width were not known a priori because of possible contributions from 
space charging within the drift tube or Coulombic repulsions between successively 
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injected ion packets. Equation 4.1 shows that other then diffusion, the most important 
factor affecting the final measured pulse width of the ion packet is the initial injected ion 
pulse width. Since the same ion gate width is used to inject the ion packets in both SA 
and multiplexed modes the performance of the instrument, in terms of resolving power, 
should not be affected at higher duty cycles. Experiments with 2 % duty cycle arbitrary 
sequences with modulation widths of 400, 200, 50 and 25 µs produced resolving power 
values for the TBA signal of 48, 62, 69, and 76 ms/ms, respectively. Resolving powers 
obtained in conventional signal averaging mode with identical modulation bin widths 
were within ± 3 % of the resolving power obtained in arbitrary multiplexed mode, 
indicating no significant change in peak widths when spectra were collected at the same 
modulation width. 
 
4.4.3. Effects of Concentration on Sequence Performance 
 Once the effect of parameters such as sequence duty cycle and length were 
investigated and optimized, the effect of varying analyte concentration on the 
performance of the arbitrary sequences was studied. As a first step in applying this 
instrument to the high-throughput separation of small molecules in environmental 
samples, a solution of a model siderophore, deferoxamine mesylate (DFOB), was 
analyzed. To illustrate the concentration dependency of the arbitrary multiplexing 
experiment, the observed SNR gains for DFOB solutions at concentrations of 5, 25, 50, 
100 and 400 µM are shown in Figure 4-5 as a function of the percent duty cycle. 
Sequences of length n = 2048 acquired at 25 µs intervals with 50 µs ion gate modulation 
were selected based on their optimum performance, as seen in Figure 4-4. The most 
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prominent gains were observed for solutions at the lowest concentration, with a 
maximum SNR gain of 5.3 observed for a 5 µM solution of DFOB collected at a 5 % 
duty cycle. As the concentration of DFOB was increased, SNR gains gradually decreased 
and the dependence on optimum duty cycle became less pronounced, with a SNR gain of 
only 2.4 observed for 400 µM DFOB at a 5 % duty cycle. We hypothesize that this effect 
may be caused by the smaller amount of ions entering the drift tube in conventional 
signal averaging mode when solutions of a lower concentration are analyzed. For 
example, only 0.025 fmol of DFOB are gated into the drift tube in conventional mode 
when working with a 5 µM solution, whereas, 2.0 fmol are gated when working with a 
400 µM solution. Similar results were observed by Belov et al., who proposed that gains 
in SNR are most pronounced for smaller concentrations because signal averaging 
measurements are more limited by ion statistical considerations in the low concentration 
regime.196 Therefore, injecting lower concentrations into a higher sensitivity DTIMS, 
such as what can be achieved via digital multiplexing, will provide a greater advantage 
over using high concentrations in an IMS with lower sensitivity. Concentration detection 
limits were improved from 100 µM DFOB in conventional signal averaging mode 
(0.5 fmol sampled), to 2 µM DFOB for a 2048 element digital sequence with a duty cycle 


























Figure 4-5 Concentration dependency of the observed multiplexing SNR gains observed 
for DFOB solutions at concentrations of 5, 25, 50, 100, 200, and 400 µM as a function of 
percent duty cycle. Gains were highest for the lowest concentrations of DFOB with 5 µM 
solution producing a maximum gain of 5.3x at a 5 % duty cycle. As the molar DFOB 
concentration was increased the overall SNR gains decreased and the dependence on 




4.4.4. “Extended” Hadamard Sequences 
 In addition to investigating the behavior of arbitrary ion gating sequences based 
on randomly generated numbers, extended Hadamard sequences were constructed based 
on a PRS generated via a MLPRS algorithm, to which a user-selected number of zeroes 
was added after each element in the original sequence to reduce their duty cycle. These 
“extended” Hadamard sequences are named by the number of elements in the original 
PRS followed by the number of zeroes added after each element in that sequence. For 
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example, a 255-7 sequence is generated with a 255 element conventional PRS and has 
seven zeroes inserted after each element in the sequence, resulting in a 2040 element-long 
sequence. By reducing the frequency of gating events in the extended Hadamard 
sequences, but still maintaining the general structure of the PRS, a reduction in the 
cumulative contribution of imperfect gating, ion depletion in the region before the BNG, 
and thermal or space-charge induced diffusion on spectral echoes could be achieved. 
PRSs were chosen as a starting point for building extended sequences because they are 
well-characterized and are known to be mathematically superior in terms of SNR 
improvements.144 Figure 4-6 shows a comparison of spectra of a 5 µM DFOB solution 
collected in (a) conventional signal averaging, (b-c) extended Hadamard, and (d) standard 
Hadamard modes. Under conventional signal averaging conditions the DFOB signal 
appearing at 74.5 ms is barely distinguishable from the background noise (SNR=1.4) and 
is below the limit of detection at a concentration of 5 µM. A peak corresponding to 
solvent species is observed at 34.4 ms. Application of a 255-7 extended Hadamard 
sequence with a 6.2 % duty cycle (Figure 4-6b) resulted in a SNR gain of 3.3, while use 
of a 1023-1 sequence with a 25 % duty cycle (Figure 4-6c) produced a SNR gain of 5.8.  
The peak at 63.3 ms is believed to be a DFOB-metal complex, not clearly distinguishable 
in signal averaging mode, and the now visible peak at 53.4 ms arises from residual TBA 
contamination. The spectrum collected with standard Hadamard multiplexing utilizing a 
S2047 sequence (Figure 4-6d) showed a gain in SNR of 9.1, but suffered from spectral 
echoes appearing as a negative peak at 22 ms and a false positive peak at 85 ms. 
Although experiments with extended Hadamard sequences resulted in lower overall SNR 
gains, spectral echoes were not detected to the same extent as for the standard Hadamard 
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experiment. When comparing the performance of arbitrary sequences (Figure 4-5) with 
extended Hadamard sequences (Figure 4-6), the former performed better at duty 
cycles <5 % (60 % higher gain at a 5 % duty cycle). However, with increasing duty cycle, 
the gains produced by the arbitrary sequences began to deteriorate while that of the 
extended Hadamard sequences continued to increase, with a 5.8 SNR gain obtained from 
a 25 % duty cycle 1023-1 sequence. 
 
b) 255-7



























Figure 4-6 Comparison of spectra obtained for a 5 µM DFOB solution in (a) 
conventional signal averaging mode (0.05 % duty cycle), (b) 255-7 and (c) 1023-1 
extended Hadamard sequences with 6.2 and 25 % duty cycles, and (d) standard 
Hadamard S2047 (50 % duty cycle). Standard Hadamard multiplexing resulted in a 9.1x 
SNR gain but suffered from spectral defects (echoes) appearing as a negative peak at 
22 ms and a false positive peak at 85 ms. Extended Hadamard multiplexing sequences 
255-7 and 1023-1 resulted in lower gains of 3.3x and 5.8x, respectively, but did not 
generate spectral defects to the same extent as with the standard Hadamard. 
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4.4.5. Comparison of Hadamard and Arbitrary Multiplexing 
To further evaluate the performance of the arbitrary multiplexing method with 
respect to HT-IMS, comparative experiments using various sequences were performed.  
Figure 4-7 (left panel) compares the analysis of a 50 µM TBA solution using (a) 
conventional signal averaging, (b) arbitrary, and (c) Hadamard multiplexing. A SNR gain 
of 6.3 was obtained for an arbitrary A4096, 2 % duty cycle sequence, while a SNR gain of 
11.4 was obtained for the corresponding Hadamard sequence. Although a higher gain is 
achieved in the latter case, again it was observed that the spectrum suffers from spectral 
echoes that appear at 42.6 and 56.2 ms. Figure 4-7 (right panel) compares the analysis of 
a 5 µM DFOB solution using (d) conventional, (e) arbitrary, and (f) Hadamard 
multiplexing with the DFOB peak appearing at 75 ms. A gain of 4.4 was obtained for an 
arbitrary A2048, 5 % duty cycle sequence, while a SNR gain of 9.7 was obtained for the 
Hadamard sequence. As with the TBA example, a higher gain is achieved with the 
Hadamard sequence; however, the spectrum suffers from modulation defects that appear 
as spectral echoes at 2.8, 13.1, 23, and 86 ms. These echoes could be easily confused for 
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Figure 4-7 Comparison of the analysis of a 50 µM TBA (left panel) using (a) 
conventional, (b) arbitrary, and (c) standard Hadamard sequences and 5 µM DFOB (right 
panel) using (d) conventional, (e) arbitrary, and (f) standard Hadamard sequences. The 
DFOB [M+H]+ peak appears at 75 ms. For both compounds, the SNR gains increase in 
the order conventional < arbitrary < standard Hadamard. However, the Hadamard 







 A new digital multiplexing method for DTIMS encompassing a variety of ion 
modulation schemes has been developed and evaluated as an alternative approach that 
enables the utilization of sequences with variable duty cycles falling outside the typical 
duty cycle ranges associated with conventional signal averaging mode (< 1 %), and 
standard Hadamard multiplexing (50 %). The utilization of arbitrary binary ion injection 
sequences and “extended” Hadamard sequences produced a 2 - 7-fold gain in SNR. 
Experiments demonstrated that changing the distribution of gating events in a sequence 
not only affected SNR gains, but also the effect of modulation errors on the deconvoluted 
spectra. The optimum duty cycle percent for arbitrary sequences was observed to be 
dependent on sequence length and modulation bin size. As sequences are shifted to 
shorter injection times and longer sequences their multiplexing gains increase, but at the 
cost of a decreased optimum duty cycle range due to the cumulative effect of modulation 
defects. Standard Hadamard transform IMS provided greater increases in sensitivity 
compared to the arbitrarily multiplexed IMS, with SNR gains ranging from 9 - 12-fold. 
However, the HT-IMS spectra suffered from the appearance of false peaks typically 
present in Hadamard multiplexing techniques. Digital multiplexing via arbitrary or 
extended Hadamard approaches minimizes or eliminates these spectral defects without 
the implementation of complex spectral correction methods such as deconvolution with a 
sample specific defective S*-matrix. In summary, digital multiplexing provides an 
alternative, tunable multiplexing scheme that can be used to increase the sensitivity of 
DTIMS while providing a reduction in the effect of modulation defects on the final 
deconvoluted spectra. 
CHAPTER 5. THEORETICAL AND EXPERIMENTAL STUDY OF 
THE ACHIEVABLE SEPARATION POWER IN A 
NANOELECTROSPRAY IONIZATION MONOLITHIC RESISTIVE 




This chapter presents a detailed investigation of the performance of our 
nanoelectrospray high resolution resistive-glass atmospheric pressure drift tube ion 
mobility spectrometer constructed with monolithic resistive-glass desolvation and drift 
regions. Using experimental spectral data in comparison with theoretical pulse width and 
diffusion variables, we compare theoretical and experimental resolving powers 
achievable with our instrument under a variety of field strengths and ion gate pulse 
widths. The effects of instrumental and operational parameters on the resolution 
achievable with our instrument in chromatographic terms are also discussed. Following 
characterization of the separation power of the instrument, experimental spectral peak 
width data is fitted by a least-squares procedure to a pre-existing semiempirical model 
developed to study contributions to peak width other than initial pulse width and 
diffusional broadening. The model suggests possible contributions to the final measured 
peak width from electric field inhomogeneity and minor contributions from instrumental 
parameters such as anode size, anode-to-anode grid distance and drift gas flow rate. The 
model also reveals an unexpected ion gate width dependence on the final measured peak 
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width that we attribute to non-ideal performance of the Bradbury-Nielsen ion gate and 
limitations in the design of our pulsing-electronics. 
 
   
5.2. Introduction 
Chapter 3 described the initial characterization of the performance of the 
nanoelectrospray high resolution resistive-glass atmospheric pressure drift tube ion 
mobility spectrometer by evaluating the effects of drift gas flow rate, temperature, and 
the radial ion density distribution within the drift space. Although these preliminary 
studies demonstrated the potential of resistive glass as an alternative building material for 
DTIMS, their were still many unanswered questions including; the homogeneity of the 
electric fields generated by the resistive glass, the performance of the Bradbury-Nielsen 
ion gate and respective pulsing electronics, and the affects of instrumental parameters 
such as anode size, anode to anode grid distance, and field strength within the drift tube 
on the performance and separation power of our prototype resistive-glass DTIMS. 
As with any other separation technique, the ability of DTIMS to resolve closely 
spaced peaks is of paramount importance. To this end, Hill and co-workers have studied 
the effects of several experimental variables on the resolving power of atmospheric 
pressure IMS. Their results consistently showed that peaks in IMS spectra had a larger 
temporal width than predicted, even after accounting for differences in instrument design, 
initial pulse width and thermal ion diffusion. In order to rationalize these differences, 
they proposed that Coulombic repulsions and electric field inhomogeneities within the 
drift tube were responsible for the lower than ideal resolving powers observed.63  
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As stated previously, most ion mobility spectrometers utilize a drift region built 
with a stack of ring electrodes, each pair separated by insulating spacers. In contrast, our 
DTIMS is furnished with a resistive-glass monolithic desolvation and drift chambers.201 
Resistive-glass is a lead silicate glass that has been reduced in a hydrogen atmosphere to 
make its surface semiconducting.122 Kelvin probe measurements show that resistive-glass 
produces highly uniform electrical fields.123 The use of resistive-glass for building ion 
mobility spectrometers has four advantages: (1) the radial inhomogeneities in the drift 
tube electric field are minimized, (2) the construction of ion mobility spectrometers is 
simplified, eliminating the need for machining several ring electrodes and using resistor 
chains to generate the potential gradient, (3) the complexity of periodic cleaning and 
maintenance is reduced, and (4) the resistive-glass is rugged making it amicable for field 
applications while maintaining mechanical integrity. 
In this chapter we present a detailed investigation of the performance of our high 
resolution monolithic resistive-glass based DTIMS201 using experimental spectral data in 
comparison with theoretical pulse width and diffusion variables. We also incorporate the 
theory of Siems et al.63 and utilize their semi-empirical models to provide a means of 
studying instrumental design factors and investigating their effect on instrumental 
performance. Contributions to measured peak widths from factors such as radial electrical 
field variations within the drift tube caused by the resistive-glass building material are 
explored. The model employed here also provides an indirect means to study the 
performance of the Bradbury-Nielsen ion gate (BNG)66 in our spectrometer. These types 
of ion gates are known to perform non-ideally and were shown to produce ion packets 
with a slowly decaying population at its leading and trailing edges.72 SIMION modeling 
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has also portrayed this phenomena by modeling the distortion effects caused by wire 
grids on ions under atmospheric pressure conditions.70, 71 
IMS resolving power (Rp) is defined as the ratio between the drift time (td) and the 
full peak width at half maximum (w) as shown by equation 1.2. The shape of an IMS 
peak is determined by the initial shape of the ion packet injected (tg) into the drift tube by 
the BNG and the diffusional broadening contribution (tdiff) for the ion packet as it travels 
through the drift space to the detector as shown by Equation 5.1. The tdiff2 parameter has 
been expanded by Revercomb and Mason13 as shown in Equation 5.2. 
 
w2 = tg2 + tdiff2    (Eq. 5.1) 
 





2 2ln16=    (Eq. 5.2) 
 
This expanded equation was later modified by Siems et al. to include three 
adjustable parameters; α, β, and γ that could be applied to experimental line width data to 
evaluate various contributions to experimentally measured peak widths resulting in 
Equation 5.3. 
 





22 αβγ ++=    (Eq. 5.3) 
 
Alpha represents the diffusion contribution to the final observed pulse width. 
Assuming ideal behavior, α would have a value of 0.957 x 10-3. A larger value would 
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indicate effects such as field inhomogeneity, energy imparted by the electric field or other 
such effects. Beta describes the contribution from ion gating to the final observed pulse 
width. Assuming ideal gating and no diffusion, the width of the injected ion packet would 
be the width of the final measured ion packet yielding an ideal value of β = 1. Changes in 
beta would indicate non-ideal performance of the BNG or non-diffusional contributions 
to packet broadening such as Coulombic repulsion that would be dependent on the 
quantity of ions injected with each packet. Gamma is an instrument-specific constant that 
accounts for any parameters not affected by gating or voltage and would have an ideal 
value of zero. 
In the work presented here, this semi-empirical model is applied to evaluate not 
only contributions to pulse width from factors such as field inhomogeneity and gate 
performance in our resistive-glass IM spectrometer, but also contributions from other 
instrumental parameters such as anode size, anode-to-anode grid distance, drift gas flow 
rate, and their effects on resolving power. Also presented is an investigation of the effect 
of drift voltage, anode size, anode to anode grid distance, and drift gas flow rate on the 
analytical separation power of our instrument, measured as the chromatographic 
resolution as shown in Equation 1.3.64, 65 
 
5.3. Experimental 
5.3.1. Samples and Reagents 
 The solvent used for all nanoelectrospray experiments was a mixture of 
acetonitrile (HPLC grade, Burdick & Jackson, Muskegon, MI) and high-purity water 
(18.2 MΩ·cm-1, Barnstead Nanopure Diamond, Van Nuys, CA) in a 70:30 volume ratio. 
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Sample solutions of tetrabutylammonium (TBA) nitrate (98%, Acros, Geel, Belgium) and 
tetraethylammonium (TEA) acetate tetrahydrate (99 %, Sigma-Aldrich, St. Louis, MO) 
were prepared and analyzed at concentrations of 150 µM. Nitrogen (99.9997 %, Airgas, 
Atlanta, GA) was used as the drift gas. 
 
5.3.2. Instrumental Conditions 
 An electrospray voltage of + 2.5 kV versus the desolvation chamber entrance was 
used for all experiments. Drift gas at a flow rate of 0.2 L·min-1, unless otherwise noted, 
was supplied to the IMS through a custom built gas diffuser positioned behind the 
detector. Data collected with a modulation bin width of 100 and 200 µs was oversampled 
by a factor of four, while data collected with modulation bin widths of 400 and 800 µs 
was oversampled by a factor of eight with respect to the modulation bin width, and 
100 sweeps were averaged for all collected spectra.  
 
5.3.3. Variable Voltage Studies 
 Voltage dependent experiments were performed by operating both high-voltage 
power supplies in a synchronous manner. The instrument power supply was set to 
provide a 15 kV voltage to the entrance of the desolvation chamber while the electrospray 
power supply was operated with a voltage of + 2.5 kV with respect to the instrument 
power supply. Both power supplies were then adjusted synchronously to produce a 1 kV 
stepwise change in voltage at the entrance of the desolvation chamber. Voltage was 
reduced in 1 kV increments until a signal could no longer be observed. The number of 
voltage reduction steps was dependent on the size of the ion gate, with larger ion gates 
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allowing for collection of spectra at lower voltages. The voltage at the start of the drift 
chamber was calculated based on the starting voltage applied to the voltage divider. 
Measurements of drift time, peak width, and peak width at half-height were made over a 
range of drift voltages, ion gate pulse widths, and instrumental parameters for both TBA 
and TEA. Instrumental parameters such as anode size (10 and 30 mm), anode-to-anode 
grid (AG) distance (5.0 and 0.7 mm), drift gas flow rate (0.2 and 1.5 L·min-1) and their 
effects on resolving power and separation power in terms of chromatographic resolution 
were investigated. 
The information was used to calculate the change in resolving power for the two 
test compounds. Theoretical “ideal” resolving power was calculated as a function of 
voltage and gate pulse width for comparison to the experimentally observed resolving 
powers to determine conditions for optimal resolving power for the compounds. Voltage 
dependent data was then plotted, and a least-squares fit was used to determine the most 
accurate α, β, and γ parameters. 
 
5.4. Results and Discussion 
5.4.1. Comparison of Theoretical and Experimental Resolving Power  
Figure 5.1 shows both theoretical and experimental Rp for TBA and TEA using 
800, 400, 200, and 100 µs ion gate widths and drift voltages in the range 5.84 - 11.58 kV 
for the 10 mm anode, 5.0 mm AG distance instrumental configuration.  The blue and 
green traces represent the theoretical Rp for TBA and TEA, respectively, while the red 
and black trace represents experimentally obtained Rp for TBA and TEA. It was observed 
that each ion gate width has an optimal operational drift voltage that maximizes Rp, with 
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larger ion gate widths (top panels) performing better at lower drift voltages and smaller 
ion gate widths (bottom panels) performing better at higher drift voltages. Experimental 
performance for all ion gate widths was lower than the theoretically achievable maximum 
Rp. These results are consistent with work performed by Watts et al.202 who showed that 
for a selection of three different instruments, experimentally obtained resolutions for all 
ion gate widths were “under-achieving” by approximately 50 %.   
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Figure 5-1 Theoretical and experimental resolving power obtained for a 150 µM TBA 
and TEA solution using 800, 400, 200, and 100 µs ion gate widths and drift voltages in 
the range 5.84 - 11.58 kV for a 10 mm anode and a 5.0 mm AG distance instrumental 
configuration. The blue and green traces represent the theoretical Rp for TBA and TEA, 
respectively, while the red and black traces represent experimentally observed values. 
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Detailed consideration of the data shown in Figure 5.1 reveals that the difference 
between theoretical and experimental Rp increased as the ion gating pulse width was 
made smaller. For example, the experimentally obtained Rp of TEA acquired at a 10 kV 
drift voltage and an 800 µs gate was 25 % lower than the expected value. The difference 
between theoretical and experimental Rp increased to 45, 55, and 60 % for ion gate 
widths of 400, 200, and 100 µs, respectively. This increase in under performance at 
smaller gates indicated a possible constant error contribution from imperfect gating and 
will be addressed further in the following sections. The data also revealed that although 
theoretical Rp for TEA and TBA varied by 10 - 20 ms/ms, depending on the drift voltage, 
experimental Rp obtained for both TEA and TBA remained almost constant and only 
varied by 2 - 4 ms/ms. Despite the observed differences in experimental and theoretical 
Rp, resolving powers as high as 71 ms/ms were observed. 
In the next set of experiments all other experimental conditions were kept 
constant with the exception of the AG distance, which was reduced from 5.0 mm to 
0.7 mm with the results shown in Figure 5-2. This distance was reduced in an attempt to 
improve the Rp of this instrument. The purpose of the anode grid is to prevent the electric 
field of the arriving ion cloud from inducing a capacitive current flow on the Faraday 
plate detector prior to ions striking the anode, thus effectively preventing the formation of 
an image current.  These capacitive effects, determined by its distance to the anode grid, 
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Figure 5-2 Theoretical and experimental resolving power obtained for a 150 µM TBA 
and TEA solution using 800, 400, 200, and 100 µs ion gate widths and drift voltages in 
the range 5.84 - 11.58 kV for a 10 mm anode and a 0.7 mm anode grid distance 
instrumental configuration. The blue and green traces represent the theoretical Rp for 




Figure 5-2 shows the results obtained with the 0.7 mm AG distance configuration. 
Similar trends to those observed with the 5.0 mm AG distance were observed. Each ion 
gate width had an optimal operational drift voltage where Rp was maximized, with larger 
ion gate widths (top panels) performing better at lower drift voltages and smaller ion gate 
widths (bottom panels) performing better at higher drift voltages. However, the 
difference between theoretical and experimental Rp for TEA were, on average, smaller 
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(28, 34, 46, and 52 % for ion gate widths of 800, 400, 200, and 100 µs, respectively). The 
maximum Rp obtained for the 0.7 mm AG distance was 94 ms/ms, using a 100 µs gate 
width, which compared favorably with the best Rp values obtained for the 5.0 mm AG 
distance. 
Measurements of Rp with a 30 mm anode were also performed with a 5.0 mm and 
0.7 mm AG distance, and also with a 1.5 L·min-1 drift gas flow rate (Figure 5-3 for TEA 
and Figure 5-4 for TBA). The 10 mm anode diameter data shown in Figures 5-1 and 5-2 
is plotted again in these graphs for comparison purposes. It was observed that the larger 
anode provided a more intense signal due to the larger ion sampling area, allowing the 
use of smaller ion gate widths, and that for the smaller ion gate widths, the data collected 
with the 10 mm anode showed a 5 - 10 % higher resolving power due to sampling of only 
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Figure 5-3 Experimental resolving power obtained for TEA using 800, 400, 200, and 
100 µs ion gate widths and drift voltages in the range 5.84 - 11.58 kV for the following 
instrumental parameters: (black) 10 mm anode, 5.0 mm AG distance, 0.2 L·min-1 N2; 
(blue) 10 mm anode, 0.7 mm AG distance, 0.2 L·min-1 N2; (red) 30 mm anode, 5.0 mm 









































10mm Anode 0.7 mm AG Dist.
30mm Anode
30mm Anode 1.5 L/min Drift
10mm Anode
10mm Anode 0.7 mm AG Dist.
30mm Anode
30mm Anode 1.5 L/min Drift
10mm Anode
10mm Anode 0.7 mm AG Dist.
30mm Anode
30mm Anode 1.5 L/min Drift
10mm Anode
10mm Anode 0.7 mm AG Dist.
30mm Anode
30mm Anode 1.5 L/min Drift
 
Figure 5-4 Experimental resolving power obtained for TBA using 800, 400, 200, and 100 
µs ion gate widths and drift voltages in the range 5.84 - 11.58 kV for the following 
instrumental parameters: (black) 10 mm anode, 5.0 mm AG distance, 0.2 L·min-1 N2; 
(blue) 10 mm anode, 0.7 mm AG distance, 0.2 L·min-1 N2; (red) 30 mm anode, 5.0 mm 
AG distance, 0.2 L·min-1 N2; (green) 30 mm anode, 5.0 mm AG distance, 1.5 L·min-1 N2. 
 
 
5.4.2. Evaluation of Parameters Affecting Separation Power  
Once the performance of the resistive-glass IMS in terms of Rp was investigated, 
the separation power in terms of chromatographic resolution was evaluated under 
identical conditions. Equation 5.2 indicates that the diffusional contribution to peak width 
is expected to decrease as the voltage on the drift tube is increased. At high drift voltages, 
the ion packet should experience less diffusional broadening and become progressively 
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more similar in peak width to the initial ion packet. This is advantageous in terms of Rp, 
but this rapid transit through the drift region also decreases the extent of the interactions 
with the drift gas, negatively affecting the chemical separation power if two or more 
different ionic species are contained within the ion packet. 
Figure 5-5 shows the chromatographic resolution obtained for a mixture of TBA 
and TEA using 800, 400, 200, and 100 µs ion gate widths with drift voltages in the range 
6.63 - 11.58 kV for a 30 mm anode, 1.5 L·min-1 N2 drift gas configuration. For an 800 µs 
ion gate width, resolution increased with decreasing voltage, with a maximum resolution 
of 11.1 obtained at a drift voltage of 6.63 kV. This same trend was observed for an ion 
gate width of 400 µs, with a maximum resolution of 12.4 and 12.5, obtained at a drift 
voltage of 6.63 and 7.45 kV, respectively. At smaller ion gate widths, an optimum 
voltage appears around 10 - 11 kV producing a maximum resolution of 13.3 for a 200 µs 
ion gate width, and 15.2 for the 100 µs ion gate width. Resolution is well suited when 
evaluating the chromatographic conditions that lead to unit resolution (R = 1), baseline-
resolved peaks (R = 1.5), or the minimum acceptable resolution (1.75 < R < 2.0).60, 61 
Although all investigated gates and voltages provide more than the minimum acceptable 
resolution, when analyzing a complex mixture, it is preferable to operate with smaller 
gates and higher drift voltages to maximize the separation capabilities of the instrument. 
The chromatographic resolution values obtained using a 0.2 L·min-1 N2 drift gas flow rate 
and various anode configurations were lower on average than when 1.5 L·min-1 flow rates 

























Figure 5-5 Chromatographic resolution obtained for an equimolar mixture of TBA and 
TEA using 800, 400, 200, and 100 µs ion gate widths and drift voltages in the range 
6.63 - 11.58 kV for a 30 mm anode configuration employing a drift gas flow rate of 








































Figure 5-6 Chromatographic resolution obtained for an equimolar mixture of TBA and 
TEA using a drift gas flow rate of 0.2 L·min-1 N2, 800, 400, 200, and 100 µs ion gate 
widths and drift voltages in the range 6.63 - 11.58 kV for a 10 mm anode, 5.0 mm AG 
distance (top panel); 10 mm anode, 0.7 mm AG distance (center panel), and a 30 mm 




Of the different configurations investigated thus far, the 30 mm anode 
configuration using a drift gas flow rate of 1.5 L·min-1 N2 produced the largest resolution, 
especially at smaller ion gates, and highest sensitivities. This configuration, however, 
produced relatively lower Rp values in almost all scenarios (Figs. 5-3 and 5-4).  In 
practical terms, however it is preferable to operate in conditions that maximize resolution 
of pairs of chemically related species. As such, Rp only provides a simple assessment of 
the peak capacity of the system based on peak width measurements for a single 
compound. 
 
5.4.3. Theoretical Evaluation of Factors Affecting Instrumental Performance  
To investigate the contributions to the experimental pulse width from factors such 
as field inhomogeneity and non-ideal gate performance in our resistive-glass IM 
spectrometer, we applied Equation 5.3 to our voltage-dependent experimental data. First, 
we investigated the diffusional contribution to the final experimental pulse width 
observed at the detector, represented by the “α” parameter. This parameter also models 
other effects that could lead to peak broadening when a fraction of the ions spend more 
time in the drift tube than expected. An example of this type of would be that caused by 
field inhomogeneity within the drift tube, which results in a distortion of the ion packet. 
Another possibility would be interaction of the edges of the ion packet with internal 
components of the IMS such as the ion gate mask. These types of interactions would not 
have a constant voltage dependence and would also affect α.  
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Figure 5-7 (top panel for TEA and bottom panel for TBA) shows plots of squared 
experimental peak width (w2) as a function of the diffusion-dependent parameter (Ttd/V) 
collected with a 30 mm anode, 1.5L·min-1 N2 drift gas configuration. The color-coded 
lines represent the least-squares fit of the experimental data for ion gate widths of 800, 
400, 200 and 100 µs. The slope for each individual gate width gives an estimate of α, 
shown as the slope of the linear equation fitting each data subset. At each gate width, 
obtained α values for both TEA and TBA were very similar, as expected. However, all 
experimental α values were larger than the expected “ideal” value of 0.9x10-3 predicted 
by Equation 5.3 indicating that uncontrolled “diffusion-like” effects made peaks wider 
than expected from theory. One hypothesis to explain these results would be that the 
electric field within the resistive-glass is less homogeneous than initially thought. Batch-
to-batch performance comparisons and long-term mechanical stress and temperature 
stability investigations of the resistive-glass material used in this spectrometer should 
shed more light into this matter. These investigations may be complicated by the fact that 
electric field inhomogeneity in resistive-glass tubes would not take a periodical function 
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Figure 5-7 Measured peak width squared as a function of the diffusion-dependent 
parameter for ion gate widths of 800, 400, 200, and 100 µs. The top panel shows results 
for TEA and the bottom panel shows results obtained for TBA. Alpha values are obtained 
from the slope of each trend line. 
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The data shown in Figure 5-7 also displayed an unexpected dependence on initial 
ion gate width, with smaller ion gates having progressively larger α values of 3.9x10-3, 
4.3x10-3, and 4.9x10-3 V/K for gates of 400, 200 and 100 µs, respectively. We suggest 
that this dependence on initial ion gate width is caused by the non-ideal performance of 
the gating pulse shape during the opening and closing of the gate, also referred to as the 
leading and tailing edges of the pulse. These opening and closing events not only caused 
a deflection of the ion cloud away from the center of the drift space and out toward the 
periphery of the drift tube, but also altered the momentum of the ions at the leading and 
tailing edges of the ion packet causing multiple “diffusion like” effects. Work by Puton et 
al.72, 73 showed that as the voltage on a BNG was rapidly increasing or decreasing, the 
electric field lines slowly shifted from perfectly parallel “gate open” through an almost 
45 degree angle, until the field lines joined the respective positive and negative wire sets 
of their successive electrodes, resulting in a “closed gate.” Ions encountering these 
45 degree angle field lines would be forced into a different path then the rest of the ion 
packet. This distortion of the injected ion packet at the leading and trailing edges would 
add an α contribution to each individual gating event. When employing smaller ion gate 
pulse widths for ion injection, these leading and trailing edge distortions are relatively 
more significant, becoming a greater percent of the total ion gate width and resulting in a 
more distorted ion packet. Non-ideal BNG behavior is a well-known phenomenon and 
has been studied experimentally102, 199, 201 and via simulations.71, 203  A summary of α 
values for all other experimental conditions tested is presented in Table 5-1 together with 
the corresponding 95 % confidence intervals obtained from the least squares trend lines. 
Although α values were different for different experimental setups, A similar gate 
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dependence on initial ion gate width was observed for all investigated configurations, 
reinforcing the idea of a gating contribution to diffusion-like peak broadening. 
 
Table 5-1 Summary of α values for all experimental conditions and ion gate widths 
reported with a 95 % confidence interval (confidence intervals not calculated for data sets 




800µs Gate 400µs Gate 200µs Gate 100µs Gate 
30 mm Anode 0.285 ± 0.024 0.328 ± 0.030 0.451 ± 0.110 0.201 
30 mm Anode 
1.5 L•min-1 
0.279 ± 0.058 0.395 ± 0.046 0.546 ± 0.128 0.495 
10 mm Anode 0.381 ± 0.027 0.418 ± 0.015 0.439 ± 0.039 0.410 
10mm Anode 
0.7 mm AG 





800µs Gate 400µs Gate 200µs Gate 100µs Gate 
30 mm Anode 0.316 ± 0.031 0.345 ± 0.018 0.359 ± 0.029 0.101 
30 mm Anode 
1.5 L•min-1 
0.298 ± 0.029 0.373 ± 0.014 0.428 ± 0.038 0.482 
10 mm Anode 0.408 ± 0.035 0.427 ± 0.041 0.483 ± 0.024 0.487 
10mm Anode 
0.7 mm AG 
0.287 ± 0.041 0.418 ± 0.059 0.553 ± 0.078 0.065 
 
 
In order to better understand the contribution to peak width caused by any non-
ideal performance of the ion gate, the experimentally-observed β parameters in 
Equation 5.3 were investigated. As mentioned earlier, β represents the contribution from 
the initial ion gate width to the final peak width measured at the detector and includes 
factors that would cause changes in the behavior of the ion packet dependent on the 
amount of ions injected. For example, β values greater than 1 would point at Coulombic 
repulsion or other electrostatic interactions caused by increased charge density in the 
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injected ion packet when using wider ion gate pulses. Beta would have a theoretical value 
of 1 only if the size of the final measured ion packet was equal in width to the initial ion 
packet. 
Figure 5-8 (top TEA, bottom TBA) shows a plot of experimental squared peak 
width  (w2) as a function of the nominal squared ion gate width (tg2) collected with a 10 
mm anode configuration. The color coded trend lines represent the least-squares fit of the 
experimental data for ion gate widths of 800, 400, 200 and 100 µs, the slope for each 
individual gate being an estimation of β in each case. All observed β values were lower 
than unity, but behaved more ideally for TBA than for TBA. The smaller then expected 
values of β obtained with our resistive-glass IMS indicate that the peak width measured at 
the detector is narrower then the width of the initially injected ion packet. Previous work 
by Siems et al.63 and Spangler and Collins140 showed an opposite effect, with β values of 
1.13 - 1.24 and 1.15, respectively. In addition to these general trends, β values for both 
TBA and TEA showed an unexpected dependence with drift voltage. The largest value of 
β = 0.547 for TEA was observed at a drift voltage of 11.6 kV with progressively smaller 
values occurring at lower voltages. For TBA, the largest value of β = 0.929 was obtained 
at a drift voltage of 11.6 kV, with the smallest value of β = 0.729 obtained at a drift 
















y = 0.4735x + 0.6525 
 
Figure 5-8 Measured peak width squared as a function of the ion gate width at voltages 
of 11.6, 10.7, 9.9, 9.1, and 8.3 kV. The top panel shows results obtained for TEA and the 
bottom panel shows results obtained for TBA. Beta values are obtained from the slope of 
each trend line. 
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In our setup, the ion gate is closed by applying ± 35 V to the adjacent ion gate 
wire sets floating at the drift tube entrance voltage. During the time period when the ion 
gate is closed, depletion of the incoming ion cloud in the area immediately behind the 
gate occurs. When employing smaller ion gate pulse widths, this ion-depleted area in 
space becomes relatively more significant because the proportion of depleted ions 
becomes a greater percent of the total amount of ions to be injected, reducing β. Because 
the voltage drop in the desolvation chamber preceding the ion gate increases when drift 
voltage is increased, it is expected that the depletion region will be replenished faster at 
higher drift voltage settings, explaining the trend towards higher β values. We also 
hypothesize that the observed differences between ions with different m/z is related to the 
voltage used to close the ion gate. It appears as if the ± 35 V applied to the BNG are 
insufficient to deflect all ionic species in the incoming ion beam correctly. This would 
explain why the β value from the smaller, faster-moving TEA species is approximately 
half of the β value associated with the larger and slower moving TBA, which behaves 
almost ideally at higher drift voltages. Limitations in the ion gate pulsing electronics 
prevented us from applying higher gating voltages to further test this hypothesis. 
 
5.5. Conclusions 
Our studies have shown that the optimum resolving power in the prototype 
resistive-glass in mobility instrument discussed here is dependent on voltage and initial 
ion gate pulse width, with values that are lower than that predicted by theory by 
25 - 48 %, and larger deviations occurring at smaller ion gate widths. The performance of 
the resistive-glass spectrometer was found to be comparable to other standalone stacked 
130 
131 
ring spectrometers reported in the literature, which typically produce resolving powers 
approximately 26 - 46 % lower than that predicted by theory.204 The anode grid to anode 
distance has a major effect on resolving power, as decreasing this distance from 5.0 to 
0.7 mm produced an average increase in resolving power of 20 ms/ms, with larger gains 
at smaller ion gate pulse widths, due to the decoupling of the image current from ion 
detection.   
The separation power in terms of chromatographic resolution showed that a high 
drift gas flow rate was the most important factor benefitting separation. Our results also 
showed that at large initial ion gate pulse widths, better separations could be obtained at 
lower drift voltage. However, as the size of the ion gate pulse decreased to values 
≤ 200 µs, a voltage-dependent optimum appears at a drift voltage between 10 and 11 kV.  
Through an analysis of both the initial ion gate pulse width dependence of the α value, 
and the smaller than expected β values obtained with our instrument, we have discovered 
imperfections in the behavior of our current ion gating system which will be addressed in 
future instrument versions. 
CHAPTER 6. CONCLUSIONS AND OUTLOOK 
 
6.1. Abstract 
This chapter presents a summary of the results of my characterization and 
investigations with the prototype high-resolution resistive-glass atmospheric pressure 
drift tube ion mobility spectrometer. This chapter concludes with a discussion of potential 
future directions to further expand this work. 
 
6.2. Accomplishments in the Development and Characterization of a        
Monolithic DTIMS 
Ion mobility spectrometry is a rapid gas-phase separation technique that has been 
around for over 40 years however, it has only come of age as an analytical method during 
the past decade. With well over 50,000 stand-alone ion mobility spectrometers currently 
employed throughout the world58 for the detection of explosives,1, 2 drugs,19 and 
chemical-warfare agents.17, 18 The coupling of IMS to MS (IM-MS)23, 205, 206 has enabled 
the performance of time-nested multidimensional separations with high sample 
throughput and enhanced peak capacity207-209 and has transformed IM-MS applications 
and instrumental designs to one of the most rapidly growing areas of mass 
spectrometry.58 The results presented here demonstrate the potential and advantages of 
using resistive glass as an alternative construction material to the typically design 
consisting of a stack of ring electrodes, with each pair separated by insulating spacers and 
connected to a resistor network. These stacked-ring mobility cells are known to suffer 
from electric field inhomogeneities that limit the resolving power of the instrument. 
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Resistive-glass was chosen as an alternative construction material in an attempt to 
minimize radial electrical field variations within the ion mobility drift tube and improve 
the resolving power of the instrument. The design and construction of both the hardware 
and software for the prototype high-resolution resistive-glass atmospheric pressure drift 
tube ion mobility spectrometer with interchangeable corona discharge and 
nanoelectrospray ion sources was extensively described. This included a description of 
the timing scheme for synchronizing ion gating and data acquisition when operating in 
both standalone mode and when coupled to a TOF-MS as well as a detailed description of 
the design and operation of the software used to control operation of the DTIMS and all 
related data acquisition and processing software. For the coupling of the DTIMS to our 
TOF-MS, preliminary IM-MS data was presented along with an analysis of the packet 
spreading observed in the current configuration and initial attempts to correct this 
problem. Possible solutions for eliminating this packet spreading for successful operation 
in IM-MS mode will be presented in the following section.  
Initial operation and characterization of the effects of instrumental parameters 
such as temperature, drift gas flow rate, and anode-to-anode grid distance were 
investigated to study and optimize the operating conditions of our prototype monolithic 
DTIMS. These preliminary studies allowed for an optimization of the instrument and 
demonstrated an average resolving power of 68 ms/ms, which was comparable, or better, 
then other standalone stacked-ring type atmospheric pressure DTIMS reported in the 
literature. The radial distribution of ion density in the drift region of the spectrometer was 
extensively characterized and revealed that greater than 98 % of the ions reached the 
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detector indicating almost no ions were lost by collision with the drift tube walls and 
demonstrated optimum ion densities for coupling to the DTIMS to a mass spectrometer. 
Once the affects of instrumental conditions were understood and optimized, the 
potential for the DTIMS for the analysis of environmental samples was demonstrated by 
the analysis and successful separation of marine siderophores in both the iron-bound and 
free ligand states. Although the instrument was successfully able to separate a solution of 
marine siderophores, these preliminary studies also revealed that our DTIMS was 
insufficiently sensitive for the trace analysis of these siderophores in seawater samples. 
To overcome this lack of sensitivity we developed a novel multiplexing method that we 
named “digital multiplexing” 
All DTIMS suffer from an intrinsically low duty cycle (~ 0.04 - 1 %) caused by 
the rapid pulsing of the ion gate (25 - 400 µs) followed by a comparatively long drift time 
(25 - 100 ms), which translates into a loss of sensitivity. In order to increase the 
sensitivity we developed and implemented an extended multiplexing approach that 
encompasses arbitrary binary ion injection waveforms with variable duty cycles ranging 
from 0.5 to 50 %. With these wareforms, the performance of the instrument in terms of 
signal-to-noise gains, was improved between 2 - 7-fold. In terms of the marine 
siderophores, concentration detection limits were improved from 100 µM DFOB, when 
operated in conventional signal-averaging mode to 2 µM DFOB, when operating in 
digital multiplexing mode. An additional advantage of the digital multiplexing over other 
traditional multiplexing methods was that it does not suffer from false spectral echoes 
which can be easily confused for a real chemical species when unknown samples are 
analyzed.  
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Although the sensitivity of the instrument had been greatly improved and 
preliminary studies demonstrated the potential of resistive glass as an alternative building 
material for DTIMS, their were still many unanswered questions regarding this prototype. 
Information about the homogeneity of the electric fields generated by the resistive glass, 
the performance of the Bradbury-Nielsen ion gate and respective pulsing electronics were 
investigated in-depth to further understand and improve the prototype DTIMS. The 
affects of previously uninvestigated instrumental parameters on the performance and 
separation power of our prototype resistive-glass DTIMS were also examined. These new 
optimization studies helped to improve the resolving power of our DTIMS from the 
previously observed maximum of 68 ms/ms, up to a new maximum of 94 ms/ms. The 
theoretical analysis of the data from these optimization studies also revealed 
imperfections in the behavior of our current ion gating system which will be addressed in 
future instrument versions to further improve the performance of our DTIMS. 
 
6.3. Proposed Future Directions 
6.3.1. DTIMS-MS 
Considerably more work needs to be done in order to overcome the observed 
limitations when operating in IM-MS mode. Our initial coupling of our DTIMS to our 
JEOL TOF mass spectrometer revealed that collisional cooling within ion guide was 
causing packet spreading and resulting in a loss of the information obtained in IMS 
dimension. These initial studies also revealed a lack of sensitivity when operated in 
IM-MS mode, presumably due to a combination of the low duty cycle of the DTIMS and 
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the sampling of only a small portion of the ion cloud. The following studies are 
recommended for future research: 
1. Collisional cooling within an ion guide occurs because an ion beam loses energy 
from collisions with neutral gas molecules present in the ion guide. The degree of 
collisional cooling can therefore be reduced by either reducing the amount of 
neutral gas molecules present in the ion guide, or by reducing the amount of time 
the ions spend within the ion guide. To this end, installing a segmented ion guide 
to allow for application of stronger axial electric fields via variable-voltage 
potentials on the different segments of the ion guide to reduce the residence time 
of the ions further and “shotgun” them through the ion guide should mitigate the 
problem of packet spreading. Additionally the pressure in the first and second 
regions of the ion guide could be reduced by modifying the vacuum system. 
Initial results have shown that reducing the pressure in the first region reduced 
collisional cooling and resulted in reduction in the peak spreading in the mobility 
dimension. Further reducing the pressure in the first region of the ion guide with a 
stronger pump and modifying the vacuum system to allow access to the second 
region of the ion guide would be a complementary solution to the segmented ion 
guide. 
2. As mention previously sensitivity in DTIMS is limited by the low duty cycle in 
conventional signal averaging mode. This lack of sensitivity is further 
compounded when an atmospheric pressure DTIMS, is coupled to a mass 
spectrometer. Of the 0.04 - 1.0 % of the initial ions that are injected into the 
mobility cell, > 99% of them are lost before they are detected by the mass 
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analyzer.41, 97 This lack of sensitivity could be approached from a two pronged 
solution. 
a. The digital multiplexing method that was developed for standalone 
DTIMS could be applied to IM-MS. This would involve modification of 
the triggering and data acquisition system for successfully deconvolution 
the multiplexed data. To further increase the sensitivity and duty cycle of 
the IM-MS analysis, the TOF mass spectrometer could be multiplexed. 
This would involve a sufficiently more complex instrumental modification 
including replacing the original TOF pulser with a faster high-voltage 
pulser capable of high-frequency operation, and a redesign of the timing 
and triggering schemes. Once instrumental modifications are completed, 
both the DTIMS and the MS can be simultaneously multiplexing by 
modulating both ion injection events. This would theoretically develop 
what could be described as an “imaging” IMS-TOF with full encoding of 
the signal. The use of the term “imaging” derives from the nomenclature 
by Harwit and Sloane144 used in optical spectroscopies, and should not be 
confused with imaging mass spectrometric techniques used for collecting 
mass spectra in an x-y plane and assembling those into a molecular image. 
b. An alternative approach would be to take a look at the inlet aperture of the 
first orifice in the mass spectrometer. This 0.4 mm sampling orifice 
aperture is only sampling a very small percentage of the approximately 
25 mm ion cloud exiting the DTIMS. A Glass Capillary Array could be 
used to replace this limiting sampling orifice. Glass Capillary Arrays 
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consist of millions of precision glass capillary tubes fused together to 
produce a uniform and mechanically rigid structure. These arrays have 
been successfully utilized as inlets for sector mass spectrometers.210 Glass 
Capillary Arrays are superior to single apertures owing to their jet 
disruption capabilities and should dramatically increase the amount of ions 
transferred from the DTIMS to the mass spectrometer without increasing 
the load on the vacuum system. 
 
6.3.2. DTIMS Instrumental Modifications 
The monolithic resistive glass drift region was shown by the theoretical modeling 
performed in chapter 5 to produce less homogeneous electric fields then previously 
though. A more detailed analysis of the electric fields generated by the resistive-glass 
would lead to better understanding of factors effecting resolving power and how to 
mitigate them. 
1. Recent communication with the manufacturer of the resistive glass, it was 
revealed that their “might have been some technical difficulties during the 
manufacturing of the 1st generation resistive glass tubes.” By replacing the 
existing drift tube with a new 2nd generation resistive glass tube, the 
homogeneity of the original tube could be evaluate and compared to this new 
batch. Even if their were no problems with the 1st generation tubes, the 
resistive properties of the material might have changed with time, due to 
repeated use and mechanical stress. These effects could be evaluated with a 
new set resistive glass tubes and a thorough study of how instrumental 
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conditions such as temperature and accumulation of contaminants affect the 
properties of the material. 
2. The theoretical studies performed in chapter 5 reveled that our current ion 
gating system performs non-ideally. Defects in the shape of the ion gate not 
only reduce the resolving power of the instrument but also lead to the 
generation of spectral echoes when operating the instrument in multiplexed 
mode. It is recommended that the pulsing electronics be re-designed to allow 
for the application for gate operating voltages of up to ± 50 V, which should 
be sufficient for deflection of ions over a wide range of sizes. In addition, the 
wires of the current interleaved ion gate could be replaced with thinner and 
more closely spaced wires. Although this would reduce the mechanical 
stability of the gate, it would also reduce the defects associated with the rising 
and falling edges of the ion gate pulse that lead to distorted leading and tailing 
edges of the injected ion packets. 
 
6.3.3. Multiplexed DTIMS Work 
1. Studies of the arbitrary multiplexing sequences revealed that the position of the 
open “1” and closed “0” elements in the sequence played a vital role in the 
performance of the sequence however, insufficient data was available to identify 
which charicteristics of a sequence produced favorable results. I propose a 
thorough evaluation of the effects of different sequence constructions such as; 
spacing between open events, frequency of adjacent open events, randomness of 
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gating events, and different types of mathematically based sequence 
constructions. 
2. Recent work by Tabrizchi et al.211 described a new method called “Inverse Ion 
Mobility Spectrometry” where the ion gate is always open and dip is created in 
the ion beam by rapidly closing the ion gate through the application of an inverse 
pulse. This technique has been shown to produce resolving powers 30 - 60 % 
higher then operation in conventional mode. I propose that this inverse pulsing 
technique be applied to our digital multiplexing method. This would not only 
increase the resolving power obtained with the method but should also mitigate, 
or fully eliminate, any contributions from imperfect modulation of the ion beam, 
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