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Abstract
In this paper, we study the linear operator associated with the fluid–rigid body problem. The operator
was first introduced by T. Takahashi and M. Tucsnak (2004) [22]. For the general three-dimensional case,
we prove that the corresponding semigroup is analytic on L
6
5 (R3) ∩ Lp(R3) (p  2). In particular, when
the solid is a ball in R3, the corresponding semigroup is analytic on L2(R3) ∩ Lp(R3) (p  6). And for
this case, a unique local strong solution to the fluid–rigid body problem is derived.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Many physical phenomena involve interactions between moving structures and fluids. An in-
teresting problem arising in fluid mechanics is the motion of a rigid body immersed in a viscous
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2588 Y. Wang, Z. Xin / Journal of Functional Analysis 261 (2011) 2587–2616incompressible fluid. The motion of the fluid is governed by the classical Navier–Stokes equa-
tions with the non-slip boundary condition. The motion of the rigid body, consisting of a
translation part and a rotation part, is ruled by the conservation laws of linear and angular mo-
mentum.
Suppose the region occupied by the homogeneous rigid body at time t is denoted by O(t),
and the domain occupied by the homogeneous fluid is Ω(t) = R3 \ O(t). Let O(0) = O , and
Ω(0) = Ω . For the sake of simplicity, we assume that both the fluid and the solid are homo-
geneous with density 1. Then the system modeling the motion of the fluid and the rigid body
is,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
− νu+ (u · ∇)u+ ∇p = 0, (x, t) ∈ Ω(t)× (0, T ),
divu = 0, (x, t) ∈ Ω(t)× [0, T ),
u(x, t) = h′(t)+ω(t)× (x − h(t)), (x, t) ∈ ∂Ω(t)× [0, T ),
mh′′(t) = −
∫
∂Ω(t)
(
σ(u,p)n)dΓ, t ∈ [0, T ),
(Jω)′(t) = −
∫
∂Ω(t)
(
x − h(t))× σ(u,p)ndΓ, t ∈ [0, T ),
u(x,0) = a(x), x ∈ Ω,
h(0) = 0 ∈ R3, h′(0) = b ∈ R3, ω(0) = c ∈ R3.
(1.1)
In the above system, u = (u1, u2, u3) and p denote the velocity field and the pressure of the
fluid respectively. n(t) is the unit outward normal vector to ∂Ω(t). h(t) and ω(t) denote the
position of the center and the angular velocity of the solid at the time t respectively. m is the
mass of the rigid body, i.e.,
m =
∫
O(t)
dx =
∫
O
dx,
J (t) = (Jkl(t)) is the moment of inertia related to the mass center of the rigid body, i.e.,
Jkl(t) =
∫
O(t)
[∣∣x − h(t)∣∣2δkl − (x − h(t))k(x − h(t))l]dx.
Here δkl is the Kronecker symbol, and σ(u,p) is the Cauchy stress tensor field,
σ(u,p) = −p Id +2νD(u),
where Id is the identity matrix and D(u) is the deformation tensor,
D(u) = 1 [∇u+ (∇u)T ].
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existence of weak solutions to (1.1) has already been proved by [15] and [21]. When the fluid–
rigid body system occupies a bounded domain, the existence of weak solutions has been studied
by many mathematicians, see e.g. [4,5,9–11,20]. Furthermore, the collision between the solid
and the domain’s boundary has been investigated, see [12,13] and references therein.
However, only a few results are available on the existence and uniqueness of strong solutions.
For the case that the rigid body is a disk in R2, T. Takahashi and M. Tucsnak [22] showed the
existence and uniqueness of global strong solutions. Later, P. Cumsille and T. Takahashi [3] ex-
tended the global existence result to the general rigid body case in R2. For the three-dimensional
case, they proved the local existence and uniqueness of strong solutions in C[0, T ;W 1,2(R3)),
see also [8] for the local existence of strong solutions. The research methods in [3,22] are totally
different from that for the weak solutions.
When the fluid is inviscid, the Navier–Stokes equations in (1.1) will be replaced by the Euler
equations and the boundary conditions change correspondingly. There also some results, see
[18,19] and references therein.
Since the domain occupied by the fluid is varying with time and not a priori known, it’s a free
boundary problem. The problem can be transformed into an equivalent fixed boundary problem
by moving along the center of the rigid body. More precisely, suppose that O is a ball in R3, let
y = x − h(t), v(y, t) = u(y + h(t), t),
q(y, t) = p(y + h(t), t), l(t) = h′(t),
σ (v, q) = −q(y, t)Id + 2νD(v)(y, t),
J = (Jkl) =
( ∫
O
[|y|2δkl − ykyl]dy
)
.
Then the problem (1.1) becomes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂v
∂t
− νv + (v · ∇)v − (l · ∇)v + ∇q = 0, (y, t) ∈ Ω × (0, T ),
divv = 0, (y, t) ∈ Ω × [0, T ),
v(y, t) = l(t)+ω(t)× y, (y, t) ∈ ∂Ω × [0, T ),
ml′(t) = −
∫
∂Ω
σ(v, q)ndΓ, t ∈ [0, T ),
Jω′(t) = −
∫
∂Ω
y × [σ(v, q)n]dΓ, t ∈ [0, T ),
v(y,0) = a(y), y ∈ Ω,
l(0) = b ∈ R3, ω(0) = c ∈ R3.
(1.2)
Remark 1.1. In this paper, we just study the strong solutions for the particular case that O is a
ball. When the solid is of general shape, refer to [3] for the transformation.
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They extended v to a function defined on the whole space by letting v(y, t) = l(t)+ω(t)× y in
O and defined a new linear operator A2.
D(A2) =
{
v ∈ W 1,2(R3): divv = 0 in R3, D(v) = 0 in O, v|Ω ∈ W 2,2(Ω)},
A2v =
{−νv in Ω,
2ν
m
∫
∂Ω
D(v)ndΓ + 2νJ−1[∫
∂Ω
y ×D(v)ndΓ ] × y in O,
and
A2v = PA2v.
Here P is the orthogonal projector from L2(R3) onto its subspace H 21 , where
H 21 =
{
v ∈ L2(R3): divv = 0 in R3, D(v) = 0 in O}.
Omitting the nonlinear terms (v ·∇)v and (l ·∇)v in the first equation of (1.2), one can get the
corresponding linearized system. Then A2 is the linear operator associated with the linearized
system, since [22] has proved that the linearized system equals to the following abstract equation
in some sense,
⎧⎨
⎩
∂tv +A2v = 0,
v(y,0) =
{
a(y), y ∈ Ω,
b + c × y, y ∈ O.
In [3], it was proved that −A2 is a dissipative operator on the Hilbert space H 21 . With this
result at hand, it is easy to verify that
∥∥(σ + iτ +A2)−1∥∥ 1|τ | ,
where the norm is the norm for an operator from H 21 to H
2
1 and σ > 0, τ = 0. According to
Theorem 3.2.7 in [1], actually it gives the following theorem.
Theorem 1.2. The linear operator −A2 is the infinitesimal generator of an analytic semigroup
{e−tA2} of operators on the space H 21 .
In this paper, we prove that the corresponding operator is also the generator of an analytic
semigroup on H
6
5
1 ∩Hp1 (p  2). When the solid is a ball in R3, we can also prove its analyticity
on the space H 21 ∩Hp1 (p  6). For the definition of Hp1 , please refer to Section 2.
As an application, we use the analytic semigroup to study the local well-posedness of the
fluid–rigid body system, when the rigid body is a ball in R3. The main idea is the Fujita–Kato
approach. In fact, the local existence and uniqueness of strong solutions in H
6
5
1 ∩ Hp1 (p > 3)
space was derived. Similar results hold in H 21 ∩ Hp1 (p  6). Note that the local strong solution
derived in [8] and [3] required the initial data at least belongs to W 1,2(R3), hence we extend
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proof applies to more general setting. Furthermore, the properties of the linear operator derived
here maybe useful for exploring more information about the original problem.
2. Main results and preliminaries
Before stating the main results in this paper, we introduce some function spaces and notations.
Let O be a bounded, simply connected domain of C2 in R3, and Ω be its exterior domain,
Ω = R3 \O . Without loss of generality, the center of O is supposed to be the origin, i.e.,
∫
O
y dy = 0 ∈ R3.
Otherwise, one just needs to take a translation of the coordinates system. n denotes the outward
unit normal to the boundary ∂Ω . Let m = ∫
O
dy, and J = (Jkl),
Jkl =
∫
O
[|y|2δkl − ykyl]dy.
BR is the ball in R3 centered at 0 and with the radius R. For any linear operator A, denote
the domain of A by D(A) and the range of A by R(A). Denote the conjugate of a function
f by f . In the case of no ambiguity, we do not distinguish the notations of the vector-valued
function spaces and the scalar function spaces strictly. Lp(Ω),Wk,p(Ω) are the usual Sobolev
spaces defined on the domain Ω . And Lp(R3), Wk,p(R3) are the usual Sobolev spaces defined
on R3. C∞0,σ (Ω) consists of smooth functions defined on Ω with compact support and divergence
free.
For 1 < p < ∞, D1,p(Ω) = {u ∈ L1loc(Ω): ∇u ∈ Lp(Ω)}. In D1,p(Ω), we introduce the
seminorm
|u|1,p,Ω =
[ ∫
Ω
|∇u|p dy
]1/p
.
If we identify the two functions u1, u2 ∈ D1,p(Ω) whenever |u1 − u2|1,p,Ω = 0, i.e., u1 and u2
may differ by a constant, we denote the quotient space by D˙1,p(Ω). In the following text, without
any confusion, we do not distinguish the elements in D1,p(Ω) and D˙1,p(Ω) very strictly.
Let
Lpσ =
{
u ∈ Lp(R3): divu = 0 in R3},
H
p
1 =
{
u ∈ Lp(R3): divu = 0 in R3, D(u) = 0 in O},
G
p
1 =
{
u ∈ Lp(R3): u = ∇q1, q1 ∈ L1loc(R3)},
G
p
2 =
{
u ∈ Lp(R3)
∣∣∣∣∣ divu = 0 in R
3, u = ∇q2 in Ω, q2 ∈ L1loc(Ω), u = φ in O,∫
φ dy = − ∫ q2ndΓ, and ∫ φ × y dy = − ∫ q2n× y dΓ
}
.O ∂Ω O ∂Ω
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Lemma 2.1. Let 1 p ∞, and u ∈ Hp1 . Then
u(y) = lu +ωu × y in O, (2.3)
where
lu = 1
m
∫
O
udy and ωu = −J−1
∫
O
u× y dy.
Here J−1 is the inverse of the matrix J .
The proof of Lemma 2.1 is very simple. One can get that by integrating (2.3) and (2.3) × y
over the domain O .
Next, a theorem about the decomposition of Lp(R3) is given, which is closely associated with
the fluid–rigid body problem.
Theorem 2.2. For 1 <p < ∞,
Lp
(
R3
)= Hp1 ⊕Gp1 ⊕Gp2 .
Thus, for any u ∈ Lp(R3), one has
u = v + ∇q1 +w ∈ Hp1 ⊕Gp1 ⊕Gp2 .
Set v = Ppu, then Pp is the projection operator from Lp(R3) onto Hp1 . In fact, P is a bounded
operator.
Remark 2.3. When O is a disc in R2, the same decomposition of L2(R2) has been proved by
M. Dashti and J.C. Robinson [6].
Remark 2.4. The same result holds for the two-dimensional case with some minor modification,
which is
G
p
2 =
{
u ∈ Lp(R3)
∣∣∣∣∣ divu = 0 in R
2, u = ∇q2 in Ω, q ∈ L1loc(Ω), u = φ in O,∫
O
φ dy = − ∫
∂Ω
q2ndΓ, and
∫
O
φ · y⊥ dy = − ∫
∂Ω
q2y⊥ · ndΓ
}
.
As indicated in the proof of Theorem 2.2, for every u ∈ Lp(R3)∩Lq(R3), p = q , Ppu = Pqu.
Hence, we will omit the subindex of Pp , and just write P instead in this paper.
Set
D(A 6
5 ∩p) =
{
v ∈ W 1, 65 (R3)∩W 1,p(R3)
∣∣∣∣∣ divv = 0 in R
3, D(v) = 0 in O,
v|Ω ∈ W 2, 65 (Ω)∩W 2,p(Ω)
}
. (2.4)
For any v ∈ D(A 6 ), define
5 ∩p
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5 ∩pv =
{−νv in Ω,
2ν
m
∫
∂Ω
D(v)ndΓ + 2νJ−1[∫
∂Ω
y ×D(v)ndΓ ] × y in O, (2.5)
and
A 6
5 ∩pv = PA 65 ∩pv. (2.6)
Similarly, one can define the space D(A2∩p), the linear operators A2∩p and A2∩p , through
replacing 65 by 2 in (2.4), (2.5) and (2.6).
Now our main result reads as:
Theorem 2.5. For any 2 p < ∞, the linear operator −A 6
5 ∩p is the infinitesimal generator of
the analytic semigroup {e−tA 65 ∩p } of operators on H
6
5
1 ∩Hp1 . And for every t > 0, it holds that
∥∥e−tA 65 ∩p∥∥M1, ∥∥Ak6
5 ∩p
e
−tA 6
5 ∩p
∥∥ M1|t |k , (2.7)
with M1 = M1(p,Ω) > 0. Then it follows that for every u ∈ H
6
5
1 ∩Hp1 ,
lim
t→+∞
∥∥e−tA 65 ∩pu∥∥
L
6
5 (R3)∩Lp(R3) = 0.
The corresponding result for the classical Stokes operator A˜p over the domain Ω was proved
in [2], which reads as:
Proposition 2.6. Let 1 <p < ∞, 0 < θ < π2 . Then for every λ ∈ C with |λ| > 0, |argλ| π2 + θ,
the resolvent (λI + A˜p)−1 of the operator A˜p exists and it holds
∥∥(λI + A˜p)−1∥∥ C|λ| for all |λ| > 0, |argλ| π2 + θ,
where C = C(p, θ,Ω) > 0. And it follows that the semigroup {e−tA˜p } is analytic for t ∈ C,
t = 0, and |arg t | < θ.
More concretely, taking into account the result in [17], Proposition 2.6 can be restated as
follows:
Proposition 2.7. Let 1 <p < ∞, 0 < θ < π2 . Then for every λ ∈ C with |λ| > 0, |argλ| π2 + θ,
and every f ∈ Lp(Ω), the system
⎧⎨
⎩
λu− νu+ ∇p = f in Ω,
divu = 0 in Ω,
u = 0 on ∂Ω,
has a unique solution u ∈ W 2,p(Ω) with the following estimates,
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Lp(Ω)
+ ‖∇p‖Lp(Ω)  C(p,Ω)
[‖f ‖Lp(Ω) + ‖u‖Lp(Ω)], (2.9)
where C(p,Ω) is some constant depending only on p and Ω .
Remark 2.8. Comparing Theorem 2.5 to Proposition 2.6, we would like to prove that −Ap is
analytic on Hp1 . We cannot achieve this now. However, when O is a ball in R
3
, a further result is
derived.
Theorem 2.9. Suppose O is a ball of radius 1 in R3. For any 6  p < ∞, the linear opera-
tor −A2∩p is the infinitesimal generator of the analytic semigroup {e−tA2∩p } of operators on
H 21 ∩Hp1 . And for every t > 0, it holds that
∥∥e−tA2∩p∥∥M, ∥∥Ak2∩pe−tA2∩p∥∥ M|t |k ,
with M = M(p,Ω) > 0. Then it follows that for every u ∈ H 21 ∩Hp1 ,
lim
t→+∞
∥∥e−tA2∩pu∥∥
L2(R3)∩Lp(R3) = 0.
Remark 2.10. Theorem 2.5 and Theorem 2.9 are the key estimates for establishing the local
strong solution in H
6
5
1 ∩ Hp1 and H 21 ∩ Hp1 respectively. The assumption that the initial data
of system (1.2) belongs to H 21 is necessary in some sense, otherwise one may not get the uni-
form bound of the velocity of the solid. Hence Theorem 2.9 seems better and more reasonable.
However, whether the conclusion of Theorem 2.9 holds for 2 <p < 6 is open.
Remark 2.11. Although there are some differences between the three-dimensional case and two-
dimensional case, our proof of Theorem 2.9 also applies to the corresponding case in the two-
dimensional space.
As an application of Theorem 2.5, the particular case that the solid is the unit ball in R3 is
studied. We show that
Theorem 2.12. Assume O is the unit ball in R3 and p > 3. Let the initial data
v0(y) =
{
a(y), y ∈ Ω,
b + c × y, y ∈ O.
Suppose v0 ∈ H
6
5
1 ∩Hp1 , then there exists a unique local strong solution v ∈ C([0, T0];H
6
5
1 ∩Hp1 )
to the system (1.2), and v satisfies
t
1
2 v(y, t) ∈ C([0, T0];W 1, 65 (R3)∩W 1,p(R3)).
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Before the proof of Theorem 2.2, two lemmas are cited for later use.
Lemma 3.1 (The Helmholtz–Weyl Decomposition of Lp(R3)). For every 1 < p < +∞,
Lp(R3) = Lpσ ⊕ Gp1 . In other words, for any vector function u ∈ Lp(R3), it can be uniquely
decomposed as the sum
u = w1 +w2, w1 ∈ Gp1 , w2 ∈ Lpσ ,
and there exists a constant C(p) depending only on p, such that
‖wi‖Lp(R3)  C(p)‖u‖Lp(R3), for i = 1,2.
When p = 2, L2σ ⊥ G21.
Lemma 3.2. Assume that 1 < p < +∞. For every vector function u ∈ Lp(Ω), the Neumann
problem
{
q = divu in Ω,
∇q · n = u · n on ∂Ω,
has a unique (up to a constant) solution q ∈ D1,q (Ω) and
‖∇q‖Lp(Ω)  C(p,Ω)‖u‖Lp(Ω),
with some positive constant C(p,Ω).
The proof of Lemma 3.1 and Lemma 3.2 can be found in [7].
Proof of Theorem 2.2. As said in Remark 2.3, Theorem 2.2 was proved in [6], when O is a disc
in R2 and p = 2. In fact, if O is a general smooth domain of R3, the proof for the case p = 2
is exactly the same. So we omit it. When p = 2, first we show that for every vector function
u ∈ C∞0 (R3), u has a decomposition as u = v + ∇q1 +w ∈ Hp1 +Gp1 +Gp2 .
Since u ∈ C∞0 (R3) ⊂ L2(R3), there exists a unique decomposition of u in L2(R3),
u =
{
v + ∇q1 + ∇q2 in Ω,
lv +ωvy⊥ + ∇q1 + φ in O. (3.10)
Herein, ∇q1 is obtained by the Helmohltz–Weyl decomposition and
lv = 1
m
[ ∫
(u− ∇q1 − φ)dy
]
= 1
m
[ ∫
(u− ∇q1) dy +
∫
q2ndΓ
]
, (3.11)O O ∂Ω
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[ ∫
O
(u− ∇q1 − φ)× y dy
]
= −J−1
[ ∫
O
(u− ∇q1)× y dy +
∫
∂Ω
q2n× y dΓ
]
. (3.12)
Since u ∈ L2(R3)∩Lp(R3), then
∇q1 ∈ Lp
(
R3
)
,
and
‖∇q1‖Lp(R3)  C(p)‖u‖Lp(R3),
with some constant C(p) depending only on p.
We shall prove that q2 ∈ D1,p(Ω) and there exists a constant C independent of u, such that
‖∇q2‖Lp(Ω)  C‖u‖Lp(R3). (3.13)
In fact, it suffices to show that
|lv| + |ωv| C‖u‖Lp(R3), (3.14)
with some uniform constant C independent of u. This is due to the fact that q2 solves the problem:{
q2 = 0 in Ω,
∇q2 · n = (u− ∇q1) · n− lv · n− (ωv × y) · n on ∂Ω. (3.15)
Take ϕ ∈ C∞0 (R), with
ϕ(x) =
{1 if |x| 1,
0 if |x| 2.
Set ϕR(y) = ϕ(|y|/R), with some R large enough such that O ⊂ BR
2
. Let
u˜ = u− ∇q1 − curl
[
1
2
lv × yϕR(y)+ 12ωv|y|
2ϕR(y)
]
.
It can be verified that {
q2 = div u˜ in Ω,
∇q2 · n = u˜ · n on ∂Ω. (3.16)
According to Lemma 3.2, the Neumann problem (3.16) has a unique solution q2 ∈ D1,p(Ω) and
‖∇q2‖Lp(Ω)  C(p,Ω)‖u˜‖Lp(Ω)  C(p,Ω,R)
[‖u‖Lp(R3) + |lv| + |ωv|]. (3.17)
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∥∥un∥∥
Lp(R3) → 0, and
∣∣lnv ∣∣+ ∣∣ωnv ∣∣= 1.
Here lnv and ωnv are associated with un as in (3.10),
un =
{
vn + ∇qn1 + ∇qn2 in Ω,
lnv +ωnv × y + ∇qn1 + ϕn in O.
Then
lnv → l∗v in R3, ωnv → ω∗v in R3,
and |l∗v | + |ω∗v | = 1.
Following similar estimates to (3.17), {‖∇qn2 ‖Lp(Ω)} is uniformly bounded. Since D1,p(Ω)
has the property of weak compactness, one can derive a subsequence (denoted also by {qn2 }), and
a function q∗2 ∈ D1,p(Ω), such that
qn2 ⇀q
∗
2 in D
1,p(Ω).
Moreover, since
∥∥∇qn1∥∥Lp(R3)  C(p)∥∥un∥∥Lp(R3),
then
∇qn1 → 0 in Lp
(
R3
)
.
Note that
lnv =
1
m
[ ∫
O
(
un − ∇qn1
)
dy +
∫
∂Ω
qn2 ndΓ
]
,
and
ωnv = −J−1
[ ∫
O
(
u− ∇qn1
)× y dy + ∫
∂Ω
qn2 n× y dΓ
]
.
As n goes to +∞,
l∗v =
1
m
∫
∂Ω
q∗2 ndΓ, ω∗v = −J−1
∫
∂Ω
q∗2 n× y dΓ. (3.18)
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qn2 = 0 in Ω,
∇qn2 · n =
(
un − ∇qn1
) · n− lnv · n− (ωnv × y) · n on ∂Ω. (3.19)
As n goes to +∞, one gets
{
q∗2 = 0 in Ω,
∇q∗2 · n = −l∗v · n−
(
ω∗v × y
) · n on ∂Ω. (3.20)
Let u˜∗ = curl[ 12 l∗v × yϕR(y)+ 12ω∗v |y|2ϕR(y)] ∈ L2(Ω), then{
q∗2 = div u˜∗ in Ω,
∇q∗2 · n = u˜∗ · n on ∂Ω.
Hence, by virtue of Lemma 3.2, q∗2 ∈ D1,2(Ω). Taking q∗2 itself as the test function of
Eq. (3.20) and combining (3.18), one gets that
∫
Ω
∣∣∇q∗2 ∣∣2 dy + 1m
∣∣∣∣
∫
∂Ω
q∗2 ndΓ
∣∣∣∣
2
+
(
J−1
∫
∂Ω
q∗2 n× y dΓ
)
·
∫
∂Ω
q∗2 n× y dΓ = 0.
Hence
∇q∗2 = l∗v = ω∗v = [0,0,0]T .
It’s a contradiction to the fact that |V ∗v | + |ω∗v | = 1! Therefore,
‖∇q2‖Lp(Ω)  C‖u‖Lp(R3), |lv| + |ωv| C‖u‖Lp(R3).
Consequently,
‖v‖Lp(R3)  C‖u‖Lp(R3), ‖w‖Lp(R3)  C‖u‖Lp(R3).
As C∞0 (R3) is dense in Lp(R3), one can construct a decomposition of arbitrary u ∈ Lp(R3)
by taking an approximate sequence {um} ⊆ C∞0 (R3).
At last, we show that the decomposition is unique. If u ∈ Lp(R3) has two decompositions,
i.e.,
u = v + ∇q1 +w = v˜ + ∇q˜1 + w˜ ∈ Hp1 +Gp1 +Gp2 .
Concretely,
u =
{
v + ∇q1 + ∇q2 = v˜ + ∇q˜1 + ∇q˜2 in Ω,
lv +ωv × y + ∇q1 + φ = l˜v + ω˜v × y + ∇q˜1 + φ˜ in O.
By the uniqueness of the Helmholtz–Weyl decomposition, ∇q1 = ∇q˜1.
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lv = 1
m
[ ∫
∂Ω
q2ndΓ +
∫
O
(u− ∇q1) dy
]
,
and
ωv = −J−1
[ ∫
∂Ω
q2n× y dΓ +
∫
O
(u− ∇q1)× y dy
]
.
The same equalities hold for q˜2, l˜v and ω˜v instead of q2, lv and ωv .
Let q = q2 − q˜2 ∈ D1,p(Ω), then q is the solution of the following system,⎧⎪⎨
⎪⎩
q = 0 in Ω,
∇q · n+ 1
m
∫
∂Ω
q ndΓ · n− J−1
( ∫
∂Ω
q n× y dΓ
)
× y · n = 0 on ∂Ω.
By taking q itself as a test function, the system has been proved to have the only trivial solution,
i.e., ∇q ≡ 0. Then
∇q2 = ∇q˜2 in Ω, and lv = V˜v, ωv = ω˜v.
The decomposition is unique. It completes the proof of Theorem 2.2. 
4. Proof of Theorem 2.5
Proof of Theorem 2.5. Choose some θ0 such that 0 < θ0 < π2 . Let Σ0 = {λ ∈ C: |argλ| θ0,|λ| = 0}. In order to prove that −A 6
5 ∩p is the infinitesimal generator of an analytic semigroup
{e−tA 65 ∩p } of operators on H
6
5
1 ∩Hp1 , it suffices to show that Σ0 ⊆ ρ(A 65 ∩p), and for any λ ∈ Σ0
and f ∈ H
6
5
1 ∩Hp1 , there exists some constant C = C(Σ0,p,Ω) such that∥∥(λI −A 6
5 ∩p)
−1f
∥∥
L
6
5 (R3)∩Lp(R3)  C|λ|
−1‖f ‖
L
6
5 (R3)∩Lp(R3).
It follows from Theorem 1.2 (or the fact that −A2 is negative), that Σ0 ⊆ ρ(A2). Thus, for
every λ ∈ Σ0 and every f ∈ H 21 , there exists a function u ∈ D(A2), such that
(λI −A2)u = f. (4.21)
Suppose f ∈ H
6
5
1 ∩Hp1 , we shall prove that the solution u ∈ D(A 65 ∩p), and
‖u‖
L
6
5 (R3)
+ ‖u‖Lp(R3)  C(Σ0,p,Ω)|λ|−1
[‖f ‖
L
6
5 (R3)
+ ‖f ‖Lp(R3)
]
,
with some constant C(Σ0,p,Ω) independent of f .
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〈λu−A2u,u〉 = 〈f,u〉. (4.22)
For the term 〈A2u,u〉,
〈A2u,u〉 =
∫
Ω
(−νu) · udy +
∫
O
2ν
m
∫
∂O
D(u)ndΓ · udy
+
∫
O
[(
2νJ−1
∫
∂O
y ×D(u)ndΓ
)
× y
]
· udy
=
∫
Ω
−2ν div(D(u)) · udy + 2ν
m
∫
∂O
D(u)ndΓ · (mVu)
+
(
2νJ−1
∫
∂O
y ×D(u)ndΓ
)
·
∫
O
y × (ωu × y)dy
= 2ν
∫
Ω
∣∣D(u)∣∣2 dy − 2ν ∫
∂O
D(u)u · ndΓ + 2ν
∫
∂O
D(u)ndΓ · Vu
+ 2ν
∫
∂O
y ×D(u)ndΓ · J−1
∫
O
y × (ωu × y)dy
where the second equality is the result of
∫
O
y dy = 0, and the third equality is due to the fact
that J−1 is a symmetric matrix.
Since
∫
O
y × (ωu × y)dy =
∫
O
ωu|y|2 − y(y ·ωu)dy = Jωu,
and D(u) is symmetric, then
〈A2u,u〉 = 2ν
∫
Ω
∣∣D(u)∣∣2 dy − 2ν ∫
∂O
D(u)u · ndΓ
+ 2ν
∫
∂O
D(u)ndΓ · Vu + 2ν
∫
∂O
y ×D(u)ndΓ ·ωu
= 2ν
∫
Ω
∣∣D(u)∣∣2 dy − 2ν ∫
∂O
D(u)u · ndΓ
+ 2ν
∫
D(u)ndΓ · Vu + 2ν
∫
D(u)n · (ωu × y)dΓ
∂O ∂O
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∫
R3
∣∣D(u)∣∣2 dy
= ν
∫
R3
|∇u|2 dy,
where the last equality is given by the fact divu = 0 in R3.
Hence, (4.22) tells that
Reλ‖u‖2
L2(R3) − ν‖∇u‖2L2(R3) = Re〈f,u〉, (4.23)
Imλ‖u‖2
L2(R3) = Im〈f,u〉. (4.24)
If Reλ 0,
∣∣Reλ‖u‖L2(R3)∣∣ ∣∣Re〈f,u〉∣∣. (4.25)
(4.24) and (4.25) give that
|λ| · ‖u‖2
L2(R3) 
∣∣〈f,u〉∣∣ ‖f ‖L2(R3)‖u‖L2(R3),
which implies that
‖u‖L2(R3)  |λ|−1‖f ‖L2(R3). (4.26)
On the other hand,
ν‖∇u‖2
L2(R3) −Re〈f,u〉 ‖f ‖L 65 (R3) · ‖u‖L6(R3)  C‖f ‖L 65 (R3) · ‖∇u‖L2(R3),
which implies that
‖∇u‖L2(R3)  C‖f ‖L2(R3). (4.27)
While for the case that Reλ > 0, Reλ cot θ0 · |Imλ|. From (4.24), one gets that
‖u‖2
L2(R3) 
1
|Imλ| ‖f ‖L2(R3)‖u‖L2(R3) 
C
|λ| ‖f ‖L2(R3)‖u‖L2(R3),
which implies that
‖u‖L2(R3)  C|λ|−1‖f ‖L2(R3). (4.28)
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ν‖∇u‖2
L2(R3) = Reλ‖u‖2L2(R3) − Re〈f,u〉
 C|Imλ|‖u‖2
L2(R3) − Re〈f,u〉
= C∣∣Im〈f,u〉∣∣− Re〈f,u〉
 C‖f ‖
L
6
5 (R3)
· ‖u‖L6(R3)
 C‖f ‖
L
6
5 (R3)
· ‖∇u‖L2(R3),
which implies that
‖∇u‖L2(R3)  C‖f ‖
L
6
5 (R3)
. (4.29)
Hence, for both cases one has
‖u‖L2(R3)  C|λ|−1‖f ‖L2(R3), (4.30)
and
‖u‖L6(R3)  C‖∇u‖L2(R3)  C‖f ‖
L
6
5 (R3)
. (4.31)
Furthermore,
|Vu| = 1
m
∣∣∣∣
∫
O
udy
∣∣∣∣ C‖u‖L2(O)  C|λ|−1‖f ‖L2(R3), (4.32)
|ωu| =
∣∣∣∣J−1
∫
O
u× y dy
∣∣∣∣ C‖u‖L2(O)  C|λ|−1‖f ‖L 65 (R3). (4.33)
And
|Vu| C‖u‖L6(O)  C‖f ‖
L
6
5 (R3)
, (4.34)
|ωu| C‖u‖L6(O)  C‖f ‖
L
6
5 (R3)
. (4.35)
As the relationship between u and f in (4.21), it was shown in [22] that there exists some
p ∈ D′ such that (u,p) satisfies the Stokes type system:
⎧⎨
⎩
λu+ νu+ ∇p = f in Ω,
divu = 0 in Ω,
u(y) = V +ω × y on ∂Ω.u u
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ψ(x) =
{1 if |x| 1,
0 if |x| 2.
Set ψR(y) = ψ(|y|/R), with R large enough such that O ⊆ BR/2(0). Let
u˜ = curl
[
1
2
Vu × yψR(y)
]
− curl
[
1
2
ωu|y|2ψR(y)
]
,
and w = u− u˜. It’s easy to verify that
⎧⎨
⎩
λw + νw + ∇p = f − λu˜− νu˜ in Ω,
divw = 0 in Ω,
w(y) = 0 on ∂Ω.
(4.36)
According to Proposition 2.7, one has
|λ|‖w‖
L
6
5 (Ω)
 C(Ω)
[‖f ‖
L
6
5 (Ω)
+ |λ| · (|Vu| + |ωu|)+ |Vu| + |ωu|],
and
|λ|‖w‖Lp(Ω)  C(p,Ω)
[‖f ‖Lp(Ω) + |λ| · (|Vu| + |ωu|)+ |Vu| + |ωu|].
By the estimates (4.32), (4.33), (4.34) and (4.35),
|λ|‖w‖
L
6
5 (Ω)
+ |λ|‖w‖Lp(Ω)  C
[‖f ‖
L
6
5 (Ω)
+ ‖f ‖Lp(Ω) + ‖f ‖L2(R3) + ‖f ‖
L
6
5 (R3)
]
 C(Σ0,p,Ω)
[‖f ‖
L
6
5 (R3)
+ ‖f ‖Lp(R3)
]
.
Consequently,
|λ|‖u‖
L
6
5 (R3)
+ |λ|‖u‖Lp(R3)  |λ||Vu| + |λ||ωu| + |λ|‖w‖
L
6
5 (Ω)
+ |λ|‖w‖Lp(Ω)
 C(Σ0,p,Ω)
[‖f ‖
L
6
5 (R3)
+ ‖f ‖Lp(R3)
]
. (4.37)
It follows that −A 6
5 ∩p is the infinitesimal generator of an analytic semigroup {e
−tA 6
5 ∩p } of oper-
ators on H
6
5
1 ∩Hp1 , which completes the proof of Theorem 2.5. 
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In this section, O is the unit ball in R3. The main difference between the proof of Theorem 2.5
and that of Theorem 2.9 is the choice of the function u˜.
Proof of Theorem 2.9. As before, let θ0, Σ0 be the same as in the proof of Theorem 2.5. For
any λ ∈ Σ0 and any f ∈ H 21 , since Σ0 ⊆ ρ(A2), there exists some function u ∈ D(A2), such that
(λI −A2)u = f, (5.38)
and
‖u‖L2(R3)  C(Σ0,Ω)|λ|−1‖f ‖L2(R3).
Suppose that f ∈ H 21 ∩Hp1 , we shall prove that u ∈ D(A2∩p), and
‖u‖L2(R3) + ‖u‖Lp(R3)  C(Σ0,p,Ω)|λ|−1
[‖f ‖L2(R3) + ‖f ‖Lp(R3)]. (5.39)
Suppose that u = Vu +ωu × y in O . Consequently,
|Vu| C‖u‖L2(O)  C|λ|−1‖f ‖L2(R3), (5.40)
|ωu| C‖u‖L2(O)  C|λ|−1‖f ‖L2(R3). (5.41)
In fact, (5.38) implies that
Reλ‖u‖2
L2(R3) − ν‖∇u‖2L2(R3) = Re〈f,u〉,
Imλ‖u‖2
L2(R3) = Im〈f,u〉.
If Reλ 0, then by the Hölder’s and Sobolev’s inequalities,
ν‖∇u‖2
L2(R3) 
∣∣Re〈f,u〉∣∣ C‖f ‖L2(R3) · ‖u‖L2(R3)  C|λ|−1‖f ‖2L2(R3).
Similarly, for Reλ > 0, one has
ν‖∇u‖2
L2(R3) = Reλ‖u‖2L2(R3) − Re〈f,u〉
 C|Imλ|‖u‖2
L2(R3) − Re〈f,u〉
= C∣∣Im〈f,u〉∣∣− Re〈f,u〉
 C‖f ‖L2(R3) · ‖u‖L2(R3)
 C|λ|−1‖f ‖2
L2(R3),
where we used the fact that for every λ ∈ Σ0, Reλ C(Σ0)|Imλ|.
Hence, for both cases one has ‖∇u‖L2(R3)  C|λ|−
1
2 ‖f ‖L2(R3).
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‖u‖L6(R3)  C‖∇u‖L2(R3)  C|λ|−
1
2 ‖f ‖L2(R3), (5.42)
and it follows that
|Vu| C‖u‖L6(O)  C|λ|−
1
2 ‖f ‖L2(R3), (5.43)
|ωu| C‖u‖L6(O)  C|λ|−
1
2 ‖f ‖L2(R3). (5.44)
Then we consider two separate cases: |λ| < 12 and |λ| 12 . When |λ| < 12 , set
u˜(y) = curl
[
1
2
Vu × yψμ1(y)
]
+ curl[ωu|y|−1ψμ2(y)],
with some constants μ1,μ2 > 1 to be determined and ψR being defined in the proof of Theo-
rem 2.5.
Let w = u− u˜, then w satisfies the following problem,
⎧⎨
⎩
λw + νw + ∇p = f − λu˜− νu˜ in Ω,
divw = 0 in Ω,
w(y) = 0 on ∂Ω.
It follows from Proposition 2.7 and the estimates (5.43), (5.44), that
|λ|‖w‖Lp(Ω)  C
[‖f ‖Lp(Ω) + |λ|‖u˜‖Lp(Ω) + ‖u˜‖Lp(Ω)]
 C‖f ‖Lp(Ω) +C
[|λ| 12 μ 3p1 + |λ| 12 μ 3p2 + |λ| 12 μ−1+ 3p2 ] · ‖f ‖L2(R3)
+C[|λ|− 12 μ−2+ 3p1 + |λ|− 12 μ−1+ 3p2 + |λ|− 12 μ−3+ 3p2 ] · ‖f ‖L2(R3). (5.45)
Setting μ1 = |λ|− 12 , and μ2 = |λ|−1, then one gets
|λ|‖w‖Lp(Ω)  C‖f ‖Lp(Ω) +C
[|λ| 12 − 32p + |λ| 12 − 3p ]‖f ‖L2(R3).
Since p  6 and |λ| 12 , combining the estimates (5.40), (5.41) and (5.45), one gets
|λ|‖u‖Lp(R3)  |λ|‖w‖Lp(Ω) + |λ|‖u˜‖Lp(Ω) +C|λ|
[|Vu| + |ωu|]
 C
[‖f ‖L2(R3) + ‖f ‖Lp(R3)]. (5.46)
On the other hand, when |λ| 12 , let
u˜ = curl
[
1
Vu × yψ1(y)
]
− curl
[
1
ωu|y|2ψ1(y)
]
,2 2
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|λ|‖w‖Lp(Ω)  C
[‖f ‖Lp(Ω) + |λ| · (|Vu| + |ωu|)+ |Vu| + |ωu|]
 C
[‖f ‖Lp(R3) + ‖f ‖L2(R3)]. (5.47)
From the estimates (5.40), (5.41) and (5.47), one can conclude that
|λ|‖u‖Lp(R3)  |λ|
[‖w‖Lp(Ω) + ‖v‖Lp(Ω)]+C|λ|[|Vu| + |ωu|]
 C
[‖f ‖Lp(R3) + ‖f ‖L2(R3)]. (5.48)
Therefore, (5.39) holds, which completes the proof. 
Remark 5.1. In the case of two-dimensional motion, we just need to take the function u˜(y) as
∇⊥[Vu · y⊥ψ|λ|−1/2(y)−ωu ln |y| ·ψ|λ|−1(y)].
6. Lq–Lr estimates
In this section, we give some Lq–Lr estimates associated with the semigroup {e−tA 65 ∩p },
which will be the key estimates for the proof of local well-posedness. In Section 6 and Section 7,
for simplicity we will write A instead of A 6
5 ∩p .
Proposition 6.1. Assume that 2 p < ∞, and q satisfies that
⎧⎨
⎩
q ∈ [p,∞] if 2 p < 3,
q ∈ [p,∞) if p = 3,
q ∈ [p,∞] if p > 3.
Then there exist some positive constants C1(Ω,p) and C2(Ω,p,q) such that, for any u0 ∈
H
6
5
1 ∩Hp1 and t > 0,
∥∥∇e−tAu0∥∥
L
6
5 (R3)∩Lp(R3)  C1(Ω,p)
(
1 + t− 12 )‖u0‖
L
6
5 (R3)∩Lp(R3), (6.49)
and
∥∥e−tAu0∥∥Lq(R3)  C2(Ω,p,q)(1 + t− 32 ( 1p − 1q ))‖u0‖L 65 (R3)∩Lp(R3). (6.50)
Proof of Proposition 6.1. First, for any u ∈ D(A), we derive an estimate of ‖∇u‖
L
6
5 (R3)∩Lp(R3)
in terms of ‖u‖
L
6
5 (R3)∩Lp(R3) and ‖Au‖L 65 (R3)∩Lp(R3). Suppose that
−u−Au = f,
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u(y) = Vu +ωu × y, in O.
As in Section 4, there exists some p ∈ D′ such that (u,p) satisfies the following system,
⎧⎨
⎩
−u+ νu+ ∇p = f in Ω,
divu = 0 in Ω,
u(y) = Vu +ωu × y on ∂Ω.
Following the proof of Theorem 2.5, we choose some R large enough such that O ⊆ BR
2
(0).
Let
u˜ = curl
[
1
2
Vu × yψR(y)
]
− curl
[
1
2
ωu|y|2ψR(y)
]
,
and w = u− u˜. Then w is the solution to the problem
⎧⎨
⎩
−w + νw + ∇p = f + u˜− νu˜ in Ω,
divw = 0 in Ω,
w(y) = 0 on ∂Ω.
By virtue of Proposition 2.7, one has
‖w‖
W
2, 65 (Ω)∩W 2,p(Ω)  C
[‖f ‖
L
6
5 (Ω)∩Lp(Ω) + ‖u˜‖W 2, 65 (Ω)∩W 2,p(Ω) + ‖w‖L 65 (Ω)∩Lp(Ω)
]
 C
[‖f ‖
L
6
5 (Ω)∩Lp(Ω) + |Vu| + |ωu| + ‖u‖L 65 (Ω)∩Lp(Ω)
]
 C
[‖f ‖
L
6
5 (R3)∩Lp(R3) + ‖u‖L 65 (R3)∩Lp(R3)
]
 C‖f ‖
L
6
5 (R3)∩Lp(R3),
where the last inequality comes from Theorem 2.5 by letting λ = −1.
Then
‖u‖
W
2, 65 (Ω)∩W 2,p(Ω)  ‖w‖W 2, 65 (Ω)∩W 2,p(Ω) + ‖u˜‖W 2, 65 (Ω)∩W 2,p(Ω)
 C
[‖f ‖
L
6
5 (R3)∩Lp(R3) + |Vu| + |ωu|
]
 C
[‖f ‖
L
6
5 (R3)∩Lp(R3) + ‖u‖L 65 (R3)∩Lp(R3)
]
 C‖f ‖
L
6
5 (R3)∩Lp(R3).
By the interpolation inequality,
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L
6
5 (Ω)∩Lp(Ω)  C‖u‖
1
2
L
6
5 (Ω)∩Lp(Ω)
· ‖u‖
1
2
W
2, 65 (Ω)∩W 2,p(Ω)
 C‖u‖
1
2
L
6
5 (Ω)∩Lp(Ω)
· ‖f ‖
1
2
L
6
5 (R3)∩Lp(R3)
 C‖u‖
1
2
L
6
5 (Ω)∩Lp(Ω)
· [‖u‖
L
6
5 (R3)∩Lp(R3) + ‖Au‖L 65 (R3)∩Lp(R3)
] 1
2 .
Consequently,
‖∇u‖
L
6
5 (R3)∩Lp(R3)
 ‖∇u‖
L
6
5 (Ω)∩Lp(Ω) + ‖∇u‖L 65 (O)∩Lp(O)
 ‖∇u‖
L
6
5 (Ω)∩Lp(Ω) +C|ωu|
 C‖u‖
1
2
L
6
5 (R3)∩Lp(R3)
· [‖u‖
L
6
5 (R3)∩Lp(R3) + ‖Au‖L 65 (R3)∩Lp(R3)
] 1
2 +C‖u‖
L
6
5 (R3)∩Lp(R3)
 C‖u‖
1
2
L
6
5 (R3)∩Lp(R3)
‖Au‖
1
2
L
6
5 (R3)∩Lp(R3)
+C‖u‖
L
6
5 (R3)∩Lp(R3). (6.51)
For any u0 ∈ H
6
5
1 ∩Hp1 , applying (6.51) to e−tAu0 yields
∥∥∇e−tAu0∥∥
L
6
5 (R3)∩Lp(R3)  C
∥∥e−tAu0∥∥ 12
L
6
5 (R3)∩Lp(R3)
∥∥Ae−tAu0∥∥ 12
L
6
5 (R3)∩Lp(R3)
+C∥∥e−tAu0∥∥
L
6
5 (R3)∩Lp(R3).
Note that
∥∥e−tAu0∥∥
L
6
5 (R3)∩Lp(R3) M1‖u0‖L 65 (R3)∩Lp(R3),
and
∥∥Ae−tAu0∥∥
L
6
5 (R3)∩Lp(R3) 
M1
t
‖u0‖
L
6
5 (R3)∩Lp(R3).
Hence,
∥∥∇e−tAu0∥∥
L
6
5 (R3)∩Lp(R3)  C1(p,Ω)(1 + t
− 12 )‖u0‖
L
6
5 (R3)∩Lp(R3). (6.52)
Let u(t) = e−tAu0, and u(t) = lu(t) + ωu(t) × y in O . When 2  p < 3, and q ∈ [p,∞],
using the Sobolev embedding inequality, one gets that
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Lq(R3) 
∥∥u(t)∥∥
Lq(Ω)
+ ∥∥u(t)∥∥
Lq(O)
 C
∥∥u(t)∥∥θ
Lp(Ω)
· ∥∥u(t)∥∥1−θ
W 2,p(Ω) +C
[∣∣lu(t)∣∣+ ∣∣ωu(t)∣∣]
 C
∥∥u(t)∥∥θ
Lp(Ω)
· [∥∥u(t)∥∥
Lp(Ω)
+ ∥∥Au(t)∥∥
Lp(Ω)
]1−θ +C∥∥u(t)∥∥
Lp(O)
 C
∥∥u(t)∥∥θ
Lp(R3) ·
[∥∥u(t)∥∥
Lp(R3) +
∥∥Au(t)∥∥
Lp(R3)
]1−θ +C∥∥u(t)∥∥
Lp(R3)
 CM1‖u0‖θ
L
6
5 (R3)∩Lp(R3)
· [‖u0‖
L
6
5 (R3)∩Lp(R3) + t
−1‖u0‖
L
6
5 (R3)∩Lp(R3)
]1−θ
+CM1‖u0‖
L
6
5 (R3)∩Lp(R3)
 C(p,q,Ω)
[
1 + t− 32 ( 1p − 1q )]‖u0‖
L
6
5 (R3)∩Lp(R3),
where θ satisfies 1
q
= θ
p
+ ( 1
p
− 23 )(1 − θ).
When p = 3, q ∈ [p,∞), or p > 3, q ∈ [p,∞], using the Sobolev embedding inequality, one
has
∥∥u(t)∥∥
Lq(R3)  C
∥∥u(t)∥∥θ
Lp(R3) ·
∥∥∇u(t)∥∥1−θ
Lp(R3)
 C(p,q,Ω)
(
1 + t− 32 ( 1p − 1q ))‖u0‖
L
6
5 (R3)∩Lp(R3),
where θ satisfies 1
q
= θ
p
+ ( 1
p
− 13 )(1 − θ).
Therefore, we completed the proof of Proposition 6.1. 
Remark 6.2. Comparing to the estimates of classical Stokes semigroup in [14], here we are
not able to get the corresponding decay estimates of ∇e−tAu0. In Section 6 we will see that
Proposition 6.1 is the key estimate to guarantee the local existence of a strong solution. However,
without decay estimates of ∇e−tAu0, we cannot get any global strong solution even when the
initial data is small.
Remark 6.3. When O is a ball in R3, applying Theorem 2.9 instead of Theorem 2.5, we can
prove the corresponding result for the case e−tA2∩p , p  6.
7. Local existence of strong solutions
In this section, assume that O is the unit ball in R3. We shall study the local existence of
strong solutions to the system (1.2).
The proof of Theorem 2.12 is in spirit similar to those given in [16]. In fact, it was proved
in [22], the system (1.2) can be rewritten in the abstract form
∂tv +Av + P(v · ∇v)− P(lv · ∇v) = 0,
with the initial data
v(y,0) = v0(y) =
{
a(y), y ∈ Ω,
b + c × y, y ∈ O.
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v = lv +ωv × y in O .
The above equation can be converted into the integral equation
v(y, t) = e−tAv0 −
t∫
0
e−(t−s)A
[
P(v̂ · ∇v)− P(l̂v · ∇v)
]
(s) ds,
where fˆ denotes the restriction of f on the domain Ω , i.e.,
fˆ (y) =
{
f (y), y ∈ Ω,
0, y ∈ O.
Suppose that ‖v0‖
L
6
5 (R3)∩Lp(R3) = K , and set
XT0 =
⎧⎨
⎩u(y, t)
∣∣∣∣∣∣
divu = 0 in R3, D(u) = 0 in O, ‖u‖
L∞(0,T0;L
6
5 (R3)∩Lp(R3)) NK,
and ‖t 12 ∇u‖
L∞(0,T0;L
6
5 (R3)∩Lp(R3)) NK
⎫⎬
⎭
where N  4 max{M1,C1} and T0 is to be determined later. Let
‖u‖XT0 = max
{∥∥u(t)∥∥
L∞(0,T0;L
6
5 (R3)∩Lp(R3)),
∥∥t 12 ∇u(t)∥∥
L∞(0,T0;L
6
5 (R3)∩Lp(R3))
}
.
For any u ∈ XT0 , and u = lu +ωu × y in O , define the map L,
Lu = e−tAv0 −
t∫
0
e−(t−s)A
[
P(û · ∇u)− P(l̂u · ∇u)
]
(s) ds.
We will show that, for proper T0, L maps XT0 int XT0 and L is a contraction mapping.
Lu can be estimated as the sum of three parts. Thanks to the estimates (2.7) and (6.49),
∥∥e−tAv0∥∥
L
6
5 (R3)∩Lp(R3) M1K,
and
∥∥∇e−tAv0∥∥
L
6
5 (R3)∩Lp(R3)  C1
(
1 + t− 12 )K.
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6
5 (R3) ∩ Lp(R3) to H
6
5
1 ∩ Hp1 , then it follows from the
definition of XT0 and Sobolev’s inequality that
∥∥∥∥∥
t∫
0
e−(t−s)AP(û · ∇u)(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
M1
∥∥P(û · ∇u)(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CM1
∥∥u(s)∥∥
L∞(R3) ·
∥∥∇u(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CM1s
− 32p (NK)2s−
1
2 ds
 2p
p − 3CM1(NK)
2t
1
2 − 32p
= C3(NK)2t
1
2 − 32p ,
where C3 = C3(p,Ω) depends only on p and Ω .
∥∥∥∥∥∇
t∫
0
e−(t−s)AP(û · ∇u)(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
∥∥∇e−(t−s)AP(û · ∇u)(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CC1
[
1 + (t − s)− 12 ]∥∥(u · ∇u)(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
C
[
1 + (t − s)− 12 ]∥∥u(s)∥∥
L∞(R3) ·
∥∥∇u(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
C
[
1 + (t − s)− 12 ]s− 12 s− 32p (NK)2 ds
 C4(p,Ω)(NK)2
[
t
1
2 − 32p + t− 32p ].
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∥∥∥∥∥
t∫
0
e−(t−s)AP(l̂u · ∇u)(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
CM1
∣∣lu(s)∣∣ · ∥∥∇u(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CM1
∥∥u(s)∥∥
L∞(R3) ·
∥∥∇u(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CM1s
− 32p (NK)2s−
1
2 ds
 2p
p − 3CM1(NK)
2t
1
2 − 32p
= C5(p,Ω)(NK)2t
1
2 − 32p ,∥∥∥∥∥∇
t∫
0
e−(t−s)AP(l̂u · ∇u)(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
∥∥∇e−(t−s)AP(l̂u · ∇u)(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CC1
[
1 + (t − s)− 12 ]∥∥(lu · ∇u)(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
C
[
1 + (t − s)− 12 ]∥∥u(s)∥∥
L∞(R3) ·
∥∥∇u(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
C
[
1 + (t − s)− 12 ]s− 12 s− 32p (NK)2 ds
 C6(p,Ω)(NK)2
[
t
− 32p + t 12 − 32p ].
Hence
∥∥Lu(t)∥∥
L
6
5 (R3)∩Lp(R3) M1K + (C3 +C5)(NK)
2t
1
2 − 32p ,
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∥∥t 12 ∇Lu(t)∥∥
L
6
5 (R3)∩Lp(R3)  C1
(
1 + t 12 )K + (C4 +C6)(NK)2[t1− 32p + t 12 − 32p ].
If T0 is chosen to be sufficiently small such that
T0  T1 = min
{[
(C3 +C5)NK
]− 2p
p−3 ,
[
(C4 +C6)NK
]− 2p
p−3 ,1
}
,
then L maps XT0 to XT0 .
Furthermore, for any u, u˜ ∈ XT0 ,
Lu− Lu˜ = −
t∫
0
e−(t−s)A
[
P(û · ∇u)− P(l̂u · ∇u)
]
(s) ds
+
t∫
0
e−(t−s)A
[
P(̂˜u · ∇u˜)− P(l̂u˜ · ∇u˜)
]
(s) ds
=
t∫
0
e−(t−s)AP
[
̂(u˜− u · ∇)u˜](s) ds +
t∫
0
e−(t−s)AP
[
̂(u · ∇)(u˜− u)](s) ds
+
t∫
0
e−(t−s)AP
[
̂(lu − lu˜ · ∇)u
]
(s) ds +
t∫
0
e−(t−s)AP
[
̂(lu˜ · ∇)(u− u˜)
]
(s) ds.
For each term on the right-hand side, the following estimates hold.
∥∥∥∥∥
t∫
0
e−(t−s)AP
[
̂(u˜− u · ∇)u˜](s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
CM1
∥∥u˜(s)− u(s)∥∥
L∞(R3) ·
∥∥∇u˜(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CM1s
− 12 (NK)s−
3
2p ds · ‖u− u˜‖XT0
 C7(p,Ω)(NK)t
1
2 − 32p ‖u− u˜‖XT0 .
Similarly,
∥∥∥∥∥
t∫
e−(t−s)AP
[
̂u · ∇(u˜− u)](s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C8(p,Ω)(NK)t
1
2 − 32p ‖u− u˜‖XT0 .0
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|lu − lu˜| =
∣∣∣∣ 1m
∫
O
(u− u˜) dy
∣∣∣∣ C‖u− u˜‖L∞(R3),
then
∥∥∥∥∥
t∫
0
e−(t−s)AP
[
̂(lu − lu˜ · ∇)u
]
(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C9(p,Ω)(NK)t
1
2 − 32p ‖u− u˜‖XT0 ,
and
∥∥∥∥∥
t∫
0
e−(t−s)AP
[
̂(lu˜ · ∇)(u− u˜)
]
(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C10(p,Ω)(NK)t
1
2 − 32p ‖u− u˜‖XT0 .
Hence, for every t ∈ [0, T0],
∥∥Lu(t)− Lu˜(t)∥∥
L
6
5 (R3)∩Lp(R3)  (C7 +C8 +C9 +C10)NKt
1
2 − 32p ‖u− u˜‖XT0 .
Furthermore,
∥∥∥∥∥∇
t∫
0
e−(t−s)AP
[
̂(u˜− u · ∇)u˜](s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)

t∫
0
CC1
[
1 + (t − s)− 12 ]∥∥u˜(s)− u(s)∥∥
L∞(R3) ·
∥∥∇u˜(s)∥∥
L
6
5 (R3)∩Lp(R3) ds

t∫
0
CC1
[
1 + (t − s)− 12 ]s− 12 (NK)s− 32p ds · ‖u− u˜‖XT0
 C11(p,Ω)(NK)
[
t
1
2 − 32p + t− 32p ]‖u− u˜‖XT0 .
Similarly,
∥∥∥∥∥∇
t∫
0
e−(t−s)AP
[
̂u · ∇(u˜− u)](s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C12(p,Ω)(NK)t−
3
2p ‖u− u˜‖XT0 ,
∥∥∥∥∥∇
t∫
0
e−(t−s)AP
[
̂(lu − lu˜ · ∇)u
]
(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C13(p,Ω)(NK)t−
3
2p ‖u− u˜‖XT0 ,
and
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t∫
0
e−(t−s)AP
[
̂(lu˜ · ∇)(u− u˜)
]
(s) ds
∥∥∥∥∥
L
6
5 (R3)∩Lp(R3)
 C14(p,Ω)(NK)
[
t
1
2 − 32p + t− 32p ]‖u− u˜‖XT0 .
Let T2 = min{[(C7 +C8 +C9 +C10)NK]−
2p
p−3 , [(C11 +C12 +C13 +C14)NK]−
2p
p−3 }. Com-
bining the above estimates, one can obtain that when T0  min{T1, T2}, L is a contraction
mapping on XT0 . Therefore, there exists a fixed point v ∈ XT0 of L, i.e., Lv = v. It is clear
that the fixed point v(y, t) ∈ XT0 is a strong solution to the system (1.2). The uniqueness of the
solution is implied in the contraction property of L.
Remark 7.1. Following almost the same proof of Theorem 2.12 and applying Theorem 2.9, we
can also get a local strong solution starting from H 21 ∩Hp1 , p  6.
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