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Introduction
Random difference equations have been studied in many contexts, particularly in modeling physical and economic systems subject to exogenous random perturbations. For the random models, one of the basic problems is the long-term behavior of solutions, in particular the existence and stability of stationary solutions of the systems. Theoretical study in this direction is still far from maturity. Many complex practical models described by nonlinear random difference equations have to be analyzed by numerical simulations (see [4, 6, 9] ). Generally, random difference equations are treated by studying invariant measures or stationary measures. Araújo [1] , Futia [8] and Zmarrou & Homburg [15] provided different conditions to guarantee the existence of invariant measures from different perspectives.
Kifer [11] further studied the connections of properties of invariant measures in the random case with those in the deterministic case.
Furthermore, the existence of stationary solutions for random difference equations is also studied, which implies the existence of invariant measures. Arnold [2] gave the stationary processes of hyperbolic affine random dynamical systems. Tong [13] studied the existence of stationary solutions for a special class of random difference equations where the Jacobian matrices in the linear parts are deterministic. For more general nonlinear random difference equations, Arnold & Boxler [3] provided a theorem that additive noise turns a hyperbolic fixed point into a stationary solution. However, the conditions of the theorem are related to Lyapunov exponents and random norms, which make it difficult to apply directly theorem to practical models. Therefore, we try to develop a new mathematical tool to build up a bridge between the theoretical study and practical applications.
In this paper we provide easy-to-use conditions that guarantee the existence, stability and convergence of stationary solutions. Firstly, we give weaker conditions to generate the stability of Lyapunov exponents under small random perturbations by using some ideas of [14] . In fact, Young [14] studied a more general case. However, some practical models (see [16] ) do not satisfy the conditions given by [14] . In order to deal with the special cases related to the practical models, we provide some weaker conditions than those given by [14] . Consistent with [14] , in this paper we also concentrate on two-dimensional random difference equations. Secondly, to our knowledge, for the first time we give the conditions to guarantee that the ratio of the random norm and the standard Euclidean norm has deterministic bounds, which plays a crucial role in obtaining the theorem and propositions of this paper. By using the relationship between the random norm and the standard Euclidean norm and some ideas of [7] , we find out a deterministic neighborhood in which the Lipschitz constant in the case of random norm is deterministic and sufficiently small. Based on these new results and the idea of [3] , we provide easy-to-use conditions that guarantee the existence of stationary solutions of nonlinear random difference equations. In addition, we further obtain that the stationary solutions are locally asymptotically stable and converge to the corresponding fixed points of the deterministic system as the noise intensity tends to zero both in the almost sure sense, which implies that the stationary measures also converge weakly to the Dirac measure supported on the corresponding deterministic fixed point as the intensity of noise tends to zero. These properties are significant for studies of practical models.
In order to obtain the above results, here we make two basic assumptions. On the one hand we assume that the perturbations are bounded. This assumption is motivated by some practical backgrounds, for example, dividends in financial markets vary randomly and in a bounded range. See also [15] for reasons of considering bounded noise. On the other hand we assume that the random map is C 2 not only with respect to state variables but also with respect to random perturbations. In fact, many practical models are all analytic with respect to all variables and parameters as well as random perturbations.
Araujo [1] and Zmarrou & Homburg [15] have the similar assumptions.
The rest of this paper is set out as follows. Section 2 introduces the preliminaries and the main theorem. Section 3 provides three lemmas. Section 4 proves the main theorem.
Section 5 presents several properties of stationary solutions. Section 6 gives a conclusion.
Random difference equation
Now consider nonlinear difference equation
where 
is a measure-preserving dynamical system ( [2, 5] ).
For convenience of expression, set
Furthermore, we assume
Define the linear cocycle with one-sided time over the dynamical system (Ω, F, ν Further, let E be a Borel subset of P
1
. The transition probabilities are defined by
In the following proof, we also need the definition and some properties of the random norm. First of all, we give the definition of the random norm. Here we use a definition similar to that in [3] . 
Assume that Lyapunov exponents {λ
This is because, for n = 0, 1, 2, · · ·
Further, define the random norm for the linear operator Φ (n, ω) by
Hence based on (2.5),
Note that the above random norms for vectors and matrices as well as κ all depend on the noise intensity .
The main result of this paper is to provide a theorem that guarantees the existence of stationary solutions to the nonlinear random difference equation (2.1) , i.e. the following Theorem 2.1. Its proof will be given in Section 4.
Theorem 2.1 For random difference equation (2.1), assume (i) The two eigenvalues of A(0) are both nonzero and less than one in modulus,
(ii) For any given u ∈ P 1 , the probability measure
Then for sufficiently small , there exists exactly one stationary solution in the neighborhood of the origin whose initial value ξ (ω) satisfies
where K > 0 is a constant independent of .
Remark 2.1 Conditions (i), (iii) and (iv) imply that the origin 0 is a stable fixed point of the deterministic difference equation
where
, if its corresponding deterministic difference equation 
Several lemmas
In order to prove Theorem 2.1, at first we provide several lemmas. Proof. According to Breiman [5] , the i.i.d. stochastic process {ε n } is stationary and ergodic. That is, every invariant set with respect to σ has probability zero or one. Hence
Lemma 3.1 Let Φ be a linear cocycle with one-sided time over the dynamical system
(Ω, F, ν Z , (σ n ) n∈N ) as defined in (2.3), where {ε n } is i.i.d.
. Assume that the generator
Thus based on the multiplicative ergodic theorem, the Lyapunov exponents {λ i } of Φ are deterministic, see for example [2] . In particular, for = 0, the deterministic Lyapunov exponents {λ /{θ, θ + π}) denote the space of Borel probability
Then a probability measure µ on S 1 /{θ, θ + π} is an invariant measure if and only if for
Invariant measures on compact space S 1 /{θ, θ + π} always exist and are absolutely continuous with respect to Lebesgue measure, because we assume that P (θ, ·) is absolutely continuous with respect to Lebesgue measure for any θ.
Following the similar argument as in [14] , the maximal Lypunov exponent λ 1 can be expressed by
where u is understood to be one of the unit vectors in the equivalent class u, µ is any invariant measure on P 1 and ν is the measure of ε n induced by the linear map t = t and the measure ν. Note that { ε n } is also i.i.d. since {ε n } is i.i.d.. Hence the measure ν is invariant. Thus in order to prove the lemma it is sufficient to prove that the invariant measure µ converges weakly to δ u 1 as → 0.
If we define a sequence of probability measures from any probability measure µ by
then any (weak) limit of this sequence is an invariant measure, reversely any invariant measure can be constructed in this way. See for example, [2] .
Thus to show the lemma, it suffices to show that there is a small neighborhood N of
Since A 0 is an invertible matrix, then (a Thus we can choose a positive constant δ * 
That is,
Further, since A(t ) is continuous with respect to t and A 0 is invertible, then ∃ 1 ∈ (0, 1], such that as < 1 , 
Note that A 0 (θ 1 ) = θ 1 . Therefore, supp ρ (θ 2 ± δ * 1 ) and supp ρ (θ 1 ) are disjoint from the δ * 1 -neighborhood of θ 2 as < 2 , respectively. If the two eigenvalues of A 0 are both negative or have different signs, the same result still holds following the similar argument.
Let µ be any Borel probability measure on S 
(θ) is the inverse mapping of A (t)(θ) with respect to θ for given t. In the case that < 2 , since supp ρ (θ 2 ± δ * 1 ) and supp ρ (θ 1 ) are disjoint from the δ * 1 -neighborhood of θ 2 and A (t)(θ) is strictly monotone with respect to θ for any given t, ) (θ) is continuous with respect to t and θ. Hence there exists 3 (0 < 3 < 2 ), such that as 0 < < 3 , for any
where the second inequality is based on (3.3).
Without loss of generality, we assume η 0 < ∞ and then η i is well defined for i ≥ 1. Hence based on (3.4) and (3.5),
Therefore,
where the last convergence is uniform with respect to ∈ (0, 3 ). That is to say that we have the equation (3.2) . Hence this lemma holds in the case that λ 
where B is a positive constant independent of .
Proof. At first, according to the definition of the random norm (2.4),
On the other hand, since the Lypunov exponents λ and a corresponding operator norm · a for matrices such that A 0 a < 1, see for example, [12] . Let 0 < α < β be such that
Moreover, based on the assumptions,
where M = log A(t ) a . In particular, for = 0, M 0 = log A 0 a < 0. Thus, for any . Therefore, for sufficiently small , combination of (3.7) with (3.8) gives
Note that in the following κ = 
where J is a positive constant independent of and ω as well as Y i , i = 1, 2. Take r ∈ (0, 1].
Hence for any
From Lemma 3.2, as < 4 , then
Therefore, for any Y i (ω) ≤ r, i = 1, 2, as < 4 , we have
Proof of Theorem 2.1
Proof. We first consider a special case and then provide the proof in a general case.
Step 1: If H ≡ 0, then (2.1) is an affine random difference equation. In this case, for sufficiently small , the variation of constants formula gives the solution with its initial value ξ (ω) :
The expression makes sense, for
where the last inequality holds because that 0 < 1 − e
Note that all ess sup h (ε i ) σ i ω , i ∈ Z are equal, we denote them by |h |.
Based on the assumptions that h(·) ∈ C 2
and h(0) = 0, ∃ 5 ∈ (0, 4 ] such that as
where C 0 is a positive constant independent of .
Furthermore,
On the other hand, according to the cocycle property,
Hence the stochastic process with initial value ξ (ω) is a stationary process. Namely,
Furthermore, we will show that the stationary solution is unique in the neighborhood of the origin. If ζ 1 , ζ 2 are both stationary solutions of (2.1), then ζ := ζ 1 − ζ 2 is also one stationary solution and satisfies ζ n+1 = A (ε n+1 )ζ n . However, based on Lemma 3.1 and Lemma 3.2, the linearized system ζ n+1 = A (ε n+1 )ζ n is hyperbolic. Hence ζ ≡ 0. That is, the stationary solution is unique.
Step 2: Consider now the full equation (2.1).
Just as [3] , we now define a similar space having similar properties. Let
Then L ∞ is a Banach space. Thus for r > 0 in Lemma 3.3,
is also complete. In the following we will prove the existence of a stationary solution using the Banach fixed point theorem. Hence we first define an operator and then test the conditions of the theorem.
(1) We now define a nonlinear operator T :
The definition makes sense since, according to Lemma 3.3 and (4.3),
Furthermore, the comparison of (4.1) with (4.4) shows that T Y is just the initial value of the unique stationary solution of the affine equation
> 0, such that as 0 < < 6 , Lr + BC 0 ≤ rΛ. Furthermore, based on (4.5) and (4.6), as 0 < < 7 := min{ 5 , 6 }, we have
From Lemma 3.3 and the property of the random norm (2.5), for any
Therefore, by the Banach fixed point theorem, (2.1) has a stationary solution whose initial value ξ (ω) satisfies ξ (ω) ≤ ξ (ω) ω ≤ |ξ | ≤ r for almost all ω (and is unique with this property).
Furthermore, for the stationary solution with initial value ξ (ω), based on Lemma 3.3
and (4.6),
Hence for almost all ω,
Moreover based on (4.3), for almost all ω,
. Then the proof of Theorem 2.1 is complete. That is, for any ε > 0,
Furthermore, due to the relation of norms, as
Given that the fixed point ξ (ω) is a pointwise limit of measurable functions, then it is measurable.
Note that the proof follows Lemma 7.3.4 in [2] . 
That is, the random fixed point converges almost surely to the deterministic fixed point as the noise intensity tends to zero.
Note that in general study of stochastic stability, only weak convergence can be derived. 
Since ζ 0 (ω) ω ≤ r, based on the above equation (5.1) and 1−e
We recursively obtain ζ n σ n ω ≤ r. Hence
On the other hand, ξ n is the stationary solution of model (2.1) with initial value ξ 0 (ω) = ξ (ω). That is,
Subtracting (5.2) from (5.1) yields the equation
satisfies the following equation:
For any ε > 0, without loss of generality, we assume ε < r ≤ 1. Take δ = e ε B
. Since B > 1, δ < 1. As ζ 0 − ξ 0 < δ < 1, for almost all ω and any n = 0, 1, 2, · · ·
Hence the stationary solution with the initial value ξ (ω) is locally stable with probability one. Furthermore, for almost all ω
Therefore, the stationary solution with the initial value ξ (ω) is locally exponentially stable with probability one.
Conclusion and future directions
In this paper we provide some new easy-to-use conditions that guarantee the existence and stability of nonlinear random difference equations with a view of application. First, we obtain the stability of Lyapunov exponents for a special case under weaker conditions, namely Lemma 3.1. Second, we derive a new relationship between the random norm and the standard norm, i.e., the ratio of the random norm and the standard norm has deterministic bounds, namely Lemma 3.2. However, in general theory of random dynamical systems, the bound of the ratio of the random norm and the standard norm is random depending on sample paths (see [2] ). This result plays a crucial role in obtaining a deterministic neighborhood in which the Lipschitz constant in the case of random norm is deterministic and sufficiently small, namely Lemma 3.3. But in the general theory of random dynamical systems, the neighborhood is random depending on sample paths (see [2, 7] ). Eventually, by integrating the lemmas we provide a theorem that guarantees the existence of stationary solutions under easy-to-use conditions, as stated in Theorem 2.1.
In addition, we also obtain several properties including measurability, local exponent stability with probability one and the relationship between the stationary solution and the corresponding deterministic fixed point. Under new conditions, the general result of local asymptotical stability in probability given by [2] is improved. Moreover, the result that the stationary solution converges to the deterministic fixed point with probability one as the noise intensity tends to zero also implies that the stationary measure converges to the Dirac measure supported on the deterministic fixed point with the noise intensity tending to zero.
That is, for nonlinear random difference equations, we not only establish the easy-touse conditions to guarantee the existence of stationary solutions but also study stability and relation of the stationary solution and its corresponding deterministic fixed point.
These properties are important for practical models. For example, in [10] the original random model is studied by using an approximate deterministic model which is given by setting the random dividend in the random model as a constant, its mean. With the theorem and propositions in this paper, it can be proved that there exists a unique stable stationary solution in a small neighborhood of the fixed point of the corresponding deterministic difference equation provided the perturbation intensity is sufficiently small (see [16] ). Thus from the dynamic point of view, the dynamic properties are very close for the random model and the corresponding deterministic model near the fixed point since random dividends in real markets are generally small. That is, the method they used in [10] is meaningful at least for the dynamics of the model near the fixed point.
Hence in some sense this paper builds up a bridge between some theoretical researches of mathematics and their applications to practical models.
In future research, firstly, it is possible to provide new easy-to-use conditions that guarantee the existence and stability stationary solutions of high dimensional nonlinear random difference equations with a view of application. Secondly, it is significant to generalize the i.i.d. noise to more general cases. Finally, it is also interesting to study various kinds of bifurcations based on the obtained results from a dynamical point of view.
