






















The calibration stage is one of the major development stages of AT (Automatic Trans-
mission) for automobiles. In the calibration stage, an expert engineer judges whether or
not the vehicle behavior during gear shifting is comfortable from the measured data to
tune the AT parameters. This stage generally requires a period of several months. This
research aims to reduce the burden on expert engineers and shorten the period of the
calibration stage by applying artificial intelligence (AI). Specifically, the purpose of the
research is to develop an AI that can be entrusted with the work of expert engineers to
judge the comfort of shifting.
In this research, we conducted three studies for this purpose. In the first study, we
proposed a framework CSQ-SDL for creating a shift quality classifier given a certain AT
model. CSQ-SDL uses a carefully designed deep neural network which will be learned
by using data measured from vehicles of the AT model to create a shift quality classifier.
As an experiment, we applied CSQ-SDL to evaluate the shift quality of AT lockup clutch
engagement. As a result, the classification match rate was 88.1±1.0%, and the area under
the curve of receiver operating characteristic curve, which is a performance evaluation index
for binary classification, reached a high value of 0.94. It became clear that the judgment
of an expert engineer can be predicted accurately.
Expert engineers can correctly determine the shift quality of various AT models. It would
be interesting as a practical aspect if the classifier created by CSQ-SDL can correctly judge,
similar to the engineers, the shift quality of other AT models that are not used for learning.
In order to answer this question, in the second study, we investigated the versatility of the
classifier created by CSQ-SDL for the given AT model A over other models. The other
models are the AT model B which has a similar hardware and the AT model C which
does not. It turned out that no significant deterioration is found in the case of B, and
obvious deterioration is found in the case of C. In the third study, we conducted another
experiment to measure the similarity of AT models A, B, and C using an autoencoder, and
showed that if there is enough data, it recognizes that B and A are similar, and C and A
are not similar.
From the above, if an AT model is specified, a shift quality classifier for it can be
created by CSQ-SDL, and if a different AT model is “similar” to the AT model used for
learning, the classifier can also be applied to the different AT model. These results suggest
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合，Nは自然数（正の整数）の集合を表す．n ∈ Nに対しRnは n次元のユークリッド空間
を示す．n ∈ Nおよびm ∈ Nに対しRn×mは n×m次元のユークリッド空間を示す．集合
Aが与えられたときに |A|でAの要素数を表す．
I ∈ N，J ∈ Nに対し，(a1, · · · , aI)を (ai)1≤i≤I，
a1,1 · · · a1,J... . . . ...
aI,1 · · · aI,J
 を (ai,j)1≤i≤I,1≤j≤J
と表記する．添字３つの場合も同様である．特に添字を意識しない場合には (ai)1≤i≤I や
(ai,j)1≤i≤I,1≤j≤J を太字 aで表記することがある．各成分が実数のとき (ai)1≤i≤I はベクト
ル，(ai,j)1≤i≤I,1≤j≤Jは行列と呼ぶことがある．ベクトル (ai)1≤i≤Iにおいて，その成分の数






































1https://www.aisin-aw.co.jp/ 最終アクセス 2021年 1月 12日
2https://global.toyota/jp/ir/library/annual/archives/, Annual Report 2008 最終アクセス 2021年 5月
14日



























































１つは TDNN（Time-Delay Neural Network）である．Waibelら [44]は 1989年，サンプ




4https://www.ai-gakkai.or.jp/whatsai/AIwhats.html 最終アクセス 2021年 5月 22日






























プリケーションの 1つである [10, 30, 21]．過去 10年間で，深層CNNやRNN（Recurrent
Neural Network，再帰型ニューラルネットワーク）などを活用し，音声データの認識性能
は向上している [12, 7]． また深層 CNNは人体を測定し得られた時系列データにも適用
されている．Yangら [47]は人の動作を分類する活動認識タスクに深層CNNを使用した．
彼らのデータセットは特別な服に装備されたセンサーから取得された．Zhengら [51, 52]





6http://image-net.org/challenges/LSVRC/ 最終アクセス 2021年 1月 8日





















ンジニアとよく一致し，性能評価用データ 316件の内の約 95%の出力誤差が 10%以下とな
ることが示された．

















8https://deepmind.com/research/case-studies/alphago-the-story-so-far 最終アクセス 2021年 5月 27日
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く説明する．この章を記述するために自動車およびATに関する教科書 [55, 61, 62, 63, 60]
を参考にした．
ここでトルクと回転数の単位について紹介する．トルクとは回転運動に作用する力のよ
うなものであり，SI（International System of Units，国際単位系）における単位，すなわ
ち SI単位はNmである．回転数（角速度）の SI単位は rad/sである．自動車業界では 1分
間に何回転したかを示す rpm（Revolutions Per Minute）を使うことが多い．回転数の変

















































表 2.1: 図 2.3の 6速ATの係合要素





















で計算される．ここで，µ∈ R+は摩擦係数，Z∈ Nは摩擦面の数，R∈ R+は摩擦材の有効




























































































































































和を計算する． この層の入力 (xi)1≤i≤I∈ RI と出力 (uo)1≤o≤O∈ ROは次の式を満たす：
























































モイド，ReL（Rectified Linear，正規化線形） [19, 29, 9]，PReL（Parametric ReL，パラ
メトリック正規化線形） [14]，ソフトマックス [3]関数がよく使われる．
シグモイド関数 f(u) = 1/(1 + e−u) は二値分類などの 0か 1を予測したい問題でよく採










u (u > 0)
au (otherwise).
ここで，u∈ Rは前の層の出力の成分，係数 a∈ Rは調整可能な重みである．ReL関数は






























き和を計算する．具体的には，以下の式に従って入力 (xt,i)1≤t≤T,1≤i≤I′ ∈ RT×I
′
から出力
(ut,o)1≤t≤T ′ ,1≤o≤O′∈ RT
′×O′ を計算する：








ここで，O′∈ Nは出力チャネルの数，s∈ Nはストライド，ℓ∈ Z+はパディングのサイズ，
K∈ Nはカーネルサイズ，T ′ = ⌊(T + 2ℓ− (K − 1)) /s⌋は出力ベクトルのサイズ，hk,i,o ∈ R





t ≤ 0および t > T における xt,iの値は 0とみなす．
図 3.3に I ′ = 1，T = 7，O′ = 1，K = 3の畳み込み層を示す．１つ目のカーネル h1,1,1
を実線，２つ目 h2,1,1を破線，３つ目 h3,1,1を一点破線で示す．ストライド sはカーネルの
スライドのサイズを指定する定数である．図 3.3aは s = 1，ℓ = 0の畳み込み層を示し，出
力ベクトルのサイズ T ′は 5となる．図 3.3bはストライド s = 2の層を示し，T ′は約半分
の 3となる．パディングサイズ ℓは一般的に入力ベクトルのサイズと出力ベクトルのサイ
ズを揃えるために使われる定数である．図 3.3cはパディングサイズ ℓ = 1の場合を示し，
入力の両端に 0の成分が 1つずつ存在するとしてカーネルが適用され，出力ベクトルのサ




を小さくする．具体的には，次の式を満たすように，入力 (xt,i)1≤t≤T,1≤i≤I′ ∈ RT×I
′
から





ここで，s∈ Nはストライド，K∈ Nは最大をとる成分の数，T ′ = ⌊(T − (K − 1)) /s⌋は出
力ベクトルのサイズである．ここでも，t ≤ 0および t > T における xt,iの値は 0とみなす．









































































































































































性能が低下することがあり，これを過学習と呼ぶ．過学習を防ぐ方法にL2正則化 [17, 11, 2]
および早期終了（Early Stopping） [11]がある．
L2正則化は誤差関数に λ∥w∥2/2を追加する．学習時に極端に重みが大きくなり過ぎる


















（Stochastic Gradient Descent，確率的勾配降下法） [35]，RMSProp（Root Mean Square
Propagation） [43]，Adam（Adaptive Moment Estimation） [23]がある2．
最も基礎的な手法である SGDは，次の処理を繰り返すことで重みを更新する．ランダ
ムに選択した訓練データの誤差を誤差関数により計算し，この誤差の勾配 g(t) = ∇E(w(t))
を誤差逆伝播法 [36]により求める．ここで，重みの添字の集合をAとし，w(t) ∈ R|A|は
現在の重みである．この勾配と学習率 α ∈ Rを使って次のように重みを更新する：




2http://caffe.berkeleyvision.org/tutorial/solver.html 最終アクセス 2021年 1月 25日
29
を更新する：
m(t) ← ηm(t−1) − αg(t)






























i ∈ Rは現在の誤差の勾配の i番目の成分である． ρ∈ [0, 1]は減衰係数，v
(t)
i は学習率の
調整量の i番目の成分，v(t−1)i ∈ Rは１つ前の学習率の調整量の i番目の成分である．


































i ∈ Rは１つ前の重みの更新量の i番
目の成分，ε > 0は平滑化係数で，ゼロ割を防ぐための定数である．
3.5 機械学習法の評価指標




るために使用される方法である．準備されたデータを p個のデータセットD1, . . . ,Dpに均














予 陽性 TP FP









で定義される．ここで | · |は集合のサイズを与える．|Dq|は定数とみなされる．
3.5.2 ROC曲線のAUC
ROC曲線の AUCは，二値分類の性能を評価するために使用される．二値分類器が値
z ∈ Rを出力し，z ≥ θの場合にサンプルを陽性として分類すると仮定する．ここで，θ
は閾値である．分類結果は θに依存することに注意する必要がある．TPR（True Positive


















200人分は平均 3，標準偏差 1，非感染者 800人分は平均 6，標準偏差 1.5となるよう作成さ
































































































カーネル ストラ 　 活性化
層 サイズ イド 出力サイズ 関数
入力 - - I × T -
畳み込み 1 1 O × T PReL
プーリング 2 2 O × ⌈T/2⌉ -
畳み込み 3 1 O × ⌈T/2⌉ PReL
プーリング 2 2 O × ⌈T/4⌉ -
畳み込み 3 1 O × ⌈T/4⌉ PReL
プーリング 2 2 O × ⌈T/8⌉ -
畳み込み 3 1 O × ⌈T/8⌉ PReL
プーリング 2 2 O × ⌈T/16⌉ -
畳み込み 3 1 O × ⌈T/16⌉ PReL
プーリング 2 2 O × ⌈T/32⌉ -
畳み込み 1 1 1× ⌈T/32⌉ PReL





















る必要がある．収集された測定値d = (di,v)1≤i≤I, 1≤v≤V からシーケンスx = (xi,t)1≤i≤I, 1≤t≤T
を抽出する．ここで I∈ Nは信号の数，V ∈ Nは測定値の時間ステップの数，T∈ NはCNN
の入力ベクトルのサイズに対して決定された時間ステップの数である．xi,t = di,t+cであり，























訓練データ点Dtrain = {(xn, yn) : n = 1, . . . , Ntrain}は，シーケンスの時間をランダムな
量シフトして拡張される．これにより，訓練データ点の数がN ′trainに増加する．各拡張抽
出シーケンス x′ の時間ステップ {1, . . . , T}は，元のシーケンスとは異なる時間に対応す








目的とする平均および標準偏差をそれぞれ ξ∈ Rおよび σ∈ R+とし，各信号 iと時間ス






























収集した測定値から時間ステップ T = 400のN = 5536のシーケンスを抽出した．1つ
の時間ステップは 5ミリ秒に相当する．変速制御開始イベントはロックアップクラッチ制
御の開始であり，そのイベントは時間ステップ t = 61であった．
38













Dをほぼ均等に 10セットD1, · · · ,D10にランダムに分割して，10点交差検証を実行し
た．各 q ∈ {1, . . . , 10}，DqをテストセットDtestに割り当て，Dq+1を検証セットDvalidに
割り当て，残りを訓練セットDtrain = ∪j ̸=q,q+1Djに割り当てた．
訓練データ点数が重みの数より少なかったためデータ拡張を適用した．重みの数は 12912





テップが 11から 111の範囲内に収まるように，rを−50から 50の範囲でランダムにシフ
トした．そのシフト範囲は−0.25秒から 0.25秒の 0.5秒間に相当する．次に，拡張された






表 4.1の出力チャネル数O = 32のネットワークを深層学習フレームワークCaffe 1.0 [20]
を使用して学習した．重みの最適化手法には慣性項付きミニバッチ SGDを採用した．そ
















GPU NVIDIA GeForce GTX1080

















1点目 87.7± 2.8% 0.95
2点目 86.3± 2.9% 0.92
3点目 85.7± 3.0% 0.93
4点目 89.0± 2.7% 0.95
5点目 87.2± 2.8% 0.93
6点目 87.7± 2.8% 0.94
7点目 88.8± 2.7% 0.96
8点目 87.3± 2.8% 0.94
9点目 89.7± 2.6% 0.95
10点目 91.3± 2.4% 0.96

















表 4.4の 1点目の分類器のROC曲線を図 4.2に示す．この場合，ROC曲線のAUCは，
数値台形公式によって 0.95と計算される．閾値に 0.5を選択した理由は，ROC曲線の左
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観察 1. データ点数が 2αでデータ拡張が β倍であるときと，データ点数がαでデータ拡張
が 4β倍であるときで，分類性能に有意な差がない
• (a) と (d)
　 (a)は，データ点数が (d)の 2倍，データ拡張無の分類性能である．(d)はデータ
拡張 4倍を適用した性能である．一致率の差は 1.2%であるが，エラーバーは重なっ
ており，(a)と (d)の一致率に有意な差があるとは言えない．AUCは (d)の方が 0.01
高い．
• (b)と (f)





　 (a)は，データ点数が (h)の 4倍，データ拡張無の分類性能である．(h)はデータ
拡張 4× 4 = 16倍を適用した性能である．一致率の差は 0.1%であるためエラーバー
はほぼ重なっており，(a)と (h)の一致率に有意な差はない．AUCは (h)の方が 0.01
高い．
• (d)と (h)












記号 データ点数 拡張 分類一致率 AUC
(a) 4428 無 83.0± 1.0% 0.90
(b) 2048 無 79.0± 1.1% 0.86
(c) 2048 2倍 80.9± 1.1% 0.88
(d) 2048 4倍 84.2± 1.0% 0.91
(e) 1024 無 76.1± 1.1% 0.83
(f) 1024 4倍 78.3± 1.1% 0.86
(g) 1024 8倍 82.6± 1.0% 0.90









現在の約 2倍の 8192件へ増やした場合には，データ拡張 2倍で性能向上が止まるものと類
推する．訓練データ点数を約 2倍の 8192件に増やして，データ拡張を 2倍としたときの性
能は，現在の訓練データ点数 4428件で 8倍としたときと同等の性能をもつと予測できる．
その性能は図 4.4より一致率 87.4± 0.9 %，AUC 0.94と見積もられる．これは，訓練デー







この目的のために，8つの信号の 1つを利用する 8つの分類器の性能を比較した．I = 1









ロックアップクラッチスリップ回転数 rpm 85.0± 1.0%
エンジン回転数 rpm 84.4± 1.0%
AT入力回転数変化率 rpm/s 77.1± 1.1%
AT出力回転数変化率 rpm/s 77.0± 1.1%
AT入力回転数 rpm 75.4± 1.2%
AT出力回転数 rpm 74.9± 1.2%
エンジントルク Nm 65.4± 1.3%



















































つ機種 (B)と類似していない機種 (C)のデータを準備した．機種 (B)と (C)も (A)と同じ
ように車両の加速中にロックアップクラッチを係合したときの時系列の測定値を収集した．
機種 (B)は (A)と同じ多板のロックアップクラッチを持ち，(C)は (A)と異なる単板クラッ
チを持つ．機種 (A)と機種 (B)は類似しているが完全に同じ構造ではない．
機種 (A) 多板ロックアップクラッチ付きトルクコンバータを搭載した 8速AT
機種 (B) 多板ロックアップクラッチ付きトルクコンバータを搭載した 6速AT
機種 (C) 単板ロックアップクラッチ付きトルクコンバータを搭載した 6速AT
収集した測定値から機種 (B)は 617件，(C)は 210件のシーケンスを抽出した．機種 (B)
と (C)のシーケンスも (A)と同じようにエキスパートエンジニアによりラベルが付けられ





いて，DBとDCの分類一致率を調べた．DBは 87.0± 2.7%，DCは 46.9± 6.9%であった．













































































カーネル ストラ 　 活性化
層 サイズ イド 出力サイズ 関数
入力 - - I × T -
畳み込み 3 1 O × T PReL
畳み込み 3 1 O × T PReL
符 畳み込み 3 1 O × T -
号 プーリング 2 2 O × ⌈T/2⌉ -
化 畳み込み 3 1 O′ × ⌈T/2⌉ PReL
畳み込み 3 1 O′ × ⌈T/2⌉ PReL
畳み込み 3 1 O′ × ⌈T/2⌉ -
プーリング 2 2 O′ × ⌈T/4⌉ -
全結合 - - O′′ -
全結合 - - O′ × ⌈T/4⌉ -
アンプーリング 2 2 O′ × ⌈T/2⌉ -
逆畳み込み 3 1 O′ × ⌈T/2⌉ PReL
復 逆畳み込み 3 1 O′ × ⌈T/2⌉ PReL
号 逆畳み込み 3 1 O × ⌈T/2⌉ -
化 アンプーリング 2 2 O × T -
逆畳み込み 3 1 O × T PReL
逆畳み込み 3 1 O × T PReL













ンプーリング層は {x1, x2, ..., xT}が入力された場合，{x1, x1, x2, x2, ..., xT , xT}を出力する．
表 5.1に示す自己符号化器を，表 4.4の 1点目の訓練データD′trainを使用して，深層学








慣性係数 1 (η1) 0.9


































































































































み実施したときの一致率は 82.7 ± 1.0%，時間シフトせずにデータ点数を 2倍に増やした




していくことが観測された．さらに，次の２つが観測された．観察 1. データ点数が 2αで
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