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MEAN DIMENSION, MEAN RANK, AND VON
NEUMANN-LU¨CK RANK
HANFENG LI AND BINGBING LIANG
Abstract. We introduce an invariant, called mean rank, for any module M of
the integral group ring of a discrete amenable group Γ, as an analogue of the rank
of an abelian group. It is shown that the mean dimension of the induced Γ-action
on the Pontryagin dual of M, the mean rank of M, and the von Neumann-Lu¨ck
rank of M all coincide.
As applications, we establish an addition formula for mean dimension of al-
gebraic actions, prove the analogue of the Pontryagin-Schnirelmnn theorem for
algebraic actions, and show that for elementary amenable groups with an upper
bound on the orders of finite subgroups, algebraic actions with zero mean dimen-
sion are inverse limits of finite entropy actions.
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1. Introduction
Mean dimension was introduced by Gromov [16], and developed systematically
by Lindenstrauss and Weiss [31], as an invariant for continuous actions of countable
amenable groups on compact metrizable spaces. It is a dynamical analogue of the
covering dimension, and closely related to the topological entropy. Lindenstrauss
and Weiss used it to show that certain minimal homeomorphism does not embed into
the shift action with symbol the unit interval [31]. It has received much attention
in the last several years [8, 17, 22, 23, 27, 30, 47, 48].
The von Neumann-Lu¨ck dimension was originally defined for finitely generated
projective modules over the group von Neumann algebra NΓ of a discrete group Γ,
and later extended to arbitrary modules over NΓ by Lu¨ck [33] in order to generalize
Atiyah’s L2-Betti numbers [2] to arbitrary continuous Γ-actions. It has profound
application to the theory of L2-invariants [34]. Via taking tensor product with NΓ,
one can define the von Neumann-Lu¨ck rank for any module over the integral group
ring ZΓ of Γ.
Despite the fact that mean dimension and von Neumann-Lu¨ck rank are invariants
in totally different areas, one in dynamical systems and the other in the theory of
L2-invariants, in this paper we establish a connection between them. This paper
should be thought of as a sequel to [28], in which a similar connection is established
between entropy and L2-torsion. The connection is done via studying an arbitrary
ZΓ-module M for a discrete amenable group Γ. On the one hand, we have the
induced Γ-action on the Pontryagin dual M̂ by continuous automorphisms, for which
the mean dimension mdim(M̂) is defined (see Section 2.4). On the other hand, one
has the von Neumann-Lu¨ck rank vrank(M) defined (see Section 2.2). The connection
is that mdim(M̂) = vrank(M). In order to prove this, we introduce an invariant
mrank(M) of M, called the mean rank, as an analogue of the rank of a discrete
abelian group (see Section 3). Then we can state our main result as follows:
Theorem 1.1. For any discrete amenable group Γ and any (left) ZΓ-module M,
one has
mdim(M̂) = mrank(M) = vrank(M).
Theorem 1.1 has applications to both mean dimension and von Neumann-Lu¨ck
rank. Unlike entropy, in general mean dimension does not necessarily decrease
when passing to factors. Using the addition formula either for mean rank or for
von Neumann-Lu¨ck rank, in Corollary 6.1 we establish addition formula for mean
dimension of algebraic actions, i.e. actions on compact metrizable abelian groups
by continuous automorphisms. In particular, mean dimension does decrease when
passing to algebraic factors.
Another application concerns the analogue of the Pontryagin-Schnirelmann the-
orem for algebraic actions. The Pontryagin-Schnirelmann theorem says that for
any compact metrizable space X , its covering dimension is the minimal value of
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Minkowski dimension of (X, ρ) for ρ ranging over compatible metrics on X [43].
While mean dimension is the dynamical analogue of the covering dimension, Lin-
denstrauss and Weiss also introduced a dynamical analogue of the Minkowski di-
mension, called metric mean dimension [31]. Thus it is natural to ask for a dy-
namical analogue of the Pontryagin-Schnirelmann theorem. Indeed, Lindentrauss
and Weiss showed that mean dimension is always bounded above by metric mean
dimension [31]. Lindenstrauss managed to obtain the full dynamical analogue of the
Pontryagin-Schnirelmann theorem, under the condition that Γ = Z and the action
Z y X has an infinite minimal factor [30]. In Theorem 7.2 we establish the ana-
logue of the Pontryagin-Schnirelmann theorem for all algebraic actions of countable
amenable groups.
The deepest applications of Theorem 1.1 to mean dimension use the strong Atiyah
conjecture [34], which describes possible values of the von Neumann dimension of
kernels of matrices over the complex group algebra of a discrete group. Though in
general the strong Atiyah conjecture fails [3, 9, 12–15, 25, 40], it has been verified
for large classes of groups [32, 34]. Using the known cases of the strong Atiyah
conjecture, in Corollary 8.4 we show that for any elementary amenable group with
an upper bound on the orders of the finite subgroups, the range of mean dimension
of its algebraic actions is quite restricted. This is parallel to the result of Lind,
Schmidt and Ward that the range of entropy of algebraic actions of Zd depends on
the (still unknown) answer to Lehmer’s problem [29, Theorem 4.6].
The last application we give to mean dimension concerns the structure of algebraic
actions with zero mean dimension. Lindestrauss showed that inverse limits of actions
with finite topological entropy have zero mean dimension [30]. He raised implicitly
the question whether the converse holds, and showed that this is the case for Z-
actions with infinite minimal factors [30]. Using the range of mean dimension of
algebraic actions, in Corollary 9.6 we show that the converse holds for algebraic
actions of any elementary amenable group with an upper bound on the orders of
the finite subgroups.
We remark that recently mean dimension has been extended to actions of sofic
groups [27]. It will be interesting to find out whether the equality between mdim(M̂)
and vrank(M) in Theorem 1.1 holds in sofic case.
This paper is organized as follows. We recall some basic definitions and results in
Section 2. We define mean rank and prove addition formula for it in Section 3. The
equality between mdim(M̂) and mrank(M) is proved in Section 4, while the equality
between mrank(M) and vrank(M) is proved in Section 5. The rest of the paper
is concerned with various applications of Theorem 1.1. The addition formula for
mean dimension and some vanishing result for von Neumann-Lu¨ck rank are proved
in Section 6. The analogue of the Pontryagin-Schnirelmann theorem for algebraic
actions is proved in Section 7. We discuss the range of mean dimension of algebraic
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actions in Section 8 and the structure of algebraic actions with zero mean dimension
in Section 9.
After the first draft of this paper is circulated, Ga´bor Elek pointed out to us
that the mean rank of a ZΓ-module is closely related to the rank he introduced for
finitely generated QΓ-modules in [11]. In Appendix A we discuss the precise relation
between these two ranks.
Acknowledgements. H. Li was partially supported by NSF grants DMS-1001625
and DMS-1266237. He thanks Masaki Tsukamoto for bringing his attention to
Question 9.1. We are grateful to Nhan-Phu Chung, Yonatan Gutman, David Kerr
and Andreas Thom for helpful comments, and to Ga´bor Elek for alerting us to [11].
2. Preliminaries
For any set X we denote by F(X) the set of all nonempty finite subsets of X .
When a group Γ acts on a set X , for any F ⊆ Γ and A ⊆ X we denote
⋃
s∈F sA by
FA.
2.1. Group rings. Let Γ be a discrete group with identity element e. The integral
group ring of Γ, denoted by ZΓ, consists of all finitely supported functions f : Γ→ Z.
We shall write f as
∑
s∈Γ fss. The ring structure of ZΓ is defined by∑
s∈Γ
fss+
∑
s∈Γ
gss =
∑
s∈Γ
(fs + gs)s, (
∑
s∈Γ
fss) · (
∑
s∈Γ
gss) =
∑
s∈Γ
(
∑
t∈Γ
ftgt−1s)s.
Similarly, one defines CΓ.
Denote by ℓ2(Γ) the Hilbert space of all functions x : Γ→ C satisfying
∑
s∈Γ |xs|
2 <
+∞. The left regular representation and right regular representation of Γ on ℓ2(Γ)
are defined by
(lsx)t = xs−1t and (rsx)t = xts
respectively, and commute with each other. The group von Neumann algebra NΓ
of Γ is defined as the ∗-algebra of all bounded linear operators on ℓ2(Γ) commuting
with the image of the right regular representation. See [46, Section V.7] for detail.
Via the left regular representation, we may identify ZΓ with a subring of NΓ.
Form,n ∈ N, we shall think of elements ofMn,m(NΓ) as bounded linear operators
from (ℓ2(Γ))m×1 to (ℓ2(Γ))n×1. There is a canonical trace trNΓ on Mn(NΓ) defined
by
trNΓf =
n∑
j=1
〈fj,je, e〉
for f = (fj,k)1≤j,k≤n ∈ Mn(NΓ), where via the natural embedding Γ →֒ CΓ →֒ ℓ
2(Γ)
we identify Γ with the canonical orthonormal basis of ℓ2(Γ). For any f ∈Mm,n(NΓ)
and g ∈Mn,m(NΓ), one has the tracial property
trNΓ(fg) = trNΓ(gf)(1)
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2.2. von Neumann-Lu¨ck rank. For a finitely generated projective (left) NΓ-
module M, take P ∈ Mn(NΓ) for some n ∈ N such that P
2 = P and (NΓ)1×nP is
isomorphic to M as NΓ-modules. The von Neumann dimension dim′NΓM of M is
defined as
dim′
NΓM = trNΓP ∈ [0, n],
and does not depend on the choice of P . For an arbitrary (left) NΓ-module M, its
von Neumann-Lu¨ck dimension dimNΓM [34, Definition 6.6] is defined as
dimNΓ M = sup
N
dim′NΓ N ∈ [0,+∞],
where N ranges over all finitely generated projective submodules of M.
We collect a few fundamental properties of the von Neumann-Lu¨ck dimension
here [34, Theorem 6.7]:
Theorem 2.1. The following hold.
(1) For any short exact sequence
0→M1 →M2 →M3 → 0
of NΓ-modules, one has
dimNΓM2 = dimNΓM1 + dimNΓM3.
(2) For any NΓ-module M and any increasing net {Mn}n∈J of NΓ-submodules
of M with union M, one has
dimNΓM = sup
n∈J
dimNΓMn.
(3) dimNΓ extends dim
′
NΓ, i.e. for any n ∈ N and any idempotent P ∈Mn(NΓ),
one has dimNΓ((NΓ)
1×nP ) = trNΓP . In particular, dimNΓNΓ = 1.
For any (left) ZΓ-module M, its von Neumann-Lu¨ck rank vrank(M) is defined by
vrank(M) := dimNΓ(NΓ⊗ZΓ M).
2.3. Amenable group. Let Γ be a discrete group. For K ∈ F(Γ) and δ > 0,
denote by B(K, δ) the set of all F ∈ F(Γ) satisfying |KF \ F | < δ|F |. The group Γ
is called amenable if B(K, δ) is nonempty for every (K, δ) [4, Section 4.9].
The collection of pairs (K, δ) forms a net Λ where (K ′, δ′) ≻ (K, δ) means K ′ ⊇
K and δ′ < δ. For a R-valued function ϕ defined on F(Γ), we say that ϕ(F )
converges to c ∈ R when F ∈ F(Γ) becomes more and more left invariant, denoted
by limF ϕ(F ) = c, if for any ε > 0 there is some (K, δ) ∈ Λ such that |ϕ(F )− c| < ε
for all F ∈ B(K, δ). In general, we define
lim
F
ϕ(F ) := lim
(K,δ)∈Λ
sup
F∈B(K,δ)
ϕ(F ).
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2.4. Mean dimension. Let X be a compact Hausdorff space. For two finite open
covers U and V of X , we say that V refines U and write V ≻ U, if every item of V
is contained in some item of U. We set
ord(U) := max
x∈X
∑
U∈U
1U(x)− 1,
where 1U denotes the characteristic function of U , and
D(U) := min
V≻U
ord(V)
for V ranging over all finite open covers of X refining U. The covering dimension
of X , denoted by dim(X), is defined as the supremum of D(U) for U ranging over
finite open covers of X [19, Section V.8].
Consider a continuous action of a discrete amenable group Γ on X . For any finite
open covers U and V of X , the joining U∨V is the finite open cover of X consisting
of U ∩ V for all U ∈ U and V ∈ V. For any F ∈ F(Γ), set UF =
∨
s∈F s
−1U. The
function F(Γ) → R sending F to D(UF ) satisfies the conditions of the Ornstein-
Weiss lemma [38] [31, Theorem 6.1], and hence the limit limF
D(UF )
|F |
exists, which
we denote by mdim(U). The mean dimension of the action Γ y X , denoted by
mdim(X), is defined as the supremum of mdim(U) for U ranging over all finite open
covers of X [31, Definition 2.6].
3. Mean rank and addition formula
Throughout the rest of this paper Γ will be a discrete amenable group, unless
specified otherwise.
In this section we define mean rank for ZΓ-modules and prove the addition formula
for mean rank.
Recall that the rank of a discrete abelian group M is defined as dimQ(Q⊗Z M ),
which we shall denote by rank(M ). We say that a subset A of M is linearly
independent if every finitely supported function λ : A→ Z satisfying
∑
a∈A λaa = 0
in M must be 0. It is clear that the cardinality of any maximal linearly independent
subset of M is equal to rank(M ).
We need the following elementary property about rank a few times:
Lemma 3.1. For any short exact sequence
0→ M1 → M2 → M3 → 0
of abelian groups, one has rank(M2) = rank(M1) + rank(M3).
Proof. Since the functor Q⊗Z · is exact [24, Proposition XVI.3.2], the sequence
0→ Q⊗Z M1 → Q⊗Z M2 → Q⊗Z M3 → 0
is exact. Thus
rank(M2) = dimQ(Q⊗ZM2) = dimQ(Q⊗ZM1)+dimQ(Q⊗ZM3) = rank(M1)+rank(M3).
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
For any discrete abelian group M and A ⊆ M , we denote by 〈A〉 the subgroup
of M generated by A.
Let M be a (left) ZΓ-module.
Lemma 3.2. For any A ∈ F(M), one has
lim
F
rank(〈F−1A〉)
|F |
= inf
F∈F(Γ)
rank(〈F−1A〉)
|F |
.
Lemma 3.2 follows from Lemma 3.3 and the fact that for any function ϕ satisfying
the three conditions in Lemma 3.3 one has limF
ϕ(F )
|F |
= infF∈F(Γ)
ϕ(F )
|F |
[35, Definitions
2.2.10 and 3.1.5, Remark 3.1.7, and Proposition 3.1.9] [28, Lemma 3.3].
Lemma 3.3. Let A ∈ F(M). Define ϕ : F(Γ)∪ {∅} → Z by ϕ(F ) = rank(〈F−1A〉).
Then the following hold:
(1) ϕ(∅) = 0;
(2) ϕ(Fs) = ϕ(F ) for all F ∈ F(Γ) and s ∈ Γ;
(3) ϕ(F1 ∪ F2) + ϕ(F1 ∩ F2) ≤ ϕ(F1) + ϕ(F2) for all F1, F2 ∈ F(Γ).
Proof. (1) and (2) are trivial. Let F1, F2 ∈ F(Γ). Set Mj =
¨
F−1j A
∂
for j = 1, 2,
M = 〈(F1 ∪ F2)
−1A〉, and N = 〈(F1 ∩ F2)
−1A〉. Then M1 + M2 = M , and
N ⊆ M1 ∩M2. By Lemma 3.1 we have
ϕ(F1 ∪ F2)− ϕ(F1) = rank(M )− rank(M1)
= rank(M /M1)
= rank(M2/M1 ∩M2)
= rank(M2)− rank(M1 ∩M2)
≤ rank(M2)− rank(N )
= ϕ(F2)− ϕ(F1 ∩ F2).

Remark 3.4. One can also prove the existence of the limit limF
rank(〈F−1A〉)
|F |
for every
A ∈ F(M) using the Ornstein-Weiss lemma [38] [31, Theorem 6.1]. The fact that
this limit is equal to infF∈F(Γ)
rank(〈F−1A〉)
|F |
will be crucial in the proof of Lemma 3.11
below which discusses the behavior of mean rank under taking decreasing direct
limit.
Definition 3.5. We define the mean rank of a (left) ZΓ-module M as
mrank(M) := sup
A∈F(M)
lim
F
rank(〈F−1A〉)
|F |
= sup
A∈F(M)
inf
F∈F(Γ)
rank(〈F−1A〉)
|F |
.
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The main result of this section is the following addition formula for mean rank
under taking extensions of ZΓ-modules.
Theorem 3.6. For any short exact sequence
0→M1 →M2 →M3 → 0
of ZΓ-modules, we have
mrank(M2) = mrank(M1) + mrank(M3).
To prove Theorem 3.6 we need some preparation.
Lemma 3.7. Let
0→M1 →M2 →M3 → 0
be a short exact sequence of ZΓ-modules. Then
mrank(M2) ≥ mrank(M1) + mrank(M3).
Proof. Denote by π the homomorphism M2 → M3. We shall think of M1 as a
submodule of M2. It suffices to show that for any A1 ∈ F(M1) and any A3 ∈ F(M3),
taking A′3 ∈ F(M2) with π(A
′
3) = A3 and setting A2 = A1 ∪ A
′
3 ∈ F(M2) one has
lim
F
rank(〈F−1A2〉)
|F |
≥ lim
F
rank(〈F−1A1〉)
|F |
+ lim
F
rank(〈F−1A3〉)
|F |
.
In turn it suffices to show that for any F ∈ F(Γ), one has
rank(
¨
F−1A2
∂
) ≥ rank(
¨
F−1A1
∂
) + rank(
¨
F−1A3
∂
).(2)
Set Mj = 〈F
−1Aj〉 for j = 1, 2, 3. Then π(M2) = M3 and M1 ⊆ M1 ∩ M2. From
the short exact sequence
0→M1 ∩M2 → M2 → M3 → 0
of abelian groups, by Lemma 3.1 we have
rank(M2) = rank(M1 ∩M2) + rank(M3) ≥ rank(M1) + rank(M3),
yielding (2). 
Lemma 3.8. Theorem 3.6 holds when M2 is a submodule of (ZΓ)
n for some n ∈ N
and M1 is finitely generated.
Proof. By Lemma 3.7 it suffices to show that mrank(M2) ≤ mrank(M1)+mrank(M3).
Denote by π the homomorphism M2 → M3. We shall think of M1 as a submodule
of M2. Take a finite generating subset A1 of M1. Then it suffices to show that for
any A2 ∈ F(M2), setting A3 = π(A2) ∈ F(M3) one has
lim
F
rank(〈F−1A2〉)
|F |
≤ lim
F
rank(〈F−1A1〉)
|F |
+ lim
F
rank(〈F−1A3〉)
|F |
.
Replacing A2 by A1 ∪A2 if necessary, we may assume that A1 ⊆ A2
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Let F ∈ F(Γ). Set Mj = 〈F
−1Aj〉 for j = 1, 2, 3. Then we have a short exact
sequence
0→M1 ∩M2 → M2 → M3 → 0
of abelian groups. Denote by Kj the union of supports of elements in Aj as Z
n-
valued functions on Γ for j = 1, 2. Then Kj is a finite subset of Γ and elements
of Mj have support contained in F
−1Kj . Note that every x ∈ M1 can be written
as yx + zx for some yx ∈ M1 and some zx ∈ 〈(Γ \ F )
−1A1〉. The support of zx is
contained in (Γ \ F )−1K1. Therefore, for any x ∈ M1 ∩ M2, the support of zx is
contained in (Γ \ F )−1K1 ∩ F
−1(K1 ∪K2) = (Γ \ F )
−1K1 ∩ F
−1K2. It follows that
rank((M1 ∩M2)/M1) ≤ n|(Γ \ F )
−1K1 ∩ F
−1K2| = n|K
−1
1 (Γ \ F ) ∩K
−1
2 F |.
Thus, by Lemma 3.1 we get
rank(M2) = rank(M1 ∩M2) + rank(M3)
= rank((M1 ∩M2)/M1) + rank(M1) + rank(M3)
≤ n|K−11 (Γ \ F ) ∩K
−1
2 F |+ rank(M1) + rank(M3).
Consequently,
lim
F
rank(〈F−1A2〉)
|F |
− lim
F
rank(〈F−1A1〉)
|F |
− lim
F
rank(〈F−1A3〉)
|F |
≤ lim
F
n|K−11 (Γ \ F ) ∩K
−1
2 F |
|F |
= 0.

The following lemma is trivial, discussing the behavior of mean rank under taking
increasing union of ZΓ-modules.
Lemma 3.9. Let M be a ZΓ-module and {Mn}n∈J be an increasing net of submod-
ules of M with union M. Then
mrank(M) = lim
n→∞
mrank(Mn) = sup
n∈J
mrank(Mn).
The next lemma says that when M is finitely generated, to compute the mean
rank, it is enough to do calculation for one finite generating set.
Lemma 3.10. Let M be a finitely generated ZΓ-module with a finite generating
subset A. Then
mrank(M) = lim
F
rank(〈F−1A〉)
|F |
.
Proof. It suffices to show
lim
F
rank(〈F−1A′〉)
|F |
≤ lim
F
rank(〈F−1A〉)
|F |
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for every A′ ∈ F(M). We have A′ ⊆ 〈K−1A〉 for some K ∈ F(Γ). For any F ∈ F(Γ),
we have ¨
F−1A′
∂
⊆
¨
(KF )−1A
∂
.
Thus
lim
F
rank(〈F−1A′〉)
|F |
≤ lim
F
rank(〈(KF )−1A〉)
|F |
= lim
F
rank(〈(KF )−1A〉)
|KF |
= lim
F
rank(〈F−1A〉)
|F |
.

The next lemma discusses the behavior of mean rank under taking decreasing
direct limit for finitely generated ZΓ-modules.
Lemma 3.11. Let M be a finitely generated ZΓ-module. Let {Mn}n∈J be an in-
creasing net of submodules of M with ∞ 6∈ J . Set M∞ =
⋃
n∈J Mn. Then
mrank(M/M∞) = lim
n→∞
mrank(M/Mn) = inf
n∈J
mrank(M/Mn).
Proof. By Lemma 3.7 we have mrank(M/Mn) ≥ mrank(M/Mm) ≥ mrank(M/M∞)
for all n,m ∈ J with m ≥ n. Thus
lim
n→∞
mrank(M/Mn) = inf
n∈J
mrank(M/Mn) ≥ mrank(M/M∞).
Denote by πn the quotient map M→M/Mn for n ∈ J ∪ {∞}. Let A be a finite
generating subset of M. By Lemmas 3.10 and 3.2 we have
mrank(M/Mn) = inf
F∈F(Γ)
rank(〈F−1πn(A)〉)
|F |
for all n ∈ J ∪ {∞}.
Let F ∈ F(Γ). Note that M∞ ∩ 〈F
−1A〉 =
⋃
n∈J(Mn ∩ 〈F
−1A〉). Thus
rank(Mn ∩
¨
F−1A
∂
)→ rank(M∞ ∩
¨
F−1A
∂
)
as n→∞. By Lemma 3.1 we get
rank(
¨
F−1πn(A)
∂
)→ rank(
¨
F−1π∞(A)
∂
)
as n→∞. Thus
lim
n→∞
mrank(M/Mn) ≤ lim
n→∞
rank(〈F−1πn(A)〉)
|F |
=
rank(〈F−1π∞(A)〉)
|F |
.
Taking infimum over F ∈ F(Γ), we get limn→∞mrank(M/Mn) ≤ mrank(M/M∞).

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Remark 3.12. Lemma 3.11 does not hold for arbitrary ZΓ-moduleM. For example,
take Γ to be the trivial group, M =
⊕
j∈N Z, and Mn =
⊕
1≤j≤n Z for all n ∈ N.
Then mrank(M/Mn) =∞ for all n ∈ N while mrank(M/M∞) = 0.
Lemma 3.13. Theorem 3.6 holds when M2 is a finitely generated submodule of
(ZΓ)n for some n ∈ N.
Proof. We shall think ofM1 as a submodule ofM2. Take an increasing net of finitely
generated submodules {Mj}j∈J ofM1 such that {1, 2, 3}∩J = ∅ and
⋃
j∈J Mj = M1.
From Lemmas 3.9 and 3.11 we have
mrank(M1) = lim
j→∞
mrank(Mj)
and
mrank(M3) = mrank(M2/M1) = lim
j→∞
mrank(M2/Mj).
By Lemma 3.8 we have
mrank(M2) = mrank(Mj) + mrank(M2/Mj)
for every j ∈ J . Letting j →∞, we obtain mrank(M2) = mrank(M1)+mrank(M3).

Lemma 3.14. Theorem 3.6 holds when M2 is a submodule of (ZΓ)
n for some n ∈ N.
Proof. We shall think ofM1 as a submodule ofM2. Take an increasing net of finitely
generated submodules {Mj}j∈J ofM2 such that {1, 2, 3}∩J = ∅ and
⋃
j∈J Mj = M2.
From Lemma 3.9 we have
mrank(M2) = lim
j→∞
mrank(Mj),
and
mrank(M1) = lim
j→∞
mrank(Mj ∩M1),
and
mrank(M3) = mrank(M2/M1) = lim
j→∞
mrank((Mj+M1)/M1) = lim
j→∞
mrank(Mj/(Mj∩M1)).
By Lemma 3.13 we have
mrank(Mj) = mrank(Mj ∩M1) + mrank(Mj/(Mj ∩M1))
for every j ∈ J . Letting j →∞, we obtain mrank(M2) = mrank(M1)+mrank(M3).

Lemma 3.15. Theorem 3.6 holds when M2 is a finitely generated ZΓ-module.
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Proof. We shall think of M1 as a submodule of M2. Take a surjective ZΓ-module
homomorphism π : (ZΓ)n →M2 for some n ∈ N. By Lemma 3.14 we have
mrank((ZΓ)n) = mrank(ker π) + mrank(M2),
and
mrank((ZΓ)n) = mrank(π−1(M1)) + mrank((ZΓ)
n/π−1(M1))
= mrank(π−1(M1)) + mrank(M2/M1)
= mrank(π−1(M1)) + mrank(M3),
and
mrank(π−1(M1)) = mrank(ker π) + mrank(M1).
Therefore
mrank(ker π) + mrank(M1) + mrank(M3) = mrank(ker π) + mrank(M2).
By Lemmas 3.7 and 3.10 we have mrank(ker π) ≤ mrank((ZΓ)n) < +∞. It follows
that mrank(M1) + mrank(M3) = mrank(M2). 
Finally, replacing Lemma 3.13 in the proof of Lemma 3.14 by Lemma 3.15, we
obtain Theorem 3.6 in full generality.
Remark 3.16. For a unital ring R, a length function L on (left) R-modules [37]
means associating a value L(M ) ∈ R≥0 ∪ {+∞} for each R-module M such that
L(0) = 0, additivity holds for short exact sequences of R-modules (i.e. the analogue
of Lemma 3.1), and L(M ) is equal to the supremum of L(M ′) for M ′ ranging over
finitely generated R-submodules of M . If L is a length function on R-modules such
that L(R) < +∞, then one can define a mean length on (left) RΓ-modules for any
discrete amenable group Γ, and all the results in this section including Theorem 3.6
still hold without change of proof.
A length function is called discrete if the set of its finite values is order-isomorphic
to N. In [44], given a length function L on R-modules, Salce, Va´mos and Virili de-
fined an invariant entL on RZ-modules whose finitely generated R-submodules all
take finite L-values, in exactly the same way as we define the mean rank in Defi-
nition 3.5. They also proved Theorem 3.6 for RZ-modules whose finitely generated
R-submodules take finite L-values, under the condition that L is discrete. They do
not assume L(R) < +∞ as we do here, and there are interesting examples of length
functions satisfying L(R) = +∞. On the other hand, they need Γ = Z and L to be
discrete, and their proof of the addition formula (Theorem 3.6) uses both of these
two conditions in a fundamental way.
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4. Mean dimension and mean rank
Throughout the rest of this article, for any discrete abelian group M , we denote
by M̂ the Pontryagin dual of M , which is a compact Hausdorff abelian group
consisting of all group homomorphisms M → R/Z. For any ZΓ-module M, the
module structure of M gives rise to an action of Γ on the discrete abelian group
M by group homomorphisms, which in turn gives rise to an action of Γ on M̂ by
continuous group homomorphisms. Explicitly, for any a ∈ M, x ∈ M̂, and s ∈ Γ,
one has
(sx)(a) = x(s−1a).
By Pontryagin duality, every algebraic action of Γ, i.e. an action of Γ on a compact
abelian group by continuous group homomorphisms, is of the form Γy M̂ for some
ZΓ-module M.
In this section we prove the following
Theorem 4.1. For any ZΓ-module M, one has mdim(M̂) = mrank(M).
Peters gave a formula computing the entropy of Γ y M̂ in terms of the data of
M [39, Theorem 6] [28, Theorem 4.10], which plays a crucial role in recent study
of the entropy of algebraic actions [6, 28]. Theorem 4.1 is an analogue of Peters’
formula for computing the mean dimension of Γ y M̂ in terms of the data of M.
When Γ is the trivial group, one recovers the classical result of Pontryagin that for
any discrete abelian group M one has dim(M̂ ) = rank(M ) [42, page 259].
Theorem 4.1 follows from Lemmas 4.2 and 4.4 below.
The proof of the following lemma is inspired by the argument in [42, page 259].
Lemma 4.2. For any ZΓ-module M, one has mdim(M̂) ≥ mrank(M).
Proof. It suffices to show that for any A ∈ F(M), there is some finite open cover U
of M̂ such that
lim
F
D(UF )
|F |
≥ lim
F
rank(〈F−1A〉)
|F |
.
Take a finite open cover U of M̂ such that for any a ∈ A, no item U of U intersects
both a−1(Z) and a−1(1/2 + Z). Then it suffices to show that for every F ∈ F(Γ),
one has D(UF ) ≥ rank(〈F−1A〉).
Take a maximal linearly independent subset B of F−1A. Then |B| = rank(〈F−1A〉).
Consider the natural abelian group homomorphism ϕ : M → Q⊗Z M sending a to
1⊗ a. Then ϕ is injective on B, and ϕ(B) is linear independent. Denote by W the
Q-linear span of ϕ(B). By taking a basis of the Q-vector space Q⊗Z M containing
ϕ(B), we can find a Q-linear map ψ : Q⊗Z M→ W being the identity map on W .
Now we define an embedding ι from [0, 1/2]B into M̂ as follows. For each λ =
(λb)b∈B ∈ [0, 1/2]
B, we define a Q-linear map gλ : W → R sending ϕ(b) to λb
for all b ∈ B, and an abelian group homomorphism ιλ : M → R/Z sending a to
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gλ(ψ(ϕ(a))) + Z. Then ιλ ∈ M̂. Clearly the map ι : [0, 1/2]
B → M̂ sending λ to ιλ
is continuous. Note that ιλ(b) = λb + Z for all b ∈ B. Thus ι is injective and hence
is an embedding.
The pull back ι−1(UF ) is a finite open cover of [0, 1/2]B. We claim that no item
of ι−1(UF ) intersects two opposing faces of the cube [0, 1/2]B. Suppose that some
item ι−1(V ) of ι−1(UF ) contains two points λ and λ′ in opposing faces of [0, 1/2]B,
where V is an item of UF . Say, V =
⋂
s∈F s
−1Us with Us ∈ U for each s ∈ F , and
λb0 = 0 and λ
′
b0
= 1/2 for some b0 ∈ B. Then b0 = s
−1
0 a0 for some s0 ∈ F and
a0 ∈ A. Now we have
(s0ιλ)(a0) = ιλ(s
−1
0 a0) = ιλ(b0) = λb0 + Z = Z,
and similarly (s0ιλ′)(a0) = 1/2 + Z. Since λ ∈ ι
−1(V ), we have ιλ ∈ V ⊆ s
−1
0 Us0 ,
and hence s0ιλ ∈ Us0. Similarly, s0ιλ′ ∈ Us0 . Thus Us0 intersects both a
−1
0 (Z) and
a−10 (1/2 + Z), which contradicts our choice of U. This proves our claim.
By [31, Lemma 3.2] for any finite open cover V of [0, 1/2]B with no item inter-
secting two opposing faces of the cube [0, 1/2]B one has ord(V) ≥ |B|. It follows
that
D(UF ) ≥ D(ι−1(UF )) ≥ |B| = rank(
¨
F−1A
∂
)
as desired. 
For compact spaces X and Y and an open cover U of X , a continuous map
ϕ : X → Y is said to be U-compatible if for every y ∈ Y , the set ϕ−1(y) is contained
in some item of U.
Lemma 4.3. Let M be a discrete abelian group. For any finite open cover U of M̂ ,
there exists an A ∈ F(M ) such that the map M̂ → (R/Z)A sending x to (x(a))a∈A
is U-compatible.
Proof. By Pontryagin duality, the natural map M̂ → (R/Z)M sending x to (x(a))a∈M
is an embedding. Thus we may identify M̂ with its image, and think of M̂ as a
closed subset of (R/Z)M . For each x ∈ M̂ , we can find some Ax ∈ F(M ) and an
open neighborhood Vx,a of x(a) in R/Z for each a ∈ Ax such that the open subset
Wx := {y ∈ M̂ : y(a) ∈ Vx,a for all a ∈ Ax} of M̂ is contained in some item of U.
Since M̂ is compact, we can find some Y ∈ F(M̂ ) such that {Wx}x∈Y covers M̂ .
Set A =
⋃
x∈Y Ax ∈ F(M ). Then the corresponding map M̂ → (R/Z)
A sending x
to (x(a))a∈A is U-compatible. 
Lemma 4.4. For any ZΓ-module M, one has mdim(M̂) ≤ mrank(M).
Proof. It suffices to show that for any finite open cover U of M̂, one has limF
D(UF )
|F |
≤
mrank(M). By Lemma 4.3 we can find some A ∈ F(M) such that the map ψ :
M̂ → (R/Z)A sending x to (x(a))a∈A is U-compatible. Then it suffices to show
D(UF ) ≤ rank(〈F−1A〉) for every F ∈ F(Γ).
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Denote by ψF the map M̂ → ((R/Z)
A)F sending x to (ψ(sx))s∈F . Since ψ is
U-compatible, ψF is U
F -compatible. Denote by ZF the image of ψF . By [31, Propo-
sition 2.4] for any compact Hausdorff space X and any finite open cover V of X , if
there is a continuous V-compatible map from X into some compact Hausdorff space
Y , then D(V) ≤ dim(Y ). Thus D(UF ) ≤ dim(ZF ).
Note that ψF is a group homomorphism, and hence ZF is a quotient group of M̂.
By Pontryagin duality ZF =‘MF for some subgroup MF of M. We may decompose
ϕF : M̂ → ((R/Z)
A)F naturally as M̂ ։ ZF →֒ ((R/Z)
A)F . The corresponding
dual map is M ←֓ MF և (Z
A)F . The map M ← (ZA)F sends (λa,s)a∈A,s∈F to∑
a∈A,s∈F λa,ss
−1a. Thus MF is equal to the image of M← (Z
A)F , which is exactly
〈F−1A〉.
By the result of Pontryagin [42, page 259] we have dim(ZF ) = rank(MF ). (Ac-
tually here MF is a finitely generated abelian group, hence it is easy to obtain
dim(ZF ) = rank(MF ).) Therefore
D(UF ) ≤ dim(ZF ) = rank(MF ) = rank(
¨
F−1A
∂
)
as desired. 
5. Mean rank and von Neumann-Lu¨ck rank
In this section, we prove the following
Theorem 5.1. For any ZΓ-module M, one has mrank(M) = vrank(M).
Theorem 1.1 follows from Theorems 4.1 and 5.1.
5.1. Finitely presented case. In this subsection we prove Theorem 5.1 for finitely
presented ZΓ-modules. We need the following well-known right exactness of tensor
functor [1, Proposition 19.13] several times:
Lemma 5.2. Let R be a unital ring, and M be a right R-module. For any exact
sequence
M1 →M2 →M3 → 0
of left R-modules, the sequence
M ⊗R M1 →M ⊗R M2 →M ⊗R M3 → 0
of abelian groups is exact.
Let M be a finitely presented (left) ZΓ-module. Say, M = (ZΓ)1×n/(ZΓ)1×mf
for some n,m ∈ N and f ∈ Mm,n(ZΓ). Denote by ker f the kernel of the bounded
linear operator (ℓ2(Γ))n×1 → (ℓ2(Γ))m×1 sending z to fz, and by Pf the orthogonal
projection from (ℓ2(Γ))n×1 onto ker f . Note that ker f is invariant under the direct
sum of the right regular representation of Γ on (ℓ2(Γ))n×1. Thus Pf commutes with
this representation, and hence Pf ∈Mn(NΓ).
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For any subset K of Γ, we denote by C[K] the subspace of ℓ2(Γ) and ℓ∞(Γ)
consisting of elements vanishing on Γ\K. Similarly, we have R[K], Q[K] and Z[K].
We need the following result of Elek [10]:
Lemma 5.3. One has
trNΓPf = lim
F
dimC(ker f ∩ (C[F ])
n×1)
|F |
.
For any bounded linear operator T : (ℓ2(Γ))n×1 → (ℓ2(Γ))m×1 one has the polar de-
composition as follows: there exist unique bounded linear operators U : (ℓ2(Γ))n×1 →
(ℓ2(Γ))m×1) and S : (ℓ2(Γ))n×1 → (ℓ2(Γ))n×1 satisfying that 〈Sx, x〉 ≥ 0 for all
x ∈ (ℓ2(Γ))n×1, kerU = kerS = ker T , U is an isometry from the orthogonal com-
plement of ker T onto the closure of imT , and T = US [21, Theorem 6.1.2]. When
T ∈ Mm,n(NΓ), since T is fixed under the adjoint action of Γ on the space of all
bounded linear operators (ℓ2(Γ))n×1 → (ℓ2(Γ))m×1 via the direct sums of the right
regular representation of Γ on (ℓ2(Γ))n×1 and (ℓ2(Γ))m×1, both U and S are also
fixed under the adjoint actions of Γ, and hence U ∈Mm,n(NΓ) and S ∈Mn(NΓ).
Lemma 5.4. For any discrete (not necessarily amenable) group Γ, one has
trNΓPf = vrank(M).
Proof. From the exact sequence
(ZΓ)1×m
·f
→ (ZΓ)1×n →M→ 0
of left ZΓ-modules, by Lemma 5.2 we have the exact sequence
0→M → (NΓ)1×m
·f
→ (NΓ)1×n → NΓ⊗ZΓ M→ 0
of left NΓ-modules, where M := {x ∈ (NΓ)1×m : xf = 0}. By Theorem 2.1 we get
dimNΓ(NΓ⊗ZΓ M) +m = dimNΓ M+ n.
Let f = US be the polar decomposition of f . Denote by Im the identify matrix
in Mm(NΓ). We claim that M = (NΓ)
1×m(Im −UU
∗). Since (Im − UU
∗)U = 0, we
have
(NΓ)1×m(Im − UU
∗)f = (NΓ)1×m(Im − UU
∗)US = {0},
and hence M ⊇ (NΓ)1×m(Im − UU
∗). Let x ∈ M. Then xUS = xf = 0. Thus
xUS(ℓ2(Γ))n×1 = {0}, and hence
xU(ℓ2(Γ))n×1 = xUU∗U(ℓ2(Γ))n×1 = xUS(ℓ2(Γ))n×1 = {0}.
That is, xU = 0. Therefore x = x(Im − UU
∗) ∈ (NΓ)1×m(Im − UU
∗). This proves
our claim.
Note that Im − UU
∗ is the orthogonal projection from (ℓ2(Γ))m×1 onto the or-
thogonal complement of imU . Thus Im − UU
∗ is an idempotent in Mm(NΓ). By
Theorem 2.1 we have
dimNΓM = trNΓ(Im − UU
∗) = m− trNΓ(U
∗U).
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Note that Pf = In − U
∗U . Thus
vrank(M) = dimNΓ(NΓ⊗ZΓ M)
= dimNΓM+ n−m
= n− trNΓ(U
∗U)
= trNΓ(In − U
∗U)
= trNΓPf .

Now we prove Theorem 5.1 for finitely presented ZΓ-modules.
Lemma 5.5. For any finitely presented ZΓ-module M, one has
mrank(M) = vrank(M).
Proof. Say, M = (ZΓ)1×n/(ZΓ)1×mf for some n,m ∈ N and f ∈Mm,n(ZΓ).
Let F ∈ F(Γ). Since f ∗ has integral coefficients, we have
rank(ker f ∗ ∩ (Z[F ])m×1) = dimQ(ker f
∗ ∩ (Q[F ])m×1) = dimC(ker f
∗ ∩ (C[F ])m×1).
Denote by A the set of all rows of f . Then (ZΓ)1×mf is the ZΓ-submodule of
(ZΓ)1×n generated by A. Note that we have a short exact sequence
0→ ker f ∗ ∩ (Z[F ])m×1 → (Z[F ])m×1
f∗·
→ 〈A∗F 〉 → 0
of abelian groups. Then
mrank((ZΓ)1×mf)
Lemma 3.10
= lim
F
rank(〈F−1A〉)
|F |
= lim
F
rank(〈A∗F 〉)
|F |
Lemma 3.1
= lim
F
rank((Z[F ])m×1)− rank(ker f ∗ ∩ (Z[F ])m×1)
|F |
= lim
F
m|F | − dimC(ker f
∗ ∩ (C[F ])m×1)
|F |
Lemma 5.3
= m− trNΓPf∗ .
Let f = US be the polar decomposition of f . Then
m− trNΓPf∗ = trNΓ(Im − Pf∗) = trNΓ(UU
∗) = trNΓ(U
∗U)
= trNΓ(In − Pf) = n− trNΓPf ,
where the third equality follows from the tracial property (1) of trNΓ.
Taking M2 = (ZΓ)
1×n and M1 = (ZΓ)
1×mf in Lemma 3.8 we get
mrank(M) = mrank((ZΓ)1×n)−mrank((ZΓ)1×mf)
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= n− (m− trNΓPf∗)
= n− (n− trNΓPf)
= trNΓPf
Lemma 5.4
= vrank(M).

5.2. General case. The next lemma is the analogue of Lemma 3.11 for von Neumann-
Lu¨ck rank. Lemmas 3.11 and 5.6 together will enable us to pass from finitely pre-
sented modules to finitely generated modules in the proof of Theorem 5.1.
Lemma 5.6. Let Γ be a discrete (not necessarily amenable) group. Let M be a
finitely generated ZΓ-module. Let {Mn}n∈J be an increasing net of submodules of
M with ∞ 6∈ J . Set M∞ =
⋃
n∈J Mn. Then
vrank(M/M∞) = lim
n→∞
vrank(M/Mn) = inf
n∈J
vrank(M/Mn).
Proof. For any n < m in J , we have the exact sequence
0→Mm/Mn →M/Mn →M/Mm → 0
of ZΓ-modules. By Lemma 5.2 we obtain the exact sequence
NΓ⊗ZΓ (Mm/Mn)→ NΓ⊗ZΓ (M/Mn)→ NΓ⊗ZΓ (M/Mm)→ 0
of NΓ-modules. By Theorem 2.1, we have
vrank(M/Mn) = dimNΓ(NΓ⊗ZΓ(M/Mn)) ≥ dimNΓ(NΓ⊗ZΓ(M/Mm)) = vrank(M/Mm).
Thus
lim
n→∞
vrank(M/Mn) = inf
n∈J
vrank(M/Mn).
For each n ∈ J ∪ {∞}, denote by πn the surjective homomorphism NΓ⊗ZΓ M→
NΓ⊗ZΓ (M/Mn). From the exact sequence
0→Mn →M→M/Mn → 0
of ZΓ-modules, by Lemma 5.2 we obtain the exact sequence
NΓ⊗ZΓ Mn → NΓ⊗ZΓ M→ NΓ⊗ZΓ (M/Mn)→ 0
of NΓ-modules for each n ∈ J ∪ {∞}. Thus ker πn is equal to the image of the
homomorphism NΓ⊗ZΓ Mn → NΓ⊗ZΓ M. It follows that ker π∞ =
⋃
n∈J ker πn. By
Theorem 2.1, we have
dimNΓ(NΓ⊗ZΓ M) = dimNΓ(ker πn) + dimNΓ(NΓ⊗ZΓ (M/Mn))
= dimNΓ(ker πn) + vrank(M/Mn)
for all n ∈ J ∪ {∞}, and
dimNΓ(ker π∞) = lim
n→∞
dimNΓ(ker πn).
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It follows that
dimNΓ(ker π∞) + vrank(M/M∞) = dimNΓ(ker π∞) + lim
n→∞
vrank(M/Mn).
Since M is a finitely generated ZΓ-module, NΓ ⊗ZΓ M is a finitely generated NΓ-
module. By Theorem 2.1 we have dimNΓ(ker π∞) ≤ dimNΓ(NΓ ⊗ZΓ M) < +∞.
Therefore
vrank(M/M∞) = lim
n→∞
vrank(M/Mn).

The following lemma is the analogue of Theorem 3.6 for von Neumann-Lu¨ck rank.
Lemma 5.7. For any short exact sequence
0→M1 →M2 →M3 → 0
of ZΓ-modules, one has
vrank(M2) = vrank(M1) + vrank(M3).
Proof. Note that C⊗Z ZΓ = CΓ and hence for any ZΓ-module M one has
CΓ⊗ZΓ M = (C⊗Z ZΓ)⊗ZΓ M = C⊗Z (ZΓ⊗ZΓ M) = C⊗Z M.
Since C is a torsion-free Z-module, the functor C⊗Z · from the category of Z-modules
to the category of C-modules is exact [24, Proposition XVI.3.2]. Thus the functor
CΓ⊗ZΓ · from the category of (left) ZΓ-modules to the category of (left) CΓ-modules
is exact. Therefore we have the short exact sequence
0→ CΓ⊗ZΓ M1 → CΓ⊗ZΓ M2 → CΓ⊗ZΓ M3 → 0(3)
of CΓ-modules. Note that
NΓ⊗CΓ (CΓ⊗ZΓ M) = (NΓ⊗CΓ CΓ)⊗ZΓ M = NΓ⊗ZΓ M
for every ZΓ-module M. By Lemma 5.2 we have an exact sequence
0→M→ NΓ⊗ZΓ M1 → NΓ⊗ZΓ M2 → NΓ⊗ZΓ M3 → 0
of NΓ-modules, where M is the kernel of the homomorphism NΓ⊗ZΓM1 → NΓ⊗ZΓ
M2. Lu¨ck showed that NΓ as a right CΓ-module is dimension flat, i.e. for any
CΓ-chain complex C∗ with Cp = 0 for all p < 0, one has [34, page 275]
dimNΓ(Hp(NΓ⊗CΓ C∗)) = dimNΓ(NΓ⊗CΓ Hp(C∗))
for all p ∈ Z. Taking C∗ to be the exact sequence (3), we get
dimNΓM = dimNΓ(H2(NΓ⊗CΓC∗)) = dimNΓ(NΓ⊗CΓH2(C∗)) = dimNΓ(NΓ⊗CΓ0) = 0.
By Theorem 2.1 we have
vrank(M1) + vrank(M3) = dimNΓ(NΓ⊗ZΓ M1) + dimNΓ(NΓ⊗ZΓ M3)
= dimNΓ M+ dimNΓ(NΓ⊗ZΓ M2)
= dimNΓ(NΓ⊗ZΓ M2) = vrank(M2).
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
The next lemma is the analogue of Lemma 3.9 for von Neumann-Lu¨ck rank.
Lemmas 3.9 and 5.8 together will enable us to pass from finitely generated modules
to arbitrary modules in the proof of Theorem 5.1.
Lemma 5.8. Let M be a ZΓ-module and {Mn}n∈J be an increasing net of submod-
ules of M with union M. Then
vrank(M) = lim
n→∞
vrank(Mn) = sup
n∈J
vrank(Mn).
Proof. From Lemma 5.7 we have limn→∞ vrank(Mn) = supn∈J vrank(Mn).
For each n ∈ J denote by Mn the image of the natural homomorphism NΓ ⊗ZΓ
Mn → NΓ⊗ZΓ M. Then {Mn}n∈J is an increasing net of submodules of NΓ⊗ZΓ M
with union NΓ⊗ZΓ M. By Theorem 2.1 we have
vrank(M) = dimNΓ(NΓ⊗ZΓ M) = sup
n∈J
dimNΓMn.
Let n ∈ J . Taking M1 = Mn and M2 = M in Lemma 5.7, the argument in
the proof there shows that dimNΓM
′
n = 0 for M
′
n denoting the kernel of the ho-
momorphism NΓ⊗ZΓ Mn → NΓ⊗ZΓ M. From Theorem 2.1 we then conclude that
dimNΓMn = dimNΓ(NΓ⊗ZΓ Mn) = vrank(Mn). Therefore
vrank(M) = sup
n∈J
dimNΓMn = sup
n∈J
vrank(Mn).

We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. By Lemma 5.5 we know that the theorem holds for all finitely
presented ZΓ-modules.
Let M be a finitely generated ZΓ-module. Then M = (ZΓ)m/M∞ for some m ∈ N
and some submodule M∞ of (ZΓ)
m. Write M∞ as the union of an increasing net of
finitely generated submodules {Mn}n∈J with ∞ 6∈ J . Then (ZΓ)
m/Mn is a finitely
presented ZΓ-module for each n ∈ J , and hence
mrank(M)
Lemma 3.11
= lim
n→∞
mrank((ZΓ)m/Mn)
= lim
n→∞
vrank((ZΓ)m/Mn)
Lemma 5.6
= vrank(M).
Finally, since every ZΓ-module is the union of an increasing net of finitely gener-
ated submodules, by Lemmas 3.9 and 5.8 we conclude that the theorem holds for
every ZΓ-module. 
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6. Applications
Every compact metrizable space is a quotient space of the Cantor set. Thus
dimension does not necessarily decrease when passing to quotient spaces of compact
metrizable spaces. Similarly, one can show that mean dimension does not necessarily
decrease when passing to factors of continuous Γ-actions on compact metrizable
spaces, where we say that a continuous Γ-action on a compact metrizable space Y
is a factor of a continuous Γ-action on a compact metrizable space X if there is a
surjective continuous Γ-equivariant map X → Y . On the other hand, in algebraic
setting, dimension does decrease when passing to quotient space: for any compact
metrizable group X and any closed subgroup Y , one has dim(X) = dim(Y ) +
dim(X/Y ) [49] [20, Theorem 3]. From Theorems 3.6 and 4.1, we obtain that, in
algebraic setting, mean dimension also decreases when passing to factors in algebraic
situation:
Corollary 6.1. For any short exact sequence
0→ X1 → X2 → X3 → 0
of compact metrizable abelian groups carrying continuous Γ-actions by automor-
phisms and Γ-equivariant continuous homomorphisms, we have
mdim(X2) = mdim(X1) + mdim(X3).
In particular, mdim(X2) ≥ mdim(X3).
The analogue of the addition formula for entropy was established in [26, Corollary
6.3], and is crucial for the proof of the relation between entropy and L2-torsion in
[28].
The following is an application to von Neumann-Lu¨ck rank.
Corollary 6.2. Suppose that Γ is infinite and M is a ZΓ-module with finite rank
as an abelian group. Then vrank(M) = 0.
Proof. For any A ∈ F(M) and F ∈ F(Γ), one has rank(〈F−1A〉) ≤ rank(M) <
+∞, and hence limF
rank(〈F−1A〉)
|F |
= 0. Thus by Theorem 5.1 we have vrank(M) =
mrank(M) = 0. 
Example 6.3. Let ϕ be a group homomorphism from Γ into GLn(Q) for some
n ∈ N, where GLn(Q) denotes the group of all invertible elements in Mn(Q). Then
Γ acts on Qn×1 via ϕ, and hence Qn×1 becomes a ZΓ-module. Note that the rank
of Qn×1 as abelian group is equal to n. Thus when Γ is infinite, by Corollary 6.2 we
have vrank(Qn×1) = 0.
7. Metric mean dimension
Throughout this section Γ will be a discrete countable amenable group.
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Lindenstrauss and Weiss also introduced a dynamical analogue of the Minkowski
dimension. Let Γ act on a compact metrizable space X continuously, and ρ be
a continuous pseudometric on X . For ε > 0, a subset Y of X is called (ρ, ε)-
separated if ρ(x, y) ≥ ε for any distinct x and y in Y . Denote by Nε(X, ρ) the
maximal cardinality of (ρ, ε)-separated subsets of X . For any F ∈ F(Γ), we define a
new continuous pseudometric ρF on X by ρF (x, y) = maxs∈F ρ(sx, sy). The metric
mean dimension of the action Γy X with respect to ρ [31, Definition 4.1], denoted
by mdimM(X, ρ), is defined as
mdimM(X, ρ) := lim
ε→0
1
| log ε|
lim
F
logNε(X, ρF )
|F |
.
When Γ is the trivial group, the metric mean dimension is exactly the Minkowski
dimension of (X, ρ).
A well-known theorem of Pontryagin and Schnirelmann [43] [36, page 80] says that
for any compact metrizable space X , the covering dimension of X is equal to the
minimal value of the Minkowski dimension of (X, ρ) for ρ ranging over compatible
metrics on X . Since mean dimension and metric mean dimension are dynamical
analogues of covering dimension and Minkowski dimension respectively, it is natural
to ask
Question 7.1. Let Γ act continuously on a compact metrizable space X . Is
mdim(X) equal to the minimal value of mdimM(X, ρ) for ρ ranging over compatible
metrics on X?
Lindenstrauss and Weiss showed that mdim(X) ≤ mdimM(X, ρ) for every com-
patible metric ρ on X [31, Theorem 4.2]. Thus Question 7.1 reduces to the question
whether mdim(X) = mdimM(X, ρ) for some compatible metric ρ on X . For Γ = Z,
Lindenstrauss showed that this is true when the action Z y X has an infinite mini-
mal factor [30, Theorem 4.3], and Gutman showed that this is true when Z y X has
the so-called marker property [18, Definition 3.1, Theorem 8.1], in particular when
Z y X has an aperiodic factor Z y Y such that either Y is finite-dimensional or
Z y Y has only a countable number of closed invariant minimal subsets or Z y Y
has a so-called compact minimal subsystems selector [18, Theorem 8.2, Definition
3.8].
We answer Question 7.1 affirmatively for algebraic actions. In fact, we prove
a stronger conclusion that one can even find a translation-invariant metric with
minimal metric mean dimension. Recall that a pseudometric ρ on a compact abelian
group is said to be translation-invariant if ρ(x+y, x+z) = ρ(y, z) for all x, y, z ∈ X .
Theorem 7.2. Let Γ act on a compact metrizable abelian group X by continuous
automorphisms. Then there is a translation-invariant compatible metric ρ on X
satisfying mdim(X) = mdimM(X, ρ).
For a continuous action Γy X of Γ on some compact metrizable space X , we say
that a continuous pseudometric ρ onX is dynamically generating if sups∈Γ ρ(sx, sy) >
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0 for any distinct x, y ∈ X . It is well known that for any dynamically generating
continuous pseudometric ρ on X one can turn it into a compatible metric without
changing the metric mean dimension, see for example [30, page 238]. For complete-
ness, we give a proof here.
Lemma 7.3. Let Γ act continuously on a compact metrizable space X, and ρ be a
dynamically-generating continuous pseudometric on X. List the elements of Γ as
s1, s2, · · · . For x, y ∈ X set ρ˜(x, y) = maxj∈N 2
−jρ(sjx, sjy). Then ρ˜ is a compatible
metric on X, and mdimM(X, ρ) = mdimM(X, ρ˜). In particular, one has mdim(X) ≤
mdimM(X, ρ).
Proof. Since ρ˜ is a continuous pseudometric on the compact space X separating the
points of X , the identity map from X equipped the original topology to X equipped
with the topology induced by ρ˜ is continuous and hence must be a homeomorphism.
Therefore ρ˜ is a compatible metric on X .
Say, e = sk. Note that mdimM(X, ρ) = mdimM(X, 2
−kρ) ≤ mdimM(X, ρ˜).
Let ε > 0. Take m ∈ N such that 2−mdiam(X, ρ) ≤ ε. Set K = {s1, . . . , sm} ∈
F(Γ). For any x, y ∈ X and t ∈ Γ, one has
ρ˜(tx, ty) ≤ max(2−m−1diam(X, ρ), max
1≤j≤m
2−jρ(sjtx, sjty)) ≤ max(ε/2,max
s∈K
ρ(stx, sty)),
and hence for any F ∈ F(Γ),
ρ˜F (x, y) ≤ max(ε/2, ρKF (x, y)).
It follows that Nε(X, ρ˜F ) ≤ Nε(X, ρKF ). Thus
lim
F
logNε(X, ρ˜F )
|F |
≤ lim
F
logNε(X, ρKF )
|F |
= lim
F
logNε(X, ρKF )
|KF |
≤ lim
F
logNε(X, ρF )
|F |
.
Therefore
mdimM(X, ρ˜) = lim
ε→0
1
| log ε|
lim
F
logNε(X, ρ˜F )
|F |
≤ lim
ε→0
1
| log ε|
lim
F
logNε(X, ρF )
|F |
= mdimM(X, ρ).
Consequently, mdimM(X, ρ) = mdimM(X, ρ˜).
Since mdim(X) ≤ mdimM(X, ρ˜), we get mdim(X) ≤ mdimM(X, ρ). 
We prove Theorem 7.2 first for finitely presented modules, in Lemma 7.5. We need
the following well-known fact, which can be proved by a simple volume comparison
argument (see for example the proof of [41, Lemma 4.10]).
Lemma 7.4. Let V be a finite-dimensional normed space over R. Let ε > 0. Then
any ε-separated subset of the unit ball of V has cardinality at most (1 + 2
ε
)dimR(V ).
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Consider the following metric ϑ on R/Z:
ϑ(x+ Z, y + Z) := min
z∈Z
|x− y − z|.(4)
For any ZΓ-module M and any A ∈ F(M), we define a continuous pseudometric ϑA
on M̂ by
ϑA(x, y) := max
a∈A
ϑ(x(a), y(a)).(5)
Note that ϑA is dynamically generating iff ΓA separates the points of M, iff 〈ΓA〉 =
M, i.e. A generates M as a ZΓ-module.
To prove the following lemma, we use a modification of the argument in the proof
of [6, Theorem 4.11].
Lemma 7.5. Let f ∈ Mm,n(ZΓ) for some m,n ∈ N, and M = (ZΓ)
1×n/(ZΓ)1×mf .
Denote by A the image of the canonical generators of (ZΓ)1×n under the natural
homomorphism (ZΓ)1×n →M. Then
mdim(M̂) = mdimM(M̂, ϑ
A).
Proof. Let ker f and Pf be as at the beginning of Section 5.1. By Theorem 1.1
and Lemma 5.4 one has trNΓPf = mdim(M̂). Since by Lemma 7.3 mdim(M̂) ≤
mdimM(M̂, ϑ
A), it suffices to show mdimM(M̂, ϑ
A) ≤ trNΓPf .
We identifyŸ (ZΓ)1×n with ((R/Z)n×1)Γ = ((R/Z)Γ)n×1 naturally via the pairing
(ZΓ)1×n × ((R/Z)Γ)n×1 → R/Z given by
〈g, x〉 = (gx)e,
where gx ∈ (R/Z)Γ is defined similar to the product in ZΓ:
(gx)t =
∑
1≤j≤n
∑
s∈Γ
gj,sxj,s−1t.
Via the quotient homomorphism (ZΓ)1×n → M, we shall identify M̂ with a closed
subset ofŸ (ZΓ)1×n = ((R/Z)n×1)Γ. It is easily checked that
M̂ = {x ∈ ((R/Z)n×1)Γ : fx = 0 in ((R/Z)m×1)Γ},
and the action σ of Γ on M̂ is given by right shift:
(σs(x))j,t = xj,ts.
Furthermore, for any x, y ∈ M̂,
ϑA(x, y) = max
1≤j≤n
ϑ(xj,e, yj,e),
and hence for any F ∈ F(Γ),
ϑAF (x, y) = max
s∈F
max
1≤j≤n
ϑ(xj,s, yj,s).
Denote by K the support of f as an Mm,n(Z)-valued function on Γ.
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Let 0 < ε < 1. Let F ∈ F(Γ). Set F ′ = {s ∈ F : K−1s ⊆ F}. Take a
(ϑAF , ε)-separated subset W of M̂ with
|W| = Nε(M̂, ϑ
A
F ).
For each x ∈ W, take x˜ ∈ ([−1/2, 1/2)n×1)Γ such that xs = x˜s + Z
n×1 for every
s ∈ Γ. Then fx˜ ∈ (Zm×1)Γ for every x ∈W.
Set
‖f‖1 =
∑
1≤j≤m
∑
1≤k≤n
∑
s∈Γ
|fj,k,s|.
For any y′ ∈ (ℓ∞R (Γ))
n×1, set
‖y′‖∞ = max
1≤j≤n
sup
s∈Γ
|y′j,s|.
Then ‖fy′‖∞ ≤ ‖f‖1‖y
′‖∞ for every y
′ ∈ (ℓ∞R (Γ))
n×1.
Denote by pF the restriction map (ℓ
∞
R (Γ))
n×1 → (R[F ])n×1. Let x ∈W. Set x′ =
pF (x˜) ∈ ([−1/2, 1/2)
n×1)F . Note that fx′ = fx˜ on F ′, and ‖fx′‖∞ ≤ ‖f‖1‖x
′‖∞ ≤
‖f‖1/2. Thus fx
′ takes values in (Z ∩ [−‖f‖1/2, ‖f‖1/2])
m×1 on F ′. Therefore we
can find some W1 ⊆W and y ∈W1 such that
|W| ≤ |W1|(‖f‖1 + 1)
m|F ′|
and fx′ = fy′ on F ′ for all x ∈W1.
Denote by V the linear subspace of (R[F ])n×1 consisting of all v satisfying fv = 0
on F ′. Then fV ⊆ (R[KF \ F ′])m×1, and hence
dimR(V ) ≤ dimR(fV ) + dimR(ker f ∩ V ) ≤ m|KF \ F
′|+ dimR(ker f ∩ (R[F ])
n×1).
The set {x′ − y′ : x ∈ W1} is contained in the unit ball of V under the supremum
norm. For any distinct x, z ∈W1, one has
‖(x′ − y′)− (z′ − y′)‖∞ = ‖x
′ − z′‖∞ ≥ ϑ
A
F (x, z) ≥ ε.
By Lemma 7.4 we have
|W1| ≤ (1 +
2
ε
)dimR(V ).
Therefore
Nε(M̂, ϑ
A
F ) = |W| ≤ (1 +
2
ε
)m|KF\F
′|+dimR(ker f∩(R[F ])
n×1)(‖f‖1 + 1)
m|F ′|.
Since f has real coefficients, for any x, y ∈ (ℓ2R(Γ))
n×1, one has x + yi ∈ ker f if
and only if x, y ∈ ker f . Thus dimC(ker f ∩ (C[F ])
n×1) = dimR(ker f ∩ (R[F ])
n×1)
for every F ∈ F(Γ), and hence from Lemma 5.3 we get
trNΓPf = lim
F
dimR(ker f ∩ (R[F ])
n×1)
|F |
.(6)
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Now we have
lim
F
logNε(M̂, ϑ
A
F )
|F |
≤ lim
F
(m|KF \ F ′|+ dimR(ker f ∩ (R[F ])
n×1)) log(1 + 2ε−1) +m|F ′| log(‖f‖1 + 1)
|F |
(6)
= trNΓPf · log(1 + 2ε
−1) +m log(‖f‖1 + 1).
Therefore
mdimM(M̂, ϑ) = lim
ε→0
1
| log ε|
lim
F
logNε(M̂, ϑ
A
F )
|F |
≤ lim
ε→0
trNΓPf · log(1 + 2ε
−1) +m log(‖f‖1 + 1)
| log ε|
= trNΓPf .

Next we prove Theorem 7.2 for finitely generated modules.
Lemma 7.6. Let M be a finitely generated ZΓ-module, and A be a finite generating
subset of M. Then
mdim(M̂) = mdimM(M̂, ϑ
A).
Proof. Using A we may write M as (ZΓ)n/M∞ for n = |A| and some submodule
M∞ of (ZΓ)
n such that A is the image of the canonical generators of (ZΓ)n under
the quotient homomorphism (ZΓ)n →M.
Let {Mj}j∈N be an increasing sequence of finitely generated submodules of M∞
with union M∞. By Theorem 4.1 and Lemma 3.11 we have
mdim(M̂) = mrank(M) = lim
j→∞
mrank((ZΓ)n/Mj) = lim
j→∞
mdim(¤ (ZΓ)n/Mj).
For each j ∈ N, denote by Aj the image of the canonical generators of (ZΓ)
n under
the quotient homomorphism (ZΓ)n → (ZΓ)n/Mj . By Lemma 7.5, one has
mdim(M̂) = lim
j→∞
mdim(¤ (ZΓ)n/Mj) = lim
j→∞
mdimM(
¤ (ZΓ)n/Mj, ϑAj ).
From the quotient homomorphism (ZΓ)n/Mj → (ZΓ)
n/M∞ = M, we may identify
M̂ with a closed subgroup of ¤ (ZΓ)n/Mj . Note that ϑAj restricts to ϑA on M̂.
Thus mdimM(M̂, ϑ
A) ≤ mdimM(
¤ (ZΓ)n/Mj, ϑAj ) for every j ∈ N. It follows that
mdimM(M̂, ϑ
A) ≤ mdim(M̂). By Lemma 7.3 we have mdim(M̂) ≤ mdimM(M̂, ϑ
A).
Therefore mdim(M̂) = mdimM(M̂, ϑ
A). 
Next we discuss metric mean dimension for inverse limits. It will enable us to pass
from finitely generated modules to countable modules in the proof of Theorem 7.2.
For a sequence of topological spaces {Xj}j∈N with continuous maps πj : Xj+1 → Xj
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for all j ∈ N, the inverse limit lim
←−j→∞
Xj is defined as the subspace of
∏
j∈NXj
consisting of all elements (xj)j∈N satisfying πj(xj+1) = xj for all j ∈ N.
Lemma 7.7. Let {Xj}j∈N be a sequence of compact metrizable spaces carrying
continuous Γ-actions and continuous Γ-equivariant maps πj : Xj+1 → Xj for all
j ∈ N. Let ρj be a continuous pseudometric on Xj for each j ∈ N such that
ρj(πj(x), πj(y)) ≤ ρj+1(x, y) for all x, y ∈ Xj+1. Then there is a decreasing se-
quence {λj}j∈N of positive numbers such that the continuous pseudometric on X :=
lim
←−j→∞
Xj defined by
ρ((xj)j , (yj)j) = max
j∈N
λjρj(xj, yj)
satisfies
mdimM(X, ρ) ≤ lim
j→∞
mdimM(Xj , ρj).
Proof. We shall require λjdiam(Xj , ρj) < 1/2
j for all j ∈ N, which implies that ρ is
a continuous pseudometric on X . We shall also require λj+1 ≤ λj ≤ 1 for all j ∈ N.
Let k ∈ N. Define a continuous pseudometric ρ′k onXk by ρ
′
k(x, y) = max1≤j≤k λjρj(πj◦
πj+1 ◦ · · · ◦ πk−1(x), πj ◦ πj+1 ◦ · · · ◦ πk−1(y)). Then ρ
′
k ≤ ρk. Thus
mdimM(Xk, ρ
′
k) ≤ mdimM(Xk, ρk).
Then we can find some 0 < εk <
1
k
such that
1
| log εk|
lim
F
logNεk(Xk, (ρ
′
k)F )
|F |
≤ mdimM(Xk, ρ
′
k) +
1
k
≤ mdimM(Xk, ρk) +
1
k
.
Denote by Πk the natural map X → Xk. Note that
ρ(x, y) ≤ max(ρ′k(Πk(x),Πk(y)),max
j>k
λjdiam(Xj , ρj))
for any x, y ∈ X . It follows that for any F ∈ F(Γ), one has
ρF (x, y) ≤ max((ρ
′
k)F (Πk(x),Πk(y)),max
j>k
λjdiam(Xj, ρj))
for any x, y ∈ X . Thus for any ε > maxj>k λjdiam(Xj, ρj), if W ⊆ X is (ρF , ε)-
separated, then Πk(W) is ((ρ
′
k)F , ε)-separated. Therefore, if maxj>k λjdiam(Xj, ρj) <
εk, then
Nεk(X, ρF ) ≤ Nεk(Xk, (ρ
′
k)F )
for every F ∈ F(Γ), and hence
1
| log εk|
lim
F
logNεk(X, ρF )
|F |
≤
1
| log εk|
lim
F
logNεk(Xk, (ρ
′
k)F )
|F |
≤ mdimM(Xk, ρk) +
1
k
.
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Now we require further that maxj>k λjdiam(Xj, ρj) < εk for all k ∈ N. Since we
can choose εk once λ1, . . . , λk are given, by induction such a sequence {λj}j∈N exists.
Then
mdimM(X, ρ) ≤ lim
k→∞
1
| log εk|
lim
F
logNεk(X, ρF )
|F |
≤ lim
k→∞
(mdimM(Xk, ρk) +
1
k
)
= lim
k→∞
mdimM(Xk, ρk).

We are ready to prove Theorem 7.2.
Proof of Theorem 7.2. By Pontryagin duality we have X = M̂ for some countable
ZΓ-module. List the elements of M as a1, a2, · · · . Set Aj = {a1, . . . , aj} and denote
by Mj the submodule of M generated by Aj for each j ∈ N. By Lemma 7.6 one has
mdim(M̂j) = mdimM(M̂j , ϑ
Aj ) for each j ∈ N.
For each j ∈ N, from the inclusion Mj →֒Mj+1 we have a surjective Γ-equivariant
continuous map πj :÷Mj+1 → M̂j. Then M̂ = lim←−j→∞ M̂j . Note that ϑAj+1(x, y) ≥
ϑAj (πj(x), πj(y)) for all j ∈ N and x, y ∈÷Mj+1. By Lemma 7.7 we can find a suit-
able decreasing sequence {λj}j∈N of positive numbers such that for the continuous
pseudometric ρ on M̂ = lim←−j→∞ M̂j defined by
ρ((xj)j , (yj)j) := max
j∈N
λjϑ
Aj (xj, yj),
one has mdimM(M̂, ρ) ≤ limj→∞mdimM(M̂j , ϑ
Aj) ≤ supj∈NmdimM(M̂j, ϑ
Aj ). Clearly
ρ(x, y) = max
j∈N
λj max
1≤k≤j
ϑ(x(ak), y(ak)) = max
j∈N
λjϑ(x(aj), y(aj))
for all x, y ∈ M̂. Thus ρ is a compatible translation-invariant metric on M̂, and
hence mdim(M̂) ≤ mdimM(M̂, ρ).
Now we have
mdim(M̂) ≤ mdimM(M̂, ρ) ≤ sup
j∈N
mdimM(M̂j , ϑ
Aj) = sup
j∈N
mdim(M̂j) ≤ mdim(M̂),
where the last inequality follows from Corollary 6.1. Therefore mdim(M̂) = mdimM(M̂, ρ).

8. Range of mean dimension
In this section we use positive results on the strong Atiyah conjecture to discuss
the range of mean dimension for algebraic actions.
Let Γ be a discrete group. Denote by H(Γ) the subgroup of Q generated by |H|−1
for H ranging over all finite subgroups of Γ. Motivated by a question of Atiyah on
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rationality of L2-Betti numbers, one has the following strong Atiyah conjecture [34,
Conjecture 10.2]:
Conjecture 8.1. For any discrete (not necessarily amenable) group Γ and any
f ∈ Mm,n(CΓ) for some m,n ∈ N, denoting by Pf the kernel of the orthogonal
projection from (ℓ2(Γ))n×1 to ker f , one has
trNΓPf ∈ H(Γ).
A counterexample to Conjecture 8.1 has been found by Grigorchuk and Z˙uk [14]
(see also [3, 9, 12, 13, 15, 25, 40]). On the other hand, Conjecture 8.1 has been
verified for various groups. In particular, Linnell has proved the following theorem
[32, Theorem 1.5] [34, Theorem 10.19]. Recall that the class of elementary amenable
groups is the smallest class of groups containing all finite groups and abelian groups
and being closed under taking subgroups, quotient groups, group extensions and
directed unions [5].
Theorem 8.2. Let C be the smallest class of groups containing all free groups and
being closed under directed unions and extensions with elementary amenable quo-
tients. If a (not necessarily amenable) group Γ belongs to C and there is an upper
bound on the orders of the finite subgroups of Γ, then Conjecture 8.1 holds for Γ.
The next result follows from Theorem 8.2 and [34, Lemma 10.10]. For the conve-
nience of the reader, we give a proof here.
Theorem 8.3. Let Γ be an elementary amenable group with an upper bound on the
orders of the finite subgroups of Γ. For any (left) ZΓ-module M, one has vrank(M) ∈
H(Γ) ∪ {+∞}.
Proof. By Theorem 8.2 we know that Conjecture 8.1 holds for Γ. By Lemma 5.4 we
have vrank(M) ∈ H(Γ) for every finitely presented ZΓ-module M. Note that H(Γ)
is a discrete subset of R. Then the argument in the proof of Theorem 5.1 shows
that vrank(M) ∈ H(Γ) for every finitely generated ZΓ-module M, and vrank(M) ∈
H(Γ) ∪ {+∞} for an arbitrary ZΓ-module M. 
Coornaert and Krieger showed that if a countable amenable group Γ has subgroups
of arbitrary large finite index, then for any r ∈ [0,+∞] there is a continuous action
of Γ on some compact metrizable space X with mdim(X) = r [8]. Thus it is
somehow surprising that the value of the mean dimension of algebraic actions of some
amenable groups is rather restricted, as the following consequence of Theorems 1.1
and 8.3 shows: (see also [7] for some related discussion)
Corollary 8.4. Let Γ be an elementary amenable group with an upper bound on
the orders of the finite subgroups of Γ. For any (left) ZΓ-module M, one has
mdim(M̂),mrank(M) ∈ H(Γ) ∪ {+∞}.
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9. Zero mean dimension
Throughout this section Γ will be a discrete countable amenable group.
For a continuous action of Γ on a compact metrizable space X and any finite
open cover U of X , the limit limF
logN(UF )
|F |
exists by the Ornstein-Weiss lemma [38]
[31, Theorem 6.1], where N(UF ) denotes minV |V| for V ranging over subcovers of
UF . The topological entropy of the action Γ y X , denoted by h(X), is defined as
supU limF
logN(UF )
|F |
for U ranging over finite open covers of X . Lindenstrauss and
Weiss showed that if h(X) < +∞, then mdim(X) = 0 [31, Section 4].
The following question was raised by Lindenstrauss implicitly in [30]:
Question 9.1. Let Γ act on a compact metrizable space X continuously. Is it true
that mdim(X) = 0 if and only if the action Γ y X is the inverse limit of actions
with finite topological entropy?
Lindenstrauss proved the “if” part [30, Proposition 6.11]. For Γ = Z Linden-
strauss showed that the “only if” part holds when the action Z y X has an infinite
minimal factor [30, Proposition 6.14], and Gutman showed that the “only if” part
holds when Z y X has the so-called marker property [18, Definition 3.1, Theorem
8.3], in particular when Z y X has an aperiodic factor Z y Y such that either
Y is finite-dimensional or Z y Y has only a countable number of closed invariant
minimal subsets or Z y Y has a so-called compact minimal subsystems selector [18,
Theorem 8.4, Definition 3.8].
We shall answer Question 9.1 for algebraic actions of the groups in Theorem 8.3.
We start with finitely presented ZΓ-modules.
Corollary 9.2. Let M be a finitely presented ZΓ-module. Then mdim(M̂) = 0 if
and only if h(M̂) < +∞.
Proof. By Theorem 1.1 we know that mdim(M̂) = 0 if and only if vrank(M) =
0, while by [28, Remark 5.2] for any finitely presented ZΓ-module M one has
vrank(M) = 0 if and only if h(M̂) is finite. 
Remark 9.3. Corollary 9.2 does not hold for arbitrary ZΓ-modules. For example,
for M =
⊕
n≥2(Z/nZ)Γ, one has mdim(M̂) = mrank(M) = 0 since M is torsion as
an abelian group, while h(M̂) = +∞ since h(M̂) ≥ h(⁄ (Z/nZ)Γ) = logn for every
n ≥ 2. As another example, if we take Γ = Z and M to be the direct sum of infinite
copies of ZΓ/ZΓf for f = 1 + 2T , where we identify ZΓ with Z[T±] naturally, then
mdim(M̂) = mrank(M) = 0 since mrank(ZΓ/ZΓf) = 0, while h(M̂) = +∞ since
h(⁄ ZΓ/ZΓf ) = log 2 > 0 [45, Propositions 16.1 and 17.2]. In the second example, M
is torsion-free as an abelian group.
None of the above examples is finitely generated. This leads us to the following
question:
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Question 9.4. For any finitely generated ZΓ-module M, if mdim(M̂) = 0, then
must h(M̂) be finite?
We answer Question 9.4 affirmatively for the groups in Theorem 8.3:
Corollary 9.5. Let Γ be an elementary amenable group with an upper bound on the
orders of the finite subgroups of Γ. Let M be a finitely generated ZΓ-module. Then
mdim(M̂) = 0 if and only if h(M̂) < +∞.
Proof. We just need to show the “only if” part. We have M = (ZΓ)m/M∞ for some
m ∈ N and some submodule M∞ of (ZΓ)
m. Write M∞ as the union of an increasing
net of finitely generated submodules {Mn}n∈J with ∞ 6∈ J . Then
0 = mdim(M̂)
Theorem 1.1
= vrank(M)
Lemma 5.6
= lim
n→∞
vrank((ZΓ)m/Mn).
By Theorem 8.3 we know that vrank((ZΓ)m/Mn) is contained in the discrete sub-
set H(Γ) of R for every n ∈ J . Thus, when n is sufficiently large, one has
vrank((ZΓ)m/Mn) = 0. Since (ZΓ)
m/Mn is a finitely presented ZΓ-module, by
Corollary 9.2 we have h(¤ (ZΓ)m/Mn) < +∞. Because M̂ is a closed Γ-invariant
subset of ¤ (ZΓ)m/Mn, we get h(M̂) ≤ h(¤ (ZΓ)m/Mn) < +∞. 
Since every countable ZΓ-module is the union of an increasing sequence of finitely
generated submodules, and by Pontryagin duality every Γ-action on a compact
metrizable abelian group by continuous automorphisms arises from some count-
able ZΓ-module, from Corollaries 6.1 and 9.5 we answer Question 9.1 affirmatively
for algebraic actions of groups in Theorem 8.3:
Corollary 9.6. Let Γ be an elementary amenable group with an upper bound on the
orders of the finite subgroups of Γ, and let Γ act on a compact metrizable abelian
group X by continuous automorphisms. Then mdim(X) = 0 if and only if the action
Γy X is the inverse limit of actions with finite topological entropy.
Appendix A. Mean rank and Elek rank
In this appendix we discuss the relation between the mean rank of a ZΓ-module
and the Elek rank of a finitely generated QΓ-module.
Let R be an integral domain and Γ be a discrete amenable group. As we explained
in Remark 3.16, one may extend the definition of mean rank for ZΓ-modules in
Section 3 to RΓ-modules naturally as follows. Denote by K the field of fractions of
R. For any R-module M , the rank of M is defined as dimK(K⊗R M ) and denoted
by rankR(M ). For any R-module M and A ⊆ M , denote by 〈A〉R the submodule
of M generated by A. Then we define the mean rank of a (left) RΓ-module M as
mrankR(M) := sup
A∈F(M)
lim
F
rankR(〈F
−1A〉R)
|F |
= sup
A∈F(M)
inf
F∈F(Γ)
rankR(〈F
−1A〉R)
|F |
.
All the results in Section 3 hold for RΓ-modules without change of proof.
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Proposition A.1. For any (left) RΓ-module M, one has
mrankR(M) = mrankK(KΓ⊗RΓ M).
Proof. Denote by ϕ the natural RΓ-module homomorphismM→ KΓ⊗RΓM sending
a to 1⊗ a. Note that
KΓ⊗RΓ M = (K ⊗R RΓ)⊗RΓ M = K ⊗R (RΓ⊗RΓ M) = K ⊗R M.
It follows that
mrankK(KΓ⊗RΓ M) = sup
A∈F(M)
lim
F
rankK(〈F
−1ϕ(A)〉K)
|F |
.
Thus it suffices to show that for any A ∈ F(M) and F ∈ F(Γ) one has
rankR(
¨
F−1A
∂
R
) = rankK(
¨
F−1ϕ(A)
∂
K
).
Since the functor K ⊗R · is exact [24, Proposition XVI.3.2], from the inclusion
〈F−1A〉R →֒ M, we have the inclusion K ⊗R (〈F
−1A〉R) →֒ K ⊗R M = KΓ⊗RΓ M,
with image 〈F−1ϕ(A)〉K . Therefore
rankK(
¨
F−1ϕ(A)
∂
K
) = rankK(K ⊗R (
¨
F−1A
∂
R
)) = rankR(
¨
F−1A
∂
R
).

For any field K and any discrete amenable group Γ, in [11] Elek introduced a
rank function for finitely generated (left) KΓ-modules M as follows. Write M as
(KΓ)n×1/M′ for some n ∈ N and some submodule M′ of (KΓ)n×1. For any vector
space V over K, denote by V ∗ the dual vector space of V , consisting of all K-linear
maps V → K. One may identify ((KΓ)n×1)∗ with (K1×n)Γ via
f(a) =
∑
s∈Γ
fs · as
for all f ∈ (K1×n)Γ and a ∈ (KΓ)n×1. Then one can identifyM∗ with {f ∈ (K1×n)Γ :
f(M′) = 0}. For each F ∈ F(Γ) ∪ {∅}, denote by M∗|F the image of M
∗ under the
restriction map (K1×n)Γ → (K1×n)F . The function F(Γ) ∪ {∅} → Z sending F to
dimK(M
∗|F−1) is easily seen to satisfy the conditions of the Ornstein-Weiss lemma
[38] [31, Theorem 6.1] and hence the limit limF
dimK(M
∗|
F−1
)
|F |
exists. (Actually one
can check that this function F(Γ) ∪ {∅} → Z satisfies the conditions in Lemma 3.3,
and hence limF
dimK(M
∗|
F−1
)
|F |
= infF∈F(Γ)
dimK(M
∗|
F−1
)
|F |
, though we shall not need this
fact.) The Elek rank of M is defined to be this limit, and denoted by erankK(M).
The Elek rank satisfies the addition formula [11].
Note that mrankK(M) is defined using the module M directly, which is crucial for
the proof of Theorem 1.1 since to compute the mean dimension or the von Neumann-
Lu¨ck rank one has to pass to the Pontryagin dual M̂ or the tensor product NΓ⊗ZΓM
first, while erankK(M) is defined by passing to the dual M
∗ first. So a priori there
is no relation between these two ranks. The fact that these two ranks share some
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properties such as the addition formula hints that they might be the same. We show
that indeed this is the case:
Theorem A.2. For any finitely generated KΓ-module M, one has
mrankK(M) = erankK(M).
Proof. Denote by A the image of the standard KΓ-basis of (KΓ)n×1 under the
quotient map (KΓ)n×1 → M. Then A is a finite generating subset of M. By
Lemma 3.10 it suffices to show
lim
F
dimK(〈F
−1A〉K)
|F |
= lim
F
dimK(M
∗|F−1)
|F |
.
Therefore it suffices to show dimK(〈F
−1A〉K) = dimK(M
∗|F−1) for every F ∈ F(Γ).
Denote by T the linear map M∗ → KF
−1A sending f to b 7→ f(b) for all b ∈ F−1A.
Since every K-linear map 〈F−1A〉K → K extends to a K-linear map M → K, one
has
dimK(
¨
F−1A
∂
K
) = dimK((
¨
F−1A
∂
K
)∗) = dimK(T (M
∗)).
One may identify T (M∗) with M∗|F−1 naturally. Therefore
dimK(
¨
F−1A
∂
K
) = dimK(T (M
∗)) = dimK(M
∗|F−1).

From Proposition A.1 and Theorem A.2 we obtain
Corollary A.3. For any finitely generated ZΓ-module M, one has
mrank(M) = erankQ(QΓ⊗ZΓ M).
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