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Abstract
In order to optimize the movements of a robot, every object found in the work environment must not just be identiﬁed, but
located in reference to the robot itself. Usually, object segmentation from an image is achieved using color segmentation.
This segmentation can be achieved by processing the R, G and B chromatic components. However, this method has the
disadvantage of been very sensitive to the changes on lighting. Converting the RGB image to the CIE-Lab color space
avoids the lack of sensitivity by increasing the accuracy of the color segmentation. Unfortunately, if multiple objects
of the same color are presented in the scene, is not possible to identify one of these objects using only this color space.
Therefore, we need to consider an additional data source, in this case the depth, in order to discriminate objects that are
not in the same plane as the object of interest. In this paper, we introduce an algorithm to detect objects, essentially
on indoor environments, using CIE-Lab and depth segmentation techniques. We process the color and depth images
provided by the Kinect sensor for proposing a visual strategy with real-time performance.
c© 2012 Published by Elsevier Ltd.
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1. Introduction
The ability to detect and identify mobile and ﬁxed obstacles plays an important role for achieving robots
autonomy. Many formal methods and techniques from computer science have been proposed for solving
this problem. Most common contributions are based on data from stereo images [1, 2] or a combination
of visual imagery and 3D scanning [3]. Although these contributions give to systems a certain level of
autonomy, object detection in real-time using low cost, compact and easy to use sensors remains a research
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goal. Nowadays, cameras that capture RGB images with depth information are available. Such sensing
systems allow to propose new attractive solutions for robot navigation problems like 3D mapping and loca-
lization [4], object recognition [5], 3D modeling [6], visual odometry [7] among others perception tasks.
This project is concerned with the problem of detecting objects based on a new sensing device RGB-D
camera: the Microsoft Kinect sensor [8, 9]. The rapid evolution of this recent technology provides high
quality synchronized-images of both color and depth at high-frequency performance. In particular, depth
image is obtained by an infrared projected-matrix which bounces over the objects. The IR camera captures
these beams, with an intensity variance, and computes the distance to every object in the scene. Here, we
process the RGB color image for obtaining a CIE-Lab color space image. Then, we calculate the Euclidean
distances among one pixel selected from the object of interest and the rest of the points in the image, this
information is interpreted as a probability value for each image point on the color space [10]. Since color
and depth information are provided by diﬀerent sensors inside of the kinect, an homography operation is
applied to the probability image in order to obtain a geometrical adequation with respect to the depth image.
After that, we combine probability image and depth information for calculating ﬁnal object segmentation
on the scene.
This paper is organized as follows. The section 2 describes our proposed algorithm for object detection.
The concept of homography and how to relate diﬀerent image planes from the dataset is presented in sec-
tion 3. The advantages and the RGB to CIE-Lab color image transformation is described in section 4. The
section 5 describes how to make the color and depth segmentation followed by some experimental results
and conclusions.
2. Global segmentation algorithm
The block diagram of our segmentation strategy is presented in Fig. 1.
Fig. 1. Block diagram of the global segmentation algorithm
First of all, an image in RGB color space is acquired and an homography transformation is applied to
it. Then, the pixels in RGB space color are transformed to the CIE-Lab color space. In order to minimize
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the eﬀects due to illumination changes, the euclidean distance in CIE-Lab space is calculated obtaining
the level of similarity among the pixels [11, 12]. This procedure allow us to compute the delta values of
the image yielding only one chromatic diﬀerence on an image referred as to delta image. The delta image
can be interpreted as a probabilistic image. Since the chromatic diﬀerence between two pixels gives a low
value when both pixels are similar and a high value otherwise, in according to this, such diﬀerence can
be interpreted as a probability value of belonging to a particular color. A convenient value of threshold is
used for selecting all the objects with similar color in the scene and from there an initial mask is generated.
However, this mask does not isolate any object in particular. Therefore, as interesting object segmentation
is not straightforward we use the depth data with the aim of complementing color information.
The right side of the Fig. 1 illustrate the processing carry out to the depth image. This image is also
treated by an homography transformation for compensating diﬀerences in geometrical position between the
sensors. We carried out a statistical analysis of the depth image using the information provided by the initial
mask. That is, we combine the statistical values, for each isolate region highlighted in the probabilistic
image. This procedure gives a ﬁnal detection as a resulted image mask with only the desired object. It is
important to point out that our statistical analysis employs fundamental operations like mean and variance,
since does not require a high computations cost and the results provides the requirements for the segmenta-
tion task.
In the following sections, we provide a more detailed information about each module in our approach.
3. Homography
In this section, we describe essential concepts involved in the homography analysis. Homography is
a concept in the mathematical science of geometry used when exist two images that were taken by the
same camera or both are viewing the same plane but with diﬀerent angle. The homography relationship is
independent of the scene structure [13]. We can estimate the homography that relates them using:
X′ = RX + T (1)
where R is the rotation matrix of 3 × 3, T is the translation vector of 3 × 1, and the plane X and X’ can be
written of the next form.
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xa
ya
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , X′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x′a
y′a
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)
The translational motion of the robot is positive in the direction of the axis XYZ and the angles are
considered positive according to the Fig. 2, and can be expressed using the angles of Euler [14].
A homography is deﬁned mathematically as a 3 × 3 matrix and can be calculated with equation 3.
H = R + T (xyz) (3)
Finally, equation 1 can be written as:
X′ = HX (4)
where the H matrix is deﬁned as
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
h11 h12 h13
h21 h22 h23
h31 h32 h33
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (5)
This matrix allows to transform a point X in the plane Pa to a point X′ in the plane Pb [15].
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Fig. 2. Coordinate system of a robot with six degrees of freedom.
Pb = Hab × Pa (6)
In order for this result to be useful in a practical context, we assume that Pa is an initial image that is
transformed to image plane Pb. Uniquely after this transformation, we can use the RGB color image and
apply the CIE-Lab transformation, that we will explain in the next section.
4. CIE-Lab transformation
In 1976, the Commission Internationale de l’Eclairage (CIE) introduced the CIE-Lab color space. It
was intended to provide a standard, approximately uniform color scale used by everyone in order that color
values could be easily compared [16].
The CIE-Lab color space is organized in a cube form as the one shown in the Fig. 3. The L axis runs
from top to bottom. The maximum for L is 100, which represents a perfect reﬂecting diﬀuser, the minimum
for L is zero, which represents black. The aand b axes have no speciﬁc numerical limits, but positive a is
red, negative a is green, positive b is yellow and negative b is blue.
Fig. 3. RGB representation of the CIE-Lab color space
There are delta values associated with this color scale. ΔL, Δa and Δb indicate how much a standard and
simple diﬀerence from one another in L, a, and b, respectively. These delta values are often used for quality
control or formula adjustment. The sign of the delta value indicates if the sample is redder or greener than
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the standard. The total color diﬀerence, ΔE is a single value that is calculated using ΔL, Δa and Δb.
This color space provides a greater immunity to the illumination changes, since it has a component that
represents the light intensity [17]. The coordinates are calculated from a linear transformation of the RGB
space components, obtaining therefore equation 7.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
X
Y
Z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
R
G
B
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (7)
The CIE-XYZ model is based on the color description, the Y component describes the illumination,
the X and Z components are normalized spectral ponderation curves based on statistical experiments with
human observers.
The color coordinates of every pixel in the CIE-Lab are obtained from non-linear transformation applied
on the XYZ coordinates using equations 8, 9, 10 and 11. [16].
L∗ = 116
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)]
− 16 (8)
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Where Xw, Yw and Zw are tristimulus of CIE-XYZ values with reference to the “white spot”.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Xw
Yw
Zw
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9504
1.0000
1.0887
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (12)
The chromatic components a, b and L are used to obtain the delta values and thus calculating the Eu-
clidean distance using equation 13 for obtaining the initial mask of the color segmentation [18] .
ΔEab =
√
ΔL∗2 + Δa2 + Δb2 (13)
In the next section, we will describe the procedure for fusioning the depth and color information that
will provide us the ﬁnal detected-object.
5. Color-Depth Segmentation
First, we explain the results using only the color segmentation algorithm. The test consist in several kind
of chairs with diﬀerent color as is shown in Fig. 4.a. The corresponding color segmented image when we
select the orange chair is depicted in Fig. 4.b. By examining this ﬁgure, we note that the color of the selected
object is highlighted in black, being the rest of the objects represented in gray scale. In the Fig. 4.c shows
the case when we select the blue chair.
The RGB color image shown in the Fig. 5.a is transformed to the CIE-Lab color space as described
in the previous section. This transformation simpliﬁes the color segmentation and it is only a matter of
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(a) (b) (c)
Fig. 4. (a) RGB color image (b) Euclidean distance when the orange chair is selected (c) Euclidean distance when the blue chair is
selected
(a) (b) (c)
Fig. 5. (a) RGB color image (b) Euclidean distance from each pixel to the point of interest (the probabilistic image) (c) Initial mask
computing the Euclidean distance for each component to the point of interest. An example of this procedure
is presented in Fig. 5.b, where the point of interest is chosen at the middle chair.
The probabilistic image allows to identify all the objects with the same color. The initial mask is ob-
tained by eliminating all the objects for which the Euclidean distances are greater than a threshold deﬁned
experimentally. This mask is presented in the Fig. 5.c. So far, all the objects of the same color can be
extracted from the RGB image by applying the initial mask. However, in order to obtain another mask that
contains only the object of interest, the depth information is used. Therefore, the initial mask and the depth
information are combined in order to eliminate the objects with diﬀerent color and geometrical information
to the interesting object.
The last step consists on discarding the objects located at diﬀerent depths taking into account the selected
objects position. This procedure is carried out by a statistical analysis of the regions highlighted on the initial
mask. That is, we take as our value of reference the depth information of the initial selected point to build
a “volume” integrated by all the statistical and adjacent points without discontinuities in position from the
initial mask. We employ the term discontinuities in position for referring to the separation among several
cloud of points in the depth information. In fact, this statistical analysis provides that our algorithm be more
robust even in cases when objects of similar colors are at the same depth in the scene. The Fig. 5.a illustrates
the depth image, the Fig. 5.b shows the ﬁnal segmentation of the interesting object applying the procedure
explained in this section.
6. Experimental results
In this section, we describe the experiments carried out to evaluate our method using the technique of
color-depth segmentation. First of all, our algorithm was developed in the MATLAB c© software, in a PC
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(a) (b)
Fig. 6. (a)Depth image (b) Resulting image segmentation
with an i7 2.2 GHz Intel microprocessor and 4 GB of RAM. We use the Microsoft Kinect sensor to provide
the RGB-D information.
We determine the eﬃciency of our algorithm by performing several tests in a typical indoor environment,
using two or more objects of similar color but positioned at diﬀerent depths. In particular, we will describe
the experiments carried out using the color images shown in Fig. 5.a and Fig. 7.a. From such images, we
select a point belonging to a particular object that we want our algorithm to detect. For the case of Fig. 5.a,
this point corresponds to the middle chair at the image. For that of the Fig. 7.a, the chair and the speaker
are the most prominent objects in the scene, therefore, the interesting point was selected on the speaker.
Both corresponding initial masks are shown in Fig. 5.c and Fig. 7.b, respectively. As we can see in both
images, the highlighted objects have the same color. So that, the depth images will provide us the neces-
sary information for discarding undesired objects in the scene ( Fig. 5.a and Fig. 8.a). Using the procedure
previously explained, we isolate the right interesting object in a scene, in our experiments an orange chair
Fig. 5.b and a speaker Fig. 8.b. The computation time for these results was 11 Hz and 15 Hz for Fig. 7.a
and 5.a, respectively.
(a) (b)
Fig. 7. (a) RGB color image (b) Initial mask.
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(a) (b)
Fig. 8. (a) Depth image (b) Resulting image segmentation.
7. Conclusions
In this paper, we propose a segmentation algorithm that uses the information provided by color and depth
images obtained from the Kinect sensor. The experimental results show that our algorithm can eﬀectively
detect one object of interest by color and depth, even if more objects of the same color are in the ﬁeld of
view of the sensor. By now, our algorithm achieves a satisfactory frequency of performance (around 15 Hz)
allowing us to propose this strategy as a feasible solution in the challenging issue of robot visual navigation.
Furthermore, it is relatively cheap in comparison to other technologies like LADAR or SICK sensors and
more robust than stereo vision systems. Also, our strategy can be applied in multiple tasks such as object
segmentation, human detection, tracking, and activity analysis of a robot.
In the future, we plan to carry out reconstruction of 3D objects and environments for robot navigation.
We intend to increase the speed of our strategy by re-programming the algorithm for embedded systems
like an FPGA or a GPU. We also intend to explore other techniques of obtaining objects identiﬁcation using
geometrical and color features.
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