If α t is given as Ad e
ith with some h = h * ∈ A, then α is called inner and the generator δ α is defined on the whole of A and is given by ad ih. If α is obtained as the limit (pointwise on A and uniformly on compact subsets of R) of inner one-parameter automorphism groups, then α is called approximately inner.
For a one-parameter automorphism group α of the UHF algebra A with generator δ α we quote the following two results of S. Sakai [16, 17] :
The Banach *-algebra D(δ α ) contains an AF Banach *-subalgebra B such that B is dense in A under the embedding D(δ α ) ⊂ A.
Theorem 1.2 If D(δ α ) is AF, then α is approximately inner.
The condition of Theorem 1.2 was satisfied for all the known examples so far and the core problem ( [17] , 4.5.10), as a possible solution to the Powers-Sakai conjecture ( [17] , 4.5.9), asks whether this is true for all one-parameter automorphism groups of UHF algebras. We will give an example which shows this is not the case; we construct an approximately inner one-parameter automorphism group α such that D(δ α ) is not AF (see 2.1). The property we use to conclude this is real rank [9] .
So far we know of no examples of one-parameter automorphism groups α of UHF algebras such that D(δ α ) contains no maximal abelian C * -subalgebra (masa) of A. But we will present another example which shows that D(δ α ) need not contain a canonical AF masa of A even though D(δ α ) is AF (see 3.4) . ( We call an abelian C * -subalgebra C of A a canonical AF masa if there exists an increasing sequence (A n ) of finite-dimensional C * -subalgebras of A such that A = ∪ n A n and C ∩ A n ∩ A ′ n−1 is a masa of A n ∩ A ′ n−1 for all n with A 0 = 0.) As will be shown in 3.1, this is equivalent to the property that any inner perturbation of α is not AF locally representable. (We call α AF locally representable if there exists an increasing sequence (A n ) of finite-dimensional C * -subalgebras of A with dense union such that α leaves each A n invariant and thus α|A n is inner. In this case there is a canonical AF masa C associated with (A n ) such that δ α |C = 0, and the union ∪ n A n is a core for the generator δ α and thus D(δ α ) is AF.) In our example, if α is periodic, we use the property that the fixed point algebra A α is not AF to conclude that D(δ α ) contains no canonical AF masa. If α is not periodic, we instead use the property that for some unitary u in D(δ α ) with δ α (u) ≈ 0 there is no continuous path (u t ) of unitaries between u and 1 such that δ α (u t ) ≈ 0.
To sum up let us state three properties for α:
(1) D(δ α ) contains a canonical AF masa. Proof. Let (A n ) be an increasing sequence of finite-dimensional C * -subalgebras of A such that A = ∪ n A n and let A n = ⊕ kn j=1 A nj be the direct sum decomposition of A n into full matrix algebras A nj . Since K 0 (A n ) ∼ = Z kn , we obtain a sequence of K 0 groups:
where χ n is the positive map of
is a simple dimension group other than Z, we may assume that all χ n (i, j) ≥ 3.
By using (A n ) we will express A as an inductive limit of
, with M k the full k by k matrix algebra, as follows:
in particular ϕ n,ij (x) is of diagonal form in the matrix algebra over A nj ⊗ C[0, 1]. (In the above definition of ϕ n,ij , the variable t inside the summands after the first could be removed if we assumed that min ij χ n (i, j)→∞.) Then on the embedding of
Then it follows that the inductive limit of the sequence (A n ⊗ C[0, 1], ϕ n ) is isomorphic (as we shall explain) to the given C * -algebra A; we have thus expressed A as ∪ n B n where
This isomorphism follows from Elliott's result [11] by checking that the inductive limit C * -algebra is simple and of real rank zero [2] and has the right K-theoretic data, these properties being consequences of the condition χ n (i, j) ≥ 3 and the special form of ϕ n,ij . (As a matter of fact, the proof that the inductive limit is AF is about the same as the proof that it has real rank zero, since both of these facts follow by showing that the canonical self-adjoint element x n ∈ 1 ⊗ C[0, 1] ⊂ B n , see below, can be approximated by self-adjoint elements with finite spectra in A ∩ (A n ⊗ 1) ′ .) We will define a one-parameter automorphism group α of A with the property α t (B n ) = B n . First we define a sequence (H n ) with self-adjoint H n ∈ A n ⊗ 1 ⊂ B n inductively. Let H 1 ∈ A 1 ⊗ 1 ⊂ B 1 and let H n = H n−1 + i j h n,ij , where h n,ij is a self-adjoint diagonal matrix of M χ n−1 (i,j) which is identified with a C * -subalgebra of B n by
We define α t |B n by Ad e itHn |B n . Since α t |B n = Ad e itH n+1 |B n from the definition of H n+1 , (α t |B n ) defines a one-parameter automorphism group α of A. Let x be the identity function on the interval [0, 1] and let x n = 1 ⊗ x ∈ 1 ⊗ C[0, 1] ⊂ B n . Then we have that α t (x n ) = x n , t ∈ R, or δ(x n ) = 0 for the generator δ of α.
Note that D(δ) contains ∪ n B n . Since (1 ± δ) ∪ n B n = ∪ n B n and (1 ± δ)x ≥ x for x ∈ D(δ), it follows that ∪ n B n is a core for δ, i.e., ∪ n B n is dense in the Banach *-algebra D(δ). See [8, 17] for details.
If D(δ) is AF, then for any h ∈ D(δ) sa = {y ∈ D(δ) ; y = y * } there exists a sequence (h n ) in D(δ) sa such that Sp(h n ) is finite and h−h n δ →0. (We can further impose, without difficulty, the condition on (h n ) that Sp(h n ) is a subset of the smallest closed interval containing Sp(h).) Here we note that the spectrum of h n , Sp(h n ), may be computed in D(δ) or in A since they are the same. (If y ∈ D(δ) is invertible in A, then it follows that y −1 ∈ D(δ) and δ(y −1 ) = −y −1 δ(y)y −1 .) In this case we may say that the Banach *-algebra D(δ) has real rank zero as in the case of C * -algebras [9] . What we will do is show that D(δ) does not have real rank zero for certain α (and hence has real rank one, by defining real rank for D(δ) as in [9] ).
We fix H 1 and all h n,ij except for h n,11 . We will inductively define h n,11 to be of the form
with a n > 0, to make sure that no x n can be approximated by self-adjoint elements with finite spectra in D(δ). Let P n be the identity of B n1 = A n1 ⊗ C[0, 1] and let Q n be the projection
Let (ǫ m ) be a strictly decreasing sequence of positive numbers such that ǫ 1 ≤ 3/5. We shall construct a sequence (a n ) such that if h = h * ∈ B m+1,1 satisfies that 0 ≤ h ≤ 1, µ(Sp(h)) < ǫ m+1 , and h − x n P m+1 < 1/5 for some n ≤ m, then δ(h) > 1, where µ denotes Lebesgue measure on R. (Here we have imposed the condition 0 ≤ h ≤ 1, which does not cause any loss of generality.) This in particular shows that if h = h * ∈ A with 0 ≤ h ≤ 1 belongs to ∪ n B n and satisfies that Sp(h) is finite and x n − h < 1/5 for some n, then δ(h) > 1. We will discuss later how to remove the condition h ∈ ∪ n B n in this statement.
Let m = 1 and choose a 1 arbitrarily. If h ∈ B 2,1 with 0 ≤ h ≤ 1, µ(Sp(h)) < ǫ 2 , and
since Q 2 h 2,11 = a 2 Q 2 and Q 2 h 2,ij = 0 for (i, j) = (1, 1). If a 2 is sufficiently large, then
where ξ n is defined by
Since h ∈ A 2,1 ⊗ C[0, 1], there are at most ξ 2 eigenvalues of h(t) for each t ∈ [0, 1]. Thus Sp(h) consists of at most ξ 2 closed intervals. Since
which, in particular, implies that µ(Sp(Q 2 hQ 2 )) < 3/5. On the other hand, if
, which implies that
is continuous in a certain well-known sense, it follows that Sp(Q 2 hQ 2 ) strictly contains [1/5, 4/5], and so µ(Sp(Q 2 hQ 2 )) > 3/5. This contradiction completes the proof for the case m = 1.
Suppose that a 1 , . . . , a m are chosen in such a way that the conditions for h ∈ B n+1,1 with n < m are satisfied. Let h ∈ B m+1,1 be such that 0 ≤ h ≤ 1, µ(Sp(h)) < ǫ m+1 , and δ(h) ≤ 1. Then as before we have that
We choose a m+1 in such a way that δ(h) ≤ 1 implies that
Since Sp(h) consists of at most ξ m+1 connected components and µ(Sp(h)) < ǫ m+1 , it follows that µ(Sp(h)) < ǫ m . If x n P m+1 − h < 1/5 for some n < m + 1, then
If n = m, then by using that Q m+1 x m (0) = 0 and Q m+1 x m (1) = Q m+1 we can reach a contradiction as before. If n < m, then since ϕ m restricts to an isomorphism of
, and x n P m − k < 1/5. Thus this would be a contradiction by the induction hypothesis. Thus we have shown that if h = h * ∈ ∪ n B n has finite spectrum in [0, 1] and h−x n < 1/5 for some n then δ(h) > 1.
Let
. . , λ k } and ǫ > 0 is smaller than any |λ i − λ j |/2 with any i = j, Sp(h n ) is covered by the disjoint union of the ǫ-neighborhoods of λ 1 , λ 2 , . . . , λ k for all sufficiently large n. If we define
which is a projection in ∪ n B n , we have that
If we define a projection p i just as p ni by using h instead of h n , we obtain that
(Here the latter convergence follows by using
In this way if furthermore h − x n < 1/5 for some n, we can conclude that δ(h) > 1. (Here to get the strict inequality instead of δ(h) ≥ 1, we may apply this argument to λh with 0 < λ < 1 and λh − x n < 1/5 instead of the given h.)
In the situation of the above proof we define a masa (maximal abelian C * -subalgebra) C n of A n with H n ∈ C n as follows. Let C 1 be a masa of A 1 containing H 1 . We inductively define a masa C n of A n as the C * -subalgebra generated by C n−1 and a masa A n ∩ A ′ n−1 containing h n−1,ij for all i, j. Then C = ∪ n C n is a maximal abelian AF C * -subalgebra ofÃ = ∪ n A n , which is regarded as a C * -subalgebra of A = ∪ n B n and is isomorphic to A itself. Let D n be the C * -subalgebra of B n = A n ⊗ C[0, 1] generated by C n and 1 ⊗ C[0, 1]. Then (D n ) forms an increasing sequence and generates a masa D of A. Since our generator δ vanishes on D, D(δ) contains the C * -algebra D. Furthermore D is Cartan in the sense that the unitary subgroup {u ∈ A ; uDu * = D} generates A while C is Cartan inÃ. Since α fixesÃ, we may consider the one-parameter automorphism groupα = α|Ã, whose generatorδ vanishes on C. Since α (resp.α) fixes the generating sequence (B n ) of A (resp. (A n ) ofÃ) and is inner on each B n (resp. A n ), both α and α can be called locally representable (or locally inner). (To be more specific, we call a one-parameter automorphism group α of a C * -algebra A locally representable if there is an increasing sequence (A n ) of C * -subalgebras of A such that α leaves A n invariant and α|A n is inner for each n and the union ∪ n A n is dense in A.) We will callα especially AF locally representable (or AF representable) since the A n 's are finite-dimensional. (What we meant by locally representable in [14] is in this latter sense.) Thus α does not look very queer asα does not, which may make the following problem interesting:
Problem For a unital simple AF C * -algebra A is there a one-parameter automorphism group α of A such that α is not an inner perturbation of a locally representable one?
As a matter of fact this is probably what is meant by [17] , 4.5.8. A locally representable one-parameter automorphism group α might be characterized, up to inner perturbation, by the property that D(δ α ) contains a masa of A. (In any case a similar problem is to find α such that D(δ α ) contains no masa.) Though this looks optimistic, we will consider a special case in the next section.
We shall conclude this section with a remark on commutative normal *-derivations introduced by S. Sakai [17] .
A commutative normal *-derivation δ in an AF C * -algebra A is defined as follows: δ is defined on D(δ) = ∪ n A n for some increasing sequence (A n ) of finite-dimensional C * -subalgebras of A with dense union and has a mutually commuting family {h n } of self-adjoint elements in A such that δ|A n = ad ih n |A n . (This is adapted from 4.1.5 and 4.5.7 in [17] to the case of AF C * -algebras.) Then it follows that δ extends to a generator, which generates an approximately inner one-parameter automorphism group (see [17] , 4.1.11, and [7] for a similar result).
Remark 2.2 If
A is a non type I simple AF C * -algebra, there is a commutative normal *-derivation whose closure is not a generator.
Such an example is given in the proof of Theorem 2.1. The proof that ∪ n B n with B n = A n ⊗ C[0, 1] is AF (or even just the fact that this C * -algebra is AF) shows that any finite subset in ∪ n B n can be approximately contained in a finite-dimensional C * -subalgebra of B m for some m. Hence we can construct an increasing sequence (D n ) of finite-dimensional C * -subalgebras in ∪ n B n such that ∪ n D n = ∪ n B n . Thus there is a subsequence (k n ) such that D n ⊂ B kn , which shows that δ|D n = ad iH kn |D n . This way δ 0 = δ| ∪ n D n is a commutative *-derivation. If the closure δ 0 were a generator, then it must be δ and D(δ 0 ) would be AF, which is a contradiction.
AF locally representable actions
When A is a unital simple AF C * -algebra and C is a maximal abelian AF C * -subalgebra of A, we call C a canonical AF masa if there is an increasing sequence (A n ) of finitedimensional C * -subalgebras of A such that ∪ n A n is dense in A and
there is a natural homomorphism from the infinite tensor product ⊗ ∞ n=1 C n onto C. (See [18] for this kind of masa.) Then we note the following: 
2.
There is an h = h * ∈ A and an increasing sequence We only have to show (1) implies (2) . When C denotes the canonical masa contained in D(δ) with δ = δ α and (A n ) denotes the associated increasing sequence, the proof will go as follows. We first find a self-adjoint h ∈ A such that δ|C = −ad ih|C. Then δ + ad ih vanishes on C and we may take δ + ad ih for δ and assume that δ|C = 0. We then modify (A n ) by employing a method in [16] in such a way that ∪ n A n ⊂ D(δ). Next we find a self-adjoint h n ∈ C such that δ|A n = ad ih n |A n . Using the fact that h n can be chosen from C we find a self-adjoint h ∈ C such that δ + ad ih leaves ∪ n A n invariant [17] . Thus by taking δ + ad ih for δ and passing to a subsequence of (A n ), we may assume that C ∪ (∪ n A n ) ⊂ D(δ), δ|C = 0, and δ(A n ) ⊂ A n+1 . Then we find a self-adjoint h n ∈ C ∩ A n+1 such that δ|A n = ad ih n |A n . If we denote by B n the C * -subalgebra generated by A n and C ∩ A n+1 , then (B n ) is an increasing sequence of finite-dimensional C * -subalgebras of A with ∪ n B n = A and δ(B n ) ⊂ B n for all n. Thus this will complete the proof.
In the above argument most of the steps are either straightforward or given in [17] . An exception may be the assertion made in the very beginning, which we shall show below.
Lemma 3.2 There exists an
Proof. Since D(δ) ⊃ C and C is a C * -algebra, δ|C is bounded [15] . We first show that δ|C ∩ A ′ n →0. Suppose, on the contrary, that there is an ǫ > 0 such that δ|C ∩ A ′ n > ǫ for all n. Since the closure of the convex hull of the projections P(C ∩ A ′ n ) in C ∩ A ′ n equals {h ∈ C ∩ A ′ n ; 0 ≤ h ≤ 1}, we may assume that there is an ǫ > 0 such that δ|P(C ∩ A ′ n ) > ǫ for all n. Thus we can find a sequence (e n ) of projections with e n ∈ C ∩ A ′ n such that δ(e n ) > ǫ. Since δ(e n ) = e n δ(e n )(1 − e n ) + (1 − e n )δ(e n )e n and e n δ(e n )(1 − e n ) > ǫ, there exists a state ϕ n of A for any γ ∈ (0, 1) such that ϕ n (e n ) = 1 − γ, ϕ n δ(e n ) > 2ǫ γ(1 − γ). By using this fact and an approximation argument, we can see that for a subsequence (k 1 , k 2 , . . . , k n ) the norm of δ(e k 1 e k 2 · · · e kn ) = δ(e k 1 )e k 2 · · · e kn + e k 1 δ(e k 2 )e k 3 · · · e kn + · · · + e k 1 · · · e k n−1 δ(e kn ) exceeds 2nǫ 1/n(1 − 1/n)(1 − 1/n) n−1 ≈ 2ǫ √ ne −1 , since the products almost become tensor products in the above equality. Here we use the fact that A is simple. This is a contradiction for a large n.
Thus we have shown that δ|C ∩ A ′ n →0. By passing to a subsequence of (A n ) we may suppose that
Denoting by G n the unitary group of C ∩A n ∩A ′ n−1 with A 0 = 0, we consider the following integral with respect to normalized Haar measures:
which we can see converges as n→∞. Since [ih n , g] = δ(g) for any unitary g in G 1 × · · · × G n , it follows that δ|C ∩ A n = ad ih n |C ∩ A n , which completes the proof.
In the above proof of (1)⇒(2) we did not really use the fact that δ α is a generator; so we have: If A is a UHF algebra of type p ∞ for some p > 1, examples for T = R/Z from [12] will be the desired ones.
To deal with a simple AF C * -algebra A let us proceed as follows. First express A as ∪ n A n with A n finite-dimensional, as in the proof of 2.1. With the notation there, we assume this time that all the multiplicities χ n (i, j) ≥ 4. We define a homomorphism ϕ n,ij
x(1), and define accordingly ϕ n : A n ⊗ C(T)→A n+1 ⊗ C(T). Then it follows [11] that the inductive limit C * -algebra of (A n ⊗ C(T), ϕ n ) is isomorphic to the original A; we have thus expressed A as ∪ n B n where B n = A n ⊗ C(T) ⊂ B n+1 . We define a sequence (H n ) with self-adjoint H n ∈ A n ⊗ 1 ⊂ B n by H 1 = 0 and H n = H n−1 + i j h n,ij , where h n,ij ∈ 1 ⊗ M χ n−1 (i,j) ⊗ 1 ⊂ B n is given by
Then we define a one-parameter automorphism group α of A by α t |B n = Ad e itHn |B n . Note that Sp(H n ) ⊂ Z and α 2π = id. Then we can easily conclude that the fixed point algebra A α is not AF; K 1 (A α ) is not trivial. What we need is this property to conclude that D(δ α ) does not contain a canonical AF masa of A. Before proving this as a lemma below we shall show that D(δ α ) is AF.
Let z be the canonical unitary in C(T) and let z n = 1⊗z ∈ A n ⊗C(T) = B n . We have to use an estimate in the approximation of z n by a unitary with finite spectrum in B m for m > n. Let u be the image of z n in B m . Then the part of u(z) which is not constant in z = e 2πt , t ∈ [0, 1), has an equal number of eigenvalues exp(±i2π2 n−m (t + k)) with k = 0, 1, . . . , 2 m−n −1. By using this we approximate u by a unitary v ∈ B m ∩(A n ⊗1) ′ with finite spectrum with the order u −v ≈ 2 n−m (see [2] ). But the norm of δ α |B m ∩(A n ⊗1) ′ can be estimated as m − n, which yields
Thus we can conclude that we can make the approximation in · δα , which shows that D(δ α ) is AF. Proof. Let δ = δ α and suppose that D(δ) contains a canonical AF masa C. Then by 3.1 we have a self-adjoint h ∈ A and an increasing sequence (A n ) of finite-dimensional C * -subalgebras of A with dense union such that δ+ad ih leaves A n invariant and C ∩A n ∩A ′ n−1 is a masa of A n ∩ A ′ n−1 . Also δ + ad ih vanishes on C. Let β be the one-parameter automorphism group generated by δ + ad ih. Then there is an α-cocycle u such that β t = Ad u t α t . If α 1 = id, then it follows that β 1 = Ad u 1 , i.e., u 1 ∈ C. Since C is AF , we find a self-adjoint k ∈ C such that e ik = u 1 . Since (δ + ad ih)(k) = 0, one can conclude that δ + ad(ih − ik) generates a one-parameter automorphism group γ with γ 1 = id such that γ leaves each A n invariant. Since α and γ can be considered as actions of T and γ is a cocycle-perturbation of α, it follows that the crossed products A × α T and A × γ T are isomorphic. Since A × γ T is AF as the inductive limit of A n ⊗ C 0 (Z) and A α is a hereditary C * -subalgebra of A × α T, A α must be AF. This contradiction shows that D(δ) cannot contain a canonical AF masa.
If α is not periodic in the proof of 3.4, we could still use the following property for δ α :
Condition For any ǫ > 0 there exists a ν > 0 with the following property: If u ∈ D(δ α ) is a unitary with δ α (u) < ν there is a continuous path (u t ) of unitaries in D(δ α ) such that u 0 = 1, u 1 = u, and δ α (u t ) < ǫ, t ∈ [0, 1]. Proof. First suppose that A is finite-dimensional. Then there is an h = h * ∈ A such that δ α = ad ih. The condition δ α (u) < ν reads h − uhu * < ν.
Then the Condition follows from Theorem 4.1, which will be given later. Note that here the choice of ν does not depend on A nor δ α . Let (A n ) be an increasing sequence of finite-dimensional C * -subalgebras of A with dense union such that α t (A n ) = A n . Let u ∈ D(δ α ) be a unitary with δ α (u) < ν. Since ∪ n A n is dense in D(δ α ), there is a sequence (u n ) in ∪ n A n such that u − u n δα →0. Since u n u * ≈ 1 and δ α (u n u * ) ≈ 0, we can find a continuous path (u n (t)) in D(δ α ) such that u n (0) = u n , u n (1) = u, and δ α (u n (t)) is of the order of δ α (u) . Thus we can suppose that u ∈ ∪ n A n and the assertion follows from the previous paragraph.
If δ α = δ β + ad ih with β t (A n ) = A n , there is a sequence (h n ) with h n = h * n ∈ A n such that h − h n →0. Then δ β + ad ih n = δ α + ad(ih n − ih) generates an AF locally representable action. Thus we may as well assume that α is AF locally representable. This completes the proof.
If α is periodic and K 1 (A α ) is not trivial, then the Condition is not satisfied. But we note:
Remark 3.7 In the above proposition the converse does not hold. In fact the example in the proof of 2.1 satisfies the above Condition.
By using Proposition 3.6 we can give more examples with the property that that D(δ α ) contains no canonical AF masa. For example, as in the proof of Proposition 3.4, suppose that we express A as ∪ n B n with B n = A n ⊗ C(T) and that we define an α by defining h n,ij . This time we choose h n,ij to be of the form:
h n,ij = a n 0 0 a n ⊕ −a n 0 0 −a n ⊕ 0 ⊕ · · · ⊕ 0, where (a n ) is an arbitrary sequence such that a = inf a n > 0. If we had a continuous path (u t ) of unitaries in B n such that u 0 = 1, u 1 = z 1 , and δ α (u t ) < a for the canonical unitary z 1 , we could reach a contradiction as follows. Let H n = j λ j E j be the spectral decomposition with λ 1 > λ 2 > · · ·. By the assumption we have that
which shows that
is a unitary with non-trivial K 1 , this is a contradiction. If we have a continuous path of unitaries in D(δ α ) with the above property, we approximate the path by a path in ∪ n B n to reach the contradiction. Since ∪ n B n is dense in the Banach *-algebra D(δ α ), this is possible. Thus we have shown that D(δ α ) contains no canonical AF masa. If lim sup a n < ∞, one can also show that D(δ α ) is AF.
There is a standard way to construct a one-parameter automorphism group α of a certain UHF algebra through an interaction of a quantum spin system [8] . If the interaction is quantum, we expect that any inner perturbation of α is not AF locally representable. We also expect that the quasi-free one-parameter automorphism group of the CAR algebra induced by a one-particle Hamiltonian with continuous spectrum [8, 17] or any inner perturbation of it is not AF locally representable. We conclude this section by posing:
Problem Prove the above conjecture.
A homotopy lemma
We prove here a technical lemma which is used in the proof of Proposition 3.6. With an additional assumption on h below (saying the norm is less than 1), this follows from Lemma 5.1 of [6] . To remove this assumption we have to replace a certain approximation argument used there by a constructive argument, which will constitute the main part of the proof. Proof. We may assume that A is finite-dimensional; in particular we assume that h is diagonal. Let δ > 0 be a sufficiently small number, which will be chosen later depending on ǫ. Let f be a C ∞ -function on R such that f ≥ 0, f (t)dt = 1, and suppf ⊂ (−δ, δ). Define x = f (t)e ith ue −ith dt.
Then it follows that
, and
where we have used that
If we denote by E h the spectral measure of h, then we have that for x # = x or x * and t ∈ R,
We define a projection e k for each k ∈ Z by
Then there are only a finite number of non-zero e k . It follows that k e k = 1 and
We suppose that x − u < µ, where µ can be made arbitrarily small by choosing ν small. Since 0 ≤ 1 − x * x < 2µ and 0
. If x were a unitary (and so xe k x * were a projection), we could skip most of the arguments below. What we will do next is to construct a unitary v by using x such that v is close to u and satisfies that
By multiplying F j = E h [(2j − 1)δ, ∞) with 1 − k xe k x * whose norm is less than 2µ, we get that
which implies that
F j xe j−1 x * F j is close to a projection for a small µ. If we denote by f + j−1 the support projection of F j xe j−1 x * F j , then we have that
where µ ′ = (1 − √ 1 − 24µ)/12 ≈ µ, which we again denote by µ below. Note that f
In the same way we denote by f − j the support projection of
then we have that
Then summing up the above calculations, we obtain that
Hence if µ is small, f j xe j (e j x * f j xe j ) −1/2 defines a partial isometry with initial projection e j and final projection f j .
we have that
which is the unitary part of the polar decomposition of y = j f 2j xe 2j + j g 2j−1 xe 2j−1 . Since 0 ≤ 1 − yy * < 14µ, we have that v − y < 1/ √ 1 − 14µ − 1. Note also that ve j v * ≤ E h [(2j−1)δ, (2j+3)δ). Since (f 2j −1)xe 2j 2 = sup j (f 2j −1)xe 2j x * (f 2j −1) ≤ sup j xe 2j x * − f 2j , we get that (f 2j − 1)xe 2j < 14µ.
Since (g 2j−1 − 1)xe 2j−1 x * (g 2j−1 − 1) < 34µ, we get that (g 2j−1 − 1)xe 2j−1 < 34µ.
Since y−x ≤ (f 2j −1)xe 2j + (g 2j−1 −1)xe 2j−1 , we get y−x < √ 14µ+ √ 34µ < 10 √ µ. Hence we get that if µ is sufficiently small, v − u < v − y + y − x + x − u < 1/ 1 − 14µ − 1 + 10 √ µ + µ < 10(µ + √ µ).
We assume that the constant 10(µ + √ µ) is sufficiently small. and w 1 = v, we may replace u by v. From now on we can proceed as in the proof of Lemma 5.1 of [6] . Let E n = j≥n e j . Then k equals 2δ n>m E n + 2mδ, where m is the biggest integer satisfying E m = 1, and the sequence (E n ) n≥m of projections decreases from 1 to 0 as n increases. Let F n = vE n v * . Then we have that E n+1 ≤ F n ≤ E n−1 . Since F 2n+2 ≤ F 2n+1 ≤ F 2n and F 2n+2 ≤ E 2n+1 ≤ F 2n , we find a continuous path (w t ) of unitaries of length at most π such that w 0 = 1, [w t , F 2n −F 2n+2 ] = 0, and w 1 (F 2n+1 −F 2n+2 )w * 1 = E 2n+1 −F 2n+2 for all n. Since vkv * − 4δ 2n>m F 2n − 2mδ ≤ 2δ, we have that w t vkv * w * t − vkv * ≤ 4δ and hence [w t v, k] ≤ 6δ. Next we find a continuous path (z t ) of unitaries of length at most π such that z 0 = 1, [z t , E 2n−1 − E 2n+1 ] = 0, and z 1 (F 2n − E 2n+1 )z * 1 = E 2n − E 2n+1 . Since w 1 vkv * w * 1 = 2δ( 2n>m F 2n + 2n+1>m E 2n+1 )+2mδ and w 1 vkv * w * 1 −4δ 2n+1>m E 2n+1 − 2mδ ≤ 2δ, we get that z t w 1 vkv * w * 1 z t − w 1 vkv * w * 1 ≤ 4δ and hence [z t w 1 v, k] ≤ 10δ. Since z 1 w 1 vkv * w * 1 z * 1 = k, we can find a continuous path of unitaries from z 1 w 1 v to 1 in the commutant of k, whose length is at most π. (Here we use the fact that the unitary group of eAe for any projection e ∈ A is connected.) Note that the path obtained by combining these three paths has length at most 3π.
The above calculations show that we can choose δ just depending on ǫ. (For example δ should be smaller than ǫ/15 and much smaller than 1.) Then we choose ν independently (such that ν is smaller than ǫ/30 and 10(µ + √ µ) is much smaller than ǫ, where µ is proportional to ν as shown at the beginning of the proof). This concludes the proof.
