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On Control of Linear Systems with Time Lags 
J. D. R. KRAMER, J~.*$ 
The RAND Corporation, Santa Monica, California 
The terminal control of a general t ime invar iant  l inear system 
with t ime lags has been studied in a var iety of situations by means 
of the technique of dynamic programming. 
Opt imum control aws, satisfying a minimum energy constraint are 
explicitly derived under each of the following assumptions concern- 
ing  the noise in the system: noise free, noise generated by a Markov 
source, noise whose statistics are part ial ly unknown, and worst case 
or competit ive disturbances. 
I. INTRODUCTION 
i .  INTRODUCTION AND SUMMARY 
In this paper the optimal control of linear systems with time lags is 
discussed. The novelty of the approach lies in the use of the optimization 
technique of dynamic programming (Bellman, 1957a). The study of 
control problems with the aid of this new analytical tool was initiated 
by Bellman and Kalaba (1957b, 1958, 1959). This paper is a continua- 
tion of their work. 
Dynamic programming quite naturally lends itself to the calculation 
of control policies beyond the scope of classical analysis. Thus we shall 
show how to proceed when the process is perturbed by a malevolent 
adversary, and how to design a controller which is, in a sense, adaptive. 
Our results, in the main, are valid for any time-invariant linear sys- 
tem, including systems with time lags: and most of them easily extend 
to the time varying case. 
Apart from the intrinsic interest of the results, there are several rea- 
sons for performing this study. The formulation of a control problem 
using dynamic programming leads to an equation which is valid inde- 
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pendent of the linearity of the process. In this paper we assume linearity 
in order to obtain analytical solutions. However, the equation which 
must be solved is well-suited to numerical analysis. Thus, it seems feasi- 
ble to solve nonlinear control problems by programming a computer 
to perform those computations which, in the linear case, can be done 
analytically. It is hoped that the results given here will serve as a guide 
in the solution of analogous nonlinear control problems, e.g., through 
use of successive approximations. 
It has recently been shown (Kalaba, 1959) that a large class of non- 
linear processes can be represented as the limit of an associated set of 
linear processes. It may be that the optimal control of such processes 
can be represented as the limit of the controls appropriate to the asso- 
ciated set of linear processes. 
The notion of a control can be abstractly defined as the exertion of 
an external influence on a process--physical, economic, etc.--with the 
purpose of achieving a certain goal. This statement can be made more 
precise by specifying a certain function or functional of pertinent param- 
eters or functions. For example, one might choose the integral of the 
absolute value of the process displacement. An optimal control is defined 
as that control policy which minimizes this function or functional. From 
this point of view, the obiect of a theory of control is to show how to 
choose an optimal control from the set of admissible controls. Thus, the 
methods of dynamic programming, devised to provide a more efficient 
means of performing optimizations, eem to have relevance to the con- 
trol problem. 
Aside from the computational dvantages of dynamic programming, 
it has the significant property of leading to optimum controls of an 
essentially feedback variety. The solutions are found to be such that a 
control decision depends on the state of the process (which may include 
part of the process history if lags are involved) at the time the decision 
is made. This dependence on the present state, rather than on the initial 
state, is a distinguishing feature of the solution; and is precisely the 
property which makes dynamic programming useful in a wide range of 
problems beyond the scope of classical methods of analysis. 
In this paper we shall consider the terminal control problem, that is, 
we shall choose as our criterion the magnitude squared of the process 
displacement a the end of the control period. There is no loss of general- 
ity in considering a terminal control problem, since by an appropriate 
transformation any control problem can be reduced to a terminal con- 
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trol problem. However, such a reduction may not be totally satisfactory 
since, in general, it will introduce nonlinearity. 
The study consists of four parts. In Order to establish our techniques 
several examples are worked for deterministic processes, by which is 
meant a process whose future course can be completely predicted from 
an appropriate set of initial conditions. The deterministic control prob- 
lem is amenable to classical analysis, and these methods are compared 
with the method of dynamic programming. 
We then allow a random disturbance, for which we have a complete 
a priori statistical description. This will be referred to as the stochastic 
control problem. 
A more realistic approach to the stochastic ontrol problem does not 
allow a complete statistical knowledge of the random disturbance. There 
are several paths one can take if faced with an incomplete description of 
the disturbance. 
One can simply be very pessimistic and assume that the disturbance 
will do its very worst. In other words, we can think of a control problem 
as a type of two person game between the controller and the disturbance, 
to which we now ascribe a sort of intelligent malevolence. In its rudi- 
mentary form, this approach is a worst case design method. One must 
recognize the similarity of this approach to Wald's idea of viewing any 
decision problem as a two person game (Wald, 1950). 
Whether such a procedure will lead to a practical control in a given 
situation, depends on factors beyond the scope of this paper. But it 
seems that there should exist application where a competitive controller 
is adequate. 
In many cases a competitive controller will be simply too conservative 
for practical use. Thus we seek a more sophisticated control. Since we 
have an imperfect knowledge of the disturbance, it seems desirable to 
design a controller which, by observing the course of the process, is able 
to modify its decisions. Such adaptive controls have been discussed by 
Bellman and Kalaba (1958, 1959). In this paper a specific example of 
an adaptive control is described in detail. 
I I .  THE PROBLEM 
A. DESCRIPTION OF THE PROBLEM 
We want to discuss the terminal control of a linear process, that is, 
a process characterized by a scalar x(t) which satisfies a linear differ- 
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ential equation of the form: 
L[x(t) ] = v(t). (2.1) 
The operator L[. ] is a linear differential operator in which both differ- 
entiation and time lags are permitted. The scalar v(t) is referred to as 
the control force, and is to be chosen to attain the control objective. 
Let us suppose that at some instant, say t = 0, the recent behavior 
of x(t) is known. Formally, 
x(t) C(t), --To <- t < O, (2:2) 
where To is at least as large as the longest deiay associated with L[. ]. 
It is clear that for any v(t), x(t) can be unambiguously calculated for 
any t > 0. Can we then determine a particular control force such that 
at some fixed time T~ x~(T) is a minimum? This problem is trivial. We 
need only choose one of the many forcing functions v(t ) for  which 
x(T)  = O. 
Such a solution is often unrealistic. The function v(t) is always limited 
by some physical or economic bound. It is therefore of both practical 
and mathematical interest to discuss the minimization of x2(t) when 
v(t) is constrained in some way. 
It is not difficult to construct such constraints. One which is easy to 
treat mathematically is a bound on the total energy 1 which the system 
may expend. This is expressible in the form; 
o r v2 ( t ) dt <= V. (2.3) 
By introducing a Lagrange multiplier we obtain an equivalent formu- 
lation; minimize the expression: 
T 
h fo v2(t) dt + x2(T) (2.4) 
where v (t) can now be chosen freely. The multiplier ~ may be interpreted 
as a parameter measuring the relative cost of energy expended in terms 
of the cost of terminal deviations. 
The discussions contained in this paper center upon the minimization 
of the form (2.4). The choice of the k which satisfies the bound (2.3) 
is not discussed. 
1 The terms energy and force are used here as a convenience in analogy with the 
situation in mechanics, but  in general they have no part icular physical signifi- 
cance. 
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B. DISCRETE FORMULATION OF THE PROBLEM 
In order to study the minimization of the expression (2.4) with the 
techniques of dynamic programming, it is desirable to formulate the 
problem in discrete form. Such a reformulation also sets the stage for 
digital computation. 
In a discrete analogy we consider the state of the process at time inter- 
vals spaced h seconds apart. Thus we define sequences x~ and vn by: 
x~ = x(nh) ,  vn = v (nh) .  (2.5) 
We also adopt the convention of measuring time in reverse. The time 
axis is chosen so that control begins at time T = Nh and ends at time 
t = 0. This convention results in considerable notational simplification. 
It also allows the imbedding procedure of dynamic programming to be 
carried out in such a way that time-varying linear systems can easily 
be included in the scope of our analysis. 
The differential Eq. (2.1) is replaced by the general difference qua- 
tion: 
x~-I = aoXn + "'" + O~MX~+~ + V~ (2.6) 
and the function c(t)  is replaced by the constraints: 
Xn ~ Co 
: (2.7) 
Xn-{-M ~ CM.  
Note how these equations have been modified by the convention of 
counting backward. The general scheme of measuring time can he indi- 
cated by the sketch. 
N History K Start Control period end 
1 
t = (N+M)h  t = Nh t -= 0 
By the state of the system at time t = kh is meant he vector: 
S~ = (x~+~,  . . .  , x~) .  
By the initial state is meant the vector: 
S = (C~,  . . .  , Co) .  
We want to determine the forces v~ ; j = 1, 2, • • • , N which minimize 
the quantity 
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hr 
~ .7 + x02; (2.8) 
which is the discrete analog of the expression (2.4). 
Observe that x0, the final displacement, is an implicit function of 
both the forces v~ and the initial state S. Once S has been specified, the 
minimum of (2.8) as well as the forces which achieve this minimum, are 
completely determined. 
The approx4mation f a differential equation by a difference quation 
is a process which requires considerable care. The interested reader 
should refer to one of the standard discussions of this subject (Hilde- 
brand, 1956; Ince, 1956). We confine ourselves here to remarking that 
the order of the approximating difference quation is the same whether 
the differential equation (2.1) is a low order differential equation with 
a time lag or a high order equation without time lags. 
We shall frequently exploit the following property of linear systems. 
The solutions xn of the linear difference quation (2.5) can be expressed 
in the form: 
j=N 
x~ = (S, A~_~) + ~ v~H,_ j .  (2.9) 2 
j=n 
Where S is the initial state of the process at time t = Nh and As is a 
vector which depends on n and the coefficients of Eq. (2.5). H~ is de- 
fined by the relation H~ = x~ when 
x~ = 0 n >= 0, 
v.={: 
otherwise. 
In inspecting these equations it should be remembered that n decreases 
as real time moves forward. H~ is usually called the impulse response. 
Equation (2.9) is a consequence of the linearity of Eq. (2.5). In a later 
section we shall show how to compute Am and Hn.  We shall often use 
(2.9) to establish a relation between the terminal position of the process 
x0 and the forces vi • 
The continuous form of Eq. (2.9) is 
P T 
x ( t )  = A[c( t ) ,  T - t] -t- Jt v (v )H( t  - -r) dr, (2.10) 
The symbol  (. , . )  means inner product .  
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where A[. ,t] is a time-dependent linear functional and H(t) is the impulse 
response. A special case of (2.10), 
T 
x(O) = A[c(t), T] + Jo v(r )H(- - r )  dr, (2.11) 
will often be of interest. In such a situation it is not necessary to specify 
both the functional A[. ,T] and the function c(t) but only the function 
Ale(t), T] = B(T) .  
III. DETERMINISTIC CASE 
A.  CLASSICAL METHOD 
The classical method of minimizing a function is based on the fact 
that at a minimum all of the partial derivatives of the function are zero. 
According to Eq. (2.9) the final displacement x0 can be expressed as: 
x0 = (S, An) + ~ v~H_~. (3.1) 
1 
On substituting (3.1) into Eq. (2.8) and differentiating with respect o 
vj we obtain the set of linear equations, 
N 
by:. + [(S, Am) + ~-~.vkH_k]H_j = O, j = 1, 2, . . . ,  N. (3.2) 
1 
This set of equations can be solved by symmetry considerations. We 
find 
(S, A,~) 
vj = N H_ j ,  j = 1, 2, . - .  , N. (3.3) 
1 
This method of solution has several serious flaws. First, if the cost 
function is complex or if the process is nonlinear, the solution of the 
resulting equations is often a hopeless chore, even with the aid of a 
digital computer. Further the solutions obtained by these classical tech- 
niques are not in the form of a feedback control because the control 
forces are determined in terms of the initial conditions rather than in 
terms of the present state of the process. In the deterministic case this 
distinction is unimportant, but when random disturbances are present 
it is crucial. Therefore, we turn to the method of dynamic programming. 
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B. DYNAMIC PROGRAMMING 
As an introduction to the use of dynamic programming in the deter- 
mination of optimal control policies, let us consider a process x~ satisfy- 
ing the difference quation 
x~_l = x~ + axe+,  ~ v~. (3.4) 
This equation can be thought of as a discrete form of the differential 
equation 
dx(t )  _ ax( t  - To) + v(t ) ,  To = Mh.  (3.5) 
dt 
This equation has been chosen because it is simple in form and includes 
a time delay. The presence of this time delay makes the solutions to 
Eq. (3.5) much more complex than one, accustomed to the behavior of 
linear systems without time lags, might expect. For example, solutions 
of the homogeneous form of Eq. (3.5) are unbounded if a is a suffi- 
ciently large negative number. 
The forcing function which is optimal in the sense that it minimizes 
the form (2,8) is not calculated irectly. Rather, we shall construct a
class of problems, which contains, among others, the problem under 
consideration. The relationship connecting the solutions of the problems 
in this class will be expressed as a functional equation. The solution to 
our original problem will then be obtained by solving this functional 
equation. This technique of reducing a minimization problem to one of 
solving a functional equation is the central notion of dynamic program- 
ming. 
Let P be a class of processes atisfying Eq. (3.4) with the property 
that for any k, P contains a process which begins at time t = kh in the 
initial state S = (CM, . . .  , Co). Thus, Co has the significance of the 
displacement of the process at the time the generalized process begins, 
and C1, C~, • • • , C~ describe the history of the process during the time 
immediately preceding the beginning of the process. We wish to deter- 
mine the forces v~ which minimize the form (2.8). For a process which 
begins at time k, this minimum depends only on k and the initial state 
S. Thus we write: 
fk(S) = min X~v i  2-t-xo 2 • (3.6) 
vj i=1 
The function f~(S) can easily be evaluated. By the use of Eq. (3.4) we 
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observe that 
f l (S) = min [~ Vl 2 + (C0 + aC~ + vl)2]. (3.7) 
vj 
This minimum can be evaluated by differentiating with respect o vl. 
It is found that 
f~(S) = ~,(C0 -~ aCM) 2 vl(S) = (C0 + aCM) (3.8) 
~--~- 1 ' h-F- 1 
Suppose now that the function fk-1 (S) is known for any S. Can fk (S) 
be determined? 
If the process is in the state Sk at time t = kh, the effect of applying 
the force vk is to transform the process into a process of length k -- 1 
which begins in the state Sk_~. The process dynamics determine the 
relation between vk, S~ and Sk-1 • In the present case we have 
Sk-1 -- (C~_1, . . .  , Co, Co + aC~ + v~). (3.9) 
We now invoke the principle of optimality (Bellman, 1957a) viz. 
Regardless of the choice of the initial force v~ , the succeeding forces vk-1, 
vk_2, . . .  , v~ must be chosen optimally with respect o the state resulting 
from the application of the initial force. This observation, together with 
the additive form of the cost function (2.8) allows us to write: 
2 f~(S) = min [hvk ~--fk--l(CM--1, "'" , CO, Co ~- aCM ~- Yk)]. (3.i0) 
Vk 
Since f~(S) is a known function, fk(S) can be computed for any k, by 
recursion. 
Of special interest is the form of the functions fk(S) and vk (S). The 
function f~ is a quadratic form in the components of S. Suppose that 
fk-1 is a quadratic form in the components of S. The minimization indi- 
cated in Eq. (3.10) can be carried out by differentiating the bracketed 
term with respect o vk. Thus one obtains an expression for vk which is 
linear in the components of S. Therefore, fk will be a quadratic form. By 
induction, we conclude that for every k, fk is a quadratic form in the 
components of S and that vk is a linear form. 
It  is possible to find an explicit expression for f~(S) by solving Eq. 
(3.10). Unfortunately, at the present ime no general method of solving 
equations uch as (3.10) exists. By trial and error methods we find: 
THEOREM t. The solution of the functional equation (3.10) is 
308 KRAMER, JR. 
F M /c 7 2 
A(s )  - -  , ~+ Qk 
and the forces which achieve this min imum are 
vk(S)  = h+Qk 
The scalars a k, and Qk are defined by 
[ a.ak0 -I j = M 
k ~ k--1 aj = aj+l 1 < j  =< M- -  1 
O~ k-1 + Oto j = 0 
Qk = Qk-1 + (ao~-~)2; 
lz--1 
Oto 
a~- = I< j<M-  1 =   
j=O 
Q1 ~ 1. 
The validity of these equations can easily be verified by direct substitu- 
tion into Eq. (3.10). 
C. GENERAL LINEAR SYSTEMS 
In this section we consider how the minimization of the quadratic 
form (2.8) proceeds when xn and v~ are connected by the general linear 
difference quation: 
x,~_l = aox~ -+- alx,~+i + . . .  + aMX, n+M 2f_ Vn " (3.11) 
The generality of this equation does not lead to any essential difficulty, 
and the problem can be solved by the methods which have already been 
exhibited. 
However, in order to place in evidence a significant interpretation of
the solution, as well as to effect an economy of effort, a new method of 
solution will be employed. 
The final position x0 of a process which is in state S at time t = kh 
is, according to Eq. (2.8), 
k 
x0 = (S, A~) + ~ v jH_ j ,  (3.12) 
j=l 
where Ak is a column vector which depends on the governing equation 
and on time remaining until the end of the process. 
The quantity (S, Ak) is the terminal position of the process in the 
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event that no control is exerted. For this reason (S, Ak) will be called 
the trend number, and will be denoted by the scalar Bk. 
Bk = (S, Ak). (3.13) 
For a given process the trend number completely specifies the optimal 
control. This follows from the fact that the trend number is the only 
free variable involved in the minimization of the quadratic form (2.8). 
Thus, define the sequence of functions: 
fk(Bk) = rain X ~ vj 2 + Xo 2 . (3.14) 
vj j=l  
The application of the control force vk transforms the k-stage process 
into a (k - 1)-stage process with an associated trend number Bk-x. 
We have from Eq. (3.12): 
Bk_l = Bk -t- vkH_k. (3.15) 
Invoking the principle of optimality we can write 
fk(Bk) = min[Xvk 2 + fk-l(Bk + vkH-k)], (3.16) 
Vk 
fo(Bo) = Bo 2. 
The general solution of this equation can be deduced from the form 
of the solution for k = 1, 2. 
THEOREM 2. The solution of the functional equation (3.16) can be ex- 
pressed as 
X B k ~ 
and the corresponding forces as 
vk(Bk) -- --Bk ~+ Qk H_k , 
where 
k 
Qk = ~ H~-j. 
j= l  
These solutions are easily verified by direct substitution. 
Theorem 2 clearly shows the relationship of the impulse response and 
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trend number to the cost and optimal control forces. The correspondence 
between the formulas of Theorems 1and 2 should be noted. 
The application of Theorem 2 requires a knowledge of the quantities 
H~ and Ak. These quantities can be calculated in the following way. De- 




= 1[ o 
Recall the definition of Sk 
Sk-1 
From this it follows that 
00- . .  0 
100  ..- 0 
010  .-. 0 
010  .-- 0 
0 . . -  01 
. • o 
and note that 
= SkP + V~. 
aM 
aM--1 
aM--~ M X M, (3.17) 
a M-a 
ao 
• "v i i1  1 X M.  
Eq. (3.11) can be written as 
(3.18) 
So = SP~d - ~ VjP j-1. (3.19) 
j ~ l  
Therefore, the vector Ak consists of the last column of the matrix pk, 
while the quantity H_k is the lower right-hand element of the matrix 
pk-1. With this observation it is easy to derive explicit recurrence rela- 
tions for A~ and H_k similar to those given in Theorem 1. 
D. CONTINUOUS CASE AS THE LIMIT OF THE DISCRETE CASE 
In this section we show how the continuous control problem as de- 
scribed in Section II,A can be attacked irectly by dynamic program- 
ming techniques without he necessity of passing to a discrete analog. 
The application of dynamic programming to variational problems is 
due to Bellman (1957a, b). This method generally leads to a nonlinear 
partial differential equation which must be solved in order to calculate 
the optimal function. When this equation must be solved by numerical 
methods, it is sometimes more practical to proceed as we have in this 
paper and introduce a discrete approximation very early in the analysis. 
It is quite important whenever a continuous problem is replaced by a 
discrete problem to show that the solution of the discrete problem tends 
in the limit to the corresponding continuous solution. 
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In the case of linear equations and quadratic osts the nonlinear equa- 
tion which is obtained by a direct attack on the continuous problem can 
be solved in closed form. Therefore, as an illustration of this method, as 
well as a demonstration that the discrete formula which we have been 
deriving does indeed tend in the limit to the appropriate continuous olu- 
tion, the solution to the continuous case is presented here. 
We are interested in a process which satisfies the differentiM equation 
(3.20) 
L[x(t)] = v(t), (3.20) 
where v(t) is a control force which is to be chosen so as to minimize the 
functional 
f/ J[v] = h v2(t) dt --~ x2(O). (3.21) 
We maintain the convention of counting time in reverse. The terminal 
position of a process which begins at time T according to Eq. (2.11) can 
be expressed as, 
f x(O) = B(T)  + v( r )H( - - r )  dr. (3.22) 
The minimum of the functional (3.22) thus depends only on B(T)  
and T. Thus we define the function 
f (T ,  B) = min J[v], (3.23) 
~(t) 
which is analogous to the function fk(Bk). Mimicking the procedure of 
Sections I I I ,B and I I I ,C we consider a continuum of processes each of 
which begin at a different instant of time. If a force of magnitude v is 
applied at time T for a short interval of length ~ then the process is 
transformed into one of length T - ~ and the parameter B(T)  assumes 
the value 
B(T  -- ~) -- B (T )  -~ ~v(T)H( - -T)  ~- 0(~).  (3.24) 
Thus by the principle of optimality and the additivity of the functional 
J[. ] we have 
f (T ,  B) = min[},v2~ + f (T  - ~, B (T )  + ~v(T)H( -T ) ) ] ,  (3.25) 
V 
f(O, B) = B 2. 
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Differentiating with respect o v and letting ~ --+ 0 we obtain the set of 
equations: 
2Xv(T) -b Of(T, B ) .H( -T )  = O, 
OB 
Xv2(T) Of(T, B) -t- Of(T, B) .v (T )H( -T )  = 0, (3.26) 
OT OB 
f(O, B) = B ~. 
For a detailed discussion of the above refer to Bellman (1957a), 
Chap. 9. 
On eliminating v(T) from this set of equations we obtain the partial 
differential equation for f (T ,  B): 
fr + fB 2 H2( -T )  4h - 0, f(0, B) = B 2, (3.27) 
where the subscripts indicate differentiation. 
To solve this equation assume 
f (T ,  B) = g(T)h(B).  (3.28) 
From the boundary condition we have 
f (T ,  B) = g(T) .B  2. (3.29) 
Thus g (T) satisfies the equation 
Therefore 
g'(T) --}- g2(T) H2( -T )  - O, g(O) = 1. 
X 
f(T,  B) = XB~(t) 
X + H2(-t)  dt 
(3.30) 
v(T ,B)  = -- B(T)  H( - -T ) .  
f( X + H2(--t) dt 
These equations are the limiting forms of those derived in the preced- 
ing sections. 
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Thus we are assured that the discrete approximations which we have 
been dealing with converge to the proper solutions. 
It is important to note that the control force v(T, B) is determined in
terms of the present value of the trend number B(T). Thus the solutions 
(3.30) are very definitely feedback control. From the equation (3.24) 
it follows that B(T) satisfies the differential equation 
dB 
- v (T ) t / ( -T ) .  (3 .31)  
dT 
If optimal control is applied, we have from (3.30), 
dB B(T)H2( -T )  
fo r (3.32) dT ~ -t- H~(-t)  dt 
If at some time To B(T)  has the value B(To), then 
x + H~(-t) dt 
B(T) =- B(To) (3.33) 
X + H2(--t) dt 
for To => T = 0 provided optimal control is exerted. Therefore the opti- 
mal control force can be expressed as: 
B(To) 
v(T) = -- f~o H( - -T) .  (3.34) 
+ H2(--t) dt 
~u 
Observe that this solution is not of the form of a feedback control. The 
optimal forces are determined in terms of B at a fixed instant of time 
(the beginning of the control period). 
The solution given by (3.34) can be obtained by the standard tech- 
niques of the calculus of variations. 
E. VECTOR FORMULATION OF PROBLEM 
A natural generalization is to consider a system which is characterized 
by a row vector Xn which satisfies the vector difference quation 
Xn-1 = X~P -~- Vn, (3.35) 
where P is an arbitrary matrix and V~ an arbitrary row vector. The equa- 
tion (2.5) which we have considered previously is a special case of Eq. 
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(3.35) as was shown in Section III,C. We consider as before a terminal 
control problem in which we wish to calculate the (vector) forces Vj,  
j = 1 . . .  k which minimize the form 
k 
X ~ V~ 2 + XoAX0 r, (3.36) 
where A is a symmetric matrix, but otherwise unrestricted. It is easy to 
show that assuming A symmetric is no restriction. We are free to add 
any additional restrictions on the form of A which an individual problem 
may suggest. As before, if the system is in the state S at time kh the 
minimum of the form (3.35) depends only on the vector S. We thus 
define the function: 
1 fk(S) = min X ~ V7 + XoAX0 r • (3.37) V i j~ l  
I t  follows that fk(S) satisfies the functional equation 
fk(S) = min[XVk 2 + fk_l(SP + V~)] 
vk (3.38) 
f0(S) = SAS T. 
This equation can be solved as follows. For the case k = 1 we have 
f l (S)  = min[XV1 ~ -t- (SP  ~- V1)A(SP + V1)r]. (3.39) 
Vt 
On differentiating and observing that A is a symmetrical matrix one ob- 
tains 
f~(S) = hSPA[hI --[- A]-~(SP) ~ 
(3.40) 
Vl (S )  = - -  SPA[hi -I- A] -~. 
By using the functional equation (3.40) it can be shown that 
fk(S) = hSPAk(SP)  ~, 
(3.41) 
Vk(S) = -SPAk ,  
where the matrices Ak are defined by the recurrence relation, 
T--1 Ak+l = PAkPr[I + PAkP ] , 
(3.42) 
A1 = A[hl + A] -~. 
From this equation it can be shown that 
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where 
Ak+~ = PkA[X I  -~ DkA] - I (Pk )  r, (3.43) 
k 
Dk = ~ (p~')rp( 
j~l 
I n  working out these formula it is important o note that Ak is a sym- 
metric matrix. From (3.43) we have 
= D A- i  ~ r f,:(S) X(SPk)A[X I  + k-1 ] : (SP  ) , 
(3.44) 
Vk(S) = - SP~A[XI  + Dk_IA]- ' (  Pk: I )  r. 
The formal analogy between (3.44) and the equations derived previ- 
ously should be clear. Thus we can refer to SP k as the trend vector and 
to the matrix pk-1 as the impulse response. 
I t  should be noted that the complexity of Eq. (3.44) is very much re- 
duced if the cost function (3.36) involves only one or two of the com- 
ponents of X0. That is, if A has only a few nonzero entries. 
F. A GENERALIZATION 
We wish to call attention to the fact that  there is little loss in gen- 
erality in limiting our discussion to terminal control. For example, if we 
wish to minimize the functional 
J[v] = F(x~,x2 ,  "." ,x~ ; v~,v2, . "  , v~) dt, (3.45) 
.0  
we can introduce the new variable 
~+l ( t )  = F(z~, x~, . . .  , x,~ ; v~ , v2, . . .  , v~)  
(3.46) 
x~+l(0) = 0, 
which now leads to the problem of minimizing :xN+~ (T),  a terminal con- 
trol problem. 
IV. STOCHASTIC CASE 
A. INDEPENDENT NOISE 
We now wish to include the effects of a random disturbance in the de- 
sign of our optimal control. Let us consider a process characterized by a 
scalar x~ and suppose that x~ satisfies the difference quation 
x~_l = aox,~ + . . .  + a~x~+~ + v~ + r~. (4.1) 
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As before v~ is the control force which is at our disposal. The quantity 
r,, is a sample function of a stochastic process whose values at successive 
instants of time are statistically independent. Such a process is com- 
pletely determined by a probability density function p (r~) : 
b 
f p(y) dy = p~[a-< r~-< b], n = N-  1, N -  2,- - -  (4.2) 
a 
The probability density function p(r~) is included in the a priori de- 
scription of the problem. 
We propose to select he control forces Vn which minimize the expected 
value of the quadratic form (2.8) viz. 
E(~= vj 2+xo2). (4.3) 
This is a natural extension of our treatment of the deterministic case. 
The final position of a k stage process which begins in the initial state 
S can be expressed as 
k k 
xo = Bk -t- ~_, vjH_j -t- ~ riH-i. (4.4) 
j= l  j= l  
The quantity Bk is defined exactly as in the deterministic case (Eq. 
3.13). 
As a consequence the minimum of the form (4.3) depends only on the 
length of the process and the trend number Bk. Therefore we define 
the sequence of functions 
fk(Bk) = min E (k ~ v52 --k xo2) . (4.5) 
~j j= l  
The trend number transforms according to 
Bk-1 = B~ + vkH-k + rkH_k. (4.6) 
By the principle of optimality it follows that fk satisfies the functional 
equation 
fk(Bk) = rain[ark 2 + Efk_l(Bk + vkH_k + rkH_k)], 
~ (4.7) 
fo(Bo) = Bo 2. 
The only novelty here is the presence of the expected value operation 
but this causes no difficulty. 
The solution of Eq. (4.7) follows the familiar pattern in that f~ is a 
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quadratic form and vk is a linear form. We have the result (c.f. Theo- 
rem 2). 
THEOREM 3. The solution of Eq. (4.6) can be expressed as 
k 
fk(Bk) = X (Bk + mPk) + ,2 ~ ~H_~ 
+ Qk J=~ ~ + Qj-, '  
k 
Q~ = ~ H~-j, 
j= l  
k 
Pk = ~ H_j , 
j=l 
and 
m= f yp(y) dy, 2 f (y 2 = m) p(y)  dy. 
The forces which achieve this minimum are: 
vk(Bk) = Bk + mPk H_~. 
~ + Qk 
The quantity Bk + mPk is the expected final displacement of the proc- 
ess when k stages remain, in the event that no control forces are applied. 
An interesting special case occurs when the mean of the random dis- 
turbance is zero (m = 0). The optimum control in the presence of ran- 
dom uncorrelated noise with zero mean is the same as if no noise at all 
were present. 
B. MARKOV NOISE SOURCE 
Let us modify the problem considered in Section IV,A by removing 
the assumption that the random variables rn are uncorrelated. Instead, 
let r~ be a sample function of a Markov process (Feller, 1957). Then 
we have for any n: 
p(rl , . . .  r~ Ira+i) = p(rl , . . .  , rn-1 l rn)p(rn [ r,+l). (4.8) 
Note that r~+l occurs before rn. The minimum of the form (4.3) is 
therefore a function of the noise in the preceding interval rk+l, as well as 
of Bk • Thus we define the sequence of functions 
fk(Bk , rk+~) = min E (~ ~ vj2 + Xo2) , (4.9) 
v j  ]=I 
where the expectation is taken with respect o the density function (4.8). 
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With the aid of (4.8), (4.9) can be written as 
fk(B~,rk+~) = min Avk 2 +J_ E lk2v  7 +Xo' p(rklr~+~)drk (4.10) 
v j  k -~o [_ j= l  
where the inner expectation is taken with respect o the density function 
p(rl, . . .  , rk-1] rk). Thus invoking the principle of optimality we have 
that the cost function satisfies the functional equation 
fk(Bk rk+l) • 2 , = mm[),vk + Efk-l(Bk + vkH'k + r~H_k, rk)], 
~k (4.11) 
.?0(B0, rl) -- B02. 
where the expectation is now taken with respect o the density function 
p(rk ] rk+~). 
The solution of this equation can be found by assuming that f~ is a 
quadratic form and v~ is a linear form and then verifying this hypothesis 
inductively. 
TI/EOREM 4. The solution to Eq. (4.11) can be expressed as 
1 
fk(Bk, r~+l) = + ~, + e-----~ [Bk + gk(rk+l)] 2+ Sk(rk+l), 
and the forces which achieve this minimum are 
1 vk(Bk, rk+l) = h + Q--k [Bk + g~(rk+~)]H-k, 
where 
k 
The function gk(rk+i) is defined by the functional equation 
V gk(rk+l) = [rkg_~ + gk-l(rk)]p(rk [ r~+l) dry, go(r1) = O. 
An explicit expression for the function Sk(rk+l) is not given because 
of its complexity. Note that in order to calculate vk it is not necessary 
to know Sk. 
From the multiplieative property of the density functions which we 
are working with it follows that gk(r+~) can be expressed as 
gk(rk+l) = EC=~r~H_j). (4.12) 
The expectation is taken with respect o the density function (4.8). 
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In the event that no control is applied, Bk -{- gk(rk+~) is the expected 
final position of a It-stage process which is initially in the state (B~, rk+~). 
A simple example may help to clarify the Situation. Let 
p(rk [ rk+l) = po(rk - rk+t), (4.13) 
where po(x) is a probability density function having zero mean. It fol- 
lows that 
k 
gk(rk+~) = rk+l ~ H_j  = rk+iPk. (4.14) 
Therefore, 
f~(Bk , r~+l) -- 
vk(Bk, rk+l) -- 
(compare with Theorem 3). 
C. DISCUSSION 
(B~ + rk+lPk) 2, 
+ Qk 
- -H -k  
-t- Qk (Bk -k- rk+lPk). 
(4.15) 
In the last two sections ome aspects of the design of an optimal termi- 
nal control which is to operate in the presence of noise were described. 
We have not attempted to exhaustively treat all of the possible types 
of noise which can occur, but rather to show how the functional equation 
approach of dynamic programming may be used to obtain a solution in 
such cases. 
In all of the cases considered the optimum controller can be charac- 
terized by a predictor which calculates the (expected) final position of 
the process in the event that no control is exerted, followed by an ampli- 
fier whose gain varies according to the expression of Eq. (4.15). The 
similarity of this result to that of Booton who considered an almost dual 
terminal "filter" problem should be noted. 
V. CONTROL IN A COMPETIT IVE SITUATION 
A. EXAMPLE OF A COMPETITIVE CONTROL 
Let us consider the control of a linear process which is disturbed by 
a noise source whose statistics are completely unknown. As a very con- 
servative measure we can assume that the noise is produced by a ma- 
levolent nature or opponent which acts in an optimal fashion to oppose 
the action of the controller. The process atisfies the equation 
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X~- I  = aoXn + " ' "  -[- aMX~+~ + V~ ~- rn , (5.1) 
where v. is the control force, and r~ is the disturbance chosen, so to speak, 
by the anticontroller. 
The anticontroller cannot be given a free reign lest it wreak total 
havoc. Thus it must be somehow constrained. We chose to bound the 
total energy which the anticontroller may expend. Thus we write: 
ri 2 -<__ B. (5.2) 
The reason why this constraint is preferred among the many available 
is the relative ease with which it may be treated analytically. When the 
computation is carried out by a high speed computer one has more free- 
dom in the choice of constraint. As we have already noted a constraint of 
the form (5.2) can be handled by the introduction of a Lagrange multi- 
plier. Thus, we wish to determine the forces vi which minimize the form 
k k 
xZ:  2 - rj 2 + x0 2, (5 .3)  
j= l  j= l  
when the ri have been chosen to maximize the form. Of course the order 
in which these decisions are made must be specified. The r's and v's should 
be picked alternatively; this is clear from the physical situation. But it 
is not clear which of these decisions hould be made first. 
Define the functions fk and ]~ corresponding to the two possible orders 
in which the r's and v's may be chosen. 
fk(Bk) = max min[~v~: -- urk 2 ~- A - l (Bk  -t- rkH-k + vkH-~)], 
rk vk 
]k(Bk) = rain max[hvk 2 -- urk ~ + A-i(Bk + vkH-k -t- rkH_~:)], (5.4) 
Vk rk 
fo(Bo) = Bo 2. 
The quantity B~ has the same significance as before. In general, we 
have the relation: 
rain max g(x, y) >= max rain g(x, y). 
x y y x 
Therefore, for every k, 
A(B~) > A(B~). (5.5) 
This relation is physically evident since in the calculation of ]k the 
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control force must be chosen to hedge against he very worst that the 
anticontroller can do, while in the computation of fk the reverse is true. 
It  so happens that in the present case (linear equations and quadratic 
costs) the outcome is independent of the order in which the r's and v's 
are chosen. ~Thus, this case lacks certain of the features which are pres- 
ent in more general situations. However, even in this limited case the 
results are of some interest. We have: 
THEOREM 5. The functions fk and ]k defined by (5.4) are equal. They can 
be expressed in the form: 
fk(Bk) = f~(Bk) = huBk2 ~u + (u -- ~)Q~" 
The forces which achieve this extremum are 
~BkH_k 
rk  = ~u + (u - ~)Qk' 
- uBkH_~ 
Vk hu + (u -- h)Qk' 
where 
k 
Q~ = ~ H~-j, 
and H_j is the impulse response of the process. 
The multipliers ~, and u cannot be chosen with complete freedom. The 
induction hypothesis on which Theorem 5 is based remains valid only 
if the function 
Y 2 ~vk2 _ urk2 _.~ ~u(Bk + rkH_~ + kH-k) (5.6) 
~U + (u -- X)Qk-I 
is a hyperboloid of one sheet. This will be true if and only if the inequal- 
ity 
~uH2_k 
u > (5.7) ~u + (u -- ?,)Qk-~ 
holds. This condition can always be met by taking 
In  the terminology of game theory one would say that  the game has a saddle 
point.  
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u > H ~ k N, N - 1, 1 
(5.8) 
u>X.  
Of course in a special case some other choice of u and )~ may also satisfy 
Eq. (5.7). 
The ratio of ~ to u is a measure of the relative amount of energy which 
the controller and anticontroller can expend. Thus if k = u, rk = vk 
and the process behaves as if no control at all were present. For effective 
control (i.e., small values of x0 2) we must have in general u >> },. 
I f  u -+ ~ we have rk --~ 0 and vk andfk tend to the corresponding values 
for the deterministic case as they should.  
The design of a control from the competitive or game point of view is 
a fascinating problem. Although such an approach is not desirable in 
every situation, it is highly desirable to have a method of designing 
control systems which function under the worst possible conditions. 
I t  should be noted that the min max approach, while capable of pro- 
viding a policy which minimizes cost under the worst possible conditions 
is not capable of capitalizing on the weakness of an inferior anticontrol- 
ler. I t  seems possible to extend the results of this paper to the design of 
controllers capable of adapting themselves to the observed weakness of 
their opponents. 
VI. ADAPTIVE CASE 
A. NOTION OF AN ADAPTIVE CONTROL PROCESS 
In  the preceding sections it was shown how random disturbances can 
be handled by our methods when their statistics are known. 
We now allow a degree of uncertainty concerning the statistical na- 
ture of the noise. The controller is to be contrived so that on the basis of 
its observation it estimates the unknown noise parameters and uses this 
information in the computation of the control decision (Bellman and 
Kalaba, 1959). 
In a sense such a controller can be thought of as capable of a limited 
amount of learning, or more precisely, adaptation. The design of an 
optimal adaptive controller is intimately connected with statistical esti- 
mation theory. 
B. EXAMPLE OF AN ADAPTIVE CONTROL PROCESS 
Consider a general inear process which is governed by the equation 
x~- i  = aox~ --k " .  --k aMXn-bM "[- Yn "-~ r~,  (6.1) 
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where v~ is the control force and rn a random noise. The successive noises 
are assumed to be statistically independent. The random variable r~ 
takes the value of ~-~ with probability p and -~ with probability 1 - p. 
No other values are allowed. 
The probability p is an unknown but fixed quantity which must be 
estimated by the controller. The history of the noise can be described by 
the number of positive noises n and the number of negative noises m 
observed. We seek a method of estimating the unknown probability p 
from a knowledge of m and n. 
An intuitive method of estimating p is to form the ratio n(n ~ m) -1. 
A slightly more sophisticated version of this idea is the estimate 
n + a (6.2) 
P* = n -~ a -t- m + b" 
The constants a and b are at the disposal of the designer. The ratio 
a(a ~ b) -I is the a priori estimate of p. The magnitudes of the parame- 
ters a and b relative to 1 determine how sensitive p* is to the results of 
the first few observations. 
A more formal approach is to consider p itself as a random variable 
which is chosen by experiment at the beginning of the process. The prob- 
ability density function Pr(p) is assumed to be known. 
In the absence of empirical data, p can be estimated by its expecta- 
tion. If the history (n, m) has been observed p can be estimated by the 
conditional expectation: 
p* = E(p ] n, m), (6.3) 
which can be calculated by Baye's rule. The details of this computation 
are given by Bellman and Kalaba (1959) and Cramer (1951). If P~(p) 
is taken in the form 
P~(P) = pa-l(1 _ p)b-1 
B(a ,  b) ' 
(6.4) 
B(a, b) = x~-1(1 - -  X) b-1 dx, 
then the formula (6.2) results for the successive stimates of p. 
Define the variables 
~, = a~n,  
~=b~m.  
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These variables contain all the information ecessary for the computa- 
tion of p* by the use of (6.2). 
The forces v~ are to be chosen so as to minimize xpected value of the 
usual quadratic form (2.8). This expected value is taken with respect 
to the present estimate of the probability p. Thus, the minimum depends 
not only on the trend number Bk but also on the quantities ~ and v. 
Thus, define a sequence of functions 
fk(Bk,tL, V) = minE(~ ~v~ 2 + x02). (6.5) 
vj a'=l 
The application of the control force vk results in the transformation f 
the k stage process into a k - 1 stage process. The variables transform 
according to the rule: 
B~ ---+ Bk + H_kv~ + H_k~ 
v- -+v+ 1 
with probability 
v 
P* -v - t -W'  
Bk ~ Bk -}- H-kvk -- H_k6 with probability 
~--~u + 1 p, _ 
v--+u t~+v"  
Invoking the principle of optimality we see that fk(Bk, ~, v) satisfies 
the functional equation 
fk (Bk ,~,v)  = minI~vk2 -]- U - - u fk - l~k  
• (Bk + H-kvk + ~H_~, U, v + 1) 
+ ~ fk-,(Bk + H-kvk -- H_~, 
fo(Bo, ~, v) =- Bo 2. 
~+ 1, v)], 
(6.6) 
THEOREM 6. The solution of the functional equation (6.6) is given by 
f~(Bk t~, v) = X [Bk -t- ~(v -- t~/v + t~)Pk] ~ v), 
' h + Qk + gk(~, t~, 
and the forces which achieve this minimum are given by 
CONTROL OF LINEAR SYSTEMS WITH TIME LAGS 325 
where 




Pk ---- ~ H_ j .  
j=l 
These formulas may be verified by direct substitution in Eq. (6.6). 
I t  is important o note that it is not necessary to known explicitly the 
form of the function gk(~, u, ~) in order to compute the optimal control 
force. 
Comparison of this result with the corresponding one for the stochastic 
case shows that at each stage the forces vk are chosen as if the current 
estimate of the mean m* = ~(~-  ~)/(~ -~ ~) were the correct value. 
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