Abstract. We proposed a pivot algorithm using the affine-scaling technique. It produces a sequence of interior points as well as a sequence of vertices, until reaching an optimal vertex. We report preliminary but favorable computational results obtained with a dense implementation of it on a set of standard Netlib test problems.
where c ∈ R n , b ∈ R m , A ∈ R m×n (m < n). Assume that rank(A) = m and c ∈ range(A T ). So the trivial case is eliminated where the objective value c T x is constant over the feasible region of (1.1). The assumption rank(A) = m is not substantial either to the proposed algorithm,and will be dropped later.
As a LP problem solver, the simplex algorithm might be one of the most famous and widely used mathematical tools in the world. Its philosophy is to move on the underlying polyhedron, from a vertex to adjacent vertex, along edges until an optimal vertex is reached. Since it was founded by G.B.Dantzig [8] in 1947, the simplex algorithm has been very successful in practice, and occupied a dominate position in this area, despite its infiniteness in case of degeneracy. However, it turned out that the simplex algorithm may require an exponential amount of time to solve LP problems in the worst-case [29] .
Basically, there have been two trends of developments of the simplex algorithm. On one side, various pivot rules have been suggested (e.g., [5, 6, 10, 15, 18, 21, 24, 25, 31] . On the other side, much effort has also been made to reduce computational work involved in each iteration (e.g., [4, 9, 14, 17] .
Khachiyan [28] proposed the first polynomial-time algorithm for LP, the ellipsoid algorithm. Unfortunately, it soon became clear that in spite of its theoretical superiority, this algorithm was not a competitor of the simplex algorithm in practice. Later, Karmarkar [26] proposed his algorithm that has better polynomial-time complexity than the ellipsoid algorithm, and initiates an upsurge of interior point algorithms. Approaching an optimal solution by traveling across the interior of the polyhedron, some implementations of them are very efficient for solving large sparse LP problems. However, interior point algorithms are not suitable for cases when a vertex solution is required.
Algorithms proposed by Pan [32] [33] [34] [35] can be viewed as variants of the simplex algorithm. Nevertheless, some of the proposed pivot rules lead to non-monotone changes of the objective value in solution process, and produce iterates that are no longer necessarily vertices. Such algorithms might better be classified into the category of pivot algorithms, like criss-cross algorithms by Zionts [52] and Terlaky et al [44, 50] . Recent algorithms [36] [37] [38] [39] [40] allow a deficient basis, characterized as a submatrix from A that has fewer columns than rows and whose range space includes b. An interesting relation is found between one of them [36, 41] and the LPDASA algorithm [22, 23] -both involve a common least squares subproblem, which is unconstrained for the former while bound-constrained for the latter.
Simplex algorithms and interior point algorithms have their own advantages and disadvantages. In this paper, a step is taken toward developing algorithms having advantages of both types. Combining the affine-scaling tactic and Pan's pivotal approach, the proposed algorithm produces a sequence of interior points as well as a sequence of vertices, until reaching an optimal vertex. Computational results with a dense implementation of it on a set of Netlib test problems are preliminary but favorable, compared with the affine-scaling (interior) algorithm.
The paper is organized as follows. In the remaining part of this section, we introduce notation used in this paper, describe the affine-scaling algorithm and a Phase-1 procedure briefly, and transform program (1.1) to a special form. In section 2, we describe a variant of the affine-scaling algorithm. Section 3 describes a pivotal subalgorithm. Section 4 establish the affine-scaling pivot algorithm supported by the subalgorithm. Section 5 reports computational results with a dense implementation of the algorithm on a set of Netlib test problems against the affine-scaling algorithm.
Notation.
The following conventions will be used in this paper: e: the vector of all ones. e i : the unit vector with the ith component 1. • : the 2-norm of a vector •.
• J : the subvector (or submatrix) of a vector (or matrix) • composed of the components (or columns) associated with an ordered index set J.
X: the diagonal matrix whose diagonals are the components of a vectorx.
1.2. The affine-scaling algorithm. It should be noted that the first interior point algorithm, affine-scaling algorithm for LP was proposed by Dikin [12] earlier in 1967. This algorithm is rediscovered as a variation of Karmarkar's algorithm (e.g., [3, 7, 27, 47, 30] . It is also efficient, and known as the first interior point algorithm which suggested that such type of algorithms may outperform simplex algorithms for large LP problems [1, 2] , although the polynomiality of it is still open.
For self-contained, we present the affine-scaling algorithm briefly in this section. For more details, the reader is referred to, e.g., [46, 43, 51] .
Letx be the current interior point of (1.1). Using x =Xu ,we transform (1.1) to min c TX u
Corresponding tox, vector e is the interior point of (1.2). The orthogonal projection of the gradient of the objective onto the null space of AX is
3)
The associated long-step line search in u-space is u = e − λ∆u/ max(∆u), (1.4) mapping which back to the original x-space leads tõ T . Dikin [13] showed that, if (1.1) has an optimal solution, the sequence of iterates produced by the long-step affine-scaling algorithm with λ ∈ (0, 1) converge to a relative interior point of the optimal face under the nondegeneracy assumption (also see [47, 20] ). Furthermore, the convergence of the algorithm was proved with λ ∈ (0, 2/3] without the nondegeneracy assumption [45] . The convergence with λ > 2/3 is not guaranteed for general problems. In fact, there is an example for which the algorithm fails by converging to a nonoptimal solution ( for this example, the failure occurs for all λ > 0.995). In practice, however, the affine-scaling algorithm with a large λ ∈ (0, 1) is reliable and fast. It would be well accepted that λ = 0.9 0.99 is suitable for Phase-2.
Therefore, we state the following. 
The preceding has an optimal solution since it has an obvious interior point (x 0 , 1)
T and its objective is bounded below. Moreover, the original program (1.1) has no feasible solution if the optimal value of (1.6) is strictly positive. Suppose that (1.6) was solved by Algorithm 1 with λ ∈ (0, 2/3] , and that the limiting point of the iterates is x ∞ with objective value zero. Then it is a relative interior point of the feasible region of (1.1). Therefore, using N and B to denote the index sets such that x Consequently, x ∞ B > 0 is ready as an initial interior point of (1.7) to get the affinescaling algorithm started. 
Then problem (1.1) can be transformed to the following simpler form:
It is clear that
n+1 ) is available as an initial interior point of (1.9). Program (1.9) is equivalent to (1.1) in the sense that there is 1-to-1 correspondence between their feasible (or interior or optimal) solutions, infeasibility and unboundedness. The bottom equality constraint of the former is x n+1 + c T x =b m+1 . So their corresponding feasible objective values differ only by the constantb m+1 . It is also clear that e n+1 is included in the range ofÂ T if and only if c is included in the range of A T and that rank(Â) = m + 1 if and only if rank(A) = m. Therefore, hereafter we will not hanlde program (1.1) itself directly but its special form below:
, and Ae n = e m . Usually, program (1.10) is solved toghther with its dual, i.e.,
2. Variation of the affine-scaling algorithm. We will apply the affine-scaling technique to (1.10), but with an alternative approach to computing the search direction.
Letx be the current interior point of (1.10). As in the affine-scaling algorithm, we use transformation x =Xw to recast (1.10) to
where the positive factorx n has been dropped from the objective function. The orthogonal projection of the gradient e n of the objective onto the null space of AX is
Assume that the QR factorization ofXA T is available, i.e. 
Base on the preceding, the following is clear. 
where I n−m is the last n − m columns of the unit n × n matrix.
As for a complexity comparison between Algorithms 1 and 2, it is only needed to compare the computations of the ∆u. If the Householder transformation is utilized in both, then additional O(2(n − m)(n 2 − mn + m 2 /3)) multiplications are required by the latter due to the accumulation (2.5) (also see [19] ). Therefore, Algorithm 2 is not a challenging competitor of Algorithm 1, especially when n − m large relative to m. However, the situation shifts to the opposite side if the affine-scaling tactic is combined with the following pivoting subprocedure.
3. Pivoting subprocedure. As well known, the long-step affine-scaling algorithm is more efficient than the short-step one, practically. This suggests achieving as great reduction of the objective value as possible at each iteration. In fact, it can go even further cheaply based on a pivotal frame similar to that used in [38] to develop a pivot algorithm using the affine-scaling technique. To this end, we describe a subprocedure in this section.
At the beginning of the subprocedure, we are faced with an interior pointx and the associated scaled program (2.1).
Substeps. For the kth
. . , n}, where |N k | equals k and B k includes index n as its end element. For simplicity of exposition, assume that
Hereinafter, we will denote by I N k the n × k matrix consisting of k columns of the identity matrix, indexed by N k , and by I B k that consisting of the n − k remaining columns, indexed by B k .
Assume thatū ( k) is the current feasible solution to (2.1) such that
= e. Correspondingly, introduce the following program:
where I k is the k × k identity matrix. Note that the constraint matrix is of full row rank m + k. Assume that the following QR factorization is available:
where
is an nonsingular upper-triangular matrix. Consequently, the orthogonal projection of the objective gradient of (3.3) onto the null space of the constraint matrix is
or partitioned
where e n−k the identity (n − k)-vector with its last component 1. Thereby, we have
if the latter is available. Of course, there is no need for such doing whenever v (k) = 0:
Taking −∆u B k as a search vector, we compute the next point as follows:ū
where α =ū
Note thatū (k+1) q = 0. Then, move q from B k to the end of N k to form (N k+1 , B k+1 ), and go on the (k + 1)th substep.
is degenerate, then α defined by (3.10) could vanish, and hence the resulting point is just the same as the old.
We state the following theorem, the proof of which is omitted. (3.3) .
ii) If ∆u
defined by (3.7)-(3.10) is a feasible point to (2.1), with an objective value less than that forū (k) . If program (1.10) is not unbounded below and v (k) = 0; ∀k = 0, . . . , n − m − 1, the substeps can be carried out until the (n − m − 1)th substep finished. Consequently, v (n−m) vanishes, and the subprocedure ends with the productū (n−m) as an vertex solution to (2.1) (which has at least n − m zero components). Generally, however, v (k) could vanish for k < n − m, as will be discussed later in section 3.3.
Canonical tableaus. It is seen that (Q
needed for the computation of ∆u
. If such a vector were computed from scratch by the orthogonalization at every substep, nevertheless, the amount of computational work of the whole subprocedure would be unacceptably large. Fortunately, a nice implementation of it can be made based on a frame similar to that used in [38] . In this subsection, we introduce the so-called canonical tableaus, and show that the substeps can be carried out with the aid of them cheaply.
Letx be an interior point of (1.10). Consider the dual program of (2. 
where R
11 ∈ R m×m and R
22 ∈ R k×k are nonsingular upper-triangular matrices. Definition 3.4. Tableau (3.13) is termed the kth canonical tableau. The canonical tableau plays a central rule, including enough information for proceeding the kth substep, described in section 3.1. Specifically, its south-east (n − m − k) × (n − k) submatrix is readily available for computing ∆u (k) (see (3.7)). Also, it will be clear that one can obtain an associated dual solution and do optimality test, using the end canonical tableau.
The (k + 1)th canonical tableau is updated from (3.13) as follows. Assume that index q ∈ B k is chosen to enter N k , as yields the (k + 1)th index sets:
Then, it holds that (3.15) where the first m
are upper-triangular (see (3.13)). If k = n − m − 1, therefore, the first m + k + 1 = n columns of the preceding are already upper-triangular, and there is no need for the next substep. The process is terminated in this case.
Assume now that 0 ≤ k < n − m − 1. Determine an Householder H K ∈ R (n−m)×(n−m) , partitioned as
such that
We premultiply the two sides of (3.15) by P m+k+1 = diag(I m+k , H k ), deducing the (k + 1)th canonical tableau:
the first m + k + 1 columns of which is upper-triangular. Noted that the first m + k rows of (3.19) are actually the same as those in tableau (3.13), except for the q-indexed column being moved to the (m+k+1)th column position. If H k is available, therefore, the updating involves only 2(n − k)(n − m − k) multiplications. It is such a trick that makes the subprocedure efficient (see the last paragraph of section 2).
Formulation of the subalgorithm.
Before describing the subalgorithm formally, let us consider more general cases by dropping assumption rank(A) = m. In fact, the substeps can be carried out without difficulty in any case. If rank(A) = r < m, then there are Householders P 1 , . . . , P r such that 20) where R ∈ R r×r is a nonsingular upper-triangular matrix. Correspondingly, the first m columns of the canonical tableaus should be the upper-trapezoid above. This has no sbstantial effects on the subsequent substeps, which are carried out until v (k) vanishes for some k ∈ {1, . . . , n − m}, with the end productū (k) as a feasible vertex solution to (2.1).
The overall process is summarized as follows. Subalgorithm 1. Given an interior pointx to (1.10) and tolerance 1 > 0.
Construct the 0th canonical tableau (3.13). 3. Compute v
(k) = ((Q (k) 3 ) T I B k )e n−k (3.8). 4. Go to step 12 if v (k) = 0. 5. Determine ∆u (k) B k = (I T B k Q (k) 3 )v (k) (3.7). 6. Stop if ∆u (k) B k ≤ 0.
Computeū
, where [24] . While it is a good choice for simplex algorithms, however, Harris' tactic seems to be unnecessary in the current context, according to our computational experience. (see section 5).
4. The affine-scaling pivot algorithm. Now it is ready to describe the affinescaling pivot algorithm as a whole.
Beginning with an interior pointx of (1.10), we call Subalgorithm 1. It is clear that (1.10) is unbounded blow if the termination occurs at step 6. Assume that the termination occurs at step 12. Then the following optimality test is relevant. T (with some column exchanges), it represents a system equivalent to the equality constraint of (3.11)
1 . Setting z B k = 0, thereby, this system becomes   
which is equivalent to
Assume that (ỹ,z N k ) is the solution to (4.2). Corresponding to the end feasible solutionū (k) of (2.1), on the other hand, the solution in x-space is
Using the preceding notation, we have the following. Theorem 4.1. Ifz N k ≥ 0, thenx and (ỹ,z N k ) are a pair of primal and dual optimal vertex solutions to (1.10) ) and (1.11) , respectively.z Proof. By Theorem 3.5, it is clear that thex is a feasible (vertex) solution to (1.10) and that (ỹ,z N k ) together with z B k = 0 is a solution to (3.11). Hence, it holds thatXA Tỹ +z = −e n , or equivalently,
) is a feasible solution to the dual of (1.10) with the positive factor difference 1/x n in the objective coefficient. Moreover,x and (ỹ,X −1z ) exhibit complementarity. Therefore, the two are a pair of primal and dual optimal solutions.
Assume thatz N k 0 . It is then clear thatx −x is a down-hill with respect to c T x. Thereby, we can retract back to the interior of the feasible region by updatinḡ x as follows:x
where λ ∈ (0, 1).
It is easy to show that the resultingx is another interior point of (1.10), with a less objective value than the old. Using thex as input, we execute Subalgorithm 1 again. We summarizes the overall process as follows. Algorithm 3 (ASP). Letx be an initial interior point to (1.10) . Given stepsize λ ∈ (0, 1) and tolerance 1 > 0. This algorithm solves (1.10 Proof. It is deduced from Theorems 3.5 and 4.1. It is seen that Algorithm 3 produces a sequence of interior points as well as a sequence of vertices, until reaching an optimal vertex. It appears to be attractive for having advantages of both pivotal and interior point algorithms. The three codes were coded in FORTRAN 77 models without exploiting sparsity. Compiled using the Visual FORTRAN 5.0, they were run under WINDOWS 98 system on a PENTIUN III 550E microcomputer with 128 Mbytes. The CPU time was measured in seconds with utility routine CP U − T IM E. The machine precision used was about 16 decimal digits.
The test problems were a set of 26 standard LP problems from Netlib 2 . In Tables  5.1 and 5 .2, columns labeled M and N give the number of rows and columns of the constraint matrix. In the order of increasing sum M + N , these are the first 26 Compared to the optimal objective values reported in [16] , the values reported in Tables 5.1 and 5.2 for AS and VAS are accurate within about 6 to 8 digits overall (where no accurate digit is reached for two problems marked by * ). In contrast, the values reported in Table 5 .3 for ASP are clearly more accurate. We also stress that no degeneracy or stalling was observed during the execution of ASP. Table 5 .4 compares the performance of the three codes against one another by giving count ratios of AS to VAS and of AS to ASP. The bottom line labeled Total indicates that the total iteration ratio of AS to VAS is 0:95 while the total time ratio is as low as 0:26. As expected the affine-scaling slgorithm is superior to the variant of it, as the computation of the projection by the latter is more expensive than that by the former (see the last paragraph of section 2). As for what we are really concerned, the total iteration and time ratio of AS to ASP is 4:56 and 1:52, respectively. Moreover, a closer look at Table 5 .4 reveals that the time ratio is greater than one with all the 16 test problems, except for one (E226). Therefore, the proposed affine-scaling pivot slgorithm outperformed the affine-scaling (interior point) algorithm significantly. This outcome is quite impressive and encouraging. 
