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ON RELATED VARIETIES TO THE COMMUTING VARIETY OF
A SEMISIMPLE LIE ALGEBRA
MOUCHIRA ZAITER
Abstract. Let g be a semisimple Lie algebra of finite dimension. The nullcone
N of g is the set of (x, y) in g × g such that x and y are nilpotents and are in
the same Borel subalgebra. The main result of this paper is that N is a closed
and irreducible subvariety of g× g, its normalization has rational singularities
and its normalization morphism is bijective.
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1. Introduction
The basic field k is an algebraic closed field of charecteristic zero. Let g be
a semisimple Lie algebra of finite dimension and let G be its adjoint group. We
denote by b a Borel subalgebra of g, h a Cartan subalgebra of g contained in b, bg
and rkg the dimensions of b and h respectively. Let W be the Weyl group of g with
respect to h. The symmetric algebra of g is denoted by S(g) and the subalgebra of
its G-invariant elements is denoted by S(g)G. Let Bg be the set of (x, y) in g × g
such that x and y are in the same Borel subalgebra. In Section 4, we show the
following theorem:
THEOREM 1.1. (i) The variety Bg is closed and irreducible of dimension
3bg − rkg, but it isn’t normal,
(ii) the algebra of W -invariant regular functions on h × h is isomorphic to the
algebra of G-invariant regular functions on Bg.
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The variety Bg contains two interesting varieties, the nullcone and the commut-
ing variety. The nullcone of g, denoted by N, is defined by the set of zeros of
the G-invariant polynomial functions f on g × g such that f(0) = 0. By [25], it
can be equivalently defined as the variety of pairs (x, y) in Bg such that x and y
are nilpotents. It is well-know that the nullcone plays a fundamental role in the
theory of invariants and its applications. This cone was introduced and studied
by D. Hilbert in his famous paper ”Ueber die vollen Invariantensystem”([16]). H.
Kraft and N. R. Wallach studied in [21] the geometry of the nullcone; they showed
that the nullcone of any number of copies of the adjoint representation of G on g
is irreducible and they gave a resolution of singularities of this variety. Moreover,
in [22], they studied when the polarizations of a set of invariant functions defining
the nullcone of a representation V define the nullcone of a direct sum of several
copies of V . This question was earlier studied by M. Losik, P. W. Michor, and V.
L. Popov in [23]. In [27], V. L. Popov gives a general algorithm to determine the
irreducible components of maximal dimension of the nullcone using the weights of
the representation and their multiplicities. In Section 5 of this paper, we show the
following theorem:
THEOREM 1.2. (i) The nullcone N is closed and irreducible of dimension
3(bg − rkg),
(ii) the codimension of the set of its singular points is at least four and the
normalization morphism of N is bijective.
In the last section of this paper, we use the ideas of Wim H. Hesselink (see [15])
for showing the following theorem:
THEOREM 1.3. The normalizations of N and Bg have rational singularities.
The other intersting variety of Bg is the commuting variety. We recall that the
commuting variety Cg of g is the set of (x, y) in g×g such that [x, y] = 0. We used a
result of A. Josef in [19] on Cg to prove that k[Bg]
G (see Notations) and S(h× h)W
are isomorphic.
In this paper, we also proved some other results on Bg. We used the homoge-
nous generators p1, . . . , prkg of S(g)
G, chosen so that the sequence of their degrees
d1, . . . , drkg is increasing. By [4], d1 + . . . + drkg = brkg. Now, let X := σ(h × h),
whenever σ is the morphism from g× g to kbg+rkg defined by
σ(x, y) = (p
(0)
1 (x, y), . . . , p
(d1)
1 (x, y), . . . , p
(0)
rkg(x, y), . . . , p
(drkg)
rkg (x, y)),
with p
(n)
i are the 2-order polarizations of pi of bidegree (di − n, n) (see Notations).
It is shown in Section 3 that there is an isomorphism between (h × h)/W and
the normalization of X , the normalization morphism of X is bijective, and the
codimension of the complement of the set of regular points of X is at least two. On
the other hand, the variety σ(Bg) is equal to X and Bg is an irreducible component
of σ−1(X).
Finally, in the appendix, we give some results on the positive roots related to
Theorem 1.3.
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2. Notations
We consider the diagonal action of G on g× g and the diagonal action of W on
h× h. Let u be the set of the nilpotent elements in b, let R be the root system of h
in g, let R+ be the positive root system defined by b and let Π be the set of simple
roots of R+. We denote by B the normalizer of b in G, U its unipotent radical,
H and NG(h) the centralizer and the normalizer of h in G. We use the following
notations:
• if G × A −→ A is an action of G on the algebra A, denote by AG the
subalgebra of the G-invariant elements of A,
• for i = 1, . . . , rkg, the 2-order polarizations of pi of bidegree (di − n, n)
denoted by p
(n)
i are the unique elements in (S(g)⊗C S(g))
G satisfying the
following relation
pi(ax+ by) =
di∑
n=0
adi−nbnp
(n)
i (x, y),
for all a, b ∈ C and (x, y) ∈ g× g,
• for i = 1, . . . , rkg, εi is the element of S(g)⊗C g defined by
〈εi(x), v〉 = p
′
i(x)(v), ∀x, v ∈ g,
whenever p′i(x) is the differential of pi at x for i = 1, . . . rkg,
• for i = 1, . . . , rkg, the 2-polarizations of εi of bidegree (di − m − 1,m)
denoted by ε
(m)
i are the unique elements in S(g)⊗CS(g)⊗C g satisfying the
following relation
εi(ax+ by) =
di−1∑
n=0
adi−n−1bnε
(n)
i (x, y),
for all a, b ∈ C and (x, y) ∈ g× g,
• g′ is the set of regular elements of g,
• h′ is the subset of regular elements of g belonging to h,
• for x, y in g, Px,y is the subspace of g generated by x and y,
• π is the morphism from h to krkg defined by π(x) := (p1(x), . . . , prkg(x)),
• for X algebraic variety and for x ∈ X , Ox,X is the local ring of X at x, Mx
is its maximal ideal and Oˆx,X is the completion of Ox,X for the Mx-adic
topology,
• 〈., .〉 is the Killing form of g,
• for x ∈ b, x = x0 + x+ with x0 ∈ h and x+ ∈ u,
• h is the element of h such that β(h) = 1, for all β in Π and h(t) is the one
parameter subgroup of G generated by adh. Then for all x in b,
lim
t→0
h(t)(x) = x0.
Acknowledgements. I would like to thank Jean-Yves Charbonnel for his advice
and help and for his rigorous attention to this work.
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3. On the variety σ(h × h)
Denote by (x, y) 7−→ (x, y) the canonical map from h× h to (h× h)/W .
Proposition 3.1. The set X := σ(h× h) is closed in kbg+rkg.
Proof. For m := sup{di, i ∈ {i, . . . , rkg}}, let (ti)i=1,...,m+1 be in k, pairwise differ-
ent, let α be the morphism from h× h to hm+1 defined by
α(x, y) := (x+ t1y, . . . , x+ tm+1y)
and let γ be the morphism from hm+1 to k(m+1)rkg defined by
γ(x1, . . . , xm+1) := (π(x1), . . . , π(xm+1)).
Let β be the morphism from kbg+rkg to k(m+1)rkg defined by
β((z
(j)
i )1≤i≤rkg,0≤j≤di) :=

 d1∑
j=0
tj1z
(j)
1 ,
d2∑
j=0
tj1z
(j)
2 , . . . ,
drkg∑
j=0
tjm+1z
(j)
rkg

 .
Since (ti)i=1,...,m+1 are pairwise different then β is an isomorphism from k
bg+rkg
onto β(kbg+rkg). Since π is a finite morphism, γ is too. Hence γ ◦α(h× h) is closed
in k(m+1)rkg. Furthermore, γ◦α(h×h) is contained in the image of β. Then σ(h×h)
is closed since β ◦ σ(h × h) = γ ◦ α(h× h) 
Proposition 3.2. : Let (Xn, µ) be the normalization of X = σ(h × h).
(i) There exists a bijection σ¯ from h× h/W to X such that σ¯((x, y)) = σ(x, y)
for all (x, y) in h× h.
(ii) There exists a unique morphism σn from (h × h)/W to Xn such that
µ ◦ σn = σ¯.
(iii) The morphism σn is an isomorphism.
(iv) The morphism µ is bijective.
Proof. (i) Since σ(w(x, y)) = σ(x, y), for all w in W and (x, y) in h × h, σ is well
defined and it is surjective. Let (x, y), (x′, y′) be in h × h such that σ¯((x, y)) =
σ¯((x′, y′)). Then:
σ¯((x, y)) = σ¯((x′, y′))⇒ σ(x, y) = σ(x′, y′)
⇒ pi(x+ ty) = pi(x′ + ty′), ∀t ∈ k, ∀i ∈ {1, . . . , rkg}.
SinceW is finite then there exist t1, t2 two different elements of k and w in W such
that we have the following system:{
x′ + t1y
′ = w(x) + t1w(y)
x′ + t2y
′ = w(x) + t2w(y)
then x′ = w(x) et y′ = w(y), hence (x′, y′) = (x, y), then σ¯ is injective and there-
fore it is bijective.
(ii) The variety (h × h)/W is a quotient of a smooth variety by a finite group,
so it is normal. Since σ¯ is bijective, it is a dominant morphism. Since (h × h)/W
is normal and since σ¯ is a dominant morphism, there exists a unique morphism σn
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from (h× h)/W into Xn such that µ ◦ σn = σ¯ ([14] [ch. II, Ex. 3.8]). Then there is
a commutative diagram:
h× h/W
σn //
σ¯
$$I
I
I
I
I
I
I
I
I
Xn
µ

X.
(iii) Let Ψ be the comorphism of σn from k[Xn] into S(h× h)
W .
Show that Ψ admits an inverse. Let Φ be the map from S(h × h)W to k[Xn]
defined by Φ(Q) = P , with P(z) = Q(x, y), whenever (x, y) in h× h and such that
σn(x, y) = z. The map Φ is well defined. In fact, let (x, y) and (x
′, y′) be in h× h
such that σn(x, y) = σn(x
′, y′). We have to prove:
Q(x, y) = Q(x′, y′)
We have:
σn(x, y) = σn(x
′, y′)⇒ µ ◦ σn(x, y) = µ ◦ σn(x
′, y′)⇒ σ(x, y) = σ(x′, y′).
It has been proved that there exists w in W such that x′ = w(x) and y′ = w(y)
then
Q(x′, y′) = Q (w(x), w(y)) = Q(x, y).
It is clear that the map Φ is an algebra homomorphism. We now prove that P
belongs to k[Xn]. Let Γ be the graph of Q and let Γ˜ be the image of Γ under the
σn×1K. Then Γ˜ is the graph of P and it is closed since σn×1k is a finite morphism
and Γ is closed. Let χ be the projection of Γ˜ onto Xn. Then χ is a bijection. Then
by Zariski’s main theorem ([26]) χ is an isomorphism since Xn is normal. Hence P
is a regular fonction on Xn.
Let us show that Φ = Ψ−1. Let P be in k[Xn] and let Q be in S(h×h)
W . We have:
Φ ◦Ψ(P) = Φ(P ◦ σn) = P and Ψ ◦ Φ(Q) = Φ(Q) ◦ σn.
Now calculate (Φ(Q) ◦ σn)(x, y), for (x, y) in h× h,
(Φ(Q) ◦ σn)(x, y) = Φ(Q)(σn(x, y)) = Q(x, y),
then Ψ ◦Φ(Q) = Q. Hence Ψ is an isomorphism from k[Xn] to S(h× h)
W , whence
the assertion.
(iv) Since µ ◦ σn = σ¯, since σn is an isomorphism and since σ¯ is bijective, µ is
bijective. 
Remark 3.1. By [18], σ¯ is an isomorphism if and only if the algebra S(h × h)W
is generated by the 2-polarizations of elements of S(h)W , i.e. for g of type An, Bn
and Cn. For g of type Dn, some generators of S(h×h)
W are given, and not all are
polarizations. In particular for n even, all the polarizations of elements of S(h)W
have even total degree and S(h × h)W contains elements of odd total degree. So
k[Xn] strictly contains k[X ].
Proposition 3.3. : Let Γ := {(x, y) ∈ h× h|Px,y ∩ h
′ 6= ∅}, we have:
(i) codimXσ(Γ)
c ≥ 2,
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(iii) for all z in σ(Γ), z is a regular point of X.
Proof. (i) Let (x, y) be in Γc, We have:
(x, y) ∈ Γc ⇒ Px,y ∩ h
′ = ∅⇒ x, y ∈ h\h′.
Then Γc is included in h\h′ × h\h′. Hence codimh×hΓ
c > 2 and since σ is a finite
morphism, then
codimXσ(Γ)
c ≥ 2.
(ii) Let (x, y) be an element in Γ and let (ti)i=1,...,m+1 be in k, pairwise different,
chosen such that x+ tiy is regular for all i, with m = sup{di, i ∈ {1, . . . , rkg}}. Let
β be the morphism from kbg+rkg to k(m+1)rkg defined by
β((z
(j)
i )1≤i≤rkg,0≤j≤di) =

 d1∑
j=0
tj1z
(j)
1 ,
d2∑
j=0
tj1z
(j)
2 , . . . ,
drkg∑
j=0
tjm+1z
(j)
rkg

 .
Since (ti)i=1,...,m+1 are pairwise different then β is an isomorphism from k
bg+rkg
onto β(kbg+rkg). Moreover, β(σ(h×h)) is equal to τ(h×h), where τ is the morphism
from h× h to k(m+1)rkg defined by
τ(x, y) := (π(x + t1y), . . . , π(x+ tm+1y)).
Let τ1,2 be the morphism from h× h to k
2rkg defined by
τ1,2(x, y) := (π(x+ t1y), π(x + t2y)) ,
let ϕ be the projection from τ(h × h) to τ1,2(h× h) defined by
ϕ (π(x+ t1y), . . . , π(x + tm+1y)) := (π(x+ t1y), π(x+ t2y))
and let (τ1,2)∗ and ϕ∗ be the comorphisms of τ1,2 and ϕ respectively. Then there
is the following diagram:
Oˆτ(x,y),τ(h×h)
τ∗ // Oˆ(x,y),h×h
(τ1,2)
−1
∗

Oˆτ1,2(x,y),τ1,2(h×h).
ϕ∗
hhQ
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Indeed, since x+ tiy is a regular point, π is an etale morphism at x+ tiy for i = 1, 2,
hence (τ1,2)∗ is an isomorphism. Let α be the morphism from h×h to h
m+1 defined
by
α(x, y) := (x+ t1y, . . . , x+ tm+1y)
and let γ be the morphism from hm+1 to k(m+1)rkg defined by
γ(x1, . . . , xm+1) := (π(x1), . . . , π(xm+1)).
Then there is the following commutative diagram:
h× h
α //
τ1,2

α(h× h)
γ

τ1,2(h× h) τ(h × h)
ϕ
oo
.
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Let α∗ and γ∗ be the comorphisms of α and γ respectively. Since α is an iso-
morphism, (α∗)
−1 ◦ (τ1,2)∗ is an isomorphism. Hence the coordinates on α(h × h)
are formal series of coordinates on Oˆτ1,2(x,y),τ1,2(h×h). Then the pi(x + tjy)’s are
in the image of ϕ∗. Since the pi(x + tjy)’s generate Oˆτ(x,y),τ(h×h), ϕ∗ is surjec-
tif. Since Oˆτ1,2(x,y),τ1,2(h×h) and Oˆτ(x,y),τ(h×h) have same Krull’s dimension 2rkg,
kerϕ∗ = {0}. Then ϕ∗ is an isomorphism. Hence Oˆτ(x,y),τ(h×h) is a regular local
ring, so that τ(x, y) is a smooth point of τ(h× h). Hence σ(x, y) is a smooth point
of σ(h× h) since β is an isomorphism from σ(h× h) to τ(h× h). So for (x, y) in Γ,
σ(x, y) is regular in σ(h × h). 
We recall that the commuting variety Cg of g is the set of (x, y) in g × g such
that [x, y] = 0.
Proposition 3.4. : The variety X is the image of the commuting variety Cg of g
by σ.
Proof. Let (x, y) be in Cg and let x = xs + xn and y = ys + yn be the Jordan
decompositions of x and y. Since [x, y] = 0, [xs, ys] = 0. Then xs and ys belong to
a same Cartan subalgebra of g. Since the Cartan subalgebras are conjuguate under
G, there exists g in G such that g(xs) and g(ys) are in h. Since
pi(x+ ty) = pi(xs + tys), ∀i = 1, . . . , rkg
and σ is G-invariant,
σ(x, y) = σ(g(xs), g(ys)).
Hence σ(Cg) is contained in X . Since Cg contains h× h, X is equal to σ(Cg). 
4. On the subvariety Bg of g× g
We consider the action of B on G× b× b given by b.(g, x, y) = (gb−1, b(x), b(y)).
Let γ′ be the morphism from G× b× b to g× g defined by
γ′(g, x, y) = (g(x), g(y))
and let γ be the morphism from G×B b× b to g× g defined through the quotient
by γ′. Let Bg be the set of (x, y) in g× g such that x and y are in the same Borel
subalgebra. Then Bg is the image of G×B b× b by γ.
Proposition 4.1. : The morphism γ is a desingularization of Bg. The subvariety
Bg is closed and irreducible of dimension 3bg − rkg. Moreover it is not normal.
Proof. Since Bg is the image of G ×B b × b by γ and since G/B is a projective
variety, Bg is closed and Bg is irreducible as the image of an irreducible variety.
Since G×B b× b is a vector bundle on the smooth variety G/B then it is a smooth
variety. Let B be the subvariety of the Borel subalgebras of g and let B˜ be the
subvariety of elements (u, x, y) of B × g × g such that u contains x and y. Hence
there exists an isomorphism υ from G×B b×b onto B˜ such that γ is the compound
of υ and the canonical projection of B˜ on g × g. Whence γ is a proper morphism
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since G/B is a projective variety.
It remains to show that γ is a birational morphism. Let be
Ωg := {(x, y) ∈ g× g|Px,y\{0} ⊂ g
′, dimPx,y = 2}.
The subset Ωg is an open subset of g×g and Ωg∩Bg is a nonempty open subset ofBg.
Let (x, y) be an element in Ωg∩Bg. According to [1] (Corollary 2) and [20] (Theorem
9), the subspace Vx,y generated by {ε
(m)
i (x, y), i = 1, . . . , rkg,m = 0, . . . , di} is the
unique Borel subalgebra which contains x and y; hence υ−1(Vx,y, x, y) is the unique
point in G×B b× b above (x, y). Whence γ is birational.
Since γ is birational,
dimBg = dim(G×B b× b) = 3bg − rkg.
Since γ is a birational morphism, for g non trivial, if Bg would be normal, by
Zariski’s main theorem a fiber of γ would have cardinality 1 if it was finite, but
|γ−1(x, 0)| = |W | for x in h′. So, Bg isn’t normal. 
Let (Bg,n, η) be the normalization of Bg.
Lemma 4.1. There exists a unique closed immersion ιn from h × h to Bg,n such
that η ◦ ιn = ι, whenever ι is the injection of h× h in Bg.
Proof. Since γ is a dominant morphism from G×B b×b to Bg and since G×B b×b
is normal, there exists a unique morphism γn from G ×B b × b to Bg,n such that
η ◦ γn = γ ([14] [ch. II, Ex. 3.8]). Then there is a commutative diagram:
G×B b× b
γn //
γ
%%K
K
K
K
K
K
K
K
K
K
Bg,n
η

Bg.
Let i be the canonical injection of h× h into G×B b× b. Hence taking ιn = γn ◦ i,
η ◦ ιn = ι since ι = γ ◦ i. Then there is a commutative diagram:
h× h
ιn //
ι
$$J
J
J
J
J
J
J
J
J
J
ιn(h× h)
η

Bg.
Since γn and i are closed, ιn is closed. 
Proposition 4.2. : We have the following properties:
(i) σ(Bg) is equal to X,
(ii) Bg is an irreducible component of σ
−1(X).
Proof. (i) Let (x, y) be in Bg. Since σ is G-invariant, we can assume that x and y
are in b. We have:
pi(x+ ty) = pi(x0 + ty0), ∀i = 1, . . . , rkg
⇒ σ(x, y) = σ(x0, y0),
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then σ(Bg) is contained in X , whence the equality since h× h is contained in Bg.
(ii) For z in kbg+rkg, by [6], the dimension of σ−1(z) is 3bg − 3rkg, then
dimσ−1(X) = 3bg − rkg = dimBg,
hence Bg is an irreducible component of σ
−1(X). 
Let τ ′ be the morphism from G× b× b to h× h defined by
τ ′(g, x, y) = (x0, y0).
For b in B,
τ ′(b.(g, x, y)) = τ ′(gb−1, b(x), b(y))
= (b(x)0, b(y)0)
= (x0, y0),
indeed, since B = UH, there exists u in U and h in H such that b = uh. Then
b(x) = b(x0 + x+) = u(x0) + b(x+), u(x0) is in x0 + u and b(x+) is in u, hence b(x)
is in x0 + u. Then τ
′ is constant on the B-orbits. Hence there exists a morphism τ
from G×B b× b to h× h defined by
τ((g, x, y)) = (x0, y0).
Lemma 4.2. Let z and z′ be in G ×B b × b such that γ(z
′) = γ(z). Then there
exists w in W such that τ(z′) = w.τ(z).
Proof. Let (g, x, y) and (g′, x′, y′) be in G × b × b two representatives of z and z′
respectively. We have
γ(z) = γ(z′)⇒ (g′(x′), g′(y′)) = (g(x), g(y))
⇒ (x′, y′) = g′−1g.(x, y).
Since G =
⋃
w∈W
UwB, there exists u in U, w in W , gw in NG(h) a representative of
w and b in B such that g′−1g = ugwb. Let x = x0 + x+, x
′ = x′0 + x
′
+, y = y0 + y+
and y′ = y′0 + y
′
+, whenever x0, x
′
0, y0 and y
′
0 are in h and x+, x
′
+, y+ and y
′
+ are
in u. We have:
(x′, y′) = (ugwb(x), ugwb(y))
⇒ (u−1(x′), u−1(y′)) = (gwb(x), gwb(y)).
Since b(x) is in x0 + u, since b(y) is in y0 + u, since u
−1(x′) is in x′0 + u and since
u−1(y′) is in y′0 + u, there exists vx, vy, vx′ and vy′ in u, such that
b(x) = x0 + vx, b(y) = y0 + vy,
u−1(x′) = x′0 + vx′ and u
−1(y′) = y′0 + vy′ .
Hence
x′0 + vx′ = gw(x0) + gw(vx) and
y′0 + vy′ = gw(y0) + gw(vy).
Since vx is in
∑
α∈R
gα, gw(vx) is in
∑
α∈R
ggw.α =
∑
α∈R
gα. Then gw(vx) − vx′ is in∑
α∈R
gα and gw(x0) = x
′
0, similarly gw(y0) = y
′
0. Hence τ(z
′) = gw.τ(z). 
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Proposition 4.3. There exists uniquely defined morphism Φ from S(h × h)W to
k[Bg,n]
G such that
Φ(P ) ◦ ιn = P, ∀P ∈ S(h× h)
W .
Proof. Let P be in S(h× h)W , let Γ be the graph of P ◦ τ and let Γ′ be the image
of Γ by γn × idk. We want to prove that Γ
′ is a graph of an element Q in k[Bg,n]
G.
Let (x, t) and (x, t′) be in Γ′. Let z and z′ be in G×B b × b, such that
(z, t), (z′, t′) ∈ Γ and γn(z) = γn(z
′) = x.
By lemma 4.2, there exists w in W such that τ(z′) = w.τ(z) hence
P ◦ τ(z′) = P ◦ τ(z) and t = t′.
Then Γ′ is a graph of a fonction Q on Bg,n. Since Γ and γn are closed, Γ
′ is closed
too. Let θ be the projection of Γ′ on Bg,n. Since θ is bijective and since Bg,n
is normal then by Zariski’s main theorem θ is an isomorphism and hence Q is a
regular fonction on Bg,n. Since γn and Γ are G-invariant, Γ
′ is G-invariant and Q
is G-invariant, then Q is in k[Bg,n]
G. Hence we have a morphism of algebra Φ from
S(h× h)W to k[Bg,n]
G such that
Φ(P) ◦ γn = P ◦ τ.
Then, for P in S(h× h)W ,
Φ(P) ◦ ιn = Φ(P) ◦ γn ◦ i
= P ◦ τ ◦ i
= P,
since τ ◦ i = idh×h. 
Proposition 4.4. The morphism Φ is an isomorphism from S(h × h)W onto
k[Bg]
G.
Proof. There are canonical morphisms
k[Bg]
G −→ k[Cg]
G, k[Cg]
G −→ S(h× h)W ,
S(g× g)G −→ k[Bg]G and S(g× g)G −→ k[Cg]G
given by restrictions. SinceG is a reductive group, the two last arrows are surjective.
So the first one is surjective and the second one is an isomorphism by ([19], Theorem
2.9). For all (x, y) in b × b, the intersection of the closure of B.(x, y) and h × h is
nonempty. Indeed, according to Section 2,
lim
t→0
h(t)(x, y) = (x0, y0).
So any G-orbit in B has a nonempty intersection with Cg. As a consequence, the
first arrow is an isomorphism since G.(h × h) is dense in Cg by [28]. Then the
compound of the two first arrows is an isomorphism whose inverse is Φ. 
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5. On the nullcone
Let Ng be the nilpotent cone and let N
′
g be the set of its regular points. We
denote by N the set of (x, y) in Bg such that x and y are nilpotents and N
′ the set
of its smooth points. Let ϑ be the restriction of γ to G ×B u × u. Then N is the
image of G×B u× u by ϑ.
Proposition 5.1. The morphism ϑ is a desingularization of N. The variety N is
closed and irreducible of dimension 3(bg − rkg).
Proof. Since G ×B u × u is a vector bundle on the smooth variety G/B, it is a
smooth variety. There exists an embedding ǫ from G×B u× u into B˜ such that ϑ
is the compound of ǫ and the canonical projection of B˜ on g × g. Whence ϑ is a
proper morphism since G/B is a projective variety.
The set N′g ×N
′
g ∩N is an open subset of N. Let (x, y) be in N
′
g ×N
′
g ∩N. Since
x is regular, there exists a unique Borel subalgebra containing x, so ϑ−1(x, y) has
a unique point. Hence ϑ is birational.
Since N is the image of G×B u× u and since G/B is projective variety, N is closed.
Since G×B u× u is irreducible, N is irreducible. Since ϑ is birational,
dimN = dim(G×B u× u)
= 3(bg − rkg).

Lemma 5.1. Let (x, y) be an element in N and let (v, w) be in T(x,y)N. Then
v + tw is contained in Tx+tyN, for all t in k.
Proof. Let p′i be the differential of pi for i = 1, . . . , rkg. Since N = π
−1(0), it
suffices to show that p′i(x + ty)(v + tw) = 0 for all i = 1, . . . , rkg. We have
p′i(x+ ty)(v + tw) =
d
da
pi(x + ty + a(v + tw))|a=0
=
d
da
pi(x + av + t(y + aw))|a=0
=
di∑
m=0
tm
d
da
p
(m)
i (x+ av, y + aw)|a=0.
Since (v, w) is in T(x,y)N and since N ⊂ σ
−1({0}),
d
dap
(m)
i (x+ av, y + aw)|a=0 = 0, ∀m = 0, . . . , di − 1 and i = 1, . . . , rkg.
Then
p′i(x+ ty)(v + tw) = 0, ∀i = 1, . . . , rkg,
whence the lemma. 
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Let t be in k and let the morphisms
θ′ : G× u −→ N
(g, u) 7→ g(u)
ρ : G× u× u −→ G× u
(g, u, u′) 7→ (g, u+ tu′)
τ : N −→ N
τ(x, y) 7→ x+ ty.
Let ϑ′ be the morphism from G×B u to N defined through the quotient by θ
′ and
let τ ′ be the morphism from G ×B u × u to G ×B u defined through the quotient
by ρ. Then we have the commutative diagram:
G×B u× u
ϑ //
τ ′

N
τ

G×B u
ϑ′
// N.
Lemma 5.2. Let (x, y) be in N. If the intersection of Px,y and g
′ is not empty,
then (x, y) is regular in N.
Proof. It suffices to prove the lemma for x regular. Let (x, y) be in N such that
x is regular and let (v, w) be in T(x,y)N. By Lemma 5.1, v + tw is in Tx+tyN for
all t in k. Let t 6= 0 be in k, such that x + ty is regular. Since x is regular, there
exists (ξ, ω1) in T(1,x)G ×B u such that [ξ, x] + ω1 = v and since x + ty is regular,
there exists ω2 in u such that [ξ, x+ ty] + ω2 = v+ tw. Then, for ω
′
2 =
1
t (ω2 −ω1),
[ξ, y] + ω′2 = w. Hence,
T(x,y)N ⊂ {(v, w) ∈ g× g| ∃ ξ ∈ g and ω1, ω2 ∈ u, verifying
[ξ, x] + ω1 = v and [ξ, y] + ω2 = w}.
Let µ be the morphism from g× u× u to g× g defined by
µ(ξ, ω1, ω2) = ([ξ, x] + ω1, [ξ, y] + ω2).
Then T(x,y)N is contained in the image of µ. The set µ
−1({0}) is equal to the set of
elements (ξ, ω1, ω2), such that [ξ, x] and [ξ, y] are in u. Let (ξ, ω1, ω2) be in µ
−1({0}).
Since x is regular, [ξ, x] is in u if and only if ξ is in b. Hence dimµ−1({0}) = bg,
whence
dimT(x,y)N 6 dim g× u× u− dimµ
−1({0})
= 3(bg − rkg) = dimN.
As a result, (x, y) is regular in N. 
Corollary 5.1. The codimension of the set of singular points of N is at least four.
Proof. By Lemma 5.2 we have
(N′g ×Ng ∪Ng ×N
′
g) ∩N ⊂ N
′,
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then
N\N′ ⊂ N\(N′g ×Ng ∪Ng ×N
′
g).
Since N\(N′g ×Ng ∪Ng ×N
′
g) is the image of G×B u\u
′ × u\u′,
dimN\N′ 6 dimN\(N′g ×Ng ∪Ng ×N
′
g)
6 dimG×B u\u
′ × u\u′
= 3(bg − rkg)− 4.

For α simple root, let pα = g
−α + b be the minimal parobolic subalgebra corre-
sponding to α and let L be the set of all Borel subalgebras contained in pα. Then
L is a projective line. Such a line will be called a projective line of type α. For
(x, y) in N denote by Bx,y the set of Borel subalgebras containing x and y.
Lemma 5.3. Let (x, y) be in N and let b and b′ be two elements in Bx,y. There
exist a sequence of projective lines (Li)16i6q and a sequence (bi)06i6q in Bx,y such
that b0 = b, bq = b
′ and for all i = 1, . . . , q, bi−1 and bi are in Li.
Proof. The proof is inspired from [17] (6.5). There exists g in G such that b′ = g(b)
and by Bruhat decomposition there exist b, b′ in B, w in W and nw in NG(h)
representing w such that g = bnwb
′. Since b′ is in B, we can assume that g = bnw.
We will show the Lemma by induction on the length l(w) of w.
Suppose that l(w) = 1, then w = sα, for a simple root α. Let u = b
−1(x) and
v = b−1(y). So u and v belong to u ∩ sα(u), the nilpotent radical of the minimal
parabolic subalgebra pα. Then x and y belong too, hence x and y are in all Borel
subalgebras of pα, whence
Lα ⊂ Bx,y and b, b
′ ∈ Lα.
Suppose the Lemma true for l(w) 6 q − 1.
Let w = s1s2 . . . sq be a reduced expression, whenever each si is the reflection
associated to the simple root αi. Let u = b
−1(x) and v = b−1(y), so u and v are in
u∩w(u). We have u =
⊕
γ∈R+
gγ , then w(u) =
⊕
γ∈R+
gw(γ). Hence u∩w(u) =
⊕
γ∈R+
w(γ)>0
gγ .
Since w(αq) < 0, u ∩ w(u) ⊂ u ∩ sαq (u), the nilpotente radical of pαq , then u and
v are in u ∩ sαq (u), hence x and y are too. In particular, x and y are in sq(b).
As a result, b and sq(b) are in Lαq and sq(b) and bnw′(sq(b)) are in Bx,y, with
w′ = s1 . . . sq−1 and nw′ ∈ NG(h) is a representative of w
′. Since l(w′) = q − 1, by
induction hypothesis, there exist a sequence of projective lines (Li)16i6q−1 and a
sequence (bi)06i6q−1 in Bx,y, such that
b0 = sq(b), bq−1 = bnw′(sq(b)) and bi−1, bi ∈ Li, ∀1 6 i 6 q − 1.
And we have
b, sq(b) ∈ Lαq = L0,
then the sequence of projective lines (Li)06i6q−1 and the sequence b, b0, . . . , bq−1
verify
bq−1 = b
′, b, b0 ∈ L0 and bi−1, bi ∈ Li, ∀1 6 i 6 q − 1.
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It was to be proven. 
Proposition 5.2. The set Bx,y is connected.
Proof. Let b and b′ be two elements in Bx,y and let X be the connected component
of Bx,y containing b. By Lemma 5.3, there exist a sequence of projective lines
(Li)16i6q and a sequence (bi)06i6q in Bx,y such that
b0 = b, bq = b
′ and bi−1, bi ∈ Li, ∀i = 1, . . . , q.
Since b and b1 are in L1 and since L1 is connected, X contains L1 and b1. By
induction on q, suppose that X contains bq−1. Since bq−1 and bq are in Lq and
since Lq is connected, X contains Lq and bq = b
′. Then Bx,y is connected. 
Let (Nn, τ) be the normalization of N.
Proposition 5.3. The morphism τ is bijective.
Proof. Since G ×B u × u is normal and since ϑ is dominant, there exists a unique
morphism ϑn from G ×B u × u to Nn such that ϑ = τ ◦ ϑn. Then there is a
commutative diagram:
G×B u× u
ϑn //
ϑ
%%K
K
K
K
K
K
K
K
K
K
Nn
τ

N.
Let (x, y) be in N. So ϑ−1(x, y) = ϑ−1n (τ
−1(x, y)). Since ϑ is a birational proper
morphism, ϑn is too. Then ϑ
−1(x, y) is the disjoint union of the fibres of ϑn at the
elements of τ−1(x, y). By Zariski’s main theorem ϑ−1n (z) is connected, for all z in
Nn. Since Bx,y is connected, ϑ
−1(x, y) is too. Whence |τ−1(x, y)| = 1. As a result
τ is bijective since τ is surjective. 
6. Rational singularities
In this section, we deeply use the ideas of [15]. For E a finite dimensional B-
module, we denote by L(E) the sheaf of local sections of the fiber bundle over
G/B defined as the quotient of G × E under the right action of B given by
(g, v).b := (gb, b−1(v)). Then L is a covariant exact functor from the category of
finite dimensional B-modules to the category of locally free OG/B-modules of finite
rank. Let ∆ be the diagonal of G/B×G/B and let J∆ be its ideal of defenition in
OG/B×G/B. Since ∆ is isomorphic to G/B, OG/B is isomorphic to OG/B×G/B/J∆.
Let (vi)i=1,...,j be a sequence of subalgebras of b containing u, whenever j is a posi-
tive integer and let E = ∧m1v1⊗k . . .⊗k∧
mjvj , whenever (mi)i=1,...,j is a sequence
of nonnegative integers.
Lemma 6.1. Let E1, E2 be two B-modules. For an integer i,
Hi(G/B×G/B,L(E1)⊠ L(E2)) =
⊕
l+k=i
Hl(G/B,L(E1))⊗k H
k(G/B,L(E2)).
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Proof. Let set M := L(E1) ⊠ L(E2). Let us consider flabby resolutions of L(E1)
and L(E2),
0→ L(E1)→M0 →M1 → . . .
0→ L(E2)→ N0 → N1 → . . . .
For i > 0, we denoted by Mi and Ni the spaces of global sections of Mi and Ni
respectively. Then the cohomologies of L(E1) and L(E2) are the cohomologies of
the complexes
0→ Γ(G/B,L(E1))→M0 →M1 → . . .
0→ Γ(G/B,L(E2))→ N0 → N1 → . . .
respectively. From these two complexes we deduce a double complex C•,• whose
underlying space is the direct sum of the spaces Mi ⊗k Nj and the cohomology of
the simple complex C• deduced from C•,• is the cohomology of M. The term Ep,q2
of the spectral sequence of C•,• is
Ep,q2 = H
p(G/B,L(E1)) ⊗k H
q(G/B,L(E2)).
Then
Hi(C•) =
⊕
l+k=i
Hl(G/B,L(E1))⊗k H
k(G/B,L(E2)),
whence the Lemma. 
Proposition 6.1. For i > 0, Hi+m1+...+mj (G/B,L(E)) = 0.
Proof. Let show that
Hi+m1+...+mj (G/B,L(E)) = 0, for i > 0 (∗)
by induction on (n+ 1− i, j), whenever n = dimG/B.
For n+ 1− i = 0, by [14] (ch.III, Theorem 2.7) Hi+m1+...+mj (G/B,L(E)) = 0 and
for j = 1, by [15] (Theorem B) (∗) holds. Suppose that (∗) holds for pairs smaller
than (n+ 1− i, j), show it for (n+ 1− i, j).
Let E1 = ∧
m1v1⊗k . . .⊗k∧
mj−1vj−1 and let E
′ = ∧mjvj . Then L(E1)⊠L(E
′) is the
sheaf of local sections of the fiber bundle over G/B×G/B defined as the quotient
of G×G × E1 × E
′ under the right action of B×B given by (g, g′, v, v′).(b, b′) =
(gb, g′b′, b−1(v), b′−1(v′)). There exists an exact sequence
0→ J∆ → OG/B×G/B → OG/B → 0,
whence the following exact sequence
0→ J∆ ⊗OG/B×G/B L(E1)⊠ L(E
′)→ L(E1)⊠ L(E
′)→ L(E1)⊗ L(E
′)→ 0.
Hence we will have the long exact sequence
· · · → Hi(G/B×G/B, J∆ ⊗ L(E1)⊠ L(E
′))→ Hi(G/B×G/B,L(E1)⊠ L(E
′))→
Hi(G/B,L(E1)⊗ L(E′))→ Hi+1(G/B×G/B, J∆ ⊗ L(E1)⊠ L(E′))→ · · · .
By Lemma 6.1,
Hi+m1+...+mj (G/B×G/B,L(E1)⊠L(E
′)) =
⊕
l+k=i+
m1+...+mj
Hl(G/B,L(E1))⊗kH
k(G/B,L(E′)),
then, let l = l′ +m1 . . .+mj−1,
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• if k > mj , by [15] (Theorem B)
Hk(G/B,L(E′)) = 0,
• and if k 6 mj , then
l > i+m1 + . . .+mj−1 ⇒ l
′ > i
⇒ n+ 1− l′ 6 n+ 1− i
⇒ (n+ 1− l′, j − 1) < (n+ 1− i, j).
Hence, by induction hypothesis
Hl(G/B,L(E1)) = 0.
Whence
Hi+m1+...+mj (G/B×G/B,L(E1)⊠ L(E
′)) = 0, for i > 0,
then it remains to show that
Hi+1+m1+...+mj (G/B×G/B, J∆ ⊗ L(E1)⊠ L(E
′)) = 0, for i > 0
Let identify G/B with ∆. The sequence Jk∆, k ∈ N
∗, is a descending filtration of J∆.
Let denote by G∆ the associated graded sheaf to this module. Then G∆ is a sheaf
of graded algebra over G/B. Moreover, the sequence Jk∆⊗OG/B×G/B L(E1)⊠L(E
′),
k ∈ N∗, is a descending filtration of J∆⊗OG/B×G/BL(E1)⊠L(E
′) and the associated
graded sheaf is isomorphic to G∆⊗OG/B×G/B L(E1)⊠L(E
′) since L(E1)⊠L(E
′) is
locally free.
According to ([14], Ch. II, Theorem 8,17), since ∆ is a smooth subvariety of
G/B×G/B, the following short sequence
0→ J∆/J
2
∆ → Ω
1
G/B×G/B ⊗OG/B×G/B OG/B → Ω
1
G/B → 0
is exact. Since Ω1G/B is canonically isomorphic to L(u
∗), J∆/J
2
∆ is canonically
isomorphic to L(u∗). Then, according to ([14], Ch. II, Theorem 8,21A), G∆ is
isomorphic to L(S(u∗)) since ∆ is locally a complete intersection in G/B × G/B.
As a result, the associated graded module to the filtration on G∆⊗OG/B×G/BL(E1)⊠
L(E′) is ismorphic to the OG/B-module
L(S(u∗))⊗OG/B L(E1)⊗OG/B L(E
′).
Hence it suffice to prove that
Hi+1+m1+...+mj (G/B,L(S(u∗))⊗OG/B L(E1)⊗OG/B L(E
′)) = 0, for i > 0.
According to the identification of g with its dual by the killing form, one has a
short exact sequence
0→ b → g∗ → u∗ → 0.
From this exact sequence, on deduces the exact Koszul comlpex
· · ·
d
−→ K2
d
−→ K1
d
−→ K0 → S(u
∗)→ 0,
with
Kp := S(g
∗)⊗k ∧
p(b),
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d(a⊗ (a0 ∧ . . . ∧ ap)) :=
p∑
i=0
(−1)iaia⊗ (a0 ∧ . . . ∧ aˆi ∧ . . . ∧ ap).
This complex K• is canonically graded by
K• :=
∑
q
Kq• , where K
q
p := S
q−p(g∗)⊗k ∧
p(b).
So that the sequences
. . .→ Kq2 → K
q
1 → K
q
0 → S
q(u∗)→ 0
· · · → K˜q2 → K˜
q
1 → K˜
q
0 → S(u
∗)⊗k E1 ⊗k E′ → 0
are exact with
K˜qp := K
q
p ⊗k E1 ⊗k E
′,
for all p. Then, since L is an exact functor, one deduces the exact sequence of
OG/B-modules
· · · → L(K˜q2 )→ L(K˜
q
1 )→ L(K˜
q
0)→ L(S(u
∗)⊗k E1 ⊗k E
′)→ 0.
Since H• is an exact δ-functor, for i > m1 + . . .+mj ,
Hi+1(G/B,L(S(u∗))⊗k L(E1)⊗k L(E
′)) = 0, if Hi+1+p(G/B,L(K˜qp)) = 0,
for all nonnegative integers q and p, but, by induction hypothesis,
Hi+1+p(G/B,L(K˜qp)) = 0, for i > m1 + . . .+mj ,
whence the Proposition. 
Let v be a subalgebra of b containing u. For any B-module E, we denoted by
M(E) the quotient of G× v× v× E under the right action of B given by
(g, x, y, v).b := (gb, b−1(x), b−1(y), b−1(v)).
Then M(E) is a fiber bundle over G×B (v× v).
Proposition 6.2. Let F be the trivial B-module of dimension 1. Then
Hi(G ×B (v× v),M(F )) = 0, ∀i > 0.
Proof. We denote by g∗ and v∗ the duals of g and v respectively, and we denote
by ψ the canonical morphism from G ×B (v × v) to G/B. Then M(F ) is equal to
ψ∗(L(F )). As it is easy to see that ψ∗(OG×B(v×v)) is equal to L(v
∗ × v∗). So we
have the equality:
ψ∗ψ
∗(L(F )) = ψ∗(OG×B(v×v))⊗OG/B L(F ) =
∑
q∈N
L(Sq(v∗ × v∗)).
From this equality, we deduce the equality
Hi(G×B (v× v),M(F )) =
∑
q∈N
Hi(G/B,L(Sq(v∗ × v∗))), (∗)
for any nonnegative integer i.
Let E be a B-module which is a direct sum of finite dimensional B-modules and
let ME be the S(g
∗)-module
ME := S(g
∗)⊗k E.
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Since g and g∗ are identified by 〈., .〉, the kernel of the canonical projection from g∗
to v∗ is equal to k, whenever k is the orthogonal complement of v in g. Then the
Koszul complex,
. . .→ K2(E)→ K1(E)→ K0(E)→ S(v
∗)⊗k E → 0
defined by:
Kn(E) :=ME ⊗k ∧
n(k) , d : Kn+1(E)→ Kn(E)
d(m⊗ (a0 ∧ . . . ∧ an)) =
n∑
i=0
(−1)iaim⊗ (a0 ∧ . . . ∧ aˆi ∧ . . . ∧ an),
is exact. This complex K•(E) is canonically graded by
K•(E) :=
∑
q
Kq•(E), where K
q
n(E) := S
q−n(g∗)⊗k E ⊗k ∧
n(k).
Thus we have the long exact sequence of B-modules
. . .→ Kq2(E)→ K
q
1(E)→ K
q
0(E)→ S
q(v∗)⊗k E → 0.
Since H• is an exact δ-functor, for i nonnegative integer,
Hi(G/B,L(S(v∗)⊗k E)) = 0, if H
i+n(G/B,L(Kqn(E))) = 0,
for any nonnegative integers q and n.
Since Sq−n(g∗) is a G-module, the OG/B-modules L(S
q−n(g∗)⊗kE⊗k∧
n(k)) and
Sq−n(g∗)⊗k L(E ⊗k ∧
n(u)) are isomorphic. Consequently,
Hi+n(G/B,L(Kqn(E))) = S
q−n(g∗)⊗k H
i+n(G/B,L(E ⊗k ∧
n(k))).
As a result,
Hi(G/B,L(S(v∗)⊗k E)) = 0, if H
i+n(G/B,L(E ⊗k ∧
n(k))) = 0,
for any nonnegative integer n.
Let us consider for B-module E the B-module S(v∗). Then by which goes before,
Hi(G/B,L(S(v∗)⊗ S(v∗))) = 0, if Hi+n+m(G/B,L(∧n(k)⊗k ∧
m(k))) = 0,
for any nonnegative integers n and m. By Proposition 6.1,
Hi+n+m(G/B,L(∧n(k)⊗k ∧
m(k))) = 0, ∀i > 0,
then by (∗),
Hi(G×B (v× v),M(F )) = 0, ∀i > 0.

THEOREM 6.1. We have the equalities:
(ϑn)∗(OG×B(u×u)) = ONn , (γn)∗(OG×B(b×b)) = OBg,n
and for i > 0,
Hi(G×B (u× u),OG×B(u×u)) = 0 and H
i(G×B (b× b),OG×B(b×b)) = 0.
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Proof. Since Nn and Bg,n are normal,
(ϑn)∗(OG×B(u×u)) = ONn and (γn)∗(OG×B(b×b)) = OBg,n .
By Proposition 6.2,
Hi(G×B (u× u),OG×B(u×u)) = H
i(G×B (u× u),M(E(0))) = 0, for i > 0
since OG×B(u×u) = ψ
∗(OG/B) = ψ
∗(L(E(0))), and
Hi(G×B (b× b),OG×B(b×b)) = H
i(G ×B (b× b),M(E(0))) = 0, for i > 0
since OG×B(b×b) = ψ
∗(OG/B) = ψ
∗(L(E(0))). 
Since ϑn and γn are desingularisation morphisms of Nn and Bg,n respectively,
the corollary is a consequence of the theorem.
Corollary 6.1. The normalizations Nn and Bg,n of N and Bg respectively have
rational singularities.
Appendix A
Recall that g is simple and R, R+, Π are the root data. We denote by β1, . . . , βrkg
the elements of Π ordered as in [4] and by ρ the half sum of positive roots. In partic-
ular, if g has not type Drkg or E, βi is not orthogonal to βi+1 for i = 1, . . . , rkg− 1.
When g has type Drkg, βrkg−1 is orthogonal to βrkg. When g has type E, β2 is not
orthogonal to β4 and β3 is not orthogonal to β1 and β4. For β in Π, the reflexion
associated to β is denoted by sβ.
Lemma A.1. We suppose g simple. Let α be in R+.
(i) If α is simple, then sα(ρ− α) is regular dominant.
(ii) If α is not simple, then ρ− α is not regular.
(iii) If α is the biggest root then ρ+ α is regular dominant.
(iv) If α is not the biggest root then ρ+ α is not regular when g has type Arkg,
E6, E7, E8.
(v) If α is not the biggest root:
(a) for g of type Brkg, F4, G2, ρ + α is regular for two values of α and
when it is not dominant there exists a simple root β such that sβ(ρ+α)
is dominant,
(b) for g of type Crkg, Drkg, ρ + α is regular for one value of α and for
this value it is dominant.
Proof. (i) Let α be a simple root. Then sα(ρ) = ρ − α. So sα(ρ − α) is regular
dominant since ρ is regular dominant.
(iii) Let α be the biggest root. Then for any positive root γ, 〈α, γ〉 is nonnega-
tive. Consequently, ρ+ α is regular and dominant since 〈ρ, β〉 is positive for any β
in Π.
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(ii) If α is not simple, then ρ− α is not regular.
If βi1 , . . . , βil are pairwise different elements of Π such that βij is not orthogonal
to βij+1 for j = 1, . . . , l − 1 and so that
sβil (βil−1 ) = βil−1 + βil ,
then
sβil (ρ− (βi1 + · · ·+ βil)) = ρ− (βi1 + · · ·+ βil),
since sβil (ρ) = ρ − βil . Hence ρ − α is not regular if α is the sum of pairwise
different simple roots since we can order them so that the last condition is satisfied.
We denote by R′+ the subset of positive roots whose coordinates in the basis Π are
not all at most to 1. Then it remains to prove that ρ−α is not regular for any α in
R′+. For that purpose, it will be enough to find β in Π such that sβ(ρ−α) = ρ−α.
We then consider the different possible cases.
1) g has type Brkg and
α = βi + · · ·+ βk + 2(βk+1 + · · ·+ βrkg),
for 1 6 i 6 k < rkg. If i < k, then
sβi(ρ− α) = ρ− α.
If i = k < rkg− 1 then
sβi+1(ρ− α) = ρ− βi+1 − (βi + βi+1) + 2βi+1 − 2(βi+1 + βi+2)
−(α− βi − 2βi+1 − 2βi+2) = ρ− α.
If α = βrkg−1 + 2βrkg, then
sβrkg(ρ− α) = ρ− βrkg − (βrkg−1 + 2βrkg) + 2βrkg
= ρ− βrkg−1 − βrkg.
In this case ρ−α is not regular since ρ−βrkg−1−βrkg is not regular by which goes
before.
2) g has type Crkg. Let us suppose
α = βi + · · ·+ βk + 2(βk+1 + · · ·+ βrkg−1) + βrkg,
for 1 6 i 6 k < rkg. If i < k, then
sβi(ρ− α) = ρ− α.
If i = k then
sβi+1(ρ− α) = ρ− βi+1 − (βi + βi+1) + 2βi+1 − 2(βi+1 + βi+2)
−(α− βi − 2βi+1 − 2βı+2) = ρ− α.
Let us suppose
α = 2(βk + · · ·+ βrkg−1) + βrkg,
for 1 6 k < rkg. If k < rkg− 1, then
sβk(ρ− α) = ρ− βk − 2(βk+1 + · · ·+ βrkg−1)− βrkg.
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Hence ρ−α is not regular since the right hand side of the last equality is not regular.
If k = rkg− 1, then
sβrkg−1(ρ− α) = ρ− βrkg−1 − βrkg.
Hence ρ−!α is not regular since ρ− βrkg−1 − βrkg is not regular.
3) g has type Drkg. Let us suppose
α = βi + . . .+ βk + 2(βk+1 + . . .+ βrkg−2) + βrkg + βrkg−1,
for 1 6 i 6 k < rkg− 2. If i < k, then
sβi(ρ− α) = ρ− α.
If i = k < rkg− 3 then
sβi+1(ρ− α) = ρ− βi+1 − (βi + βi+1) + 2βi+1 − 2(βi+1 + βi+2)
−(α− βi − 2βi+1 − 2βi+2) = ρ− α.
If i = k = rkg− 3, then
sβrkg−2(ρ− α) = ρ− βrkg−2 − (βrkg−3 + βrkg−2) + 2βrkg−2
−(βrkg−1 + βrkg−2)− (βrkg + βrkg−2) = ρ− α.
So in any case, ρ− α is not regular.
4) g has type E. For i = 1, . . . , rkg, we denote by Ji the subset of j in
{1, . . . , rkg}\{i} such that βj is not orthogonal to βi. Then |Ji| 6 2 if i 6= 4
and |J4| = 3. For i = 1, . . . , rkg, we denote by ni the coordinate of α at βi in the
basis Π and we set
L(α) := [n2, n1, n3, n4, . . . , nrkg].
If there exists some i such that
2ni − 1 =
∑
j∈Ji
nj , (4)
then
sβi(ρ− α) = ρ− βi + niβi − sβi(
∑
j∈Ji
njβj)−
∑
j /∈Ji∪{i}
njβj
= ρ+ (ni − 1)βi − (
∑
j∈Ji
nj)βi − α+ niβi = ρ− α,
since all the roots have the same lenght. Consequently, if α satisfies the equality (4)
for some i, then ρ−α is not regular. For each case, we will give some i for which α
satisfies equality (4). The result will be presented in a table. Its first column gives
some values of i and the numbers j wich are on the same line in the second column
are such that the root r(j) satisfies equality (4) with respect to i. The roots are
given by the map α 7→ L(α).
a) We suppose g of type E6. The image of R
′
+ by the map α 7→ L(α) is given by
r(1):=[1,0,1,2,1,0] r(2):=[1,1,1,2,1,0] r(3):=[1,0,1,2,1,1]
r(4):=[1,1,2,2,1,0] r(5):=[1,1,1,2,1,1] r(6):=[1,0,1,2,2,1]
r(7):=[1,1,2,2,1,1] r(8):=[1,1,1,2,2,1] r(9):=[1,1,2,2,2,1]
r(10):=[1,1,2,3,2,1] r(11):=[2,1,2,3,2,1].
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The corresponding table is given by
2 11
3 4
4 1,2,10
5 6,8,9
6 3,5,7
b) We suppose that g has type E7. Let R
′′
+ be the subset of elements of R
′
+ such
that n7 6= 0. The image of R
′′
+ by the map α 7→ L(α) is given by
r(1):=[1,0,1,2,1,1,1] r(2):=[1,1,1,2,1,1,1] r(3):=[1,0,1,2,2,1,1]
r(4):=[1,1,2,2,1,1,1] r(5):=[1,1,1,2,2,1,1] r(6):=[1,0,1,2,2,2,1]
r(7):=[1,1,2,2,2,1,1] r(8):=[1,1,1,2,2,2,1] r(9):=[1,1,2,2,2,2,1]
r(10):=[1,1,2,3,2,1,1] r(11):=[1,1,2,3,2,2,1] r(12):=[2,1,2,3,2,1,1]
r(13):=[1,1,2,3,3,2,1] r(14):=[2,1,2,3,2,2,1] r(15):=[2,1,2,3,3,2,1]
r(16):=[2,1,2,4,3,2,1] r(17):=[2,1,3,4,3,2,1] r(18):=[2,2,3,4,3,2,1].
The corresponding table is given by
1 18
3 17
4 16
5 13,15
6 6,8,9,11,14
7 1,2,3,4,5,7,10,12
c) We suppose that g has type E8. Let R
′′
+ be the subset of elements of R
′
+ such
that n8 6= 0. The image of R
′′
+ by the map α 7→ L(α) is given by
r(1):=[1,0,1,2,1,1,1,1] r(2):=[1,0,1,2,2,1,1,1] r(3):=[1,1,1,2,1,1,1,1]
r(4):=[1,0,1,2,2,2,1,1] r(5):=[1,1,2,2,1,1,1,1] r(6):=[1,1,1,2,2,1,1,1]
r(7):=[1,1,2,2,2,1,1,1] r(8):=[1,1,1,2,2,2,1,1] r(9):=[1,0,1,2,2,2,2,1]
r(10):=[1,1,2,3,2,1,1,1] r(11):=[1,1,2,2,2,2,1,1] r(12):=[1,1,1,2,2,2,2,1]
r(13):=[2,1,2,3,2,1,1,1] r(14):=[1,1,2,3,2,2,1,1] r(15):=[1,1,2,2,2,2,2,1]
r(16):=[2,1,2,3,2,2,1,1] r(17):=[1,1,2,3,3,2,1,1] r(18):=[1,1,2,3,2,2,2,1]
r(19):=[2,1,2,3,3,2,1,1] r(20):=[2,1,2,3,2,2,2,1] r(21):=[1,1,2,3,3,2,2,1]
r(22):=[2,1,2,4,3,2,1,1] r(23):=[2,1,2,3,3,2,2,1] r(24):=[1,1,2,3,3,3,2,1]
r(25):=[2,1,3,4,3,2,1,1] r(26):=[2,1,2,4,3,2,2,1] r(27):=[2,1,2,3,3,3,2,1]
r(28):=[2,2,3,4,3,2,1,1] r(29):=[2,1,3,4,3,2,2,1] r(30):=[2,1,2,4,3,3,2,1]
r(31):=[2,2,3,4,3,2,2,1] r(32):=[2,1,3,4,3,3,2,1] r(33):=[2,1,2,4,4,3,2,1]
r(34):=[2,2,3,4,3,3,2,1] r(35):=[2,1,3,4,4,3,2,1] r(36):=[2,1,3,5,4,3,2,1]
r(37):=[2,2,3,4,4,3,2,1] r(38):=[3,1,3,5,4,3,2,1] r(39):=[2,2,3,5,4,3,2,1]
r(40):=[3,2,3,5,4,3,2,1] r(41):=[2,2,4,5,4,3,2,1] r(42):=[3,2,4,5,4,3,2,1]
r(43):=[3,2,4,6,4,3,2,1] r(44):=[3,2,4,6,5,3,2,1] r(45):=[3,2,4,6,5,4,2,1]
r(46):=[3,2,4,6,5,4,3,1] r(47):=[3,2,4,6,5,4,3,2].
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The corresponding table is given by
1
2 38,40
3 41,42
4 36,39,43
5 33,35,37,44
6 24,27,30,32,34,45
7 9,12,15,18,20,21,23,26,29,31,46
8 1..8,10,11,13,14,16,17,19,22,25,28,47
5) g has type F4. For i = 1, . . . , 4, we denote by ni the coordinate of α at βi in
the basis Π and we set
L(α) := [n1, n2, n3, n4].
We identify α with L(α). If 2n2 + n4 = 2n3 − 1, then
sβ3(ρ− α) = ρ− β3 − n1β1 − n2β2 − n4β4 − (2n2 + n4 − n3)β3
= ρ− α.
If n1 + n3 = 2n2 − 1, then
sβ2(ρ− α) = ρ− β2 − n1β1 − n3β3 − n4β4 − (n1 + n3 − n2)β2
= ρ− α.
If n2 = 2n1 − 1, then
sβ1(ρ− α) = ρ− β1 − n2β2 − n3β3 − n4β4 − (−n1 + n2)β1
= ρ− α.
Analogously, sβ4(ρ − α) = ρ − α if n3 = 2n4 − 1. The image of R
′
+ by the map
α 7→ L(α) is given by
r(1):=[0,1,2,0] r(2):=[1,1,2,0] r(3):=[0,1,2,1]
r(4):=[1,2,2,0] r(5):=[1,1,2,1] r(6):=[0,1,2,2]
r(7):=[1,2,2,1] r(8):=[1,1,2,2] r(9):=[1,2,3,1]
r(10):=[1,2,2,2] r(11):=[1,2,3,2] r(12):=[1,2,4,2]
r(13):=[1,3,4,2] r(14):=[2,3,4,2].
We then deduce the following table
1 2,5,8,14
2 4,7,10,13
3 3,5,9
4 11
From the equalities:
sβ3(ρ− r(1)) = ρ− β3 − β2
sβ4(ρ− r(6)) = ρ− β4 − β2 − 2β3
= ρ− r(3)
sβ3(ρ− r(12)) = ρ− β3 − β1 − 2(β2 + 2β3) + 4β3 − 2β3 − 2β4
= ρ− r(11).
So for i = 1, 6, 7, ρ− r(i) is not regular by which goes before.
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6) g has type G2. From the equalities:
sβ1(ρ− (2β1 + β2)) = ρ− β1 + 2β1 − (β2 + 3β1)
= ρ− (β2 + 2β1)
sβ2(ρ− (3β1 + 2β2)) = ρ− β2 + 2β2 − 3(β2 + β1)
= ρ− (3β1 + 2β2)
sβ1(ρ− (3β1 + β2)) = ρ− β1 + 3β1 − (β2 + 3β1)
= ρ− (β2 + β1).
So for any α in R′+, ρ− α is not regular.
(iv) If α is not the biggest root then ρ+ α is not regular when g has type Arkg,
E6, E7, E8.
Let us suppose that α is not the biggest root and that g has type Arkg , E6, E7,
E8. If βi1 , . . . , βil are pairwise different elements of Π such that βij is not orthogonal
to βij+1 for j = 1, . . . , l − 1, then
sβil (ρ+ βi1 + · · ·+ βil−1) = ρ+ βi1 + · · ·+ βil−1 ,
since sβil (ρ) = ρ−βil . Hence ρ+α is not regular if α is the sum of l < rkg pairwise
different simple roots. In particular, the statement is proved when g has type Arkg.
So we can suppose that g has type E. We then use the notations of (ii,4). If there
exists some i such that
2ni + 1 =
∑
j∈Ji
nj , (5)
then
sβi(ρ+ α) = ρ− βi − niβi + sβi(
∑
j∈Ji
njβj) +
∑
j /∈Ji∪{i}
njβj
=!ρ− (ni + 1)βi + (
∑
j∈Ji
nj)βi + α− niβi = ρ+ α,
since all the roots have the same length. Consequently, if α satisfies the equality
(5) for some i, then ρ+ α is not regular. If all the coordinates of α are equal to 1,
then α satisfies equality (5) for i = 4. Hence ρ+α is not regular in this case and we
have only to consider the cases when α belongs to R′+. For each case, we will give
some i for which α satisfies equality (5). The result will be presented in a table. Its
first column gives some values of i and the numbers j which are on the same line
in the second column are such that the root r(j) satisfies equality (5) with respect
i. The roots are given by their images by the map α 7→ L(α). We recall that the
biggest root corresponds to r(i) for i the biggest one.
1) g has type E6. The corresponding table is given by
1 6
2 10
3 8
4 9
5 3,5,7
6 1,2,4
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2) g has type E7. Let R
′′
+ be the subset of elements of R
′
+ such that n7 6= 0. Any
element of R′+\R
′′
+ which satisfies equality (5) with respect to i 6 5 and E6 satisfy
the same equality with respect to i and g since βi is orthogonal to β7. If it satisfies
equality (5) with respect to 6 and E6, then it satisfies the same equality with respect
to i and g since n7 = 0. If α is the biggest root of the subsystem generated by
β1, . . . , β6, then n6 = 1. So sβ7(ρ + α) = ρ+ α since sβ7(β6) = β6 + β7. Hence we
have only to consider the elements of R′′+. The corresponding table is given by
1 6,17
2 13
3 8,16
4 9,15
5 1,2,4,11,14
6 3,5,7,10,12
3) g has type E8. Let R
′′
+ be the subset of elements of R
′
+ such that n8 6= 0. Any
element of R′+\R
′′
+ which satisfies equality (5) with respect to i 6 6 and E7 satisfy
the same equality with respect to i and g since βi is orthogonal to β8. If it satisfies
equality (5) with respect to 7 and E7, then it satisfies the same equality with respect
to i and g since n8 = 0. If α is the biggest root of the subsystem generated by
β1, . . . , β7, then n7 = 1. So sβ8(ρ + α) = ρ+ α since sβ8(β7) = β7 + β8. Hence we
have only to consider the elements of R′′+. The corresponding table is given by
1 38
2 24,36,41
3 9,12,33,39,40
4 15,27,35,37,42
5 1,3,5,18,20,30,32,34,43
6 2,6,7,10,13,21,23,26,29,31,44
7 4,8,11,14,16,17,19,22,25,28,45
8 16
(v) If α is not the biggest root:
(a) for g of type Brkg, F4, G2, ρ+α is regular for two values of α and when it
isn’t dominant there exists a simple root β such that sβ(ρ+α) is dominant,
(b) for g of type Crkg, Drkg, ρ + α is regular for one value of α and for this
value it is dominant.
(a) 1) For g of type Brkg, let be α1 be the sum of simple roots. For any posi-
tive root γ, 〈α1, γ〉 is nonnegative, then α1 is dominant. Hence ρ + α1 is regular
dominant. Let be α2 be the sum of the simple roots of biggest length. Then
α2 = β1 + . . .+ βrkg−1. Since sβrkg(ρ+ α2) = ρ+ α1, ρ+ α2 is regular. It remains
to show that ρ+ α is not regular for the other cases , i.e there exists a simple root
β such that sβ(ρ+ α) = ρ+ α.
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The possible values of α are
α1,i = βi + · · ·+ βrkg,1 < i 6 rkg
α2,i,j = βi + · · ·+ βj−1,1 6 i < j < rkg or 1 < i < j 6 rkg
α3,i,j = βi + · · ·+ βj−1 + 2(βj + · · ·+ βrkg),1 < i < j 6 rkg
α4,j = β1 + · · ·+ βj + 2(βj+1 + · · ·+ βrkg),1 < j < rkg.
If α is equal to α1,i or α3,i,j ,
sβi−1(ρ+ α) = ρ+ α,
if α is equal to α2,i,j , for 1 6 i < j < rkg,
sβj (ρ+ α) = ρ+ α,
for 1 < i < j 6 rkg,
sβi−1(ρ+ α) = ρ+ α,
if α is equal to α4,j ,
sβj (ρ+ α) = ρ+ α.
2) For g of type F4, let be α1 = β1 + 2β2 + 3β3 + 2β4. For any positive root γ,
〈α1, γ〉 is nonnegative, then α1 is dominant. Hence ρ+α1 is regular dominant. Let
be α2 = β1 + 2(β2 + β3 + β4). Since sβ3(ρ+ α2) = ρ+ α1, ρ+ α2 is regular.
For i = 1, 2, 3, 4, we denote ni the coordinate of α at βi in the basis Π and we set
L(α) := [n1, n2, n3, n4].
Let R′+ be the set of α in R+ such that α is not the biggest root and it is not in
{α1, α2}. The image of R
′
+ by the map α 7→ L(α) is given by
r(1):=[1,0,0,0] r(2):=[0,1,0,0] r(3):=[0,0,1,0]
r(4):=[0,0,0,1] r(5):=[1,1,0,0] r(6):=[0,1,1,0]
r(7):=[0,0,1,1] r(8):=[1,1,1,0] r(9):=[0,1,1,1]
r(10):=[1,1,1,1] r(11):=[0,1,2,0] r(12):=[1,1,2,0]
r(13):=[0,1,2,1] r(14):=[1,2,2,0] r(15):=[1,1,2,1]
r(16):=[0,1,2,2] r(17):=[1,2,2,1] r(18):=[1,1,2,2]
r(19):=[1,2,3,1] r(20):=[1,2,4,2] r(21):=[1,3,4,2].
We identify α with L(α). In the following table, the value i in the first column and
the values j on the same line verify the equality sβi(ρ+ r(j)) = ρ+ r(j),
1 2,6,9,11,13,16,21
2 1,7,12,15,18,20
3 4,10,17
4 3,8,19.
Since
sβ3(ρ+ r(5)) = ρ+ r(8)
sβ4(ρ+ r(14) = ρ+ r(17),
for i = 5, 14, ρ+ r(i) is not regular by which goes before.
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3) For g of type G2, let be α1 = 2β1 + β2. For any positive root γ, 〈α1, γ〉
is nonnegative, then α1 is dominant. Hence ρ + α1 is regular dominant. Since
sβ1(ρ+ β2) = ρ+ α1, ρ+ β2 is regular.
For α not in {α1, β2}, α is in {β1, β1 + β2, 3β1 + β2}. Since
sβ2(ρ+ β1) = ρ+ β1,
sβ1(ρ+ β1 + β2) = ρ+ β1 + β2,
sβ2(ρ+ 3β1 + β2) = ρ+ 3β1 + β2,
ρ+ α isn’t regular.
(b) 1) g has type Crkg, let be α = β1 + 2(β2 + · · · + βrkg−1) + βrkg. For any
positive root γ, 〈α1, γ〉 is nonnegative, then α1 is dominant. Hence ρ+α1 is regular
dominant. The other possible values of α are
α1,i,j = βi + · · ·+ βj−1,1 6 i < j 6 rkg
α2,i,j = βi + · · ·+ βj−1 + 2(βj + · · ·+ βrkg−1) + βrkg,1 < i < j 6 rkg
α3,j = β1 + · · ·+ βj + 2(βj+1 + · · ·+ βrkg−1) + βrkg,1 < j 6 rkg− 1
α4,i = 2(βi + · · ·+ βrkg−1) + βrkg,1 < i 6 rkg.
If α is equal to α1,i,j ,
sβj (ρ+ α) = ρ+ α,
if α is equal to α2,i,j ,
sβi−1(ρ+ α) = ρ+ α,
if α is equal to α3,j ,
sβj (ρ+ α) = ρ+ α,
if α is equal to α4,i,
sβi−1(ρ+ α) = ρ+ α+ βi−1.
In this case ρ+ α is not regular since ρ+ α+ βi−1 = ρ+ α2,i−1,i.
2) g has type Drkg, let be α1 = β1 + 2(β2 + · · · + βrkg−2) + βrkg−1 + βrkg. For
any positive root γ, 〈α1, γ〉 is nonnegative, then α1 is dominant. Hence ρ + α1 is
regular dominant. The other possible values of α are
α1,i,j = βi + · · ·+ βj−1,1 6 i < j 6 rkg
α2,i = βi + · · ·+ βrkg,1 6 i < rkg
α3,i,j = βi + · · ·+ βj−1 + 2(βj + · · ·+ βrkg−2) + βrkg−1 + βrkg,1 < i < j < rkg− 1
α4,j = β1 + · · ·+ βj + 2(βj+1 + · · ·+ βrkg−2) + βrkg−1 + βrkg,1 < j < rkg− 2.
If α is equal to α1,i,j for i /∈ {1, rkg− 2, rkg− 1},
sβi−1(ρ+ α) = ρ+ α
for i = 1 and j /∈ {rkg− 2, rkg− 1, rkg},
sβj(ρ+ α) = ρ+ α
for i = 1 and j = rkg− 2,
sβrkg−2(ρ+ α) = ρ+ α
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for i = 1 and j ∈ {rkg− 1, rkg},
sβrkg(ρ+ α) = ρ+ α
for i = rkg− 2, α = βrkg−2 + βrkg−1 and
sβrkg(ρ+ α) = ρ+ α,
for i = rkg− 1, α = βrkg−1 and
sβrkg−2(ρ+ α) = ρ+ α,
if α is equal to α3,i,j ,
sβi−1(ρ+ α) = ρ+ α,
if α is equal to α2,i with i = 1,
sβrkg−2(ρ+ α) = ρ+ α,
for i /∈ {1, rkg− 1}, !
sβi−1(ρ+ α) = ρ+ α,
for i = rkg− 1,
sβrkg−2(ρ+ α) = ρ+ βrkg−2 + βrkg−1 + βrkg
and since βrkg−2 + βrkg−1 + βrkg is equal to α2,i with i = rkg − 2, ρ + βrkg−2 +
βrkg−1 + βrkg is not regular,
if α is equal to α4,j ,
sβj (ρ+ α) = ρ+ α.

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