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INTRODUCTION 
Until the early 1950's there was very little theoretical 
basis with which to explain the causes of the interface 
morphology which occurs when metallic alloys pass from the 
liquid to the solid state, even though virtually all metal 
products under go this process at one time or another. 
While the theory presented by Tiller, Jackson, Rutter, and 
Chalmers (62) was severely limited (and included some 
restrictions which have since been found unnecessary) the 
principles developed in it have been used in a number of 
applications to different types of solidification problems 
since then (5, 43, 39). Due in large part to the Tiller 
et al. theory (62) and subsequent experimental work, some 
commercial work today in the heavy metals industry is making 
use of controlled solidification techniques (74). 
At present the experimental variables in directional 
solidification include composition, temperature gradient, 
solidification rate, and the amount of convection, all to 
a limited extent. Additional forces and phenomena such as 
electric and magnetic fields and thermotransport effects 
(in restricted cases), offer possible ways of increasing 
the variability and control of the solidification process. 
Consider an alloy system with the equilibrium dis­
tribution coefficient k^ = C /C„1. different than 1 where 
o s' X. 11 
2 
Cg, Cj^ are the concentrations in the solid and liquid, 
respectively at the interface. As the alloy solidifies 
with a plane interface, the solute concentration at the 
interface increases or decreases depending on whether 
kg > 1; the concentration in the solid alters to remain in 
equilibrium with the interface liquid; and the temperature 
of the interface drops to the solidification point of the 
liquid at the interface, which is lower than the freezing 
temperature of the bulk liquid. Thus it should be possible 
for portions of the liquid to be below the local equilibrium 
freezing point even in a positive temperature gradient. 
This phenomenon of constitutional supercooling was first put 
on a quantitative basis by Tiller et (62). They were 
able to show that for a flat interface to be stable 
G - F Co (-*%) [11 
where G is the temperature gradient in the liquid, R, is the 
solidification rate, is the original liquid composition, 
and mj^ is the liquidus slope. To obtain this result they 
assumed i) steady-state, ii) no fluid mixing, iii) no 
diffusion in the solid. In addition, surface energy, volume 
change on freezing, and orientation effects were ignored. 
Experiments designed to test Eq. [11 have been performed 
a number of times. Davies (18) treated a large portion of 
3 
the data available to him in 1968. He concluded that for 
the low concentrations and usually fast rates used in most 
of the studies the Tiller-Chalmers theory has been well 
supported. 
Mullins and Sekerka (43) and Sekerka (56) studied the 
problem of interface stability by first considering a flat 
interface with a sinusoidal perturbation of indefinite 
wavelength, and then determining under what conditions the 
wave perturbation would grow or decay. If the amplitude 
decayed for all wavelengths, then the interface would be 
stable for those growth conditions. 
The differences between the Tiller-Chalmers and Mullins-
Sekerka theories are not great for most experimental con­
ditions, The only serious effort to compare the two (23), 
makes the tentative conclusion that the capillarity terms, 
which make up a large portion of the Mullins-Sekerka theory, 
under certain conditions may not be as significant as 
predicted. 
One of the questions to be determined by this research 
project was whether an electric current, concentrating along 
low resistance paths, would melt back small perturbations, 
thus making the flat interface more resistant to break­
down. Suppose a small sinusoidal wave is superimposed on a 
planar surface. Some distance from the interface where the 
wave does not disturb linearity the electric potential is 
constant on a transverse plane. The various possible paths 
4 
by which current travels from one side of the interface to 
the other can be considered as parallel circuits, each 
having the same potential drop. The joule heat generated 
in any given volume is given by 
W/V = EVP [21 
where W is watts, V is volume, E is electric field, and p 
is the specific resistivity. A circuit which passes through 
the tip of a sinusoidal perturbation on the interface 
will have lower resistivity and greater heating in the 
region of the perturbation than a parallel circuit which 
passes through the trough of the perturbation. Thus there 
would be local heating at the tips of small perturbations, 
which would tend to prevent their growth. 
Some other effects were expected as well. The joule 
heat generated within the sample should raise the gradient 
well above that obtainable by heating with a resistance 
furnace. Electrotransport of solute at the interface will 
alter the critical gradient for stability (Eq. [1]). Two 
effects, being functions of the field direction, could 
adversely influence the remaining results: a field at the 
interface might alter the kinetics of solidification, thus 
changing the melting point of even pure metal, and Peltier 
heat generated or absorbed at the interface could be 
significant. 
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The intent of the portion of this thesis dealing with 
solidification of Sn-Bi alloys was to test whether any 
"melt-back" effect could be detected, taking into account 
electrotransport and the enhanced temperature gradient. 
Effects on the kinetics of solidification and Peltier heat 
were also considered. 
Eutectic alloys hold out great potential in a number of 
commercial applications, particularly where stresses are 
approximately unidirectional. A directionally solidified 
eutectic structure is in essence an aligned composite 
material in which the components are compatible and well 
bonded, obtained without the necessity of fabricating 
masses of tiny fibers. 
Unfortunately, the theory for eutectic growth is not 
as well developed in some aspects as that for single phase 
growth. Within a year after the first complete derivation 
was presented (33), Mollard and Flemings (40) showed 
experimentally that direct application of single phase 
growth concepts to the eutectic-dendrite transition of 
off-eutectic alloys was only qualitatively valid. Verhoeven 
and Gibson (69) have just presented evidence which indicates 
that all previous work on the eutectic to dendrite 
transition is in serious question. Clearly much work 
remains to be done before the experimental conditions for 
even the eutectic-dendritic transition can be predicted 
6 
with a degree of confidence. 
The theoretical derivation performed for this thesis 
indicated that with a proper selection of variables one 
could control the solid composition profile to a large 
degree. When mixing alone is present in an off-eutectic 
alloy, the solid always approaches (72). Mixing will 
always be present if the alloy is such that the liquid 
at the eutectic composition is less dense than the 
bulk liquid, as on the lead side of the Sn-?b eutectic. 
In this situation an electric field can add a force which 
tends to make the solid composition more uniform. 
The research on the effect of an electric field on 
eutectic solidification was exploratory in that, while a 
derivation was made to account for electro-transport and 
to predict the critical conditions for the eutectic-dendritic 
transition, the basis for the latter was known to be in 
error, and some of the assumptions required for a tractable 
mathematical treatment were suspect. The tentative 
conclusions which can be drawn, however, have some inter­
esting implications, and the work does show promise. 
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THEORETICAL CONSIDERATIONS - SINGLE PHASE GROWTH 
In normal solidification of an alloy with a distri­
bution coefficient less than 1, as a flat interface moves 
forward a solute build-up occurs, as shown in Fig. 1. We 
take R, the measured solidification rate, as the mass 
average velocity in the solid at the interface, defined 
positive when solidification is toward the right. This is 
correct when the solid does not move with respect to the 
container wall, and diffusion and electrotransport in the 
Pg 
solid are very small. Then v^ = R— is the mass average 
m 
velocity in the liquid near the interface. Here p^, 
are the densities of the solid and liquid, respectively. 
The flux of component 1 in the liquid with respect to any 
reference velocity v^^ is thus 
where v^ is the average velocity and Cj^ is the weight 
percentage of component 1. It is reasonable at this point 
to choose v^ = v^. In a binary alloy 
•^1 = -CiPi Vr + =1 fa 1^& [3] 
[4] 
Combining the above two equations, the flux of component 
1 near the interface is 
8 
C b  
h H  
i 
0 
z 
Fig. 1 — Solute profile of an alloy solidifying toward 
the right, with ko < 1. The interface is at 
z = 0. When 6 is not infinite mixing is 
present 
9 
•^1 = [5] 
The differential velocity (v^-vg) is due to two sources, for 
this case, chemical diffusion and electrotransport. 
It has been shown (4) that the interdiffusion coefficient 
is given by 
where the gradient of C is only in the Z direction. The 
definition of the differential electric mobility, is 
<^1-Ve = "12% 
The flux in the solid is J = C^p^R, so a flux balance at 
the interface is 
-C=PsR = -C^p^v^ - § + "12=1=250% !91 
Dividing by p^, and manipulating, we get 
10 
de 
-Gl2 32 = =1 pf - "12=1=22 [101 
The equilibrium temperature at the interface is 
+ m^C^. In order for the interface to remain stable, the 
real temperature at any point must be equal to or greater 
than the equilibrium temperature. Since the two are equal 
at the interface, this means that 
G ^ al - ^  ^  
Inserting into Eq. [10] the result is 
(-m) (1-k ) p (-m)U _C EC, 
« = k D ° K pf 
o Z o 
where = C^/k^ has been applied. For tin the difference 
between solid and liquid density is about 2.7 pet and will 
be neglected here. The electric mobility which is actually 
measured is Throughout this work, where U appears 
the correspondence with the measured mobility will be 
u = 
As will be discussed in more detail later, when 
convection is present in the liquid the model shown in 
Fig. 1 can be used. It is assumed that the liquid is stagnant 
between the interface and "S, and the effective distribution 
11 
coefficient, is defined as C^/Cg, where is the 
concentration of the solute in the solid in weight percent, 
and Cg is the concentration of the liquid at distances 
greater than fi. Using Eq. 1121 can be written 
(-mj)k^(l-k^)R (-m.)k UE 
V I — E-r I", 
Figure 2 is a plot of Eq. [13] for both E positive and 
E negative, using parameters approximating the Sn-Bi 
system. 
Equation [13] has a number of drawbacks for use in 
experimentally testing of solidification theory. First, 
k^ is a function of R as well as the mixing length and the 
direction of the field. The derivation of k also assumes 
e 
that the liquid concentration is constant beyond 6 in front 
of the interface, as will be shown later. This assumption 
may not be the case when a differential body force is 
present. To avoid these complications Eq. [12] can be 
used, if Cg near the interface can be determined. 
In most of the work of this sort G/R is used as the 
measure of stability. However in this case, use of G/R 
does not separate the variables, since the UE term then 
contains R. Instead of G/R the equivalent formulation 
Fig. 2 — Stable-unstable transition curves predicted from Eq. [13], using 
parameters approximating the Sn-Bi system. Experimental conditions 
above the appropriate line should produce stable interfaces; 
below the line instability is expected 
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(-mj)(l-k)R (-m.)UE 
G/Cs = kD eV- '"1 
o o 
will be used. If the parameters of the system were 
constants independent of temperature or composition, then 
a plot of the critical values of G/C^ against R would be 
two straight lines with R = 0 intercepts of equal magnitude 
and opposite sign. For a given direction of electric field, 
concentration, and rate, the points (R, G/Cg) which fell 
above the transition line for that field direction would be 
stable, with flat interfaces, and those which fell below the 
the transition line would be unstable, with broken inter­
faces. When k^, m^, D, E, and U are made functions of 
temperature and composition, Eq. [14] is no longer single 
valued. However, if only one gradient is used, the ordinate 
is equivalent to 1/Cg. It is worth noting that the present 
derivation avoids the least realizable assumptions required 
of the earlier derivation. In particular, since the 
equation is evaluated at the interface, all the parameters 
may be determined for a specific composition and tem­
perature. 
Tiller (61) has developed a theory which includes the 
possibility that deep grooves may be stable on an other­
wise planar interface. The model he used is shown in Pig. 3. 
He hypothesizes the presence of stable grooves and 
determines the consequences of this hypothesis. Three 
14 
L I Q U I D  
^ // / /j 
Fig. 3 — The groove shape used in the theory of 
groove stability 
15 
specific assumptions are made. First, the concentration in 
the plane of the interface, 2=0, is for all points 
in the plane. Second, he assumes equilibrium at the groove 
wall between the solid and liquid and that the solid 
temperature gradient is equal to the critical gradient in 
the z direction everywhere within the groove. Lastly, he 
assumes that, because of the small width of the groove, there 
is no lateral diffusion. 
Tiller hypothesizes grooves with straight, stable walls 
in the solid and determines the necessary conditions for 
their existence. Let L^ be the length of groove per unit 
area of interface. Let AC be the amount of solute solidified 
in the groove in excess of that over an equal area of planar 
interface. At the straight wall we assume = m , which 
is to say local equilibrium prevails. The net flux into the 
solid behind the grooves is 
«S'Vi + <AC.>av)R = 6L g o 1 [15] 
Solving for <C> 
av 
[16] 
DG 
= C. (1-k^) 1 - (_m)RC. (1-k^) [17] 
16 
Now at the interface in a planar region a similar flux 
balance yields 
(-m)C.(1-k )R 
= i 2_ [18] 
Inserting this value of the critical gradient into Eq. [17] 
one obtains 
Gg 
<AC> = C^(l-k^)[1 - [19] 
c 
Because AC must be greater than zero for the grooves to 
exist and be stable, the term inside brackets must be 
greater than zero. Since for stability of the planar 
interface must be less than , we then have 
Gg G 
<  1  <  r  [ 2 0 ]  
When the first inequality holds there can be stable straight 
walled grooves, and when the second holds the interface will 
be planar. 
Morris and Winegard (42) used this derivation to 
explain some of their experimental results. They found that 
the ratio of the critical rate for the stable presence of 
deep grooves at a grain boundary to the critical rate for 
stability of a planar interface was about 0,8, which they 
17 
felt was in good agreement with predictions from Tiller's 
theory. 
Now let us consider the same situation with an electric 
field. The flux balance of Eq. [15] now is 
DG 6L 
ÔL (k C. + <AC>)R = ÔL C.R 2. _ UEC . 6L [21] 
g o 1 g 1 (_m) ^ 9 
where UE positive indicates solute flux away from the 
interface. Solving for AC, we obtain 
DG UE 
<AC>^„ = C.(1-k ) i1 -
av (-m)(l-k^)RC^ R(l-k^) 
[ 2 2 ]  
From Eg. [12], the flux balance at the planar interface 
gave 
(-m)C^(l-k^)R (-m)UEC^ 
GE [23] 
D D 
where G^g is the critical gradient in the presence of an 
c j 
Eq. [18], Eq. [22] becomes 
electri field. Inserting the term G^ as before from 
<AC> = C.(1-k ) 
X o 
UE 
1 -
Rd-k^) 
[24] 
Again, we require that the term in brackets be greater 
than zero, for the same reasons. Thus 
18 
G UE 
s < 1 [25] 
R(l-k ) 
For planar stability G^^ must be greater than G^g r which 
dividing by G^ results in 
G« UE 
^ > 1 [26] 
c R(l-k_) 
Hence, in a manner similar to Eg. [20] 
UE 
< 1 •" 
R(l-ko) 
< 
Gc 
[27] 
Again, if the left inequality is true, grooves will be 
stable, and if the the right inequality holds the planar 
interface will be stable. For UE greater than zero, (flux 
away from the interface), the system is less likely to have 
stable grooves and more likely to have a planar interface 
than for UE = 0. The latter result was expected, since 
the right inequality is simply Eg. [14] in slightly different 
form. The more questionable assumptions Tiller makes are 
that the walls are straight and that the concentration at 
the mouth is As long as the latter assumption 
19 
is used, electrotransport will have no effect because at 
that point the flux due to électrotransport will be the 
same at all points on the interfacial plane, UEC^. 
Relaxing that latter assumption would require a solution in 
all three directions, since 9C/8x and 9C/8y would not be 
zero near the mouth of a groove. 
If the walls were slightly curved, either convex or 
concave, little change would result because tlie radius of 
curvature would be large. The etching technique used in 
this work limited the possibility of measuring the specific 
shape of the grooves, but it does seem evident that grooves 
are shaped more with parallel walls tapered slightly down 
to approximately hemispherical caps at the bottom. Photo­
graphs will be shown later in Fig. [18-20]. Until the 
width of the grooves reached very small values, little 
effect on the above derivation should be expected. 
Tiller makes one other assumption which he does not 
specify clearly. When he assumes the concentration gradient 
dC in the liquid is at the critical value, he writes = G^/m^ 
and applies this to the groove material, including that 
exactly at z = 0. This is equivalent to assuming G = 
for z greater than zero and G = G^ for z less than zero. 
More likely the temperature gradient, at least in the region 
of the groove, undergoes a more gradual transition. Again, 
relaxation of the simple model would require a three-di-
20 
inensional solution of the heat flux equations. 
One result of this derivation is that under certain 
conditions narrow grooves may be stable, and thus present, 
even while the remainder of the interface is flat. This 
would suggest that the methodological problem of specifying 
a flat and non-flat interface is even more difficult than 
had been thought. This particular problem will be covered 
in more detail in the discussion of sources of error in 
the Sn-Bi work. 
21 
THEORETICAL CONSIDERATIONS - EUTECTIC GROWTH 
Jackson and Hunt (33) assuming no mixing, a perfectly 
planar interface, and some other restrictions, derived a 
series of related equations for the liquid concentration, 
C(x,z), and the lamellar spacing, X(R*C^), for various 
eutectic structures. Following the analysis of Jackson 
and Hunt, Verhoeven and Homer (72), retaining the planar 
interface approximation, derived the equations to account 
for mixing in the liquid. An interesting result is that, 
in a closed system with mixing, an off-eutectic melt will 
never freeze with constant composition, C^. 
The present derivation will allow for the presence of 
an electric field. In this work the solvent will be the 
element which is the major component of the alpha phase, 
and the solute will be the element which is the major 
constituent of the beta phase. Since, with proper care 
for signs, the equations can be applied equally to the 
system with solute in the place of solvent, there is no loss 
of generality. 
We start with an eutectic alloy growing into its melt, 
as shown in Fig. [4]. The equation of concentration in the 
liquid is 
since J = -D7C - RC - UEC and V'J = - 9C Jt 
z 
22 
Here, z is taken as the direction normal to the plane of 
the freezing interface, positive sense into the liquid; 
y is normal to and the eutectic plates. To be rigorously 
correct the electrotransport term would have to be 
the flux equation. However, since this would 
complicate the mathematics, U will be taken as U^2^2' 
Considering that, like U, the diffusion coefficient is a 
function of temperature and composition, and that both have 
to be assumed constant in order to make the analysis, 
simplifying U in this manner is not as great an imposition 
on the facts as one might fear. Unlike the analysis for 
single phase growth, the analysis here must be taken over 
the entire liquid region out to 6, and the errors introduced 
in this way may be significant. R is taken as the mass 
average velocity of the liquid just in front of the inter­
face, with respect to the interface. We will consider only 
those conditions where near steady-state exists. 
The boundary conditions are 
(bc-1) C(z,y) = C(z,y+w) [29] 
(bc-2) 
(z, ^  ) = 0 (2,0) [30] 
ay By 
(bc-3) C(6,y) = Cg [31] 
23 
(bc-4) 9C 
— (0,y) = a ; Olyl 
3 z 
W 
2 
a 
W 
b 
2 [32] 
Figure 4 defines and W. Boundary conditions (bc-1) and 
(bc-2) are statements of periodicity in the system in the 
y direction. Condition (bc-3) indicates that some degree 
of mixing is present. When 6 goes to infinity one obtains 
the solution for no mixing. Condition (bc-4) requires that 
the concentration gradient in front of each plate be 
independent of position on the plate. Actually the plates 
are curved slightly, and dC/dz across each plate is not 
precisely constant, but the assumption appears to be close. A 
standard separation of variables technique performed on 
Eq. [28], given in detail in Appendix D, provides an equation 
for the composition in the liquid as a function of z and y, 
C(z,y) = Cg 
[afa+bfg][e-P'% - e'P'*  
P' 
+ ZD^e ^ cos sinh [d-46] 
24 
where 
-2(a-b) sin nirf 
D = 2-, [D-471 
cosh Y^6 + ^  sinh 
To get the values of a and b, one must make a mass 
balance at the interface. This is usually done with the 
assumption that the solid and liquid densities are equal, 
so that the volume velocity is constant at all points. In 
point of fact the measured velocity is usually the velocity 
of the solid with respect to the interface at a point just 
behind that interface. Since diffusion in the solid can 
be neglected, this is also the mass average velocity at that 
point. The mass average velocity in the liquid, R, is 
related to that in the solid, R®, by 
s PjL 
R = R ^  [33] 
where and are the densities of the solid and liquid, 
respectively. 
The temperature at the interface is slightly under-
cooled, which provides the kinetic driving force and a con­
centration gradient for diffusion. Consequently, the con­
centrations of the components are not precisely those of 
the equilibrium phase diagram. Referring to Fig. 5, 
25 
Fig. 4 — The model of eutectic growth used in the 
derivation of equations for eutectic 
solidification. The front is plane, and 
the plates are uniform and parallel 
"^9" 5 Schematized phase diagram, showing eutectic 
compositions when a slight undercooling 
is present 
i 
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134] 
=3 = C* + P„AT 
=b = - "gAT 
0» = Cj, + ra^iT 
4 = S - mgAT 
where m „ are the liquidas slopes and „ are the solidus U f p Ot / p 
slopes of the alpha and beta phases, all defined positive, 
and AT is the amount of undercooling at the interface below 
the eutectic temperature. 
Accounting for the difference in densities and for the 
undercooling, a mass balance at the interface in front of 
an alpha plate gives 
RC? «'Ca - ° H - UEC? 
[35] 
3C 
7z 
RC (R-UE) 
a cj 
D D 
T ^ S _ R R 
Let p - ij- r p - D and , _ R-UE P - -5—' Then 
3Z 
= - P'C? = a [36] 
27 
and 
3C 
3Z 
3 
pfCg - p'cG = b [371 
i 
for the corresponding derivation in front of a beta plate. 
Substituting the definitions of Eqs. [34] into [36] and [37], 
we get 
a£^+bfg= p®(C^£„+ - pMCg+aT(f^m^- f^m^) 1 [381 
Here, C f + C, f- is just the solid concentration, C . If 
a (X 13 p S 
one assumes the liquidus and solidus slopes constant, as in 
Fig. 5, then for an alloy near the eutectic, f^ will be small 
when m^ is large, and vice-versa. Hence the coefficient of 
AT will be near 0. Taking this combined with the fact that 
AT is itself quite small, we can write Eq. [38] as 
+ bfg = P®C [39] 
and so 
D [40] o 
P 
from Eq. [D-46]. Again, from Eq. [36] and [37], using 
Eq. [34], the difference a-b is 
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a-b = P(Ca-Cg) ~+ [(%a+Wg) - (1-a) ~ (m^+nig) ] 
P« [41] 
P A T -
where a = UE/R. Here, u is greater than m for both sides 
of the eutectic. Since AT is again small the second terra is 
dropped. In a faceting material with a>0, however, that 
term could be significant. Neglecting AT, then becomes 
sin nirf^ 
= [42] 
[y^ cosh Y^ô + ^  sinh y^G] 
Thus we arrive at the concentration in the liquid in front 
of the interface 
(P'Cg - pC ^ ) 
C(z,y) = C + — [e"P'^- e"P'G] 
® P' 
+ e 2 Z cos sinh (6-Z) [43] 
Careful analysis shows that UE has only the smallest effect 
on the summation term. 
This result has parallels with the case of single 
phase growth, which are best seen by eliminating variations 
in y, Averaging over W, the summation term drops out. 
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resulting in 
e(2, = Cg + [e-P'^ - e-P'«] [441 
® P' 
At the interface, z = 0, C(z) =2"^ 
=- ® p' 
Solving for the exponential term, 
, p.a„!!£^I^ „ 3 ,  
( P ' C .  -  p ' C g  +  p f C g  -  P'Cg)  
, the average liquid concentration at the interface, is a 
weighted average of the concentrations in front of the plates, 
= Cs + " Vb' 14*' 
Again, the term in brackets is small, expecially since in 
this case the concentration at the interface is close to C„ , £i 
so the average concentration in the liquid at the interface 
can be taken as C^. Substituting into Eq. [45], we get 
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At E = 0 this becomes Eq. [14] of Ref. (72), which is the 
same as that of Burton, Prim, and Slichter's derivation (7). 
In an experiment, one must determine and for the 
closed system. Solving Eq. [47] for , we get 
p'(C eP'4_ 
® S' [48] 
s 
P=(eP'«- 1) 
Let Cg = A + BCg: 
C eP'* 
c - £l E pj_ ® p 
® (l-eP'G) p® 1 - eP'* ® [49] 
Consider a system at quasi-steady state, with a composition 
profile as in Fig. 1. Assume that the liquid concentration 
beyond the solute build-up near the interface is independent 
of position. When a small section is so liquified, one 
can make a mass balance at the interface, as in Pfann (48), 
Cgdz = Cgdz + dCg[L - (z+dz)l [50] 
and 
dz dC 
[51] 
L - z Cg-C; 
where the terms have their usual meanings. The build-up 
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at the interface is small compared to the total length, 
so one can use C% = Cg. Recalling that = A + BC^ , 
substituting into Eq. [51] and integrating, 
S 
1 B Cg( l -B)  - A 
(1 - B)dC 
B 
-dZ 
L - Z 
[52] 
In 
(l-B)Cg-A 
(1-B)C°-A 
= In (: - [53] 
and finally, 
. a-,,-' 
(1-B)C°-A 
[54] 
where g = Z/L, the fraction solidified. Recalling Eq. [49] 
for B, 
1 - B = 
1 + (£l - i)eP'G 1 + (o-a) s „p'6 
1 - e pHT 1 - e 
pTT [55] 
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where o = 
Ps " P*, 
*3 
Also from Eq. [49], 
so that 
^s _p'5i^ _ ,i__\ ^s [1 + (a-a) e^ "]CL - (1-a) C„ [57] 
Pn ° Po C. 
(1-B)C„-A = = 
1 _ eP'G 
Putting this into Eq. [54] 
Pg ml a Pq 
[l+(a-a) ^  eP C_ - (1-a) ^  C„ 
® Pa ^ _ ,B-1 
[l+(o-a) eP'*] C° - (1-a) C„ 
Pa ® P& ^ 
= (l-g) [58] 
If the length of the initial transient is much less than L, 
then at the end of the transient C° = C , since the extra 
o O 
solute rejected into the liquid is about equal to the 
extra solute contained in the liquid build-up. 
Taking the bulk concentration at the end of the 
transient as , Eq. [58] can then be solved for Cg , to get 
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S = 
[1 + (o-a) ^  e*'*] 
Pit [59] 
Then from Eg. [48] 
Pg (CgeP'*. C ) 
C = (1 - a) ^  — [60] 
.p'a_ 1 
and recalling Eq. [55], 
1 + (o-a)^ eP'G 
B - 1 = & [61] 
*p'a_ 1 
At E = 0, o = 0 these equations reduce to those of 
Verhoeven and Homer (72), as expected. If one can assume 
that the liquid and solid densities are the same, i.e. 
a = 0, then Eqs. [59] - [61] reduce to 
{[1-aeP'*] - (1-a) C^Xl-g)®"^ + (1-a) 
[ 6 2 ]  
[1 - aeP'*] 
(CgeP'G- c^) 
s PT 
'RC -  v-p;  
= (1 -a)—2-rç S— [631 
- 1 
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and 
1 - aeP'^ 
B-l = [64] 
eP'«- 1 
If the assumptions used here are valid, these three equations 
should predict the composition along the solidified section 
of an eutectic rod. 
One of the interesting results of Verhoeven and 
Homer's report (72) is that at sufficiently small values of 
6 one could freeze out single phase solid from near-
eutectic liquid. Since the eutectic growth equations apply 
only when the solid has an eutectic structure, they derived 
the equation 
... : 
which specifies the limiting values of , R, and 6 for 
eutectic growth. For the derivation with an electric field 
it is necessary to have two such limits, one separating the 
conditions for eutectic growth from single phase growth 
of alpha phase, and the second dividing the conditions 
between eutectic growth and single phase beta growth. With 
just mixing, the composition of the solid will always be 
on the same side of eutectic as the original composition, 
C^. With an electric field, however, the solid in principle 
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can be anything. The limiting equation tells when the 
first solid will be within the extremes of and Cg and 
when it will not be. The derivation of the correct limiting 
equation begins from 
^p-6 , ,47] 
P'C* -
which is always true. 
It is easier to work in terms of a = UE/R. Note that 
for the derivation it matters not whether UE is more 
generally given as Fp , so long as F and y are defined such 
that when a is positive the beta phase, or solute, is trans­
ported away from the interface. 
Equation [47] in terms of a is 
^(l-a)RS/D , [66, 
(l-*)Cg-Cg 
At the end of the transient Cg = C^. In point of fact the 
test for eutectic growth can be made at any point simply by 
inserting the current value of Cg , but usually the greatest 
extreme is reached at the beginning of the solidification. 
We shall require that , as otherwise eutectic 
growth is not obtained. Taking the derivation in detail. 
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[l-a)CQ-Cg]eP'* = (l-a)Cg-Cg ; 
Cg(l-eP'G) = (1-a) [Cg-C^eP'"^] [67] 
(1-a) [CL-C: eP'*] 
S r-ff l-e 
Now < Cg , so 
(1-a)[C -C eP'*I 
C < [69] 
[l-eP'^l 
First take the case where 1 - e^ < 0 ^>p'6 >0=^ a > -1 
CgXl-eP'^) > (1-a) [Cg-C^e] 
P ' 6 _ _  p . ,  _  C ^ ( l - e P ' ^ )  
, ^  > CE-CoS > Cg - -2L 
•*• 1—a 
^o ^ -p^ • 
e^ " e^ (1-a) 
Hence 
^ . C (1-e-P'*) 
^o > C^e P G + _a [70] 
1-a 
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Taking 1 - a < 0 merely switches the sign of the inequality 
twice between Eq. [69] and [70], so the final result is 
identical. For the case of a + +1, that is 1 - a + 0, one 
applies L'Hôpital's Rule to Eq. [70] to get 
Co ' Cs + 51 C, [711 
The derivation for the upper limit, with C < C- , is S p 
quite similar. Replacing C in Eq. [68] with Cg instead 
S p 
of , one gets 
(l-a)[C^eP'^-Cp] 
S > 
which in the same manner as Eqs. [69] - [71] becomes 
C < C e " °+ 2- [73] 
° ® l-a 
for all values of a. 
The extremes of p'ô 0 and p'ô + » are of interest. 
As p'6 -»• 0, one gets C > C„ and C < C„ , hence = C„. 
O O £< O Ci 
As p'6 Eqs, [70] and [72] reduce to 
C 
1=5 < T#:- 1741 
.-a 
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These limits represent the cases of complete mixing 
and no mixing, respectively. As the amount of mixing 
increases, the range of allowable compositions of tends 
to be located near , regardless of a. As the amount 
of mixing decreases to nothing the region of allowed values 
of and a increases toward the extreme ends of the range 
of eutectic compositions. Note that with no mixing and no 
body force the allowed is between C and C- , as one 
O CX p 
would expect. Figure 6 is a graph of Eqs. [70] and [73], 
with Eq. [74] also included to indicate the outer limits 
of acceptable , a combinations. 
In the eutectic equations derived above the normal 
freezing equation, Eq. [47], is used as a boundary condition. 
The normal freeze equation assumes the liquid concentration 
is uniform beyond 6 from the interface, while in the presence 
of differential body forces such as electric fields there 
may be a concentration gradient in the liquid. Although 
exact mathematical solutions are not available, one would 
like some estimate of how much error is introduced by 
ignoring this effect. 
Taking g as the dimensionless position of the interface, 
z/L, and f as a general position in the liquid, z/L, where 
f > g, suppose that is given by 
= mf + b [75] 
- 4  
- 3  
- 2  
a 
81. 2.5 38.1 
C—wt ®/c 
Fig. 6 — The limits of composition and a which can result in two phase 
eutectic structure upon solidification, as calculated for the 
Sn-?b system. Experimental conditions inside the limits will 
be two phase. The inner limits are for RÔ/D = 1., the outer 
limits for Rô/D = " 
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where m is constant, and b = b(g). Cg is now the average 
concentration at any point in the run 
1 
1=9 C^df = C B 
from which one obtains the expression for b 
m b = Cg - I (1+g) [76] 
Again performing a mass balance at the interface, g, one 
gets 
dC^(l-g) = (Ca-Cg) dg = (1-kg) C dg [77] 
which, with insertion for and b becomes 
[mdf + dCg - dg] (1-g) = (1-kg) [Cg - ^ (l-g)]dg 
[78] 
Here the use of dC^^ instead of dC^ on the left side of 
Eq. [77] results in the presence of three differentials. 
If we can take f = g and df = dg, then Eq. [78] can be 
rearranged into 
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(1-k ) (2-k ) 
dC - C dg = - m (l-g)dg [79] 
® (1-g) ® 2 
This equation may be made exact by the use of an 
integrating factor, v = (1-g)Then it is a simple 
matter to integrate and solve for Cg , and hence for 
and Cg 
C = k [F(l-g) (ke'l) + 5 IfJki (1-g) ^ _ !|(i-g) ] 
® ® (3-kg) 2 
[ 8 0 ]  
where F is constant. 
By conservation of mass 
lim 
J Cgdg = [811 
which leads to 
' = <=0 Î - (82] 
and hence the final solution 
k -1 
( ^o T " ? • (3-k]))' 
+ Y • (3_k]y * (1-9)2 - §(i-g)l [831 
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At m = 0 Eq. [83] reduces to the normal freeze equation 
A computer program has been written to compare Eqs. 
[83] and [84]. The calculations were taken over the range 
0 i g 1 0.9 in increments of 0.01. The concentration 
of each incremental section was calculated by taking the 
average of the concentration at each side of the increment. 
Table I gives a summary of the comparisons. Examination 
of Eq, [83] will show that if m is taken as a linear function 
of C , then C /C and DIF/C in Table I will be constant, 
o so o 
A similar derivation can be made for the case of 
(78) 
Cg = kc^(i-g) k-1 [84] 
= m(l-f)2 + b [85] 
In this case, following the above derivation exactly 
b = - 3 (l-g)2 [ 8 6 ]  
= F(l-g) e k -1 [87] 
so that finally 
Table I. Comparison of normal solidification for non-uniform solute profile 
with normal solidification for uniform solute profile. Cq = 1 
for all calculations 
^ Diff. in mass 
kg m g Cg Eq.[84] DIF, pet balance, pet 
Cg by Eq. [83] 
0.3 -0.1 0. 0.301 0.300 0.401 
0.34 0.401 0.401 -0.009 
0.90 1.483 1.504 -1.357 -1.026 
0.1 -0.1 0. 0.100 0.100 0.316 
0.28 0.134 0.134 0.007 
0.90 0.784 0.794 -1.349 -1.273 
Cg by Eq. [88] 
0.3 0.1 0. 0.305 0.300 1.500 
0.65 0.626 0.626 -0.010 
0.90 1.499 1.504 -0.289 0.881 
0.0656 0.1 0. 0.067 0.066 1.63 
0.78 0.270 0.270 0.001 
0.90 0.564 0.564 -0.057 1.263 
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• I - 5^) • (1-9) 
+ ^  (1-9)^ - \IX^\ ' ? • (1-9)^] [88] 
This equation for was also compared with Eq. [34] as 
shown in Table I. 
An attempt to solve the problem for the case of 
= be^^ [89] 
was not successful. 
What is a reasonable m? At steady state for a closed 
system, where a force per unit potential, F, and potential, 
W, exist, the steady-state flux balance is 
-D + yFC = 0 [90] 
Integrating and applying the condition that the total mass 
of solute is Cg , one gets 
where (j) = FpL/D. For thermal diffusion <|) = D'GL/D. The 
ratio D'/D for Pb in Sn is about 2 x 10 ^ (73), the gradient 
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used in this work was about 300°C per cm with just furnace 
heating, and the sample length was about 10 cm when 4) was 
about 6. For electrotransport, using typical values of 
U, E, and D, ()) was about 90. 
Two things help reduce 4). The derivation for the 
steady state uses D for the case of no mixing, while witli 
the electric field significant mixing is expected, while 
would raise & large factor. Secondly the derivation 
of Eq. [91] assumes that steady state in fact exists. The 
time to reach steady state for a sample length of 10 cm, 
given in Table II, can be long. It is evident that 
significant time could be required. Thus, as an approx­
imation, it should be safe to take <}), and hence any errors, 
as less than the values for steady state. If one approx­
imates Eq. [91] with Eq. [85], the value of m turns out 
to be quite close to (j). 
To summarize this chapter, a solution for the directional 
solidification of off-eutectic alloys has been derived 
to include electrotransport (Eq. [62-64]), assuming constant 
parameters D, U, and E. The effects of kinetic under­
cooling at the interface and volume change on freezing have 
been shown to be small. Equations specifying the exper­
imental conditions under which eutectic growth occurs have 
been developed (Eq. [71, 73]). Finally, the assumption 
of uniform composition in the bulk liquid, required for a 
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Table II. Time required for a closed system with dif­
ferential body force to reach 99 pet of steady 
state, adapted from Ref. 66. D = 1 x 10"5 cm^ 
per s, sample length = 10 cm 
Fp/D t 0° in days 
11.5 1 < t < 5 
7.0 5 < t < 10 
6.0 5 < t < 10 
1.55 10 < t 
0.95 10 < t 
solution of the equations, has been discussed in detail. 
The analysis suggests that this assumption will be reasonably 
well satisfied by the experimental conditions used in this 
work. 
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EXPERIMENTAL METHOD 
The starting materials for the alloys were all high 
purity: from Vulcan Materials Corp., the tin was 99.999 pet, 
the bismuth 99.998 pet, and the Cominco American lead 
99.999 pet pure. A total of 50 or 100 g of the starting 
metals was weighed out to within 0.02 pet of nominal 
composition. 
The charge was then placed in a Pyrex crucible about 
5 cm I.D. and put into a vacuum chamber. This chamber was 
evacuated and backfilled twice with helium before final 
evacuation. The pressure maintained while melting was 
less than 5 ym Hg. After the furnace had reached 400®C, the 
alloy melted in less than 15 min, but it was always left 
for at least 1/2 hr before casting. Shortly before the 
alloy was cast, a rod with a small bladed paddle on the end 
was lowered into the alloy and rotated to ensure complete 
mixing. Then the Pyrex crucible was raised to within 
about 15 cm of the top of the furnace and a 5-mm I.D. Pyrex 
tube, 60 cm in length and sealed on one end, was lowered 
until the open end rested near the bottom of the crucible. 
The vacuum system was then backfilled quickly with helium 
so the alloy would be driven up into the tube. The alloy 
in the portion of the tube outside the vacuum system froze 
almost instantly, on the order of a few seconds, while the 
portion near the vacuum seals required a somewhat longer 
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time but less than a minute. Sections from both the top 
and bottom were removed and analyzed to be absolutely sure 
that no macrosegregation had occurred. 
For the following description of the equipment 
reference is made to Pigs. 7 and 8. In making a run, 3.5 
and 4.0 g of cast alloy were cut from the master alloy. 
The sample tube was quartz and had a bottom section 2 mm 
I.D. and 3 mm O.D., which had been fused to a top section 
6 mm I.D. and 8 mm O.D. The lower section was 15 cm long 
and the top section was about 20 cm in length, while the 
over-all length was closely controlled to 35.6 cm. The 
ends were ground square and were not firepolished. 
A copper insert, covered with a thin coat of graphite 
just fitted 5 cm up inside the lower tube and rested on the 
top of a 2.5 cm diam copper support rod. "O"-rings and 
clamping plates were used to seal the tube vacuum tight at 
the bottom. The upper support for the quartz tube was a 
brass tube with a connection on one side to the vacuum 
system and a standardized "0"-ring seal to the quartz on 
the bottom. Electrical and water connections were at the 
top. A nylon plug threaded outside with the center cut out 
was placed on top of the tube so that the tube could not 
move vertically. When the preparations reached this state, 
the alloy material was cleaned with acetone and alcohol 
and placed in the tube where it dropped down to the top of 
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the quartz tube. 
Then the top plate of the water chamber was threaded 
on. The former had a hole in the center for the sample 
tube. The water chamber, or jacket, was symmetrical with 
the sample tube and copper shaft and slid up and down along 
the center-line axis. An "0"-ring and clamping plate were 
put in place on the top plate of the water jacket to seal 
the water in. This ring had to be well lubricated since 
it was the only source of longitudinal stress on the sample 
tube. Next a stainless steel tube was threaded onto the 
top clamping plate. It was 2.5 cm O.D., 2.1 cm I.D., 15 cm 
long, and filled with small bits of graphite wool. The 
steel tube and wool served to eliminate any possibility of 
free convection of air inside the pipe. 
Then the furnace support plate was brought up and 
attached to the flange on the top plate of the water chamber, 
a graphite wool pad put on, and the split half furnace put 
in position around the steel pipe. The furnace was 20 cm 
high and consisted of four half sections of grooved ceramic 
with coiled Nichrome wire in the slots. The ends of the 
commercially supplied heating sections were shortened to 
maximize the heating zone. A graphite wool and glass wool 
pad was wrapped around the tube at the top of the furnace 
to reduce air flow and heat loss. 
Finally the probe system was installed at the top of 
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the upper holder, see Fig. 7. This consisted of three 
probes, one a tantalum shaft, 1.42 mm in diam, which could 
fit all the way down to the copper insert at the bottom; a 
small 0.457 mm tungsten wire which could also reach the 
bottom; and a copper shaft 3.80 mm in diam, threaded on the 
lower end. A tungsten probe tip, 3.28 mm in diam, was 
press fitted into a copper support piece which in turn was 
threaded into the long copper shaft. The tungsten was 
about 4 cm long and slightly pointed on the end. The 
three probes were held in the upper holder, 2.5 cm in diam, 
which was sealed at each end. Water passed from the lower 
water chamber into and out of the holder at the top side, 
while the tantalum shaft and tungsten wire slid through in 
vacuum sealed tubes separated from the water. The copper 
probe was threaded into the bottom of the tube, and a 
connection was made to the current supply at the top of the 
holder on the side. This completed the assembly of the 
sample apparatus preparatory to making a run. 
The apparatus was constructed so that the water chamber 
and the bottom copper shaft were electrically grounded, 
while the upper tube support and all attached to it were 
electrically floating. The water was pumped from a 
constant level reservoir by an impeller pump through the 
lower water chamber, then through the upper brass tube 
chamber and into a drain. 
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To make a run the chamber was first evacuated to less 
than 5 pm pressure. Then the furnace was turned on and 
raised to about 600*0 in less than 4 hr. A thermocouple 
buried in the graphite wool monitored the furnace temperature. 
During this period the system was backfilled with about 
1/3 atmosphere of methane to remove oxide from the surface 
of the sample and to keep the current probe clean. After 
the furnace reached a temperature near 650*C, the tantalum 
rod was placed all the way down to the bottom. Thus, most 
of the alloy was pushed up into the upper part of the tube 
where the temperature was higher. The system was evacuated 
while the furnace continued to heat up to 725®C. After the 
rod had been in place for 1/2 hr while the furnace was at 
725*C, it was removed and the tungsten wire was put all the 
way down to the bottom. When the rod was removed, the alloy 
ran down into the small section and some bubbles formed. 
The wire was raised slowly while being rotated to remove 
these. A continuity meter was connected between the probes 
and the bottom of the copper shaft below so that it was 
possible to tell when bubbles were present. The alloy 
extended about 6 mm into the large section of the Scimple 
tube. After all the bubbles had been removed, the alloy 
was allowed to sit under vacuum at maximum temperature for 
at least 1/2 hr more, during which time more bubbles usually 
formed. 
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After the last bubbles had been removed, the system 
was backfilled with 1/3 atmosphere methane, 2/3 atmosphere 
helium to a positive pressure of 1 lb. gauge. The furnace 
and water jacket were raised for 2.5 cm to the same posi­
tion for each run at a rate between 80 and 130 ym per s. 
Care was taken to be sure continuity was maintained. Simul­
taneously the furnace temperature was lowered to 600°C. 
When the furnace and jacket were in proper position, the 
drive was shifted to the setting selected for the run and 
started at a rate between 2 and 10 ym per s. Hopefully 
the furnace temperature had dropped to 600®C at this 
point; if not the drive was halted until it did. The 
furnace setting was made manually because there was no 
point in the furnace which could be expected to maintain 
constant temperature throughout a run. 
Immediately when the current was cut in, the inter­
face position in the sample dropped down as the joule 
heating began in the sample. The temperature in the 
graphite wool rose quickly, usually to about 625®C. Then 
it slowly dropped for the duration of the run because the 
furnace had not reached its equilibrium condition and 
because the thermocouple tip was near to the probe-alloy 
contact at the start. 
The current passing through the sample was determined 
by measuring the voltage drop across a 1 ohm resistance 
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with a K-3 potentiameter. The current supply was very 
steady, but there was a warm-up period which could not be 
avoided. The result was that the current started at 40.05 
amp, rose to around 40.30 amp in 15 min, then dropped back 
a few hundredths of an amp over the duration of the run. 
It would have been possible to adjust the current to main­
tain more constant output, but it was found that when an 
adjustment was made, a band usually formed across the 
eutectic pattern of a Sn-Pb alloy, indicating a short 
transient in the rate of interface motion. 
A dial gauge marked to 0.001 in., mounted near the 
axis of the sample below the water jacket, and a timer 
reading to 0.01 s were used to measure the actual furnace 
rate of the run. The gauge extended as the furnace and 
water jacket moved up. The current and furnace temperature 
were monitored throughout. 
Two types of runs were made, "short runs" and "long 
runs." The former were Sn-Bi alloys. For these the furnace 
was raised 2.5 cm at a slow rate after the current was 
turned on and then the alloy was quenched to preserve the 
interface morphology. At the conclusion the furnace was 
turned off and within 10 s the water jacket and furnace 
were raised by hand quickly at least 2 cm to quench in the 
interface structure. Frequently the "0"-ring failed during 
the quench and water from below ran up into the graphite 
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wool in the pipe. Raising the water jacket in this manner 
was found to produce a finer structure in the quenched 
liquid than simply disconnecting the current. The long 
runs were Sn-Pb near-eutectic alloys. These were run over 
as much of the length of small tube as design permitted. 
At the end of a long run the current was disconnected and 
the furnace turned off and opened. After disassembly, the 
sample was broken out of the quartz tube by gently hammering 
it and was then given an electropolish as detailed below 
to reveal the interfaces. There was a small ring on the 
surface near the bottom of each sample which indicated the 
position of the interface at the start of the run. On the 
short runs there was another line indicating the quench 
line 2.5 cm above the current start line. On the long runs 
there was a line slightly below the top of the neck of the 
sample. The interface line in each case was marked with a. 
razor to facilitate location. 
Next the sample was sectioned for analysis and milled 
in a lathe using a 0.040 in. (1 mm) wide tool bit. For 
the short runs sections were taken from six points on the 
sample, the top, a point 2 in. above the interface, one in. 
above the interface, just below the quench interface, just 
below the previous cut, and the very bottom as shown in 
Fig. 9. All the cuts but the top one were 2 mm wide in 
order to increase the weight of the sections to facilitate 
QUENCH INTERFACE 
START 
LINE 
ANALYZED 
SECTIONS 
Fig. 9 The positions of the various interfaces and analyzed 
sections on the Sn-Bi sample 
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better chemical analysis. The sections containing the 
quenched interface were mounted and polished as described 
below for metallographic examination. Photographs were 
taken of every quenched interface. 
For the long runs sections were cut from the very top 
and then just below the large section, but still in the 
liquid region. A section was taken off the very bottom, 
below the electric field start line, then a distance of 
0.200 in. (5.08 mm) was carefully measured from the cut 
end, so that exactly 0.200 in. was cut off. Since the tool 
bit was 0.040 in. wide, this left a 0.0160 in. length 
unmilled. Both were placed in their respective sample 
bottles and the process repeated until the whole sample 
was sectioned in this manner. Each milled section of 1 mm 
weighed about 22 mg. 
For the long runs the 4 mm sections were first weighed 
to the nearest 0.01 mg, then mounted in Quik-Mount to which 
copper powder had been added to make it conductive. The 
samples were ground down first on #320 grit, then #600 grit 
silicon carbide paper. A polishing paste, Extra-Prima, was 
used to wipe away all the carbide grit on the surface and 
was then itself removed by washing the samples in soap and 
water and an alcohol rinse. After the copper part of the 
mount had been masked with Macro-Stop lacquer, the samples 
were electropolished in a 6 pet perchloric acid in methanol 
solution and kept in a bath of dry ice-acetone which 
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maintained the solution below -50°C all the time. Electro-
polishing was done at about 40 v for 1/2 to 1 min. 
Without further treatment it was immediately obvious 
under a microscope at 5OX whether a particular transverse 
section contained dendrites or not. The eutectic structure 
was very fine, with Sn appearing bright and ?b looking 
darker. Tin or Pb dendrites, with diameters many times 
larger than the lamellar spacing, showed up very clearly 
at a glance. 
If there were no dendrites in any section of the 
sample, then the milled sections from the very top and the 
very bottom, and every second milled section over the 
length, were submitted for chemical analysis. If dendrites 
appeared, the top and bottom sections were submitted, along 
with a few sections from the dendritic region, and milled 
sections from the eutectic region present. 
The technique used for the analysis of Bi was the 
spectrophotometrie method. Two different modifications 
were used in the course of the work. At first the sample 
was dissolved in aqua-regia and bromic acid was added. Then 
the tin tetrabromide was fumed off by heating. A metal 
complex color indicator, Xylenol Orange, was added. Finally 
the color density of the solution was determined by 
measuring the absorption of light at the 519 my wavelength. 
The second modification was somewhat simpler and 
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faster. The sample was dissolved in HCl containing a 
small amount of HNO^. After further additions of the two 
acids the solution contained a bismuth chloride complex 
with a known amount of nitric acid. The percent absorption 
of the solution at the 326 my wavelength was then determined 
spectrophotometrically. 
The spectrophotometric method is sensitive to the 
presence of most metals, specifically iron, while the 
HCl-HNOg modification is rather less sensitive to most 
common metallic contaminants. A completely different 
technique was used for the lead analysis. The sample was 
dissolved in HNOg containing some NaF. A buffer and NH^ 
were used to adjust the pH to 5.0 and Xylenol Orange was 
added. Then the solution was titrated with EDTA (Ethylene-
diamemetetra-acetic acid), the end point being determined 
by the change in color from pink or red to yellow. 
For the measurement of G, and the determination of 
the mixing length the system was very like that described 
in detail above. The only difference was that a thermo­
couple was inserted from below to record the temperature 
profile during solidification as shown in Fig. 7. The 
working end of the thermocouple consisted of two 0.075 mm 
thermocouple wires of Chrome1 and Constantin. After being 
coated with Pyrex, they were broken out at the end and 
welded together. This end was coated with a slurry of 
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boron nitride, then dried and baked. The completed section 
was put into a tantalum tube, 0.5 ram O.D., 0.35 mm I.D. 
which was in turn fitted at the bottom end to a small brass 
adaptor. Two 0.30 mm thermocouple wires contained in a 
stainless steel tube, 3 mm O.D., were welded to the small 
wires and the adaptor was soldered to the stainless steel. 
This resulted in a very small thermocouple tip, less 
than 0.5 mm across, electrically insulated from the melt 
but thermally quite sensitive to sudden changes in 
temperature. The bottom of the sample tube rested on the 
flanges of the small copper insert, which for this part 
of the work contained a hole just large enough to allow the 
tantalum tube portion of the thermocouple to pass. The 
thermocouple was pushed up into the melt after outgassing 
and stirring. 
Preparation for making a run was also like that 
described above. When the chamber had been backfilled and 
the furnace raised, the current was turned on, either up 
or down, and the furnace and water jacket were raised 
slowly while the output from the thermocouple was recorded 
on a strip chart as a function of time. The gradients were 
straight lines on the chart, h ruler was used to draw a 
line along each straight segment and thus obtain the gradient. 
The change in temperature as the thermocouple passed from 
tlie liquid to solid was quite easily observed. The inter-
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section of the two ruler lines was taken as the interface 
temperature. At the end of travel up, the furnace and 
water jacket were returned to the start position. 
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DETERMINATION OF MIXING LENGTH 
The mixing length, 6, enters into the equation for k^. 
Since the relationship, including the effect of electric 
field, has been derived (2, 50), it will only be outlined 
here. 
Consider the situation where an alloy is solidifying 
with convection in the liquid as shown in Fig. 1. We 
specify no mixing between the interface and 6 and complete 
mixing further from the interface. At the interface itself, 
there is equilibrium between the solid and liquid. Thus 
the liquid at that point, , is C^/k^. is held uniform, 
i.e., independent of z at all distances beyond 6 from the 
interface. 
This model of mixing is admittedly not an accurate 
representation of the facts. In the case of turbulent 
mixing there is a buffer region between the turbulent region 
and the "stagnant" region near the wall in which diffusion 
and convection both contribute to mass transport. However, 
the model has been shown to predict behavior quite well (78). 
Making a flux balance in the liquid in front of the 
solidifying interface and using the two boundary equations, 
Cj^= at 2 = 0, and C = at z = b, one can obtain 
Cfa + , p' = [92, 
1—er 
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the equation of the liquid composition between the inter­
face and 5. To obtain this result it is necessary to assume 
that quasi-steady state conditions exist, that the bulk 
liquid composition is uniform with distance beyond 6, and 
that D, U, and E are constant within the stagnant layer. 
Taking a flux balance at the interface and using 
the definitions of k and k^, one can derive 
o e 
It is clear that to use equations involving k^ it will be 
necessary either to make measurements at all experimental 
rates for both current directions or to determine 6, the 
course taken here. 
The composition at the interface depends in part on 
the direction of the electric field. Using the superscripts 
+ — 
or to indicate field direction, the difference in 
composition between and E can be given as 
which, using the equation for the liquidus curve, becomes 
k 
e 
[93] 
[94] 
[95] 
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Given experimental measurements of At^ , 6 can be determined. 
The experimental method has been described in the chapter. 
Experimental Method, Eleven runs with E positive and six 
with E negative were made successfully on an alloy of 2 pet 
Bi at a rate such that the interface was expected to be 
+ — quite stable. The difference k - k , calculated from 
e e 
Eq. [9 3], is zero when S is zero. As 6 is increased the 
difference goes through a maximum (at 6 = 0.045 cm in this 
work) which is only slightly greater than 2UE/R. The 
maximum calculated from the experimental conditions 
corresponds to a temperature difference of 2.08°C. The 
measured difference in interface temperature was 3.64*c, 
significant at the 99,9 pet confidence level. Thus, no 
value of delta could be found to satisfy Eqs. [93-95]. With 
the method used here one must assume 6 is independent of 
the direction of the electric field. If most of the mixing 
is caused by the current the assumption may be valid, but 
if mixing is largely the result of density inversions it 
will obviously be false. The results of the eutectic 
solidification work, to be discussed later, support the 
latter possibility. 
In making measurements of AT^ the temperature gradients 
in the liquid and solid were also obtained. Measurements 
were made at various rates, current directions, and furnace 
travel directions. No discernable difference in the 
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gradients could be found among any of the different 
conditions. For 64 measurements made during solidification, 
the best estimate of the gradient in the liquid was 648 ± 
4.°C per cm at the 66 pet confidence interval, the value 
used throughout this thesis. 
Central to this work was the assumption that the 
electric field had no effect on the kinetics of solidification. 
Jackson and Chalmers (32) developed a theory of solidi­
fication kinetics based on an activation model. According 
to their theory, when an electric field is imposed on the 
interface in order to move atoms toward the liquid, the 
effect is to make the atoms more likely to pass into the 
liquid than they would usually at the same temperature. 
Using likely values of mobility and electric field and 
estimates of the activation energy (32), the difference 
in equilibrium temperature for Sn is on the order of one 
part in 10^, or 0,005®C at the melting point. 
Cahn (8) developed a "diffuse interface" theory, in 
which atoms settle down from a liquid to a solid state, 
passing through a region in which they are neither wholly 
liquid nor solid. This theory suggests that the activation 
energies could be much lower than those deduced by Jackson. 
If this is true, then the electric field might produce a 
real difference in the interface temperature of a pure 
metal. Twenty-two measurements of the melting point with 
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the field positive and twenty-three measurements with the 
field negative resulted in melting points of 230.17 ± 
1.27®C and 231.37 ± 0.46®C, respectively, at the 90 pet 
confidence level. The temperatures could be low because 
of errors in calibration, but this would not effect the 
difference in melting points. Thus, a current density of 
2 1285 amp per cm does not produce a significant difference 
in the melting point of pure tin. 
Also during this work, it became relevant to ask 
whether the thermocouple significantly altered the tem­
perature profile and whether the temperature gradients 
were "real." These questions were prompted by the fact 
that the ratio of liquid gradient to solid gradient, which 
should be in the ratio of k^/k^ for tlie large gradients used 
here, was on the order of 2.1, and that at higher current 
densities it was 2.6, as opposed to the expected value of 
1.8. 
The thermocouple occupied about 6 pet of the total 
cross-section of the sample tube. To see if this change in 
cross-section had any noticeable effect on the measurements, 
a computer simulation of the experimental system was made. 
The model consisted of a tube of a metal sample with 
a thermocouple inserted part way into it along the center line 
from the bottom as shown in Fig. 10. The tube was cooled 
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Fig. 10 -- The model used to simulate the temperature 
profile in the experimental system 
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at the bottom and a current was passed through. Secondary 
effects were ignored, as were temperature variations in 
thermal conductivity and the temperature dependence of 
specific resistivity, p, beyond the first order. 
The joule heat generated internally was given by 
Since the radius of the tube was much smaller than the 
length, dT/dr was set to 0. Also, z/L was set equal to <|i, 
where L was the characteristic length, here one-half the 
over-all length. Setting 
0 = J^p = J^(a' + b'T) [96] 
Hence, at steady state, the heat flux equation was 
[97] 
L^J^b' _ ^2 
— = ^ 
k a 
2 [98,99] 
and defining 
T [100] 
T A 
Where is an arbitrary constant temperature, Eq. [97] was 
put into its simplest form, 
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^ + b^T = 0 [101] 
d(j) 
2 for which the solution is sinusoidal so long as b is 
greater than 0. 
When the simulated thermocouple tip was in the liquid, 
three such equations had to be used, one each for the liquid 
section, the liquid section with thermocouple, and the 
2 
solid section, the only difference being the value of b 
2 2 
and the ratio a /b . The six constants of integration were 
determined by use of the six boundary conditions at the 
ends of the three regions. The temperature at the thermo­
couple and the position of the interface were found from 
the conditions of constant heat flux across the thermocouple 
position and the interface. 
The procedure was to determine the various constants 
from the given system parameters and then determine the 
interface position by iteration. Prom these the constants 
of integration, the desired temperatures and the gradients 
were calculated. 
To simulate the rising of the furnace, the bottom 
temperature was specified at E, which was increased from -1 
by small increments. The top temperature likewise was 
specified to be D = 2. + E. 
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Figure 11 is a plot of a typical temperature profile 
for a thermocouple occupying 6 pet of the cross section. 
Certain interesting results are immediately apparent. The 
maximum temperature in Fig. 10 is not at the top of the 
system but somewhat below it. This was bothersome until it 
was observed than when a sample was outgassing while being 
heated by a current, bubbles always formed at a point 
rather below the top of the small tube, demonstrating that 
indeed the maximum temperature was at that point. The 
numerical computations indicated that the interface moved 
slightly faster than the dial gauge. The current density 
was greater below the tip than it would have been if the 
thermocouple had been removed. Hence, as the bottom was 
raised, the length of the thermocouple above the position 
of the lower fixed temperature decreased, slightly less 
heat was generated, and the interface moved up with respect 
to the bottom of the system. This difference was quite small 
for a thermocouple of this size in the liquid. 
In sum, for a thermocouple occupying 6 pet of the 
cross section, the error in solidification rate and in 
gradient measurement was determined to be well within 
experimental error. For large thermocouples this general­
ization does not necessarily hold. 
The largest single assumption made in preparing this 
problem was that dT/dr equalled 0, which is to say, no heat 
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11 — Temperature profile for the model shown in 
Fig, 10. From the lower left, crosses 
represent; bottom of the Scunple, interface, 
thermocouple tip, and top of the sample 
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was lost out the side wall. It was assumed that the liquid 
gradient of 1000®C/cm at the interface, observed when 
2 J = 1700 amp per cm , was real. Then by integration over 
the liquid it was found that a current density of about 
2 100OA/cm would produce this gradient. 
If heat loss through the wall was allowed, it served 
only to reduce the maximum temperature and the gradients 
overall. Specifically, in the liquid above the water jacket, 
2 increasing lateral heat loss raised a slightly and reduced 
2 2 b . Below the water jacket a was raised only a little but 
2 b became negative, making the solution in this region 
exponential instead of sinusoidal. The net result was that 
if heat loss through the wall were taken into account, the 
errors in the measurement of R and G, would be lessened or 
at least not increased. 
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RESULTS AND DISCUSSION - SINGLE PHASE 
SOLIDIFICATION 
Aside from the run number, data for each run included 
the measured rate, the observed concentration at the 
interface, the direction of the electric field, and the 
observed structure of the interface. The constants of the 
alloy system, D, k^, m^^, specific resistivity p, and U were 
determined from other research so as to be functions of T^ 
and C„. For the diffusion coefficient, a best fit of the 
Arrhenius equation was made between the two points, D = 
1. X 10 ^ cm^ per s at 232*C and the value reported by 
Niwa, Shimoji, Kado, Watanabe, and Yokokawa (44) at their 
lowest temperature to obtain D = 0.0006998 exp (4263/RT). 
The justification for this selection is given in Appendix A. 
As detailed in Appendix B, k^ and m^ were obtained from 
Verhoeven and Gibson (71), and Davidson (17). Resistivity 
was found by putting the data given by Verhoeven (67) into 
the form 
p = AR + BR • T^ + CR • C + DR • T^ • C [102] 
where AR, BR, CR, and DR are constants. Verhoeven also 
made 88 determinations of U between 5 and 20 at. pet at 
temperatures from 250 to 520°C. Of seven different multiple 
regression fits of this data the best was that which 
included T, T^, C, and C^. 
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In comparing the theory with the observations, the 
general pattern was to try to adjust the parameters so 
that a theoretical transition line on the G/C^ vs R plot 
would fall in such a way that all the runs with flat 
interfaces would be on the "flat" or stable side of the 
line, and the unstable runs would be on the unstable side. 
Usually a best straight line through this type of data is 
placed by eye. Standard least-squares analysis is in­
applicable because the points actually bracket the line 
and are not expected to fall on it. Given a run which has 
a flat interface and a specific G/C^ and R, all one can 
say is that the transition line should have a lower critical 
gradient at that rate. This may seem an obvious matter, 
but it has not apparently been made well enough before. 
Daviés (18; for example, made numerical fits on just this 
sort of data, complete with error estimates, although he 
failed to specify how he did it. His only reference to 
statistical methods (19) does not mention any means of 
obtaining that sort of result. 
To make a comparison between the data and a pair of 
theoretical transition curves, the interface temperature 
was first calculated from the equation for the solidus 
and Cg. Then k^, m, D, U, and E were found from the 
functions of T. and C . With these and the measured rate, IS
the critical G/C was computed and compared with the observed 
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value. If the calculated critical G/C was greater than 
the observed, then the expected interface structure was 
broken; if less, then it was expected to be flat. The 
observed and expected interface structures were next 
compared. If both were the same, then the run was "OK". 
If the observation was flat while the prediction was broken, 
then the run was "MORE" stable; if the observed interface 
was broken while the prediction was for flat, the run was 
"LESS" stabe. Table III shows this relationship. The runs 
with E positive and negative were considered separately. 
Table III. The relationship between the theoretically 
predicted and the observed interface structure, 
and hence between the stability of the 
observations and the predicted stability 
Predicted 
morphology 
F B 
Observed F OK MORE 
Morphology B LESS OK 
Making this comparison for all the data, one obtains 
the information contained in Tables IV and V. The number 
of "MORE" and "LESS" runs for E positive and E negative 
were used to form an M/L matric, shown in Table VI. The 
Table IV. Calculations on the Sn-Bi data with the electric 
field positive. G/Cg crit is the critical 
G/Cs calculated from R, mj,, k^, D, Ui2f and E, 
with the interface temperature derived from the 
solidus slope and the observed Cs. The parameters 
used in the calculations were those determined 
from other research 
Run # 
Rate 
Vi/s wt.pct Ti D 
2#26 3.850 6.19 204. 9 -1.579 .32 . 785G5E-05 
2#52 3.G79 4.37 212. 8 -1.468 .30 .84538E-U5 
2#b« 3.012 4.47 212. 4 -1.473 .30 .84236E-U5 
3#03 3.38G 3.82 215. 2 -1.438 .30 .8G412E-Û5 
3#15 2.482 6.42 203. 9 -1.594 .32 .77826R-05 
3#28 1.993 5.26 208. 9 -1.520 .31 .81596E-05 
3#32 3. 650 4.14 213. 8 -1.455 .30 .85329E-Û5 
5#55 3. 722 3.28 217. 6 -1.409 .30 .38258E-05 
3#39 3.784 2.88 219. 3 -1.388 .29 .89G55E-05 
3#56 2.011 2.13 222. 6 -1.352 .29 .92258E-05 
3#69 2.344 8.00 196. 9 -1.707 .33 .72834E-05 
3.748 2.95 219. 0 -1.392 .29 .89378E-U5 
if#09 3.825 3.22 217. 8 -1.406 .30 .88464E-J5 
4#1U 3.o29 4.08 214. 1 -1.452 .30 .85525E-U5 
_ _ ^ = 0.303; mji = -1.474; T; = 212.8; 
E - 0.0681; Ui2 = 1.426; D = 0.846E-05. Total no. is 14; 
no. more; 5; no. less: 1. 
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Sign G/Cg G/Cg Int. Int. 
U,2 E of E Obs. Crit. Obs. Exp. Stability 
1 .  4 U 4  . 0 7 2  P O S  1 0 4 . 5  2 1 9 . 9  F  B  M O R E  
1 . 4 3 8  .  0 6 9  P O S  1 4 7 . 9  1 9 5 . 1  B  B  o k  
1 .  4 3 7  .  0 6 9  P U S  1 4 4 .  9  1 6 9 . 2  F  B  M O R E  
1 . 4 4 2  . 0 6 8  P O S  1 6 9 . 4  1 7 8 . 9  F  B  M O R E  
1 . 3 0 8  . 0 7 3  P O S  1 0 0 . 8  1 6 1 . 7  B  B  o k  
1 . 4 2 C  . 0 7 1  P O S  1 2 3 . 0  1 3 3 . 1  B  B  o k  
1 . 4 4 0  . 0 6 9  P O S  1 5 6 . 3  1 9 1 .  9  F  B  M O R E  
1 . 4 4 2  . 0 6 7  P O S  1 9 7 . 3  1 8 7 . 6  F  F  o k  
1 . 4 4 0  .  0 6 7  P O S  2 2 5 .  0  1 8 6 .  9  B  F  L E S S  
1 . 4 3 2  . 0 6 5  P C S  3 0 3 . 8  1 1 7 . 5  F  F  o k  
1 . 3 3 9  . 0 7 5  P O S  8 0 . 8  1 6 7 . 3  F  B  M O R E  
1 . 4 4 1  . 0 6 7  P O S  2 1 9 . 0  1 8 6 .  2  F  F  o k  
1 . 4 4 2  . 0 6 7  P O S  2 . 0 0 .  9  1 9 1 . 0  F  F  o k  
1 . 4 4 1  .  0 6 9  P O S  1 5 8 . 5  1 9 8 . 4  B  B  o k  
Table V. Calculations on the Sn-Bi data with the electric 
field negative. Again, the parameters were the 
best fit values from other research. 
R u n  #  
R a t e  
u / s  
^ s  
w t  p e t  T  .  1  m g ^  k o  D  
3 . 8 9 1  1 .  7 8  2 2 4 . 1  - 1 .  3 3 5  .  2 8  . 9 3 4 J 4 E - U 5  
2 # 2 4  i . 5 3 1  3 . 4 0  2 1 7 . 1  - 1 .  4 1 5  . 3 0  .  8 7 8 4 6 E - 0 5  
2 # 2 S  3 .  d 7 c l  5 . 2 7  2 0 8 . 9  - 1 .  5 2 1  . 3 1  . 8 1 5 0 3 E - 0 5  
2 # 2 6  7 . 7 1 3  1 . 8 7  2 2 3 . 7  - 1 .  3 3 9  .  2 8  . 9 3 1 7 5 E - 0 5  
2 # 6 0  6 . 9 5 7  2 . 3 7  2 2 1 . 5  - 1 .  3 6 4  . 2 9  . 9 1 3 9 7 E - 0 5  
2 # U 1  4 . 4 8 5  5 . 8 7  2 0 6 . 2  - 1 .  5 5 8  . 3 1  . 7 9 5 8 5 E - 0 5  
2 # G 2  3 . 5 6 4  8 . 5 6  1 9 4 . 5  - 1 .  7 5 0  .  3 3  . 7 1 1 3 0 E - 0 5  
2 # b 9  2 .  y a b  5 . 1 3  2 0 9 . 5  - 1 .  5 1 3  . 3 1  . S 2 0 Û 8 E - 0 5  
2 # 7 1  5 . 5 3 2  5 .  1 7  2 0 9 . 3  - 1 .  5 1 5  . 3 1  . 8 1 8 9 2 E - 0 5  
2 # 7 2  8 . 2 6 7  2 .  2 0  2 2 2  . 3  - 1 .  3 5 5  .  2 9  . 9 2 0 1 1 E - 0 5  
3 # 0 4  5 . 1 U 8  3 . 2 6  2 1 7 . 7  - 1 .  4 0 8  . 3 0  . 8 8 3 2 6 E - 0 5  
3 # U 5  8 . 3 4 7  1 . 3 7  2 2 5  . 9  - 1 .  3 1 6  . 2 8  . 9 4 9 5 4 E - Û 5  
3 # i 2  5 . U Û 3  2 . 4 8  2 2 1 . 1  - 1 .  3 6 9  . 2 y  . 9 1 Ô 3 O E - 0 5  
3 # 1 U  3 . 3 2 8  2 . 6 9  2 2 0 . 2  - 1 .  3 7 9  .  2 9  . 9 0 2 9 8 E - 0 5  
3 # 2 7  6 . 0 7 7  4 .  0 4  2 1 4 . 3  - 1 .  4 5 0  . 3 0  . 8 5 6 6 7 E - J 5  
3 # 3 0  8 . 1 6 5  3 . 5 2  2 1 6 . 5  - 1 .  4 2 2  . 3 0  . 8 7 4 3 5 E - 0 5  
3 # 3 3  8 . 2 3 4  . 9 3  2 2 7 . 9  - 1 .  2 9 7  .  2 7  . 9 G 5 4 1 E - 0 5  
3 # 3 4  8 . 2 6 9  2 . 2 4  2 2 2 . 1  - 1 .  3 5 7  .  2 9  . 9 1 8 7 1 E - 0 5  
3 # 4 2  5 . 9 9 1  2 . 8 1  2 1 9 . 6  - 1 .  3 8 5  . 2 9  . 8 9 8 8 1 E - 0 5  
3 # 4 3  5 . 8 0 8  3 . 5 4  2 1 6 . 4  - 1 .  4 2 3  . 3 0  . 8 7 3 4 9 E - Û 5  
3 # 4 5  5 . 7 1 2  2 . 7 6  2 1 9 . 9  - 1 .  3 8 3  . 2 9  . 9 0 0 5 4 E - 0 5  
3 # 4 7  5 . 6 5 9  2 . 3 3  2 2 1 . 7  - 1 .  3 6 2  . 2 9  . 9 1 5 3 8 E - 0 5  
3 # 4 d  5 . 5 2 5  2 . 4 9  2 2 1 . 0  - 1 .  3 6 9  .  2 9  . 9 0 9 7 8 E - 0 5  
3 # 4 9  5 . 3 5 5  2 . 5 1  2 2 0 . 9  - 1 .  3 7 0  .  2 9  . 9 0 9 0 8 E - 0 5  
3 # 5 0  5 . 2 5 4  3 . 2 6  2 1 7 . 7  - 1 .  4 0 8  . 3 0  . a 8 3 2 6 E - 0 5  
3 # 5 7  5 . 3 7 5  5 . 7 9  2 0 6 .  6  - 1 .  5 5 3  . 3 1  . 7 9 8 5 4 E - 0 5  
3 # 5 8  3 . 5 2 2  1 0 . 9 0  1 8 4 . 3  - 1 .  9 6 0  . 3 5  . 6 4 1 9 6 E - 0 5  
5 . 0 7 /  6 . 2 9  2 0 4 . 4  - 1 .  5 8 5  . 3 2  . 7 8 2 2 7 E - 0 5  
3 # & 0  4 . 9 2 9  U .  8 4  2 0 2 . 0  - 1 .  6 2 2  . 3 2  . 7 6 4 8 5 E - 0 5  
3 # G 1  3 . 0 1 0  8 . 5 2  1 9 4 . 7  - 1 .  7 4 7  . 3 3  . 7 1 2 3 7 E - 0 5  
3 # G 2  3 . 1 9 3  5 . 8 4  2 0 6 . 4  - 1 .  5 5 6  .  3 1  . 7 9 b 9 8 E - 0 5  
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Sign G/Cg G/Cg Int. Int. 
E of E Obs. Crit. Obs. Exp. Stability 
1 . 4 2 G  .  0 G 5  M E G  3 6 3 . 5  9 7 . 3  F  F  o k  
1 . 4 4 2  .  0 L 7  M E G  1 9 0 . 3  1 1 .  6  F  F  o k  
1 .  4 2 G  .  0 7 1  N E G  1 2 2 .  8  1 1 0 . 8  F  F  o k  
1 .  4 2 8  .  0 6 5  N E G  3 4 6 .  0  2 3 5 . 9  F  F  o k  
1 . 4 3 6  .  0 6 6  N E G  2 7 2 . 4  2 1 0 . 7  F  F  o k  
1 .  4 1 3  .  0 7 2  M E G  1 1 0 . 1  1 4 0 . 7  F  B  M O R E  
1 . 3 1 3  . 0 7 6  N E G  7 5 .  6  1 2 1 . 9  B  B  o k  
1 . 4 2 6  .  0 7 0  N E G  1 2 6 . 0  7 3 . 5  F  F  o k  
1 . 4 Z 8  .  0 7 1  . J  E G  1 2 5 . 1  1 7 8 . 5  B  B  o k  
1 . 4 3 3  . 0 6 5  M E G  2 9 4 .  1  2 5 7 . 6  F  F  o k  
1 .  4 4 2  .  0 6 7  N E G  1 9 8 . 5  1 4 7 . 1  F  F  o k  
1 .  4 1 8  .  0 6 4  N E G  4 7 2 . 3  2 5 8 . 6  F  F  o k  
1 .  4 3 7  . 0 6 6  N E G  2 6 0 . 9  1 3 9 . 4  F  F  o k  
1 . 4 3 9  .  O b b  N E G  2 4 0 . 5  7 8 . 1  F  F  o k  
1 . 4 4 1  . 0 6 9  N E G  1 6 0 . 1  1 9 0 . 1  B  B  o k  
1 .  4 4 2  .  0 6 8  N E G  1 8 3 .  8  2 6 5 . 7  B  B  o k  
1 . 4 0 G  .  0 6 3  N E G  6 9 7 . 2  2 5 9 . 1  F  F  o k  
1 . 4 3 4  .  0 6 5  N E G  2 8 8 .  8  2 5 7 . 9  F  F  o k  
1 .  4 4 0 '  .  Û Ô U  N E G  2 3 0 .  2  1 7 7 . 6  B  F  L E S S  
1 .  4 4 2  .  0 6 8  N E G  1 8 2 . 5  1 7 5 . 7  F  F  o k  
1 . 4 3 9  .  0 6 6  N E G  2 3 4 . 4  1 6 6 .  9  F  F  o k  
1 .  4 3 5  .  0 6 6  N E G  2 7 7 . 1  1 6 2 . 9  F  F  o k  
1 .  4 3 7  .  0 6 6  N E G  2 5 9 . 3  1 5 8 . 7  F  F  o k  
1 .  4 3 7  .  0 6 6  N E G  2 5 7 . 3  1 5 2 . 5  F  F  o k  
1 . 4 4 2  .  0 6 7  N E G  1 9 8 . 5  1 5 2 . 6  F  F  o k  
1 .  4 1 5  .  0 7 2  N E G  1 1 1 .  7  1 7 8 . 0  B  B  o k  
1 .  1 7 7  .  0 8 0  N E G  5 9 . 4  1 4 5 . 3  B  B  o k  
1 .  4 0 2  .  0 7 2  N E G  1 0 2 .  8  1 7 0 . 2  R  B  o k  
1 .  3 u 4  . 0 7 3  N E G  9 4 .  6  1 6 9 . 3  B  B  o k  
1 . 3 1 5  .  0  7  u  N E U  7 5 .  9  9 4 . 2  B  B  o k  
1 . 4 1 4  . 0 7 2  N E G  1 1 0 . 8  i > 5 .  2  3  F  L E S S  
Table V. (continued) 
Run # 
Rate 
y/s 
^s 
wt pet Ti ^o D 
3#70 2.599 5.87 206. 3 -1.558 .31 . 79617F.-05 
3#71 4.49U 4.53 212. 1 -1.477 .30 .84018E-J5 
3# 72 8.384 2. 65 220. 4 -1.377 .29 . 90454F.-05 
3#73 8.282 1.21 226. 6 -1.309 .27 .95527E-05 
3#74 8.158 2.11 , 222. 7 -1.351 .29 .92310E-U5 
k#02 8.430 1.90 223. 6 -1.341 .28 .930G9E-05 
4#03 8.496 1.50 225. 4 -1.322 .28 .94490E-05 
4#11 4.69/ 4.26 213. 3 -1.462 .30 .84941E-Û5 
4#l4 4.518 4.31 213. 1 -1.465 .30 .84756C-05 
U#15 4.504 3.85 215. 1 -1.439 .30 .86310E-Û5 
4#1G 4.488 6.28 204. 5 -1.584 . 32 .78275E-05 
4#20 4.577 3.96 214. 6 -1.445 .30 .85937E-05 
4#21 4.G23 4.37 212. 8 -1.468 .30 . 84538E-05 
4#22 4.540 4.65 211. 6 -1.484 .31 .83634E-05 
4#23 4.49b 4.43 212. 5 -1.472 .30 .84337E-05 
k*2k 4.460 3. 48 216. 7 -1.420 .30 .87555E-Û5 
Averages; ko = .300, = -1.454, = 214.7, 
E = .0684, U = 1.419, D = .861E-05. Total no. is 47, 
no. more; 1, no. less: 8. 
Averages for both E positive and E negative: 
ko = .301, = -1.459, Ti = 214.2, E = .0685, 
U = 1.421, D = .858E-05. Total no. is 61. 
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^22 E of E Obs. Crit. Obs. Exp. Stability 
1 .  4 1 3  . 0 7 2  N E G  1 1 0 .  3  
1 .  4 3 7  .  0 6 9  N E G  1 4 2 .  8  
1 .  4 3 8  .  0 6 C  N E G  2 4 4 .  6  
1 .  4 1 4  .  0 6 4  N E G  5 3 4 .  7  
1 .  4 3 2  .  0 6 5  N E G  3 0 5 .  9  
1 .  4 2 9  . 0 0 5  N E G  3 4 0 .  5  
1 .  4 2 1  . 0 6 4  N E G  4 3 1 .  3  
1 .  4 3 9  .  0 0 3  N E G  1 5 2 .  1  
1 .  4 3 9  .  0 6 9  N E G  1 5 0 .  1  
1 .  4 4 2  .  0 6 8  N E G  1 6 8 .  1  
1 .  4 0 2  . 0 7 2  N E G  1 0 3 .  0  
1 .  4 4 1  .  0 6 8  N E G  1 6 3 .  4  
1 .  4 3 8  .  0 6 9  N E G  1 4 7 .  9  
1 .  4 3 5  . 0 7 0  N E G  1 3 9 .  3  
1 .  4 3 3  .  0 6 9  N E G  1 4 5 .  9  
1 .  4 4 2  .  0 6 8  N E G  1 8 5 .  7  
5 9 .  9  F  F  o k  
1 3 1 . 0  B  F  L E S S  
2 6 5 . 2  B  B  o k  
2 5 7 . 1  F  F  o k  
2 5 3 . 1  B  F  L E S S  
2 6 2 . 0  F  F  o k  
2 6 3 .  7  F  F  o k  
1 3 7 . 4  F  F  o k  
1 3 0 . 7  B  F  L E S S  
1 2 7 . 4  B  F  L E S S  
1 4 4 . 3  B  B  o k  
1 3 4 .  7  F  F  o k  
1 3 5 . 3  F  F  o k  
1 3 3 . 7  B  F  L E S S  
1 3 0 .  6  B  F  L E S S  
1 2 3 .  7  F  F  o k  
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Table VI. The M/L matric which results when all the 
constants are set at the best determined values 
-5 2 from other work. D = 0.85797 x 10 cm per s, 
E = 0.0685 V per cm, and = -0.001421 cm^ 
per v-s 
E pos E neg 
M 5 1 
L 1 8 
The problem now is to convert this matrix into some form 
which gives a measure of the extent of agreement between 
prediction and observation. One is faced here with a 
non-parametric type of data resulting in a problem common 
to social science research (4 7, 57). To obtain a statis­
tical measure of the quality of each selected fit, a 
modification of the binomial, or sign test, was chosen. 
In the sign test (79) no assumptions were made about the 
population from which the sample was drawn, in particular 
assumptions of normal distribution and constant variance. 
The sign test is computed from a binomial distribution 
(79) 
k 
P.[i 1 k] = Z b(i,n) < % [103] 
^ i=0 
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where a is the significance level and b(i,n) is given by 
n! , 
b(i,n) = [104] 
i!(n-i)! 
where the observed M/L distribution is k/(n-k), n is the 
total number, is the probability of obtaining a given 
M/L pair (as 5/1 for E pos from Table VI), or a more 
extreme distribution. 
By using in Eq. [104] one is actually assuming 
that the probability, p, of a run being MORE stable, or a 
run being LESS stable, is one half. If the probability of 
a particular distribution is sufficiently small, then some 
non-random factor is probably involved. Usually the 
result is given in terms of a confidence interval, C.I. = 
(1-2%) X 100 pet. Essentially then, P is the probability 
that the observed distribution, or a more extreme one, 
could occur by chance alone, assuming p = ^. The probability 
of two such distributions occurring simultaneously, in 
either order, is 
P^ = 2Pjl X Pg [105] 
The overall confidence interval, C.I., is calculated, 
using P^ in Eq. [104]. In applying this to the work at 
hand, if the theoretical line deviates from the "true" 
transition line, then there will be a preponderance of 
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either M's or L's. If the difference is large enough, 
then one can reject the fit on statistical grounds alone. 
Conversely, the fit with the lowest C.I. is most likely to 
be close to the "true" transition line. 
Consider again Eq. [14]. Written in the form 
1 (-mu) (l-ko)R UB 
[106] 
one can better visualize the effects of altering the terms 
in the M/L matrix. When |UE| is less than predicted, then 
the system will be more stable when E is positive and less 
stable when E is negative than theoretically expected. In 
this situation the G/C^ vs R plot will appear as in Fig. 
12a, and the diagonal terms will be largest as in Table VI. 
Conversely, if |UE| is larger than predicted the G/C^ vs R 
plot will appear as in Fig. 12b, and the off-diagonal 
terms will be largest. If {-m^)/GD is larger (smaller) 
than predicted, then the situation shown in Fig. 12c (12d) 
holds and the M elements are largest (smallest). Incorrect 
predictions of can have any of the above results, 
depending on the value of k^. Setting all the constants 
to their best determined values resulted in the matrix in 
Table VI, which indicated that Fig. 12a described the 
situation. The actual data are presented in Fig. 13 for 
E positive and Fig. 14 for E negative. Figure 15 presents 
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Fig. 12a — Diagonal elements 
of the M/L matrix 
largest 
Fig. 12b — Off-diagonal 
elements 
largest 
Fig. 12 
M components 
largest 
Vi xg. 12d — L components 
largest 
Possible relationships between the predicted 
stable-unstable transition (solid lines) and 
the observed transition (dotted lines). 
Above a transition line an interface should 
be stable, below it, unstable. In each case 
the upper pair of lines is for E positive, 
the lower pair for E negative 
700 
i 
o 
I 
(A 
4 ?  
o 
0 
1 r 
V FLAT INTERFACE 
BROKEN INTERFACE 
± I ± 
U R- / i / s  
Fig. 13 -- Data for E positive. The solid line is the predicted stable 
unstable transition curve. The dotted curve is the best fit 
of the observations. The observations are expected to be 
stable above the line, unstable below it 
10 
V FLAT  INTERFACE 
A BROKEN INTERFACE 
0 
14 — 
R  —  / s  
Data for E negative. The solid line is the predicted stable 
unstable transition curve. The dotted line is from the 
best fit of the observations 
0 
0 R-fi/s 10 
Fig. 15 — Comparison of the predicted stable-unstable transition curves 
(solid lines) and the experimentally determined best fit 
(dotted lines). The upper pair of lines is for E positive 
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the theoretical predicted curves and the best fit lines 
through the observations. Although the transition lines 
are not straight because the interface temperature changes 
with Cg, the similarity to Fig. 12a is clear. The probability 
of obtaining this matrix by chance alone is 0.004; the C.I. is 
99.2 pet. Hence one can be 99.2 pet sure of the statement, 
"the theoretical predictions do not correctly predict the 
experimental observations." 
Some terms must be changed to obtain a good fit of 
the theoretical predictions of the data. Because so many 
parameters are functions of temperature and composition, 
there are a large number of possibilities. The solidus 
line is linear; the liquidus is quadratic, Eq. [102] contains 
four constants; D contains two; and the temperature and 
composition dependence of U adds five more constants for 
a total of 16. The determination of D was considered weak, 
and the initial matrix indicated clearly that UE had to be 
changed in order to improve the fit, so D^, the pre-
exponential factor, and U were chosen as the terms to adjust, 
U was adjusted by altering all 5 constants in U(C,T) 
coefficients simultaneously by the same factor. 
First U was changed. Decreasing U rapidly improved the 
quality of the fit, as indicated by the increase in and 
decrease in the C.I., shown in Table VII. Simultaneous 
adjustments in and U resulted in still more improvement. 
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Table VII. The effect on the M/L matrix when U]^2 is 
altered. Dq = 0.6998 x 10"3 cm^ per s, D = 
0.858 X 10-3 cm^ per s. The matrix form results 
from the combination of the columns headed 
E pos and E neg 
__ E Pos E Neg Q C.I. 
M/L M/L ' t (pet) 
-0.00142 5/1 1/8 0.004 99.1 
-0.00112 4/2 2/7 0.062 87.6 
-0.00074 4/2 5/4 0.344 31.2 
-0.00067 3/2 5/3 0.363 27.3 
-0.0006 3/2 5/3 0.363 27.3 
shown in Table VIII. 
Two questions naturally arise at this point. First, is 
the result significantly different than assuming U = 0, 
that is, can a reasonable fit be obtained when the electric 
field is ignored? Table IX gives the results of adjusting 
D to obtain a best fit in this case. The best fit has a 
o 
C.I. of 55 pet. 
Second, what values of the adjusted constants do 
produce good agreement with the observations? The values of 
D and U which result in a fit with the C.I. less than 
o 
30 pet are given in Table X. The fit which produced the 
highest probability and the lowest confidence interval is 
compared with the observations in Tables XI and XII. 
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Table VIII. The effect of adjustment of D when is 
near the optimum 
_ °o _ E Pos E Neg ^ C.I. 
U^2 (103) D MA M/L ' t (pet) 
-0.00075 0.5869 0.720 6/1 11/0 0. 000 100.0 
-0.00075 0.66025 0.809 4/2 8/3 0. 078 84.4 
-0.00075 0.69693 0.854 4/2 5/4 0. 344 31.2 
-0.00075 0.6998 0.858 4/2 5/4 0. 344 31.2 
-0.00075 0.7100 0.870 3/2 5/4 0. 500 0. 
-0.00075 0.7200 0.883 3/2 5/5 0. 623 — —  (  —  25) 
-0.00075 0.7300 0.895 3/2 5/5 0. 623 (  —  25) 
-0.00075 0.7400 0.907 3/2 4/6 0. 377 24.6 
-0.00075 0.7500 0.920 3/2 4/6 0. 377 24 .6 
-0.00075 0.7600 0.932 2/2 3/7 0. 236 52.7 
-0.00075 0.7703 0.944 2/2 1/7 0. 048 90.3 
-0.00075 0.8070 0.989 2/3 1/8 0. 020 96.1 
-0.00067 0.5869 0.720 5/1 11/0 0. 000 100.0 
-0.00067 0.6998 0.858 3/2 5/3 0. 363 27.3 
-0.00067 0.7278 0.892 3/2 5/4 0. 500 0 . 
-0.00067 0.7336 0.899 3/2 5/5 0. 623 ' —  (  —  25) 
-0.00067 0.7500 0.920 2/2 5/5 0. 857 —  -  ( -71) 
-0.00067 0.7600 0.932 2/2 4/6 0. 518 ( _  4) 
-0.00055 0.6998 0.585 3/2 5/3 0. 363 27.3 
-0.00055 0.7138 0.875 3/2 5/3 0. 363 27.3 
-0.00055 0.7336 0.899 2/2 5/4 0. 687 -,— (- 37) 
-0.00055 0.7698 0.944 2/3 4/6 0. 377 25.6 
^hile strictly speaking confidence intervals cannot 
be negative, the calculated values are included for 
comparison. 
Table IX. The effect on the M/L matrix when U._ is zero. 
No good fit is obtainable 
Go D E POS E Neg D t C.I. 
0.55984 0.68637 4/2 17/0 0.000 100.0 
0.59483 0.72972 3/2 16/0 0.000 100.0 
0.62982 0.77217 3/2 15/0 0.000 100.0 
0.66481 0.81507 2/3 12/0 0.000 99.9 
0.6998 0.85797 2/4 10/2 0.013 97.3 
0.70680 0.86655 2/4 8/2 0.038 92.5 
0.71380 0.87513 2/4 8/2 0.038 92.5 
0.72079 0.88371 2/4 7/2 0.062 87.6 
0.72779 0.89229 2/4 7/2 0.062 87.6 
0.73479 0.90087 2/4 6/3 0.175 85.1 
0.74179 0.90944 2/4 6/3 0.175 65.1 
0.75578 0.92660 2/4 6/3 0.175 65.1 
0.76978 0.94376 2/5 6/3 0.115 77.0 
0.78378 0.96092 2/5 5/3 0.165 67.1 
0.80477 0.98666 2/5 5/3 0.165 67.1 
0.83976 1.0296 2/5 5/4 0.227 54.7 
0.87475 1.0725 2/5 2/6 0.065 86.9 
0.90974 1.1154 2/5 2/8 0.025 95.0 
0.94473 1.1583 2/5 1/9 0.005 99.0 
Table X. Summary of those fits with a confidence interval less than 30 pet 
Do, Do _ 
u (10-3) (10-5 cm2 E Pos E Neg o 
- 4- C.I. 
(cm2/v-s) cm'^ per s per s) M/L M/L t (pet) 
-0.00067 0.6998 0.858 3/2 5/3 0.363 27.3 
-0.00055 0.6998 0.858 3/2 5/3 0.363 27.3 
-0.00075 0.7100 0.870 3/2 5/4 0.500 0. 
-0.00075 0.7200 0.883 3/2 5/5 0.623 (-25) 
-0.00075 0.7300 0.895 3/2 5/5 0.623 (-25) 
-0.00075 0.7400 0.907 3/2 4/6 0.377 24.6 
-0.00075 0.7500 0.920 3/2 4/6 0.377 24.6 
-0.00067 0.6998 0.858 3/2 5/3 0.363 27.3 
-0.00067 0.7278 0.892 3/2 5/4 0.500 0. 
-0.00067 0.7336 0.899 3/2 5/5 0.623 -(-25) 
-0.00067 0.7500 0.920 2/2 5/5 0.857 (-71) 
-0.00067 0.7600 0.930 2/2 4/6 0.518 (- 4) 
-0.00055 0.6998 0.850 3/2 5/3 0.363 27.3 
-0.00055 0.7138 0.875 3/2 5/3 0.363 27.3 
-0.00055 0.7336 0.899 2/2 5/4 0.687 (-37) 
-0.00055 0.7698 0.944 2/3 4/6 0.377 25.6 
Accepted best fits 
-0.00075 0.725 0.889 3/2 5/5 0.623 — — ( — 25) 
-0.00067 0.7336 0.899 3/2 5/5 0.623 (-25) 
-0.00067 0.7500 0.920 2/2 5/5 0.857 ( -71) 
-0.0006 0.7336 0.899 2/2 5/4 0.687 (-37) 
Table XI. Calculations on the Sn-Bi data with the electric 
field positive. The value of Dq and the average 
of U22 have been adjusted to obtain the best 
statistical fit of the data 
Rate ""s 
Run # y/s wt pet T^ D 
2 # 2 b  3 .  8 5 6  L i .  1 9  2 0 4 .  9  - 1 .  5  7 9  . 3 2  . 8 4 2 0 1 E - Û 5  
2 # 5 2  3 .  u 7 y  4 .  3 7  2 1 2 .  8  - 1 .  4 6 8  . 3 0  . 9 0 6 0 2 E - U 5  
2 # 6 8  3 .  0 1 2  4 .  4 7  2 1 2 .  4  - 1 .  4 7 3  . 3 0  . 9 0 2 7 9 E - 0 5  
3 * 0 3  3 .  3 8 6  3 .  82 2 1 5 .  2  - 1 .  4 3 8  . 3 0  . 9 2 6 1 1 E - 0 5  
3 # 1 5  2 .  482 1 5 .  4 2  2 0 3 .  9  - 1 .  5 9 4  . 3 2  . 8 3 4 0 8 E - Q 5  
3 # 2 8  1 .  9 9 3  5 .  2 6  2 0 8 .  9  - 1 .  5 2 0  . 3 1  . 8 7 4 4 9 E - 0 5  
3 # 3 2  3 .  6 5 0  4 .  1 4  2 1 3 .  8  - 1 .  4 5 5  . 3 0  . 9 1 4 5 0 E - 0 5  
3 # 3 5  3 .  7 2 2  3 .  2 8  2 1 7 .  6  - 1 .  4 0 9  . 3 0  . 9 4 5 8 9 E - 0 5  
3 # 3 9  3 .  78k 2 .  8 8  2 1 9 .  3  - 1 .  3 8 8  . 2 9  . 9 6 Û 8 7 E - 0 5  
3 # 5 b  2 .  O i l  2 .  1 3  2 2 2  .  6  - 1 .  3 5 2  . 2 9  . 9 8 8 7 G E - U 5  
3 # G 9  2 .  3kk 8 .  0 0  1 9  G .  9  - 1 .  7 0 7  . 3 3  . 7 8 0 5 9 E - 0 5  
3 .  7 4 8  2 .  9 5  2 1 9 .  0  - 1 .  3 9 2  .  2 9  . 9 5  7 9 0 E - J 5  
3 .  8 2 5  3 .  2 2  2 1 7 .  8  - 1 .  4 0 6  . 3 0  . 9 4 8 1 Û E - 0 5  
U # 1 0  3 .  8 2 9  4 .  08 2 1 4 .  1  - 1 .  4 5 2  . 3 0  . 9 1 G Û 0 E - 0 5  
Averages*. kg = .303; m = -1.474; Ti = 212.8; 
E = .0691; U12 = .672; D = .907E-05. Total no. is 14, 
no. more: 2; no. less: 2. 
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U^2 E of E Obs. Crit. Obs. Exp. Stability 
6 G 2  .  0 7 2  P O S  1 0 4 . 5  1 7 9 . 5  F  B  M O R E  
t / 8  .  0 6 9  P O S  1 4 7 . 9  1 5 8 . 0  B  B  o k  
6 7 8  .  0 6 9  P U S  1 4 4 . 9  1 3 3 . 8  F  F  o k  
G i i O  .  0 6 8  P O S  1 6 9 . 4  1 4 3 . 5  F  F  o k  
6 5 9  .  0 7 3  P O S  1 0 0 . 3  1 2 5 . 1  R  B  o k  
6 7 2  . 0 7 1  P O S  1 2 3 .  0  9 9 . 4  B  F  L E S S  
0 7 9  .  0 6 9  P O S  1 5 6 . 3  1 5 5 . 3  F  F  o k  
6 8 0  .  0 6 7  P O S  1 9 7 . 3  1 5 2 . 1  F  F  o k  
6 7  9  .  0 6 7  P O S  2 2 5 . 0  1 5 1 . 9  B  F  L E S S  
6 7 5  .  0 6 5  P O S  3 0 3 . 8  8 7 . 8  F  F  o k  
6 3 1  .  0 7 5  P O S  8 0 . 8  1 2 9 . 2  F  B  M O R E  
6 7 9  .  0 6 7  P O S  2 1 9 . 0  1 5 1 . 1  F  F  o k  
b d O  .  0 6  7  P O S  2 0 0 .  9  1 5 5 . 4  F  F  o k  
6 7 9  . 0 6 9  P O S  1 5 8 . 5  1 6 1 .  4  B  B  o k  
Table XII. Calculations on the Sn-Bi data with the electric 
field negative. The value of D© and V12 have 
again been adjusted to obtain the best 
statistical fit to the observations 
Rate 
C 
s 
Run # y/s wt pet Ti ko D 
2#2U 3.b9i 1.78 224.1 -1.335 .28 . 10020E-04 
2#2U 1.531 3.40 217.1 -1.415 .30 .941475-05 
2#25 3.878 5.27 208.9 -1.521 .31 .87413E-05 
2#26 7.713 1.87 223.7 -1.33 9 .28 .99859E-05 
2#60 U.957 2.37 221.5 -1.364 .29 .97954E-05 
2#t)l 4.485 5.87 206.2 -1.558 .31 .85294E-05 
2#t>2 3.564 8.56 194.5 -1.750 .33 .76233E-05 
2#69 2.99b 5.13 209.5 -1.513 .31 . 87890E-05 
2#71 5.532 5.17 209.3 -1.515 .31 .87767E-05 
2#72 8.207 2.20 222.3 -1.355 .29 .98612E-05 
3#04 5.108 3. 26 217.7 -1.408 .30 .946622-05 
3#Û5 8.347 1.37 225.9 -1.316 .28 .1Ù177E-04 
3#12 5.003 2.48 221.1 -1.369 .29 .975Ô0E-05 
3#14 3.328 2.69 220.2 -1.379 .29 .967755-05 
3#27 13.077 4.04 214.3 -1.450 .30 .91812E-U5 
3#30 8.165 3.52 216.5 -1.422 .30 .937Û7E-05 
3#33 8.234 .93 227.9 -1.297 .27 .10347E-04 
3#34 8.26b 2.24 222.1 -1.357 .29 .98461E-05 
3#42 5.991 2.81 219.6 -1.385 .29 .963285-05 
3#43 5.808 3.54 216.4 -1.423 .30 .93615E-05 
3#U5 5.712 2.76 219.9 -1.383 .29 . 965145-05 
3#47 5.659 2.33 221.7 -1.362 .29 .981045-05 
3#48 5.525 2.49 221.0 -1.369 .29 .975045-05 
3#i+9 5.355 2.51 220.9 -1.370 .29 .97429E-05 
3#50 5.254 3.26 217.7 -1.408 .30 .946625-05 
3#57 5.375 5.79 206.6 -1.553 .31 .855835-05 
3#58 3.522 10.90 184.3 -1.960 .35 .688J1E-Ù5 
3#bb) 5.07/ U.29 204.4 -1.585 .32 .838395-05 
3#bU 4.929 6.84 202.0 -1.622 .32 .819725-05 
3#G1 3.010 8.52 194.7 -1.747 .33 .763475-05 
3#62 3.193 5.84 206.4 -1.556 .31 . 854155-J5 
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Sign G/Cg G/Cg Int. Int. 
E of E Obs. Crit. Obs. Exp. Stability 
6 7 3  . 0 6 5  N E G  3 6 3 . 5  1 1 2 .  2  F  F  o k  
6 d O  . 0 6  7  N E  G  1 9 0 . 3  3 3 . 9  F  F  o k  
6 7 2  . 0 7 1  N E G  1 2 2 . 8  1 2 8 . 2  F  B  M U R E  
6 7 3  .  0 6 5  M E G  3 4 6 . 0  2 4 1 .  6  F  F  o k  
6 7 7  .  0 6 6  N E G  2 7 2 . 4  2 1 8 .  6  F  F  o k  
6 6 0  . 0 7 2  N E G  1 1 0 . 1  1 5 6 . 7  F  B  M O R E  
6 1 9  .  0 7 6  N E G  7 5 . 6  1 4 1 . 0  B  B  o k  
6 7 3  .  0 7 0  N E G  1 2 6 . 0  9 3 . 3  F  F  o k  
6 7 3  . 0 7 1  N E G  1 2 5 . 1  1 9 1 . 3  B  B  o k  
6 7 6  . 0 6 5  N E G  2 9 4 . 1  2 6 2 . 2  F  F  o k  
6 d 0  . 0 6 7  N E G  1 9 8 . 5  1 6 0 . 2  F  F  o k  
6 L 6  .  0 6 4  N E G  4 7 2 . 3  2 6 2 . 5  F  F  o k  
6 7 7  .  0 6 6  N E G  2 6 0 .  9  1 5 2 . 1  F  F  o k  
6 7 8  .  0 6 6  N L G  2 4 0 .  5  9 5 . 2  F  F  o k  
6 7 9  .  0 6 9  N E G  1 6 0 . 1  2 0 1 . 0  B  B  o k  
6 3 0  .  0 6 8  N E G  1 8 3 . 8  2 7 1 . 1  B  B  o k  
6 6 3  .  0 6 3  N E G  6 9 7 .  2  2 6 2 . 9  F  F  o k  
6 7 6  .  0 6 5  N E G  2 8 8 . 8  2 6 2 . 6  F  F  o k  
6 7 9  .  0 0 b  N E G  2 3 0 . 2  1 8 8 . 1  B  F  L E S S  
6 8  0  .  0 6 8  N E G  1 8 2 . 5  1 8 7 . 1  F  B  M O R E  
6 7 9  .  0 6 6  N E G  2 3 4 . 4  1 7 8 . 1  F  F  o k  
6 7 7  .  0 6 6  N E G  2 7 7 . 1  1 7 4 . 0  F  F  o k  
6 / 6  .  0 6 6  N E G  2 5 9 . 3  1 7 0 .  2  F  F  o k  
6 7 8  .  0 6 6  N E G  2 5 7 . 3  1 6 4 . 4  F  F  o k  
5 o 0  .  0 6 7  N E G  1 9 8 . 5  1 6 5 . 3  F  F  O K  
5 u 7  . 0 7 2  N L G  1 1 1 . 7  1 9 1 . 4  B  B  o k  
5 5 5  .  0 8 0  N E G  5 3 . 4  1 6 3 . 5  R  B  o k  
6 6 1  . 0 7 2  N E G  1 0 2 . 8  1 8 4 . 5  B  B  o k  
6 5 3  .  0 7 5  M I I G  9 4 .  6  1 8 4 . 1  B  B  o k  
6 2 0  .  0 7 6  N E G  7 5 .  9  1 1 5 . 0  B  6 o k  
6 6 6  . 0 7 2  N r .  G  1 1 0 .  8  1 0 4 . 8  B  F  L E S S  
Table XII. (continued) 
Run # 
Rate 
y/s wt pet Ti ko D 
3#70 2.599 5.87 206. 3 -1.558 .31 .85328E-J5 
3#71 4.49U 4.53 212. 1 -1.477 . 30 .90045E-05 
3#72 6.384 2.05 220. 4 -1.377 .29 . 9C943E-05 
3#73 8.282 1.21 226. 6 -1.309 .27 .lU238r:-U4 
3#74 8.158 2.11 222. 7 -1.351 .29 .98932E-05 
k # 0 2  8.430 1.90 223. 6 -1.341 .28 .99745E-05 
4#03 8.496 1.50 225. 4 -1.322 .28 .10127E-04 
4#11 4.b97 4.26 213. 3 -1.462 .30 .9i035E-J5 
4#14 4.518 4.31 213. 1 -1.465 , .30 .90836E-05 
4#15 4.504 3.85 215. 1 -1.439 .30 .925025-05 
4#16 4.488 6.28 204. 5 -1.584 .32 .83890E-05 
4#20 4.677 3.96 214. 6 -1.445 .30 .921Û2E-05 
4#21 4.623 4.37 212. 8 -1.468 .30 .90602E-05 
4#22 4.540 4.65 211. 6 -1.484 .31 .89634E-U5 
4#23 4.496 4.43 212. 5 -1.472 .30 . 90386E-05 
4#24 4.460 3.48 216. 7 -1.420 .30 .93835E-05 
Averages; k = 0.300; mj, = -1.454; = 214.7; 
E = 0.0684; U12 =0.669; D = 0.923E-05. Total no. is 47; 
no. more: 5; no. less: 5. 
Averages for both E positive and E negative; 
kg = 0.301; ra£ = -1.459; T^ = 214.2; E - 0.685; U12 ~ 
0.670; D = 0.920E-05. Total no. is 61. 
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Sign G/Cg G/Cg Int. Int. 
U^2 E of E Obs. Crit. Obs. Exp. Stability 
C O G  .  0 7 2  N E  G  1 1 0 . 3  8 1 . 2  F  F  o k  
b / 7  .  0 6 9  M E G  1 4 2 .  8  1 4 6 . 4  B  B  o k  
C7J .  O b u  N E G  2 4 4 .  6  2 6 9 . 8  D  B  o k  
6 b 7  .  0 6 4  W E ' i  5 3 4 .  7  2 u l . O  F  F  o k  
6 7 5  .  0 6 5  N E G  3 0 5 .  9  2 5 8 . 0  B  F  L E S S  
6 7 4  .  0 6 5  M E G  3 4 0 . 5  2 6 6 . 0  F  F  o k  
6 7 0  .  0 6 4  N E G  4 3 1 . 3  2 6 7 . 3  F  F  o k  
5 7 9  .  0 6 9  N E G  1 5 2 . 1  1 5 2 . 1  F  B  M O R E  
6 7 i i  .  0 6 9  N L G  1 5 0 . 1  1 4 5 .  9  B  F  L E S S  
6 3  0  .  0 6 8  N E G  1 6 8 . 1  1 4 2 . 3  B  F  L E S S  
6 u l  . 0 7 2  N E G  1 0 3 .  0  1 6 0 . 3  B  B  o k  
6 8 0  .  0 6 8  N E G  1 6 3 . 4  1 4 9 . 3  F  F  o k  
6 7 8  . 0 6 9  N E G  1 4 7 . 9  1 5 0 . 2  F  B  M O R E  
6 7  7  . 0 7 0  N E G  1 3 9 . 3  1 4 9 . 0  B  B  o k  
6 7 8  .  0 6 9  N E G  1 4 5 .  9  1 4 5 . 9  3  B  o k  
6 o U  .  0 6 8  N E G  1 8 5 . 7  1 3 8 . 5  F  F  o k  
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The average value of which resulted in the best 
2 fit was -0.00067 cm per v-s, while the average value 
2 determined from Verhoeven's data (67) was -0.0014 21 cm 
per v-s. The average value of D which produced the best 
-5 2 fit was 0.920 X 10 cm per s, compared to the predicted 
-5 2 
value of 0.858 x 10 cm per s. In order to account for 
the results without drastic alterations in UE some 
phenomenon which is a function of the sign of E must be 
found. As shown by Eq. [106], alterations in m^ , D and G 
cannot produce a reasonable fit when they are taken 
independent of E. Under the same condition of independence, 
changing will not work either. 
It seems highly unlikely that an electric field would 
affect m^^, k^, or D. If there were some effect which 
lowered the temperature gradient by 25°C per cm with E 
positive, and raised the gradient by the same amount when 
E was negative, then the original predictions would be 
borne out. The Peltier Effect is such a phenomenon. 
Duckworth (25) gives a clear description of how current 
passing between two dissimilar phases evolves or absorbs 
heat at the interface. The definition of Pfann, Benson, 
and Wernick (49) will be used, 
= g/It [107] 
Here Q is the heat evolved or absorbed, I the current. 
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t the time, and the Peltier coefficient for current 
passing from the solid to the liquid. The sign of 
is defined such that when ^P^ is positive and positive 
current is passing from the liquid to the solid, then 
heat is evolved at the interface. 
Assume the current is such that heat is evolved. The 
effect on the temperature gradients should then be 
similar to the effect of latent heat evolution during 
solidification. From the definition, Eq. [107], the heat 
flux due to Peltier heat is 
Q/At = gP% ' J [108] 
where J is the current density. At the interface we can 
make a heat flux balance. 
-keft - = -Vs [1091 
2 
where X is the latent heat per cm and k^, k^ are the 
thermal conductivities in solid and liquid, respectively. 
Dividing by k^G^ and manipulating, the ratio 
S ^ 1 XR [110] 
is obtained. When the latent or Peltier heats become 
significant, then the liquid gradient will decrease with 
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respect to the solid gradient. 
From Smithells (59), = 0.08 cgs, and X is 104.1 cal 
3 per cm . For the case of = 648.®C per cm and R = 5 pm 
per s, the total heat flux from the liquid is 51.84 cal 
2 per cm -s while the contribution from latent heat is only 
2 0.052 cal per cm -s, or about 0.1 pet. The Peltier co­
efficient, gP^ has been reported as 0.6 x 10 ^ v (29) and 
was calculated from the data of Marwaha and Cusak (38) 
as 0.25 X 10 ^ V. The latter is probably more accurate. 
The current density used in this work was nominally 1200 
2 
amp per cm , so the Peltier term contributes about 0.072 
2 
cal per cm -s to the heat flux, on the order of magnitude 
of the latent heat term. Furthermore, since in Sn the 
Peltier heat is evolved when E is negative, it would tend 
to lower the gradient then, which is opposite to the 
effect required for an explanation of the observed results. 
In order to effect a 5 pet change in the liquid gradient, 
assuming the solid gradient was constant, ^Pg^ would have 
to be about 90. x 10 ^ v, and to fit the observed results 
it would have to have the opposite sign. In support of the 
conclusion that Peltier heat is insignificant, it should 
be noted that no difference in the temperature gradient 
was found when the gradient was measured with various 
solidification rates and current directions, as mentioned 
in the chapter. Determination of Mixing Length. 
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A number of conclusions can be drawn at this point. 
Most important is that the electric field has only about 
one-half the effect that was expected of it. The average 
value of U had to be reduced by a factor of 2.2 in order 
to obtain the best fit. No rational justification can be 
made for this result. Since the values of U and resis­
tivity were obtained from the same source (67), a systematic 
error of approximately 50 pet would be required in the 
measurement of differential electrotransport velocity to 
account for the present observations. This is clearly an 
unrealistic requirement, particularly in view of the 
agreement with other work on the same system (3). The 
diminished effect of electric field cannot be accounted 
for by Peltier heating, either. 
Nor can the discrepancy be accounted for by the use 
of the Tiller theory of groove stability (61) in which 
it is assumed that the composition in the liquid at z = 0, 
the interfacial plane, is Cg/k^ at all points. Hence at 
this point the flux due to electrotransport is the same 
regardless of the nature of the material behind this plane. 
As long as this assumption is used, the theory does not 
alter the basic stability equation for a planar interface. 
As a result, Eq. [27], derived from his theory, is 
simply an Eq. [14] in modified form. 
If a systematic error was made in the interpretation 
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of the photographs, it would have been equally distributed 
between those runs with current up and current down, so 
the effect would tend to cancel, or appear as a change in 
the average value of D. Since one set of runs was more 
stable than expected, on the average, and the other was 
less stable, this source of error can be ruled out as a 
possible explanation for the observed results. It is 
possible that the field polarity could alter the morphology 
of a slightly unstable interface. However, a detailed 
examination of the photographs did not support this pos­
sibility. 
It is also clear that the electrotransport effect 
cannot be ignored altogether. A concerted attempt to find 
a reasonable fit with U = 0, tabulated in Table IX, resulted 
in only one value of which produced an M/L matrix with 
a confidence interval less than 65 pet, and that (55 pet) 
was well over more successful fits. 
There is, apparently, little or no melting effect due 
to small perturbations on the surface of a flat interface. 
Such an effect would be observed as a parallel displacement 
downward of the transition lines. Increasing would have 
a similar effect on the M/L matrix, but the actual change 
required for the best fit, 6.5 pet, is sufficiently small 
that it can be considered within the margin of error. 
Three sources of experimental error in the Sn-Bi study 
106 
were the measurements of R, G, and C^. The rate was 
measured twice for each run, once over a period of 10 to 
20 min, and once over the remainder of the run. An 
analysis of variance performed on all runs, including long 
eutectic alloy runs, showed that the standard deviation 
was 0.044 ym per s. The standard deviation in the average 
of two measurements would then be 0.031, or about 0.6 pet 
at the average rate of 4.9 ym per s. 
In the measurement of the temperature gradient, G, 
described in detail in the chapter. Determination of 
Mixing Length, it was assumed that all the errors were caused 
by random errors in measuring. The best estimate was 648 ± 
4.®C per cm at the 66 pet confidence level. Because of the 
difficulty of making and maintaining small thermocouples, 
and because a thermocouple was lost at each quench, none 
were used for the major portion of the work. It was assumed 
that the temperature gradient was the same in all the 
remaining runs, and care was taken to keep the furnace 
conditions constant. 
Three methods were tried for the determination of C , 
s 
The first was the atomic absorption method. Of thirteen 
samples analyzed a total of five times each on three 
successive days, the standard deviation between measurements 
on the same solution was 0.18 wt pet Bi. This was 
considered too large, especially as replication over days 
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increased the error. 
A microprobe was also tried. By setting tlie probe 
beam on a line scan mode and making a pass at right angles 
to the scan line along a longitudinal section, one could 
obtain a concentration profile across the quenched solid 
liquid interface and determine not only but also 
and dD/dz at the interface as well. This technique was 
used with five runs with flat interfaces. In one case 
the liquid followed the expected exponential drop away 
from the interface. Fig. 16a. In the other cases the liquid 
profile followed the curves indicated by Figs. 16b and 
16c. In all of the anomalous situations the scatter in 
the liquid, as determined from the continuous record, 
was quite large. 
Some kind of surface reaction must have taken place 
between the time the samples were polished and the time 
they were analyzed, about three weeks, A bulk chemical 
analysis from the region indicated by the arrow in Fig. 16b 
revealed a composition well below that shown by the micro-
probe, an indication of the validity of this deduction. 
Other samples have been observed with clear signs of a 
recrystallization reaction; Fig. 17 shows one of these. 
Spectrophotometric analysis of specimens dissolved in 
solution was finally selected for use in this work and has 
been described in the chapter Experimental Method. In a 
16a 
C 
Cs 
16b 
\ 
\ 
\ 
0 
16c 
0 
16 — Three solute profiles measured by microprobe. That shown in 
Fig. 16a was expected in all cases. A section for bulk analysis 
was removed from the region indicated by the arrow in 
Fig. 16b 
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particular test of this method, eight sections were cut 
from a single cast alloy of 7 wt pet Bi in weights about 
five times greater than sections from solidification runs. 
Four spectrophotometric measurements were made on each 
solution. The error between measurements on one solution 
was 0.012 wt pet Bi; the standard deviation between 
sections was 0.4 2 wt pet Bi, although the alloy had been 
cast with care to retain uniformity. 
From each experimental run two sections were cut from 
immediately behind the interface. In order to use chemical 
analysis of these sections it was necessary to assume that 
quasi-steady state had been achieved well before the quench 
point and that the composition of the solid did not vary 
significantly over the region between the interface and 
the 4 mm from which the sections were taken. 
The length of the initial transient can be estimated 
from the "characteristic distance" given by Tiller et al. 
(62), D/k^R, which is valid for unmixed liquids and gives 
estimates close to those from the more exact solution due 
to Smith, Tiller, and Rutter (58). For the worst possible 
-5 2 
case, D = 1. X 10 cm per s, R = 2. ym per s, k^ = 0.3, 
the solid composition will be within 2 pet of steady state 
within 4D/k^R, or about 0.6 cm. When the liquid is stirred 
quasi-steady state is approached sooner. The runs were 
made for 2.5 cm before quenching, so even in the worst 
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possible case the analyzed sections were taken about 1.5 cm 
away from the initial transient. 
For normal solidification of stirred alloys, the solid 
composition can be given by Eq. [84] derived by Pfann (48). 
One tenth of the total alloy was solid at the quench point. 
Again taking a poor case, if k^ = 0.3, then can be 
expected to change by 2.5 pet between 0.09 and 0.1 of the 
total distance solidified. For k =0.6 which is a more 
e 
suitable estimate here the difference is much less. Neither 
of these assumptions, then, presents a serious likelihood 
of error, for this work. 
To determine the average error and to test experimentally 
whether the two sections were equal, an analysis of variance 
was made on the sections of each run. Virtually no dif­
ference was found in the average difference between the 
first and second sections, while the standard deviation 
within each run was 0.72 wt pet. 
The probable source of most of the error was in the 
preparation before weighing the milled sections. The actual 
weight was obtained quite precisely, but there was no good 
way to clean the millings of organic contaminants. Wiping 
the rod of alloy with alcohol before cutting was tried, 
but nothing was gained, and the samples had to be aired for 
some time to allow remnants of the alcohol to evaporate. 
The presence of organic materials on the millings would 
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reduce the reported concentration, and any iron or other 
metal from the cutting operation would tend to raise the 
concentration. 
The standard deviation within each run of 0.7 2 wt 
pet is about 17 pet at the over-all average concentration. 
With two sections analyzed the error in is reduced to 
12 pet. 
Of these three errors, in R, G, and C^, that in 
is most serious. While all the properties of the system 
used in Eq. [14] are functions of C^, a 12 pet variation 
in Cg results in a much smaller variation in the right 
side of Eq. [14], on the order of 2 or 3 pet. The major 
variation due to error in is thus in G/C^. 
Since tiie effect of eleetrotransport is unaccountably 
low the measurement of E should be examined with care. 
The current through the sample was measured to within 
±0.1 pet, as described previously. The quartz tubes were 
selected from 2 mm I.D. stock and sized to fit the copper 
insert and a small collar which supported an "0"-ring seal. 
While wide variations were found in the stock tube the 
sized tube was within ± 0.15 mm of nominal. The tubes were 
actually sized only at the bottom where the copper insert 
went in. They were quite uniform over a 10 em length, 
however, and little error could be expected on tliat point. 
In order to account for the observed results, the tubes 
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would have to be near 3 mm I.D., clearly an impossibility. 
As with all studies of single phase interface stability, 
the question of what is and is not a flat interface is not 
amenable to straightforward methodology. As suggested by 
Figs. [18-20] the first stage in the change from flat to a 
non-flat interface is the appearance of a groove in a 
photograph of a transverse section of quenched interface. 
Experimentally the number of such grooves appears to be 
a continuum corresponding to the changes from a flat inter­
face to a completely dendritic structure. In general, as 
the G/Cg ratio decreases with constant R, the interface 
structure goes through a series of stages, the exact number 
and distinctiveness depending on the observer. At high 
G/Cg there is a flat interface in which the solid is clearly 
separated from the liquid. As G/C^ drops, small grooves 
of quenched liquid appear trailing back from the inter­
face. As G/Cg drops further, more grooves appear and 
become wider and deeper with less space between them. 
Cole (12) presents excellent photographic examples taken 
from decanted samples of the earlier stages of breakdown. 
Many of the early workers, Refs. (63, 75, and 14) for 
example, described a poxed or cellular interface as flat, 
and a heavily cellular interface as "broken," For this 
criterion of stability a lower critical G/R is obtained 
for a given C^, and hence the slope of the G/R vs 
Fig. 17 — Recrystallization 
near a quenched 
interface. The 
unstable interface 
was solidifying 
toward the right. 
470X 
Fig. 18 -- A quenched inter­
face classified 
as flat. Cg = 
5.87 wt pet, R = 
4.4 85 ym per s, 
E negative. 
lOOX 
Fig. 19 — A quenched inter­
face classified 
as broken. Cg = 
4.65 wt pet, R = 
4.54 0 ym per s, 
E negative. 
117X 
Fig. 20 — A quenched inter­
face containing 
two crystals with 
different inter­
face morphologies; 
classified as 
broken. Cg = 
8.56 wt pet, R = 
3.564 vim per s, 
E negative. 
lOOX 
113b 
Pig. 17 Pig. 18 
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curve is lower than it should be. 
For this work, an interface with one or two grooves 
present, along grain boundaries, was taken as flat. 
Grooves present with no apparent grain boundaries were 
considered evidence of instability. Before the calculations 
were well under way, all the photographs were examined at 
one time and a decision was made about each one. All inter­
faces were specified either flat or broken. Thereafter 
the photographs were avoided and no decisions were changed. 
Figures 18 through 20 indicate something of the subtleties 
of the decisions required. It is apparent from Fig. 20 
that crystallographic orientation can be significant. 
This source of variation was not controlled in this work, 
although some of the possible orientations should have 
grown out during solidification over 2.5 cm, reducing the 
randomness of the orientation. 
There is ample room for error in the judgement of 
interface morphology. One can be too strict, ignoring 
Tiller's theory of grain boundary grooves, or one can be 
too lax and specify poxed structures as flat. Worst, one 
can reorder judgements on the basis of theoretical pre­
dictions. Every effort was made to avoid the third error. 
If there was a systematic error in choice of criteria, 
that is, being too strict or too lax, the effect would 
have been to raise or lower, respectively, both of the 
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observed transition lines together. In actual fact the 
observations supported transition lines which were shifted 
in both directions, one lowered, one raised, by an equal 
amount from the theoretical expectations. Hence, it 
appears likely that a reasonably accurate decision was 
made about each interface morphology. 
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RESULTS AND DISCUSSION - EUTECTIC 
SOLIDIFICATION 
To compare the experiments with theory it was necessary 
to have values for U, E, D, C^, and 6. In addition C^ and 
Cg were necessary to select the range of permitted 
experimental variables. Golotyuk, Kuz'menko, and Kharkov 
(27) determined U as -4.5 x 10 ^ cm^ per v-s for Sn-Pb 
at the eutectic composition and 350°C, which was used 
despite the approximate relation to the compositions and 
temperatures in this work. Specific resistivity at the 
eutectic composition and melting point was obtained from 
the detailed data of Adams and Leach (1). As discussed 
in Appendix A, D = 0.67 x 10 ^ cm^ per s is the value at 
the eutectic composition and temperature. However, D = 
-5 2 1. X 10 cm per s was used, as an approximation to the 
average value over the temperature and composition range 
in front of the interface. The eutectic composition 
and the limits of the eutectic range were obtained from 
the phase diagram (28). 
No determination of the mixing length was made. 
Considering that strong mechanical stirring in larger tubes 
resulted in a mixing length of 0.00 64 cm (68) and that 
the maximum effect of the difference in direction of the 
electric field is felt when 6 = 0.04 cm in Sn-Bi alloys, 
6 = 0.0275 cm appeared reasonable. This value was used for 
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both electric field directions. 
As the eutectic work proceeded, however, it became 
increasingly clear that something was not working out. 
Only those portions of runs which contained no dendrites 
were considered. The first long run fitted the theoretical 
prediction reasonably well. For the second run, agreement 
with theory was less successful. The third run fitted 
the theory better when the opposite sign was used for 
electric field I The fourth run, essentially a repeat of 
the last, produced a similar result. 
It was observed that the composition at the very 
bottom of the sample, which had been frozen quickly after 
outgassing and did not experience the electric field, was 
analyzed at much higher concentrations than could reasonably 
be expected. In a 40.0 wt pet alloy the concentration at 
the bottom was 68.4 wt pet. An indication of the build-up 
due to thermotransport has been made in the chapter, 
Eutectic Equations. The steady-state profile of Pb 
concentration can be expected in approximately 5 days, 
whereas here the outgassing time after the last mixing was 
one-half hour. Apparently the concentration at the bottom 
end of the tube builds up quite rapidly, even though steady 
state conditions are not reached for some time. 
Two runs were made to determine the concentration 
profile in the liquid. The first was set up in the normal 
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way, but the furnace drive mechanism was not turned on 
and the electric field was run for 5.5 hr such that Pb 
was forced toward the bottom, which would enhance stability. 
The second run used neither drive nor electric field. 
The furnace was set at 725"'C, the outgassing temperature, 
and left on for 18 hr. In the first case an approximately 
exponential concentration curve with a mixing length of 
about 2 cm was found. In the second case steady state 
was possibly not achieved, judging from the shape of the 
profile. The composition profile did not drop to the 
"bulk" liquid value until 5 cm of the interface. 
These two results indicated that the assumption of 
uniform composition in the bulk liquid was seriously in 
question. Furthermore, by implication the use of the 
Burton, Prim, Schlicter model is not possible in the 
presence of large differential body forces, at least in 
the small tubes used here. 
The experimental results were then compared with the 
theory with encouraging results by making adjustments in 6 
as deemed necessary. For those runs with greater than 
Cg and the flux of Pb upward (E negative), 6 between 0.005 
and 0.01 cm worked fairly well. For those runs with 
less than and flux of Pb down (E positive), 6 = 1 cm 
provided a good approximation. 
A comparison between the shapes of the actual and 
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theoretical profiles provided further information. Con­
sider a run made with the flux of Pb upward^ R = 3.94 ym 
per s y and initial concentration by mass balance of 39.55 
wt pet. The entire run had an eutectic structure. As 
shown in Fig. 21, the initial predicted composition was 
somewhat above that observed. As solidification progressed, 
the observed concentration dropped more slowly than the 
theoretical curve and became greater than the latter before 
half of the alloy was solid. Qualitatively this is what 
one would expect if there were a solute gradient in the 
liquid, with more ?b at the top toward which the field 
was forcing it. The freezing solid should have lower 
composition at the start. As solidification progresses, 
the bulk composition should not drop as fast as the theory 
would predict, and so the change in the solid composition 
would not be as great as that predicted for the first half 
of a run. 
Secondly, consider the case of a run with the Pb flux 
downward, at a freezing rate of 3.68 ym per s. The initial 
composition by mass balance was 37.13 wt pet. The structure 
was eutectic until near the end of the run, at about 0.6 
of the total length solidified. Some agreement with theory 
was obtained for 6=1. At these rates larger values of 6 
have extremely little effect (7 3). The more correct value 
of 6 = 2. cm was not used because the computer cannot handle 
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'ig. 21 — Comparison of observed and predicted composition profiles in a 
directionally solidified eutectic alloy. The small break at 
z/L = 0.6 is the quench point. Cq = 39.55 wt pet, R = 3.94 
]im per s, S = 0.005 cm, E = -0.0 7 v per cm 
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exponents of the magnitude that would result. Figure 22 
compares the theoretical curve with experiment for this 
case. The predicted curve was lower than observed all the 
way along the length until the quench at which point the 
bulk composition was nearly the same as the observed value. 
Somewhat better agreement was obtained if the value 
of E was raised to 0.09 v per cm. Even higher values of 
E might have proved better, but the drop in became much 
worse. Again, the result can be understood in terms of 
the effect of a concentration gradient in the "bulk" liquid 
with the greatest ?b concentration at the bottom. 
One very surprising result was found when the equation 
was used to predict composition in regions where the inter­
face structure included dendrites: the agreement was about 
as good as in the regions where the interface structure 
was completely eutectic, even though the equations were 
not expected to be valid when dendrites were present. For 
example, one run was made at 3.54 ym per s, mass balance 
composition 44.32 wt pet. With the Pb flux upward, a 6 
of 0.008 fitted quite well, even though most of the solidified 
section possessed a dendritic interface. As shown in Fig. 23, 
the initial solid composition was somewhat below that 
predicted, and as solidification proceeded the actual 
composition increased relative to the theoretical line and 
became higher than predicted. Qualitatively this is what 
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Fig. 22 — Comparison of observed and predicted composition profiles for a 
directionally solidified eutectic. E = +0.07 and +0.09 v per 
c m ,  C q  =  3 7 . 1 3  w t  p e t ,  R  =  3 . 6 8  y m  p e r  s ,  6 = 1 .  c m  
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23 — Comparison of theoretical profile with that from a dendritically 
solidified sample. Cq = 44.32, R = 3.54 ym per s, ô = 0.008 
and 0.01 cm 
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one would expect if the interface had been eutectic. It 
would appear that the presence of dendrites at the inter­
face does not alter the average solid composition at a 
given cross-section. Perhaps the electric field has more 
effect on the composition of the freezing solid than the 
presence or absence of dendrites. 
It has been observed in other work (68) that dendrites 
inhibit macrosegregation caused by mechanical stirring 
devices, which is to say they inhibit mechanical mixing in 
the vicinity of the interface. In the present case, however, 
the temperature gradient was quite high, which tended to 
make the dendrites short. Furthermore, mixing here was 
caused by body forces, probably density instability, and 
such mixing was much more likely to occur in deep recesses 
and corners than by mechanical mixing, since it could 
occur whenever the Rayleigh number in a bounded region 
exceeded a critical value (9). In addition, density 
instability due to composition differences is much more 
likely to occur than that due to temperature differences 
(64). The sum of this argument is that dendrites are not 
expected to inhibit mixing in the present case as much as 
they would inhibit mechanical mixing, so quite possibly 
they have less effect on the solid composition than might 
be expected. 
It appears likely that the extent of mixing is 
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controlled far more by density inversions than by the 
electric field. The effect of thermotransport during 
solidification with no stirring was observed to be much 
larger than had been anticipated. In fact, using the 
equations derived in this thesis for eutectic solidification, 
and substituting D'G for UE, Verhoeven, Warner, and Gibson 
(7 3) were able to show that thermotransport in unmixed 
systems could be significantly greater than anticipated. 
Finally, it is probable tliat the solute profile in the 
liquid is not uniform. This last conclusion can be inter­
preted in the following manner. The Burton et al. (7) 
model specifies complete mixing at z > Ô and no mixing at 
0<z<0, while we know there is a continuum in the contribution 
of convection to mass transport of solute. In fact, there 
has to be some concentration gradient for convection to 
transport mass from one location to another at all. I 
suggest that while convection may be the dominant form of 
mass transport in the bulk liquid, with small tubes in the 
presence of strong differential body forces mass transport 
due to the latter can be significant. Perhaps in the bulk 
liquid region using an effective D to include the combined 
effects of mixing and electrotransport might result in a 
better model. 
There were more sources of error in this work than in 
the Sn-Bi study. The concentration at each analyzed point 
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was required, instead of that at only one point. No de­
tailed analysis of a master alloy was made which would 
allow an analysis of variance computation of the chemical 
analyses. Since the major error appears to be in the steps 
preparing the sample for analysis, and these steps are the 
same for both types of samples, the sources of analytical 
error are about the same. Because of the difference in 
typical compositions, the samples contained approximately 
four times as much lead as the former contained Bi. An 
equal weight of contaminant, then, would have only one 
fourth the effect. The error would then be on the order 
of ± 0.2 wt pet. 
The errors in measurement of R and G are the same as 
before. There might be a systematic error in G because 
of differences between conductivity of the Sn-2 wt pet Bi 
alloy used to determine G and the Sn-*b alloys used here, 
and because of differences in the melting points. 
The position of the analyzed sections along the entire 
sample was determined by measuring the distance covered 
by the tool bit on the lathe gauge in such a manner that 
errors were cumulative. Great care was taken to measure 
these distances, and individual errors were probably on 
the order of 0.5 pet. 
A greater error, probably, involved the determination 
of the actual initial composition by mass balance. Since 
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only the 1 mm section in each centimeter was submitted 
for analysis, it was necessary to approximate the compo­
sition for the remaining sections. The large boule at the 
top contained approximately four tenths of the total 
weight of the sample and so gave a large emphasis to that 
composition. To aid in accurately determining the boule 
composition, the weight of the corresponding section 
was increased significantly. 
A number of approximations required for mathematical 
analysis also contributed to potential error in fitting 
theory to fact. It was necessary to assume D, U, and E 
constant over the liquid for the whole region in which the 
electric field has a significant effect. In the case of 
the Burton model that means out to 6 from the interface. 
Where 6 is 1 cm, this assumption is patently false. It 
was also assumed for this work that the above terms were 
the same for all the runs, at every composition. The 
assumption of uniform liquid composition has already 
been discussed. 
When the work with eutectic growth was begun, the 
report of Mollard and Flemings (40) and Cline and Livingston 
(11) were the only previous experimental efforts on eutectic 
growth by directional solidification of off-eutectic alloys. 
Their work supported the idea that the eutectic-dendrite 
transition was reversible, and they saw little reason to 
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question the concept. The later studies on different 
systems (34, 16) did not hint that the case might be 
otherwise. Very recently, however, Verhoeven and Gibson 
(59) have completed work which proves that there is in 
fact a hystersis in the eutectic-dendrite transition. It 
appears that, while dendrites disappear according to some 
function of G, R, and C^, the dendrites appear on an 
eutectic interface by means of a nucleation mechanism. 
It would seem, too, that the method of starting the 
solidification run is critical to whether or not dendrites 
are formed when near to the critical conditions. The 
addition of an electric field only complicates the matter. 
Between unknowingly using incorrect values for 6 and 
stumbling onto a hystereses problem, correct predictions 
from theory concerning whether a run should be with or 
without dendrites were never possible. Even without the 
nucleation problem, dendrites often behaved in strange 
patterns. In one run, for instance, dendrites appeared 
near the middle of a run in significant numbers, diminished 
by the next transverse section 0.5 cm away, remained for 
0.5 cm, disappeared, then returned in mass 1. cm later. 
These results should not suggest that the work on 
eutectic alloys ought to be passed over because of the 
theoretical and practical problems. Quite the contrary, 
the potential of in situ directional solidification of 
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composites from near-eutectic alloys is even now being 
realized by industry. It is my feeling, however, that 
not enough is known about eutectic solidification without 
electric fields to add, yet, that variable. In particular, 
the relationship of R, G, and to the eutectic-dendrite 
transition needs to be developed much more than at present. 
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SUMtlARY AND CONCLUSION 
The original purposes of this work were to search 
for the presence of a "melt back" effect, to determine how 
much the temperature gradient was increased by an electric 
field, to consider Peltier heat effects and to test for 
changes in the kinetics of solidification. No melting 
effect could be found, nor was there any indication of 
changes in the kinetics. Peltier heat is on the order of 
latent heat, which was negligible in this work. A 
temperature gradient of greater than 1000®C was observed at 
2 
current densities of 1900 amp per cm . While the measured 
gradient was only 650®C per cm at the current density 
2 
used, 1286 amp per cm , this was well over the highest 
reported gradient obtained with a resistance furnace using 
low melting point alloys (40) , Computer simulation of the 
heat flow in the system indicated that a thermocouple of 
6 pet area or less should not adversly affect temperature 
measurements. 
Because of the non-parametric nature of the final 
data, a modification of the sign test was used to provide 
statistical estimates of the quality of theoretical 
predictions. The initially predicted fit could be rejected 
at the 99.2 pet confidence level. Statistically the 
electrotransport effect could not be dispensed with al­
together, either. The electrotransport of solute at the 
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interface is about one-half as intense as predicted, a result 
which cannot be accounted for by any of the above effects, 
nor by a consideration of the Tiller theory of groove 
stability (61). A surface reaction effect was found with 
Sn-Bi samples, which seriously impeded analysis with an 
electron microprobe. 
The theoretical equations derived for eutectic 
solidification were able to predict the composition profile 
for the directionally solidified eutectic alloys reasonably 
well, considering the approximations made in the analysis. 
Apparently mixing is due more to density inversions in 
the liquid than to the presence of the electric field. The 
major approximation in the analysis appeared to be the 
validity of the Burton model of mixing (7). In small 
tubes with differential body forces this model is felt to 
be in serious error. One very surprising result was that 
the equations were able to predict the profile when 
dendrites were present at the interface as well as when 
they were not, even though th^ equations were not expected 
to apply in the former case. This would suggest that 
dendrites do not alter the liquid profile as much as might 
be expected, even in the presence of significant mixing 
promoted by density inversions. 
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SUGGESTIONS FOR FURTHER RESEARCH 
The Tiller et al. theory (62) of interface stability 
has been tested a number of times, and supported within 
experimental error (18) . But the fundamental question of 
methodology in the selection of interface morphology raises 
a good many reservations about that work. In connection 
with tiiis, only one study (42) has made a serious attempt 
to compare Tiller's theory with the Mullins and Sekerka 
theory (43, 56). There are four areas in which the two 
theories predict differences, of which the most interesting 
is for conditions with very high R/C^. At very high rates, 
Sekerka predicts a flat interface due to capillarity, 
while the older theory requires astronomical gradients to 
maintain stability. The experimental difficulties would 
be significant. A difference in the predicted critical 
gradient of at least a factor of two should be used. At 
very high rates the dendrite spacing might be so fine that 
the distinction from single phase solid could be hard to 
make. Large gradients are difficult to maintain at high 
freezing rates, and how one could quench an interface 
structure when the solidification rate was over a centimeter 
per second raises subtle questions. 
Although it may seem mundane, the review of diffusion 
data shows that this parameter is very poorly known in 
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these frequently studied systems. In addition to the 
measurements of U and resistivity when electric fields 
are used, accurate information on all the parameters is 
necessary to make detailed tests of solidification theory. 
Figure 20 indicates crystallographic orientation may 
be significant. This has not been studied in great detail 
yet and probably should be. It will not be easy. Some 
means of seeding the sample will be necessary, or else a 
large number of semi-randomly oriented trials must be 
made. A scanning electron microscope with selected area 
channelling would certainly help, particularly if eutectic 
alloys were considered. 
The original theory of eutectic growth (33) assumed 
the absence of mixing in the liquid, so the solid composi­
tion was always equal to the original, C^. Measurements ; 
of the solid composition over the length of a directionally 
solidified eutectic offer a number of experimental 
advantages over single point measurements as a means of 
testing theoretical predictions. It would be interesting 
to test closely, for example, the theory of Verhoeven and 
Homer (72) for mixing in eutectic solidification and in 
this way test the validity of the assumption of constant D 
in the stagnant layer. If possible, it would be equally 
valuable to work out a more correct theory for eutectic 
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growth, using variable D, UE (or D'G), making appropriate 
allowances for a non-uniform solute profile. 
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APPENDIX A. EVALUATION OF THE DIFFUSION COEFFICIENTS 
Traditionally diffusivity, D, has been measured by means 
of a capillary technique. A small capillary, sealed at one 
end, is filled with an alloy of one composition and immersed 
in a large constant temperature reservoir of a slightly 
different composition for a set time. Then the capillary 
is removed and analyzed. The average composition can be 
related to the rate of diffusion of one component into or 
out of the cell. The major experimental problems are density 
inversions due to temperature or composition and end effects 
at the tube mouth. Virtually all diffusivity information 
is determined by the capillary-reservoir method. Davies (18) 
considers the experimental difficulties in detail. In 
particular, he estimates that solidification shrinkage on 
cooling the capillary can introduce an error of up to 10 pet 
in diffusivity. 
Frequently a radioactive tracer is used to obtain 
concentration profiles. Chiang and Shuck (10) in their 
selective review of diffusion data include a discussion of 
the relations among tracer diffusivity, Dt, intrinsic 
diffusivity, D., and mutual diffusivity, D... For the case 
X X J 
of infinite dilution of tracer in an alloy A-B, the main 
diffusivity, can be given by 
lim 
Ca.+o 
D 
A*A* 
[A-1] 
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As defined by Darken (15) is the diffusion coefficient 
"determined by tracer technique in an alloy of the same 
composition." Darken (15) determined the relation 
+ + ainy. 
°AB = '°A"B + (1 + 5N-^' [A-21 
Buell and Shuck (6), using their own mutual diffusivity 
data and other work, showed that Eq. [A-2] fits quite well 
in the Sn-Bi system at 340*C. 
A very early study of diffusion in the Sn-Pb system is 
that of Roberts-Austin (53) who obtained a value of 3.68 x 
-5 2 10 cm per s at 555°C and commented that this result was 
"less trustworthy than the other data." Onoprienko, 
Kuz'menko, and Kharkov (46) measured D of Sn in Pb and 
Bi by radioactive tracer methods in the range of 30 0 to 
90D®C. One hesitates to put too much faith in their 
Arrhenius equations because the data form smooth curves 
rather than straight lines when plotted as log D against 
1/T. 
Niwa, Shimoji, Kado, Watanabe, and Yokokawa (44) 
measured the diffusion of Bi in Sn, Sn in Bi, and Sn in 
Pb, each over the ranges of 0 to 10 at. pet and 450 to 
600*C at four temperatures. They also measured the 
diffusion coefficient as a function of composition for both 
Sn-Pb and Sn-Bi at 510°C. Their results are given in 
Tables A-I and A-II. In this work no mention was made of 
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Table A-I. Diffusion in the Sn-Pb system, from Niwa 
et al. (44) 
^PV> — R 9 
T(®C) (at. pet) D (10 cm per s) 
510® 90. 3.9 
80. 3.5 
70. 3.25 
60. 2.3 
50. 1.8 
40. 1.85 
30. 2.15 
450 90. 2.16 
510 3.9 
550 4.3 
600 5.5 
= 1.2 X lO"^ exp(-5900/RT) 90 at pet PB 450-600°C 
^This data taken from a graph. 
density instability. The diffusivity was shown to vary with 
eomposition in Sn-Pb, but was assumed constant between 0 
and 10 at. pet Sn to obtain the data of the remaining work. 
It is worth noting that while D is quite dependent on C in 
the Sn-^h system, it is apparently almost constant between 
10 and 50 at. pet Bi in the Sn-Bi system. 
Davis (20) specifically avoided density inversions. 
113 
He measured diffusion of 100 ppm of Sn in Pb by radioactive 
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Table A-II. Diffusion in the Sn-Bi system, from Niwa 
et al. (44) 
T(°C) (at.^^ct) D (10 ^ cm^ per s) 
500^ 10. 5.0 
20. 4.95 
30. 5.1 
40. 5.4-
50. 5.5 
60. 5.7 
70. 5.9-
80. 5.95 
90. 6.0 
450 10. 3.6 
500 4.6 
550 5.8 
600 6.6 
450 90. 5.5 
500 6.5 
550 7.3 
600 8.2 
D = 1.3 X lO"^ exp(-5000/RT) 10 at. pet Bi 450-600°C 
D = 5.2 X 10"4 exp(-3200/RT) 90 at. pet Bi 450-600°C 
^This data taken from a graph. 
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tracer methods, and of 1 pet Pb in Sn by chemical means. 
The results are presented in Table A-III. He also did two 
experiments in which pure ?b diffused out of the capillary 
113 tube into a tin bath containing 100 ppm of Sn at 345 and 
39 5®C, from which he was able to obtain a plot of D as a 
function of Np^. The extrapolated D values for nearly pure 
-5 2 tin at these temperatures are about 3.6 and 4.4x10 cm 
per s, respectively, while at = 0.2, D has dropped to 
-5 2 1.9 and 2.0 x 10 cm per s. D drops slowly and evenly 
from there to 1,4 and 1.6 x 10~^ cm^ per s at 80 at. pet 
-5 2 
Pb, then rises again to 1.87 and 2.37 x 10 em per s at 
99 at. pet lead. Davis points out that the technique contains 
significant calculating errors below 20 and above 80 at. pet 
Pb. He shows that thermodynamically the interdiffusion 
curve fulfills expectations. 
Comparing this work with others, Davis notes that his 
results agree with those of Niwa et (44) at 4 50 and 510*C 
but are much lower than Niwa at 600*C. He feels this is 
probably due to convective mixing at the higher temperatures. 
If so, then D should vary less with temperature than Ref. (44) 
would suggest and be higher at the low temperatures used in 
this thesis than equations from Ref. (44) would predict. 
Roberts-Austin's work (53) is lower than Davis' by about 
40 pet. 
Savintsev and Rogov (54, 55) reported two sets of data, 
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Table A-III. Diffusion in the Sn-Pb system, reported by 
Davis (20) 
C (at. pet Pb)^ D (10 ^ cm^ per s)^ 
19 1.88 
28 1.75 
38 1.65 
47 1.49 
57 1.38 
67 1.33 
78 1.33 
1 1 o 
For 100 ppm Sn in Pb, between 350 and 600°Ci 
l°9lO °o = -3.31 ± 0.06 
Q = 4040 ± 198. 
For 1 at. pet Pb in Sn, between 250 and 500°C: 
log^o = -3.36 ± 0.11 
Q = 3034 ± 299. 
®Data taken from a graph, for 345°C. 
each taken in about the same manner. They placed a rod of 
tin on top of a solid rod of bismuth, encased both in a 
glass tube, and heated the couple to some temperature below 
the melting point of the pure components. In the first 
paper (55) they simply report what are apparently over-all 
diffusion coefficients. In the second paper (54) they 
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report partial diffusion coefficients. In order to calculate 
partial diffusion coefficients it is necessary to have 
markers which are stationary with respect to the molar 
average velocity at points within the diffusing region of 
the couple. They claimed to obtain this for liquid diffusion 
by observing the solid-liquid interfaces of the pure Sn and 
Bi sections. 
Lieu (36) obtained D of 1 at. pet Bi in Sn by measuring 
in a capillary as a function of current density and then 
extrapolating to zero current. He obtained D = 4.35 x 10~^ 
2 
cm per s at 430*C, some 20 pet larger than predicted in 
Ref. (44). This extrapolation was based on a curve through 
four points, of which the two lowest suggest that perhaps 
4.4 might be more likely. 
Stover and Shuck (60) also studied the variation of D 
with composition in the Sn-Bi system. At 350*C they measured 
D in four widely spaced compositions but found no simple 
relationship between D and C. They showed that when the 
density gradient due to composition differences was inverted 
the observed diffusion was about ten times larger than when 
it was composition density stabilized, at a tube diameter of 
1, mm. 
Buell and Shuck (6) carefully measured the diffusivity 
of Sn-Bi at 300, 340, and 400°C. Calculations from their 
data, unlike those of Stover and Shuck, produce a smooth. 
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uniform relation of D to C. 
A general review of diffusion which covers most of the 
work discussed so far has been made by Chiang and Shuck (10) 
who suggest that modern diffusion data imply that the Arrhenius 
equation, D = exp(-Q/RT), might not be valid for liquid 
metal systems. Whether the reason is a new phenomenon, as 
they suggest, or failure to suppress convection at high 
temperatures, the end result is that for extrapolation of 
D to low temperatures the equations predict a lower D than 
one would get through direct measurements. 
The data reviewed to this point do not offer much 
confidence in extrapolated diffusion coefficients. For 
comparison, in a related solidification problem, Mollard 
and Flemings (40) used the same diffusion coefficient as 
Jackson and Hunt (33), who in turn arrived at a value of 
-5 2 0.67 X 10 cm per s by extrapolating the single value of 
Lomell and Chalmers (37), by use of the activation energy of 
viscosity, Davis and Hogan (24) repeated the work of 
Mollard and Flemings at lower gradients. They extrapolated 
from Davis (20) to obtain D = 0.7 x lo"^ cm^ per s at 183®C 
and eutectic composition. 
Diffusion coefficients may also be obtained, in addition 
to the more common methods, from solidification experiments, 
usually in one of three ways: the steady-state breakdown 
method, the quenched liquid method, or the initial transient 
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method. 
One may make a number of experiments by solidification 
of a dilute alloy in a positive temperature gradient to 
determine the conditions for interface breakdown as a 
function of G/R and C^. If there is no mixing in the liquid 
build-up region, at steady state with a flat interface one 
obtains 
) 
> -BE [A-31 
With m^^ and k^ known, D can be calculated from the slope of 
the straight line separating flat from non-flat interfaces 
on a G/R vs plot. The problems of the steady-state 
method have received a detailed criticism elsewhere in this 
thesis. Probably the most serious problem is that of 
determining what is and is not a flat interface. Much of the 
early work contains descriptions of the general appearance of 
a pox structure, or the appearance of cells, and uses these 
to specify the change from flat to broken interfaces. 
Accompanying photographs suggest that these studies often 
erred in not placing a strict enough criterion on the 
appearance of a flat interface. It is quite possible that 
this error may have caused the value of D to be high. 
A third problem peculiar to this steady-state method 
is that of mixing in the region of the solute build-up. The 
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early work used horizontal boats, which means there was 
always mixing in those systems. 
A second means of obtaining D from solidification 
studies is to solidify a near-eutectic alloy with an eutectic 
front, then quench rapidly and measure the quenched liquid 
composition as a function of distance. The equation to be 
fitted was derived by Jackson and Hunt (33) 
C = C + B exp(-Rz/D) ; 
° ° [A-4] 
= C_ - C at low R 
O ci O 
A plot of In (C-C^) against z gives a slope of -R/D. 
Such a technique provides a good reference point because 
at the low rates used to prevent dendrite formation the 
interface composition is always C^. However, a temperature 
gradient is required for stability, which means that D is 
not really constant with distance. The maximum height of 
the concentration curve, (C^ - C^), is related to G/R 
through the requirement for a plane interface, so some 
experimental optimum must be found. The eutectic temperature 
is usually well below the melting point of the pure component 
and so D is small. The length of the build-up layer is thus 
fairly short, reducing uncertainties about the proper 
temperature to use. 
One can analyze the composition over the initial 
transient, usually with tracers, and fit the resultant 
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curve to the equation of Smith et al. (58) . This third 
method assumes that k and m, are constant, while in many 
o ^ 
systems both are a function of composition. The Smith 
equation cannot be recast into some form of straight line, 
so fitting can be difficult. 
Despite these problems, Davis (21) and Davis and 
Fryzuk (22) used this method to obtain values of in 
systems where k^ is very low. This author is not aware of 
any solidification studies which have used this method to 
determine D. In both this and the eutectic solidification 
method large ratios of G/R are frequently used. Verhoeven, 
Warner, and Gibson (73) have shown that thermotransport 
effects at high G/R can be much more important than a first 
consideration might suggest. Equations describing the 
effect of thermotransport on a transient have not been 
derived. 
Most of the early work used the steady-state, interface 
breakdown method. Tiller and Rutter (63), taking k^ and 
from the phase diagram, obtained D = 7. x 10 ^ cm^ per s for 
lead containing 0.03 wt pet Sn. Their criteria for break­
down was the appearance of a general pox structure. Walton 
et al. (75) , obtained D = 2. x 10 ^ cm^ per s for very 
dilute lead in tin. They apparently used the appearance of 
cells as the criterion for breakdown. Cole and Winegard 
(14), using low concentrations of lead in tin and similar 
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values of and k^, got D 4.5 X 10 ^ cm^ per s Their 
criterion for breakdown was the appearance of a poxed 
structure. Plaskett and Winegard (51)used dilute Bi and Sn 
and specified the appearance of pox to indicate the onset 
of supercooling. All of these studies used horizontal 
boats and a decanting technique to examine the solid-liquid 
interface. Since the solid always retains a liquid layer 
when it is removed from the liquid (77) , one must assume 
that the wetted surface morphology maintains a direct 
relationship to the actual solid-liquid morphology. 
Davies (18) did a statistical analysis of the work 
using the steady-state solidification techniques. Because 
of the very low concentrations of solute, the temperature 
can be taken as very near to the melting point of the pure 
solvent. Among others, he covered Refs. (63, 75, 14, and 51) 
and compared the D obtained from their data with that from 
direct methods, Refs. (20, 72, and 44). Direct measures 
produced lower values than the solidification method. The 
reason, he felt, could be that mixing was present in the 
solidification work because of the horizontal boats. Both 
Weinberg (76) and Cole and Winegard (13) showed that mixing 
was present and could well be significant. 
Davies' estimates of the exponents b and c in the 
equation 
C 
o 
[A-5] 
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were obtained by a multiple regression analysis technique, 
but the source of his numerical data is not clear.^ In 
his results he gives estimates of b and c, together with 
95 pet confidence error estimates and he assigns a level 
of significance to.each referenced work. After calculating 
b and c for each reported work, Davies computed D. That 
one gets any sort of agreement using these reports is 
encouraging, considering that he lists values of b such as 
1.2474 ± 0.6308 as highly significant. The calculated 
values of D are given in Table A-IV. 
Moore and Elliot (41) used the equations derived by 
Jackson and Hunt (33) applied to a thermal valve technique, 
in which a section of Pb-Sn eutectic alloy was placed in 
a temperature gradient such that the interface was between 
two thermocouples. By cycling the high temperature furnace 
in a known manner, the resultant thermal wave detected at 
the lower end enabled them to obtain a diffusion coefficient 
of D = 2. X 10 ^ cm^ per s, which they felt to be in 
excellent agreement with Davis (20). 
Jordan and Hunt (34), using the quenched liquid method 
on eutectic growth took microprobe traces in the quenched 
liquid in front of the interface and obtained D = 0.62 x 
10 ^ cm^ per s at the eutectic temperature and composition. 
^ee the discussion on methodology above, page (112). 
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Table A-IV. Diffusion coefficients in Sn-Pb and Sn-Bi 
alloys, as calculated by Davies (18) from the 
data of others, using the steady-state inter­
face breakdown method (in decreasing order of 
significance) 
Solvent Solute D (10 ^ cm^ per s) Ref. 
Sn Pb 1.7 75 
Pb Sn 7.2 63 
Sn Pb 7.6 51 
Sn Bi 9.1 51 
Sn Pb 5.6 14 
They assumed D was constant because they took a straight 
line best fit of the log (C-Cg) against z plot. They used 
a gradient of 260*0 per cm and took microprobe data out to 
0.5 mm from the interface, so there was a 13* change in 
temperature over that length. One of their log plots has 
only eight experimental points on it, which fit the line 
very well, while the corresponding C vs z plot has 26 points 
on it; the justification for dropping 18 points is not 
given. 
In unpublished work Verhoeven and Gibson (70) performed 
similar work using a bismuth radioactive tracer in a dilute 
Bi in Sn alloy. They found that the length of the build-up 
region extended as much as 5 mm into the liquid, which 
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meant a significant change in temperature, at the gradients 
used. Unexpectedly, the log plot was virtually a straight 
line, with very high significance. At the interface the 
calculated diffusion coefficient was about as anticipated, 
but far into the liquid the slope of the straight line 
indicated a diffusivity much smaller than predicted from an 
Arrhenius equation. Clearly, not everything is known about 
this technique. At very low rates they also observed a 
build-up in the bulk liquid which could only be explained 
by thermotransport. 
Diffusivity as determined by these solidification 
techniques has the advantage that the temperature at which 
the work is done obviates the need for questionable extra­
polation. But the inherent disadvantages, such as loss 
of independent verification, occasionally questionable 
methodology, and certain subtle requirements of the exper­
imental method, generally outweigh the advantages in the 
present case. I feel that in all but one possible case (34) 
the values of D calculated by solidification are of little 
value to this work and are no more accurate than extra­
polation from higher temperatures of work done by "standard" 
techniques. The initial transient method has real pos­
sibilities, as shown by some excellent work in determining 
k^ (21), but it has not been used carefully yet to determine 
D. 
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Still to be answered is the question of what value of 
D will be used in the present work. The capillary dif-
fusivity data were reduced to those studies which allow 
extrapolation to 183-232°C. There are only two (6, 44) 
for the diffusion of Bi in Sn-Bi alloys up to 10 at. pet Bi. 
Since the equations used in this part of the work apply at 
the solid-liquid interface, the temperature range is from 
about 190 to about 229"C. The extrapolations of Refs. (6) 
and (44) are given in Table A-V together with comparisons 
with other studies (36, 55, 60) at comparable temperatures. 
Buell and Shuck (6) usually predict higher diffusivity 
than everyone else, while Niwa et al^. (44) predict lower 
values than everyone else. It would seem reasonable to make 
the same criticisms of Niwa et al^. for their Sn-Bi work as 
for their Sn-Pb work (20). If so, then the 600*0 data 
suffers from convection, and the variation of D with T is 
less than predicted. Thus D at the interface would be higher. 
Since Niwa gave no error estimates, the Arrhenius equation 
was recalculated from his reported data. The standard 
deviation in activation energy is about 10 pet and 
about 5 pet in log D^. These comparisons show that D is not 
very well specified. In the absence of other evidence, then, 
the diffusion coefficient will be taken as D = D^exp(AH/RT) 
fitted to Niwa's lowest reported temperature, 450°C, and 
the point D = 1.0 x 10~^ em^ per s at 232*C. 
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Table A-V. Comparison of diffusion coefficients 10 at. pet 
Bi in Sn predicted by Buell and Shuck (6) and 
Niwa et (44) with each other between 200 
and 2TS°C, and with observed values reported 
by others 
T 
(°C) 
D 
Niwa 
(44) 
(10"5 cm^ 
Buell 
(6) 
per s) 
Others 
Ref. 
430 3.63 4.80 4.35 (1 at.pet) 36 
400 3.09 4.31 
350 2.29 3.53 1.28 60 
340 2.14 3.38 
200 0.637 1.50 1.9 53 
232 0.892 1.88 
230 0.875 1.85 
225 0.832 1.79 
220 0.791 1.73 
215 0.751 1.67 
210 0.712 1.61 
205 0.671 1.55 
200 0.637 1.50 
For the Sn-Pb system, there are four Arrhenius equations 
to consider, at various compositions. Values of D between 
183 and 510*C, as calculated from the equations, are given 
in Table A-VI. The measurements made at compositions near 
the extremes should be higher than for compositions near 
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Table A-VI. Calculated values of diffusion coefficients 
for the Sn-Pb system from three reports, 
including composition and temperature range 
at which measurements were made 
Niwa 
(44) 
Onoprienko 
(46) 
Davis 
(21) 
Davis 
(21) 
C (at.pet 
Pb) 
90. 90 or 100 99.99 1. 
T range 
(°C) 
450-
600 
400-900 350-
600 
250-
500 
Extrapolated Diffusion Coefficients 
(10-5 cm^ per s) 
510 2.706 5.196 3.645 6.204 
500 2.577 5.002 3.525 6.049 
400 1.456 3.215 2.384 4.511 
345 0.983 2.372 1.822 3.686 
300 0.674 1.771 1.407 3.036 
200 0.226 0.758 0.664 1.728 
183 0.178 0.632 0.566 1.532 
the center of the system. Davis' results (21) indicate that 
there should be only a small variation of D with composition 
between 20 and 80 at. pet. 
Among the data on diffusivity developed from solidifi­
cation work, those reviewed by Davies (18) all involve very 
dilute solutions. Because of the errors involved in 
those studies the reliability of the diffusion data is 
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questionable, at least for the present application. The 
results of Jordan and Hunt (34) , however, apply directly 
to the study at hand. Because the length of the liquid 
layer was only 0.5 nun, the change in temperature of 13®C can 
be considered small enough to take D as constant. Calibration 
of the microprobe output was done well enough to obtain an 
interface composition right on C^. If a statistical fit 
of all their data on the log (C-C^) curve yields the same 
D as that shown by the eight points they show on the figure, 
then we can put a good deal of faith in their result, 
-5 2 
D = 0.62 X 10 cm per s. This conclusion lends more 
credence to the suggestions contained in Table A-VI, that 
the diffusivity of the eutectic alloy at 183°C is actually 
somewhat less than 1. x 10 ^ cm^ per s. 
— 5 2 
In this thesis D = 0.62 x 10 cm per s will be used 
for Sn-Pb eutectic at the eutectic temperature. 
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APPENDIX B. THE DETERMINATION OF THE LIQUIDUS SLOPE 
AND THE EQUILIBRIUM DISTRIBUTION 
COEFFICIENT 
The tin-rich side of the Sn-Bi phase system has been 
s t u d i e d  a  n u m b e r  o f  t i m e s  ( 1 7 ,  2 6 ,  3 1 ,  4 5 ,  5 P ,  7 ? )  
The items of interest are m^^, the slope of the liquidus line, 
at equilibrium. In most work the and k , taken as s 
liquidus and solidus temperatures were measured at specific 
compositions, so one cannot obtain k^ directly, but must 
calculate composition as a function of temperature for both 
curves. Because it was known that both lines are nearly 
straight when concentration is given in weight percent, all 
data were converted to those units. 
The work of Davidson (17) is accepted by Hansen and Anderko 
(28) is generally the standard of comparison. Table B-I gives 
Davidson's data determined by using thermal analysis of 
cooling and heating curves plus metallography. His solidus 
data does not extrapolate to 232®C, but is slightly below a 
parallel line which does. 
Endo (26) determined the liquidus by cooling curves and 
the solidus by electrical resistivity on heating. His data 
result in approximately the same liquidus as Ref. (17) but 
his solidus curve is slightly higher and extrapolates nearer 
to the melting point. 
Oelson and Golucke (4 5) also determined liquidus and 
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Table B-I. Liquidus and solidus data of Davidson (17) 
for Sn with Bi additions 
Wt Pet 
Bi Liquidus Solidus 
2 229.5 220.5 
4 227.0 211.5 
6 225.0 20 2.0 
8 222.0 193.5 
10 219.0 185.5 
12 216.5 177.0 
14 213.0 169.0 
16 210.0 167.5 
18 207.5 152.5 
20 204.5 144.0 
solidus curves on this system in the process of testing a 
calorimetric system. Their data agree closely with 
Davidson's. 
The above results were obtained by standard methods. 
Verhoeven and Gibson (71), making careful use of solidifi­
cation techniques, were able to determine solidus and liquidus 
curves by a rather different approach. They solidified an 
alloy in a temperature gradient such that the solid-liquid 
interface was always flat and simultaneously measured the 
temperature of the interface, to obtain the solidus temper­
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ature at the composition of the alloy. Melting with the same 
care gave the liquidas temperature. Their results are given 
in Table B-II. Because of the method used there is reason 
to believe their solidus curve is more accurate than those 
determined by other methods. Their liquidus curve agrees 
well with Davidson's, but the solidus is slightly above his, 
is parallel to it, and extrapolates very nearly to the 
melting point. 
Three papers have measured directly. Rigaud and 
Tougas (52) used a normal solidification technique at low 
freezing rates but did not have planar interfaces, so they 
were restricted to the normal freezing equation given by 
Pfann (48). Hunt, Spittle, and Smith (31) used the same 
technique in an effort to determine the extent of solute 
interaction in dilute ternary alloys. In the process they 
found for Hi in Sn to be 0.25 for concentrations between 
0.8 and 2.4 wt pet Hi. They used horizontal boats with a 
freezing rate of 1.1 x 10 ^ cm per s and did not determine 
the flatness of the interface. Verhoeven (65) also used 
normal solidification but made sure the freezing interface 
was flat, and in addition, varied the rate slightly to be 
certain it could be extrapolated to zero. 
The available data for both liquidus and solidus 
curves over a range of temperatures (17, 26, 45, 71) were 
used to calculate the polynomial of best fit for the data. 
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Table B-II, Data of Verhoeven and Gibson (71), determined 
by controlled solidification techniques 
Solidus T Liquidus T 
Wt Pet Reported Original Reported Original 
Bi data data data data 
1.5 ^ 225.6 , 225.475 229.7 229.725 
[1.47]^ ±0.1° 225.525 
225.825 
225.400 
225.350 
1.5 225.3 225.463 230.5 230.5 
±0.1 225.003 
225.348 
1.5 225.5 225.887 230.1 230.125 
±0.2 225.555 
225.46 
225.22 
225.61 
2.0 223.2 223.2 
2.0 222.7 222.7 
2.0 222.9 222.7 
± 0.2 223.1 
3.0 218.6 218.55 228.2 227.92 
±0.2 228.15 
228.49 
3.0 218.7 217.47 227.9 227.68 
[3.02] ±0.6 219.12 ± 0.2 228.11 
218.62 
219.09 
219.41 
7.5 198.8 198.80 
7.5 199.8 199.76 
^Concentrations in brackets indicate results of chemical 
analysis. Others were weighed-in composition. 
^Average deviations were reported. 
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The two criteria for a best fit were the sum of squares due 
to regression be a maximum, and that the coefficient of 
the highest order term be significantly different from zero 
at the 67 pet level. To facilitate later calculation of 
k^, the fit was made with C as dependent variable and T as 
independent variable. In this type of polynomial fit one 
must assume that all of the error is in the observation of 
the dependent variable and that the independent variable is 
exact. Consequently, a fit of the data to a T(C) curve 
results in slightly different values for Tj^.g and , m^ 
than a fit to a C(T) curve. In this case, however, the 
differences are not large. Figure B-1 includes a plot of 
all the data between 180*C and the melting point. 
The region with which this work is concerned is from 
about 1 to 10 wt pet of the solidus curve, which is from 
about 228 to 185®C. Consider the liquidus curve first. 
Comparison of all the results shows that Endo's data are 
consistently higher than the others. Oelson and Golucke 
report no data above 213®C. Verhoeven and Gibson were only 
able to do their work out to 3.0 wt pet Bi on the liquidus 
and only reported data for two compositions on that line. 
For these reasons the data of Davidson are accepted for the 
liquidus. The liquidus curve in figure B-1 is the best fit 
of Davidson's data. 
Determination of the solidus by cooling curve thermal 
235 
7 DAVIDSON 
V ENDO 
A OELSON and GOLUCKE 
A VERHOEVEN and GIBSON 
C - WT 7o 
Fig. B-1 -
- Comparison of observed results with that of Davidson (liquidas) 
and Verhoeven and Gibson (solidus) for alloys of Bi in Sn 
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analysis has always been a difficult proposition. In 
addition, half of Davidson's data is outside the range of 
interest, Oelson and Golucke's data are consistently below 
the others, while Endo's, obtained by resistivity measurements 
on heating, are always high. The method of Verhoeven and 
Gibson appears to have several advantages for determination 
of the solidus, as discussed in Ref. (71). Hence it is 
accepted for the solidus curve. Figure B-1 also includes the 
best fit line calculated from their solidus data. 
Table B-III gives the values of k^, m^^, and m^ calculated 
from Davidson's liquidus and Verhoeven and Gibson's solidus. 
If the best fit of all the data together is used, is 
slightly smaller. The curves chosen for the solidus and 
liquidus do not provide good values of k^ within about 4°C 
of the melting point, as may be seen from the calculation 
of k^ in Table B-III. The reason is that the least squares 
fit of the liquidus curve is displaced about 0.36*C above 
the solidus at the C = 0 intercept. A thermodynamic 
derivation valid at small dilutions is given in Appendix C. 
This derivation suggests that k^ should tend to 0.27 at low 
dilutions and thus correlate well with the observations at 
higher concentrations. Above 227®C then, k^ = 0.27 will be 
used in preference to the statistical calculations. 
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Table B-III. Computed values of the liquidus and solidus 
concentrations, mj;,, mg, and from the best 
fit of Davidson's liquidus data and Verhoeven 
and Gibson's solidus data 
A s Verhoeven 
Temp ^ (®C per (°C per Davidson and Gibson 
(®C) o wt pet) wt pet) (17) (71) 
232.0 0.100 -1.256 -4.368 0.213 -0.021 
231.9 0.006 -1.257 -4.368 0.293 0.002 
230.0 0.243 -1.275 -4.368 1.793 0.437 
228.0 0 .267 -1.295 -4.368 3.350 0.894 
226.0 0 .227 -1.316 -4.368 4.882 1.352 
224.0 0.283 -1.337 -4.368 6.390 1.810 
220.0 0 .29 2 -1.381 -4.368 9.335 2.726 
216.0 0.299 -1.428 -4.368 12.184 3.642 
212.0 0 .305 -1.479 -4.368 14.937 4.557 
208.0 0 .311 -1.533 -4.368 17.594 5.473 
204.0 0 .317 -1.592 -4.368 20.155 6.389 
200.0 0.323 -1.655 -4.368 22.620 7.304 
196.0 0.329 -1.723 -4.368 24.990 8.220 
192.0 0.335 -1.797 -4.368 27.263 9.136 
188.0 0.341 -1.878 -4.368 29.441 10.051 
184.0 0.348 -1.967 -4.368 31.522 10.967 
180.0 0 .355 -2.064 -4.368 33.508 11.883 
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APPENDIX C. THERMODYNAMIC DETERMINATION OP k 
o 
At low compositions where errors in statistical fitting 
of liquidus and solids data become larger, one can estimate 
by resort to thermodynamics. This also gives a good check 
on the calculated values of k^, as the observed and 
thermodynamically calculated value should agree reasonably 
well. 
Following the approach of Davis (21) , let us examine 
an ideal solution, where component 1 is the major constituent 
and component 2 is the minor one. The ratio of solid to 
liquid composition of the major component can be written as 
^1,& ^"^2,Jl 
[C-1] 
We know that 
=1,1 - 'C-Z, 
where is the standard state of pure liquid 1 at the 
temperature T. The free energy equation for the solid phase 
is similar, 
°l,s - (c-3: 
At equilibrium the partial molar free energies of the two 
phases must be equal, so we can write 
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=1,% = °l,s = + °Gl,% 
(C-4] 
from which we get. 
N 
N Iti = -pfeè [C-5] 
Now the difference in the standard states is just the free 
energy of melting at T, which for small deviations from the 
melting point of the pure component 1 can be given as 
AG = AH* - TAS* [C-6] 
where the superscript * indicates the value at the melting 
point. Since AH* - T* AS* = 0, Eq. [C-6] can be reduced to 
AG = AH* [.-Î.] 
Putting this into Eq. [C-5] with Eq. [C-1] we have 
1-N 
1-N ^.exp 2,A ^ 
. N, 
jl " ' 
- f.j 
tC-71 
= -
For N2<<1, this reduces to 
"2,» - "2,3 
AH* 
R 
• ^*] • "2,1 
[C-81 
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Davis left off here, but there is a relationship between 
Ng and T, namely through , the liguidus slope, such that 
2 
near the melting point. As T approaches T*, TT* = T* . 
Using this, and the relation of m^^ to replace , we get 
an equation for 
to = 1 - ^ (C-IOI 
Equation [C-10] requires experimental information on m^ 
and AH and is valid for ideal solutions at low concentrations, 
This analysis should apply quite well to the Sn-Bi 
system because it is close to ideal (38, 35). 
The liquidus slope has been determined in the course 
of calculating at higher concentrations. Since calculated 
values of m^ were in terms of wt pet, they were converted to 
atom fraction by noting that at low dilution 
at. pct/wt pet = M^/Mg tC-11] 
where M is the molecular weight of the component. The value 
of AH was taken as 1690 cal per mole from Smithells (59), 
Estimates of k^ calculated from Eq. IC-10] are given in 
Table C-I. The liquidus data of Verhoeven and Gibson, while 
replicated well, is based on measurements at only two 
Table C-I. Values of the liguidus slope of m, determined from observations 
on the Sn-Bi system and the equilibrium distribution coefficients 
k calculated from Eg. [C-10] 
Source 
Davidson Ehdo Oelson Verhoeven 
(17) (26) (45) (71) All 
From C = f(T) 
m, («C per -1.256 -1.201 -1.264 -1.463 -1.226 
wt pet) 
m,(°C per -2.211 -2.115 -2.226 -2.576 -2.159 
at. pet) 
k 0.262 0.294 0.257 0.141 0.280 
o 
From T = f(C) 
m,(»C per -1.225 -1.197 -1.074 -1.347 -1.129 
wt pet) 
pet error -6.8 -2.6 -15.8 -12.6 -4.0 
(67% C.I.) 
m„(®C per -2.156 -2.108 -1.892 -2.371 -1.988 
at. pet) 
k 0.281 0.297 0.369 0.209 0.337 
o 
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concentrations. For various reasons having to do with the 
statistical assumptions required, the equations obtained from 
the C = f(T) correlations produced better extrapolations 
than the T = f(C) correlations did. Partly for this reason 
there is a greater variation in the value of calculated 
from the latter equations; they are included here to give an 
indication of the errors involved. Using the C = f(T) 
correlations only and giving equal weight to the result 
calculated from Davidson and all the work combined, a value 
of k_ = 0,27 was obtained. 
o 
It is evident that this sort of calculation is good 
mostly for confirmation of experimental data. A change in 
m^^ of about 4 pet results in a change in k of about 11 pet, 
9 k 
at the values used, and gets larger as the second term 
approaches 1. We can draw some conclusions of value, 
however. The calculated value of k^, 0.27, should Be 
approached as the bismuth concentration approaches zero, 
so this value will be used at very low concentrations. 
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APPENDIX D. MATHEMATICAL SOLUTION OF THE 
FLUX EQUATION FOR EUTECTIC GROWTH 
For an alloy solidifying with a planar eutectic front 
the differential equation for the concentration of the 
liquid in front of the interface is given by Eq. [28] 
The boundary conditions, assumptions and definitions of 
terms are also given there. To obtain a solution, we 
let C = ZY, and assume quasi-steady state. Then, from 
Eq. [28] 
Y afz + z A + R:UE Y az , g [o-i, 
dz dy D dz 
separating variables, we get 
where X is a constant, and p' is defined as p' = (R-UE)/D. 
Taking only the y portion of Eq. [D-2] 
= 0 
dy 
we get 
= 0 m = ± [D-3] 
X is not less than 0. 
177 
If < 0, then m = ± X 
Y = Ae^y + [D-4] 
^ = Axe^y - Bxe'^y [D-5] 
Applying Eq. [bc-2] (Eq. [30], we get 
dv 
=  0  ,  y  =  0  = ^ A X - B X  =  0 " ^ A  =  B  [ U - 6 ]  3y 
xw xw 
= 0 A = 0 
[D-7] 
= 0, y = Y AXe ^ - BXe ^ 
I f X ^ = 0  Y = A +  B y ,  t h e n  
— B — 0, y = 0 B — 0 [D-8] 
2 . J 
so X is not equal to 0 in general. It must be that X > o. 
The solution to Y then, is 
Y = B cos(Xy)+ C sin(Xy) [D-9] 
^ = -BX sin (Xy) + CX cos (Xy) [D-lO] 
Adding Eq. [bc-2] (Eq. [30]), wa get 
y = 0, Y' = CX = 0  ^ >C = 0 
[D-11] 
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y = y ; -BX sin (X^) = o X = [D-12] 
so that 
Y = B cos y) [D-13] 
From the Z portion of Eq. [D-2], we have 
ÉIz + 0- 51- zx2 = 0 
dz 
[D-14] 
and 
m^ + p'm — X^ = 0 ; m = + X [D-15] 
For simplicity, let 
r„ =#77= tD-16] 
So that 
-p'Z 
Z = e [ce^"^ + De-^":] [D-17] 
At n = 0, X =0, so = p'/2r then 
Z = e 
-p'Z 
2 [ p'Z -p'Z "T" ~T~ Ce + De =o + V'"'" 
[D-18] 
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At > 0/ one has Eq. [D-17]. Putting the Z and Y portions 
together again, we have, for X = 0 
ZY = AC + AD e" '^ = A + D e~ [D-19] 
o o o o 
2 Note that is changed. For X > 0, 
ZY - cos(^) "] = 
Therefore 
C = Ao + "] 
[D-21] 
With p' replaced by p, this is exactly the result of Jackson 
and Hunt (33). Now it remains to determine the constants A^, 
and D^. First we apply [bc-3] (Eq. [31]) 
Z = 6 C(6,y) = Cg [311 
S = ^ oos(^y) [D-221 
Here, Cg is not a function of y, so the summation term must 
be zero 
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ï 6 -Y 6 -27*6 
C^e = -D^e ; = -D^e " [D-23] 
C e'"' + D = -o + D e-'"' [^-243 
n n n n 
r Y„(Z-6) -Y„(Z-6)1 
= Dn [e " - e " J [D-25] 
= sinh Y^(Z - 6) ; n i 1 [D-26] 
Note that changes between Eq. [D-24] and [D-26]. Now 
sinh (-x) = -sinh (x) so let D = -D and hence the right 
n n 
side of Eq. [D-26] becomes 
D^ sinh - Z) [D-27] 
as 6 > z anyway. Since the summation term is zero. 
-p* 6 -p' 6 
Cg = Aq + D^e ; A* = Cg - D^e [D-28] 
Therefore 
C(Z,y) = Cg + 
F-P'a -p ' 6 
-p ' 5 
ED e ^ cos (%^) sinh Y _ ( ' S - Z )  
n w n 
[0-29] 
181 
ac 
ïïz = -Ô'D^-ED cos Yjj cosh yj^(<S-z) 
o,y 1 
-6'Z 
- ^  ED cos (-^^y) sinhY„(ô-Z) e ^ [D-301 
z ^ Il w n 
3C 
7z = -5'dq - zd^ cos i^ycoshyjj + ^ sinhy^aj 
o,y 
[D-31] 
To get a solution for D^, we multiply through by 
cos 2mTry/w, and apply the principle ^  cos mx cos nxdx = 0, 
m f n; = ir/2, m = n. 
cos(^) = -5'do cos(^)-sd^ cos (2^) 
o,y 1 
[D-32] 
cos(^)[ ] 
where the brackets enclose the same terms as in Eq. [D-31]. 
If m = n ^  1 
W/2 J COS (2|ffi)cos(5^)(i2^) (D-331 
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otherwise the integral is zero. Adding P'D^ to both sides 
of Eq. [D-231 and integrating 
W/2 
/ : 
3C 
TÏ 
Thus, 
+ P'Dq cos 
W/2 
(^)dy = X -"n' ' 
o,y 
cos (^) cos (2^) ay 
= -Dj^I 1 ^ ; m = n 
[D-341 
- -ff/[ 
3C 
+ P'D, 
OrV 
oos(^)dy 
cosh ^ sinh y„5Î 
n 
[D-35] 
°n = 
-4 
wT r 
\W/2 
•J 
3C 
T£\ 
w/2 
o,y 
cos (^)dy 
P'D^ COS (2^^)dy 
[D-36] 
Here, a and b are assumed constant from [bc-4] (Eq. [34] 
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n = ^rnr 
#0/2 ^W/2 
cos(^§^)dy + h C 
o w/ o*' 
cos (^)dy 
W/2 
+ w J cos (•~^) dy [D-37] 
-4 
WT~T 
w/2 
+ ^  "" <^) 
W/2 
+ 0 
Wa/2 
[D-38] 
Letting = W^/W, the volume fraction of eutectic which 
is alpha phase, Eq. [D-38] is evaluated as 
- 2  D = f n W]r~T I ® nnfa " ^  ^in mrf^ [D-39] 
and hence finally to 
D = -2 (a-b) sin nirf 
n WÏ r a [D-40] 
For m = 0 
.W/2 
3C 
TE 
COS (i22lZ)dy 
o,y 
W/2 
= J ' 6'D^ COS (^^)dy -Z[ 
[D-41] 
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,W/2 
9£ 
3z 
D W 
dy = -p' 
[D-42] 
o,y 
The summation term contributes nothing because n is never 
0 in it. 
n 3C dy = o,y  o '  f''" C / ady + J ^ V2 
W/2 
bdy 
aW^/2 + b(^ • 
[D-431 
W (af„ + bffl) = -p'D 1 ^ "^6 n E o2 [D-44] 
SO we get 
D = — 
(af.+bfg) 
n [D-45] 
Combining all this we have 
C(Z,V) . Cg - - e-o'^l 
+ ZD_e ^ cos () sinhY„(6-z) 
n n 
[D-46] 
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where 
-2(a-b) sin mrf 
D = ^ ^  
" [Yj^coshYj^ô+ Y sinhY^G] [D-471 
