We present a new method for estimating the probability of informed trading (PIN). This method, called Cluster PIN (CPIN), is based on cluster analysis used in machine learning. CPIN does not require maximum likelihood estimation and thus avoids the computational issues that have been associated with some previous PIN estimation routines. We _nd that CPIN is more than 700 times faster than the best existing estimation method, and has comparable accuracy. A further practical advantage is that CPIN can be used to identify initial parameter conditions for existing maximum likelihood estimation methods. This hybrid of CPIN and maximum likelihood estimation yields the best practical combination of estimation speed and accuracy.
Introduction
This study introduces an alternative method for estimating the probability of informed trading (PIN) (see Easley 3) CPIN: Our cluster PIN methodology Later in our paper, we introduce a fourth approach, LK-CPIN and its extension LK-CPIN(ext), which combine CPIN and LK, and which offers a combination of both accuracy and speed. Our general conclusion is that CPIN provides estimation accuracy comparable to that of LK and far superior to that of Easley, Hvidkjaer and O'Hara (2002, 2010 ), yet computes in a small fraction of the time.
Our paper is structured as follows. Section 2 provides a brief discussion of existing PIN estimation methods. Section 3 introduces our new method CPIN. We compare EHO-YZ-PIN, LK-YZ-PIN and CPIN in Section 4. Section 5 illustrates how to combine CPIN with LK's method. We conclude in Section 6.
Existing PIN Estimation Methods
The joint likelihood function of the Easley, Hvidkjaer and O'Hara (2002) PIN model 1 is,
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St! (1) where B t and S t are the total number of buys and sells for a given day, respectively. The parameter vector is θ = (α, δ, µ, ε b , ε s ), where α is the probability of a news event, δ is the probability of bad news conditional on a news event, µ is the informed trade intensity and ε b and ε s are intensities of uninformed buy and sell trades. After estimatingθ, the PIN measure is readily estimated as, 
where
The last term log(B t !S t !) is a constant and can be ignored.
LK show that the EHO likelihood expression in (3) is computationally inaccurate and has an inherent downward bias. To avoid this bias and improve computation accuracy, they re-factorize the log likelihood function as follows,
, and k max,t = max(k 1,t , k 2,t , k 3,t ). Similarly, the constant term, log(B t !S t !), can be dropped. The LK approach is derived from two computing principles.
First, computing the expression e x+y is more stable than computing e x e y . Second, a large input for exp(.) or a small input for log(.) should be avoided.
In LK, initial values are chosen using the YZ algorithm. This algorithm deals with the local maxima problem by conducting an exhaustive grid search. The initial values
are chosen with the following rule, 
CPIN
To motivate CPIN, we begin with the description of the PIN model in Figure 1 . The intensities of sell and buy processes on a no-news day are ε s and ε b . On a good-news day, the buy intensity increases by a positive amount µ, with no change in the sell intensity,
i.e. buy trades B t ∼ P oi(µ + ε b ) and sell trades S t ∼ P oi(ε s ). Likewise, on a bad-news day, the sell intensity increases by µ while the buy intensity remains unchanged, i.e. buy trades B t ∼ P oi(ε b ) and sell trades S t ∼ P oi(µ + ε s ).
[Insert Figure 1 here]
We consider the order imbalance X t := B t − S t , which is the difference between two independent Poisson random variables. Thus, X t follows a Skellam distribution , 1946) , which has the following density:
where I x (.) is a modified Bessel function of the first kind (Abramowitz and Stegun, 1972) , λ 1 and λ 2 are the arrival intensities for B t and S t respectively. The mean E(X t ) = λ 1 −λ 2 .
On no-news days, X t ∼ Skellam(ε B , ε S ); on good-news days, X t ∼ Skellam(ε B + µ, ε S );
and on bad-news days X t ∼ Skellam(ε B , ε S + µ). Figure 2 illustrates this new construction. CPIN and its estimation are based on the model shown in Figure 2 .
[Insert Figure 2 here] Given order imbalance X t , the likelihood function of parameter vector θ is,
This is the likelihood function of a mixture model with three Skellam components. Directly estimating this likelihood also provides the estimatesθ for PIN calculation, but estimating the Skellam distribution is difficult and also suffers from FPE. In this paper we devise a new methodology to estimate PIN that avoids likelihood estimation. We identify the mixture model using a cluster analysis and then recover parameter vector θ by calculating the cluster weights and matching the first moments of the mixture distributions.
We show that whilst our methodology is radically different, the estimation results are comparable to LK and approximately 700 times faster to compute. Our CPIN estimation is based on hierarchical agglomerative clustering (HAC), which is a bottom-up clustering algorithm (Everitt, Landau, Leese and Stahl, 2011). HAC is widely used for classification,
i.e., to group data elements based on a distance matrix. In our paper, we use farthestneighbor clustering (also known as complete-linkage clustering) 3 . To start the process, each individual element is a cluster of its own. The clusters are then sequentially combined into larger clusters. At each step, the two clusters separated by the shortest distance are combined. Our measure of distance is the absolute difference between two order
where T is the total number of days in the sample. The distance between two clusters is the distance between two farthest pair of elements (one element in each cluster) . Let I and J be two clusters, then D(I, J), the distance between them is defined as ,
We group days into three clusters associated with good-news, bad-news and no-news days. Below we detail our CPIN estimation method.
CPIN Procedure.
1) Construct a net order flow imbalance series, X t = B t − S t , t = 1, . . . , T , and use {X t , B t , S t } as the inputs for the following steps.
2) Perform HAC on X t using the farthest-neighbor method. The clustering procedure stops when 3 clusters are identified.
3) Define the cluster with the highest mean as the good-news cluster (G). Likewise define the cluster with the lowest mean as the bad-news cluster (B). Define the remaining cluster (the middle cluster) as the no-news cluster (N).
4) For each cluster, calculate the mean daily buys and sells (using {B t , S t }) asB c and S c for c ∈ {G, B, N }. Then calculate the mixture weights ω c as the proportion each cluster occupies of the total number of days T such that c ω c = 1 . Table 1 summarizes the information obtained.
[Insert Table 1 here] 5) Calculate the informed buy and sell intensities by matching the first moments 4 :
Then calculate the components in the PIN measure.
i. Informed intensity is calculated as the weighted average of informed buy and sell intensities under good-news and bad-news clusters:μ =
ii. Uninformed buy intensity is calculated as the weighted average of uninformed buy intensities under all three clusters:
iii. Uninformed sell intensity is calculated as the weighted average of uninformed sell intensities under all three clusters:
iv. Probability of news is the sum of good and bad news weights:
v. Conditional probability of bad news is the ratio of bad news weights over the probability of news:δ = ω B /α. 
PIN and CPIN
We compare the accuracy of EHO-YZ-PIN, LK-YZ-PIN and CPIN by simulating the buy and sell processes and estimating the PIN measure and its parameters. Our simulations are conducted using the programming language R 5 .
LK find that EHO method underestimate actual PIN when the number of daily trades is high. We set the parameters to be (α = [Insert Figure 7 here] The significant difference in speed between our CPIN method and existing methods is not surprising. In CPIN estimation, we classify trading days into clusters using a simple distance measure without maximizing the log-likelihood function. The time complexity of complete linkage clustering is known to be O(n 2 log(n)); this is because it takes O(n 2 ) time to compute the n × n distance matrix and additional time to sort the distances for each data point and perform merges (Day and Edelsbrunner, 1984 ; Manning, Raghauan and Schütze, 2008). By comparison, the widely used MLE methods require convex optimization. It is known that the time complexity of convex optimization is polynomial which is considerably slower.
Our second simulation test allows true PIN value to vary. We simulate 1000 datasets (each dataset contains 60 trading days) from randomly generated PIN parameters:
where k governs total trade intensity (we set k = 2, 500). Randomization is achieved by setting a, b and c to be independent random variables ∼ U [0, 1].
We then estimate the PIN from the simulated data using the three methods. In addition to comparing actual and estimated PIN values, we also compare actual and estimated PIN parameters. When estimates are the same as the true value, the plots of estimates vs. actuals lies on a 45 o line. Figure 8 illustrates the accuracy of EHO-YZ-PIN estimates. We find that EHO-YZ-PIN significantly underestimates PIN when actual PIN is above 0.2. Consistent with LK's findings, we find informed intensity is underestimated and uninformed intensity is overestimated. Whilst there is no obvious bias with estimating the probability of news and the conditional probability of bad news, these estimates are not highly accurate.
[Insert Figure 8 here] Figure 9 shows that LK-YZ-PIN is significantly more accurate than EHO-YZ-PIN.
First, there is no bias in estimation when actual PIN values are high. Also, there are no biases for informed and uninformed intensity estimates. We note, however, that LK-YZ-PIN is more accurate in determining the Poisson intensities than it is in determining the Bernoulli probabilities. The inaccuracy in PIN value estimates is largely driven by inaccuracy in the probability of news estimates.
[Insert Figure 9 here] Figure 10 shows the accuracy of CPIN estimation. We find that CPIN is considerably more accurate than EHO-YZ-PIN and almost as good as LK-YZ-PIN. When α and δ approach their boundaries (i.e., 0 and 1), the estimates are not accurate. This is because the three-component Skellam mixture model reduces to either one or two components.
These boundary situations also bias the intensity estimates. We discuss this issue in Section 5.
[Insert Figure 10 here] Table 2 documents the mean squared error (MSE) and the mean absolute error (MAE)
between actual PIN and estimated PIN for the two scenarios k = 2, 500 and k = 5, 000.
Both LK-YZ-PIN and CPIN have low MSE and MAE, but EHO-YZ-PIN is considerably worse. Summarizing Figure 8 -10 and Table 2 , we conclude that LK-YZ-PIN is the best in terms of accuracy. CPIN is the best in terms of speed and has accuracy comparable to LK-YZ-PIN.
[Insert Table 2 here]
5
Using CPIN to generate starting values for
MLE methods
In this section, we propose two hybrid methods which adopt CPIN parameter estimates as the initial values for LK's MLE method. The advantage of these hybrid approaches is that they combine the speed advantage of CPIN and the accuracy advantage of LK-PIN.
A straightforward hybrid method is to first estimate CPIN and use its parameters as the initial values for LK's MLE. We denote this method as LK-CPIN. In LK, a global maxima is determined via YZ's grid search. Here we suggest that CPIN provides an estimate that is fairly close to the global maxima, and therefore the time consuming grid search algorithm can be bypassed because MLE can be initialized using the CPIN parameters. Table 4 and Figure 11 documents the accuracy of this method.
[Insert Figure 11 here] However, we note that there are several extreme (boundary) cases that will lead to fewer than three components in CPIN. This will lead to inaccuracies in CPIN estimation and will result in parameters that are not close to the global maxima. [Insert Table 3 here]
We provide a simple modification on LK-CPIN to account for extreme (boundary) cases, which we denote LK-CPIN(ext). This uses a reduced version of YZ's initial value procedure alongside the CPIN estimate. Using equation (5), but with a reduced parameter set where α i , δ j ∈ {0, 0.5, 1} and γ k ∈ {0, 0.25, 0.5, 0.75, 1}, we employ 45 initial value combinatuons (as opposed to 125 in LK-YZ). These are used in addition to our CPIN estimates as initial values. By incorporating 0 and 1 in the initial value sets, we account for the possibility of boundary cases.
In Figure 12 , we provide the actual versus estimate scatterplots for LK-CPIN(ext).
Whilst some outliers still exist, we find it to be the best method for PIN estimation in terms of accuracy.
[Insert Figure 12 here] Table 4 documents the estimation errors of the four competing estimation methods:
(i) LK-YZ-PIN, (ii) CPIN, (ii) LK-CPIN and (ii) LK-CPIN(ext). We find that hybrid methods are more accurate than the LK-YZ-PIN method with respect to the two estimation error measures. We also find that LK-CPIN(ext) provides a marginal improvement in PIN accuracy from LK-CPIN in both MAE and MSE.
[Insert Table 4 here] Since boundary cases seldom appear in empirical data, the LK-CPIN is an adequate hybrid for practical estimation.
[Insert Figure 13 here] The information obtained step 4 of the CPIN procedure is tabulated here.B i andS i are the average number of buys and sells for cluster i ∈ {G, B, N }, and ω i , i ∈ {G, B, N } are the cluster weights. We randomly generate 1000 different datasets, each containing 60 days of buy B t and sell S t data observations and test the accuracy of the estimated PIN with actual PIN using mean squared error (MSE) and mean absolute error (MAE). The parameters are,
Good News Bad News No News
where k is total trade intensity (we set k = 2,500 and repeat it again for k = 5,000 We show extreme boundary scenarios for PIN estimation. Under those scenarios, there will no longer be 3 distinct Skellam distributions for order imbalance X t . We randomly generate 1000 different datasets, each containing 60 days of buy B t and sell S t data observations and test the accuracy of the estimated PIN with actual PIN using mean squared error (MSE) and mean absolute error (MAE). The parameters are,
where k is total trade intensity (we set k = 2,500 and repeat it again for k = 5,000). We randomly generate a, b and c ∼ U [0, 1]. No News No News 
The three Skellam distributions exhibit minimal overlap. We numerically calculate the probability of misclassification between the three Skellam mixture components and find that it is minimal at 0.13%. We simulate 60 buy and sell observations based on parameters from LK's NYSE estimates {α = 0.3638, δ = 0.5299, µ = 472, ε b = ε s = 563} and use our HAC method to group them into three clusters.
There are 60 leaf nodes in this dendrogram, which denotes the 60 simulated days with chronological indexing. These days are sequentially merged as shown. From the dendrogram, we identify the 3 main clusters, which are boxed below. , µ = 0.2k, ε B = 0.4k, ε S = 0.4k); we allow k (total trade intensity) to vary from 50 to 5000 at steps of 50. For each trade intensity value k, we simulate 50 datasets, each containing 60 days of buy B t and sell S t data observations. Below we plot the mean estimate from EHO-YZ-PIN, LK-YZ-PIN and CPIN for each k value. EHO-YZ-PIN underestimates the actual PIN when the total number of trades per day exceeds 2000. Both LK-YZ-PIN and CPIN perform well, and do not seem to have any bias with respect to trade intensity. Average-linkage and Ward's method produces some bias when total trade intensity is low. , µ = 0.2k, ε B = 0.4k, ε S = 0.4k); we allow k (total trade intensity) to vary from 50 to 5000 at steps of 50. For each trade intensity value k, we simulate 50 datasets, each containing 60 days of buy B t and sell S t data observations. Below we plot the standard deviation estimate from EHO-YZ-PIN, LK-YZ-PIN and CPIN for each k value. , µ = 0.2k, ε B = 0.4k, ε S = 0.4k); we allow k (total trade intensity) to vary from 50 to 5000 at steps of 50. For each trade intensity value k, we simulate 50 datasets, each containing 60 days of buy B t and sell S t data observations. Below we plot the average time it took for one estimate. CPIN method is much faster, taking on average 0.01 seconds to compute a PIN value. EHO-YZ-PIN takes a longest time to compute . The gradual reduction of estimation time is due to failure to converge when number of trades are high. LK-YZ-PIN take an increasingly longer time to compute as the number of trades went up (from approx 6 seconds to 7.22 seconds). The simulation is conducted using R 3.0.1 "Good Sport" on a x86 64-apple-darwin10.8.0 platform with a 2.7 GHz Intel Core i7 processor. For convex optimization, we use the optim() function. For HAC, we use the hclust() function. 
