This report documents the implementation of several related 1D heat flow problems in the verification package ExactPack [1] . In particular, the planar sandwich class defined in Ref.
I. 1D PLANAR HEAT FLOW IN EXACTPACK A. Use of ExactPack Solvers
This report documents the implementation of a number of planar 1D heat flow problems in the verification package ExactPack [1] . The first problem that we consider is the planar sandwich of Ref. [2] , and some generalizations thereof, under the class names -PlanarSandwich -PlanarSandwichHot -PlanarSandwichHalf -Rod1D .
We will describe each of these classes in this section, and will provide instructions on how to use them in a python script (for plotting or data analysis, for example). We also provide a pedagogical treatment of 1D heat flow and a detailed derivation of the cases treated herein. We have implemented the general 1D heat flow problem as the class Rod1D, and the planar sandwich classes inherit from this base class. These classes can be imported and accessed in a python script as follows, from exactpack.solvers.heat import PlanarSandwich from exactpack.solvers.heat import PlanarSandwichHot from exactpack.solvers.heat import PlanarSandwichHalf from exactpack.solvers.heat import Rod1D .
To instantiate and use these classes for plotting or analysis, one must create a corresponding solver object; for example, an instance of the planar sandwich is created by solver = PlanarSandwich(T1=1, T2=0, L=2) .
This creates an ExactPack solver object called "solver", with boundary conditions T 1 = 1 and T 2 = 0, and length L = 2. All other variables take their default values. The solver object does not know anything about the spatial grid of the solution, and we must pass an array of x-values along the length of the rod, as well as a time variable t at which to evaluate the solution; for example, x = numpy.linspace(0, 2, 1000) t = 0.2 soln = solver(x, t) soln.plot('temperature') .
This creates an ExactPack solution object called "soln". Solution objects in ExactPack come equipped with a plotting method, as illustrated in the last line above, in addition to various analysis methods not shown here. Now that we have reviewed the mechanics of importing and using the various planar classes, let us turn to the physics of 1D heat flow.
B. The General 1D Heat Conducting Rod
The planar sandwich is a special case of the simplest form of heat conduction problem, namely, 1D heat flow in a rod of length L and constant heat conduction κ. The heat flow equation, along with the boundary conditions and an initial condition, take the form [3] ,
DE :
∂T (x, t) ∂t = κ ∂ 2 T (x, t) ∂x 2 0 < x < L and t > 0 (1.1)
BC :
We use an arbitrary but consistent set of temperature units throughout. Equation (1.1) is the diffusion equation (DE) describing the temperature response to the heat flow, the second two equations (1.2) and (1.3) specify the boundary conditions (BC), each of which which are taken to be a linear combination of Neumann and Dirichlet boundary conditions. The final equation (1.4) is the initial condition (IC), specifying the temperature profile of the rod at t = 0. When the right-hand sides of the BC's vanish, γ 1 = γ 2 = 0, the problems is called homogeneous, otherwise the problem is called nonhomogeneous. The special property of homogeneous problems is that the sum of any two homogeneous solutions is another homogeneous solution. This is not true of nonhomogeneous problems, since the nonhomogeneous BC will not be satisfied by the sum of two nonhomogeneous solutions.
Finding a solution to the nonhomogeneous problem (1.1)-(1.4) involves two steps. The first is to find a general solution to the homogeneous problem, which Wdenote byT (x, t) in the text; and the second step is to find a specific solution to the nonhomogeneous problem.
We accomplish the latter by finding a static nonhomogeneous solution, which is denoted bȳ T (x), as this is easier than finding a fully dynamic nonhomogeneous solution. 1 There are times when finding a static nonhomogeneous solution is not possible, but in our context, these cases are rare, and will not be treated here. The sum of the general homogeneous and the specific nonhomogeneous solutions,
will in fact be a solution to the full nonhomogeneous problem. The homogeneous solutioñ
T (x, t) will be represented as a Fourier series, and its coefficients will be chosen so that the 1 This involves solving the linear equation ∂ 2 T /∂x 2 = 0 in 1D, and Laplace's equation
initial condition (1.4) is satisfied by T (x, t), i.e. we choose the Fourier coefficients ofT such thatT
The boundary conditions (1.2) and (1.3) are specified by the coefficients α i , β i , and γ i for i = 1, 2. Combinations of these parameters produce temperatures and fluxes T i and F i , and it is often more convenient to specify the boundary conditions in terms of these quantities. For example, if β 1 = 0 in (1.2), then the BC becomes α 1 T (0, t) = γ 1 , which we can rewrite in the form T (0, t) = T 1 with T 1 = γ 1 /α 1 . This leads to four special cases for the boundary condition, the first being
By setting α 1 = α 2 = 0, with β i = 0, we arrive at the heat flux boundary condition,
As we shall see, we must further constrain the heat flux so that F 1 = F 2 . This is because in a static configuration, the heat flowing into the system must equal the heat flowing out of the system. Finally, we can set a temperature boundary condition at one end of the rod, and a flux boundary condition at the other. This can be performed in two ways,
(1.14)
Note that BC3 and BC4 are physically equivalent, and represent a rod that has been flipped from left to right about its center. In the following sections, we shall compute the solution for each of boundary conditions BC1 · · · BC4, as well as the case of general BC's. While the heat flow problem is well defined and solvable for arbitrary (continuous) profiles T 0 (x), a particularly convenient choice of an initial condition is the linear function
where T L is the initial temperature at the far left of the rod, x = 0 + , and T R is the initial temperature at the far right of the rod, x = L − . We have used the notation x = 0 + and x = L − because the initial condition only holds on the open interval 0 < x < L, and, strictly speaking, T 0 (x) is not defined at x = 0 and L, as this would "step on" the boundary conditions at these end-points (the system would be over constrained at x = 0, L). This leads to the interesting possibility that the initial condition can be incommensurate with the boundary conditions, in that T L need not agree with T 1 , nor T R with T 2 .
Taking the boundary condition BC1 for definiteness, let us examine the resulting solution
converges to the initial profile T 0 (x) as t goes to zero, that is to say, T (x, t) → T 0 (x) as t → 0 for all x ∈ (0, L); however, this point-wise convergence is nonuniform. See Ref. [4] for an introductory but solid treatment of real analysis and uniform convergence, and Appendix B for a short summary of uniform convergence. Alternatively, we may consider the solution T (x, t) on the closed interval [0, L] by appending the boundary conditions at x = 0, L. Then the limit of T (x, t) as t → 0 is a the function taking the values
is discontinuous at x = 0, L, even though every function T (x, t) in the sequence is continuous in x. We have therefore found a sequence of continuous functions T (x, t) (continuous in x and indexed by t) whose limit is a discontinuous function, and this is exactly what one would expect of a nonuniformly converging sequence of functions. Not surprisingly, if we set the boundary condition to agree with the initial condition, T 1 = T L and T 2 = T R , then the limit function is continuous; however, the initial condition T 0 (x) becomes a static nonhomogeneous solution to the heat equations.
C. Some Heat Flow Problems in ExactPack
The first test problem of Ref. [2] is a heat flow problem in 2D rectangular coordinates called the Planar Sandwich, illustrated in Fig. 1 . The problem consists of three material layers aligned along the y-direction in a sandwich-like configuration. The outer two layers κ=0 κ=0 κ do not conduct heat (κ = 0), while the inner layer is heat conducting with κ > 0, forming a sandwich of conducting and non-conducting materials. The temperature boundary condition on the lower y = 0 boundary is taken to be T (x, y = 0) = T 1 , while the temperature on the upper boundary is T (x, y = L) = T 2 . The temperature flux in the x-direction on the far left and right ends of the sandwich vanishes, ∂ x T (±b, y) = 0. Finally, the initial temperature inside the sandwich is taken to vanish, T 0 (x, y) = 0. Symmetry arguments reduce the problem to 1D heat flow in the y-direction, and in this subsection we shall orient the 1D rod of the previous section along the y-direction rather than the x-direction (in the remaining sections, however, we shall revert to the convention of heat flow along x). This brief change in convention allows us to keep with the original notation defined in Ref. [2] . The heat flow equation in the central region, |x| ≤ a, reduces to 1D flow along the y-direction, 
for |x| ≤ a; and T = 0 for |x| > a. This class instance sets the boundary conditions to T 1 = 1 and T 2 = 0, the length of the rod to L = 2, and it sums over the first 1000 terms of the series. By default it also sets the IC to T 0 = 0. For each of the five representative values of t, we must create five solution objects, i.e. In the following sections, we shall analyze heat flow in a 1D rod in some detail, and we will see that by modifying the boundary conditions, as well as the initial condition, we can form a number of variants of the planar sandwich. In our first variant, we take T 1 = 0 and T 2 = 0 (the homogeneous version of BC1), but we choose a nontrivial initial condition for T 0 (y). An arbitrary continuous function would suffice, but for simplicity we employ a linear initial condition for T 0 (y). Since, in this section, the heat flow is along the y-direction, the linear initial condition (1.15) must be translated into
As shown in the next section, the solution takes the form
This is illustrated in Fig. 3 for the initial condition specified by T L = 3 and T R = 4. For this case, the class PlanarSandwich is instantiated by solver = PlanarSandwich(T1=0, T2=0, TL=3, TR=4, L=2, Nsum=1000) .
The similarity between the coefficients B n in (1.21) and (1.18) is somewhat accidental, and arises from the choice of the linear initial condition (1.19), which, coincidentally, is the same form as the nonhomogeneous solutionT (x) used to construct the original variant of the planar sandwich (1.18). It is this that accounts for the similarity. This example also illustrates how to override the default parameters in an ExactPack class, in this case, by setting T 1 = 0 and T 2 = 0. The default initial condition is T 0 (y) = 0, and this is why we did not need to specify the values of T L and T R in Fig. 2 , and why we had to override these values in Fig. 3 . As another variant on the planar sandwich, we can choose vanishing heat flux on the upper and lower boundaries (as in BC2). This will be called the Hot Planar Sandwich, in analogy with the Hot Cylindrical Sandwich of Ref. [2] , and its solution takes the form
This new variant of the planar sandwich can be instantiated by solver = PlanarSandwichHot(F=0, TL=3, TR=3, L=2, Nsum=1000) .
The heat flux F on the boundaries has been set to zero, and a constant initial condition T 0 = 3 has been specified (by setting T L = T R = 3). The solution is illustrated in Fig. 4 . On As we show in the next section, the solution takes the form 
II. THE STATIC NONHOMOGENEOUS PROBLEM
As previously discussed, the full nonhomogeneous problem is divided into two parts: (i) finding a general homogeneous solutionT (x, t), and (ii) finding a specific nonhomogeneous static solutionT (x). Because of its simplicity, we first turn to solving the corresponding nonhomogeneous equations. We start with the static or equilibrium heat equation forT (x) with nonhomogeneous BC's,
The solution to (2.1) is trivial, and may be written in the form,
The coefficients a and b, or T 1 and T 2 , are determined by the nonhomogeneous boundary conditions (2.2) and (2.3). Note that, coincidentally, that the static nonhomogeneous solution T (x) takes the same form as the linearized initial condition of (1.15), namely,
While this is a fortuitous coincidence of 1D heat flow, and does not hold for 2D heat flow, (2.6) will be used in the following sections to simplify the algebra in calculating expansion coefficients for the homogenous and nonhomogeneous solutions. We turn now to finding the appropriate values of T 1 and T 2 for the case of general boundary conditions, and then for the four special cases, BC1: (1.7)-(1.8) BC2: (1.9)-(1.10) BC3: (1.11)-(1.12) BC4: (1.13)-(1.14) .
A. General Boundary Conditions
As exhibited in (2.4)-(2.5), the nonhomogeneous solutionT (x) can be expressed in the 
Upon solving this equation we find
or in terms of temperature parameters, T 1 = a and T 2 = a + bL, we can write
Note that the determinant of the linear equations vanishes for BC2, and we must handle this case separately.
B. Special Cases of the Static Problem

BC1
The first special boundary condition is (1.7) and (1.8), 14) with the solution taking the form (2.5),
The temperature coefficients T 1 and T 2 are given by the temperatures of the upper and lower boundaries in (2.13) and (2.14). Equivalently, the coefficients in (2.4) are just a = T 1 and
BC2
Let us now find the nonhomogeneous equilibrium solution for the boundary conditions (1.9) and (1.10),
where F 1 and F 2 are the heat fluxes at x = 0 and x = L, respectively, and are related to the boundary condition parameters in (2.2) and (2.3) by F 1 = γ 1 /β 1 and F 2 = γ 2 /β 2 . As before, the general solution isT (x) = a + bx, and we see thatT (x) = b is independent of x. In other words, the heat flux at either end of the rod must be identical,
In fact, this result follows from energy conservation, since, in equilibrium, the heat flowing into the rod must be equal the heat flowing out of the rod. Therefore, more correctly, we should have started with the boundary conditions
with
As we saw in the previous section on general initial conditions, this case is singled out for special treatment. The value of the constant term a is not uniquely determined in this case; however, we are free to set it to zero, givinḡ
There is nothing wrong with setting a = 0, since we only need to find one nonhomogeneous solution, and (2.21) fits the bill. We can write this solution in the form (2.5), with
The next set of boundary conditions are (1.11) and (1.12),
and we can express the solution (2.5) in terms of the temperature T 1 , and the effective temperature
The boundary conditions are (1.13) and (1.14),
and the solution (2.5) can be written in terms of T 2 and the effective temperature
We have now found the static homogeneous solution in the form
where the temperatures in (2.30) are given by BC1: T 1 and T 2 BC2:
and by (2.11) and (2.12) for general BC's.
III. THE HOMOGENEOUS PROBLEM
Now that we have found the appropriate nonhomogeneous solutionsT (x), we turn to the more complicated task of finding the general homogeneous solutionsT (x, t). These solutions involve a Fourier sum over a discrete number of normal modes, the coefficients being determined by the initial conditions. These solutions depend upon The homogeneous equations of motion, for which γ 1 = 0 and γ 2 = 0 in the equations (1.1)-(1.4) , take the form
DE :
∂T
As we have discussed in Section I B, in all of our examples we shall employ the linear initial
The solution technique is by separation of variables, for which we assume the trial solution to be the product of independent functions of x and t,
Substituting this Ansatz into the heat equation gives
where we have chosen the constant to have a negative value −k 2 , and we have expressed derivatives of U (t) and X(x) by primes. As usual in the separation of variables technique, when two functions of different variables are equated, they must be equal to a constant, independent of the variables. The equation for U (t) has the solution,
where we have introduced a k-subscript to indicate that the solution depends upon the value of k. The equations for X reduce to
where, now, the condition X(x) = T 0 (x) is the obvious statement that X(x) is simply the initial condition of the original problem. The general solution to (3.9) is
and when the BC's are applied, the modes X k will be orthogonal,
Since the solutions are square integrable, and since the DE is liner and the BC's are homogeneous, we have scaled X k to give an arbitrary normalization constant N k , which can be chosen for convenience. The general time dependent solution is a sum over all modes,
where we have absorbed the coefficient U 0 into the coefficients D k . The D k 's themselves are chosen so that the initial condition is satisfied,
For tractability, we take the IC to be linear, as given in (1.15), where T L is the temperature at x = 0 + , and T R is the temperature at 
When solving for the full nonhomogeneous solution (NH), rather than using (3.15) to find D k , we need to choose the coefficients such that
where we have written the nonhomogeneous solutionT (x) can be written
as discussed in Section II. Therefore, the nonhomogeneous coefficients can be expressed in terms of the homogeneous coefficients by
We will employ this equation in the final section. It is instructive to prove the orthogonality relation (3.12) directly from the differential equation. To see this, multiply (3.9) by X k , and then write the result in the two alternate forms,
Upon subtracting these equations, and then integrating over space, we find
where each contribution from x = 0 and x = L vanishes separately because of their respective boundary conditions. We therefore arrive at
However, when k = k , (3.27) gives no constraint on the corresponding normalization integral; however, since the BC's are homogeneous, we are free to normalize X k over [0, L] such that dx X
A. Special Cases of the Homogeneous Problem
We now find the homogeneous solutions for four special boundary conditions, BC1-BC4.
BC1
The first case holds the temperature fixed to zero at both ends of the rod,
The general solution X k (x) = A k cos kx + B k sin kx reduces to X k (x) = B k sin kx under (3.29), while (3.30) restricts the wave numbers to satisfy sin kL = 0, i.e. k = k n = nπ/L for n = 1, 2, 3, · · · . Note that n = 0 does not contribute, since this gives the trivial vanishing solution. It is convenient to express the modes by X n (x) = sin k n x, separating the coefficient B n = B kn from the mode X n itself. The homogeneous solution then takes the form
The tilde over the temperature is meant to explicitly remind us that this is the general homogeneous solution. The orthogonality condition on the modes X n can be checked by a simple integration,
For an initial conditionT (x, 0) = T 0 (x), we can calculate the corresponding coefficients in the Fourier sum,
For the linear initial condition (1.15), a simple calculation gives The first two terms in line (3.36) are the constant and linear contributions of T 0 (x), respectively, and a typical solution is illustrated in Fig. 7 . The ExactPack object used to create Fig. 7 is the class Rod1D, which takes the following boundary and initial condition arguments Rod1D(alpha1=1, beta1=0, alpha2=1, beta2=0, TL=3, TR=4) . Fig. 3 , and is meant to illustrate the parent class Rod1D from which PlanarSandwich inherits.
This Figure is identical to
BC2
The second special boundary condition that we consider sets the heat flux at both ends of the rod to zero,
This is the hot planar sandwich of the introduction. The general solution X k (x) = A k cos kx+ B k sin kx reduces to X k (x) = A k cos kx under (3.38) , while (3.39) restricts the wave numbers to k sin kL = 0, so that k = k n = nπ/L for n = 0, 1, 2 · · · . In this case, the n = 0 mode is permitted (and essential). As before we separate the Fourier coefficients A n = A kn from the mode functions themselves, X n = X kn , and we writẽ
A conventional factor of 1/2 has been used in the n = 0 term because of the difference in normalization between n = 0 and n = 0,
since X 0 (x) = 1 and X n = cos k n x. Given the initial conditionT (x, 0) = T 0 (x), the Fourier modes become
This holds for all values of n, including n = 0, because we have inserted the factor of 1/2 in the A 0 -term of (3.40). For simplicity, we will take the linear initial condition (1.15) for T 0 (x), in which case, (3.45) gives the coefficients
For pedagogical purposes, let us be pedantic and work through the algebra for the A n coefficients, doing the n = 0 case first:
Next, taking n = 0, we find: The first term integrates to zero since
and the second term gives
which leads to (3.47).
BC3
The next specialized boundary condition is
The general solution X k (x) = A k cos kx+B k sin kx under (3.56) reduces to X k (x) = B k sin kx, while (3.57) restricts the wave numbers to k cos kL = 0, so that k = k n = (2n + 1)π/2L for n = 0, 1, 2 · · · . The general homogeneous solution is thereforẽ
The initial conditionT (x, 0) = T 0 (x) gives the Fourier modes
and, as before, upon taking the linear function (1.15), we find
Before plotting this example, let us examine the next boundary condition.
BC4
The last special case is the boundary condition
The general solution X k (x) = A k cos kx + B k sin kx reduces to X k (x) = A k cos kx under (3.56), while (3.65) restricts the wave numbers to cos kL = 0, i.e. k = k n = (2n + 1)π/2L for n = 0, 1, 2 · · · , which gives rise to the homogeneous solutioñ
Similar to (3.61), the mode coefficient is 
By symmetry principles, the two profiles are mirror images of one another. BC3 is instantiated by Rod1D(alpha1=1, beta1=0, alpha2=0, beta2=1, TL=3, TR=4), and BC4 by Rod1D(alpha1=0, beta1=1, alpha2=1, beta2=0, TL=4, TR=3). Note that T L and T R are interchanged between BC3 and BC4.
and, upon taking the linear initial condition (1.15), we find
The cases BC3 and BC4 are plotted in Fig. 9 .
B. General Boundary Conditions
We now turn to the general form of the boundary conditions, which, expressed in terms of X, take the form
The solution and its derivative are
Substituting this into (3.71) and (3.72) gives
Upon diving by cos kL = 0, can write (3.76) as
From (3.75) we have Bk = −α 1 A/β 1 (if β 1 = 0), and substituting into (3.78) gives
The solution is illustrated in Fig. 10 . Equation (3.81) will give solutions µ n for n = 0, 1, 2, · · · and with wave numbers
Note that µ 0 = 0, and therefore k 0 = 0. The solution now takes the form X n (x) = A n cos k n x + B n sin k n (3.83)
where α 1 = 0. The case of α 1 = 0 will be handled separately. Setting B n = 1 for convenient, the solution (3.83) can be expressed as
And the general solution is
as the n = 0 term does not contribute. Note that
In summary, Since k 0 = 0, we have X 0 (x) = 0, so we are free to restrict n = 1, 2, 3, · · · , and the general solution is
Since X(x) = T 0 (x), we find
It is convenient for numerical work to express this in terms of A n and B n coefficients:
A n cos k n x + B n sin k n x with (3.94)
The temperatureT (x, t) is therefore,
A n cos k n x + B n sin k n x e −κ k 2 n t (3.95) Let us now consider the case of α 1 = 0, so that (3.81) becomes
We can find an approximate solution for large values of µ: since the RHS is very small for µ 1, we must solve tan µ = 0, and therefore µ (0) n = nπ. The exact solution can be expressed as µ n = nπ +h, where h is small and unknown. Then LHS = tan(nπ +h) = tan(h) = h+O(h 2 ).
Similarly, RHS = a/(nπ + h) = (a/nπ) 1 + h/nπ
and the first order solution becomes
This can be used as an initial guess when using an iteration method to find the µ n . The solution is
and
IV. THE FULL NONHOMOGENEOUS PROBLEM
Suppose now thatT (x, t) is a general solution to the homogeneous problem as described in the previous section. Also suppose thatT (x) is a specific solution to the nonhomogeneous problem as described in the previous section, then
is the solution to the nonhomogeneous problem (1.1)-(1.4). The general homogeneous solution, and the specific nonhomogeneous solution take the form
where the coefficients are chosen to satisfy the initial condition,
withT (x) given by (4.3), and T 0 (x) given by
Since T 0 (x) andT (x) are of the same functional form, we can write
where we have expressed the parametric dependence upon temperature explicitly in T lin 0 . Therefore,
This is why the the planar sandwich and the homogeneous planar sandwich have such similar coefficients,
A. Special Cases of the Nonhomogeneous Problem
We turn now to the full set of nonhomogeneous problems for the special cases considered in the previous section.
BC1
The complete solution for the nonhomogeneous BC's
(4.14)
Recall that these BC's corresponds to β 1 = β 2 = 0 with and γ 1 /α 1 = T 1 and γ 2 /α 2 = T 2 in Eqs. (1.7) and (1.8 ). In terms of the BC's, we can write this as
The nonhomogeneous coefficients are found by
Since we have taken the T 0 (x) to be a linear equation, as isT (x), we can use the previous results for a linear initial conditions by substituting
into (3.37), as explained in the previous section. In other words, 19) and the coefficients of the nonhomogeneous solution become A typical example of the solution is illustrated in Fig 7. In this Figure, we take the initial conditions as zero temperature, with the x = 0 BC to be T 1 = 1, and the x = L BC to be T 2 = 0, and we see that a heat wave moves from the left end of the rod to the right, until the the entire rod is at temperatureT (x). This is just the heat conduction physics of the planar sandwich. For Fig. 12 , the Class Rod1D takes the boundary and initial condition arguments Rod1D(alpha1=1, beta1=0, gamma1=1, alpha2=1,beta2=0, gamma2=0, TL=0, TR=0).
Note that T 1 = γ 1 /α 1 = 1 and T 2 = γ 2 /α 2 = 0.
BC2
For the boundary conditions
the full nonhomogeneous solution is thus
Using the initial condition T (x, t = 0) = T 0 (x), we find We can use the previous results (4.27) and (4.28) provided we make the substitution
The instantiation of Rod1D used for Fig. 13 is Rod1D(alpha1=1, beta1=0, alpha2=1, gamma1=1, beta2=0, gamma2=0, TL=0, TR=0).
Since T 1 = γ 1 /α 1 , and T 2 = γ 2 /α 2 , we could simplify the interface to PlanarSandwich(TL=T1, TR=T2, Nsum=1000).
BC3
B n sin k n x e −κ k 2 n t (4.31)
The Fourier coefficients
take the form
the full nonhomogeneous solution is
A n cos k n x e −κ k 2 n t (4.39)
As before, we take the linear initial condition (1.15), and then (3.15) gives the coefficients The two profiles should be mirror images of each other, by symmetry principle. This appears to be the case, for for N max = 300. Note that the profile are indeed asymmetric. BC3: Rod1D(alpha1=1, beta1=0, alpha2=0, beta2=1, TL=3, TR=4). BC4: Rod1D(alpha1=0, beta1=1, alpha2=1, beta2=0, TL=4, TR=3).
B. General Boundary Conditions
For general boundary conditions, the full nonhomogeneous solution is
D n X n (x) e −κ k 2 n t (4.43) X n (x) = A n cos k n x + B n sin k n x , (4.44) with coefficients The Fourier coefficients are
The zeroth order contributions is T
0 (x) −T (0) (x) = T a , and we find
49)
The first order contribution is T
0 (x) −T (0) (x) = (T b − T a ) x/L we have case BC1, for which T (0, t n ) = T 1 and T (L, t n ) = T 2 . There are two distinct (but related) sense in which the limit
exists. The obvious way to interpret this limit is to choose a value of x = x 0 , and to take the limit of the normal sequence of numbers T 1 (x 0 ), T 2 (x 0 ), T 3 (x 0 ), · · · . If, in the limit n → ∞, the sequence converges to a number T (x 0 ) for some function T (x), we say that the sequence T n (x) converges point-wise to T (x) at x = x 0 . This is made formal by the following definition.
Definition: The sequence of functions {T n (x)} converges point-wise on E to a function T (x) if for every x ∈ E and for every > 0 there is an integer N such that
for all n ≥ N .
The integer N might depend upon the point x. If, however, we can choose the same N for all x ∈ E, then we say that the limit is uniformly convergent. This is made precise in following definition.
Definition: The sequence of functions {T n (x)} converges uniformly on E to a function T (x) if for every > 0 there is an integer N such that
