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1. Einführung
Die vorliegende Arbeit befasst sich mit Ruinwahrscheinlichkeiten im klassischen Risiko-
modell, sowie den Auswirkungen von Rückversicherungen auf selbige.
Ziel dieser Arbeit wird es zunächst sein, mathematische Formeln zur Berechnung oder
Abschätzung der Ruinwahrscheinlichkeit, beziehungsweise ihrem Pendant der Überle-
benswahrscheinlichkeit, aufzustellen. Dies ist insbesondere Gegenstand der Ruintheorie,
welche ein Teilgebiet der Risikotheorie darstellt. Die Risikotheorie, oder auch Nichtle-
bensversicherungsmathematik genannt, beschäftigt sich dabei mit Sachversicherungen,
die vor allem durch zufällige Anzahl und Höhe von Schäden gekennzeichnet sind.
Nachdem wir uns mit einigen grundlegenden Begriﬀen und deren Eigenschaften beschäf-
tigt haben, werden wir stochastische Prozesse und insbesondere den zusammengesetzten
Poisson-Prozess betrachten. Dieser wird eine entscheidende Rolle in unserem Modell
einnehmen, da er die gewünschte Zufälligkeit von Schadensanzahl sowie -höhe zulässt.
Außerdem besitzt er einige nützliche Eigenschaften, von denen sich vor allem der Satz
von Takács für spätere Berechnungen als nützlich erweisen wird.
Unser zugrundeliegendes mathematisches Modell wird dem, in der Praxis häuﬁg verwen-
deten, Cramér-Lundberg-Modell entsprechen. Dieses, oft auch klassisches Ruinmodell
genannte Modell, zeichnet sich grob durch vier Annahmen aus:
• Die Schadensanzahl ist Poisson-verteilt.
• Die Einzelschäden werden durch eine Folge von unabhängigen und identisch ver-
teilten Zufallsvariablen beschrieben.
• Prämien werden stetig und konstant gezahlt.
• Die Schadensanzahl ist unabhängig von der Höhe der Schäden.
Es handelt sich also um ein Modell in stetiger Zeit, weswegen wir Ruin ebenfalls in ste-
tiger Zeit betrachten wollen.
Wir werden feststellen, dass sich besonders Rechnungen für die Ruinwahrscheinlichkeit
in endlicher Zeit als schwierig erweisen. Als nützliches Werkzeug für diese Problematik
lassen sich die Formeln von Seal ﬁnden, weswegen wir sie, als eines der Hauptresultate
dieser Arbeit, zum einen beweisen und zum anderen für einen allgemeineren Fall fort-
setzen werden. Mithilfe der allgemeineren Formel werden wir letztendlich in der Lage
sein zu zeigen, dass sich die endliche Ruinwahrscheinlichkeit lediglich unter strengen
Voraussetzungen exakt approximieren lässt. Wir werden uns bis zu diesem Zeitpunkt im
Wesentlichen an das Buch Stochastic Processes for Insurance and Finance von Rolski,
Schmidli, Schmidt und Teugels halten.
Zum Abschluss der Arbeit werden wir Möglichkeiten zur Verringerung des Risikos eines
Versicherers begutachten. Dies lässt sich zum Beispiel mittels Rückversicherungen, also
einer Versicherung des Versicherers, erreichen.
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Mithilfe eines einführenden Beispiels werden wir mathematisch demonstrieren, warum
vor allem große Schäden mit geringer Wahrscheinlichkeit, ein Versicherungsunternehmen
schnell an die Grenzen der Zahlungsfähigkeit bringen können. In der Praxis tritt dies
vor allem bei Naturkatastrophen auf, wie Graﬁk 1.1. weiter unten verdeutlicht. Im Jahre
2012 verursachten lediglich vier tropische Wirbelstürme in den Vereinigten Staaten von
Amerika einen Gesamtschaden von rund 52 Milliarden US-Dollar, wovon wiederum die
Hälfte versichert war. Mit insgesamt versicherten Schäden in Höhe von 58 Milliarden
US-Dollar, war 2012 zudem das zweit teuerste Jahr überhaupt für Versicherungen in
den USA (nach 2005).
Seite 1
Schäden durch Naturkatastrophen in den Vereinigten Staaten von Amerika – 2012
Stand: 01.01.2013 Anzahl der Ereignisse Todesfälle
Tropischer Wirbelsturm 4 143 52.240 26.360
starke Unwetter 115 118 27.688 14.914
Dürre 2 0 20.000 15.000 – 17.000*
Flächenbrand 38 13 1.112 595
Wintersturm 2 7 81 38
Flut 19 3 13 0
Schäden durch Naturkatastrophen Weltweit – 2012
Geschätzter Gesamtschaden 
in Millionen US$
Geschätzter versicherter Schaden 
in Millionen US$
 Quelle: MR NatCat SERVICE
 * Von den insgesamt rund 20 Milliarden US$ landwirtschaftlicher Ernteschäden, konnten etwa 15-17 Milliarden US$ durch das „public-private multi-peril crops insurance“-
Programm wiederhergestellt werden. Dies macht es zum größten Verlust der US Landwirtschaftsversicherungsgeschichte. Im Durchschnitt belaufen sich versicherte Verluste 
in der US-Landwirtschaft auf ca. 9 Milliarden US$.
 Zusammenfassung:
 - 90% der gesamten versicherten Schäden weltweit (65 Milliarden US$) lassen sich auf die Vereinigten Staaten von Amerika 
zurückführen (Langzeitdurchschnitt beträgt ca. 57%).
 - Hurrikan Sandy und die US Dürre waren die beiden kostspieligsten Ereignisse.
 - Die im Mai in Italien aufgetretenen Erdbeben waren mit rund 1,6 Milliarden US$ versicherter Schäden, die teuersten 
Versicherungsschäden der italienischen Geschichte.
 - Obwohl 2012 ein Jahr mit verhältnismäßig geringer Anzahl von Todesfällen durch Naturkatastrophen war, ist es das dritt teuerste Jahr 
für die Versicherungsindustrie weltweit (nach 2005 und 2011).
Graﬁk 1.1. - Naturkatastrophen-Statistik 2012
Quelle: Webinar Munich Re - Seiten 6, 28 und 40.
Die Minimierung des Risikos durch die optimale Wahl der Höhe oder des Typs einer
Rückversicherung wurde bereits in vielen Büchern behandelt. Vor allem in den letz-
ten zwei Jahrzehnten, entwickelten sich entsprechende Theorien dank neuer numerischer
Möglichkeiten weiter. Die meisten dieser Studien setzen voraus, dass sich die Rückver-
sicherungsstrategie im beobachteten Zeitraum nicht ändert, also ein statisches Modell
vorliegt. Wir werden in unseren Beobachtungen eine periodische Änderung des Typs
und/oder der Höhe der Rückversicherung zulassen (zum Beispiel zu Beginn eines jeden
Jahres). Dazu halten wir uns hauptsächlich an die Arbeit Optimal Dynamic Reinsuran-
ce von Dickson und Waters, mit dessen Hilfe wir am Ende in der Lage sein werden einen
Algorithmus zur Ermittelung der optimalen Rückversicherungsstrategie anzugeben.
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2. Grundlagen
Wir werden uns in diesem Kapitel wichtigen wahrscheinlichkeitstheoretischen Vorbe-
trachtungen widmen. Nach einer kurzen Deﬁnition der Grundbegriﬀe, werden wir uns
insbesondere mit dem Existenzradius der momenterzeugenden Funktion befassen und
einige grundlegende Eigenschaften selbigem nachweisen. Im Anschluss stellen wir die
Verbindung zwischen Laplace-Transformation und der momenterzeugenden Funktion
her und betrachten ebenfalls Eigenschaften der Laplace-Transformation. Zum Abschluss
dieses Kapitels stellen wir noch die drei, für diese Arbeit, wichtigsten Wahrscheinlich-
keitsverteilungen vor.
Wir merken noch an, dass wir in dieser Arbeit lediglich mit Riemann- und Lebesgue-
Integralen arbeiten werden. Dabei fassen wir, falls nicht anders erwähnt, Integrale über
stetigen Funktionen bezüglich des Lebesgue-Maßes stets als Riemann-Integrale auf und
betrachten die restlichen Integrale als Lebesgue-Integrale.
Beginnen wir nun mit den grundlegenden Deﬁnitionen.
Deﬁnition 2.1. Sei X eine Zufallsvariable auf dem Wahrscheinlichkeitsraum (Ω,A,P),
so nennen wir
FX(x) := P(X ≤ x), x ∈ R (2.1)
die Verteilungsfunktion von X.
Wir bezeichnen X als stetige Zufallsvariable gdw. FX eine absolut stetige Funktion ist.
Existiert eine Funktion fX , welche für alle x ∈ R die Darstellung
FX(x) =
∫ x
−∞
fX(y) dy (2.2)
erfüllt, so heißt fX die Dichte von X.
Sei M eine abzählbare Menge, so nennen wir eine Zufallsvariable X eine diskrete Zu-
fallsvariable, falls sie nur Werte aus M annimmt, d.h.∑
x∈M
P(X = x) = 1 (2.3)
erfüllt ist.
Anmerkung: 1.) In dieser Arbeit wird ausschließlich M = N0 gelten. Wir bezeichnen
dann X als diskrete Zufallsvariable auf N0 und deﬁnieren zudem
pk := P(X = k), k ∈ N. (2.4)
2.) Aus der Deﬁnition der Verteilungsfunktion erkennen wir zudem direkt, dass
lim
x→∞
F (x) = 1 (2.5)
sowie
lim
x→−∞
F (x) = 0 (2.6)
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erfüllt sind.
3.) Wir merken zuletzt noch an, dass wir oft den Index der Verteilungsfunktion bzw.
Dichte weglassen werden, wenn nur von einer Zufallsvariable die Rede ist.
Widmen wir uns nach diesen grundlegenden Deﬁnitionen nun der momenterzeugenden
Funktion.
Sei X eine Zufallsvariable mit Verteilungsfunktion F bzw. Schwanzfunktion F mit
F (x) := 1− F (x), x ∈ R. (2.7)
Dann bezeichnen wir für alle s ∈ (s−F , s+F ), mit
MF (s) := E
(
esX
)
=
∫ ∞
−∞
esx dF (x) (2.8)
die momenterzeugende Funktion der Verteilung F . Dabei seien
s−F := inf {s ≤ 0 : MF (s) <∞} (2.9)
sowie
s+F := sup {s ≥ 0 : MF (s) <∞} (2.10)
der linke bzw. rechte Konvergenzradius von MF .
Wir stellen fest, dass MF somit eine wohldeﬁnierte, stetige und streng monoton wach-
sende Funktion für s ∈ (s−F , s+F ) ist, wobei MF (0) = 1 gilt. Besitzt zudem F eine Dichte
f , so lässt sich MF darstellen mit
MF (s) =
∫ ∞
−∞
esxf(x) dx. (2.11)
Wir beschäftigen uns nun zunächst mit dem Konvergenzradius und zeigen einige Formeln
zur Bestimmung von s+F bzw. s
−
F . Dazu benötigen wir folgende zwei Hilfsresultate.
Satz 2.2. Sei s+F > 0, dann existiert limx→∞ e
sxF (x) für alle s ∈ (0, s+F ) und es gilt
lim
x→∞
esxF (x) = 0. (2.12)
Sei s−F < 0, dann existiert limx→−∞ e
sxF (x) für alle s ∈ (s−F , 0) und es gilt
lim
x→−∞
esxF (x) = 0. (2.13)
Beweis. Zunächst merken wir an, dass aufgrund der Nichtnegativität von F, F sowie ex
beide Grenzwerte ebenfalls nichtnegativ sein müssen.
Sei s+F > 0 und s ∈ (0, s+F ). Dann gilt nach Deﬁnition s+F und wegen s > 0 für ein
beliebiges x ∈ R
∞ > MF (s) =
∫ ∞
−∞
esy dF (y) ≥
∫
(x,∞)
esy dF (y) ≥ esx(1− F (x)) = esxF (x).
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Somit existiert
∫
(x,∞) e
sy dF (y) für alle x ∈ R und wir erhalten insbesondere
0 ≤ lim
x→∞
esxF (x) ≤ lim
x→∞
∫
(x,∞)
esy dF (y) = 0.
Also gilt
lim
x→∞
esxF (x) = 0
und somit
lim
x→∞
esxF (x) = 0.
Dies liefert uns die Existenz von limx→∞ esxF (x) und es gilt (2.12).
Die zweite Aussage lässt sich für ein s ∈ (s−F , 0) wegen s < 0 mit
∞ > MF (s) =
∫ ∞
−∞
esy dF (y) ≥
∫
(−∞,x]
esy dF (y) ≥ esx(F (x)− 0) = esxF (x)
für beliebiges x ∈ R analog beweisen.
Satz 2.3. Es gilt für alle s ∈ (s−F , s+F )
MF (s)− 1 = −s
∫ 0
−∞
F (x)esx dx+ s
∫ ∞
0
F (x)esx dx. (2.14)
Umgekehrt existiere für ein s ∈ R\{0} die rechte Seite von (2.14), dann gilt s ∈ (s−F , s+F )
und somit (2.14).
Beweis. Wir beweisen zunächst die erste Aussage. Der Fall s = 0 ist wegen MF (0) = 1
trivialerweise erfüllt.
Sei nun s ∈ (0, s+F ), dann existiert nach Satz 2.2
lim
x→∞
esxF (x) = 0
und wir erhalten somit insbesondere[
(1− esx)F (x)]∞
0
= 0, (2.15)
sowie wegen s > 0
[(esx − 1)F (x)]0−∞ = 0. (2.16)
Analog lässt sich zeigen, dass (2.15) und (2.16), aufgrund von (2.13) und s < 0, auch
für den Fall s ∈ (s−F , 0) erfüllt sind. Dies liefert uns nun mittels partieller Integration für
alle s ∈ (s−F , s+F ) \ {0}
MF (s)− 1 =
∫ ∞
−∞
(esx − 1) dF (x)
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=∫
(−∞,0]
(esx − 1) dF (x) +
∫
(0,∞)
(esx − 1) dF (x)
= [(esx − 1)F (x)]0−∞ − s
∫ 0
−∞
F (x)esx dx
+
[
(1− esx)F (x)]∞
0
+ s
∫ ∞
0
F (x)esx dx
= −s
∫ 0
−∞
F (x)esx dx+ s
∫ ∞
0
F (x)esx dx,
womit die erste Behauptung für alle s ∈ (s−F , s+F ) gezeigt wurde.
Beweisen wir nun die umgekehrte Richtung. Existiere zunächst die rechte Seite von (2.14)
für ein s > 0. So gilt erneut (2.16) und wir erhalten
∞ > −s
∫ 0
−∞
F (x)esx dx+ s
∫ ∞
0
F (x)esx dx+ [(esx − 1)F (x)]0−∞− (1− es0)F (0) := RS.
Für beliebiges z > 0 gilt somit, wegen (1− esz)F (z) < 0 und partieller Integration,
∞ > RS ≥ RS + (1− esz)F (z) =
∫
(−∞,z]
(esx − 1) dF (x).
Da z > 0 beliebig gewählt wurde, liefert Grenzwertbetrachtung z → ∞ somit die End-
lichkeit von MF (s) und damit die Behauptung.
Analog lässt sich der Fall s < 0, wegen −(esz − 1)F (z) < 0 für z < 0, beweisen.
Gleichung (2.14) ermöglicht uns nun eine notwendige sowie hinreichende Bedingung für
ein s0 6= 0 mit MF (s0) <∞ zu ermitteln.
Satz 2.4. Sei MF (s0) <∞ für ein s0 > 0 erfüllt, dann existiert ein b ∈ R>0 mit
F (x) ≤ be−s0x, x ∈ R≥0. (2.17)
Ist hingegen (2.17) für ein b > 0 erfüllt, dann gilt MF (s) <∞ für alle 0 ≤ s < s0.
Analog gelte MF (s0) <∞ für ein s0 < 0, dann existiert ein b ∈ R>0 mit
F (x) ≤ be−s0x, x ∈ R≥0. (2.18)
Ist wiederum (2.18) für ein b > 0 erfüllt, dann gilt MF (s) <∞ für alle s0 < s ≤ 0
Beweis. Sei zunächst MF (s0) <∞ für ein s0 > 0. Wegen F (y) ≤ 1 für alle y ∈ R sowie
der Monotonie von F erhalten wir folgende zwei Ungleichungen∫ 0
−∞
F (y)es0y dy ≤ 1
s0
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und ∫ x
0
F (y)es0y dy ≥ F (x)e
s0x − 1
s0
, x ∈ R≥0.
Es gilt nach Voraussetzung s0 ∈ (0, s+F ) und wir erhalten mittels Satz 2.3, sowie der
Nichtnegativität von F (y)es0y für alle x ∈ R≥0
∞ > MF (s0)− 1
s0
= −
∫ 0
−∞
F (y)es0y dy +
∫ ∞
0
F (y)es0y dy
≥ −
∫ 0
−∞
F (y)es0y dy +
∫ x
0
F (y)es0y dy
≥ − 1
s0
+ F (x)
es0x − 1
s0
.
Wir erhalten also insbesondere wegen F (x) ≤ 1 sowie s0 > 0 für alle x ∈ R≥0
MF (s0) ≥ F (x)es0x − F (x) ≥ F (x)es0x − 1
und mit b := MF (s0) + 1 ∈ R>0 somit
F (x) ≤ be−s0x,
womit (2.17) erfüllt ist.
Zeigen wir nun die umgekehrte Richtung. Es gelte also (2.17) für ein b ∈ R>0. Dann gilt∫ ∞
0
F (y)esy dy ≤ b
s0 − s <∞
für alle 0 ≤ s < s0. Somit existiert die rechte Seite von (2.14) und nach Satz 2.3 ist
MF (s) endlich für alle 0 ≤ s < s0.
Der zweite Teil des Satzes lässt sich analog beweisen.
Dank Satz 2.4 sind wir nun in der Lage s−F bzw. s
+
F auf eine alternative Art zu bestimmen.
Betrachten wir dazu folgenden Satz.
Satz 2.5. Falls a+ := lim
x→∞
− x−1 logF (x) ∈ (0,∞] ist, dann gilt
a+ = s+F . (2.19)
Falls a− := lim
x→−∞
− x−1 logF (x) ∈ [−∞, 0) ist, dann gilt
a− = s−F . (2.20)
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Beweis. Wir zeigen lediglich (2.19). Sei 0 <  < a+ beliebig gewählt. Dann existiert ein
x0 ∈ R>0 mit
−x−1 logF (x) ≥ a+ − , x > x0.
Dies ist äquivalent zu
F (x) ≤ e−(a+−)x, x > x0.
Wählen wir nun b ≥ 1 so, dass F (x) ≤ be−(a+−)x im beschränktem Intervall [0, x0] gilt,
so erhalten wir mittels Satz 2.4
MF (s) <∞, s < a+ − .
Da  beliebig klein gewählt wurde, gilt also insbesondere
MF (s) <∞, s < a+.
Somit folgt a+ ≤ s+F . Sei nun MF (s0) < ∞ für ein s0 > a+. Mittels Satz 2.4 existiert
dann ein b ∈ R>0, so dass (2.17) für alle x ∈ R≥0 erfüllt ist. Also gilt
−x−1 logF (x) ≥ −x−1 log b+ s0, x ∈ R>0.
Daraus folgt a+ ≥ s0, was im Widerspruch zur Annahme steht. Es gilt also a+ ≥ s+F und
damit schließlich a+ = s+F .
Folgerung 2.6. Sei x0 ∈ R sowie F eine Verteilungsfunktion auf [x0,∞). Dann gilt
s−F = −∞.
Also existiert
MF (s) =
∫
[x0,∞)
esx dF (x), s < 0.
Beweis. Wegen F (x) = 0 für alle x < x0 folgt die Behauptung direkt aus Satz 2.5.
Widmen wir uns nun einigen weiteren grundlegenden Eigenschaften der momenterzeu-
genden Funktion. Dazu merken wir noch an, dass wir anstatt MF ebenfalls MX für
eine Zufallsvariable X mit Verteilungsfunktion FX schreiben können, wenn letztere kei-
ne übergeordnete Rolle spielt. Analoges gilt für s+F bzw. s
−
F .
Beginnen wir zunächst mit der Eindeutigkeit für momenterzeugende Funktionen.
Satz 2.7. Seien X und Y zwei Zufallsvariablen mit Verteilungsfunktionen FX und FY ,
sowie momenterzeugenden Funktionen MX und MY derart, dass ein  > 0 existiert mit
MX(s),MY (s) <∞ für alle s ∈ (−, ).
Dann gilt FX(x) = FY (x) für alle x ∈ R genau dann, wenn MX(s) = MY (s) für alle
s ∈ (−, ) gilt.
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Beweis. Auf den genauen Beweis wird an dieser Stelle verzichtet. Er lässt sich allerdings
in [2] nachlesen.
Betrachten wir als nächstes die momenterzeugende Funktion der Summe von unabhän-
gigen Zufallsvariablen.
Satz 2.8. Seien n ∈ N und (Xi)ni=1 eine Folge von unabhängigen Zufallsvariablen. Be-
zeichne zudem Y :=
∑n
i=1Xi, so gilt
MY (s) =
n∏
i=1
MXi(s), s ∈ ( max
i=1,...,n
s−Xi , mini=1,...,n
s+Xi). (2.21)
Sind zudem alle Xi identisch verteilt, so gilt insbesondere
MY (s) = (MX(s))
n, s ∈ (s−X , s+X). (2.22)
Hierbei bezeichnet für alle i = 1, . . . , n, MX(s) = MXi(s) die gemeinsame momenterzeu-
gende Funktion sowie s−X = s
−
Xi
bzw. s+X = s
+
Xi
den gemeinsamen Konvergenzradius, der
identisch verteilten Xi.
Wir erkennen somit insbesondere, dass dann ebenfalls
s−Y = s
−
X ,
sowie
s+Y = s
+
X
erfüllt sind.
Beweis. Der Beweis erfolgt elementar mittels des Erwartungswertoperators.
Sei also s ∈ (maxi=1,...,n s−Xi ,mini=1,...,n s+Xi), dann existieren alle MXi(s) und es gilt,
aufgrund der Unabhängigkeit der Xi
∞ >
n∏
i=1
MXi(s) =
n∏
i=1
E
(
esXi
)
= E
(
n∏
i=1
esXi
)
= E
(
es
∑n
i=1Xi
)
= E
(
esY
)
= MY (s)
womit (2.21) gezeigt wurde.
Die zweite Behauptung folgt direkt aus der Ersten, aufgrund der Gleichverteilung der
Xi sowie Satz 2.7.
Anmerkung: Da die Verteilungsfunktion der Summe von zwei unabhängigen Zufalls-
variablen, mit Verteilungsfunktionen F bzw. G, der Faltung F ∗ G entspricht, erhalten
wir insbesondere
MF∗G(s) = MF (s)MG(s), s ∈ (max(s−F , s−G),min(s+F , s+G)). (2.23)
11
Dies werden wir später für die Laplace-Transformierte explizit nachrechnen und es auf
die momenterzeugende Funktion für den Fall von Verteilungsfunktionen mit Dichte zu-
rückführen.
Betrachten wir zum Schluss noch die Eigenschaft, welche es uns ermöglicht, Momente
einer Zufallsvariable anhand ihrer momenterzeugenden Funktion zu bestimmen. Wir
betrachten dazu den Spezialfall einer nichtnegativen Zufallsvariable, welcher für diese
Arbeit ausreichend ist.
Satz 2.9. Seien k ∈ N0 und F eine Verteilungsfunktion auf [0,∞) und
MF (s) =
∫
[0,∞)
esx dF (x)
ihre momenterzeugende Funktion. Dann gelten folgende Aussagen.
Es existiere das k-te Moment mk,F von F . Dann existiert M
(l)
F (s) mit l = 0, 1, . . . , k für
alle s < 0 und es gilt
M
(l)
F (s) =
∫
[0,∞)
xlesx dF (x), s < 0, l = 0, 1, . . . , k (2.24)
sowie
lim
s↑0
M
(l)
F (s) = ml,F , l = 0, 1, . . . , k. (2.25)
Alternativ existiere M (k)F (s) für alle s < 0. Dann gilt (2.24). Existiere darüber hinaus
lim
s↑0
M
(l)
F (s) = al,F <∞, (2.26)
für ein l ∈ {0, 1, . . . , k}, so gilt
al,F = ml,F . (2.27)
Beweis. Wir erhalten zunächst allgemein für l 6= 0 wegen 0l = 0∫
[0,∞)
xlesx dF (x) =
∫
(0,∞)
xlesx dF (x). (2.28)
Betrachten wir nun den ersten Teil des Satzes. Für l = 0 ist (2.24) trivial. Gelte nun
(2.24) für alle l < k. Wir werden zeigen, dass dann (2.24) ebenfalls für l + 1 ≤ k erfüllt
ist. Für h 6= 0 erhalten wir
M
(l)
F (s+ h)−M (l)F (s)
h
=
∫
(0,∞)
xl+1esx
exh − 1
xh
dF (x). (2.29)
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Zudem gilt die Ungleichung ∣∣∣∣et − 1t
∣∣∣∣ = ∣∣∣∣∫ 1
0
etx dx
∣∣∣∣
≤
∫ 1
0
∣∣etx∣∣ dx
≤
{
et, wenn t > 0
1, wenn t < 0
.
Daraus folgt für s+ h < 0, s < 0, x > 0∣∣∣∣xl+1esx exh − 1xh
∣∣∣∣ ≤
{
xl+1ex(s+h), wenn h > 0
xl+1exs, wenn h < 0
.
Dies liefert letztendlich∣∣∣∣xl+1esx exh − 1xh
∣∣∣∣ ≤ xl+1.
Da nach Voraussetzung ml+1,F existiert, ist xl+1 eine F -integrierbare Majorante des In-
tegranden des Integrals auf der rechten Seite von (2.29). Mit dem Satz der majorisierten
Konvergenz und (2.28) folgt dann
M
(l+1)
F (s) = lim
h→0
M
(l)
F (s+ h)−M (l)F (s)
h
=
∫
(0,∞)
xl+1esx lim
h→0
exh − 1
xh
dF (x)
=
∫
[0,∞)
xl+1esx dF (x).
Zudem folgt mittels Satz der monotonen Konvergenz
lim
s↑0
M
(l)
F (s) =
∫
[0,∞)
xl lim
s↑0
esx dF (x)
=
∫
[0,∞)
xl dF (x)
= ml,F .
Somit wurde der erste Teil des Satzes bewiesen.
Existiere nun alternativ M (k)F (s) für alle s < 0. Wir zeigen zunächst (2.24) und
lim
s→−∞
M
(l)
F (s) = 0 (2.30)
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Für l = 0 ist dies wegen F (0−) = 0 trivial. Wir setzen nun wieder voraus, dass (2.24)
und (2.30) für l < k gelten. Dann erhalten wir für l + 1 ≤ k und alle s < 0∫ s
−∞
M
(l+1)
F (t) dt = M
(l)
F (s)− 0
=
∫
[0,∞)
xlesx dF (x). (2.31)
Weiter gilt
esx = x
∫ s
−∞
etx dt.
Also folgt mittels dem Satz von Fubini∫
[0,∞)
xlesx dF (x) =
∫
[0,∞)
xl+1
∫ s
−∞
etx dt dF (x)
=
∫ s
−∞
∫
[0,∞)
xl+1etx dF (x) dt.
Wegen (2.31) gilt somit
∫ s
−∞
M
(l+1)
F (t) dt =
∫ s
−∞
 ∫
[0,∞)
xl+1etx dF (x)
 dt.
Dies liefert uns nun, da s < 0 beliebig gewählt wurde, für fast alle t < 0
M
(l+1)
F (t) =
∫
[0,∞)
xl+1etx dF (x). (2.32)
Da die rechte Seite stetig bzgl. t ist und die linke nach Voraussetzung existiert, gilt∫
[0,∞)
xl+1etx dF (x) <∞, t < 0.
Insbesondere folgt wegen (2.26) mit dem Satz der monotonen Konvergenz∫
[0,∞)
xl+1 dF (x) <∞.
Also existiertml+1,F und nach dem ersten Teil des Satzes gilt (2.32) für alle t < 0. Wegen
(2.25) folgt (2.27).
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Anmerkung: 1.) Wir werden in dieser Arbeit nur Verteilungsfunktionen F betrachten,
deren momenterzeugende Funktionen MF in einem echten Intervall um 0 existieren. In
diesem Fall lässt sich zeigen, dass die momenterzeugende Funktion stets unendlich oft
diﬀerenzierbar ist und somit insbesondere alle Momente der Verteilung existieren. Zudem
lässt sich dann (2.25) zu
M
(l)
F (0) = ml,F , l ∈ N0 (2.33)
umformulieren.
2.) Für den Fall von diskreten Zufallsvariablen, werden wir anstatt der momenterzeu-
genden Funktion die erzeugende Funktion
eX(s) := E(sX) =
∞∑
k=0
skpk, s ∈ [0, 1] (2.34)
verwenden. Es lässt sich zeigen, dass diese, falls sie existiert, ebenfalls beliebig oft diﬀe-
renzierbar ist und die Berechnung der Momente mittels
E
[(
X
l
)]
=
e
(l)
X (1)
l!
, l ∈ N0 (2.35)
möglich ist. Dies liefert insbesondere für den Erwartungswert und die Varianz
EX = e′X(1) (2.36)
sowie
VarX = e′′X(1) + e′X(1)− (e′X(1))2. (2.37)
Nachdem wir uns nun ausgiebig mit der momenterzeugenden Funktion beschäftigt ha-
ben, betrachten wir ein weiteres wichtiges analytisches Werkzeug, welches in engem
Zusammenhang zur momenterzeugenden Funktion steht. Wir beschränken uns im Fol-
genden auf reelle Zahlen.
Deﬁnition 2.10. Sei f eine reellwertige Funktion, dann heißt die Funktion
Lˆf(u)(s) = L{f(u)} :=
∫ ∞
0
e−suf(u)du, s mit Lˆf(u)(s) <∞ (2.38)
die Laplace-Transformation zur Funktion f . Zusätzlich deﬁnieren wir mit
Bˆf(u)(s) = B {f(u)} :=
∫ ∞
−∞
e−suf(u)du, s mit Bˆf(u)(s) <∞ (2.39)
die zweiseitige Laplace-Transformation zur Funktion f .
Zudem bezeichnen wir mit
D(Lˆf(u)) :=
{
s ∈ R : Lˆf(u)(s) <∞
}
(2.40)
beziehungsweise
D(Bˆf(u)) :=
{
s ∈ R : Bˆf(u)(s) <∞
}
(2.41)
die Deﬁnitionsbereiche der Laplace-Transformierten.
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Wir bemerken, dass der Unterschied zwischen beiden Laplace-Transformationen lediglich
im Integrationsintervall liegt. Stellen wir nun die Zusammenhänge zwischen den Laplace-
Transformationen und der momenterzeugenden Funktion einer Zufallsvariable her.
Satz 2.11. Sei f eine reellwertige Funktion mit f(u) = 0 für alle u < 0, dann gilt
Bˆf(u)(s) = Lˆf(u)(s), s ∈ D(Bˆf(u)). (2.42)
In diesem Fall gilt also D(Lˆf(u)) = D(Bˆf(u)).
Sei f nun zusätzlich die Dichte einer nichtnegativen Zufallsvariable X und existiere die
momenterzeugende Funktion MX(s) für alle s ∈ (s−X , s+X), dann gilt
Bˆf(u)(s) = Lˆf(u)(s) = MX(−s), s ∈ D(Bˆf(u)). (2.43)
Es gilt somit insbesondere D(Bˆf(u)) = D(Lˆf(u)) = (−s+X ,−s−X).
Beweis. Der Beweis folgt unweigerlich aus den entsprechenden Deﬁnitionen.
Im letzten Satz haben wir bereits einige Existenzeigenschaften für die Laplace-Trans-
formierten gesehen. Wir widmen uns nun noch einer weiteren Eigenschaft von D(Lˆf(u))
für beschränkte Funktionen.
Satz 2.12. SeiM ∈ R und f eine reellwertige Funktion mit |f(u)| ≤M für alle u ∈ R≥0.
Dann gilt
(0,∞) ⊆ D(Lˆf(u)) (2.44)
Beweis. Sei s ∈ R>0 beliebig gewählt, dann gilt∣∣∣Lˆf(u)(s)∣∣∣ = ∣∣∣∣∫ ∞
0
e−suf(u) du
∣∣∣∣ ≤ ∫ ∞
0
e−su |f(u)| du
≤M
∫ ∞
0
e−su du =
M
s
<∞,
womit die Behauptung gezeigt wurde.
Kommen wir nun zu den Haupteigenschaften der Laplace-Transformierten. Wir merken
an, dass nach Satz 2.11 beide Transformationen, im Fall von nichtnegativen Funktio-
nen, die selben Eigenschaften besitzen. Zudem werden wir im folgenden Satz s ∈ R
stets so wählen, dass alle auftretenden Größen existieren. Zuletzt werden wir lediglich
beschränkte Funktionen betrachten, da dies hinreichend für diese Arbeit ist.
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Satz 2.13. Seien f und g zwei reellwertige, beschränkte Funktionen. Dann gilt
Bˆf(u)+g(u)(s) = Bˆf(u)(s) + Bˆg(u)(s). (2.45)
Zudem erfüllt die zweiseitige Laplace-Transformation, für beliebiges c ∈ R, folgende
Verschiebungseigenschaft der Ursprungsfunktion
Bˆf(u+c)(s) = e
csBˆf(u)(s). (2.46)
Wir erhalten zudem folgende Faltungseigenschaft für die Laplace-Transformierte
Lˆ∫ u
0 f(v)g(u−v) dv(s) = Lˆf(u)(s)Lˆg(u)(s), (2.47)
falls g(u) = 0 für alle u < 0 erfüllt ist.
Sei nun f zusätzlich diﬀerenzierbar und zudem s ∈ R>0, dann gilt
Lˆf ′(u)(s) = sLˆf(u)(s)− f(0). (2.48)
Sei g Riemann-integrierbar, mit beschränkter Stammfunktion G(u) :=
∫ u
0
g(v) dv und
zudem s ∈ R>0, dann erhalten wir
BˆG(u)(s) = s
−1Bˆg(u)(s). (2.49)
Beweis. Der Beweis der Additivität der zweiseitigen Laplace-Transformierten erfolgt un-
mittelbar aus der entsprechenden Eigenschaft für Integrale.
Widmen wir uns also der Verschiebung der Ursprungsfunktion. Sei c ∈ R beliebig ge-
wählt, so gilt
Bˆf(u+c)(s) =
∫ ∞
−∞
e−suf(u+ c) du =
∫ ∞
−∞
e−s(u
′−c)f(u′) du′
= esc
∫ ∞
−∞
e−su
′
f(u′) du′ = escBˆf(u)(s),
womit (2.46) gezeigt wurde.
Aufgrund der Beschränktheit der Funktionen und des Integrals existiert die Faltung und
wir erhalten wegen g(u) = 0 für alle u < 0 und dem Satz von Fubini
Lˆ∫ u
0 f(v)g(u−v) dv(s) =
∫ ∞
0
e−su
∫ u
0
f(v)g(u− v) dv du =
∫ ∞
0
∫ ∞
0
e−suf(v)g(u− v) dv du
=
∫ ∞
0
∫ ∞
−v
e−s(u
′+v)f(v)g(u′) du′ dv =
∫ ∞
0
e−su
′
g(u′) du′
∫ ∞
0
e−svf(v) dv
= Lˆf(u)(s)Lˆg(u)(s).
Damit wurde ebenfalls (2.47) gezeigt.
Sei f nun zudem diﬀerenzierbar, so existiert f ′ und es gilt mittels partieller Integration
sowie wegen der Beschränktheit von f und s ∈ R>0
Lˆf ′(u)(s) =
∫ ∞
0
e−suf ′(u) du =
[
e−suf(u)
]∞
0
+ s
∫ ∞
0
e−suf(u) du
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= sLˆf(u)(s)− f(0),
womit (2.48) gültig ist.
Sei also letztendlich g zusätzlich Riemann-integrierbar. Wegen g(u) = 0 für u < 0 gilt
insbesondere G(u) = 0 für u < 0. Wir erhalten somit zusätzlich wegen s ∈ R>0 und der
Beschränktheit von G(u)
BˆG(u)(s) =
∫ ∞
−∞
e−suG(u) du =
[−s−1e−suG(u)]∞−∞ + s−1 ∫ ∞
0
e−sug(u) du
= s−1Bˆg(u)(s).
Somit wurden alle Behauptungen gezeigt.
Anmerkung: Da die Dichte der Faltung zweier unabhängiger Zufallsvariablen der Fal-
tung der Dichten selbiger entspricht, liefert uns (2.47) in Zusammenhang mit Satz 2.11
erneut unsere Faltungseigenschaft (2.23) der momenterzeugenden Funktion.
Zuletzt betrachten wir eine Eindeutigkeitsaussage für zweiseitige Laplace-Transformierte,
welche wir später benötigen werden. Wir fassen dazu im Folgenden alle Integrale als
Lebesgue-Integrale bezüglich des Lebesgue-Maßes auf. Es gilt dann folgendes Hilfsresul-
tat.
Satz 2.14. Seien f und g nichtnegative, integrierbare Funktionen. Existieren zudem
a, b ∈ R mit a < b, so dass Bˆf(u)(s) = Bˆg(u)(s) < ∞ für alle s ∈ (a, b) erfüllt ist, dann
gilt f(u) = g(u) für fast alle u ∈ R.
Beweis. Wir werden an dieser Stelle nur eine grobe Beweisskizze darstellen. Der genaue
Beweis lässt sich in [3] nachlesen.
Zunächst sichert uns die Parametrisierung s′ = s − (a + b)/2, dass s′ zu einem oﬀe-
nem Intervall mit 0 gehört. Dabei entstehen Hilfsfunktionen h(u) = e−(a+b)u/2f(u) bzw.
k(u) = e−(a+b)u/2g(u).
Als nächstes betrachtet man die zweiseitigen Laplace-Transformierten von h und k im
Punkt s′ = 0. Nach Voraussetzung sind beide identisch und endlich.
Sind diese nun 0 so folgt, dass h(u) = k(u) = 0 fast überall, aufgrund der Nichtnega-
tivität von h und k, gültig ist und dies somit auch für f und g gilt. Somit wurde die
Behauptung gezeigt.
Gilt hingegen Bˆh(u)(0) = Bˆk(u)(0) = c, für ein c ∈ R \ {0}, so lassen sich die Funktionen
h und k zu h′(u) = h(u)/c bzw. k′(u) = k(u)/c normieren und bilden somit eine Dichte.
Somit folgt die Behauptung aus dem Eindeutigkeitssatz für momenterzeugende Funktio-
nen sowie dem Zusammenhang zwischen momenterzeugender Funktion und zweiseitiger
Laplace-Transformation (siehe Sätze 2.7 sowie 2.11).
Satz 2.14 ermöglicht es uns nun folgende Eindeutigkeitsaussage zur zweiseitigen Laplace-
Transformierten zu treﬀen.
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Satz 2.15. Seien f und g integrierbare Funktionen. Existieren zudem a, b ∈ R mit a < b,
so dass Bˆf(u)(s) = Bˆg(u)(s) <∞ für alle s ∈ (a, b) erfüllt ist, dann gilt f(u) = g(u) für
fast alle u ∈ R.
Beweis. Analog zum vorangegangen Satz, werden wir wieder lediglich eine Beweisskizze
angeben. Der exakte Beweis ﬁndet sich erneut in [3].
Wir deﬁnieren zunächst h(u) := f(u) − g(u). Nach Voraussetzung ist die zweiseitige
Laplace-Transformierte von h im Intervall (a, b) identisch 0.
Deﬁnieren wir nun zudem h+(u) := max(0, h(u)) sowie h−(u) := −min(0, h(u)), so gilt
h(u) = h+(u) − h−(u), wobei sowohl Positiv- als auch Negativteil von h nichtnegative
Funktionen bilden, deren zweiseitige Laplace-Transformierte auf (a, b) identisch ist.
Somit gilt nach Satz 2.14, dass beide f.ü. identisch sind, woraus folgt das h(u) = 0 f.ü.
gilt. Damit wurde die Behauptung gezeigt.
Anmerkung: 1.) Es reicht im obigen, Lebesgue-Messbarkeit für die Funktionen zu for-
dern. Die Integrierbarkeit folgt dann unweigerlich aus der Existenz der entsprechenden
Laplace-Transformierten und zusätzlicher Parametrisierung, analog zum Beweis von Satz
2.14. Wir werden uns in dieser Arbeit allerdings lediglich mit Lebesgue-messbaren Funk-
tionen befassen, weswegen wir diese Voraussetzung vernachlässigen können.
2.) Wir stellen zudem fest, dass die Umkehrung des obigen Satzes direkt aus der Deﬁni-
tion der zweiseitigen Laplace-Transformierten folgt.
Als letztes werden wir uns in diesem Kapitel mit den drei, für diese Arbeit, wichtigsten
Wahrscheinlichkeitsverteilungen und ihren grundlegenden Eigenschaften beschäftigen.
Dazu beginnen wir mit einer diskreten Verteilung auf N0, der Poisson-Verteilung.
Wir erinnern an dieser Stelle an die Deﬁnition der erzeugenden Funktion (2.34), sowie
den Formeln (2.36) und (2.37) zur Berechnung der Momente einer diskreten Zufallsva-
riable.
Deﬁnition 2.16. Sei X eine diskrete Zufallsvariable auf N0 und λ ∈ R>0. Wir be-
zeichnen X als Poisson-verteilte Zufallsvariable mit Parameter λ (kurz X ∼ Poi(λ)),
falls
pk = e
−λλ
k
k!
, k ∈ N0 (2.50)
erfüllt ist.
Satz 2.17. Sei X ∼ Poi(λ) mit Parameter λ ∈ R>0, dann gilt für alle s ∈ [0, 1]
eX(s) = e
λ(s−1). (2.51)
Also existieren alle Momente der Verteilung und es gilt insbesondere
E(X) = λ (2.52)
sowie
Var(X) = λ. (2.53)
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Beweis. Aufgrund der Reihendarstellung der e-Funktion
ex =
∞∑
k=0
xk
k!
,
für beliebige x ∈ R, gilt für alle s ∈ [0, 1]
eX(s) =
∞∑
k=0
skpk =
∞∑
k=0
ske−λ
λk
k!
= e−λ
∞∑
k=0
(λs)k
k!
= eλ(s−1),
womit (2.51) gezeigt wurde.
Da die erzeugenden Funktion für alle s ∈ [0, 1] existiert, ist sie somit insbesondere
beliebig oft diﬀerenzierbar, womit alle Momente der Verteilung existieren. Wegen
e′X(s) = λe
λ(s−1) sowie e′′X(s) = λ
2eλ(s−1)
für alle s ∈ [0, 1] erhalten wir somit nach (2.36) und (2.37) insbesondere
E(X) = e′X(1) = λ und Var(X) = e′′X(1) + e′X(1)− (e′X(1))2 = λ2 + λ− λ2 = λ,
womit ebenso (2.52) sowie (2.53) bewiesen wurden.
Kommen wir nun zu den beiden stetigen Verteilungsfunktionen, welche uns in dieser
Arbeit begleiten werden. Wir beginnen mit der Exponentialverteilung.
Deﬁnition 2.18. Sei X eine stetige Zufallsvariable und λ ∈ R>0. Wir bezeichnen X als
exponentialverteilte Zufallsvariable mit Parameter λ (kurz X ∼ Exp(λ)), falls
FX(x) =
{
1− e−λx, wenn x ≥ 0
0, wenn x < 0
(2.54)
die Verteilungsfunktion von X ist.
Wir erkennen, dass es sich bei der Exponentialverteilung um eine Verteilung auf [0,∞)
handelt. Somit gilt nach Satz 2.5 sowie Folgerung 2.6
s−F = −∞ und s+F = lim
x→∞
λ = λ.
Wir erhalten also folgende Eigenschaften der Exponentialverteilung.
Satz 2.19. Sei X ∼ Exp(λ) mit Parameter λ ∈ R>0, so besitzt X die Dichte
fX(x) =
{
λe−λx, wenn x ≥ 0
0, wenn x < 0
(2.55)
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und es gilt für alle s ∈ (−∞, λ)
MX(s) =
λ
λ− s. (2.56)
Somit existieren alle Momente der Verteilung und es gilt insbesondere
E(X) =
1
λ
(2.57)
sowie
Var(X) =
1
λ2
. (2.58)
Beweis. Da FX eine stetige, diﬀerenzierbare Funktion mit
F ′X(x) =
{
λe−λx, wenn x ≥ 0
0, wenn x < 0
ist, folgt (2.55) direkt aus der Beziehung F ′X(x) = fX(x).
Widmen wir uns nun der momenterzeugenden Funktion. Wir hatten bereits festgestellt,
dass diese überall in (−∞, λ) existieren muss. Sei nun also s ∈ (−∞, λ), dann gilt
MX(s) =
∫ ∞
−∞
esxfX(x) dx =
∫ ∞
0
esxλe−λx dx = λ
[
−e
−(λ−s)x
λ− s
]∞
0
=
λ
λ− s,
womit (2.56) gezeigt wurde.
Wir erkennen, dass MX(s) in (−∞, λ) unendlich oft diﬀerenzierbar und aufgrund von
λ ∈ R>0 insbesondere in 0 diﬀerenzierbar ist. Somit existieren nach Satz 2.9 alle Momente
von X und wir erhalten wegen
M ′X(s) =
λ
(λ− s)2 und M
′′
X(s) =
2λ
(λ− s)3
für alle s ∈ (−∞, λ) insbesondere
E(X) = M ′X(0) =
1
λ
sowie Var(X) = M ′′X(0)− (M ′X(0))2 =
1
λ2
.
Damit wurden (2.57) und (2.58) bewiesen.
Zuletzt betrachten wir noch die Erlang-Verteilung, welche als Summe von unabhängigen,
exponentialverteilten Zufallsvariablen hervorgeht.
Deﬁnition 2.20. Seien λ ∈ R>0, n ∈ N sowie (Xi)ni=1 eine Folge von unabhängigen expo-
nentialverteilten Zufallsvariablen mit Parameter λ. Wir bezeichnen dann Y :=
∑n
i=1 Xi
als Erlang-verteilte Zufallsvariable mit Parametern n und λ (kurz X ∼ Erl(n, λ)).
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Aus der Deﬁnition erkennen wir direkt, dass im Falle von n = 1 die Erlang-Verteilung der
Exponentialverteilung entspricht. Wir merken zudem an, dass die Erlang-Verteilung ein
Spezialfall der Gammaverteilung ist. Diese erweitert die Erlang-Verteilung auf den allge-
meineren Fall n ∈ R>0. Widmen wir uns nun den Eigenschaften der Erlang-Verteilung.
Satz 2.21. Sei X ∼ Erl(n, λ) mit Parametern n ∈ N, λ ∈ R>0, so besitzt X die
Verteilungsfunktion
FX(x) =
{
1− e−λx∑n−1i=0 (λx)ii! , wenn x ≥ 0
0, wenn x < 0,
(2.59)
sowie die Dichte
fX(x) =
{
λn
(n−1)!x
n−1e−λx, wenn x ≥ 0
0, wenn x < 0.
(2.60)
Es gilt zudem für alle s ∈ (−∞, λ)
MX(s) =
(
λ
λ− s
)n
. (2.61)
Somit existieren alle Momente der Verteilung und es gilt insbesondere
E(X) =
n
λ
(2.62)
sowie
Var(X) =
n
λ2
. (2.63)
Beweis. Wir beweisen die Verteilungsfunktion induktiv nach n. Der Fall n = 1 ist wegen
Erl(1, λ) = Exp(λ) nach Deﬁnition 2.18 erfüllt. Gelte also die Verteilungsfunktion für
X ∼ Erl(n, λ) und sei Xn+1 ∼ Exp(λ) eine von X unabhängige Zufallsvariable, so
erhalten wir mittels Faltungsformel für Y := X +Xn+1 und x ∈ R≥0
FY (x) =
∫ x
−∞
FX(x− y)fXn+1(y) dy =
∫ x
0
(
1− e−λ(x−y)
n−1∑
i=0
(λ(x− y))i
i!
)
λe−λy dy
=
[−e−λy]x
0
− λe−λx
∫ x
0
n−1∑
i=0
(λ(x− y))i
i!
= 1− e−λx
[
1 + λ
n−1∑
i=0
∫ x
0
(λ(x− y))i
i!
dy
]
= 1− e−λx
[
1 +
n−1∑
i=0
(λ(x− y))i+1
(i+ 1)!
]
= 1− e−λx
[
1 +
n∑
i′=1
(λ(x− y))i′
(i′)!
]
= 1− e−λx
n∑
i′=0
(λx)i
′
(i′)!
,
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womit die Behauptung (2.59) nach Deﬁnition 2.20 gezeigt wurde.
Da FX eine stetige, diﬀerenzierbare Funktion mit
F ′X(x) =
{
λn
(n−1)!x
n−1e−λx, wenn x ≥ 0
0, wenn x < 0
ist, folgt (2.60) erneut direkt aus der Beziehung F ′X(x) = fX(x).
Die momenterzeugenden Funktion der Verteilung folgt nun direkt aus Satz 2.21 sowie
der Deﬁnition 2.20 der Erlang-Verteilung.
Es existieren also erneut alle Momente der Verteilung und wegen
M ′X(s) =
nλn
(λ− s)n+1 und M
′′
X(s) =
n(n+ 1)λ
(λ− s)n+2
für alle s ∈ (−∞, λ), gilt insbesondere
E(X) = M ′X(0) =
n
λ
sowie Var(X) = M ′′X(0)− (M ′X(0))2 =
n
λ2
.
Damit wurden (2.62) und (2.63) bewiesen.
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3. Der Poisson-Prozess
Nachdem wir im vorhergehenden Kapitel alle Grundlagen gelegt haben, werden wir uns
in diesem Kapitel dem zusammengesetzten Poisson-Prozess und einigen seiner fundamen-
talen Eigenschaften widmen. Dieser wichtige Prozess wird eine entscheidende Rolle in
unserem Ruinmodell spielen. Dazu betrachten wir zunächst den Spezialfall des Poisson-
Prozesses. Zuvor deﬁnieren wir uns noch stochastische Prozesse, sowie die wichtigsten
Größen selbiger.
Deﬁnition 3.1. Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und T eine Indexmenge. Eine
Folge von reellen Zufallsvariablen {Xt : Ω→ R}t∈T bezeichnen wir als stochastischer
Prozess.
Anmerkung: Wir werden im Folgenden, falls nicht anders erwähnt, die Indexmenge
T = R≥0 verwenden und werden zudem meist kurz X(t) für einen stochastischen Pro-
zess {Xt}t∈R≥0 schreiben. Die äquivalente Schreibweise Xt benutzen wir hingegen als
Symbolik für die Zufallsvariablen des Prozesses.
Deﬁnition 3.2. Sei X(t) ein stochastischer Prozess, dann bezeichnen wir für alle ω ∈ Ω
die Abbildung X(·, ω) : R≥0 → R, t 7→ X(t, ω) = Xt(ω) als Pfad des Prozesses.
Sind dabei alle Pfade von X(t) rechtsstetig mit linksseitigen Grenzwert, so nennen wir
X(t) stochastischen Prozess mit càdlàg-Pfaden.
Seien zuletzt s, t ∈ R≥0 mit s ≤ t, so deﬁnieren wir die Zufallsvariable Xt − Xs als
Zuwachs des stochastischen Prozesses von s nach t.
Sind dabei für alle n ∈ N und jede Folge 0 = t0 < t1 < . . . < tn die Zufallsvariablen
X0, Xt1 −Xt0 , . . . , Xtn −Xtn−1 stochastisch unabhängig, so bezeichnen wir X(t) als sto-
chastischen Prozess mit unabhängigen Zuwächsen.
Hängt die Verteilung der Zufallsvariablen Xt1+h − Xt0+h, . . . , Xtn+h − Xtn−1+h für alle
n ∈ N, h ∈ R>0 und jede Folge 0 = t0 < t1 < . . . < tn, nicht von der Wahl von h ab, so
nennen wir X(t) stochastischen Prozess mit stationären Zuwächsen.
Damit sind die wichtigsten Grundlagen gelegt und wir betrachten nun den Poisson-
Prozess. Dieser stochastische Prozess wird uns als Ausgangspunkt für den zusammen-
gesetzten Poisson-Prozess dienen. Dabei gibt es mehrere Möglichkeiten einen Poisson-
Prozess zu deﬁnieren. Wir werden hier eine vorstellen, aus dieser die wichtigsten Eigen-
schaften ermitteln und uns danach dem zusammengesetzten Poisson-Prozess widmen.
Deﬁnition 3.3. Sei λ ∈ R>0 und Nλ(t) ein stochastischer Prozess mit cádlág-Pfaden
über einem Wahrscheinlichkeitsraum (Ω,A,P). So heißt Nλ(t) Poisson-Prozess mit In-
tensität λ, falls er folgende Bedingungen erfüllt:
• Nλ,0 = 0, (P− f.s.)
• Die Zuwächse sind Poisson-verteilt, d.h. Nλ,t −Nλ,s ∼ Poi(λ(t− s)), s < t
• Die Zuwächse sind unabhängig.
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Im Folgenden werden wir nur noch kurz N(t) für den Poisson-Prozess mit der Inten-
sität λ schreiben. Aus der Deﬁnition lässt sich erkennen, dass der Poisson-Prozess ein
stochastischer Prozess mit Werten in N0 ist. Es handelt sich also um einen diskreten
Prozess in kontinuierlicher Zeit. Widmen wir uns nun einigen weiteren grundlegenden
Eigenschaften.
Satz 3.4. Sei N(t) ein Poisson-Prozess mit Intensität λ ∈ R>0. Dann besitzt N(t)
stationäre Zuwächse und monoton wachsende Pfade. Zudem gilt für alle t ∈ R>0
Nt ∼ Poi(λt), (3.1)
womit die erzeugende Funktion
eNt(s) = e
λt(s−1) (3.2)
für alle s ∈ [0, 1] existiert. Somit existieren ebenfalls alle Momente von Nt und wir
erhalten insbesondere
E(Nt) = λt sowie Var(Nt) = λt. (3.3)
Deﬁnieren wir nun für alle i ∈ N0 die Sprungzeitpunkte σi := mint∈[0,∞) {Nt = i} sowie
den Zeitraum zwischen den Zuwächsen Ti+1 := σi+1 − σi mit T0 := 0. Aufgrund der
cádlág-Pfade des Poisson-Prozesses sind diese Größen wohldeﬁniert. Es gilt dann für
alle t ∈ R≥0 die Darstellung
Nt =
∞∑
k=1
1[σk,∞)(t), (3.4)
wobei 1 die Indikatorfunktion bezeichnet. Zudem ist der Zeitraum zwischen den Zuwäch-
sen exponentialverteilt mit Parameter λ, d.h. für alle i ∈ N erhalten wir
Ti ∼ Exp(λ), (3.5)
womit insbesondere wegen σi =
∑i
j=1 Tj
σi ∼ Erl(i, λ) (3.6)
gilt. Somit ist der Poisson-Prozess gedächtnislos, d.h. für alle i ∈ N sowie s, t ∈ Rnn ist
P(Ti > t+ s
∣∣ Ti > t) = P(Ti > s) (3.7)
erfüllt. Zuletzt beobachten wir noch, dass die Verteilung der Sprungstellen in einem festen
Intervall einer stetigen Gleichverteilung entspricht, d.h. mit x, h ∈ R≥0 und s ∈ [x, x+ h]
erhalten wir
P(σi ≤ s
∣∣ Nx = i− 1, Nx+h = i) = s− x
h
, (3.8)
für alle i ∈ N.
25
Beweis. Die Stationarität der Zuwächse sowie die Monotonie der Pfade folgen unweiger-
lich mit der zweiten Eigenschaft des Poisson-Prozesses aus Deﬁnition 3.3. Zudem liefert
diese für s = 0, zusätzlich mithilfe der ersten Eigenschaft, Behauptung (3.1). Die Folge-
behauptungen (3.2) sowie (3.3) erhalten wir dann aus Satz 2.17.
Widmen wir uns nun der alternativen Darstellung (3.4) des Poisson-Prozesses. Diese
folgt unweigerlich aus der Deﬁnition der Sprungzeitpunkte, da Nt = n für beliebiges
n ∈ N0 genau dann erfüllt ist, wenn n ∈ [σn, σn+1) gilt.
Zeigen wir also nun als nächstes, dass die Zeiträume zwischen den Zuwächsen exponen-
tialverteilt sind. Es gilt für alle x ∈ R≥0 und i ∈ N
P(Ti ≤ x
∣∣ σi−1 = s) = 1− P(Ti > x ∣∣ σi−1 = s) = 1− P(Ns+x −Ns = 0)
= 1− e−λ((s+x)−s) = 1− e−λx.
Dabei gilt das zweite Gleichheitszeichen, weil der Zeitraum zwischen dem (i − 1)-ten
und i-ten Sprung, unter der Voraussetzung, dass der (i− 1)-te Sprung zum Zeitpunkt s
erfolgte, genau dann größer als x ist, falls im Zeitraum von s bis s+x kein Sprung auftritt.
Wir erhalten nun mittels Satz der totalen Wahrscheinlichkeit für beliebiges i ∈ N
FTi(x) = P(Ti ≤ x) =
∫ ∞
0
P(Ti ≤ x
∣∣ σi−1 = s) dFσi−1(s)
=
(
1− e−λx) ∫ ∞
0
dFσi−1(s) = 1− e−λx,
womit (3.5) nach Deﬁnition 2.18 der Exponentialverteilung folgt. Aufgrund der Deﬁni-
tion der Zeiträume zwischen den Zuwächsen sowie Eigenschaften einer alternierenden
Reihe und σ0 = 0 folgt die Darstellung σi =
∑i
j=1 Tj. Somit gilt (3.6) unweigerlich auf-
grund der Deﬁnition 2.20 der Erlang-Verteilung.
Betrachten wir nun die Gedächtnislosigkeit des Prozesses. Diese folgt aufgrund der Ex-
ponentialverteilung der Zeiträume zwischen den Zuwächsen. Wir erhalten für alle i ∈ N
sowie s, t ∈ R≥0
P(Ti > t+ s
∣∣ Ti > t) = P(Ti > t+ s, Ti > t)P(Ti > t) = P(Ti > t+ s)P(Ti > t)
=
e−λ(t+s)
e−λt
= e−λs = P(Ti > s),
womit Behauptung (3.7) gezeigt ist.
Widmen wir uns zuletzt Behauptung (3.8). Wir erinnern an dieser Stelle an die Un-
abhängigkeit der Zuwächse des Poisson-Prozesses (nach Deﬁnition 3.3). Somit gilt für
s, x, h ∈ R≥0 mit s ∈ [x, x+ h] und i ∈ N
P(σi > s
∣∣ Nx = i− 1, Nx+h = i) = P(σi > s,Nx = i− 1, Nx+h = i)P(Nx = i− 1, Nx+h = i)
=
P(Nx = i− 1, Ns −Nx = 0, Nx+h −Ns = 1)
P(Nx = i− 1, Nx+h −Nx = 1)
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=(λx)i−1
(i−1)! e
−λxe−λ(s−x)λ(x+ h− s)e−λ(x+h−s)
(λx)i−1
(i−1)! e
−λxλhe−λh
= 1− s− x
h
.
Also erhalten wir
P(σi ≤ s
∣∣ Nx = i− 1, Nx+h = i) = s− x
h
.
Dies entspricht der Verteilungsfunktion einer stetig gleichverteilten Zufallsvariable auf
dem Intervall [x, x+ h] und somit ist (3.8) gezeigt.
Zusammengefasst erkennen wir also, dass es sich beim Poisson-Prozess um einen Zähl-
prozess handelt, mit Sprüngen der Höhe 1. Es werden dabei pro Zeiteinheit genau λ
Sprünge erwartet und der Zeitabstand zwischen zwei Sprüngen ist exponentialverteilt.
Ein Beispielpfad für einen Poisson-Prozess kann also wie folgt aussehen.
Grafik 1.3.1 – Beispielpfad Poisson Prozess
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Graﬁk 3.1. - Beispielpfad eines Poisson-Prozesses
Nachdem wir nun mit dem Poisson-Prozess und seinen Eigenschaften die Grundlagen
gelegt haben, werden wir im Folgenden den zusammengesetzten Poisson-Prozess deﬁnie-
ren. Im Gegensatz zum Poisson-Prozess wird dieser beliebige, aber gleichverteilte und
unabhängige Sprunghöhen zulassen.
Deﬁnition 3.5. Sei N(t) ein Poisson-Prozess mit Intensität λ ∈ R>0 sowie (Ui)i∈N
eine Folge von unabhängigen, identisch verteilten Zufallsvariablen, welche zudem für
alle t ∈ R≥0 unabhängig von Nt sind. Dann bezeichnen wir den stochastischen Prozess
X(t) mit
X(t) :=
N(t)∑
i=1
Ui (3.9)
als zusammengesetzten Poisson-Prozess mit Charakteristiken λ und FU (in Kurzform
X(t)∼ZPoi(λ, FU)), wobei FU die Verteilungsfunktion der Sprunghöhen U1, U2, . . . be-
zeichnet.
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Im Gegensatz zum Poisson-Prozess nimmt der zusammengesetzte Poisson-Prozess also
nicht zwangsweise nur diskrete Werte an. Sein Bildbereich ist also abhängig von der
Verteilung FU der Sprunghöhen. Wir bemerken bereits, dass die Sprungzeitpunkte le-
diglich vom Zählprozess N(t) abhängig sind. Somit werden sich ihre Eigenschaften auf
den zusammengesetzten Poisson-Prozess übertragen.
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Grafik 1.3.2 – Beispielpfad zus. Poisson Prozess mit F
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Graﬁk 3.2. - Beispielpfad eines zus. Poi. Proz. mit F (0) = 0
Betrachten wir nun die für diese Arbeit wichtigsten Eigenschaften des zusammengesetz-
ten Poisson-Prozesses.
Satz 3.6. Sei X(t) ein zusammengesetzter Poisson-Prozess mit Charakteristiken λ und
FU . Dann ist X(t) ein stochastischer Prozess mit cádlág-Pfaden und X0 = 0. Darüber
hinaus besitzt er unabhängige, stationäre Zuwächse.
Sei für alle s ∈ (s−FU , s+FU ) die momenterzeugende Funktion MU(s) der Schadenshöhen
U1, U2, . . . gegeben. Dann existiert für alle t ∈ R≥0 und s ∈ (s−FU , s+FU ) die momenterzeu-
gende Funktion MXt(s) und es gilt
MXt(s) = e
λt(MU (s)−1). (3.10)
Existieren alle Momente von U1, so existieren damit auch alle Momente von Xt und es
gilt insbesondere
E(Xt) = λtE(U1) (3.11)
sowie
Var(Xt) = λtE(U21 ). (3.12)
Deﬁnieren wir nun wieder die Sprungzeiten σi sowie die Zeiträume zwischen den Zu-
wächsen Ti analog zu Satz 3.4, so gelten (3.5) bis (3.7) unverändert für den zusammen-
gesetzten Poisson-Prozess X(t). Zudem erhalten wir die Darstellung
Xt =
∞∑
k=1
Uk1[σk,∞)(t), (3.13)
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wobei 1 erneut die Indikatorfunktion bezeichnet.
Wir merken zudem an, dass für beliebiges a ∈ R>0 der Prozess Y (t) := aX(t) ein
zusammengesetzter Poisson-Prozess mit Charakteristiken λ und FaU ist. Dabei sei
FaU(x) := FU(x/a), x ∈ R≥0.
Besitze zuletzt die Verteilungsfunktion FU eine Dichte fU und gelte FU(0) = 0, so gilt
für alle t, x ∈ R≥0 die folgende Darstellung der Verteilungsfunktion von Xt
FXt(x) = e
−λt +
∫ x
0
f˜Xt(y) dy. (3.14)
Hierbei sei f˜Xt(y) =
∑∞
n=1 ((λt)
n/n!)e−λtfUn∗(y) und fUn∗(y) bezeichne die Dichte der
n−fachen Faltung von U .
Beweis. Sei ω ∈ Ω beliebig gewählt. Da N(t) nach Deﬁnition 3.3 cádlág-Pfade besitzt,
existiert Nt−(ω) für alle t ∈ R≥0 und es gilt zudem Nt+(ω) = Nt(ω). Somit existiert
Xt−(ω) =
Nt−(ω)∑
i=1
Ui(ω)
und die Gleichung
Xt+(ω) =
Nt+(ω)∑
i=1
Ui(ω) =
Nt(ω)∑
i=1
Ui(ω) = Xt(ω)
ist erfüllt. Also besitzt X(t) ebenfalls cádlág-Pfade und wegen N0 = 0 sowie der Deﬁni-
tion einer leeren Summe erhalten wir X0 = 0.
Zeigen wir als nächstes die Stationarität und Unabhängigkeit der Zuwächse. Nach De-
ﬁnition 3.2 reicht es dabei zu zeigen, dass für beliebiges n ∈ N, h ∈ R≥0 und jede Folge
0 = t0 < t1 < . . . < tn die Zufallsvariablen
Nt1+h∑
i1=Nt0+h+1
Ui1 , . . . ,
Ntn+h∑
in=Ntn−1+h+1
Uin
unabhängig sind und ihre Verteilung nicht von h abhängig ist. Da die (Ui)i∈N unabhängig
und identisch verteilt sind und ebenfalls unabhängig von Nt sind, erhalten wir mittels
Satz der totalen Wahrscheinlichkeit für beliebige x1, . . . , xn ∈ R
P
 Nt1+h∑
i1=Nt0+h+1
Ui1 ≤ x1, . . . ,
Ntn+h∑
in=Ntn−1+h+1
Uin ≤ xn

=
∑
k1,...,kn∈N0
n∏
j=1
F
∗kj
U (xj)P(Nt1+h −Nt0+h = k1, . . . , Ntn+h −Ntn−1+h = kn),
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womit die Behauptung, nach Deﬁnition 3.3 und Satz 3.4, aus der Stationarität und Un-
abhängigkeit der Zuwächse von N(t) folgt.
Existiere nun für s ∈ (s−FU , s+FU ) die momenterzeugende Funktion der (Ui)i∈N, dann gilt
für alle s ∈ (s−FU , S+FU ) mittels Satz der totalen Wahrscheinlichkeit, sowie der Unabhän-
gigkeit der (Ui)i∈N von Nt, für alle t ∈ R≥0
E
(
esXt
)
= E
(
E
(
es
∑Nt
i=1 Ui
∣∣ Nt)) = ∑
n∈N
E
(
es
∑n
i=1 Ui
)
P(Nt = n).
Nach Satz 2.21 erhalten wir somit aufgrund der Unabhängigkeit und Gleichverteilung
der (Ui)i∈N
E
(
esXt
)
= eNt(MU(s)),
woraus Behauptung (3.10) aus Satz 3.4 folgt. (3.11) und (3.12) folgen dann unweigerlich
durch einfaches Nachrechnen.
Da sich die σi und Ti analog deﬁnieren lassen, gelten auch alle Eigenschaften für selbige
unverändert. Der Beweis der Darstellung (3.13) erfolgt analog zum Beweis von (3.4).
Sei nun a ∈ R>0, dann gilt für alle t ∈ R≥0
Yt = a
(
Nt∑
i=1
Ui
)
=
Nt∑
i=1
aUi.
Da (Ui)i∈N nach Voraussetzung unabhängig und identisch verteilt sind, gilt selbiges auch
für (U ′i)i∈N mit U
′
i := aUi und wegen P(U ′i ≤ x) = P(Ui ≤ x/a) folgt die Aussage.
Besitze zuletzt FU eine Dichte fU , so erhalten wir für alle t, x ∈ R≥0, mittels Satz der
totalen Wahrscheinlichkeit, der Unabhängigkeit aller auftretenden Zufallsvariablen und
da nach Voraussetzung nur positive Sprünge auftreten
P(Xt ≤ x) = P(Xt ≤ x
∣∣ Nt = 0)P(Nt = 0) + ∞∑
n=1
P(Xt ≤ x
∣∣ Nt = n)P(Nt = n)
= P(Nt = 0) +
∞∑
n=1
P(
n∑
i=1
Ui ≤ x)P(Nt = n)
= e−λt +
∞∑
n=1
∫ x
0
fUn∗(y) dy
(λt)n
n!
e−λt.
Damit wurde (3.14) gezeigt.
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4. Der Satz von Takács
Wir werden in diesem Kapitel folgende bemerkenswerte Formel für X(t) ∼ ZPoi(λ, FU)
mit FU(0) = 0 zeigen. Diese wurde ausgiebig von Lajos Takács in [4] behandelt. Für alle
x ∈ R>0 gilt fast sicher
P(
⋂
0≤t≤x
{Xt ≤ t}
∣∣ Xx) = (1− Xx
x
)
+
,
wobei (Y )+ := max(0, Y ) den Positivteil einer Zufallsvariable Y bezeichnet. Wir be-
schränken uns zunächst auf den Spezialfall FU = δ1. Dieser überführt den zusammenge-
setzten Poisson-Prozess zurück auf den Poisson-Prozess. Für dieses spezielle Beispiel ist
es uns möglich obige Formel direkt nachzurechnen.
Satz 4.1 (Takács - Poisson-Prozess). Sei N(t) ein Poisson-Prozess mit Intensität λ.
Dann erhalten wir fast sicher
P(
⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx) = (1− Nx
x
)
+
, x ∈ R>0. (4.1)
Beweis. Wir werden im folgenden Beweis einige Eigenschaften des Poisson-Prozesses
verwenden, welche wir in der Deﬁnition 3.3 bzw. Satz 3.4 betrachtet haben. Da der
Prozess N(t) nur Werte auf N0 annimmt, reicht es zu zeigen, dass
P(
⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx = n) = (1− n
x
)
+
(4.2)
für alle n ∈ N0 und x ∈ R>0 erfüllt ist. Betrachten wir zunächst den Fall n > x, so
erhalten wir
0 ≤ P(
⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx = n) ≤ P(Nx ≤ x ∣∣ Nx = n) = P(n ≤ x) = 0
und somit
P(
⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx = n) = 0 = (1− n
x
)
+
.
Damit wurde (4.2) für den Fall n > x gezeigt.
Gelte nun n < x, so zeigen wir die Behauptung induktiv bezüglich n. Wir schreiben
zunächst vereinfacht (
1− n
x
)
+
= 1− n
x
,
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aufgrund unserer Voraussetzung n < x. Zeigen wir nun, dass
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n) = 1− n
x
(4.3)
erfüllt ist und beweisen im Anschluss, dass fast sicher gilt
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n) = P( ⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx = n). (4.4)
Beginnen für nun mit dem Induktionsanfang, sei also n = 0 < x und x ∈ R>0. Dann gilt
aufgrund der Monotonie aller Pfade von N(t)
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = 0) = P( ⋂
0<t<x
{0 < t}) = 1 = 1− 0
x
,
womit (4.3) für n = 0 erfüllt ist.
Sei (4.3) nun für alle n ∈ N0 und x ∈ R>0 mit n < x erfüllt und gelte n + 1 < x. Dann
erhalten wir nach Induktionsvoraussetzung und Satz 3.4
P(
⋂
0<t<x
{Nt < t} , Nx = i) = P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = i)P(Nx = i)
=
(
1− i
x
)
(λx)i
i!
e−λx, (4.5)
für alle i = 0, . . . , n. Zudem gilt für alle i = 0, . . . , n wegen der Unabhängigkeit der
Zuwächse und da Nt nur diskrete Werte annimmt
P(
⋂
0<t<(n+1)
{Nt < t} , Nn+1 = i, Nx = n+ 1) = P(
⋂
t∈{1,...,i}
{Nt < t} , Nn+1 = i, Nx = n+ 1)
=
∑
kj<j: j∈{1,...,i}
P(N1 = k1, . . . , Nn −Nn−1 = kn − kn−1,
Nn+1 −Nn = i− kn, Nx −Nn+1 = n+ 1− i)
=
∑
kj<j: j∈{1,...,i}
P(N1 = k1, . . . , Nn −Nn−1 = kn − kn−1,
Nn+1 −Nn = i− kn)P(Nx −Nn+1 = n+ 1− i)
= P(
⋂
t∈{1,...,i}
{Nt < t} , Nn+1 = i)P(Nx −Nn+1 = n+ 1− i)
= P(
⋂
0<t<(n+1)
{Nt < t} , Nn+1 = i)P(Nx −Nn+1 = n+ 1− i). (4.6)
Somit gilt aufgrund der Monotonie der Pfade sowie (4.5) und (4.6)
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n+ 1) = 1P(Nx = n+ 1)P( ⋂0<t<x {Nt < t} , Nx = n+ 1)
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=
(n+ 1)!
(λx)n+1e−λx
P(
⋂
0<t<(n+1)
{Nt < t} ,
⋂
(n+1)≤t<x
{Nt < t} , Nx = n+ 1)
=
(n+ 1)!
(λx)n+1e−λx
P(
⋂
0<t<(n+1)
{Nt < t} , Nn+1 < n+ 1, Nx = n+ 1)
=
(n+ 1)!
(λx)n+1e−λx
n∑
i=0
P(
⋂
0<t<(n+1)
{Nt < t} , Nn+1 = i, Nx = n+ 1)
=
(n+ 1)!
(λx)n+1e−λx
n∑
i=0
P(
⋂
0<t<(n+1)
{Nt < t} , Nn+1 = i)P(Nx −Nn+1 = n+ 1− i),
womit nach Induktionsvoraussetzung
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n+ 1)
=
(n+ 1)!
(λx)n+1e−λx
n∑
i=0
(
1− i
n+ 1
)
(λ(n+ 1))i
i!
e−λ(n+1)
(λ(x− (n+ 1)))n+1−i
(n+ 1− i)! e
−λ(x−(n+1))
=
1
xn+1
n∑
i=0
(
1− i
n+ 1
)
(n+ 1)!
i!(n+ 1− i)!(n+ 1)
i(x− (n+ 1))n+1−i
=
1
xn+1
[S1 − S2] (4.7)
erfüllt ist. Dabei deﬁnieren wir
S1 :=
n∑
i=0
(
n+ 1
i
)
(n+ 1)i(x− (n+ 1))n+1−i
sowie
S2 :=
n∑
i=0
i
n+ 1
(
n+ 1
i
)
(n+ 1)i(x− (n+ 1))n+1−i.
Wir erhalten nun mittels Binomischem Lehrsatz
S1 =
n+1∑
i=0
(
n+ 1
i
)
(n+ 1)i(x− (n+ 1))n+1−i − (n+ 1)n+1
= xn+1 − (n+ 1)n+1 (4.8)
sowie nach grundlegenden Eigenschaften des Binomialkoeﬃzienten
S2 =
n∑
i=1
(
n
i− 1
)
(n+ 1)i(x− (n+ 1))n+1−i
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=
n−1∑
j=0
(
n
j
)
(n+ 1)j+1(x− (n+ 1))n−j
= (n+ 1)
[
n∑
j=0
(
n
j
)
(n+ 1)j(x− (n+ 1))n−j − (n+ 1)n
]
= (n+ 1)xn − (n+ 1)n+1. (4.9)
Somit liefert uns (4.7), (4.8) und (4.9)
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n+ 1) = 1
xn+1
[S1 − S2] = 1− n+ 1
x
,
womit die Induktion abgeschlossen und (4.3) gezeigt ist.
Es gilt nun letztendlich für alle n ∈ N0 und x ∈ R>0 mit n < x, aufgrund der stetigen
Verteilung der Sprünge σi, sowie Nσ0 = N0 = 0
P(
⋂
0<t<x
{Nt < t}
∣∣ Nx = n) = P( n⋂
i=1
{Nσi < σi}
∣∣ Nx = n) = P( n⋂
i=1
{n < σi}
∣∣ Nx = n)
= P(
n⋂
i=1
{n ≤ σi}
∣∣ Nx = n) = P( n⋂
i=0
{Nσi ≤ σi}
∣∣ Nx = n)
= P(
⋂
0≤t≤x
{Nt ≤ t}
∣∣ Nx = n).
Der Unterschied zwischen beiden Wahrscheinlichkeiten ruht also nur auf den Sprung-
zeitpunkten σi, i = 0, . . . , n. Dies ist allerdings eine endliche Menge von Punkten mit
Wahrscheinlichkeiten P(σi = s) = 0, womit (4.4) gezeigt ist.
Der Fall n = x ∈ N folgt letztendlich wegen
P(
⋂
0≤t≤n
{Nt ≤ t}
∣∣ Nn = n) = P(σn = n) = 0
für alle n ∈ N.
Wir widmen uns nun dem allgemeinen Resultat für zusammengesetzte Poisson-Prozesse.
Um dies zu beweisen, benötigen wir noch folgenden Hilfssatz.
Satz 4.2. Sei ϕ : R≥0 → R≥0 eine monoton wachsende, rechtsstetige Treppenfunktion,
mit ϕ(0) = 0 und ϕ(x+ t) = ϕ(x) +ϕ(t) für ein festes positives x und alle t ∈ R≥0. Wir
deﬁnieren
δ(t) :=
{
1, wenn r − ϕ(r) ≥ t− ϕ(t) für alle r ≥ t
0, sonst
(4.10)
Dann gilt ∫ x
0
δ(t) dt =
{
x− ϕ(x), wenn 0 ≤ ϕ(x) ≤ x
0, wenn ϕ(x) > x
(4.11)
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Beweis. Sei zunächst ϕ(x) > x, dann erhalten wir für alle t ∈ R≥0
(t+ x)− ϕ(t+ x) = t+ x− ϕ(t)− ϕ(x)
= (t− ϕ(t)) + (x− ϕ(x))
< t− ϕ(t),
womit, aufgrund von t + x ≥ t und (4.10), δ(t) = 0 gilt. Da t ∈ R≥0 beliebig gewählt
wurde, folgt die Behauptung.
Sei nun 0 ≤ ϕ(x) ≤ x, so deﬁnieren wir für alle t ∈ R≥0
ψ(t) := inf
r≥t
[r − ϕ(r)] .
Aufgrund von x− ϕ(x) ≥ 0 und ϕ(nx) = nϕ(x) für n ∈ N gilt
lim
n→∞
nx− ϕ(nx) =
{
0, wenn x− ϕ(x) = 0
+∞, wenn x− ϕ(x) > 0
wobei n die natürlichen Zahlen durchläuft. Da die Funktion t−ϕ(t) zudem im Intervall
[0, x] lediglich endlich viele Sprungstellen besitzt, ist ψ wohldeﬁniert und der Grenzwert
wird aufgrund der Rechtsstetigkeit von ϕ tatsächlich angenommen. Für alle t ∈ R≥0
existiert also ein r∗ ≥ t mit ψ(t) = r∗ − ϕ(r∗). Zudem gilt dann für alle t ∈ R≥0
ψ(t) = inf
r≥t
[r − ϕ(r)] ≤ t− ϕ(t),
sowie die Relation
ψ(t) = t− ϕ(t)⇐⇒ inf
r≥t
[r − ϕ(r)] = t− ϕ(t)
⇐⇒ r − ϕ(r) ≥ t− ϕ(t), r ≥ t
⇐⇒ δ(t) = 1 (4.12)
und letztendlich
ψ(t+ x) = inf
r≥t+x
[r − ϕ(r)] = inf
r′≥t
[r′ + x− ϕ(r′ + x)]
= inf
r′≥t
[r′ − ϕ(r′)] + x− ϕ(x) = ψ(t) + x− ϕ(x).
Insbesondere also für t = 0,
ψ(x) = ψ(0) + x− ϕ(x). (4.13)
Seien nun t, t′ ∈ R≥0 mit t ≤ t′, dann erhalten wir
ψ(t) = inf
r≥t
[r − ϕ(r)] ≤ inf
r≥t′
[r − ϕ(r)] = ψ(t′)
35
wegen {r ∈ R≥0 : r ≥ t} ⊇ {r ∈ R≥0 : r ≥ t′}. Sei nun das kleinste r∗ ≥ t so gewählt,
dass ψ(t) = r∗ − ϕ(r∗) erfüllt ist. Aufgrund der Monotonie von ϕ, ist für r∗ ≥ t′
ψ(t′) = ψ(t)
erfüllt und somit
0 = ψ(t′)− ψ(t) ≤ t′ − t.
Im Falle r∗ ∈ [t, t′) erhalten wir −r∗ ≤ −t, sowie ϕ(r∗) ≤ ϕ(t′). Es gilt also
ψ(t′)− ψ(t) = ψ(t′)− r∗ + ϕ(r∗)
≤ t′ − ϕ(t′)− r∗ + ϕ(r∗)
≤ t′ − t+ (ϕ(r∗)− ϕ(t′))
≤ t′ − t.
Somit erhalten wir
0 ≤ ψ(t′)− ψ(t) ≤ t′ − t
für alle 0 ≤ t ≤ t′. Also ist ψ monoton und Lipschitz-stetig und somit insbesondere
absolut stetig. Damit ist ψ f.ü. diﬀerenzierbar und es gilt
0 ≤ ψ′(t) ≤ 1 (4.14)
sowie mittels (4.13), nach dem Hauptsatz der Diﬀerential-Integralrechnung für Lebesgue-
Integrale ∫ x
0
ψ′(t) dt = ψ(x)− ψ(0) = x− ϕ(x). (4.15)
Wir zeigen nun als nächstes, dass für fast alle t ≥ 0 die Bedingung
ψ′(t) ≤ δ(t)
erfüllt ist.
Falls ψ′(t) = 0 gilt, so folgt die Behauptung direkt aus (4.10).
Sei also ψ′(t) > 0, dann erhalten wir ψ(t+ ) > ψ(t) innerhalb einer hinreichend kleinen
 - Umgebung um t mit  ∈ R>0. Deshalb ist
ψ(t) = inf
t≤r<t+
[r − ϕ(r)] = t+ δ − ϕ(t+ δ)
für ein 0 ≤ δ <  gültig. Damit erhalten wir insbesondere für → 0
ψ(t) = t− ϕ(t+ 0).
Da ϕ nach Voraussetzung rechtsstetig ist, folgt ϕ(t + 0) = ϕ(t) für fast alle t ≥ 0 und
somit ψ(t) = t−ϕ(t). Damit folgt schließlich mittels (4.12), dass δ(t) = 1 erfüllt ist und
wegen (4.14) erhalten wir die gesuchte Bedingung. Nun beweisen wir, dass ebenfalls
ψ′(t) ≥ δ(t)
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für fast alle t ≥ 0 gilt.
Falls δ(t) = 0 gilt, so ist obige Bedingung nach (4.14) erfüllt.
Wir deﬁnieren uns nun die Menge D := {r ∈ [0,∞) : δ(r) = 1}. Sei t ein Häufungspunkt
in D, d.h. t ∈ D mit t = limn→∞ tn, wobei für alle n ∈ N, tn ∈ D und tn 6= t gelten.
Dann erhalten wir nach (4.12) ψ(t) = t − ϕ(t) sowie ψ(tn) = tn − ϕ(tn) für alle n ∈ N.
Existiere nun die Ableitung ψ′(t), dann gilt
ψ′(t) = lim
n→∞
ψ(t)− ψ(tn)
t− tn = 1− limn→∞
ϕ(t)− ϕ(tn)
t− tn = 1− ϕ
′(t).
Also existiert die Ableitung ϕ′(t) und wir erhalten
ϕ′(t) = 0,
da ϕ eine Treppenfunktion ist. Weil die Menge der isolierten Punkte in D aufgrund der
Rechtsstetigkeit von ϕ (und somit auch von δ) eine abzählbare bzw. leere Menge bilden,
ist die Behauptung gezeigt. Wir erhalten nun für fast alle t ≥ 0
ψ′(t) = δ(t). (4.16)
Zuletzt erhalten wir mittels (4.15) und (4.16)∫ x
0
δ(t) dt = x− ϕ(x),
womit die Behauptung gezeigt ist.
Zur Veranschaulichung zeigen Graﬁken 4.1. und 4.2. (siehe unten) die Zusammenhänge
zwischen den Hilfsfunktionen des obigen Beweises anhand eines Beispiels.
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Graﬁk 4.1. - Beispiel Treppenfunktion
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Graﬁk 4.2. - Beispiel Takács Hilfsfunktionen zu Graﬁk 4.1.
Wir sind nun in der Lage unser Hauptresultat für zusammengesetzte Poisson-Prozesse
zu zeigen.
Satz 4.3 (Takács - Zusammengesetzter Poisson-Prozess). Sei X(t) ein zusammengesetz-
ter Poisson-Prozess mit Intensität λ und Schadensverteilung FU .
Sei zudem FU(0) = 0 erfüllt, so gilt für alle x ∈ R>0 fast sicher
P(
⋂
0≤t≤x
{Xt ≤ t}
∣∣ Xx) = (1− Xx
x
)
+
. (4.17)
Beweis. Wir deﬁnieren zunächst
ϕ(t) := Xt, 0 ≤ t ≤ x
und setzen ϕ mittels
ϕ(x+ t) := ϕ(x) + ϕ(t), t ∈ R>0
auf (x,∞) fort. Damit gilt insbesondere für alle t ∈ R≥0
ϕ(t) =
[
t
x
]
ϕ(x) + ϕ
(
t−
[
t
x
]
x
)
=
[
t
x
]
Xx +Xt−[ tx ]x
wobei [y] den ganzen Teil von y bezeichnet. Also ist ϕ(t) als Summe von Zufallsvariablen
wieder eine Zufallsvariable. Wir deﬁnieren nun zudem analog zu Satz 4.2
δ(t) =
{
1, wenn ϕ(r)− ϕ(t) ≤ r − t für alle r ≥ t
0, sonst.
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Da es genügt die Bedingungen ϕ(r)−ϕ(t) ≤ r− t für endlich viele Sprünge im Intervall
[t, t+ x] zu testen, ist δ(t) ebenfalls eine Zufallsvariable. Nach Satz 3.6 besitzt X(t)
stationäre, unabhängige Zuwächse und wir erhalten somit
Xr −Xt ∼ Xr−t
für alle t, r ∈ R≥0 mit x ≥ r ≥ t ≥ 0. Insbesondere gilt also
ϕ(r)− ϕ(t) ∼ ϕ(r − t)
für alle t, r ∈ R≥0 mit x ≥ r ≥ t ≥ 0. Aufgrund der Periodizität von ϕ gilt dies auch
allgemein für alle r ≥ t ≥ 0. Letztendlich sichert uns die Bedingung FU(0) = 0, dass
alle Pfade von X(t) monoton wachsend sind. Analog zum Beweis von Satz 4.2 lässt sich
nun zeigen, dass δ(t) = 0 für alle t ∈ R≥0 gilt, falls ϕ(x) > x erfüllt ist. Damit folgt
insbesondere
0 = P(δ(t) = 1
∣∣ ϕ(x) > x) = P(δ(0) = 1 ∣∣ ϕ(x) > x). (4.18)
Im Falle ϕ(x) ≤ x erhalten wir für alle s ∈ [0, x] , t ≥ 0
x+ t+ s− ϕ(x+ t+ s) = x+ t+ s− ϕ(x)− ϕ(t+ s)
≥ t+ s− ϕ(t+ s)
und damit induktiv das gleiche für alle s ≥ 0. Wir erhalten also insbesondere
P(δ(t) = 1
∣∣ ϕ(x) ≤ x) = P(⋂
r≥t
{ϕ(r)− ϕ(t) ≤ r − t} ∣∣ ϕ(x) ≤ x)
= P(
⋂
x+t≥r≥t
{ϕ(r)− ϕ(t) ≤ r − t} ∣∣ ϕ(x) ≤ x)
= P(
⋂
x+t≥r≥t
{ϕ(r − t) ≤ r − t} ∣∣ ϕ(x) ≤ x)
= P(
⋂
x≥r′≥0
{ϕ(r′) ≤ r′} ∣∣ ϕ(x) ≤ x)
= P(δ(0) = 1
∣∣ ϕ(x) ≤ x), (4.19)
für alle t ∈ R≥0 und somit wegen (4.18) und (4.19)
P(δ(t) = 1) = P(δ(t) = 1
∣∣ ϕ(x) > x) + P(δ(t) = 1 ∣∣ ϕ(x) ≤ x)
= P(δ(0) = 1
∣∣ ϕ(x) > x) + P(δ(0) = 1 ∣∣ ϕ(x) ≤ x)
= P(δ(0) = 1).
Es gilt also für alle t ∈ R≥0
δ(t) ∼ δ(0). (4.20)
Die Verteilung von δ(t) ist also nicht von t abhängig. Da alle Pfade von X(t) nach Satz
3.6 rechtsstetig mit X0 = 0 und wegen F (0) = 0 zudem monoton wachsend sind, gilt
insbesondere nach Satz 4.2∫ x
0
δω(t) dt =
{
x− ϕω(x), wenn 0 ≤ ϕω(x) ≤ x
0, wenn ϕω(x) > x.
(4.21)
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Wir erhalten somit fast sicher mittels (4.20), (4.21) sowie dem Satz von Fubini
P(
⋂
0≤t≤x
{Xt ≤ t} |Xx)(ω) = E(δ(0)|Xx)(ω) = 1
x
∫ x
0
E(δ(t)|Xx)(ω) dt
= E
(
1
x
∫ x
0
δω(t) dt|Xx(ω)
)
=
{
E
((
1− ϕω(x)
x
)
|Xx(ω)
)
, wenn 0 ≤ ϕω(x) ≤ x
E(0|Xx(ω)), wenn ϕω(x) > x
=
{
1− E(Xx(ω)|Xx(ω))
x
, wenn 0 ≤ Xx(ω) ≤ x
0, wenn Xx(ω) > x
=
{
1− Xx(ω)
x
, wenn 0 ≤ Xx(ω) ≤ x
0, wenn Xx(ω) > x
=
(
1− Xx(ω)
x
)
+
womit fast sicher
P(
⋂
0≤t≤x
{Xt ≤ t}
∣∣ Xx) = (1− Xx
x
)
+
gilt und damit die Behauptung gezeigt wurde.
Anmerkung: Wir haben im Beweis obigen Satzes lediglich zwei Eigenschaften des zu-
sammengesetzten Poisson-Prozesses benutzt. Der Satz gilt also allgemein für alle sto-
chastischen Prozesse mit càdlàg-Pfaden, für welche die Verteilung der Zufallsvariablen
Xv+t−Xv nicht von v abhängig ist. Insbesondere also auch dem Poisson-Prozess, womit
die Behauptung auch alternativ für diesen gezeigt wurde.
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5. Das Ruinmodell
Befassen wir uns nun mit unserem Modell der Ruintheorie und deﬁnieren dazu entschei-
dende Größen. Weiterhin werden wir in diesem Kapitel noch ein Beispiel für unseren
zusammengesetzten Poisson-Prozess näher betrachten.
Ab sofort werden wir X(t) aus Deﬁnition 3.5 als Schadensprozess über den Zeitraum
[0, t] bezeichnen . Dabei stellen die Zufallsvariablen (Ui)i∈N die Höhe der Einzelschäden
dar und unser Poissonprozess N(t) bestimmt die Anzahl der Einzelschäden. Wir haben
also einen Gesamtschadensprozess mit zufälliger Anzahl und Höhe von Einzelschäden.
Unsere Forderung FU(0) = 0, aus den Sätzen 3.6 sowie 4.3, ist somit gleichbedeutend
mit der Forderung, lediglich positive Einzelschäden zulassen zu wollen. Dies ist aus Sicht
des Versicherers eine sinnvolle Annahme. Wir werden daher ab sofort, falls nicht explizit
anders erwähnt, stets FU(0) = 0 voraussetzen.
Um die Schäden zu kompensieren, ist es notwendig, dass der Versicherer eine konstante
Zuzahlung erhält. Wir bezeichnen deshalb mit β ∈ R≥0 die stetige Prämie des Versi-
cherers. Diese wird konstant ausgezahlt, dass heißt bis zum Zeitpunkt t erhält unser
Versicherer βt Geldeinheiten. Wir bemerken aufgrund der positiven Schäden, dass für
alle i ∈ N
P(Ui > βTi) =
∫ ∞
0
FU(βt)e
−λt dt > 0 (5.1)
unabhängig von der Wahl von β gilt, d.h. der Versicherer betreibt keine Piraterie.
Zudem steht ihm noch ein Startkapital u ∈ R≥0 zur Verfügung, welches wir als freie
Reserve bezeichnen möchten. Zuletzt deﬁnieren wir noch mit
R(t) := u+ βt−X(t) = u+ βt−
N(t)∑
i=1
Ui, (5.2)
den Risikoreserve Prozess sowie mit
S(t) :=
N(t)∑
i=1
Ui − βt = u−R(t) (5.3)
den Schadensüberschuss Prozess. Beides sind oﬀensichtlich stochastische Prozesse, wobei
die Zufallsvariablen Rt bzw. St stetig verteilt sind.
Wir sind nun in der Lage unsere Ruinwahrscheinlichkeiten zu deﬁnieren und einige Be-
merkungen über selbige anzustellen.
Deﬁnition 5.1. Sei X(t) ein zusammengesetzter Poisson-Prozess mit Charakteristiken
λ und FU , sowie β ∈ R≥0 die Prämienrate und u ∈ R≥0 die freie Reserve.
Dann deﬁnieren wir für alle x ∈ R>0
ψ(u, x) := P(
⋂
0≤t≤x
{Xt ≤ u+ βt}) = P(
⋂
0≤t≤x
{Rt ≥ 0}) = P(
⋂
0≤t≤x
{St ≤ u}) (5.4)
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die Überlebenswahrscheinlichkeit in endlicher Zeit bzw. mit
ψ(u, x) := 1− ψ(u, x) = P(
⋃
0≤t≤x
{Rt ≤ 0}) = P(
⋃
0≤t≤x
{St ≥ u}) (5.5)
die Ruinwahrscheinlichkeit in endlicher Zeit. Zudem bezeichnen wir noch
ψ(u) := P(
⋂
t≥0
{Rt ≥ 0}) = P(
⋂
t≥0
{St ≤ u}) = lim
x→∞
ψ(u, x) (5.6)
als Überlebenswahrscheinlichkeit und
ψ(u) := P(
⋃
t≥0
{Rt ≤ 0}) = P(
⋃
t≥0
{St ≥ u}) = lim
x→∞
ψ(u, x) (5.7)
als Ruinwahrscheinlichkeit. Zudem deﬁnieren wir für x = 0
ψ(u, 0) := 1 sowie ψ(u, 0) := 0. (5.8)
Die Betrachtung des Grenzfalls x = 0 ist wegen (5.8) also meist überﬂüssig. Deshalb
werden wir, falls nicht anders erwähnt im Folgenden stets x ∈ R>0 annehmen.
Wir erkennen, dass in unserem Modell Ruin genau dann eintritt, wenn die ﬁnanziellen
Mittel eines Versicherers zu einem Zeitpunkt t kleiner oder gleich 0 betragen. Es ist
allerdings einfach zu erkennen, dass sich diese Grenze durch Anpassung der freien Re-
serve verschieben lässt. Möchte ein Versicherer technischen Ruin bei einer Geldreserve
kleiner oder gleich s ∈ R≥0 mit s ≤ u für sich deﬁnieren, so muss er in allen folgenden
Berechnungen lediglich die freie Reserve u durch u− s ersetzen.
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Grafik 1.4.1 – Risikoreserve- und Schadensüberschuss Prozess
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Graﬁk 5.1. - Beispiel Risikoreserveprozess
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Graﬁk 5.2. - Schadensüberschussprozess zu Graﬁk 5.1.
Graﬁken 5.1. und 5.2. verdeutlichen nun optisch die Zusammenhänge der einzelnen Pro-
zesse anhand eines Beispielpfades. Im obigen Beispiel, tritt Ruin genau zum Zeitpunkt
σ3 ein und der Anstieg der Geraden entspricht der konstanten Prämienrate β.
Wir betrachten nun einige Grundlagen der Ruinwahrscheinlichkeiten, bevor wir uns der
Prämie noch etwas genauer widmen.
Satz 5.2. Sei x ∈ R>0 und u ∈ R≥0, sowie X(t) ein zusammengesetzter Poisson-Prozess
mit Charakteristiken λ und FU . Dann ist ψ(·, x) eine monoton wachsende Funktion sowie
ψ(u, ·) eine monoton fallende Funktion. Zudem ist ψ(u, x) f.ü. partiell diﬀerenzierbar
bezüglich u.
Beweis. Wir zeigen zunächst die Monotonie bezüglich u. Seien dazu u1, u2 ∈ R≥0 mit
u1 ≤ u2 und x ∈ R>0. Da für alle t ∈ [0, x] die Relation
{Xt ≤ u1 + βt} ⊆ {Xt ≤ u2 + βt}
erfüllt ist, folgt ⋂
0≤t≤x
{Xt ≤ u1 + βt} ⊆
⋂
0≤t≤x
{Xt ≤ u2 + βt} .
Daraus resultierend erhalten wir
P(
⋂
0≤t≤x
{Xt ≤ u1 + βt}) ≤ P(
⋂
0≤t≤x
{Xt ≤ u2 + βt})
und nach Deﬁnition 5.1 ist die Funktion ψ(·, x) somit monoton wachsend.
Die Monotonie bezüglich x folgt dann wegen⋂
0≤t≤x1
{Xt ≤ u+ βt} ⊇
⋂
0≤t≤x2
{Xt ≤ u+ βt}
für x1, x2 ∈ R>0 mit x1 ≤ x2 und u ∈ R≥0.
Die letzte Behauptung folgt dann aus der Monotonie von ψ(u, x) bezüglich u und wur-
de sowohl für stetige, als auch unstetige Funktionen von Lebesgue bzw. Young u.a. in
[5] bzw. [6] gezeigt. Wir werden später feststellen, dass ψ(u, x) stetig bezüglich beider
Variablen ist.
43
Anmerkung: Wir leiten somit recht schnell aus Deﬁnition 5.1 und Satz 5.2 ab, dass
die Ruinwahrscheinlichkeit ψ(u, x) monoton fallend bezüglich u und monoton wachsend
bezüglich x ist.
Aufgrund der Monotonie wissen wir nun, dass für alle u ∈ R≥0 und x ∈ R>0 die Glei-
chung
ψ(u, x) ≤ ψ(u) (5.9)
erfüllt ist. Es ist uns also möglich die endliche Ruinwahrscheinlichkeit durch die Ruin-
wahrscheinlichkeit in unendlicher Zeit abzuschätzen. Wir werden uns daher einer wich-
tigen Abschätzung für die Ruinwahrscheinlichkeit ψ(u) widmen, welche uns dank (5.9)
ebenfalls als Abschätzung für ψ(u, x) dient. Wir führen dazu den Begriﬀ des Anpas-
sungskoeﬃzienten einer Zufallsvariable ein.
Deﬁnition 5.3. Sei Z eine Zufallsvariable mit EZ < 0, so bezeichnen wir die positive
Lösung R ∈ R>0 der Gleichung
MZ(s) = 1 (5.10)
als Anpassungskoeﬃzienten von Z, falls sie existiert.
Wir wollen nun noch etwas näher betrachten, wann genau der Anpassungskoeﬃzient exis-
tiert. Sei dazu s+Z = sup {s ≥ 0 : MZ(s) <∞}, wie in Kapitel 2, der obere Existenzradius
vonMZ(s). Da nach Voraussetzung EZ existiert und negativ ist, fällt wegen EZ = M ′Z(0)
die momenterzeugende Funktion um MZ(0) = 1. Wegen M ′′Z(s) = EZ2esZ ≥ 0 für alle
s ∈ [0, s+Z) ist die momenterzeugende Funktion zudem konvex. Die momenterzeugende
startet also im Punkt (0, 1), taucht dann unter die Gerade s = 1 und steigt schließlich
unbegrenzt. Es kommt nun in einigen Fällen vor, dass die momenterzeugende Funktion
einen Sprung auf den Wert +∞ vollführt. Unser Anpassungskoeﬃzient existiert dann
nur, falls die MZ(s) bis zu diesem Punkt die Gerade r = 1 überschritten hat. Es lässt
sich also recht einfach zeigen, dass R genau dann existiert, wenn ein 1 < c ≤ ∞ existiert
mit lims→s+Z MZ(s) = c.
R
1
Grafik 1.4.2 - Möglicher Verlauf mom.erz. Fkt.
s
M
Z
(s)
∞+
Graﬁk 5.3. - möglicher Verlauf momenterz. Funktion
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Haben wir also nun unseren Anpassungskoeﬃzienten bestimmt, so gilt die folgende
Cramér-Lundberg-Ungleichung für die Ruinwahrscheinlichkeit ψ(u).
Satz 5.4. Sei X(t) ein Poisson-Prozess mit Charakteristiken λ und FU , sowie β ∈ R≥0.
Existiere zudem der Anpassungskoeﬃzient R von U1 − βT1, so gilt für alle x ∈ R>0
ψ(u, x) ≤ ψ(u) ≤ e−uR, u ∈ R≥0. (5.11)
Beweis. Die erste Ungleichung hatten wir in (5.9) gezeigt.
Es reicht also, die zweite Ungleichung zu beweisen. Sei dazu u ∈ R≥0, so gilt
ψ(u) = P(
⋃
t≥0
{St ≥ u}) = P(
⋃
n∈N
{STn ≥ u}) = P(
⋃
i∈N
{
n∑
i=1
Ui − βTi ≥ u
}
).
Deﬁnieren wir also nun für alle i ∈ N, die Zufallsvariable
Zi := Ui − βTi
als eﬀektiven i-ten Schaden, so überführen wir unsere stetige Ruinwahrscheinlichkeit auf
eine diskrete Ruinwahrscheinlichkeit. Somit folgt die Behauptung dann direkt aus der
Gleichverteilung der Ui sowie der Ti und der Cramér-Lundberg-Ungleichung für diskrete
Ruinwahrscheinlichkeiten. Letzteres lässt sich z.B. in [7] nachlesen.
Anmerkung: Da nach Satz 3.6 T1 exponentialverteilt mit Parameter λ ist und zudem
unabhängig von dem Schaden U1, erhalten wir zusätzlich nach Satz 2.19
MZ(s) = MU1−βT1(s) = Ees(U1−βT1) = MU(s)MT (−βs) = MU(s)
λ
λ+ βs
, s ∈ (s−Z , s+Z) .
Somit ist unser Anpassungskoeﬃzient R aus Satz 5.4 die positive Lösung der Gleichung
λ+ βs = λMU(s), (5.12)
falls sie existiert.
Existiert also der Anpassungskoeﬃzient, so ist die Versicherung risikolos in dem Sinne,
dass durch geeignete Wahl der freien Reserve u, die Ruinwahrscheinlichkeit ψ(u) (und
somit auch ψ(u, x)) beliebig minimiert werden können. Ist also zum Beispiel  > 0 eine
strategisch zulässige Ruinwahrscheinlichkeit, so wählen wir
u = − 1
R
ln .
In den für die Praxis relevanten Modellen existiert der Anpassungskoeﬃzient jedoch
häuﬁg nicht, da meistens eine Großschadenverteilung vorliegt, so dass MU(s) = ∞ für
alle s ∈ R>0 gilt. Aber auch eine schlechte Wahl der Prämienrate kann zu Risiken für
die Versicherer führen. Deswegen wollen wir als nächstes die Auswirkungen der stetigen
Prämienrate β auf die Ruinwahrscheinlichkeit in unendlicher Zeit betrachten.
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Satz 5.5. Sei X(t) ein Poisson-Prozess mit Charakteristiken λ und FU , sowie β ∈ R≥0.
Falls λEU1 ≥ β erfüllt ist, so folgt für alle u ∈ R≥0
ψ(u) = 1. (5.13)
Gilt hingegen λEU1 < β, so erhalten wir
lim
u→∞
ψ(u) = 0. (5.14)
Beweis. Betrachten wir die Bedingung für (5.13), so können wir diese nach Sätzen 3.6
und 2.19 umformulieren zu
E(U1 − βT1) ≥ 0.
Analog zum Beweis von Satz 5.4 können wir erneut Zi := Ui−βTi deﬁnieren und erken-
nen, dass unsere Voraussetzung einen nichtnegativen Erwartungswert für diese liefert.
Wir überführen somit erneut unser stetiges Modell auf ein diskretes und übernehmen
die Resultate. Diese können für den diskreten Fall erneut in [7] nachgelesen werden und
beruhen hauptsächlich auf dem starken Gesetz der großen Zahlen und der Random-
Walk-Theorie.
Intuitiv sind die Resultate des obigen Satzes für den Fall positiver eﬀektiver Schäden
klar. Ein Versicherer wird deshalb immer β > λEU1 > 0 anstreben, was wir somit
im Folgenden voraussetzen werden. Es gibt nun viele Prämienprinzipien, wie etwa das
Erwartungswert-, Varianz-, Nullnutzen- oder Exponentialprinzip, welche diese Bedin-
gung erfüllen. Auf die genaue Untersuchung derer Eigenschaften wird an dieser Stelle
verzichtet und kann z.B. in [8] nachgelesen werden.
Wir befassen uns nun abschließend für dieses Kapitel mit einem Beispiel, welches uns
für den Rest der Arbeit begleiten wird. Wir werden den Fall der exponentialverteilten
Einzelschäden betrachten. Dazu deﬁnieren wir zunächst folgende Hilfsfunktion.
Deﬁnition 5.6. Für alle x ∈ R≥0 deﬁnieren wir die Funktion J : R≥0 → R≥0
J(x) :=
∞∑
n=0
xn
n!n!
= I0(2
√
x). (5.15)
Dabei bezeichne Iθ die modiﬁzierte Bessel-Funktion.
Aufgrund des direkten Zusammenhangs zur modiﬁzierten Bessel-Funktion ist unsere
Hilfsfunktion J wohldeﬁniert und konvergiert absolut für alle x ∈ R≥0, wobei insbe-
sondere J(0) = 1 erfüllt ist. Dies ist ebenfalls ersichtlich mittels Quotientenkriterium
aufgrund von
lim
r→∞
∣∣∣∣ar+1ar
∣∣∣∣ = limr→∞
∣∣∣∣ x(r + 1)2
∣∣∣∣ = 0 < 1.
Wir werden nun noch einige Formeln für unsere Hilfsfunktion vorstellen, welche sich im
weiteren Verlauf als nützlich erweisen werden.
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Satz 5.7. Sei x ∈ R≥0 und J deﬁniert gemäß (5.15). Dann ist J beliebig oft diﬀeren-
zierbar und es gilt
J ′(x) =
∞∑
n=1
xn−1
n!(n− 1)! sowie J
′′(x) =
∞∑
n=2
xn−2
n!(n− 2)! . (5.16)
Somit erfüllt J die Diﬀerentialgleichung
xJ ′′(x) + J ′(x)− J(x) = 0 (5.17)
und folglich ist J Riemann-integrierbar mit Stammfunktion∫ x
0
J(y) dy = xJ ′(x). (5.18)
Zudem gilt für alle a, b, c ∈ R mit a 6= 0∫ c
0
e−byJ ′(ay) dy =
1
a
e−bcJ(ac)− 1
a
+
b
a
∫ c
0
e−byJ(ay) dy, (5.19)
bzw. mit b 6= 0 ∫ c
0
ye−byJ ′(ay) dy = −c
b
e−bcJ ′(ac) +
1
b
∫ c
0
e−byJ(ay) dy. (5.20)
Zuletzt existiert für alle s ∈ R>0 und z ∈ R die Laplace-Transformierte von J(zx) und
es gilt
LˆJ(zx)(s) = s
−1ez/s, (5.21)
insbesondere erhalten wir die Laplace-Transformierte von J(x)
LˆJ(x)(s) = s
−1e1/s. (5.22)
Beweis. Wir hatten bereits gezeigt, dass der Konvergenzradius von J unendlich ist.
Somit ist J beliebig oft auf R diﬀerenzierbar und (5.16) folgt direkt durch Diﬀerentiation
unter der Summe. Wir erhalten somit insbesondere
xJ ′′(x) + J ′(x) =
∞∑
n=2
xn−1
n!(n− 2)! +
∞∑
n=1
xn−1
n!(n− 1)!
=
∞∑
n=2
xn−1(n− 1)
n!(n− 1)! +
∞∑
n=2
xn−1
n!(n− 1)! + 1 =
∞∑
n=2
xn−1n
n!(n− 1)! + 1
=
∞∑
n=1
xn−1
(n− 1)!(n− 1)! =
∞∑
n′=0
xn
′
(n′)!(n′)!
= J(x),
womit unsere Diﬀerentialgleichung (5.17) gezeigt wurde.
Leiten wir die Stammfunktion von J nach x ab, so folgt die Behauptung (5.18) direkt
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aus der eben gezeigten Diﬀerentialgleichung.
Wir zeigen nun (5.19) mittels partieller Integration. Sei dazu a, b, c ∈ R mit a 6= 0, so
gilt mit J(0) = 1∫ c
0
e−byJ ′(ay) dy =
[
1
a
e−byJ(ay)
]c
0
+
b
a
∫ c
0
e−byJ(ay) dy
=
1
a
e−bcJ(ac)− 1
a
+
b
a
∫ c
0
e−byJ(ay) dy.
Gelte nun a, b, c ∈ R mit b 6= 0, so erhalten wir aufgrund von (5.17) erneut mittels
partieller Integration∫ c
0
ye−byJ ′(ay) dy =
[
−1
b
e−byyJ ′(ay)
]c
0
+
1
b
∫ c
0
e−by (J ′(ay) + ayJ ′′(ay)) dy
= −c
b
e−bcJ ′(ac) +
1
b
∫ c
0
e−byJ(ay) dy,
womit ebenfalls (5.20) gezeigt ist.
Sei zuletzt s ∈ R>0 und z ∈ R, so gilt mittels dem Satz von Fubini sowie grundlegenden
Eigenschaften der Gammafunktion
LˆJ(zx)(s) =
∫ ∞
0
e−syJ(zy) dy =
∞∑
n=0
zn
n!n!
∫ ∞
0
e−syyn dy =
∞∑
n=0
zn
n!n!
Γ(n+ 1)
sn+1
=
∞∑
n=0
zn
n!n!
n!
sn+1
= s−1
∞∑
n=0
(z/s)n
n!
= s−1ez/s.
Somit wurde (5.21) gezeigt und (5.22) folgt unweigerlich für z = 1.
Betrachten wir abschließend unser Beispiel der exponentialverteilten Schadenshöhen.
Wir wissen bereits aus der Deﬁnition 2.20 der Erlang-Verteilung, dass die Summe von un-
abhängigen, identisch exponentialverteilten Zufallsvariablen genau der Erlang-Verteilung
entspricht. Dessen Dichte ist uns dank Satz 2.21 wohlbekannt. Wir werden also nun in
der Lage sein, eine geschlossene Form für die Verteilung unserer Xt, mithilfe der Hilfs-
funktion J , anzugeben.
Satz 5.8. Seien λ, µ ∈ R>0 und X(t) ein zusammengesetzter Poisson-Prozess mit Cha-
rakteristiken λ und Exp(µ). Dann existiert für alle s ∈ (−∞, µ) und t ∈ R≥0 die mo-
menterzeugende Funktion
MXt(s) = e
λts
µ−s (5.23)
von Xt. Somit existieren alle Momente von Xt, insbesondere
E(Xt) =
λt
µ
sowie Var(Xt) =
2λt
µ
. (5.24)
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Zudem existiert der Anpassungskoeﬃzient
R = µ− λ/β > 0. (5.25)
Mit den Bezeichnungen aus Satz 3.6 erhalten wir für alle t, y ∈ R≥0
f˜Xt(y) = λtµe
−(λt+µy)J ′(λtµy), (5.26)
womit für die Verteilungsfunktion
FXt(x) = e
−(λt+µx)J(λtµx) + e−λt
∫ µx
0
e−yJ(λty) dy (5.27)
für alle x ∈ R≥0 gültig ist.
Beweis. Die Aussagen (5.23) und (5.24) folgen unweigerlich aus den Sätzen 2.19 sowie
3.6 und der Beziehung E(U2) = Var(U) + (E(U))2.
Aufgrund von
lim
s→µ
MU1−βT1(s) = lim
s→µ
µ
µ− s
λ
λ+ βs
= +∞
existiert der Anpassungskoeﬃzient R und nach (5.12) ist er die Lösung der Gleichung
λ+ βs =
λµ
µ− s, (5.28)
welche durch (5.25) gegeben ist. Dass dieser wirklich größer als 0 ist, folgt aus unserer
Voraussetzung β > λEU1, welche eine Folge von Satz 5.5 darstellte.
Widmen wir uns nun (5.26). Sei n ∈ N, dann entspricht nach Deﬁnition 2.20 die Dichte
der n-fachen Faltung fUn∗ der Dichte einer Erlang-Verteilung. Wir erhalten also nach
Satz 3.6 mittels (2.60), sowie (5.16), für alle t, y ∈ R≥0
f˜Xt(y) =
∞∑
n=1
(λt)n
n!
e−λtfUn∗(y) =
∞∑
n=1
(λt)n
n!
e−λt
µn
(n− 1)!y
n−1e−µy
= λtµe−(λt+µy)
∞∑
n=1
(λtµy)n−1
n!(n− 1)! = λtµe
−(λt+µy)J ′(λtµy).
Sei nun x ∈ R≥0, so gilt mit (3.14), (5.19) und (5.26)
FXt(x) = e
−λt +
∫ x
0
f˜Xt(y) dy = e
−λt
[
1 + λtµ
∫ x
0
e−µyJ ′(λtµy) dy
]
= e−λt
[
e−µxJ(λtµx) + µ
∫ x
0
e−µyJ(λtµy) dy
]
= e−(λt+µx)J(λtµx) + e−λt
∫ µx
0
e−yJ(λty) dy,
womit (5.27) gezeigt wurde.
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Für dieses Beispiel erhalten wir also eine erste Abschätzung der Ruinwahrscheinlichkeit
mit der Cramér-Lundberg-Ungleichung
ψ(u, x) ≤ ψ(u) ≤ e−u(µ−λ/β). (5.29)
Somit sind alle Grundlagen gelegt und wir widmen uns im nächsten Kapitel weiteren
Berechnungsmöglichkeiten für unsere Ruinwahrscheinlichkeiten.
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6. Integralgleichungen der Ruintheorie
Wir wollen uns ab diesem Kapitel mit weiteren Formeln für unsere Ruinwahrschein-
lichkeit in endlicher Zeit befassen und diese herleiten. Die wichtigste darunter ist die
Formel von Seal, welche uns einen Zusammenhang zwischen der Ruinwahrscheinlich-
keit ohne Startkapital und der Ruinwahrscheinlichkeit mit beliebig großem Startkapital
u ∈ R≥0 liefern wird. Erstere wird sich dank unseren Vorbereitungen gut berechnen
lassen, wodurch der Nutzen von Seals Formel gegeben ist. Alle Resultate werden wir an-
hand unseres eingeführten Beispiels näher betrachten und werden letztendlich für dieses
in der Lage sein, eine geschlossene Form für alle Ruinwahrscheinlichkeiten anzugeben.
Falls nicht explizit anders erwähnt, werden wir ab diesem Kapitel alle Voraussetzungen
und Bezeichnungen aus den Kapiteln 2 bis 5 übernehmen.
Wir stellen im Folgenden einige wichtige Integral- und Diﬀerentialgleichungen für unsere
Ruinwahrscheinlichkeiten auf. Anhand dieser wird es uns möglich sein die Ruinwahr-
scheinlichkeit ψ(u) für unser Beispiel explizit zu berechnen. Dies wird uns zudem eine
genauere Abschätzung für die Ruinwahrscheinlichkeit in endlicher Zeit liefern.
Wir beginnen mit einer Reihe von Erneuerungsgleichungen. Dabei bezeichnen wir für
eine Funktion f die Gleichung
f(x) =
∫ x
0
f(x− y) dP(y) + g(x)
als Erneuerungsgleichung. Hierbei ist P ein Wahrscheinlichkeitsmaß und g eine messbare,
reelle Funktion. Wir verwenden dabei, ab diesem Kapitel, die Kurzschreibweise∫ x
0
f(x− y) dP(y) :=
∫
[0,x]
f(x− y) dP(y)
für Lebesgue-Integrale über abgeschlossene Intervalle. Für Lebesgue-Integrale über halb-
oﬀene Intervalle werden wir die Kurzschreibweise∫ x−
0
f(x− y) dP(y) :=
∫
[0,x)
f(x− y) dP(y)
nutzen. Da wir im Folgenden stets P = FU annehmen werden und FU(0) = 0 fordern,
spielt die Betrachtung der unteren Grenze dieser Integrale keinerlei Rolle.
Die Erneuerungsgleichungen sind Ausgangspunkt vieler theoretischen Überlegungen der
Erneuerungstheorie. In der Literatur werden sie auch als Volterra-Integralgleichungen
bezeichnet (siehe z.B. [9]). Dieser Begriﬀ stammt allerdings mehr aus dem Bereich der
Theorie von Integralgleichungen, weswegen wir bei der in der Risikotheorie üblicheren
Bezeichnung der Erneuerungsgleichungen bleiben wollen.
Satz 6.1. Sei u, x ∈ R≥0. Dann gilt für die Überlebenswahrscheinlichkeit ψ(u, x) in
endlicher Zeit folgende Integralgleichung für alle h ∈ [0, x]
ψ(u, x) =
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds+ ψ(u+ βh, x− h)e−λh (6.1)
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und somit insbesondere für h = x
ψ(u, x) =
∫ x
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds+ e−λx. (6.2)
Zudem erfüllt ψ(u) für alle h ∈ R≥0 die Integralgleichung
ψ(u) =
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y) dFU(y) ds+ ψ(u+ βh)e−λh (6.3)
und somit insbesondere für h→∞
ψ(u) =
∫ ∞
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y) dFU(y) ds. (6.4)
Beweis. Wir beginnen zuerst mit einer anschaulichen Deutung von (6.1), welche uns
zugleich als Beweisskizze dienen wird. Für jedes h aus dem Intervall [0, x], kann es nur
zu den folgenden zwei Ereignissen kommen. Der Zeitpunkt des ersten Schadens T1 tritt
vor bzw. mit h auf (d.h. T1 ≤ h) oder T1 tritt nach h auf (d.h. T1 > h). Wir können also
unsere Überlebenswahrscheinlichkeit ψ(u, x) unterteilen in die Wahrscheinlichkeiten
P1 := P(Versicherer übersteht mit u den Zeitraum bis x und es gilt T1 ≤ h)
sowie
P2 := P(Versicherer übersteht mit u den Zeitraum bis x und es gilt T1 > h).
Im Falle T1 > h liegt dem Versicherer zum Zeitpunkt h, aufgrund der konstanten Prämi-
en β, eine freie Reserve von u+ βh vor. Mit dieser muss er nun nur noch den Zeitraum
x− h überstehen. Wir werden zeigen, dass aufgrund der Unabhängigkeit der Schadens-
zeitpunkte bzw. Schadenshöhen die Wahrscheinlichkeit dafür genau der Wahrscheinlich-
keit ψ(u+βh, x−h) entspricht und dies von der Erstschadenseintrittszeit T1 unabhängig
ist. Da T1 exponentialverteilt ist, erhalten wir schließlich
P2 = ψ(u+ βh, x− h)P(T1 > h) = ψ(u+ βh, x− h)e−λh.
Grafik 2.1.1
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Graﬁk 6.1. - Beispiel Überlebenswahrscheinlichkeit im Fall T1 > h
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Im Falle T1 ≤ h existiert nun ein s aus [0, h], welches unserem Erstschadenseintrittszeit-
punkt entspricht. Zu diesem Zeitpunkt wird ein zufälliger Schaden U1 eintreten. Wählen
wir nun einen festen Wert y für unseren Schaden aus, so steht dem Versicherer zum
Zeitpunkt s eine freie Reserve von u + βs − y zur Verfügung. Ist diese kleiner als 0
(d.h. y > u + βs), so tritt Ruin ein und folglich ist die Überlebenswahrscheinlichkeit
des Versicherers 0. Andererseits muss er wieder mit diesem Kapital den Zeitraum x− s
überstehen. Analog zum ersten Fall wird sich zeigen, dass die Wahrscheinlichkeit hierfür
ψ(u+βs−y, x−s) entspricht. Integration über alle möglichen Schäden y ≤ u+βs sowie
allen Zeitpunkten s aus [0, h] liefert dann aufgrund der Exponentialverteilung von T1
P1 =
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds,
womit wegen ψ(u, x) = P1 + P2, Gleichung (6.1) folgt.
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Grafik 2.1.2Graﬁk 6.2. - Beispiel Überlebenswahrscheinlichkeit im Fall T1 ≤ h
Beweisen wir dies nun formell. Analog zur Beweisskizze deﬁnieren wir für ein festes h
aus [0, x] nach (5.4)
ψ(u, x) = P(
⋂
0≤t≤x
{Xt ≤ u+ βt})
= P(
⋂
0≤t≤x
{Xt ≤ u+ βt} , T1 ≤ h) + P(
⋂
0≤t≤x
{Xt ≤ u+ βt} , T1 > h)
=: P1 + P2 (6.5)
mit
P1 := P(
⋂
0≤t≤x
{Xt ≤ u+ βt} , T1 ≤ h) und P2 := P(
⋂
0≤t≤x
{Xt ≤ u+ βt} , T1 > h).
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Wir beginnen mit dem Fall T1 > h. Da die Sprungzeit T1 nach Satz 3.6 exponentialver-
teilt ist, können wir P2 wie folgt umschreiben
P2 = P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 > h)P(T1 > h)
= P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 > h)e−λh.
Beachten wir nun die Darstellung (3.9)
Xt =
∞∑
i=1
Ui1[σi,∞)(t),
so stellen wir, wegen σ1 = T1 fest, dass die Ereignisse {T1 > h} und {Xh = 0} identisch
sind. Da zudem nach Satz 3.6 Xt−Xh ∼ Xt−h für alle t, h ∈ R≥0 mit t ≥ h gilt, erhalten
wir
P2 = P(
⋂
h≤t≤x
{Xt − 0 ≤ u+ βt}
∣∣ Xh = 0)e−λh
= P(
⋂
h≤t≤x
{Xt −Xh ≤ u+ βt})e−λh
= P(
⋂
h≤t≤x
{Xt−h ≤ u+ βt})e−λh
= P(
⋂
0≤t′≤x−h
{Xt′ ≤ u+ β(t′ + h)})e−λh
= P(
⋂
0≤t′≤x−h
{Xt′ ≤ (u+ βh) + βt′})e−λh
= ψ(u+ βh, x− h)e−λh. (6.6)
Widmen wir uns nun dem Fall T1 ≤ h. Wir erhalten dann mittels Satz der totalen
Wahrscheinlichkeit
P1 =
∫ ∞
0
P(
⋂
0≤t≤x
{Xt ≤ u+ βt} , T1 ≤ h
∣∣ T1 = s) dFT1(s)
=
∫ h
0
P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 = s) dFT1(s)
=
∫ h
0
λe−λsP(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 = s) ds
=
∫ h
0
λe−λs
∫ ∞
0
P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 = s, U1 = y) dFU(y) ds. (6.7)
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Darstellung (3.9) liefert erneut, wegen σ1 = T1, die Identität der Ereignisse {T1 = s, U1 = y}
und
{⋂
t<s {Xt = 0} , Xs = y
}
. Mit
A :=
{
∃(s, y) ∈ [s, s+ ]× [y, y + ] :
⋂
t<s
{Xt = 0} , Xs = y
}
,  ∈ R≥0,
erhalten wir analog zum ersten Fall, aufgrund der Unabhängigkeit der Zuwächse
P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ T1 = s, U1 = y)
= P(
⋂
0≤t≤x
{Xt ≤ u+ βt}
∣∣ ⋂
t<s
{Xt = 0} , Xs = y)
= lim
↓0
1
P (A)
P(A,
⋂
0≤t≤x
{Xt ≤ u+ βt})
= lim
↓0
1
P(A)
P(A,
⋂
s≤t≤x
{Xt −Xs ≤ u+ βt− y})
= lim
↓0
P (A)
P (A)
P(
⋂
s≤t≤x
{Xt −Xs ≤ u+ βt− y})
= lim
↓0
P(
⋂
s≤t≤x
{Xt−s ≤ u+ βt− y})
= lim
↓0
P(
⋂
0≤t′≤x−s
{Xt′ ≤ (u+ βs − y) + βt′})
= P(
⋂
0≤t′≤x−s
{Xt′ ≤ (u+ βs− y) + βt′}) = ψ(u+ βs− y, x− s). (6.8)
Wegen ψ(u, x) = 0 für alle u < 0 erhalten wir mittels (6.8) sowie (6.7)
P1 =
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds. (6.9)
Somit folgt nach (6.5), (6.6) sowie (6.9)
ψ(u, x) =
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds+ ψ(u+ βh, x− h)e−λh,
womit Gleichung (6.1) gezeigt wurde.
Gleichung (6.2) erhalten wir durch Einsetzen von h = x wegen ψ(u, 0) = 1 für beliebiges
u ≥ 0.
Analog folgt (6.3) aus (6.1) für x → ∞, wegen limx→∞ ψ(u, x) = ψ(u) für alle u ∈ R≥0
und dem Satz der monotonen Konvergenz.
Zuletzt gilt Gleichung (6.4) nach (6.2) für x→∞ (bzw. aus (6.3) für h→∞).
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Wir erkennen also, dass es sich bei (6.2) und (6.4) um Erneuerungsgleichungen handelt.
Über diese gibt es unzählige Werke, in denen sich mit Lösungen solcher speziellen Glei-
chungen befasst wird. Eines dieser Bücher ist z.B. [10], welches sich insbesondere mit
dem Fall beschränkter Funktionen g befasst, welcher hier mit g(t) = e−λx bzw. g(t) = 0
vorliegt. Es ist allerdings oft schwer solche Gleichungen analytisch zu berechnen, sie
eignen sich allerdings gut für numerische Berechnungen. Mithilfe des richtigen Ansat-
zes ist es uns allerdings möglich, die Ruinwahrscheinlichkeit unseres Beispiels durch die
Erneuerungsgleichung zu berechnen. Dazu merken wir noch an, dass wir aufgrund von
ψ(u) = 1− ψ(u) Gleichung (6.4) zu
ψ(u) =
∫ ∞
0
λe−λsFU(u+ βs) ds+
∫ ∞
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y) dFU(y) ds (6.10)
umschreiben können.
Satz 6.2. Seien λ, µ ∈ R>0 und X(t) ein zusammengesetzter Poisson-Prozess mit Cha-
rakteristiken λ und Exp(µ). So gilt für alle u ∈ R≥0
ψ(u) =
λ
βµ
e−(µ−λ/β)u, (6.11)
sowie insbesondere
ψ(0) =
λ
βµ
. (6.12)
Beweis. Sei u ∈ R≥0. Aufgrund von FU(u + βs) = 1 − FU(u + βs) = e−µ(u+βs) sowie
fU(y) = µe
−µy für alle s, y ∈ R≥0, erhalten wir mit (6.10)
ψ(u) =
λ
µβ + λ
e−µu +
∫ ∞
0
λe−λs
∫ u+βs
0
ψ(u+ βs)µe−µy dy ds.
Verwenden wir nun den Ansatz ψ(u) = c1e−c2u mit c1, c2 ∈ R>0, so erhalten wir
c1e
−c2u =
λ
µβ + λ
e−µu + λc1µ
∫ ∞
0
e−λs
∫ u+βs
0
e−c2(u+βs−y)e−µy dy ds
=
λ
µβ + λ
e−µu − λc1µ
µ− c2
∫ ∞
0
e−λs
[
e−µ(u+βs) − e−c2(u+βs)] ds
=
λ
µβ + λ
e−µu − λc1µ
µ− c2
[
e−µu
βµ+ λ
− e
−c2u
λ+ c2β
]
= e−µu
λ
µβ + λ
(
1− c1µ
µ− c2
)
− e−c2u c1λµ
(c2 − µ)(λ+ c2β) .
Koeﬃzientenvergleich liefert das Gleichungssystem
µ− c2 − c1µ = 0
(µ− c2)(λ− c2β) = λµ,
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welches die eindeutigen Lösungen
c1 =
λ
βµ
sowie c2 = µ− λ
β
besitzt, womit (6.11) nach unserem Ansatz gezeigt ist. Gleichung (6.12) folgt dann direkt
für u = 0.
Anmerkung: Wir sehen zum einen, dass unser c2 genau dem Anpassungskoeﬃzient
entspricht. Die Cramér-Lundberg-Ungleichung war also bis auf eine Konstante c1 exakt.
Außerdem erkennen wir, dass die Ruinwahrscheinlichkeit für u = 0 vom Erwartungswert
1/µ unserer Schäden abhängt. Es lässt sich sogar allgemein zeigen, dass stets
ψ(0) = λE(U1)/β (6.13)
gilt. Somit hängt die Ruinwahrscheinlichkeit ohne freie Reserve im stetigen Fall nicht von
der konkreten Verteilung der Schäden ab, sondern lediglich von ihrem Erwartungswert.
Zudem erhalten wir dank (6.2) nun eine genauere Abschätzung für unsere Ruinwahr-
scheinlichkeit in endlicher Zeit
ψ(u, x) ≤ λ
βµ
e−(µ−λ/β)u. (6.14)
Satz 6.1 ermöglicht es uns weiterhin, wichtige Eigenschaften der Überlebenswahrschein-
lichkeit in endlicher Zeit zu bestimmen. Dazu benötigen wir zunächst noch folgendes
Hilfsresultat.
Satz 6.3. Sei g : R≥0 → R≥0 eine beschränkte, Riemann-integrierbare Funktion auf
[0,∞). Dann gilt
lim
h→0
∫ h
0
g(s) ds = 0. (6.15)
Beweis. Da g nur positive Werte annimmt, folgt aufgrund der Beschränktheit von g mit
K := maxx∈R≥0 g(x),
0 ≤
∫ h
0
g(s) ds ≤ Kh <∞.
Grenzwertbetrachtung h→ 0 liefert mittels Einschnürungssatz die Behauptung.
Wir zeigen nun die Stetigkeit der Überlebenswahrscheinlichkeit bezüglich beider Varia-
blen mittels unserem Hilfsresultat und Satz 6.1.
Satz 6.4. Seien u, x ∈ R≥0. Dann sind ψ(·, x) sowie ψ(u, ·) stetige Funktionen.
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Beweis. Wir beweisen zunächst die Stetigkeit bezüglich u. Sei also x ∈ R≥0 beliebig aber
fest gewählt. Dann gilt für alle u ∈ R≥0, aufgrund der Monotonie der Überlebensfunktion
ψ(u+ βh, x) ≥ ψ(u, x) sowie ψ(u, x+ h) ≤ ψ(u, x). (6.16)
Somit folgt zum einen die Abschätzung
lim
h↓0
ψ(u+ βh, x) ≥ lim
h↓0
ψ(u, x)
= ψ(u, x). (6.17)
Nach (6.1) gilt zudem für alle h ∈ [0, x]
ψ(u+βh, x) = eλh
(
ψ(u, x+ h)−
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) ds
)
.
Da g(s) := λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) positiv sowie beschränkt ist und
das Integral
∫ h
0
g(s) ds nach obiger Gleichung existiert, liefert uns Satz 6.3 sowie (6.16)
lim
h↓0
ψ(u+ βh, x) = lim
h↓0
eλh
[
ψ(u, x+ h)−
∫ h
0
g(s) ds
]
= lim
h↓0
eλhψ(u, x+ h)
≤ lim
h↓0
eλhψ(u, x)
= ψ(u, x). (6.18)
Aufgrund von (6.17) und (6.18) ist also
lim
h↓0
ψ(u+ βh, x) = ψ(u, x), u ∈ R≥0 (6.19)
erfüllt und wir erhalten mittels analoger Abschätzungen der endlichen Überlebenswahr-
scheinlichkeit
lim
h↓0
ψ(u− βh, x) ≤ ψ(u, x),
sowie mit g′(s) := λe−λs
∫ u+β(s−h)
0
ψ(u+ β(s− h)− y, x− s) dFU(y)
lim
h↓0
ψ(u− βh, x) = lim
h↓0
[ ∫ h
0
g′(s) ds+ e−λhψ(u, x− h)
]
= lim
h↓0
e−λhψ(u, x− h)
≥ ψ(u, x).
Somit gilt
lim
h↓0
ψ(u− βh, x) = ψ(u, x), u ∈ R≥0. (6.20)
Also ist ψ(·, x) wegen (6.19), sowie (6.20) eine stetige Funktion für alle x ∈ R>0.
Der Beweis der zweiten Aussage folgt dann direkt aus der Ersten sowie abermaliger
Anwendung von (6.1)
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Anmerkung:Wir haben somit die Stetigkeitsaussage aus dem Beweis von Satz 5.2 nach-
geholt und es folgt zudem direkt die Stetigkeit unserer Ruinwahrscheinlichkeit ψ(u, x)
bezüglich beider Variablen. Die Stetigkeit von ψ(u) lässt sich analog aus (6.3) herleiten.
Unser Beispiel bestätigt diese Aussage, da λ/(µβ)e(µ−λ/β)u oﬀensichtlich eine stetige
Funktion ist.
Als nächstes zeigen wir nun ebenfalls mittels Satz 6.1 eine wichtige partielle Integro-
Diﬀerentialgleichung, welche f.ü. gültig ist. Wir erinnern an dieser Stelle daran, dass
nach Satz 5.2 die Überlebenswahrscheinlichkeit f.ü. bezüglich u partiell diﬀerenzierbar
ist.
Satz 6.5. Es gilt f.ü. folgende partielle Integro-Diﬀerentialgleichung für die endliche
Überlebenswahrscheinlichkeit ψ(u, x)
β
∂
∂u
ψ(u, x)− ∂
∂x
ψ(u, x) = λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y). (6.21)
Besitze FU nun eine Dichte fU , so gilt insbesondere f.ü.
β
∂
∂u
ψ(u, x)− ∂
∂x
ψ(u, x) = λψ(u, x)− λ
∫ u
0
ψ(u− y, x)fU(y) dy. (6.22)
Zudem ist ψ(u) überall diﬀerenzierbar und erfüllt die Integro-Diﬀerentialgleichung
d
du
ψ(u) =
λ
β
ψ(u)− λ
β
∫ u
0
ψ(u− y)fU(y) dy. (6.23)
Beweis. Nach Satz 5.2 ist ψ(·, x) f.ü. diﬀerenzierbar. Existiere nun also ∂
∂u
ψ(u, x) für ein
u, x ∈ R≥0. Mittels (6.1) erhalten wir nach einigen Umformungen
1
h
(ψ(u+ βh, x)− ψ(u, x+ h)) (6.24)
= ψ(u+ βh, x)
(
1− e−λh
h
)
− 1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) ds.
(6.25)
Zudem gilt aufgrund der Stetigkeit von ψ(·, x) (nach Satz 6.4)
lim
h→0
(
1− e−λh
h
)
ψ(u+ βh, x) = λψ(u, x). (6.26)
Die Monotonie von ψ(u, x) bezüglich beider Variablen (siehe Satz 5.2) liefert uns nun
zudem die Abschätzungen
lim
h→0
1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) ds
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≤ lim
h→0
1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x− s) dFU(y) ds
= λ
∫ u
0
ψ(u− y, x) dFU(y),
sowie zusätzlich nach der Nichtnegativität von ψ(u+ βt− y, x− t)
lim
h→0
1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) ds
= lim
h→0
1
h
∫ 0
−h
λe−λ(t+h)
∫ u+β(t+h)
0
ψ(u+ β(t+ h)− y, x− t) dFU(y) dt
≥ lim
h→0
e−λh
1
h
∫ 0
−h
λe−λt
∫ u+β(t+h)
0
ψ(u+ βt− y, x− t) dFU(y) dt
≥ lim
h→0
e−λh
1
h
∫ 0
−h
λe−λt
∫ u+βt
0
ψ(u+ βt− y, x− t) dFU(y) dt
= lim
h→0
e−λh
1
h
∫ h
0
λeλs
∫ u−βs
0
ψ(u− βs− y, x+ s) dFU(y) ds
= λ
∫ u−
0
ψ(u− y, x) dFU(y).
Fordern wir nun zusätzlich, dass FU(u) = FU(u−) erfüllt ist, so gilt nach obigen Ab-
schätzungen
lim
h→0
1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+ βs− y, x+ h− s) dFU(y) ds = λ
∫ u
0
ψ(u− y, x) dFU(y).
(6.27)
Die obige Forderung ist f.ü. erfüllt, da FU eine Verteilungsfunktion ist. Somit sind die
Bedingung FU(u) = FU(u−) und die Existenz von ∂∂uψ(u, x) jeweils f.ü. erfüllt und damit
insgesamt ebenfalls f.ü. gültig, da die Vereinigung von zwei abzählbaren Mengen erneut
abzählbar ist.
Wir erhalten zuletzt, aufgrund der Existenz von ∂
∂u
ψ(u, x)
lim
h→0
1
h
(ψ(u+βh, x)−ψ(u, x+h)) = β ∂
∂u
ψ(u, x)− lim
h→0
(
ψ(u, x+ h)− ψ(u, x)
h
)
. (6.28)
Grenzwertbetrachtung h → 0 in (6.25) liefert somit wegen (6.26) - (6.28) die Existenz
der rechtsseitigen partiellen Ableitung
∂
∂x+
ψ(u, x) = lim
h→0
(
ψ(u, x+ h)− ψ(u, x)
h
)
und es gilt
β
∂
∂u
ψ(u, x)− ∂
∂x+
ψ(u, x) = λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y).
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Analog lässt sich zeigen, dass ebenfalls
∂
∂x−
ψ(u, x) = lim
h→0
(
ψ(u, x− h)− ψ(u, x)
h
)
existiert und
β
∂
∂u
ψ(u, x)− ∂
∂x−
ψ(u, x) = λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y)
erfüllt ist, womit (6.22) gezeigt wurde.
Die zweite Gleichung folgt dann unweigerlich aus der Ersten, aufgrund der Existenz einer
Dichte fU von FU .
Beweisen wir nun die dritte Gleichung. Da FU eine Dichte fU besitzt, erhalten wir für
alle u ∈ R≥0 mittels (6.3)
β
ψ(u+ βh)− ψ(u)
βh
= ψ(u+βh)
1− e−λh
h
− 1
h
∫ h
0
λe−λs
∫ u+βs
0
ψ(u+βs−y)fU(y) dy ds.
Grenzwertbetrachtung h→ 0 liefert aufgrund von Satz 6.3 und der Stetigkeit von ψ(u)
die rechtsseitige Ableitung
β
d
du+
ψ(u) = λψ(u)− λ
∫ u
0
ψ(u− y)fU(y) dy.
Analog lässt sich die Gleichung für die linksseitige Ableitung zeigen, womit die Ableitung
von ψ(u) für alle u ∈ R≥0 existiert und (6.23) erfüllt.
Genau wie unsere Erneuerungsgleichungen, lassen sich diese Integro-Diﬀerentialglei-
chungen ebenfalls in den wenigstens Fällen analytisch lösen und ﬁnden eher Anwendung
in der Numerik. Mit ihnen lässt sich allerdings angenehm die Ruinwahrscheinlichkeit un-
seres Beispiels berechnen, was wir im Folgenden nochmals tun möchten. Dazu schreiben
wir unsere Integro-Diﬀerentialgleichung (6.23) um zu
d
du
ψ(u) =
λ
β
(
ψ(u)− FU(u)
)− λ
β
∫ u
0
ψ(y − u)fU(y) dy. (6.29)
Alternativer Beweis zu Satz 6.2. Wir nehmen also wieder als Schadensverteilung die Ex-
ponentialverteilung mit Parameter µ, welche bekanntlich eine Dichte fU(y) = µe−µy für
alle y ∈ R≥0 besitzt. Dann ist nach Satz 6.5 ψ(u) überall diﬀerenzierbar und somit
ebenfalls ψ(u). Wir erhalten also nach (6.29)
ψ′(u) =
λ
β
(
ψ(u)− e−µu)− λµ
β
e−µu
∫ u
0
ψ(z)eµz dz. (6.30)
Dies impliziert, dass ψ′(u) wieder diﬀerenzierbar ist und es gilt
ψ′′(u) =
λ
β
ψ′(u)− µ
(
−e−µu − λµ
β
e−µu
∫ u
0
ψ(z)eµz dz − λ
β
ψ(u)
)
= −
(
µ− λ
β
)
ψ′(u).
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Die allgemeine Lösung dieser Diﬀerentialgleichung ist z.B. aus [11] bekannt und lautet
ψ(u) = c1 − c2e−(µ−λ/β)u,
mit c1, c2 ∈ R. Wegen limu→∞ ψ(u) = 0 nach (5.14), gilt c1 = 0. Setzen wir unsere
Lösung nun in (6.30) ein, so erhalten wir nach einigen Umformungen
0 =
(
λ
β
+ c2µ
)
,
womit c2 = −λ/(µβ) erfüllt ist und (6.11) abermals gezeigt wurde.
Als letztes benötigen wir noch ein kleines Hilfsresultat, welches wir im nächsten Kapitel
benutzen werden.
Satz 6.6. Sei f(u, x) : R≥0×R≥0 → R eine bezüglich x stetige Funktion, welche für alle
x ∈ R≥0 die Bedingung
∫∞
0
f(u, x) du <∞ erfüllt. Dann ist
F (x) :=
∫ ∞
0
f(u, x) du
wohldeﬁniert. Existiere nun zudem ∂
∂x
f(u, x) für fast alle u, x ∈ R≥0 und gelte∣∣∣∣ ∂∂xf(u, x)
∣∣∣∣ ≤ g(u), u ∈ R≥0
mit einer Funktion g, welche
∫∞
0
g(u) du < ∞ erfüllt. Dann ist F in x diﬀerenzierbar
und es gilt
F ′(x) =
∫ ∞
0
∂
∂x
f(u, x) du. (6.31)
Beweis. Da f(u, ·) f.ü. diﬀerenzierbar und stetig ist erhalten wir als Folgerung des Mit-
telwertsatzes der Diﬀerentialrechnung∣∣∣∣f(u, x+ h)− f(u, x)h
∣∣∣∣ ≤ sup
y∈(0,∞)
∣∣∣∣ ∂∂yf(u, y)
∣∣∣∣ ≤ g(u)
für fast alle h ∈ R>0 und fast alle u ∈ R≥0. Somit ist g eine integrierbare Majorante und
wir erhalten nach dem Satz der majorisierten Konvergenz
F ′(x) = lim
h→0
F (x+ h)− F (x)
h
= lim
h→0
∫ ∞
0
f(u, x+ h)− f(u, x)
h
du
=
∫ ∞
0
lim
h→0
f(u, x+ h)− f(u, x)
h
du
=
∫ ∞
0
∂
∂x
f(u, x) du.
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Folgerung 6.7. Sei X(t) ein zusammengesetzter Poisson-Prozess mit Charakteristiken
λ und FU , mit FU(0) = 0. So gilt für alle s ∈ R>0 und fast alle x ∈ R≥0∫ ∞
0
e−su
∂
∂x
ψ(u, x) du =
∂
∂x
∫ ∞
0
e−suψ(u, x) du. (6.32)
Beweis. Setzen wir f(u, x) := e−suψ(u, x), so ist diese Funktion nach Satz 6.4 stetig und
erfüllt zudem, wegen ψ(u, x) ≤ 1, für alle s ∈ R>0 die Gleichung∫ ∞
0
f(u, x) du ≤
∫ ∞
0
e−su du =
1
s
<∞.
Zudem existiert aufgrund der Monotonie von ψ(u, x) f.ü. ∂
∂x
f(u, x) = e−su ∂
∂x
ψ(u, x) und
es gilt mit (6.21) zusätzlich wegen ∂
∂u
ψ(u, x) ≥ 0 und ∂
∂x
ψ(u, x) ≤ 0∣∣∣∣ ∂∂xf(u, x)
∣∣∣∣ = ∣∣∣∣e−su ∂∂xψ(u, x)
∣∣∣∣ = −e−su ∂∂xψ(u, x)
= e−su
[
λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y)− β ∂
∂u
ψ(u, x)
]
≤ e−su
[
λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y)
]
≤ e−suλψ(u, x) ≤ λe−su =: g(u).
Da
∫∞
0
g(u) du = λ
s
< ∞ für beliebiges s ∈ R>0 erfüllt ist, gelten alle Voraussetzungen
von Satz 6.6 und wir erhalten
∂
∂x
∫ ∞
0
e−suψ(u, x) du =
∫ ∞
0
∂
∂x
e−suψ(u, x) du =
∫ ∞
0
e−su
∂
∂x
ψ(u, x) du.
Wir sind nun in der Lage uns dem Hauptresultat dieser Arbeit zu widmen.
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7. Die Formeln von Seal
Wir werden in diesem Kapitel Seals Formeln betrachten, welche zwei entscheidende Vor-
teile mit sich bringen. Zum einen bieten sie eine komfortable Berechnung zur Über-
lebenswahrscheinlichkeit in endlicher Zeit ohne freie Reserve (ψ(0, x)) und stellen im
Anschluss den Fall u ∈ R>0 durch ψ(0, y) dar. Zum anderen hängen beide Formeln di-
rekt von der Verteilungsfunktion FXt(x) unseres Gesamtschadenprozesses Xt =
∑Nt
i=1 Ui
ab. Diese beiden, bis zu diesem Zeitpunkt weitestgehend unbekannten, Formeln wurden
1969 in H.L.Seals Buch Stochastic Theory of a Risk Business ([12]) vorgestellt. Ihre
Ursprünge gehen aber auf Tacàks ([4]) und Prabhu ([13]) zurück. Wir erinnern an dieser
Stelle nochmals an Satz 3.6. Besitze U die Dichte fU und gelte FU(0) = 0, so gilt
FXt(x) = e
−λt +
∫ x
0
f˜Xt(y) dy, x ∈ R≥0, (7.1)
wobei f˜Xt(y) =
∑∞
n=1 ((λt)
n/n!)e−λtfUn∗(y) gelte und fUn∗(y) die Dichte der n−fachen
Faltung von U bezeichne.
Satz 7.1 (Seal). Sei X(t) ein zusammengesetzter Poisson-Prozess mit Charakteristiken
λ und FU , mit FU(0) = 0. Dann gilt für alle x ∈ R>0
ψ(0, x) =
1
βx
E(Rx)+ =
1
βx
∫ βx
0
FXx(y) dy. (7.2)
Sei nun u ∈ R>0 und FU besitze die Dichte fU , dann erhalten wir
ψ(u, x) = FXx(u+ βx)− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy. (7.3)
Beweis. Beweisen wir zunächst die erste Aussage. Wegen β ∈ R>0 erhalten wir nach
Satz 3.6, dass der Prozess Y (t) := X(t)
β
ebenfalls ein zusammengesetzter Poisson-Prozess
ist. Wegen FU(0) = 0 gilt somit auch F(1/β)U(0) = FU(β0) = 0, weswegen Y (t) positive
Zuwächse besitzt. Es gilt mittels Satz der totalen Wahrscheinlichkeit sowie Satz 4.3
P(
⋂
0≤t≤x
{Yt ≤ t}) = E
(
P(
⋂
0≤t≤x
{Yt ≤ t}
∣∣ Yx)) = E(1− Yx
x
)
+
= E
(
1− Xx
βx
)
+
wegen
ψ(u, x) = P(
⋂
0≤t≤x
{Xt ≤ βt}) = P(
⋂
0≤t≤x
{Yt ≤ t})
gilt also zudem mit R(t) = βt−X(t) für u = 0
ψ(u, x) = E
(
1− Xx
βx
)
+
=
1
βx
E(Rx)+,
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womit das erste Gleichheitszeichen in (7.2) bewiesen ist.
Es gilt nun mittels partieller Integration und FXx(0−) = 0
E(Rx)+ = E (βx−Xx)+ =
∫
[0,βx]
(βx− y) dFXx(y)
= [(βx− βx)FXx(y)]− [βxFXx(0−)] +
∫ βx
0
FXx(y) dy =
∫ βx
0
FXx(y) dy.
Somit ist ebenfalls das zweite Gleichheitszeichen in (7.2) erfüllt.
Widmen wir uns nun Formel (7.3). Da eine Dichte fU von FU existiert, erhalten wir nach
Satz 6.5 f.ü.
β
∂
∂u
ψ(u, x)− ∂
∂x
ψ(u, x) + λ
∫ u
0
ψ(u− y, x)fU(y) dy − λψ(u, x) = 0.
Wählen wir nun s ∈ R>0 beliebig, so existiert, aufgrund der Beschränktheit von ψ(u, x)
mit Satz 2.12, die Laplace-Transformierte Lˆψ(s, x) :=
∫∞
0
e−suψ(u, x) du. Multiplizieren
wir nun obige Gleichung mit e−su und integrieren über (0,∞) bezüglich des Lebesgue-
Maßes, so erhalten wir mit Folgerung 6.7∫ ∞
0
e−su
∂
∂x
ψ(u, x) du =
∂
∂x
∫ ∞
0
e−suψ(u, x) du =
∂
∂x
Lˆψ(s, x), (7.4)
sowie mittels (2.47) und (2.48) die Gleichung
β
(
sLˆψ(s, x)− ψ(0, x)
)
− ∂
∂x
Lˆψ(s, x) + λLˆψ(s, x)
(
LˆfU (s)− 1
)
= 0. (7.5)
Aus der Theorie der gewöhnlichen Diﬀerentialgleichungen (siehe z.B. [11]) wissen wir,
dass die allgemeine Lösung zu (7.5) durch
Lˆψ(s, x) =
(
c(s)−
∫ x
0
ψ(0, y)βe−(βs+λ(LˆfU (s)−1))y dy
)
e(βs+λ(LˆfU (s)−1))x, (7.6)
für eine Konstante c(s) bezüglich x gegeben ist. Setzen wir speziell x = 0, so erhalten
wir
c(s) = Lˆψ(s, 0) =
∫ ∞
0
e−suψ(u, 0) du = s−1,
da ψ(u, 0) = 1 für alle u ∈ R≥0.
Es gilt nun weiterhin wegen FXt(0−) = 0, der Beschränktheit von f˜Xt , (2.47) und (7.1)
BˆFXt (v)(s) =
∫ ∞
−∞
e−svFXt(v) dv =
∫ ∞
0
e−svFXt(v) dv
=
∫ ∞
0
e−sve−λt dv +
∫ ∞
0
e−sv
(∫ v
0
f˜Xt(y) dy
)
dv
=
1
s
e−λt +
1
s
∫ ∞
0
e−svf˜Xt(v) dv =
1
s
e−λt +
1
s
Bˆf˜Xt (v)
(s)
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=
1
s
e−λt +
1
s
∞∑
n=1
(λt)n
n!
e−λt
∫ ∞
0
e−svfUn∗(v) dv
=
1
s
e−λt +
1
s
∞∑
n=1
(λtLˆfU (s))
n
n!
e−λt
= s−1eλt(LˆfU (s)−1).
Somit ist zusätzlich mit (2.46)
s−1e(βs+λ(LˆfU (s)−1))t = BˆFXt (v+βt)(s)
erfüllt, sowie
e(βs+λ(LˆfU (s)−1))t = e(βs−λ)t + Bˆf˜Xt (v+βt)(s)
gültig. Für den zweiten Term in (7.6) liefert uns dies nun mittels dem Satz von Fubini∫ x
0
ψ(0, y′)βe(βs+λ(LˆfU (s)−1))(x−y
′) dy′
=
∫ x
0
ψ(0, x− y)βe(βs+λ(LˆfU (s)−1))y dy
=
∫ x
0
ψ(0, x− y)βe(βs−λ)y dy +
∫ x
0
ψ(0, x− y)βBˆf˜Xy (v+βy)(s) dy
=
∫ 0
−βx
e−vsψ(0, x+
v
β
)eλ
v
β dv +
∫ x
0
ψ(0, x− y)β
∫ ∞
−∞
e−svf˜Xy(v + βy) dv dy
=
∫ ∞
−∞
e−vs
(
ψ(0, x+
v
β
)eλ
v
β1[−βx,0](v)
)
dv
+
∫ ∞
−∞
e−sv
(
β
∫ x
0
ψ(0, x− y)f˜Xy(v + βy) dy
)
dv
= Bˆ
ψ(0,x+ v
β
)e
λ v
β 1[−βx,0](v)
(s) + Bˆβ
∫ x
0 ψ(0,x−y)f˜Xy (v+βy) dy(s).
Zusätzlich wegen (2.42) und (2.45) erhalten wir zusammenfassend
Lˆψ(s, x) = Bˆψ(u,x)(s) = BˆFXx (u+βx)−ψ(0,x+uβ )e
λu
β 1[−βx,0](u)−β
∫ x
0 ψ(0,x−y)f˜Xy (u+βy) dy
(s), (7.7)
für beliebiges s ∈ R>0. Wegen u ∈ R>0 gilt 1[−βx,0](u) = 0 womit (7.3) zusätzlich nach
Satz 2.15 f.ü. gültig ist. Da beide Seiten der Gleichung für u ∈ R>0 stetig sind, folgt
(7.3) für alle x ∈ R>0.
Anmerkung: Betrachten wir (7.3) näher, so stellen wir fest, dass FXx(u+βx) die Wahr-
scheinlichkeit für das Ereigniss Rx ≥ 0 ist. Dies ist nach (5.4) natürlich eine notwendige
Bedingung für das Überleben. Der zweite Term in (7.3) beschreibt somit die Wahrschein-
lichkeit, dass Rx ≥ 0 erfüllt ist, aber Ruin bis zum Zeitpunkt x eingetreten ist. Es lässt
sich zeigen, dass dieser nach dem letzten Zeitpunkt y ≤ x bedingt, für den Ry = 0 gilt.
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Als erste Anwendung der Formeln von Seal werden wir zeigen, dass sich unsere Para-
meter auf bestimmte Art modiﬁzieren lassen, ohne dass sich die Ruinwahrscheinlichkeit
ändert.
Folgerung 7.2. Seien λ1, λ2, β1, β2 ∈ R>0 sowie x1, x2 ∈ R≥0 so gewählt, dass sie
folgende Beziehungen erfüllen
λ1x1 = λ2x2 sowie β1x1 = β2x2. (7.8)
Sei nun FU eine Verteilungsfunktion mit FU(0) = 0 und Dichte fU . Zudem seien X1(t)
ein zusammengesetzter Poisson-Prozess mit Charakteristiken λ1 und FU sowie X2(t) ein
zus. Poisson-Prozess mit Charakteristiken λ2 und FU . Dann gilt für alle u ∈ R≥0
ψ1(u, x1) = ψ2(u, x2), (7.9)
wobei ψ1(u, x1) die Ruinwahrscheinlichkeit bezüglich des Gesamtschadensprozesses X1(t)
mit Prämienrate β1 und ψ2(u, x2) die Ruinwahrscheinlichkeit bez. X2(t) mit Prämienra-
te β2 bezeichnet.
Seien alternativ q, β, λ ∈ R>0 sowie FU eine Verteilungsfunktion mit FU(0) = 0 und
Dichte fU . Bezeichnen X(t) den zusammengesetzten Poisson-Prozess mit Charakteristi-
ken λ und FU sowie Xq(t) den zusammengesetzten Poisson-Prozess mit Charakterstiken
λ und FqU . Dann gilt für alle u ∈ R≥0 und x ∈ R>0
ψq(qu, x) = ψ(u, x), (7.10)
wobei ψq(u, x) die Ruinwahrscheinlichkeit bezüglich des Gesamtschadensprozesses Xq(t)
mit Prämienrate qβ und ψ(u, x) die Ruinwahrscheinlichkeit bez. X(t) mit Prämienrate
β bezeichnet.
Beweis. Sei zunächst x1 = 0, so folgt aus (7.8) x2 = 0, womit die Behauptung unwei-
gerlich aus (5.8) folgt. Der Fall x2 = 0 folgt analog.
Seien nun also x1, x2 ∈ R>0. Wir erhalten dann mittels (7.1) sowie dem ersten Teil
unserer Voraussetzungen (7.8) für alle y ∈ R≥0
FX1x1 (y) = e
−λ1x1 +
∞∑
n=1
(λ1x1)
n
n!
e−λ1x1
∫ y
0
fn∗U (z) dz
= e−λ2x2 +
∞∑
n=1
(λ2x2)
n
n!
e−λ2x2
∫ y
0
fn∗U (z) dz = FX2x2 (y). (7.11)
Wir bemerken insbesondere, dass dann ebenfalls
f˜X1x1 (y) = f˜X2x2 (y) (7.12)
für alle y ∈ R≥0 gilt. Somit liefert die erste Formel von Seal (7.2) erneut mittels den
Voraussetzungen (7.8)
ψ1(0, x1) =
1
β1x1
∫ β1x1
0
FX1x1 (y) dy
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=
1
β2x2
∫ β2x2
0
FX2x2 (y) dy = ψ2(0, x2), (7.13)
womit bereits der Fall u = 0 gezeigt wurde.
Sei also nun u ∈ R>0. Wir merken zunächst noch an, dass aufgrund von x1, x2 ∈ R>0
ebenfalls die Beziehung
λ1
β1
=
λ2
β2
(7.14)
aus unseren Voraussetzungen folgt. Somit liefert die zweite Formel von Seal (7.3) zu-
sätzlich wegen (7.11)
ψ1(u, x1) = FX1x1 (u+ β1x1)− β1
∫ x1
0
ψ1(0, x1 − y)f˜X1y(u+ β1y) dy
= FX2x2 (u+ β2x2)−
∫ β2x2
0
ψ1(0, x1 −
z
β1
)f˜X1 z
β1
(u+ z) dz. (7.15)
Deﬁnieren wir nun für beliebiges aber festes z ∈ R≥0 die Zahlen x˜1 := z/β1 sowie
x˜2 := z/β2, so gilt wegen (7.14)
λ1x˜1 = z
λ1
β1
= z
λ2
β2
= λ2x˜2.
Somit sind die Voraussetzungen für (7.12) geschaﬀen und wir erhalten für alle z ∈ R≥0
f˜X1 z
β1
(u+ z) = f˜X1x˜1 (u+ z) = f˜X1x˜2 (u+ z) = f˜X2 zβ2
(u+ z).
Mittels analogen Überlegungen lassen sich für x′1 := x1 − z/β1 und x′2 := x2 − z/β2
unsere Bedingungen (7.8) erneut zeigen, womit (7.13)
ψ1(0, x1 −
z
β1
) = ψ1(0, x
′
1) = ψ1(0, x
′
2) = ψ2(0, x2 −
z
β2
)
liefert. Somit lässt sich (7.15) weiterführen zu
ψ1(u, x1) = FX2x2 (u+ β2x2)−
∫ β2x2
0
ψ1(0, x1 −
z
β1
)f˜X1 z
β1
(u+ z) dz
= FX2x2 (u+ β2x2)−
∫ β2x2
0
ψ2(0, x2 −
z
β2
)f˜X2 z
β2
(u+ z) dz
= ψ2(u, x2),
womit die erste Behauptung gezeigt ist.
Der Beweis der zweiten Behauptung folgt auf analoge Weise aus Seals Formeln.
Wir erkennen also, dass wir unsere Zeit- sowie Geldeinheiten frei wählen können und
lediglich die Parameter nach Satz 7.2 modiﬁzieren müssen.
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Als nächstes werden wir nun in der Lage sein, die Ruinwahrscheinlichkeit in endlicher
Zeit für unser Beispiel mit exponentialverteilten Schäden mit Hilfe von Seals Formeln
explizit zu berechnen. Wir hatten bereits in Satz 5.8 die Verteilungsfunktion
FXt(x) = e
−(λt+µx)J(λtµx) + e−λt
∫ µx
0
e−yJ(λty) dy
und Dichte
f˜Xt(y) = λtµe
−(λt+µy)J ′(λtµy)
unserer Gesamtschadensverteilung für alle t, x, y ∈ R≥0 gezeigt. Hierbei bezeichnete J
unsere Hilfsfunktion aus (5.15).
Satz 7.3. Seien λ, µ ∈ R>0 und X(t) ein zusammengesetzter Poisson-Prozess mit Cha-
rakteristiken λ und Exp(µ). So gilt für alle u, x ∈ R≥0
ψ(u, x) = 1− e−µu−(1+c)λxg(µu+ cλx, λx), (7.16)
mit c = µβ/λ und
g(z, θ) = J(θz) + θJ ′(θz) +
∫ z
0
ez−vJ(θv) dv − 1
c
∫ cθ
0
ecθ−vJ(zc−1v) dv. (7.17)
Insbesondere also für u = 0
ψ(0, x) = 1− e−(1+c)λxg(cλx, λx). (7.18)
Beweis. Analog zu Seals Formel beginnen wir mit dem Fall u = 0. Dann erhalten wir
wegen
∫ a
0
∫ y
0
f(v) dv dy =
∫ a
0
(a− y)f(y) dy, mittels (3.14) und (5.26) nach (7.2)
ψ(0, x) =
1
βx
∫ βx
0
FXx(y) dy =
1
βx
∫ βx
0
e−λx dy +
1
βx
∫ βx
0
∫ y
0
f˜Xx(v) dv dy
= e−λx +
λµ
β
e−λx
∫ βx
0
∫ y
0
e−µvJ ′(λxµv) dv dy
= e−λx +
λµ
β
e−λx
∫ βx
0
(βx− y)e−µyJ ′(λxµy) dy. (7.19)
Schließlich gilt wegen den Eigenschaften (5.19) sowie (5.20) von J
λµ
β
e−λx
∫ βx
0
(βx− y)e−µyJ ′(λxµy) dy
= e−(µβ+λ)xJ(λµβx2)− e−λx + λxe−(µβ+λ)xJ ′(λµβx2)
+
(
βµ− λ
β
)∫ βx
0
e−(µy+λx)J(λµxy) dy
= e−λx(1+c)J(λµβx2)− e−λx + λxe−λx(1+c)J ′(λµβx2)
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+(
βµ− λ
βµ
)∫ µβx
0
e−(w+λx)J(λxw) dw,
womit nach (7.19)
eλx(1+c)ψ(0, x) = J(cλ2x2)+λxJ ′(cλ2x2)+
(
c− 1
c
)∫ cλx
0
ecλx−wJ(λxw) dw = g(cλx, λx)
folgt. Also gilt
ψ(0, x) = e−λx(1+c)g(cλx, λx),
womit (7.18) gezeigt wurde.
Die Herleitung unserer Lösung (7.16) aus der zweiten Formel von Seal ist recht mühselig
aber elementar. Er lässt sich in voller Länge in [1] auf den Seiten 197-202 nachlesen
und wir wollen deshalb an dieser Stelle darauf verzichten. Stattdessen werden wir nach-
weisen, dass unsere Lösung die partielle Integro-Diﬀerentialgleichung (6.22) erfüllt, was
einen alternativen Beweis darstellt.
Wir bemerken, dass aufgrund der Diﬀerenzierbarkeit von J(x) (siehe Satz 5.7) die Funk-
tion g(µu + cλx, λx) partiell bezüglich u sowie x diﬀerenzierbar ist. Wie die partielle
Integro-Diﬀerentialgleichung vermuten lässt, werden wir insbesondere die partiellen Ab-
leitungen sowie die Stammfunktion der Funktion g(µu+ cλx, λx) benötigen. In den fol-
genden Rechnungen werden wir stets alle Gleichungen und Erkenntnisse aus Satz 5.7 ver-
wenden. Zudem führen wir die Kurzschreibweise a(u, x) := µuλx+cλ2x2 = λx(µu+cλx)
ein. Es gilt somit für alle u, x ∈ R>0
g(µu+cλx, λx)
= J(a(u, x)) + λxJ ′(a(u, x))
+
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − 1
c
cλx∫
0
ecλx−vJ
((µu
c
+ λx
)
v
)
dv.
Wir erhalten also die partielle Ableitung bezüglich u mit
∂
∂u
g(µu+cλx, λx)
= µλxJ ′(a(u, x)) + µλ2x2J ′′(a(u, x)) + µJ(a(u, x))
+ µ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − µ
c2
cλx∫
0
vecλx−vJ ′
((µu
c
+ λx
)
v
)
dv
= µg(µu+ cλx, λx) + µλ2x2J ′′(a(u, x))
− µ
c2
cλx∫
0
vecλx−vJ ′
((µu
c
+ λx
)
v
)
dv +
µ
c
cλx∫
0
ecλx−vJ
((µu
c
+ λx
)
v
)
dv,
70
sowie für die partielle Ableitung nach x
∂
∂x
g(µu+cλx, λx)
= (µuλ+ 2cλ2x)J ′(a(u, x)) + λJ ′(a(u, x)) + λx(µuλ+ 2cλ2x)J ′′(a(u, x))
+ cλJ(a(u, x)) + cλ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv
+ λ
µu+cλx∫
0
veµu+cλx−vJ ′(λxv) dv − λJ(a(u, x))
− λ
cλx∫
0
ecλx−vJ
((µu
c
+ λx
)
v
)
dv − λ
c
cλx∫
0
vecλx−vJ ′
((µu
c
+ λx
)
v
)
dv
= cλg(µu+ cλx, λx) + (µuλ+ cλ2x)J ′(a(u, x)) + cλ3x2J ′′(a(u, x))
+ λ
µu+cλx∫
0
veµu+cλx−vJ ′(λxv) dv − λ
c
cλx∫
0
vecλx−vJ ′
((µu
c
+ λx
)
v
)
dv
= cλg(µu+ cλx, λx) + cλ3x2J ′′(a(u, x))
+ λ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − λ
c
cλx∫
0
vecλx−vJ ′
((µu
c
+ λx
)
v
)
dv.
Aus diesen beiden Darstellungen folgt somit
β
∂
∂u
g(µu+ cλx,λx)− ∂
∂x
g(µu+ cλx, λx)
=
cλ
µ
∂
∂u
g(µu+ cλx, λx)− ∂
∂x
g(µu+ cλx, λx)
= λ
cλx∫
0
ecλx−vJ
((µu
c
+ λx
)
v
)
dv − λ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv,
womit sich insbesondere wegen ψ(u, x) = 1− ψ(u, x) = e−µu−(1+c)λxg(µu+ cλx, λx)
β
∂
∂u
ψ(u, x)− ∂
∂x
ψ(u, x)
= λψ(u, x) + e−µu−(1+c)λx
(
β
∂
∂u
g(µu+ cλx, λx)− ∂
∂x
g(µu+ cλx, λx)
)
= λψ(u, x)− λ
µu+cλx∫
0
e−λx−vJ(λxv) dv + λ
cλx∫
0
e−µu−λx−vJ
((µu
c
+ λx
)
v
)
dv, (7.20)
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für unsere Lösung (7.16) ergibt.
Widmen wir uns nun der Stammfunktion von g(µu+ cλx, λx), so erhalten wir
u∫
0
g(µv + cλx, λx) dv
=
u∫
0
J(µvλx+ cλ2x2) dv + λx
u∫
0
J ′(µvλx+ cλ2x2) dv
+
u∫
0
µv+cλx∫
0
eµv+cλx−yJ(λxy) dy dv − 1
c
u∫
0
cλx∫
0
ecλx−yJ
((µv
c
+ λx
)
y
)
dy dv.
Mit a(0, x) = cλ2x2 sowie den Eigenschaften aus Satz 5.7 gilt somit
u∫
0
g(µv + cλx, λx) dv
=
u∫
0
J(µvλx+ cλ2x2) dv +
1
µ
J(a(u, x))− 1
µ
J(a(0, x))
+
1
µ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − 1
µ
cλx∫
0
ecλx−vJ(λxv) dv
−
u∫
0
J(λxµv + cλ2x2) dv − 1
c
cλx∫
0
ecλx−y
u∫
0
J
((µv
c
+ λx
)
y
)
dv dy
=
1
µ
J(a(u, x))− 1
µ
J(a(0, x)) +
1
µ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − 1
µ
cλx∫
0
ecλx−vJ(λxv) dv
− 1
µ
(µu
c
+ λx
)∫ cλx
0
ecλx−vJ ′
((µu
c
+ λx
)
v
)
dv +
1
µ
λx
∫ cλx
0
ecλx−vJ ′(λxv) dv
=
1
µ
µu+cλx∫
0
eµu+cλx−vJ(λxv) dv − 1
µ
∫ cλx
0
ecλx−vJ
((µu
c
+ λx
)
v
)
dv.
Aus dieser Darstellung folgt für unsere Überlebenswahrscheinlichkeit
u∫
0
ψ(u− y, x)fU(y) dy = µ
u∫
0
e−µ(u−y)−(1+c)λxg(µ(u− y) + cλx, λx)e−µy dy
= µe−µu−(1+c)λx
u∫
0
g(µv + cλx, λx) dv
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=µu+cλx∫
0
e−λx−vJ(λxv) dv −
∫ cλx
0
e−µu−λx−vJ
((µu
c
+ λx
)
v
)
dv.
Setzen wir dies in (7.20) ein, so folgt unsere partielle Integro-Diﬀerentialgleichung (6.22),
womit (7.16) alternativ bewiesen wurde.
Anmerkung: 1.) Wie bereits im Beweis angedeutet, erkennen wir insbesondere, dass die
Lösung (7.16) der Ruinwahrscheinlichkeit für exponentielle Schäden stetig und partiell
diﬀerenzierbar bezüglich beider Variablen ist.
2.) Wir wollen nun noch kurz zeigen, dass sie auch unsere Randbedingungen erfüllt.
Betrachten wir zuerst den Fall x = 0, so ist wegen J(0) = 1 mit
ψ(u, 0) = e−µug(µu, 0) = e−µu
(
1 +
∫ µu
0
eµu−v dv
)
= 1,
die Randbedingung (5.8) erfüllt. Zudem gilt analog zum Beweis von (5.21)
lim
x→∞
∫ µu+cλx
0
e−λx−vJ(λxv) dv = lim
x→∞
e−λx
∞∑
n=0
(λx)n
n!n!
lim
x→∞
∫ µu+cλx
0
e−vvn dv
= lim
x→∞
e−λx
∞∑
n=0
(λx)n
n!
= 1,
sowie
lim
x→∞
∫ cλx
0
e−µu−λx−vJ
((µu
c
+ λx
)
v
)
dv = e−µu(1−1/c).
An der Reihendarstellung von J(x) erkennen wir schnell, dass limx→∞ exJ(x) = 0 gilt.
Somit erhalten wir
lim
x→∞
ψ(u, x) = 1− 1
c
e−µu(1−1/c) = 1− λ
µβ
e−(µ−λ/β)u,
was nach (6.11) der Überlebenswahrscheinlichkeit ψ(u) entspricht und somit die Rand-
bedingung (5.6) erfüllt.
3.) Zeigen wir zuletzt noch, dass die Erneuerungsgleichung (6.1) ebenfalls für unsere
Lösung gültig ist. Mit analogen Rechnungen zum Beweis von Satz 7.3, erhalten wir
insbesondere für alle u, x, h, s ∈ R>0 mit h, s ≤ x
C(u, x, s) :=
u+βx∫
0
ψ(u+ βs− y, x− s)fU(y) dy
=
µu+cλx∫
0
e−λ(x−s)−vJ(λ(x− s)v) dv −
cλ(x−s)∫
0
e−µu−λ(x+cs−s)−vJ
((µu
c
+ λx
)
v
)
dv.
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Zudem gilt mit a(u, x) = µuλx+cλ2x2 sowie b(u, x) := (µuλ+cλ2x)(x−h) nach einigen
Umformungen sowie den Eigenschaften aus Satz 5.7
D1(u, x, h) := λ
h∫
0
µu+cλx∫
0
e−λx−vJ(λ(x− s)v) dv ds
=
µu+cλx∫
0
e−λx−v (λxJ ′(λvx)− λ(x− h)J ′(λv(x− h))) dv
= e−λx−µu−cλx(J(a(u, x))− J(b(u, x))) +
µu+cλx∫
0
e−λx−v(J(λxv)− J(λ(x− h)v)) dv.
Analog dazu erhalten wir ebenso
D2(u, x, h) := λ
h∫
0
cλ(x−s)∫
0
e−µu−cλs−λx−vJ
((µu
c
+ λx
)
v
)
dv ds
=
1
c
cλx∫
0
e−µu−λx−vJ
((µu
c
+ λx
)
v
)
dv − 1
c
cλ(x−h)∫
0
e−µu−λx−λch−vJ
((µu
c
+ λx
)
v
)
dv
− λ
h∫
0
e−µu−λx−cλxJ((µuλ+ cλ2x)(x− s)) ds
=
1
c
cλx∫
0
e−µu−λx−vJ
((µu
c
+ λx
)
v
)
dv − 1
c
cλ(x−h)∫
0
e−µu−λx−λch−vJ
((µu
c
+ λx
)
v
)
dv
− e−λx−µu−cλx(λxJ ′(a(u, x))− λ(x− h)J ′(b(u, x))).
Insgesamt ergibt sich somit
D1(u, x, h)−D2(u, x, h) = e−µu−(1+c)λx(g(µu+ cλx, λx)− g(µu+ cλx, λ(x− h)))
= ψ(u, x)− ψ(u+ βh, x− h)e−λh,
womit wegen
∫ h
0
λe−λsC(u, x, s) ds = D1(u, x, h)−D2(u, x, h) die Erneuerungsgleichung
(6.1) gezeigt ist.
Als letztes in diesem Abschnitt wollen wir uns noch einer erweiterten Form von Seals
Formeln widmen. Wir werden dazu die zweite Formel von Seal für den Fall von Vertei-
lungen ohne Dichte verallgemeinern. Dabei werden wir weiterhin FU(0) = 0 fordern, so
dass unsere Einzelschadensverteilung keinen Sprung an der Stelle 0 aufweist. Die erste
Formel von Seal bleibt dabei unverändert, da für diese nicht die Existenz einer Dichte
gefordert wurde.
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Wir stellen nun zunächst fest, dass die Gesamtschadensverteilung FXt abzählbar vie-
le Sprünge aufweisen kann, welche den Sprungstellen aller n-fachen Faltungen von FU
entsprechen. Dies geht unweigerlich aus der Darstellung
FXt(x) = e
−λt +
∞∑
n=1
(λt)n
n!
e−λtFUn∗(x) (7.21)
hervor. Wir erkennen zudem, dass die Sprungstelle nicht von der konkreten Wahl des
Parameters t abhängt. Dieser beeinﬂusst lediglich die Sprunghöhe. Der Sprung an der
Stelle 0 bleibt zudem unverändert und hängt nicht von der Wahl der Einzelschadensver-
teilung FU ab, weswegen wir ihn weiterhin gesondert betrachten. FXt bleibt allerdings
f.ü. diﬀerenzierbar und besitzt somit eine schwache Ableitung f˜Xt . Zusammengefasst
können wir FXt also alternativ schreiben als
FXt(x) = e
−λt +
∞∑
i=1
(FXt(ai)− FXt(ai−))1[ai,∞)(x) +
∫ x
0
f˜Xt(y) dy. (7.22)
Dabei fassen wir das hintere Integral als Lebesgue-Integral auf und (ai)i∈N sei die Folge
aller Sprungstellen von FXt . Wir werden zudem im Folgenden kurz
Si,t := FXt(ai)− FXt(ai−), i ∈ N (7.23)
schreiben.
Besitzt beispielsweise FU genau einen Sprung an der Stelle P ∈ R>0, so besitzt für alle
n ∈ N die n-fache Faltung von FU genau einen Sprung an der Stelle nP . Somit gilt für
dieses Beispiel (ai)i∈N = (nP )n∈N.
Führen wir weiterhin die so genannte Laplace-Stieltjes-Transformierte einer Verteilungs-
funktion FU ein. Diese ist deﬁniert durch
{LFU} (s) :=
∫
[0,∞)
e−su dFU(u) =
∫ ∞
0
e−su dFU(u), s ∈ R≥0. (7.24)
Da wir weiterhin FU(0) = 0 fordern, ist die Nutzung der Kurzschreibweise für Lebesgue-
Integrale gerechtfertigt.
Falls FU eine Dichte fU besitzt, so erkennen wir, dass die Laplace-Stieltjes-Transformierte
von FU der Laplace-Transformierten von fU entspricht. Dies legt nahe, dass beide Trans-
formationen ähnliche Eigenschaften aufweisen, auf dessen genaue Beweisführung an die-
ser Stelle verzichtet wird. Unter anderem gilt jedoch die Faltungseigenschaft, aus der wir
mittels analogen Überlegungen zum Beweis von Satz 7.1 die Gleichung
s−1eλt({LFU}(s)−1) = BˆFXt (v)(s), (7.25)
für den allgemeineren Fall für Verteilungsfunktionen FU ohne Dichte erhalten.
Ebenfalls aus der Faltungseigenschaft erhalten wir die Gleichung∫ ∞
0
e−suλ
∫ u
0
ψ(u− y, x) dFU(y) du = λLˆψ(s, x) {LFU} (s), (7.26)
womit wir nun in der Lage sind unsere verallgemeinerte zweite Formel von Seal anzuge-
ben und zu beweisen.
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Satz 7.4 (Seal-Allgemein). Sei X(t) ein zusammengesetzter Poisson-Prozess mit Cha-
rakteristiken λ und FU , mit FU(0) = 0. Dann besitzt FXt für alle t ∈ R≥0 f.ü. eine
Ableitung f˜Xt und es gilt für alle x, u ∈ R>0
ψ(u, x) = FXx(u+ βx)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1[u,u+βx](ai)
− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy. (7.27)
Dabei sei (ai)i∈N die Menge aller Sprungstellen von FXt und Si,t = FXt(ai) − FXt(ai−)
deren Sprunghöhe.
Beweis. Der Beweis erfolgt analog zum Beweis von Satz 7.1 (Seal). Wir weisen haupt-
sächlich auf die Unterschiede hin und berechnen diese. Die f.ü. Existenz der Ableitung
folgt dabei unweigerlich aus der Tatsache, dass FXt eine Verteilungsfunktion ist.
Nach Satz 6.5 gilt f.ü. die Gleichung
β
∂
∂u
ψ(u, x)− ∂
∂x
ψ(u, x) = λψ(u, x)− λ
∫ u
0
ψ(u− y, x) dFU(y).
Erneut multiplizieren wir diese, für beliebiges aber festes s ∈ R>0, mit esu und integrieren
über (0,∞). Wir erhalten dann zusätzlich wegen (7.26)
β
(
sLˆψ(s, x)− ψ(0, x)
)
− ∂
∂x
Lˆψ(s, x) + λLˆψ(s, x) ({LFU} (s)− 1) = 0.
Im Vergleich zu (7.5) hat sich also lediglich die Laplace-Transformierte geändert und wur-
de durch die allgemeinere Laplace-Stieltjes-Transformierte ersetzt. Das selbe geschieht
also auch in unserer Lösung
Lˆψ(s, x) =
(
s−1 −
∫ x
0
ψ(0, y)βe−(βs+λ({LFU}(s)−1))y dy
)
e(βs+λ({LFU}(s)−1))x.
Gleichung (7.25) liefert uns nun mittels Verschiebung den erster Term der Lösung
s−1e(βs+λ({LFU}(s)−1))x = BˆFXx (v+βx)(s).
Des Weiteren erhalten wir mittels Darstellung (7.22) für alle t ∈ R≥0 analog zum Beweis
von Satz 7.1 (Seal)
BˆFXt (v)(s) =
∫ ∞
0
e−svFXt(v) dv
=
∫ ∞
0
e−sve−λt dv +
∞∑
i=1
Si,t
∫ ∞
0
e−sv1[ai,∞)(v) dv
+
∫ ∞
0
e−sv
(∫ v
0
f˜Xt(y) dy
)
dv
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= s−1e−λt + s−1K(t, s) + s−1Bˆf˜Xt (v)(s),
mit
K(t, s) := s
∞∑
i=1
Si,t
∫ ∞
0
e−sv1[ai,∞)(v) dv.
Da alle ai positiv sind, können wir dies umformen zu
K(t, s) = s
∞∑
i=1
Si,t
∫ ∞
−∞
e−sv1[ai,∞)(v) dv.
Somit erhalten wir erneut nach Verschiebung
e(βs+λ({LFU}(s)−1))t = seβstBˆFXt (v)(s) = e
(βs−λ)t + eβstK(t, s) + Bˆf˜Xt (v+βt)(s).
Dies liefert uns nun für den zweiten Term der Lösung∫ x
0
ψ(0, y′)βe(βs+λ(LˆfU (s)−1))(x−y
′) dy′
=
∫ x
0
ψ(0, x− y)βe(βs+λ(LˆfU (s)−1))y dy
=
∫ x
0
ψ(0, x− y)βe(βs−λ)y dy +
∫ x
0
ψ(0, x− y)βeβsyK(y, s) dy
+
∫ x
0
ψ(0, x− y)βBˆf˜Xy (v+βy)(s) dy.
Den ersten und dritten Term haben wir bereits im Beweis des Satzes von Seal berechnet,
womit wir diese Ergebnisse erneut verwenden können. Widmen wir uns also lediglich dem
zweiten Term, so erhalten wir mittels Satz von Fubini∫ x
0
ψ(0, x− y)βeβsyK(y, s) dy
=
∞∑
i=1
s
∫ x
0
ψ(0, x− y)βSi,y
(∫ ∞
−∞
e−sv
′
eβsy1[ai,∞)(v
′) dv′
)
dy
=
∞∑
i=1
s
∫ x
0
ψ(0, x− y)βSi,y
(∫ ∞
−∞
e−sv1[ai,∞)(v + βy) dv
)
dy
=
∞∑
i=1
s
∫ ∞
−∞
ψ(0, x− y)βSi,y1[0,x](y)
(∫ ∞
−∞
e−sv1[ai−vβ ,∞)
(y) dv
)
dy
=
∞∑
i=1
s
∫ ∞
−∞
e−sv
(∫ ∞
−∞
ψ(0, x− y)βSi,y1[ai−vβ ,∞)(y)1[0,x](y) dy
)
dv
=
∞∑
i=1
s
∫ ∞
−∞
e−sv
β
∞∫
ai−v
β
ψ(0, x− y)Si,y1[0,x](y) dy
 dv
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=
∞∑
i=1
sBˆ
β
∞∫
ai−v
β
ψ(0,x−y)Si,y1[0,x](y) dy
(s) =
∞∑
i=1
sBˆfi(v)(s),
wobei wir
fi(v) := β
∞∫
ai−v
β
ψ(0, x− y)Si,y1[0,x](y) dy
für alle i ∈ N gesetzt haben. Da die Integrationsgrenzen sowie die innere Funktion
des Integrals allesamt stetige, diﬀerenzierbare Funktionen bezüglich v sind, liefert die
Leibniz-Regel für Parameterintegrale für alle i ∈ N
f ′i(v) = ψ(0, x−
ai − v
β
)S
i,
ai−v
β
1[0,x](
ai − v
β
).
Da zudem für alle i ∈ N
lim
v→∞
fi(v) = β
x∫
0
ψ(0, x− y)Si,y dy ≤ βx <∞
sowie
fi(v) = 0, v ≤ ai − βx
gelten, erhalten wir mittels partieller Integration
sBˆfi(v)(s) =
∫ ∞
−∞
se−svfi(v) dv =
∫ ∞
−∞
e−svf ′i(v) dv = Bˆf ′i(v)(s).
Zusammengefasst gilt also∫ x
0
ψ(0, x− y)βeβsyK(y, s) dy
=
∞∑
i=1
sBˆfi(v)(s) =
∞∑
i=1
Bˆf ′i(v)(s)
= Bˆ∑∞
i=1 f
′
i(v)
(s) = Bˆ∑∞
i=1 ψ(0,x−
ai−v
β
)S
i,
ai−v
β
1[0,x](
ai−v
β
)
(s)
= Bˆ∑∞
i=1 ψ(0,x−
ai−v
β
)S
i,
ai−v
β
1[v,v+βx](ai)
(s).
In (7.7) wird obiger Term also lediglich mit v = u subtrahiert. Zusätzlich wegen u ∈ R>0
und (2.45) erhalten wir also
Bˆψ(u,x)(s) = BˆFXx (u+βx)−
∑∞
i=1 ψ(0,x−
ai−u
β
)S
i,
ai−u
β
1[u,u+βx](ai)−β
∫ x
0 ψ(0,x−y)f˜Xy (u+βy) dy
(s).
Nach Eindeutigkeitssatz der zweiseitigen Laplace Transformation (Satz 2.15) gilt somit
Gleichung (7.27) fast überall. Es reicht also zu zeigen, dass beider Seiten stetige Funk-
tionen sind. Wir haben dies bereits in Satz 6.4 für die linke Seite dieser Gleichung getan.
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Betrachten wir also nun die rechte Seite der Gleichung. Wir stellen zunächst fest, dass
der letzte Term bezüglich u bzw. x eine stetige Funktion ist. Dies folgt unweigerlich aus
Satz 6.4 und der Tatsache, dass die schwache Ableitung einer Verteilungsfunktion fast
überall stetig ist.
Weiterhin gilt für alle i ∈ N, wegen X0 = 0 und ai ∈ R>0
Si,0 = FX0(ai)− FX0(ai−) = 1− 1 = 0,
womit sich Formel (7.27) umschreiben lässt zu
ψ(u, x) = FXx(u+ βx)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx](ai)
− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy.
Sei nun x ∈ R>0 beliebig aber fest gewählt und wählen wir u ∈ R>0, so dass ai0 = u+βx
für ein i0 ∈ N erfüllt ist (d.h. FXx besitzt einen Sprung an der Stelle u+ βx). Dann gilt
mit ψ(0, 0) = 1 sowie Si0,x = FXx(u+ βx)− FXx(u+ βx−)
FXx(u+ βx)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx](ai)
= FXx(u+ βx)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx)(ai)− ψ(0, 0)Si0,x
= FXx(u+ βx−)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx)(ai).
Letzteres entspricht dem linksseitigen Grenzwert bezüglich u an der Stelle u + βx. Da
zudem FXt bezüglich t eine stetige Funktion ist (siehe Darstellung (7.1)), gilt gleiches für
Si,t bezüglich t. Somit ist die rechte Seite unserer Gleichung (7.27) eine stetige Funktion
bezüglich u. Der Fall für festes u und variables x wird analog gezeigt.
Zusammengefasst ist unsere Gleichung überall erfüllt und die Aussage des Satzes wurde
bewiesen.
Mithilfe von Satz 7.4 können wir nun feststellen, wie sich die Ruinwahrscheinlichkeit
nach Approximation der Einzelschadensverteilung verhält.
Folgerung 7.5. Seien λ, β, P ∈ R>0 und FU eine Verteilungsfunktion mit FU(0) = 0
sowie FU(P−) < FU(P ). Sei zudem FU, für  ∈ R>0 eine Verteilungsfunktion mit
FU,(0) = 0 und existenter Dichte fU,. Gelte weiterhin für alle y ∈ R≥0
lim
→0
FU,(y) = FU(y).
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Zuletzt seien X(t) ein zusammengesetzter Poisson-Prozess mit Charakteristiken λ und
FU sowie X(t) ein zus. Poisson-Prozess mit Charakteristiken λ und FU,. Dann gilt für
alle u, x ∈ R>0, für die ein i0 ∈ N existiert mit i0P ∈ (u, u+ βx]
lim
→0
ψ(u, x) > ψ(u, x). (7.28)
Hierbei bezeichnet ψ(u, x) die Ruinwahrscheinlichkeit bezüglich des Gesamtschadenspro-
zesses X(t) und ψ(u, x) die Ruinwahrscheinlichkeit bzgl. X(t), jeweils mit Prämienrate
β.
Beweis. Da FU eine Verteilungsfunktion ist, existiert f.ü. die Ableitungen f˜U . Da zudem
FU, für alle  ∈ R>0 eine Dichte fU, besitzt, gilt für fast alle y ∈ R
lim
→0
fU,(y) = f˜U(y).
Somit lässt sich rekursiv zeigen, dass auch für alle n ∈ N die n-fache Faltung von FU,
gegen die n-fache Faltung von FU konvergiert. Daraus folgt für alle x, t ∈ R≥0
lim
→0
FXt(x) = lim→0
(
e−λt +
∞∑
n=1
(λt)n
n!
e−λtF n∗U,(x)
)
= e−λt +
∞∑
n=1
(λt)n
n!
e−λtF n∗U (x)
= FXt(x),
womit ebenfalls die Gesamtschadensverteilungen (und somit auch ihre f.ü. existenten
Ableitungen f˜Xt und f˜Xt) gegeneinander konvergieren. Dies liefert mittels (7.2) sowie
dem Satz der majorisierten Konvergenz für alle x ∈ R>0
lim
→0
ψ(0, x) = lim
→0
1
βx
∫ βx
0
FXt(y) dy
=
1
βx
∫ βx
0
FXt(y) dy = ψ(0, x).
Wegen ψ(0, x− y)f˜Xy(u+ βy) ≤ 1 gilt nun nach Satz 7.1, zusätzlich mit dem Satz der
majorisierten Konvergenz,
lim
→0
ψ(u, x) = lim
→0
FXx(u+ βx)− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy
= FXx(u+ βx)− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy.
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Aus der Bedingung FU(P−) < FU(P ) folgt nun nach unseren Vorbetrachtungen, dass
(iP )i∈N ⊆ (ai)i∈N erfüllt ist. Existiert also ein i0 ∈ N mit i0P ∈ (u, u+ βx] so gilt
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx](ai) ≥
∞∑
i=1
ψ(0, x− iP − u
β
)Si, iP−u
β
1(u,u+βx](iP )
≥ ψ(0, x− i0P − u
β
)S
i,
i0P−u
β
> 0.
Somit erhalten wir
lim
→0
ψ(u, x) = FXx(u+ βx)− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy
> FXx(u+ βx)−
∞∑
i=1
ψ(0, x− ai − u
β
)S
i,
ai−u
β
1(u,u+βx](ai)
− β
∫ x
0
ψ(0, x− y)f˜Xy(u+ βy) dy
= ψ(u, x),
womit die Behauptung bewiesen ist.
Anmerkung: Wir stellen also insbesondere fest, dass die Existenz einer Einzelscha-
densdichte eine notwendige Bedingung zur Berechnung der Ruinwahrscheinlichkeit in
endlicher Zeit mittels Seals Formeln darstellt. Berechnungen der Überlebenswahrschein-
lichkeit via Formel (7.3) führen also selbst bei Approximation der Verteilung zu einer
Vergrößerung des Ergebnisses, falls die Gesamtschadensverteilung Sprünge im Bereich
(u, u+ βx] aufweist. Insbesondere wird damit die falsch errechnete bzw. approximierte
Ruinwahrscheinlichkeit kleiner als das tatsächliche Ergebnis. Wir werden zudem später
bemerken, dass selbst grundlegende Rückversicherungsverfahren die Einzelschadensver-
teilung soweit modiﬁzieren können, dass sie hinterher Sprünge besitzen. Somit sind die
vorangegangenen Überlegungen sinnvoll und wir werden sie später erneut aufgreifen.
Da wir nun alle grundlegenden Formeln und Eigenschaften der Ruinwahrscheinlichkeit
betrachtet haben und diese ebenfalls am Beispiel von exponentialverteilten Schäden
nachweisen konnten, werden wir uns ab dem nächsten Kapitel mit Anwendungen von
Seals Formel beschäftigen.
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8. Die Roulette-Aufgabe
Wir wollen uns ab diesem Kapitel mit dem Bereich der Rückversicherungen befassen
und einige Berechnungen diesbezüglich anstellen. Dazu werden sich Seals Formeln als
hilfreiches Werkzeug erweisen. Es kann, z.B. aufgrund von Naturkatastrophen, dazu
kommen, dass eine Versicherung schnell an die Grenzen ihrer Kapazität gelangt. Um
dieses Risiko einzudämmen, bedienen sich Versicherungen oft an Rückversicherungen.
Diese versichern somit die Versicherung und werden deshalb auch als Versicherung der
Versicherung bezeichnet. Die Idee der Rückversicherung stammt, genauso wie die der
Versicherung, aus der Seefahrt. Mit dem Beginn und der Zunahme selbiger, wuchs das
Interesse der Händler daran, dass ihre Ladung unversehrt ihr Ziel erreicht. Da dies, u.a.
aufgrund von Piraterie und Unwetter, nicht stets gewährleistet werden konnte, begannen
die Händler, sich gegen die Ausfallrisiken zu versichern. Dazu wurde im Jahre 1370 in
Genua der erste Vertrag abgeschlossen, der Merkmale einer Rückversicherung enthielt.
Wir beginnen nun zunächst mit einer Motivationsrechnung, welche die Notwendigkeit
von Rückversicherungen mathematisch begründet.
Wir befassen uns mit einer einfachen Roulette-Aufgabe und betrachten dazu diskrete
Schäden am Ende einer Periode. Im Gegensatz zum stetigen Fall, treten somit Schäden
lediglich zu den Zeitpunkten tn = n für n ∈ N ein. Um dies auszugleichen, stehen dem
Versicherer seine freie Reserve u ∈ R≥0, sowie eine diskrete Prämie c ∈ R>0, welche
ebenfalls am Ende einer Periode ausgezahlt wird, zur Verfügung. Zudem werden wir
nichtnegative Schäden Ui zulassen. Viele Aussagen aus Kapitel 5 lassen sich auch für
den Fall diskreter Schäden in analoger Weise zeigen. Dabei gilt z.B. für unsere Überle-
benswahrscheinlichkeit ψ(u) die Gleichung
ψ(u) = P
(⋂
n∈N
{u+ nc−
n∑
i=1
Ui ≥ 0}
)
.
In unseremMotivationsbeispiel, der Roulette-Aufgabe, werden unsere Schäden eine Zwei-
Punkt-Verteilung besitzen. Sei dazu M ∈ N, p ∈ [0, 1] mit M ≥ 2 und p < 1/M , so gilt
für alle x ∈ R≥0
FU(x) = (1− p)1[0,∞)(x) + p1[M,∞)(x), (8.1)
wobei 1 erneut die Indikatorfunktion bezeichnet. Wählen wir für unsere diskrete Prämie
c = 1, so gilt
EU = Mp < 1 = c,
welches die analoge Bedingung zur Bedingung von Satz 5.5, für den Fall von diskreten
Schäden und diskreter Prämie darstellt.
Berechnen wir nun für unser Beispiel die diskrete Überlebenswahrscheinlichkeit ψ(u).
Wir merken dazu noch an, dass sich unsere Erneuerungsgleichung (6.4) im diskreten
Fall zu
ψ(u) =
∫ u+c
0
ψ(u+ c− y) dFU(y) (8.2)
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vereinfachen lässt. Alternativ kann der Beweis von (8.2) auch in [7] nachgelesen werden.
Außerdem bezeichne Un für n ∈ N die diskrete Gleichverteilung auf der Menge {1, . . . , n},
d.h. es gilt für alle j = 1, . . . , n
Un({j}) = 1
n
bzw. Un (j) =
j∑
i=1
Un({i}) = j
n
.
Oﬀensichtlich ist zudem Un (u) = Un(buc) für alle u ∈ R≥0 erfüllt, wobei buc den ganz-
zahligen Anteil von u angibt. Somit erhalten wir die erzeugende Funktion von Un mit
eUn(s) =
1
n
n∑
k=1
sk, s ∈ [0, 1] . (8.3)
Satz 8.1. Seien M ∈ N, p ∈ [0, 1] mit M ≥ 2 sowie p < 1/M und c = 1. Dann gilt mit
FU = (1− p)1[0,∞) + p1[M,∞) für alle u ∈ R≥0
ψ(u) = ψ(0)
∞∑
n=0
[
1− ψ(0)]n Un∗M−1(u). (8.4)
Dabei ist
ψ(0) = 1− p(M − 1)
1− p (8.5)
und U∗jn bezeichnet die j-fache Faltung von Un.
Beweis. Da die Summe
∑n
j=1 Ui auf {0,M, 2M . . . , nM} ⊆ N0 konzentriert ist und c = 1
gilt, erkennen wir leicht, dass ψ(u) für alle k ∈ N0 auf [k, k + 1) konstant ist. Es genügt
also
ak := ψ(k), k ∈ N0 (8.6)
zu bestimmen. Aufgrund entsprechender Eigenschaften der Überlebenswahrscheinlich-
keit ist (ak)k∈N0 eine monoton wachsende und beschränkte Folge. Unsere diskrete Er-
neuerungsgleichung (8.2) liefert dann für alle k ∈ N0
ak = (1− p)ak+1 + pak+1−M1[M−1,∞)(k).
Dies können wir für s ∈ [0, 1] mit sk multiplizieren und anschließend über alle k ∈ N0
summieren und erhalten mit der Deﬁnition ea(s) :=
∑∞
k=0 aks
k der erzeugenden Funktion
einer monoton wachsenden, beschränkten Folge
ea(s) =
1− p
s
(ea(s)− a0) + psM−1ea(s).
Dies lässt sich nach einigen Schritten umstellen zu
(1− s)ea(s) = a0
1− p(M−1)
1−p eUM−1(s)
. (8.7)
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Somit existiert aufgrund von eUM−1(1) = 1 der Grenzwert
lim
s→1−0
(1− s)ea(s) = a0
1− p(M−1)
1−p
. (8.8)
Zudem erhalten wir direkt aus der Deﬁnition der erzeugenden Funktion die Gleichung
(1− s)ea(s) = a0 +
∞∑
k=1
(ak − ak−1)sk. (8.9)
Wie bereits angemerkt, gilt wegen EU < c Satz 5.5 analog für den diskreten Fall und
liefert uns
1 = lim
u→∞
ψ(u) = lim
k→∞
ak = a0 +
∞∑
k=1
(ak − ak−1).
Somit erhalten wir mit dem Abelschen Grenzwertsatz zusätzlich nach (8.8)
1 = a0 +
∞∑
k=1
(ak − ak−1) = lim
s→1−0
(1− s)ea(s) = a0
1− p(M−1)
1−p
,
womit nach (8.6) Formel (8.5) erfüllt ist. Dies liefert uns nun nach (8.7)
(1− s)ea(s) = a0
1− (1− a0)eUM−1(s)
= a0
∞∑
n=0
(1− a0)n
[
eUM−1(s)
]n
,
wodurch uns Koeﬃzientenvergleich wegen (8.9) und
[
eUM−1(s)
]n
=
∞∑
k=0
Un∗M−1({k})sk, n ∈ N0,
die Gleichung
ak − ak−1 = a0
∞∑
n=0
(1− a0)nUn∗M−1({k}) (8.10)
für alle k ∈ N liefert. Die explizite Lösung einer Rekursion
bk − bk−1 = f(k), k ∈ N mit f(0) = b0
lässt sich durch einfache Induktion bestimmen und lautet bk =
∑k
i=0 f(i). Somit liefert
uns (8.10)
ak = a0
∞∑
n=0
(1− a0)n
k∑
i=0
Un∗M−1({i}) = a0
∞∑
n=0
(1− a0)nUn∗M−1(k),
womit wegen (8.6) Gleichung (8.4) gezeigt wurde.
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Wir betrachten nun zwei Roulette-Spieler mit unterschiedlichen Taktiken und wollen
für diese die Ruinwahrscheinlichkeit des Casinos berechnen. Beide Spieler benötigen pro
Spiel einen Einsatz c = 1. Wir gehen davon aus, dass beide zudem über genügend
Kapital verfügen. Spieler A wird stets auf eine Farbe setzen. Die Verlustchancen des
Casinos sind mit pA = 18/37 relativ hoch, der potentielle Verlust MA = 2 hingegen
niedrig. Spieler B wird im Gegenzug dazu stets auf eine Zahl setzen und somit das
Casino mit pB = 1/37 und MB = 36 vor die entgegengesetzten Situation stellen. Wir
stellen fest, dass in beiden Fällen, mit EUA = EUB = 36/37 < 1 = c, der erwartete
Verlust des Casinos pro Runde gleich hoch ist. Somit ist unsere Modellannahme zulässig
und wir können die Ruinwahrscheinlichkeit des Casinos berechnen. Dabei bezeichnen
ψA(u) (bzw. ψB(u)) die entsprechenden Wahrscheinlichkeiten, falls Spieler A (bzw. B)
unendlich lange spielen und dem Casino eine freie Reserve u ∈ R≥0 zur Verfügung
steht.
Satz 8.2. Unter allen Annahmen des obigen Absatzes gilt für alle u ∈ R≥0
ψA(u) < ψB(u). (8.11)
Beweis. Es reicht erneut die Aussage für buc =: k ∈ N0 zu zeigen. Wegen
1 = (1− ψ(0))
∞∑
n=0
ψ(0)n und ψ(k) = 1− ψ(k),
erhalten wir nach Satz 8.1
ψ(k) = (1− ψ(0))
∞∑
n=0
ψ(0)n(1− Un∗M−1(k)), (8.12)
für die Ruinwahrscheinlichkeit bei einer Zwei-Punkt-Schadensverteilung. Hierbei gilt zu-
dem
ψ(0) =
p(M − 1)
1− p . (8.13)
Wir erhalten somit insbesondere für unsere Spieler mit pA = 18/37,MA = 2 sowie
pB = 1/37,MB = 36
ψA(0) =
18
19
≈ 0.947 und ψB(0) = 35
36
≈ 0.972,
womit der Fall u = 0 gezeigt ist.
Da für alle k ∈ N0 die Beziehung U1(k) = 1[1,∞)(k) nach Deﬁnition der diskreten Gleich-
verteilung erfüllt ist, erhalten wir insbesondere für alle n ∈ N0
Un∗1 (k) = 1[n,∞)(k) =
{
0, wenn k < n,
1, wenn k ≥ n.
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Somit gilt nach (8.12),
ψA(k) = (1− ψA(0))
∞∑
n=k+1
ψA(0)
n = (ψA(0))
k+1. (8.14)
Da U35 nur natürliche Werte größer oder gleich eins annimmt, erhalten wir für alle n ∈ N0
Un∗35 (k) = 0, k < n.
Somit gilt
ψB(k) = (1− ψB(0))
(
k∑
n=0
ψB(0)
n(1− Un∗35 (k)) +
∞∑
n=k+1
ψB(0)
n
)
= (1− ψB(0))
k∑
n=0
ψB(0)
n(1− Un∗35 (k)) + (ψB(0))k+1, (8.15)
womit sich mittels (8.14),
ψB(k)− ψA(k) = (1− ψB(0))
k∑
n=0
ψB(0)
n(1− Un∗35 (k)) + (ψB(0))k+1 − (ψA(0))k+1
ergibt. Da xk+1 eine streng monoton wachsende Funktion ist und ψB(0)n(1−Un∗35 (k)) > 0
für alle n = 0, . . . k gilt, folgt ψB(k) − ψA(k) > 0, womit die Behauptung bewiesen
wurde.
Anhand dieser Rechnung erahnen wir, dass für ein Casino große Schäden mit geringer
Wahrscheinlichkeit gefährlicher sind, als kleine Schäden mit großer Wahrscheinlichkeit.
Um dies weiter zu untermauern wurden in Tabelle 8.1. weitere Daten gesammelt. Zur
Ermittlung dieser, wurde ein kleines Programm geschrieben (siehe Quelltext A.1), wel-
ches auf den Berechnungen aus Satz 8.1 beruht.
Es wurde dabei stets der Fall EU = Mp = 36/37 < 1 = c betrachtet, womit sich p
unweigerlich aus M berechnen lässt und somit ψ(0) in (8.13) nur von M abhängig ist.
Anstatt lediglich die Wettmöglichkeiten M = 2 (Rouge) und M = 36 (Plein) auszuwer-
ten, konnten somit auch Werte für die Fälle M = 3 (Douzaines), M = 6 (Transversale
Simple), M = 9 (Carrè), M = 12 (Les trois premiers), M = 18 (Cheval) sowie, der
Vollständigkeit halber, M = 4, berechnet werden.
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Tabelle 8.1.
Ruinwahrscheinlichkeit des Casinos bei konstantem Schadenserwartungswert
Seite 1
M 2 3 4 6 9 12 18 36
p 0,4865 0,3243 0,2432 0,1622 0,1081 0,0811 0,0541 0,0270
1,00 1,97 2,95 4,89 7,81 10,73 16,57 34,08
u M = 2 M = 3 M = 4 M = 6 M = 9 M = 12 M = 18 M = 36
0 0,94737 0,96000 0,96429 0,96774 0,96970 0,97059 0,97143 0,97222
10 0,55171 0,73511 0,80939 0,87410 0,91310 0,93149 0,95020 0,96347
20 0,32129 0,56031 0,67517 0,78410 0,85310 0,88636 0,91866 0,95195
30 0,18711 0,42707 0,56322 0,70319 0,79689 0,84355 0,89001 0,93681
40 0,10896 0,32552 0,46983 0,63064 0,74442 0,80278 0,86197 0,92119
50 0,06345 0,24811 0,39193 0,56556 0,69541 0,76397 0,83470 0,90768
60 0,03695 0,18912 0,32695 0,50721 0,64962 0,72704 0,80837 0,89347
70 0,02152 0,14415 0,27274 0,45487 0,60685 0,69189 0,78285 0,87948
80 0,01253 0,10987 0,22752 0,40794 0,56689 0,65845 0,75814 0,86605
90 0,00730 0,08374 0,18979 0,36584 0,52956 0,62661 0,73422 0,85262
100 0,00425 0,06383 0,15832 0,32810 0,49470 0,59632 0,71104 0,83941
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Graﬁk 8.1. - diskrete Ruinwahrscheinlichkeit der Roulette-Aufgabe
Anhand von Graﬁk 8.1. erkennen wir, dass ψ(u) bei konstantem M eine monoton fal-
lende Funktion bezüglich u ist, genauso wie es sein sollte. Mit steigendem M fallen die
Funktionen allerdings immer schwächer. Während sich im Fall M = 2 die Ruinwahr-
scheinlichkeit mit freier Reserve 0 zur freien Reserve 100 um 99,6% reduziert (von 94,7%
auf 0,4%), fällt sie im Fall M = 36 lediglich um 13,7% (von 97,2% auf 83,9%).
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Dies ist intuitiv nachvollziehbar, wenn man die Wahrscheinlichkeit des kürzest mögli-
chen Ruins des Casinos ermittelt. Um im Fall M = 36 bei einem Startkapital von 100
bankrott zu gehen, sind lediglich drei direkte Folgeschäden von Nöten. Die Wahrschein-
lichkeit dazu beträgt (1/37)3 ≈ 2∗10−5. Im Gegensatz dazu sind fürM = 2 bei gleichem
Startkapital 101 direkte Folgeschäden nötig um schnellst möglichen Ruin zu erreichen.
Mit (18/37)101 ≈ 2, 5 ∗ 10−32 ist die Wahrscheinlichkeit dafür also signiﬁkant geringer.
Insbesondere ist ψ(u) monoton steigend bezüglich M , bei konstantem u.
Es ist somit sinnvoll, Schäden in gewisser Form rückzuversichern. Wir werden uns nun
im nächsten Kapitel damit beschäftigen die Art der Rückversicherung so zu bestimmen,
dass unsere endliche Ruinwahrscheinlichkeit minimiert wird.
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9. Rückversicherung
Wir haben bereits festgestellt, dass Rückversicherungen ein wichtiges Werkzeug zur Ver-
ringerung des Risikos eines Versicherers darstellen. Deshalb werden wir uns in diesem
letzten Kapitel damit befassen, wie wir die Art der Rückversicherung zu wählen ha-
ben, um die Risiken der Versicherung zu optimieren. Wir werden uns in dieser Arbeit
ausschließlich mit Rückversicherungen befassen, welche auf die Einzelschäden wirken,
anstatt auf unseren Gesamtschaden. Jede Rückversicherung wird somit vor allem unse-
re Einzelschadenshöhen modiﬁzieren, sowie, als Ausgleich für den Rückversicherer, die
Prämienrate.
Wir setzen dabei stets voraus, dass die Rückversicherung die Einzelschäden nicht vergrö-
ßert, d.h. dass anstatt einem Schaden u stets ein modiﬁzierter Schaden uθ mit 0 ≤ uθ ≤ u
entsteht. Als letzte allgemeine Voraussetzung nehmen wir an, dass die Prämienrate für
die Rückversicherung kontinuierlich bezahlbar ist und der Rückversicherer im Schadens-
fall stets ohne Verzögerung seinen Anteil zahlt.
Der zugrundeliegende Schadensprozess wird dabei, genau wie in unserem Ruinmodell,
ein zusammengesetzter Poisson-Prozess mit Charakteristiken λ und FU sein. Als Opti-
mierungskriterium werden wir unsere endliche Ruinwahrscheinlichkeit betrachten und
versuchen diese bis zu einem festen Zeitpunkt x zu minimieren. Dabei ermöglichen wir
es dem Versicherer die Art bzw. Höhe der Rückversicherung zu Beginn jeder Zeitperiode
zu ändern. Somit hängt unsere optimale Strategie am Anfang jeder Zeiteinheit vom zur
Verfügung stehenden Kapital des Versicherers, sowie der Restzeit bis zum Zeitpunkt x
ab. Mathematisch bedeutet dies, dass wir ein diskretes, stochastisches Kontrollproblem
behandeln, obwohl unser zugrundeliegende Überschussprozess ein stetiger Prozess ist.
Zuletzt werden wir in diesem Kapitel einige Näherungsverfahren zur Berechnung der
optimalen Strategie betrachten. Beginnen wir nun zunächst mit einigen grundlegenden
Wiederholungen, bevor wir uns einigen Beispielen für Rückversicherungen widmen.
Wie bereits angemerkt betrachten wir als Schadensprozess erneut einen zusammenge-
setzten Poisson-Prozess X(t) mit Charakteristiken λ und FU . Dabei besitze die Vertei-
lungsfunktion FU eine Dichte und es gelte wie immer FU(0) = 0. Ebenso stehen dem
Versicherer zunächst eine freie Reserve u sowie eine konstante Prämienrate β zur Verfü-
gung. Letztere erfülle erneut die Bedingung
β > E(X1) = λE(U). (9.1)
Wir erinnern an dieser Stelle zudem an die Deﬁnitionen
R(t) := u+ βt−X(t) = u+ βt−
N(t)∑
i=1
Ui,
sowie
S(t) :=
N(t)∑
i=1
Ui − βt = u−R(t)
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des Risikoreserve - bzw. Schadensüberschussprozesses.
Wir werden ab sofort unsere Zeiteinheiten als Jahre betrachten, womit die Änderung
der Rückversicherungsstrategie jährlich erfolgen kann. Soll dies monatlich oder inner-
halb eines anderen Zeitintervalls geschehen, so müssen in allen folgenden Berechnungen
lediglich β, λ und x für die neue Zeitperiode nach Folgerung 7.2 modiﬁziert werden.
Wir widmen uns nun zwei gängigen Rückversicherungsstrategien und werden für diese ei-
nige Berechnungen anstellen. Man unterscheidet Rückversicherungsverträge hauptsäch-
lich in proportionale - und nichtproportionale Rückversicherungen. Bei der ersten Form
werden die Prämie sowie Einzelschäden zu einem gewissen Satz vom Rückversicherer
übernommen, während bei der nichtproportionalen Rückversicherung lediglich Schäden
ab einer gewissen Höhe vom Rückversicherer übernommen werden. Wir werden nun für
beide Fälle je eine spezielle Vertragsform näher betrachten.
Mit θ werden wir deshalb im Folgenden eine Rückversicherungsstrategie bezeichnen. Wie
bereits angemerkt wirkt sich diese stets auf die Prämienrate sowie die Verteilung (und
somit auch auf die Dichte) der Einzelschäden aus. Wir nennen deshalb βθ die Prämie des
Versicherers nach Rückversicherung und die Zufallsvariable Uθ die Einzelschadenshöhe
des Versicherers nach Rückversicherung.
Für die Wahl der Prämienrate nach Rückversicherung stehen erneut vielerlei Methoden
zur Verfügung, wir werden deshalb im Folgenden lediglich die Netto-Gewinn-Bedingung
βθ > E(Xθ,1) := λE(Uθ) (9.2)
voraussetzen.
Wir beginnen nun mit der einfachsten Form proportionaler Rückversicherungen und
erinnern erneut daran, dass wir lediglich positive Schäden zulassen.
Satz 9.1 (Quotenrückversicherung). Sei FU eine Verteilungsfunktion mit Dichte fU
und FU(0) = 0 und q ∈ (0, 1]. Dann bezeichnen wir die Rückversicherungsstrategie θ als
Quotenrückversicherung (QRV) mit Quote q, falls
Uθ := qU (9.3)
und somit
FUθ(x) := FU
(
x
q
)
, x ∈ R>0 (9.4)
gilt.
Sei nun θ eine QRV mit Quote q ∈ (0, 1], so ist FUθ eine Verteilungsfunktion mit
FUθ(0) = 0 und sie besitzt überall die Dichte
fUθ(x) =
1
q
fU
(
x
q
)
, x ∈ R>0 (9.5)
sowie die momenterzeugende Funktion
MUθ(s) = MU(qs), s ∈
(
−∞, s
+
U
q
)
. (9.6)
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Falls s+U > 0 gilt, existieren alle Momente von FU,θ und es folgt insbesondere
E(Uθ) = qE(U) (9.7)
sowie
Var(Uθ) = q2Var(U). (9.8)
Es gilt dann weiterhin
E(Uθ) ≤ E(U) sowie Var(Uθ) ≤ Var(U). (9.9)
Beweis. Sei θ eine QRV mit Quote q ∈ (0, 1]. Nach Voraussetzung gilt FU(0) = 0 womit
nach (9.4) direkt FUθ(0) = 0 folgt.
Da FU ebenfalls nach Voraussetzung eine Dichte fU besitzt liefert (9.4) erneut für alle
x ∈ R>0
fUθ(x) = F
′
Uθ
(x) = F ′U
(
x
q
)
=
1
q
fU
(
x
q
)
,
womit die Existenz der Dichte sowie (9.5) gezeigt wurden.
Die Formel für die momenterzeugende Funktion sowie der Momente folgt unweigerlich
aus (9.3).
Wegen q ∈ (0, 1] erkennen wir aus (9.7) bzw. (9.8), dass eine Quotenrückversicherung
sowohl den Erwartungswert, als auch die Varianz verringert, womit (9.9) gilt.
Anmerkung: 1.) Der Versicherer zahlt bei einer Quotenrückversicherung also ledig-
lich einen quotiellen Anteil q aller Schäden. Den restlichen Teil der Schäden übernimmt
die Rückversicherung. Die Vorteile einer solchen Strategie liegen vor allem im geringen
Verwaltungsaufwand sowie der Erhöhung der Solvabilitätslage des Versicherers. Dies be-
deutet, dass er mit gleicher freien Reserve mehr Schäden abdecken und somit auch mehr
Versicherungen verkaufen kann. Im Gegenzug handelt es sich im Allgemeinen allerdings
um eine recht teure Rückversicherung, da die Prämie ebenfalls quotiell geteilt wird.
2.) Den Fall des fronting's (q = 0), bei dem der Erstversicherer das volle Risiko an die
Rückversicherung weiterleitet, werden wir an dieser Stelle nicht betrachten. Aus mathe-
matischer Sicht folgt in diesem Fall trivialerweise ψ(u, x) = 0 für alle u, x ∈ R≥0 für den
Erstversicherer.
3.) Wir erkennen somit, dass unsere für die Formel von Seal benötigten Bedingungen
nach einer Quotenrückversicherung erhalten bleiben. Zudem folgt aus (9.3) die Darstel-
lung
FXt,θ(x) = FXt
(
x
q
)
, x ∈ R>0 (9.10)
für die Verteilungsfunktion des Gesamtschadens Xt,θ =
∑Nt
i=1 Uθ.
Betrachten wir nun die gängigste Form der nichtproportionalen Rückversicherungen.
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Satz 9.2 (Schadenexzedentenrückversicherung). Sei FU eine Verteilungsfunktion mit
Dichte fU und FU(0) = 0 und H,P ∈ R>0. Dann bezeichnen wir die Rückversicherungs-
strategie θ als Schadenexzedentenrückversicherung (XL - aus engl. excess of loss) mit
Priorität P und Haftstrecke H, falls
Uθ := min(U, P ) + max(U − (P +H), 0) =

U, wenn U ≤ P
P, wenn P < U ≤ P +H
U −H, wenn U > P +H
(9.11)
erfüllt ist. Somit erhalten wir die Verteilungsfunktion von Uθ mit
FUθ(x) =
{
FU(x), wenn x < P
FU(x+H), wenn x ≥ P.
(9.12)
Sei nun θ eine XL mit Priorität P ∈ R>0 und Haftstrecke H ∈ R>0, so ist FUθ eine
Verteilungsfunktion mit FUθ(0) = 0 und ist f.ü. diﬀerenzierbar mit
F ′Uθ(x) := f˜Uθ(x) =
{
fU(x), wenn x < P
fU(x+H), wenn x > P.
(9.13)
Falls s+U > 0 gilt, existieren alle Momente von FU,θ und es folgt insbesondere
E(Uθ) = E(U)−
∫ P+H
P
FU(x) dx (9.14)
sowie
Var(Uθ) = Var(U) + 2E(U)
∫ P+H
P
FU(x) dx−
(∫ P+H
P
FU(x) dx
)2
− 2
∫ P+H
P
xFU(x) dx− 2H
∫ ∞
P+H
FU(x) dx. (9.15)
Es gilt dann weiterhin
E(Uθ) ≤ E(U) sowie Var(Uθ) ≤ Var(U). (9.16)
Beweis. Sei θ eine XL mit Priorität P ∈ R>0 und Haftstrecke H ∈ R>0. Zeigen wir
zunächst die Verteilungsfunktion von Uθ. Sei dazu x ∈ R≥0, dann gilt nach Deﬁnition
(9.11)
FUθ(x) = P(Uθ ≤ x, U ≤ P ) + P(Uθ ≤ x, P < U ≤ P +H) + P(Uθ ≤ x, U > P +H)
= P(U ≤ x, U ≤ P ) + P(P ≤ x, P < U ≤ P +H) + P(U −H ≤ x, U > P +H)
= FU(x)1[0,P )(x) + FU(P )1[P,∞)(x) + (FU(P +H)− FU(P ))1[P,∞)(x)
+ (FU(x+H)− FU(P +H))1[P,∞)(x)
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= FU(x)1[0,P )(x) + FU(x+H)1[P,∞)(x).
Somit wurde (9.12) gezeigt.
Nach Voraussetzung gilt FU(0) = 0, womit nach (9.12) nun direkt FUθ(0) = 0 wegen
P > 0 folgt.
Da FU ebenfalls nach Voraussetzung eine Dichte fU besitzt, liefert (9.12) die Gleichung
(9.13) durch direktes Nachrechnen.
Mithilfe der allgemeinen Formel
EXn = n
∫ ∞
0
xn−1FX(x) dx, n ∈ N (9.17)
für die Momente einer nichtnegativen Zufallsvariable X ≥ 0 mit Schwanzfunktion FX
liefert die Existenz der Momente von U , aufgrund der Abschätzung
FUθ(x) ≤ FU(x), x ∈ R
nach (9.12) sowie der Monotonie von FUθ , die Existenz der Momente von Uθ. Wir erhalten
somit insbesondere mittels (9.17)
E(Uθ) =
∫ ∞
0
FUθ(x) dx =
∫ P
0
FU(x) dx+
∫ ∞
P
FU(x+H) dx
=
∫ P
0
FU(x) dx+
∫ ∞
P+H
FU(x) dx = E(U)−
∫ P+H
P
FU(x) dx
sowie
E(U2θ ) = 2
∫ ∞
0
xFUθ(x) dx = 2
∫ P
0
xFU(x) dx+ 2
∫ ∞
P+H
(x−H)FU(x) dx
= E(U2)− 2
∫ P+H
P
xFU(x) dx− 2
∫ ∞
P+H
HFU(x) dx
= Var(U) + (E(U))2 − 2
∫ P+H
P
xFU(x) dx− 2H
∫ ∞
P+H
FU(x) dx.
Somit folgen (9.14) und (9.15) zusätzlich nach der Deﬁnition der Varianz.
Wir erkennen an (9.14) und der Nichtnegativität des auftretenden Integrals sofort, dass
der Erwartungswert für beliebiges P ∈ R>0 und H ∈ R>0 kleiner wird. Es reicht also zu
zeigen, dass dies ebenfalls für die Varianz zutriﬀt. Sei dazu nun P ∈ R>0 beliebig aber
fest gewählt, so deﬁnieren wir für alle H ∈ R>0
Z(P,H) := 2E(U)
∫ P+H
P
FU(x) dx−
(∫ P+H
P
FU(x) dx
)2
− 2
∫ P+H
P
xFU(x) dx− 2H
∫ ∞
P+H
FU(x) dx.
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Wir erkennen sofort, dass Z(P, 0) = 0 gilt. Partielle Ableitung nach H liefert
∂
∂H
Z(P,H) = 2E(U)FU(P +H)− 2F (P +H)
(∫ P+H
P
FU(x) dx
)
− 2(P +H)FU(P +H)− 2
∫ ∞
P+H
FU(x) dx+ 2HF (P +H)
= 2FU(P +H)
[
E(U)−
∫ P+H
P
FU(x) dx− P
]
− 2
∫ ∞
P+H
FU(x) dx
= 2FU(P +H)
[∫ P
0
FU(x) dx+
∫ ∞
P+H
FU(x) dx− P
]
− 2
∫ ∞
P+H
FU(x) dx.
Wegen FU(P +H) ≥ 0 und FU(x) ≤ 1 für alle x ∈ R erhalten wir somit
∂
∂H
Z(P,H) ≤ 2FU(P +H)
[
P +
∫ ∞
P+H
FU(x) dx− P
]
− 2
∫ ∞
P+H
FU(x) dx
= −2(1− FU(P +H))
∫ ∞
P+H
FU(x) dx ≤ 0.
Da dies für alle H ∈ R>0 gilt, ist Z(P,H) monoton fallend mit Startwert 0 und somit
gilt
Z(P,H) ≤ 0, P ∈ R>0, H ∈ R>0,
womit (9.15) die Verringerung der Varianz und damit (9.16) liefert. Der Fall H = ∞
lässt sich analog mit
Z(P ) := 2E(U)
∫ ∞
P
FU(x) dx−
(∫ ∞
P
FU(x) dx
)2
− 2
∫ ∞
P
xFU(x) dx
wegen Z(0) = −Var(U) ≤ 0, limP→∞ Z(P ) = 0 und Z ′(P ) ≥ 0 zeigen.
Anmerkung: 1.) Der Versicherer zahlt bei einer Schadenexzedentenrückversicherung
somit alle Schäden bis zur Prioritätsgrenze vollständig. Ab dieser übernimmt der Rück-
versicherer alle überschüssigen Schäden bis zu einer von ihm festgelegten Haftstrecke.
Übersteigen die Schäden die Summe von Priorität und Haftstrecke, so trägt erneut der
Erstversicherer die Überschüsse, so dass der maximal zu zahlende Betrag des Rückver-
sicherers durch die Haftstrecke begrenzt ist. Solche Rückversicherungen eignen sich also
bestens zum Schutz vor einzelnen Großschäden und sind meist billiger als entsprechen-
de Quotenrückversicherungen. Sie sind allerdings mit einem größerem Arbeitsaufwand
verbunden, da alle einzelnen Schäden geprüft werden müssen.
2.) Wir werden im Folgenden ebenfalls H = ∞ zulassen, was zur Folge hat, dass der
Rückversicherer alle Schäden ab Priorität P übernimmt und die Einzelschäden des Erst-
versicherers somit auf P beschränkt sind. Wir führen deshalb noch die Kurzschreibwei-
se
R>0 := R>0 ∪ {∞}
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für die abgeschlossene Menge der positiven reellen Zahlen ein. Gelte nun zusätzlich zu
H = ∞ noch P = 0, so gelangen wir erneut zum Fall des fronting's, welcher in der
Anmerkung zur Quotenrückversicherung bereits betrachtet wurde. Für die Fälle H = 0
bzw. P →∞ liegt oﬀensichtlich keinerlei Rückversicherung vor und der Schadensprozess
bleibt unverändert.
3.) Im Gegensatz zur Quotenrückversicherung ist es nicht möglich eine einfache ge-
schlossene Form für die Verteilungsfunktion des Gesamtschadens nach Rückversicherung
anzugeben, was in den meisten Fällen lediglich eine numerische Berechnung bzw. Appro-
ximation zulässt. Zudem existiert aufgrund des Sprunges der Verteilungsfunktion nach
XL an der Stelle P unsere Einzelschadensdichte nach Rückversicherung lediglich fast
überall. Dies hat zur Folge, dass nicht alle Bedingungen von Seals Formeln erfüllt sind
und wir auf den Fall für Verteilungen ohne Dichten ausweichen müssen.
Als letzte vorbereitende Maßnahme werden wir nun noch unsere beiden Rückversiche-
rungsstrategien am Beispiel von exponentialverteilten Einzelschäden begutachten. Wir
fassen dazu lediglich die Momente nach den jeweiligen Rückversicherungen zusammen,
da wir diese später für weitere Approximationen benötigen werden und beschränken uns
zudem auf den Fall H =∞ für unsere Schadenexzedentenrückversicherung.
Satz 9.3. Seien U ∼ Exp(µ) mit µ ∈ R>0 sowie θ1 eine QRV mit Quote q ∈ (0, 1]
sowie θ2 eine XL mit Priorität P ∈ R>0 und Haftstrecke H = ∞. Dann existieren alle
Momente von Uθ1 sowie Uθ2 und es gilt insbesondere
E(Uθ1) =
q
µ
sowie Var(Uθ1) =
q2
µ2
(9.18)
und
E(Uθ2) =
1
µ
[
1− e−µP ] sowie Var(Uθ2) = 1µ2 [1− e−2µP ]− 2µPe−µP . (9.19)
Beweis. Für die QRV ergeben sich die Momente direkt aus (2.57) bzw. (2.58) und (9.7)
bzw. (9.8).
Analog erhalten wir die Momente der XL ebenfalls aus (2.57) bzw. (2.58) mittels (9.14)
bzw. (9.15) und zusätzlich ∫ ∞
P
e−µx dx =
1
µ
e−µP
sowie ∫ ∞
P
xe−µx dx =
[
P
µ
+
1
µ2
]
e−µP .
Wir haben somit zwei der grundlegendsten Rückversicherungsstrategien betrachtet und
gezeigt, dass lediglich die Quotenrückversicherung unsere Bedingungen zur Anwendung
von Satz 7.1 (Seal) erfüllt. Bereits im Falle von Schadenexzedentenrückversicherungen
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müssten wir auf Satz 7.4 ausweichen. Um dies vorerst zu umgehen, wollen wir im Folgen-
den beliebige Rückversicherungsstrategien θ als zulässig bezeichnen, falls sich der Ge-
samtschadensprozess Xθ(t) nach Anwendung dieser immer noch als zusammengesetzter
Poisson-Prozess mit existenter Einzelschadensdichte fUθ darstellen lässt. Zudem erin-
nern wir daran, dass jede zulässige Strategie ebenfalls unsere Netto-Gewinn-Bedingung
(9.2) erfüllt. Zuletzt sei erwähnt, dass bei praktischen Anwendungen der nachfolgenden
Ergebnisse meist weitere Restriktionen für die Menge an zulässigen Strategien sinnvoll
sind (z.B. Strategien, welche den selben erwarteten Gewinn > 0 erzielen).
Widmen wir uns nach diesen Vorbetrachtungen den Auswirkungen von zulässigen Rück-
versicherungen auf die Ruinwahrscheinlichkeit des Erstversicherers. Wir betrachten so-
mit, falls nicht explizit anders erwähnt, ab sofort ausschließlich zulässige Rückversiche-
rungsstrategien θ.
Wie bereits in der Einleitung zum Kapitel angemerkt, kann der Versicherer zu Beginn
jeden Jahres sowohl Art als auch Höhe seiner Versicherungsstrategie ändern. Mit θj be-
zeichnen wir dazu nun, für j = 1, 2, . . ., die Rückversicherungsstrategie des j-ten Jahres,
also vom Zeitpunkt j − 1 bis j. Wir werden den Index j weglassen, falls das Jahr kei-
nerlei Rolle spielt. Zudem werden wir die Symbolik θ := (θ1, θ2, . . . , θn) ebenfalls für
eine allgemeine Strategie über mehrere Jahre, mit veränderlichen Jahresstrategien θi,
verwenden. Wir bezeichnen dabei eine allgemeine Strategie θ als zulässig, falls all ihre
Einzeljahresstrategien θi zulässig sind.
Bezeichne Rθ(n) für alle n ∈ N0 den Risikoreserveprozess nach den Rückversicherungs-
strategien θ1, θ2, . . . , θn, sowie Rθ,n die entsprechenden Zufallsvariablen des Prozesses. So
gilt zum einen Rθ,0 = u sowie rekursiv für t ∈ [0, 1)
Rθn+1,n+t = Rθ,n + βθn+1t−Xθn+1,t. (9.20)
Dabei bezeichne βθj die Prämienrate im Jahr j nach Rückversicherung, sowie Xθj+1,t die
Gesamtschadenshöhe im Zeitraum [j, j + t) nach Rückversicherung. Nach unseren Vor-
aussetzungen ist letztere zusammengesetzt Poisson-verteilt mit modiﬁzierten Charakte-
ristiken λ und FUθj , wobei die Einzelschadensverteilung FUθj eine Dichte fUθj besitzt.
Zudem werden wir für alle t ∈ R≥0 die Kurzschreibweise
βθt :=
btc∑
j=1
βθj + βθdtet (9.21)
für das Einkommen unserer Prämienrate über einen Zeitraum t verwenden.
Für ein gewisses θ deﬁnieren wir dann zudem für t ∈ [0, 1) und x ∈ R die Verteilung
Gθ(x, t) := P(Xθ,t ≤ x) = FXθ,t(x) (9.22)
von Xθ,t. Die Existenz der Dichte fUθ liefert somit die f.ü. Existenz der partiellen Ablei-
tung
gθ(x, t) :=
∂
∂x
Gθ(x, t) (9.23)
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für alle x ∈ R>0 (Vergleich f˜Xt in (3.14)).
Bezeichne nun ψθ(u, x) für u, x ∈ R≥0 die Ruinwahrscheinlichkeit mit Startkapital u bis
zum Zeitpunkt x, nach Anwendung der Rückversicherungsstrategien θ1, θ2, . . . , θn mit
n := dxe. Sei zudem ψˆ(u, x) das Minimum von ψθ(u, x) über alle zulässigen θ.
Wir sind nun in der Lage ψˆ(u, x) rekursiv zu bestimmen. Wir wählen dafür speziell
x = n ∈ N und betrachten somit die Wahrscheinlichkeit für Ruin in kontinuierlicher
Zeit, innerhalb der ersten n Jahre und mit Hilfe eines Startkapitals u.
Für unsere rekursiven Berechnungen werden wir zwei neue Größen benötigen, welche
wir zuerst deﬁnieren und anschließend mit Hilfe unserer Funktion gθ, für die für uns
relevanten Werte, darstellen werden.
Deﬁnition 9.4. Sei θ eine zulässige Strategie, so bezeichne für alle u, t, y ∈ R≥0
∆θ(u, t, y) := P
(( ⋂
0≤s≤t
{Rθ,s ≥ 0}
)
∩ (Rt > y)
)
(9.24)
die Wahrscheinlichkeit, dass mit Hilfe eines Startkapitals u kein Ruin im Zeitraum [0, t]
eintritt und der Überschuss zum Zeitpunkt t größer als y ist. Weiterhin deﬁnieren wir
die Größe
δθ(u, t, y) := − d
dy
∆θ(u, t, y). (9.25)
Diese existiert f.ü., da ∆θ(u, t, y) bzgl. y eine monoton fallende Funktion ist.
Es gelten nun folgende grundlegende Eigenschaften dieser beiden Funktionen.
Satz 9.5. Seien für alle u, t, y ∈ R≥0 die Funktionen ∆θ und δθ wie in Deﬁnition 9.4
gegeben, so gilt für alle u, t ∈ R≥0
∆θ(u, t, 0) = ψ(u, t) (9.26)
sowie
∆θ(u, t, y) = 0, y ≥ u+ βθt (9.27)
und
lim
y↑u+βθt
∆θ(u, t, y) = e
−λt bzw. lim
t↓y/βθ
∆θ(0, t, y) = e
−λy/βθ . (9.28)
Zudem existiert δθ(u, t, y) nicht an der Stelle y0 := u + βθt, allerdings erhalten wir für
alle a, b ∈ R mit 0 ≤ a ≤ b < u+ βθt∫ b
a
δθ(u, t, y) dy = ∆θ(u, t, a)−∆θ(u, t, b) (9.29)
und zudem für den Grenzfall a = 0 und b = u+ βθt∫ u+βθt
0
δθ(u, t, y) dy = ψ(u, t)− e−λt. (9.30)
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Es gilt weiterhin für alle t ∈ R>0 sowie y ∈ [0, βθt)
δθ(0, t, y) =
y
βθt
gθ(βθt− y, t). (9.31)
Zuletzt ist für alle u, t ∈ R>0 sowie y ∈ [0, βθt) die Gleichung
∆θ(u, t, y) = Gθ(u+ βθt− y, t)− βθ
∫ t−y/βθ
0
∆θ(0, t− s, y)gθ(u+ βθs, s) ds (9.32)
erfüllt.
Beweis. Da Gθ(x, t) für alle t nach unseren Voraussetzungen stetig außer an der Stelle
x0 = 0 ist, folgt insbesondere die Stetigkeit von Hθ(x, t) := Gθ(u + βθt − x, t) an allen
Stellen außer x = u+ βθt. Nach Deﬁnition des Risikoreserveprozesses, gilt
Hθ(x, t) = P(Xθ,t ≤ u+ βθt− x) = P(Rθ,t ≥ x).
Nach diesen Vorüberlegungen erhalten wir insbesondere
P(Rθ,t > 0) = P(Rθ,t ≥ 0),
womit Gleichung (9.26) direkt aus der Notwendigkeit von Rθ,t ≥ 0 für Überleben folgt.
Die Gleichungen (9.27) und (9.28) folgen nach kurzen Überlegungen, da u + βθt dem
maximal möglichen Kapital nach t Zeiteinheiten entspricht und dies gleichbedeutend zu
Nt = 0 mit Wahrscheinlichkeit e−λt ist.
Letztere beiden Gleichungen liefern zudem, dass ∆θ(u, t, y) einen Sprung an der Stelle
y0 = u + βθt besitzt, was die Nichtexistenz der Ableitung impliziert. Gleichung (9.29)
folgt dann unweigerlich aus der Deﬁnition (9.25) von δθ.
Mittels Grenzwertbetrachtung erhalten wir wegen (9.26), (9.28) und (9.29)∫ u+βθt
0
δθ(u, t, y) dy = lim
↓0
∫ u+βθt−
0
δθ(u, t, y) dy
= lim
↓0
(∆θ(u, t, 0)−∆θ(u, t, u+ βθt− ))
= ψ(u, t)− lim
↓0
∆θ(u, t, u+ βθt− )
= ψ(u, t)− e−λt,
womit (9.30) gezeigt ist.
Für die letzten beiden Gleichungen werden wir lediglich eine Beweisskizze angeben.
Sei dazu zunächst I := [y, y + dy) das inﬁnitesimale Intervall um y, so gilt nach Deﬁni-
tion der bedingten Wahrscheinlichkeit, sowie dem Satz von Takács
δθ(0, t, y) = P
( ⋂
0≤s≤t
{Rs ≥ 0} , Rt ∈ I
)
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= P
( ⋂
0≤s≤t
{Rs ≥ 0}
∣∣ Rt ∈ I)P (Rt ∈ I)
=
y
βθt
P (Rt ∈ I) = y
βθt
gθ(βθt− y, t).
Gleichung (9.32) folgt mittels analogen Überlegungen zur zweiten Formel von Seal. Um
bis zum Zeitpunkt t mit Startkapital u und einem Endkapital größer y zu überleben,
muss Rt > y gelten. Diese notwendige Bedingung wird im ersten Term beschrieben. Es
kann aber nun trotz Rt > y zu Ruin im Zeitraum [0, t] gekommen sein. Dann existiert
allerdings ein letzter Zeitpunkt s für den Rs = 0 erfüllt ist, ab dem kein weiterer Ruin
eintrat und Rt > y gilt. Die Wahrscheinlichkeit dafür entspricht dem Integranden des
zweiten Terms. Zuletzt lässt sich das Integrationsgebiet nach (9.27) wegen
∆θ(0, t− s, y) = 0, s ≥ t− y
βθ
,
weiter einschränken, womit Gleichung (9.32) gilt.
Anmerkung: 1.) Integrieren wir (9.31) über alle y, so folgt nach wenigen Umformungen
und partieller Integration, aufgrund der Deﬁnitionen der Größen sowie (9.30) unsere erste
Formel von Seal (7.2).
2.) Es lässt sich ebenfalls erkennen, dass für y = 0 Gleichung (9.32) in unsere zweite
Formel von Seal (7.3) übergeht.
Nach Betrachtung dieser Eigenschaften, wollen wir nun die, für unsere Berechnungen
relevanten, Größen mithilfe von gθ darstellen. Folgender Satz beinhaltet somit die erste
notwendige Formel zur Berechnung unserer optimalen Rückversicherungsstrategie.
Satz 9.6. Sei für alle u, t, y ∈ R≥0 die Funktion δθ wie in Deﬁnition 9.4 gegeben, so
erhalten wir für alle u ∈ R≥0 und y ∈ [0, βθ)
δθ(u, 1, y) = gθ(u+ βθ − y, 1)− gθ(u+ βθ − y, 1− y/βθ)e−λy/βθ
− y
∫ 1−y/βθ
0
1
1− sgθ(βθ(1− s)− y, 1− s)gθ(u+ βθs, s) ds. (9.33)
Beweis. Leiten wir Gleichung (9.32) aus Satz 9.5 für t = 1 nach y ab, so erhalten wir
mittels Deﬁnition (9.25) sowie (9.28) und (9.31)
δθ(u, 1, y) = − d
dy
∆θ(u, 1, y)
= gθ(u+ βθ − y, 1) + βθ(− 1
βθ
) lim
s↑1−y/βθ
gθ(u+ βθs, s)∆θ(0, 1− s, y)
+ βθ
∫ 1−y/βθ
0
(−δθ(0, 1− s, y))gθ(u+ βθs, s) ds
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= gθ(u+ βθ − y, 1)− gθ(u+ βθ − y, 1− y/βθ) lim
1−s↓y/βθ
∆θ(0, 1− s, y)
− y
∫ 1−y/βθ
0
1
1− sgθ(βθ(1− s)− y, 1− s)gθ(u+ βθs, s) ds
= gθ(u+ βθ − y, 1)− gθ(u+ βθ − y, 1− y/βθ)e−λy/βθ
− y
∫ 1−y/βθ
0
1
1− sgθ(βθ(1− s)− y, 1− s)gθ(u+ βθs, s) ds.
Dies entspricht Formel (9.33), womit der Satz bewiesen ist.
Anmerkung: 1.) Wir haben die Voraussetzung y < βθ schon in Voraussicht auf weitere
Berechnungen gestellt, da wir nur für diesen Fall δθ(u, 1, y) benötigen werden. Betrachten
wir zudem die Integrationsgrenzen des Integrals in (9.33), so verschwindet das Integral im
Grenzfall y = βθ, womit die Voraussetzung zusätzlich sinnvoll ist. Außerdem bemerken
wir, dass für y = 0 der hintere Term komplett verschwindet und für y ∈ (0, βθ) der
Integrand keine Unstetigkeitsstellen aufweist.
2.) Da wir speziell t = 1 gewählt haben, hängen alle auftretenden Größen in (9.33)
lediglich von unserer ersten Rückversicherungsstrategie θ1 ab, weswegen wir alle darin
auftretenden θ durch θ1 ersetzen könnten.
Mithilfe der Funktionen δθ sowie Gθ und gθ sind wir nun in der Lage unsere optimale
Ruinwahrscheinlichkeit ψˆ(u, n) rekursiv zu berechnen.
Satz 9.7. Seien im Folgenden u ∈ R≥0 und n ∈ N fest aber beliebig gewählt. Zu-
dem bezeichnen ψθ(u, n) bzw. ψθ(u, n) die Überlebens- bzw. Ruinwahrscheinlichkeit nach
Rückversicherungsstrategie θ.
Es gilt für alle zulässigen Strategien θ und t ∈ (0, 1]
ψθ(0, t) =
1
βθt
∫ βθt
0
Gθ(y, t) dy. (9.34)
Mittels obiger Gleichung gilt nun für alle zulässigen Strategien θ im Falle u ∈ R>0
ψθ(u, 1) = Gθ(u+ βθ, 1)− βθ
∫ 1
0
ψ(0, 1− y)gθ(u+ βθy, y) dy. (9.35)
Im Fall n > 1 erhalten wir nun rekursiv mit θ \ θ1 := (θ2, . . . , θn)
ψθ(u, n) = ψθ1(u, 1) + e
−λψθ\θ1(u+ βθ1 , n− 1)
+
∫ βθ1
0
δθ1(u, 1, y)ψθ\θ1(y, n− 1) dy
+
∫ u+βθ1
βθ1
gθ1(u+ βθ1 − y, 1)ψθ\θ1(y, n− 1) dy. (9.36)
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Somit gilt für unsere optimale Strategie
ψˆ(u, n) = inf
θ
ψθ(u, n). (9.37)
Beweis. Nach Voraussetzung ist θ eine zulässige Strategie, womit Xθ(t) einem zusam-
mengesetzten Poisson-Prozess mit Charakteristiken λ und FUθ entspricht. Zudem galt
dann FUθ(0) = 0 und FUθ besaß eine Dichte fUθ . Somit können wir die Formeln von Seal
anwenden und (9.34) bzw. (9.35) entsprechen (7.2) bzw. (7.3).
Widmen wir uns nun (9.36). Wir werden erneut lediglich eine Beweisskizze angeben.
Sei dazu nun n > 1 und eine passende Mehrjahresstrategie θ = (θ1, θ2, . . . , θn) gegeben.
Wir können zunächst nach unserem Ruinzeitpunkt bedingen und festlegen, ob dieser
innerhalb des ersten Jahres liegt oder nicht. Wir erhalten somit
ψθ(u, n) = ψθ(u, 1) +H(θ)
für eine Funktion H. Intuitiv entspricht H(θ) der Wahrscheinlichkeit von Ruin innerhalb
der Jahre 2, . . . , n über alle nach Jahr 1 möglichen Startkapitale y ∈ [0, u+ βθ1 ], wobei
kein Ruin im Jahr 1 eintrat und die Strategien θ \ θ1 verwendet wurden. Bedingen wir
nach den möglichen Startkapitalen y, so entstehen drei interessante Fälle.
1.) y = u + βθ: In diesem Fall trat kein Schaden bis zum Zeitpunkt 1 ein. Die Wahr-
scheinlichkeit dafür entspricht e−λ.
2.) y ∈ [0, βθ1): Da für diesen Fall Ruin bis zum Zeitpunkt 1 möglich wäre, müssen wir
dies mittels der Dichte δθ(u, 1, y) ausschließen.
3.) y ∈ [βθ1 , u+ βθ1): Hier ist kein Ruin bis zum Zeitpunkt 1 möglich, womit lediglich
X1 = u + βθ − y gefordert wird. Die entsprechende Dichte dafür ist nach unseren Deﬁ-
nitionen gθ(u+ βθ − y, 1).
Integrieren wir nun über alle möglichen Werte von y und beachten, dass in jedem Fall
die Wahrscheinlichkeit von Ruin in den Jahren 2, . . . , n mit Startkapitel y der Wahr-
scheinlichkeit ψθ\θ1(y, n−1) entspricht, so erhalten wir für H(θ) die hinteren drei Terme
in (9.36). Beachten wir zuletzt noch, dass
ψθ(u, 1) = ψθ1(u, 1)
gilt, so folgt (9.36).
Zuletzt gilt (9.37) direkt aufgrund der Deﬁnition von ψˆ(u, n).
Anmerkung: 1.) Numerische Probleme treten vor allem bei der Berechnung von Gθ
bzw. gθ auf. Beide lassen sich zwar mittels Panjer-Algorithmus errechnen, allerdings
wird dies für große Werte von λ (also einer hohen Zahl erwarteter Schäden pro Jahr)
unpraktikabel.
2.)Da sich die ersten beiden Formeln lediglich auf einem Zeitraum t ∈ (0, 1] beziehen,
ist es erneut möglich alle darin vorkommenden θ durch θ1 zu ersetzen.
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Wir haben für alle bisherigen Berechnungen die Existenz einer Einzelschadensdichte
fUθ vorausgesetzt, allerdings ebenfalls gezeigt, dass dies selbst für einige grundlegende
Rückversicherungsstrategien nicht gültig ist. Für diesen Fall könnte man Gleichungen
wie (9.35) durch die allgemeinere Formel von Seal (siehe Satz 7.4) ersetzen und zudem
Sprungterme in (9.36) hinzufügen. Die numerische Einbindung dieser Fälle wäre so-
mit mit einem enormen Aufwand verbunden und daher ebenfalls unpraktikabel. Wir
haben also zusätzlich mit Anmerkung 1.) zwei gute Gründe für ein Approximationsver-
fahren aufgezeigt und wollen deshalb zum Abschluss dieser Arbeit ein solches Verfahren
angeben.
Wir werden im Folgenden für alle t ∈ R>0 unsere Gesamtschadensverteilung Gθ(·, t),
sowie deren Dichte gθ(·, t) durch die Verteilungsfunktion bzw. Dichte einer Gammaver-
teilung mit Parametern pt und b ersetzen. Da wir die Gammaverteilung bisher noch nicht
explizit behandelt haben, werden wir dies an dieser Stelle nachholen.
Satz 9.8. Sei X eine stetige Zufallsvariable sowie p, b ∈ R>0. Wir bezeichnen X als
gammaverteilte Zufallsvariable mit Parametern p, ba (kurz X ∼ γ(p, b)), falls
fX(x) =
{
bp
Γ(p)
xp−1e−bx, wenn x ≥ 0
0, wenn x < 0
(9.38)
die Dichte der Verteilungsfunktion von X ist. Hierbei bezeichnet Γ die Gammafunktion.
Sei nun X ∼ γ(p, b) mit Parametern p, b ∈ R>0, dann ist
FX(x) =
{∫ x
0
bp
Γ(p)
yp−1e−by dy, wenn x ≥ 0
0, wenn x < 0
(9.39)
die Verteilungsfunktion von X und es gilt für alle s ∈ (−∞, b)
MX(s) =
(
b
b− s
)p
(9.40)
Somit existieren alle Momente der Verteilung und es gilt insbesondere
E(X) =
p
b
, (9.41)
sowie
Var(X) =
p
b2
. (9.42)
Beweis. Wir zeigen lediglich die momenterzeugende Funktion, da alle anderen Aussagen
direkt aus der Deﬁnition oder mit analogen Überlegungen zum Beweis von Satz 2.21
folgen. Sei also s < b, so gilt nach Deﬁnition der Gammafunktion∫ ∞
0
xp−1e−(b−s)x dx =
1
b− s
∫ ∞
0
(
t
b− s
)p−1
e−t dt =
Γ(p)
(b− s)p .
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Wir erhalten also für alle s < b
MX(s) =
bp
Γ(p)
∫ ∞
0
xp−1e−(b−s)x dx =
(
b
b− s
)p
.
Anmerkung:Wie bereits am Ende von Kapitel 2 angedeutet, verallgemeinert die Gam-
maverteilung die Erlang-Verteilung. Dies wird ersichtlich, da Γ(p) = (p − 1)! für p ∈ N
gilt. Zudem haben wir somit einen alternativen Beweis für die momenterzeugende Funk-
tion einer Erlang-Verteilung gezeigt.
Wir sind nun in der Lage unsere Approximation der optimalen Strategie mittels Gam-
maverteilung anzugeben.
Wir wählen dazu für jede Strategie θ unsere Parameter bθ, pθ ∈ R>0 so, dass die ers-
ten beiden Momente der Gammaverteilung γ(pθ, bθ) mit den ersten beiden Momenten
unseres Gesamtschadens X1 zum Zeitpunkt 1 übereinstimmt.
Satz 9.9. Seien θ eine Rückversicherungsstrategie und Xθ(t) ein zus. Poisson-Prozess
mit Charakteristiken λ und FUθ . Zudem sei X ∼ γ(pθ, bθ) mit
pθ =
λ(EUθ)2
λVarUθ + (EUθ)2
sowie bθ =
EUθ
λVarUθ + (EUθ)2
. (9.43)
Dann gilt
EX = EXθ,1 sowie VarX = VarXθ,1.
Beweis. Es gilt nach den Voraussetzungen (9.43) mittels (3.11),(3.12),(9.41) sowie (9.42)
EX =
pθ
bθ
= λEUθ = EXθ,1
und
VarX =
pθ
(bθ)2
= λ(VarUθ + (EUθ)2) = λEU2θ = VarXθ,1.
Wählen wir unsere Parameter nun wie in Satz 9.9, dann bezeichnen wir ab sofort für alle
t ∈ R>0 mit GGθ(·, t) bzw. gGθ(·, t) die Verteilungsfunktion bzw. Dichte einer Gammaver-
teilung mit Parametern pθt und bθ. Diese beiden Funktionen stellen zulässige Näherungen
für Gθ(·, t) bzw. gθ(·, t) dar.
Da unsere näherungsweise Gesamtschadensverteilung GGθ lediglich die Existenz der ers-
ten beiden Momente der Einzelschadensverteilung Uθ voraussetzt, können wir diese eben-
falls für Strategien ohne existente Einzelschadensdichte nutzen. Seien dazu ab sofort alle
Strategien θ zulässig, für die EUθ <∞ sowie VarUθ <∞ gilt.
Wir bemerken zuletzt noch an, dass diese Näherung ebenfalls numerische Vorteile mit
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sich bringt, da zum einen auf den Panjer-Algorithmus verzichtet werden kann und sich
zum anderen einige Formeln vereinfachen lassen. Dies wollen wir zum Abschluss dieser
Arbeit noch demonstrieren und fassen deshalb unsere Ergebnisse aus den Sätzen 9.6 und
9.7 für unsere Näherung zusammen.
Satz 9.10. Seien im Folgenden u ∈ R≥0 und n ∈ N fest aber beliebig gewählt. Dann
gelten näherungsweise für alle zulässigen Strategien θ = (θ1, . . . , θn) folgende Formeln.
Für alle y ∈ [0, βθ1) erhalten wir
δθ(u, 1, y) ≈ gGθ1(u+ βθ1 − y, 1)− gGθ1(u+ βθ1 − y, 1− y/βθ1)e−λy/βθ1
− y
∫ 1−y/βθ1
0
1
1− sgGθ1(βθ1(1− s)− y, 1− s)gGθ1(u+ βθ1s, s) ds. (9.44)
Weiterhin gilt für alle t ∈ (0, 1]
ψθ(0, t) ≈ GGθ1(βθ1t, t)−
pθ1
βθ1bθ1
GˆGθ1(βθ1t, t), (9.45)
wobei GˆGθ1 die Verteilungsfunktion einer Gammaverteilung mit Parametern pθ1t+1 und
bθ1 bezeichnet.
Im Falle u ∈ R>0 erhalten wir dann mithilfe obiger Formel
ψθ(u, 1) ≈ GGθ1(u+ βθ1 , 1)− βθ1
∫ 1
0
ψ(0, 1− y)gGθ1(u+ βθ1y, y) dy. (9.46)
Im Fall n > 1 erhalten wir nun rekursiv mit θ \ θ1 := (θ2, . . . , θn)
ψθ(u, n) ≈ ψθ1(u, 1) + e−λψθ\θ1(u+ βθ1 , n− 1)
+
∫ βθ1
0
δθ1(u, 1, y)ψθ\θ1(y, n− 1) dy
+
∫ u+βθ1
βθ1
gGθ1(u+ βθ1 − y, 1)ψθ\θ1(y, n− 1) dy. (9.47)
Somit gilt für unsere optimale Strategie erneut
ψˆ(u, n) = inf
θ
ψθ(u, n). (9.48)
Beweis. Nach unseren Vorbemerkungen sind GGθ(·, t) bzw. gGθ(·, t) zulässige Näherun-
gen für Gθ(·, t) und gθ(·, t). Somit folgen die Gleichungen (9.44), (9.46), (9.47) und (9.48)
direkt aus (9.33), (9.35), (9.36) und (9.37). Lediglich die Approximation von Formel
(9.34) wurde zu numerischen Zwecken weiter vereinfacht, was wir an dieser Stelle noch
zeigen möchten.
Sei GˆGθ1(·, t) die Verteilungsfunktion einer Gammaverteilung mit Parametern pθ1t + 1
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und bθ1 . So gilt nach (9.34) sowie (9.38), mittels unserer Näherung und partieller Inte-
gration,
ψθ(0, t) ≈
1
βθ1t
∫ βθ1 t
0
GGθ1(y, t) dy
=
1
βθ1t
[yGGθ1(y, t)]
βθ1 t
0 −
1
βθ1t
∫ βθ1 t
0
ygGθ1(y, t) dy
= GGθ1(βθ1t, t)−
1
βθ1t
∫ βθ1 t
0
bpθ1 t
Γ(pθ1t)
ypθ1 te−bθ1y dy
= GGθ1(βθ1t, t)−
pθ1t
βθ1bθ1t
∫ βθ1 t
0
bpθ1 t+1
Γ(pθ1t+ 1)
y(pθ1 t+1)−1e−bθ1y dy
= GGθ1(βθ1t, t)−
pθ1
βθ1bθ1
GˆGθ1(βθ1t, t),
da zusätzlich Γ(pθ1t + 1) = pθ1tΓ(pθ1t) nach Deﬁnition der Gamma-Funktion gültig ist.
Somit wurde (9.45) gezeigt.
Wir haben somit eine mögliche Näherung zur Berechnung optimaler Rückversicherungs-
strategien aufgezeigt. Weitere solche Verfahren ﬁnden sich z.B. in [14]. Dort wird auf
analoge Weise eine verschobene Gammaverteilung betrachtet, deren ersten drei Momen-
te mit denen der Gesamtschadensverteilung übereinstimmen. Dies führt zu einer genaue-
ren Approximation auf Kosten der Laufzeit. Alternativ lässt sich der zusammengesetz-
te Poisson-Prozess Xθ(t) durch einen verschobenen Gamma-Prozess annähern, welches
ebenfalls in [14] nachlesbar ist.
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10. Zusammenfassung
Zum Abschluss dieser Arbeit möchten wir unsere Ergebnisse kurz zusammenfassen.
Nachdem in Kapitel 2 wesentliche Eigenschaften der momenterzeugenden Funktion sowie
der Laplace-Transformation aufgestellt und gezeigt wurden, befasste sich Kapitel 3 mit
der Einführung des zusammengesetzten Poisson-Prozesses. Wir konnten dabei u.a. nach-
weisen, dass sich die Momente einer Verteilung aus der momenterzeugenden Funktion
unter gewissen Voraussetzungen berechnen lassen, selbst wenn deren rechter Konver-
genzradius 0 ist.
Wir stellten im Folgenden fest, dass stochastische Prozesse mit càdlàg-Pfaden und un-
abhängigen, stationären Zuwächsen eine überaus nützliche Gleichung erfüllen. Wie zu
Beginn von Kapitel 4 aufgezeigt, ließ sich diese von Takács ausgiebig behandelte Formel
für den speziellen Fall eines Poisson-Prozesses induktiv beweisen. Für den allgemeinen
Beweis waren analytische Hilfsfunktionen und Vorbetrachtungen von Nöten, welche wir
letztendlich auf die Pfade unseres Prozesses anwenden konnten. Darüber folgte der Be-
weis dann zusätzlich mithilfe des bedingten Erwartungswertes.
Nachdem wir innerhalb dieser drei Kapitel hauptsächlich stochastische Prozesse betrach-
tet haben, wurde es an der Zeit sie im Bereich der Ruintheorie anzuwenden.
In Kapitel 5 erläuterten wir nun unser Ruinmodell, welches dem in der Praxis gän-
gigen Cramér-Lundberg-Modell entsprach. Da wir mit diesem die stetigen Ruin- bzw.
Überlebenswahrscheinlichkeiten sowohl in endlicher, als auch unendlicher Zeit deﬁnieren
konnten, begannen wir mit ersten Abschätzungen selbiger. Dabei erwies sich der An-
passungskoeﬃzient als nützliches Werkzeug. Nach einigen elementaren Überlegungen,
welche wir am Beispiel von exponentialverteilten Einzelschäden demonstrierten, wurde
uns schnell bewusst, dass vor allem Berechnungen der endlicher Ruinwahrscheinlichkeit
für Schwierigkeiten sorgen.
Wir begannen Kapitel 6 mit mehreren Erneuerungsgleichungen, welche sich zunächst
anschaulich verdeutlichen und später dank bedingter Wahrscheinlichkeiten nachweisen
ließen. Diese lieferten uns, unabhängig von der Existenz einer Einzelschadensdichte, die
Stetigkeit der Ruinwahrscheinlichkeit bezüglich beider Variablen. Im Anschluss folgten
(partielle) Integro-Diﬀerentialgleichungen mit deren Hilfe wir in der Lage waren, die
Ruinwahrscheinlichkeit in unendlicher Zeit für unser Beispiel explizit zu berechnen. Sie
sollten sich zudem als Grundstein für den Beweis unseres Hauptresultates erweisen.
Dieses folgte nun in Kapitel 7. Die beiden Formeln von Seal ermöglichten es uns, die
Überlebenswahrscheinlichkeit lediglich mithilfe der Gesamtschadensverteilung, sowie ih-
rer schwachen Dichte zu berechnen. Der Beweis der ersten Formel beruhte dabei auf
dem Satz von Takács und kam ohne existente Einzelschadensdichte aus. Deren Existenz
war allerdings Voraussetzung für die zweite Formel von Seal. Der Beweis selbiger ergab
sich aus Laplace-Transformation unserer partieller Integro-Diﬀerentialgleichung. Dank
diesem Resultat, war es uns nun möglich die endliche Ruinwahrscheinlichkeit für unser
Beispiel mit exponentialverteilten Einzelschäden anzugeben. Am Ende des Kapitels be-
106
fassten wir uns mit den Auswirkungen von Sprüngen der Einzelschadensverteilung. Es
zeigte sich, dass sich Seals zweite Formel für diesen Fall fortsetzen ließ. Dabei entstanden
jedoch von 0 verschiedene Terme im Bereich (u, u+ βx]. Es stellte sich heraus, dass sich
die Überlebenswahrscheinlichkeit, im Falle von Sprüngen der Gesamtschadensverteilung
in diesem Bereich, im Vergleich zur zweiten Formel von Seal echt verkleinert. Wir folger-
ten zudem, dass in diesem Fall keine Approximation mit existenter Dichte zum exakten
Ergebnis führt. Für Einzelschadensverteilungen mit Sprüngen, sollte also der allgemeine
Satz von Seal angewandt werden.
Es war nun Ziel der letzten beiden Abschnitte, Anwendungsmöglichkeiten für die For-
meln von Seal aufzuzeigen. Einleitend begannen wir somit in Kapitel 8 mit der Roulette-
Aufgabe. Diese sollte uns die Notwendigkeit von Rückversicherungen aufzeigen. Es stell-
te sich dabei zunächst mathematisch heraus, dass größere Einzelschäden mit geringer
Wahrscheinlichkeit, trotz gleichem Erwartungswert, für eine größere Ruinwahrschein-
lichkeit sorgen, als es geringe Einzelschäden mit hoher Wahrscheinlichkeit tun. Dies
wurde zudem numerisch aufgezeigt, indem wir eine passende Ruintabelle mithilfe eines
Programms aufstellen und auswerten konnten.
Nachdem somit die Nützlichkeit von Rückversicherungen verdeutlicht wurde, stellten
wir zu Beginn von Kapitel 9 die zwei grundlegendsten Arten selbiger, sowie unser Rück-
versicherungsmodell vor. Wir ließen eine periodische Änderung von Typ und Höhe der
Rückversicherung zu und betrachteten damit ein diskretes, stochastisches Kontrollpro-
blem, obwohl der zugrundeliegende Schadensprozess stetig war. Wir konnten nun, im
Falle von existenter Einzelschadensdichte nach Rückversicherung, einen Algorithmus zur
Bestimmung einer optimalen Strategie angeben. Hierbei wählten wir die Minimierung
der Ruinwahrscheinlichkeit als unser Optimalitätskriterium. Es stellte sich jedoch her-
aus, dass es vor allem bei nichtproportionalen Rückversicherungsstrategien (wie etwa der
Schadenexzedentenrückversicherung) zu Sprüngen bei der modiﬁzierten Einzelschadens-
verteilung kam. Nach unseren Vorbetrachtungen war somit die zweite Formel von Seal
nicht mehr anwendbar und sollte durch die allgemeine Formel von Seal ersetzt werden.
Um dies (und andere numerische Probleme) zu umgehen, stellten wir zum Abschluss des
Kapitels eine Näherung mithilfe einer Gammaverteilung vor. Diese war von den ersten
beiden Momenten der Einzelschadensverteilung abhängig und stellte eine zulässige Nä-
herung für die Gesamtschadensverteilung dar.
Es wäre im Weiteren u.a. wünschenswert, die Unterschiede der zweiten Formel von Seal
und der allgemeinen Formel von Seal numerisch zu untermalen. Eine Implementierung
erweist sich vor allem durch die Berechnung der Gesamtschadensverteilung als schwierig.
Dies geschieht im Allgemeinen über den Panjer-Algorithmus, weist allerdings numerische
Probleme, für eine hohe erwartete Schadensanzahl, auf.
Abschließend lässt sich feststellen, dass die Formeln von Seal eine gute Berechnungsmög-
lichkeit für Ruin in endlicher Zeit darstellen. Mittels diesen, ist es numerisch möglich
eine optimale Rückversicherungsstrategie näherungsweise zu ermitteln.
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A. Anhang
Wir stellen nun das Programm vor, dass in Kapitel 8 Verwendung fand. Es wurde in
Java geschrieben und von Lutz Dubowski in Zusammenarbeit mit dem Autor dieser Ar-
beit verfasst und getestet. Es wird nun lediglich die Hauptberechnungsklasse vorgestellt.
Zudem wurde das Programm so geschrieben, dass es bei Ausführung eine Textdatei er-
stellt, welche die entscheidenden Berechnungsgrößen beinhaltet. Weitere Informationen
zum Programm ﬁnden sich durch Bemerkungen im Quelltext wieder.
Quelltext A.1 (Roulette-Aufgabe).
1 import java . i o . Buf feredWriter ;
2 import java . i o . F i l e ;
3 import java . i o . F i l eWr i t e r ;
4 import java . math . BigDecimal ;
5 import java . math . B ig In tege r ;
6 import java . math . MathContext ;
7 import java . u t i l . ArrayList ;
8 import java . u t i l . L i s t ;
9
10 /∗∗
11 ∗ Diese Klasse berechne t d i e Ru inwahr s che in l i c h k e i t
12 ∗ e ine s Casinos fue r e ine Roule t te−Aufgabe und
13 ∗ g i b t d i e s e a l s Textdokument aus .
14 ∗ @author Lutz Dubowski & Patr i ck Reum
15 ∗/
16 public class RuinCalculator {
17
18 private int M;
19 private int k ;
20 private boolean output ;
21
22 /∗∗
23 ∗ Se t z t d i e Hauptparameter fue r d i e f o l g ende Berechnung
24 ∗
25 ∗ @param M − Schadenshoehe
26 ∗ @param k − f r e i e Reserve
27 ∗ @param output − Ausgabeoption
28 ∗ ( t rue = d e t a i l i e r t e Ausgabe )
29 ∗/
30 public RuinCalculator ( int M, double k ) {
31 this (M, k , fa l se ) ;
32 }
33
34 public RuinCalculator ( int m, double k , boolean output ) {
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35 this .M = M;
36 this . k = ( int ) Math . f l o o r ( k ) ;
37 this . output = output ;
38 }
39
40 public void c a l c u l a t e ( ) throws Exception {
41 F i l e f i l e = new F i l e ( "Ruin . l og " ) ;
42 Buf feredWriter bw = new Buf feredWriter (new Fi l eWr i t e r (
f i l e ) ) ;
43 int m = M − 1 ;
44 /∗∗
45 ∗ Index der G l e i c h v e r t .
46 ∗/
47 double summand = 0 ;
48 /∗∗
49 ∗ Summand pro I t e r a t i o n
50 ∗/
51 double ru inNul l = (36d ∗ M − 36) / (37 ∗ M − 36) ;
52 /∗∗
53 ∗ Ruinw . mit Reserve 0
54 ∗/
55 double ru in = Math . pow( ruinNul l , k+1) ;
56 /∗∗
57 ∗ Ruinw . mit Reserve k
58 ∗/
59 i f ( output ) {
60 bw. wr i t e ( " Ru inwahr s che in l i chke i t mit Reserve 0 : " +
ru inNul l ) ;
61 bw. newLine ( ) ;
62 }
63 List<BigInteger> c o e f f i c i e n tVa l u e s = null ;
64 for ( int n = 1 ; n <= k ; n++) {
65 i f ( output ) {
66 bw. wr i t e ( "−−−−−−−−−−−−−−−−I t e r a t i o n n = " + n
+ "−−−−−−−−−−−−−−−−−−−−" ) ;
67 bw. newLine ( ) ;
68 }
69 int x = k − n ;
70 double retValue = 0 . 0 ;
71
72 c o e f f i c i e n tVa l u e s = c a l c u l a t eC o e f f i c i e n t (n , m,
c o e f f i c i e n tVa l u e s ) ;
73 BigDecimal sumValue = BigDecimal . valueOf (0 ) ;
74 for ( int i = 0 ; i <= x && i < c o e f f i c i e n tVa l u e s .
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s i z e ( ) ; i++) {
75 sumValue = sumValue . add (new BigDecimal (
c o e f f i c i e n tVa l u e s . get ( i ) ) ) ;
76 }
77 i f ( output ) {
78 bw. wr i t e ( "Zwischensumme : " + sumValue ) ;
79 bw. newLine ( ) ;
80 }
81 BigDecimal va lue = BigDecimal . valueOf (Math . pow(m, n
) ) ;
82 retValue = sumValue . d i v id e ( value , MathContext .
DECIMAL128) . doubleValue ( ) ;
83 i f ( output ) {
84 bw. wr i t e ( " Zwischenquot ient : " + retValue ) ;
85 bw. newLine ( ) ;
86 }
87 summand = (1 − ru inNul l ) ∗ Math . pow( ruinNul l , n ) ∗
(1 − retValue ) ;
88 ru in += summand ;
89 i f ( output ) {
90 bw. wr i t e ( "Zwischenwert Ruinw . mit Reserve k :
" + ru in ) ;
91 bw. newLine ( ) ;
92 }
93 }
94 i f ( ! output ) {
95 bw. wr i t e ( " Ru inwahr s che in l i chke i t mit Reserve k : "
+ ru in ) ;
96 bw. newLine ( ) ;
97 }
98 bw. c l o s e ( ) ;
99 }
100
101 /∗∗
102 ∗ Berechnung der Koe f f i z i e n t en der G l e i c h v e r t e i l u n g
103 ∗/
104 private List<BigInteger> c a l c u l a t eC o e f f i c i e n t ( int n , int m,
List<BigInteger> oldValues ) {
105 List<BigInteger> va lue s = new ArrayList<BigInteger >() ;
106
107 i f (n != 1) {
108 int max = (m − 1) ∗ n ;
109 for ( int i = 0 ; i <= max ; i++) {
110 Big Intege r va lue = Big Intege r . valueOf (0 ) ;
110
111 for ( int j = 0 ; j < m; j++) {
112 int index = i − j ;
113 i f ( index < 0 | | index >= oldValues . s i z e ( ) )
{
114 value . add ( B ig Intege r . valueOf (0 ) ) ;
115 } else {
116 value = value . add ( o ldValues . get ( index ) )
;
117 }
118 }
119 va lues . add ( value ) ;
120 }
121 } else {
122 for ( int i = 0 ; i < m; i++) {
123 va lues . add ( B ig Intege r . valueOf (1 ) ) ;
124 }
125 }
126
127 return va lues ;
128 }
129 }
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