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 (ABSTRACT – 200-word limit) 
Purpose: To apply tracer kinetic models as temporal constraints during 
reconstruction of under-sampled dynamic contrast enhanced (DCE) MRI. 
Methods: A library of concentration v.s time profiles is simulated for a range of 
physiological kinetic parameters. The library is reduced to a dictionary of temporal 
bases, where each profile is approximated by a sparse linear combination of the 
bases. Image reconstruction is formulated as estimation of concentration profiles 
and sparse model coefficients with a fixed sparsity level.  Simulations are performed 
to evaluate modeling error, and error statistics in kinetic parameter estimation in 
presence of noise. Retrospective under-sampling experiments are performed on a 
brain tumor DCE digital reference object (DRO) at different signal to noise levels 
(SNR=20-4ID0) at (k-t) space under-sampling factor (R=20), and 12 brain tumor in-
vivo 3T datasets at (R=20-40). The approach is compared against an existing 
compressed sensing based temporal finite-difference (tFD) reconstruction 
approach.  
Results: Simulations demonstrate that sparsity levels of 2 and 3 model the library 
profiles from the Patlak and extended Tofts-Kety (ETK) models, respectively. Noise 
sensitivity analysis showed equivalent kinetic parameter estimation error statistics 
from noisy concentration profiles, and model approximated profiles. DRO based 
experiments showed good fidelity in recovery of kinetic maps from 20-fold under-
sampled data at SNRs between 10-30. In-vivo experiments demonstrated reduced 
bias and uncertainty in kinetic mapping with the proposed approach compared to 
tFD at R>=20. 
Conclusions: Tracer kinetic models can be applied as temporal constraints during 
DCE-MRI reconstruction, enabling more accurate reconstruction from under-
sampled data. The approach is flexible, can use several kinetic models, and does not 
require tuning of regularization parameters.  
 
 
 
  
 
INTRODUCTION 
 Dynamic Contrast Enhanced MRI (DCE-MRI) is a powerful technique that 
provides a quantitative measure of vessel permeability and interstitial volumes. In 
the brain, it characterizes the blood brain barrier (BBB) leakiness, which has proven 
to be valuable in several applications 1. These include assessing conditions with 
large BBB breakdown such as gradation of brain tumors 23, multiple sclerosis lesions 
45, and conditions with subtle and chronic BBB breakdown such as diabetes 6, and 
Alzheimer’s disease 7. Outside the brain, DCE-MRI has applications in cancer 
assessment and therapeutic monitoring in several body parts including breast 89, 
prostate 10, and liver 11.  
 DCE-MRI involves a challenging trade-off between the achievable spatial 
resolution, temporal resolution, and volume coverage. Acceleration strategies that exploit 
redundancies along the time dimension have shown significant potential to improve these 
trade-offs. These include early schemes such as view-sharing 121314, highly constrained 
back projection (HYPR) 15, and more recently compressed sensing 161718192021. Several 
sparsifying spatio-temporal transforms have been proposed including spatio-temporal 
wavelet transform, spatio-temporal finite-difference, temporal Fourier transform. A major 
challenge with these “off-the-shelf" object models is that the modeling assumptions do 
not fit the data, which limits the achievable acceleration rates. Data-driven schemes that 
learn sparse representations from the data have been proposed 22–25, and have 
shown to out perform off-the shelf transforms. However, these are often associated 
with highly non-convex optimization. Furthermore, image reconstruction with 
existing transforms involves tuning one or more regularization parameters, which 
poses challenges to the standardization of these methods.  
 In this manuscript we explore the use of physical tracer kinetic models for 
constrained reconstruction. This approach has been used extensively in dynamic 
positron emission tomography (PET) imaging 26272829, and has recently been 
adapted in MRI for the applications of relaxometry 30313233, perfusion 3435, and 
diffusion imaging 3637. Broadly, these methods can be classified into methods based 
  
on direct reconstruction of parameters from under-sampled data, or methods that 
use representations derived from parametric models as constraints in image 
reconstruction. 
 We propose a model-constrained approach for DCE-MRI, where established 
contrast-agent kinetic models are used as temporal constraints. From a specific 
kinetic model, and a physiological range of kinetic parameters, we construct a 
library of concentration vs. time profiles. Kinetic model specific temporal basis 
functions are derived from the library using the k-singular value decomposition (k-
SVD) algorithm 38. Through noise-less and noise-based simulations, we deduce a 
relation between the sparsity parameter in k-SVD and the complexity level of the 
kinetic model. We design a constrained reconstruction method where the kinetic 
model-based temporal bases are used to constrain the recovery of concentration v.s 
time profiles from under-sampled (k-t) data. We utilize an iterative multi-scale 
optimization algorithm for improved robustness to undesirable local minima 
solutions.   
 The proposed approach is unique because the constraints are designed based 
on contrast-agent TK models that are routinely used during post-processing. The 
main difference between this approach and direct parametric reconstruction is that 
the reconstruction of time profiles is decoupled from parameter estimation. This 
allows  for flexibility in dealing with complex non-linear kinetic models, and also is 
compatible with AIF parametric model forms. Furthermore, since the sparsity 
parameter, is fixed a priori, the proposed approach does not require any tuning of 
free parameters (e.g. regularization parameters). The flexibility allows for its 
potential utility in DCE-MRI of most organs and disease conditions. In this work, we 
demonstrate effectiveness with both the Patlak and extended Tofts-Kety (ETK) 
models, and demonstrate application to brain tumor assessment.  
 
 
 
  
METHODS 
Tracer kinetic model-based temporal bases:  
A library of concentration vs. time profiles Z௟୶ே is simulated using a kinetic model, 
an arterial input function (AIF), and a broad physiologic range of kinetic parameters 
(Fig.1). ݈ denotes the number of profiles in the library; and ܰ denotes the number of 
time instances. For the ETK model 39, we used the range: ܭ௧௥௔௡௦ = 0 − 0.8 minିଵ in 
steps of 0.01 minିଵ , ݒ௣ = 0 − 60 % in steps of 1 %,  ݒ௘ = 0 − 100 % in steps of 
1 % to yield a library of size ݈xܰ = 494100x50. Similarly, for the Patlak model 40, we 
used the range: ܭ௧௥௔௡௦ = 0 − 0.8 minିଵ in steps of 0.01 minିଵ, ݒ௣ = 0 − 60 % in 
steps of 1 % to yield a library size ݈xܰ = 4941x50. A population based AIF was used 
41. The settings of the Parker model that specifies the population based AIF were the 
same as described in 41.  The range of kinetic parameters was motivated by brain 
tumor DCE literature 1, which suggests 0-0.34 min-1 for Ktrans, 0-60% for vp assuming 
hematocrit of 0.4, and 0-100% for ve. We expanded the Ktrans range by ~2.5x, and 
used the full range for vp and ve to ensure conservative coverage of the kinetic 
parameter space.  The k-SVD dictionary-learning algorithm 38 is then used to reduce 
the large library to a smaller dictionary of temporal basis functions (denoted by 
V௥୶୒). k-SVD represents any time profile in Z , for instance the ݌௧௛ row of Z, z௣(ݐ) , as 
a sparse linear combination of basis functions v௜(ݐ) from V: 
z୮(ݐ)ᇣᇤᇥ
ଵଡ଼ே
≈ u௣V௥ଡ଼ேᇣᇧᇤᇧᇥ
୸೛೜షೞ೛(௧)
ݏ. ݐ., ะݑ௣ด
௥୶ଵ
ะ
଴
≤ ݍ;                                              [1] 
where ݎ denotes the number of basis functions in V, and is chosen as ݎ = 100 ≪ ݈.  ݍ 
is the sparsity parameter. ||u௣||଴  denotes the l0 norm of the vector u௣ =
ሼݑଵ, ݑଶ, … , ݑ௥ሽ. z௣௤ି௦௣(ݐ) denotes the ݍ-sparse projection of z௣(ݐ) onto V. k-SVD 
jointly estimates the sparse coefficient matrix U௟୶௥ and the dictionary V௥୶ே as:  
  
 ൛U෡௟୶௥, V෡௥୶ேൟ = min୙,୚ ෍ ฮz௣(ݐ) − u௣Vฮଶ
ଶ;
௟
௣ୀଵ
 s. t. , ฮu௣ฮ଴ ≤ ݍ;                      [2] 
where u௣ denotes the ݌௧௛ row of U.  
Image Reconstruction:  
We pose the estimation of the concentration vs. time profiles Cெ୶ே (ܯ - number of 
pixels; ܰ - number of time frames), and the sparse coefficient matrix Uெ୶௥ from 
under-sampled k-t space data (܊) as: 
݉݅݊େ,୙ ‖ܣ(C) − ܊‖ଶଶᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ୢୟ୲ୟ ୡ୭୬ୱ୧ୱ୲ୣ୬ୡ୷
; ݏ. ݐ. , C = UV; ฮu௣ฮ଴ ≤ ݍ; ݌ = ሼ1,2, … , ܯሽ;ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
୘୏ ୫୭ୢୣ୪ ୡ୭୬ୱ୲୰ୟ୧୬୲
            [4] 
C contains the concentration v.s time profile ܿ(ܠ, ݐ) for every pixel ܠ ∈ (ݔ, ݕ) stacked 
row wise. ߛ(ܠ, ݐ) are constrained to be a q-sparse linear combination of the kinetic 
model-derived temporal bases in V௥୶୒. The operator ܣ = F௨ ቀS௠൫Τ(C)൯ቁ denotes the 
forward model which maps C to the measured multi-coil (k,t) data. F௨ denotes the 
Fourier Transform operator on a specified (k-t) under-sampling pattern. 
S௠ contains the coil sensitivity maps. In this work, the sensitivity maps are 
estimated from time averaged data using the standard root-sum-of-squares method 
and are assumed to capture object phase. T is an operator that relates the 
concentration profile to the signal intensity profile ݏ(ܠ, ݐ) by the steady state spoiled 
gradient echo (SPGR) equation: 
 ݏ(ܠ, ݐ) = T൫ܿ(ܠ, ݐ)൯ = ܯ଴(ܠ)sinα൫1 − ݁
ି்ோ[ோభ(ܠ,଴)ା௖(ܠ,௧)௥భ]൯
1 − cosߙ(݁ି்ோ[ோభ(ܠ,଴)ା௖(ܠ,௧)௥భ])  
                                                     + ቈs(ܠ, 0) − ܯ଴(ܠ)sinα൫1 − ݁
ି்ோ[ோభ(ܠ,଴)]൯
1 − cosߙ(݁ି்ோ[ோభ(ܠ,଴)]) ቉ ;  [5] 
where ݎଵ is the contrast agent relaxivity, ܴܶ is the repetition time, ߙ is the flip 
angle, ܴଵ(ܠ, 0) and ܯ଴(ܠ) are respectively the pre-contrast ܴଵ(reciprocal of ଵܶ) and 
the equilibrium longitudinal magnetization. s(ܠ, 0) is the pre-contrast first frame, 
  
which is fully sampled. The bracketed term in the second row of [5] resolves 
differences between the pre-contrast signal s(ܠ, 0) and the predicted pre-contrast 
signal based on the baseline ܴଵ(ܠ, 0) and ܯ଴(ܠ) maps (from a separate ଵܶ mapping 
acquisition). Similarly, the operation of mapping concentration profile from the 
signal intensity profile can be expressed as 42 :  
ܿ(ܠ, ݐ) = Tିଵ൫ݏ(ܠ, ݐ)൯
=
− 1ܴܶ ln ൦
1 − ൬௦(ܠ,௧)ି௦(ܠ,଴)௦(ܠ,଴)ୱ୧୬ఈ + ଵି௘
ష೅ೃ[ೃభ(ܠ,బ)]
ଵିୡ୭ୱఈ൫௘ష೅ೃ[ೃభ(ܠ,బ)]൯ ൰
1 − cosߙ ൬௦(ܠ,௧)ି௦(ܠ,଴)௦(ܠ,଴)ୱ୧୬ఈ + ଵି௘
ష೅ೃ[ೃభ(ܠ,బ)]
ଵିୡ୭ୱఈ൫௘ష೅ೃ[ೃభ(ܠ,బ)]൯൰
൪ − ܴଵ(ܠ, 0)
ℜ1  ; [6] 
 We solve [4] by alternately (a) updating U using orthogonal matching pursuit 
(OMP) sparse projection 3843, and (b) updating ܥ by enforcing consistency with 
acquired data. To be robust to spurious local minima, we use an iterative multi-scale 
minimization approach, where we solve the problem at a coarser spatial resolution 
during the initial iterations and as the iterations proceed, we gradually update the 
resolution to its full resolution. This is achieved by multiplication of spatial Fourier 
Transform of s(ܠ, ݐ) by a 2D Gaussian filter (ܩ(݇ఙ)) specified by filter width ݇ఙ; 
where ݇ఙ is initialized to 0.1 percent of kmax, and gradually updated to 100 percent 
of kmax, where kmax specifies the extent of k-space coverage. This heuristic strategy is 
used in several non-convex problems such as in image registration 44, and more 
recently in MR-fingerprinting 4546. Starting with an initial guess obtained from 
Γ୧୬୧୲ = ܣு(܊) , we iterate until a stopping criterion of ቛ|େ೔ିେ౟షభబ||େ೔| ቛଶ
ଶ < ߝ = 0.01 or 
until the maximum number of iterations of 150 are achieved. After reconstructing C෠ , 
we estimate the kinetic parameters by fitting the estimated concentration profiles to 
the kinetic model using Rocketship 47. The pseudo code of the algorithm is shown 
below.  
________________________________________________________________ 
Initialization: C୧୬୧୲ = ܣு(܊); ߬୧୬୧୲ = 0.001 ∗ k୫ୟ୶   
while  kσ < kmax 
  
• For all time frames, spatially blur ݏ(ܠ, ݐ) by the 2D Gaussian filter ܩ(݇ఙ)  
• kσ = kσ  * 2 
• Map signal intensity profiles to concentration profiles:  ܿ(ܠ, ݐ) = Tିଵ(ݏ(ܠ, ݐ)); 
while  ൬ቛ|େ೔ିେ౟షభబ||େ೔| ቛଶ
ଶ < ߝ൰      
• TK Model constraint update 
o OMP update of u௣, s.t, u௣V ≈ c(ܠ, ݐ); ฮu௣ฮ଴ ≤ ݍ; ݌ ∈ ሼ1,2, … , ܯሽ; 
• Map the k-sparse projected concentration profiles to the signal 
intensity profiles:  ݏ(ܠ, ݐ) = T(u௣V); 
• Data consistency update  
o Compute ̂ݏ൫ܓ, ݐ௝൯ = ܨ௨ ቀܵ௠൫ݏ(ܠ, ݐ௝)൯ቁ ; for ݆ ∈ ሼ1,2, … , ܰሽ; and 
insert the measured data at the sampling locations ̂ݏ൫ܓ࢛, ݐ௝൯ = b;  
• Map the above k-t space data to the concentration time profiles:  
c(ܠ, ݐ) = A் ቀsො൫ܓ, ݐ௝൯ቁ; 
end 
end         
 
Simulations 
The sparsity parameter ݍ in [2] is determined based on simulation studies with the 
Patlak and e-Tofts models. Noise-less simulations are performed and the mean 
approximation error ߤ௘௥௥ = ଵ௟ ∑ ฮz௣(ݐ) − z௣
௤ି௦௣(ݐ)ฮଶ
ଶ௟௣ୀଵ , and maximum 
approximation error: ݉ܽݔ௘௥௥ = ݉ܽݔ௣ୀଵ௟ ฮz௣(ݐ) − z௣௤ି௦௣(ݐ)ฮଶ
ଶ  are computed for 
different values of ݍ. 
Noise based simulations were performed for broad ranges of kinetic parameter 
values to a) determine any systematic bias and uncertainty in the kinetic parameter 
space that may be induced by sparsity based modeling of the concentration time 
profiles, and b) to deduce the correspondence between the sparsity level (q) and the 
kinetic model.  
Noisy concentration profiles were obtained as:  
  
z௣௡(ݐ) = z௣(ݐ) + n(ݐ); ݌ = ሼ1, … , ݈ሽ; [3] 
where n(t) denotes i.i.d. white Gaussian noise with zero mean and 0.005 standard 
deviation, which was chosen to match the typical signal-to-noise ratio (SNR) from in 
vivo brain DCE-MRI data acquired at our institution on a 3T commercial system with 
an eight-channel head array coil. Noise in the concentration time profiles was 
assumed to be additive i.i.d. Gaussian. Concentration time profiles are real valued 
(negative values can occur in the presence of noise), and have a one-to-one mapping 
with real-valued signal intensity time profiles in the forward model. At the flip 
angles commonly used in DCE-MRI, this mapping is approximately linear. Monte-
Carlo simulations with 500 realizations of n(ݐ) were performed to evaluate the bias 
and uncertainty in estimating kinetic parameters from a) the noisy profiles z௣௡(ݐ), 
and b) the ݍ – sparse projections of z௣௡(ݐ) on V: z௣௡,௤ି௦௣(ݐ).  
 We performed covariant error analysis for two parameters (Ktrans, vp) with 
the Patlak and the ETK model over a broad range of kinetic parameters. With both 
the models, we evaluated the bias and uncertainty in estimating Ktrans and vp before 
and after q-sparse projections. With the ETK model, for simplicity, we focus only on 
analysis in a two dimensional space with a fixed ve =0.6. The open-source 
Rocketship package 47 was used for TK parameter estimation. 
Evaluation with a digital reference object 
 An anatomically-realistic brain tumor DCE-MRI digital reference object 
(DRO) was generated based on the method and data described in 48. Briefly, the 
population based AIF with the Parker model, known TK parameters, the extended 
Tofts model, and the steady state spoiled gradient signal equation was used to 
generate the dynamic images.  We then multiplied by coil sensitivities, took the 
Fourier Transform, and added realistic complex Gaussian noise to each channel. Coil 
maps, noise covariance matrix, and the signal to noise (SNR) level were obtained 
  
from in-vivo data acquired at 3T. Comparisons were performed at multiple SNR 
levels of 40, 30, 20; where a SNR = 30 mimicked measurements at 3T.  
 This phantom data was retrospectively under-sampled using a randomized 
golden-angle Cartesian (GOCART) sampling pattern, and evaluations in fidelity of 
the kinetic parameters were performed at under-sampling factor of R=20.  GOCART 
is originally a 3D  golden angle Cartesian sampling scheme, with random sampling 
of the ky-kz phase encode locations along each Cartesian radial spoke. In this study, 
we perform retrospective under-sampling in the kx-ky plane in a representative 
slice. This strategy was chosen to simulate ky-kz under-sampling in prospective 
acquisitions. The empirical stopping criterion of our algorithm was also evaluated at 
different SNR levels.  
Evaluation with in-vivo data 
We reviewed 110 fully-sampled DCE-MRI raw datasets from patients with known or 
suspected brain tumor, receiving a routine brain MRI with contrast on a clinical 3T 
scanner (HDxt, GE Healthcare, Waukesha, WI). A T1-weighted spoiled gradient echo 
DCE-MRI sequence was used with scan parameters FOV: 22x22x4.2cm3, spatial 
resolution: 0.9x1.3x7 mm3, temporal resolution: 5 sec, flip angle=150, TR/TE=6 
ms/1.3 ms. DESPOT1 was performed with flip angles of 2°, 5°, 10°, to compute pre-
contrast T1 and M0 maps 49. The contrast agent, Gadobenate dimeglumine 
(MultiHance Bracco Inc.) was administered with a dose of 0.05 mMol/kg, followed 
by a 20 ml saline flush in the left arm by intravenous injection. Of these 110 cases, 
we identified a cohort of 12 cases, which had different brain tumor characteristics 
(shape, size, heterogeneity), and also had enhancing tumors of atleast 1 cm (as 
determined by standard bi-directional assessment) 50.  The demographics of these 
patients are shown in Table 1, and the post-contrast images (last spatial frame from 
the DCE-scans) are shown in Figure 2. The protocol was approved by our 
institutional review board (IRB). 
 Modeling error in the kinetic parameter space was analyzed based on the 
fully-sampled reference data. e-Tofts model derived temporal bases were used with 
a fixed sparsity level of q=3. The e-Tofts model was chosen as it accounts for 
  
backflux of contrast from the extravascular space to the plasma, which in turn 
improves the accuracy of ܭ௧௥௔௡௦ estimation, and has shown to be applicable to brain 
tumor data 51. Kinetic parameters estimated from the 3-sparse projected profiles 
(R=1) were compared against the kinetic parameters estimated from the reference 
concentration time profiles (R=1). 
 (k-t) under-sampling was performed retrospectively on fully-sampled raw 
data using the GOCART (randomized golden angle Cartesian) sampling trajectory 52 
at acceleration factors R=20 and R=40. Image reconstruction was performed with 
the proposed dictionary based approach, and compared with an existing 
compressed sensing approach that uses a temporal finite difference (tFD) sparsity 
constraint 19. e-Tofts derived bases with a fixed sparsity level of q=3 was used in the 
proposed approach. All the patient datasets were acquired with a fixed injection 
timing, however timing delays between 5-10 seconds (1-2 frames) existed amongst 
different patients. As described earlier, a population based AIF with a fixed delay 
was used to generate the library. Patient specific AIF delays were estimated as 
described by Lebel et al 53. Briefly, the k-space origin was frequently sampled, and 
plotted as a function of time. The region of maximum slope was regressed to the 
baseline to determine the bolus arrival time. Either padding zeros initially to the 
acquired data or omitting the last time frames corrected for any delay mismatch to 
the library.  
 The regularization parameter for tFD constrained reconstruction was tuned 
to provide the smallest normalized root mean squared image reconstruction error 
(nRMSE) in tumor ROIs with respect to the reference fully sampled datasets. All 
reconstructions were implemented in MATLAB (The MathWorks, Inc., Natick, MA) 
and executed on an Intel core i7 3.5 GHz machine with 32-GB memory.  
 The convergence of the proposed multi-scale iterative optimization was 
evaluated empirically.  Reconstruction estimates with different initializations of the 
concentration profiles were compared:  zero filled reconstruction (Γ୧୬୧୲ = ܣு(܊));  
low spatial resolution estimate obtained from the center 3x3 window of the k-space 
  
data in every time frame (Γ୧୬୧୲ = Γ୪୭୵.୰ୣୱ); and from the reference fully sampled data 
(Γ୧୬୧୲ = Γ୰ୣ୤);  
 After image reconstruction, the ETK model was used to estimate the kinetic 
parameters with a population based AIF 41. Bland-Altman analysis was performed to 
evaluate systematic bias and uncertainty of the reconstructed ܭ෡௧௥௔௡௦ and ݒො௣ maps 
(from the proposed and tFD approaches) with respect to the reference fully sampled 
ܭ௥௘௙௧௥௔௡௦ and ݒ௣,௥௘௙. Comparisons using ݒ௘ maps were not considered, as its estimation 
is associated with high uncertainty with the ETK model 47.  
 
RESULTS 
Simulations 
 Fig. 3 shows the mean and maximum approximation errors between the 
concentration vs. time profiles in the library, and the profiles obtained from q-
sparse projections onto V at different sparsity levels (q). q-sparse projections of the 
curves generated from the Patlak and the ETK models are respectively shown in Fig. 
2a, and 2b. These curves are chosen to represent different types of tumor 
enhancement dynamics 54. With q=1, we observe considerable bias in approximating 
the TK model generated curves with both the Patlak and the ETK models. However, 
for the Patlak model, a choice of q>2 provided excellent agreement with the profiles 
in the library (݉ܽݔ௘௥௥/ߤ௘௥௥ = 10ିଶ଼%/10ିଷ଴%). Similarly, for the e-Tofts model, a 
choice of q>3 approximated the profiles in the library with (݉ܽݔ௘௥௥/ߤ௘௥௥ =
2%/0.008%). 
 Figs. 4 and 5 demonstrates the bias and uncertainty in estimating kinetic 
parameters in presence of noise. Over a broad range of kinetic parameters, we 
observe that estimating the kinetic parameters from noisy profiles and the q-sparse 
projected profiles are equivalent when q>2 (for the Patlak model), and q > 3 (for the 
ETK model). Based on these simulations, we fixed q=2 for the Patlak model, and q=3 
for the ETK model. 
  
 Fig. 6 shows the DRO results evaluating the Ktrans estimates obtained from 
reconstructions using the proposed approach (R=20) and reference (R=1) at 
different SNR levels. According to our empirical stopping criterion, the number of 
iterations for SNR settings of 40,30,20 respectively was: 122, 128, 134.   As 
expected, we observed faster convergence with higher SNR data. As the SNR is 
decreased, the Ktrans estimates depict noise in both the reference and the proposed 
approach. It can be seen that the proposed approach at R=20 depicts good spatial 
fidelity of the Ktrans maps at all the noise levels. This suggests that the reconstruction 
from the approach was not stuck in a spurious local minima solution at reduced SNR 
levels.  
Evaluation with in-vivo data 
 Fig. 7 shows the evolution of the objective function in [4] as a function of CPU 
reconstruction time with different initializations of concentration time profiles a) 
from low-resolution dynamic images Γ୪୭୵.୰ୣୱ.; b) from zero-filled dynamic images 
Γ = ܣ்(b); c) from reference dynamic images Γ୰ୣ୤. The multi-scale optimization 
gradually updates the complexity of the problem. Due to spatial low-pass filtering, 
the under-sampling artifacts in initial iterations are considerably reduced making 
the problem well-posed. Γ෠ is updated gradually with increasing resolution, as a 
result of which a monotonic convergence is observed. We empirically found this 
approach to be robust to local minima; the final solutions were identical with 
different initializations.  
 Figure 8 shows retrospective under-sampling comparisons of Ktrans at 
R=20. tFD reconstructions resulted in considerable under estimation of Ktrans in 9 
of the 12 cases, while the proposed method was found to be robust to this bias. tFD 
also relied on adjusting the regularization parameter. In contrast, the proposed 
parameter free reconstruction provided improved accuracy in Ktrans mapping. It 
also provided superior fidelity in maintaining spatial characteristics of the tumors in 
all cases (eg. depiction of thin tumor boundaries in cases 1 to 5). 
  
 Figure 9 shows Bland-Altman plots of the difference between estimated TK 
parameters (at R=20, R=40) and reference TK parameters on all the 12 cases 
combined. In comparison to tFD, the proposed approach showed reduced bias and 
reduced certainty during estimation of Ktrans and vp. A systematic bias of under 
estimating Ktrans and vp was present in tFD, which is also qualitatively shown in 
Figure 8. 
 
DISCUSSION 
 We have developed a new DCE-MRI reconstruction approach that applies 
kinetic models as temporal constraints. Based on simulation studies, we deduced a 
relation between sparsity parameter q in k-SVD to the complexity of the kinetic 
model. We have demonstrated equivalence of Patlak and ETK models with 
dictionaries constructed respectively with q=2 and q=3. This approach exploits the 
smooth time intensity DCE patterns by using temporal basis functions derived from 
a kinetic model. This is in contrast to generic off-the-shelf transform bases that are 
blind to the kinetic model behavior of the time intensity profiles. Since the basis 
functions are designed to mimic only smooth profiles, they are extremely tolerant to 
noise and under-sampling artifacts, which exhibit rapid temporal oscillations. We 
also proposed a robust multi- scale iterative optimization algorithm to solve the 
resulting objective function. We demonstrated empirical robustness to local minima.  
In-vivo validation with 12 brain tumor cases demonstrated superior recovery 
performance with the proposed method compared to tFD (reduced bias, uncertainty 
in kinetic mapping, and better spatial fidelity of kinetic maps) at up to R=40. 
 The framework can be extended in several ways. A uniform grid of kinetic 
parameters was used in this study to generate the library of possible concentration 
profiles from a chosen kinetic model. However, it is possible to perform application- 
specific discretization of the kinetic parameters to improve sensitivity and accuracy 
in modeling time curves that lie in a particular zone in the kinetic parameter space. 
  
The framework is flexible to incorporate any kinetic model, which makes it 
extendable to other body part like breast, liver or prostate, with an appropriate 
model for specific organ. Complementary constraints such as spatial sparsity could 
be added to further improve the recovery. 
 In this feasibility study, we used a population-averaged AIF 41, after 
accounting for patient-specific AIF delays 53. Population-averaged AIF’s are known 
to produce a potential bias in the final kinetic maps 55, however in this study, the 
bias identically affects the reference maps, and maps produced by the proposed 
reconstruction and the temporal finite difference reconstruction that is used for 
comparison. The proposed framework can be extended to account for patient-
specific AIF variations, e.g. delay and dispersion 56,57 , or patient-specific AIF 
waveforms directly extracted from the data 53.  
 R2* effects were not included in the forward model 58. Our DCE-MRI scans 
were performed with ½ dose (0.05 mmol/kg), and used a short TE of 2ms. We have 
examined several clinical datasets at our institution and have found phase and R2* 
effects to be insignificant in tissue and in vessels. We therefore did not consider R2* 
or off-resonance effects, but these could be easily added to the forward model. 
 Our clinical DCE-MRI scans had a short scan time of 5 minutes, which was 
insufficient to recover ve. This is consistent with reports in the literature where 
estimation of ve had high uncertainty with short scan times 59. We have included a 
range of values for ve in the library because accounting for backflux is known to 
improve the estimation of Ktrans and vp 39.  
 In this study, the T1 maps were estimated prior to reconstruction using 
DESPOT1 with three flip angles 49. Using fully sampled data, the joint estimation of 
T1 and kinetic parameter maps has recently been shown to improve accuracy of 
DCE kinetic parameter maps 60 . An extension of the proposed framework to include 
joint T1 estimation would warrant the inclusion of multiple T1-based simulated 
concentration curves in the library, and exploration of superior learning approaches 
  
(alternate to k-SVD) that offer better compression capabilities to efficiently 
represent a richer library.  Furthermore, there could be a number of approaches to 
improve pre-contrast T1 mapping in a separate step. For instance, increasing the 
number of flip angle measurements, use of constrained imaging methods (e.g. 
model-based reconstruction, MR fingerprinting). 
 The proposed approach has similarities and important distinctions with 
prior art. Similar to MR-fingerprinting 46,61, our approach exploits physical models 
for reconstruction. However, it does not modify the acquisition parameter settings. 
It takes a two-step approach of first reconstructing the concentration time profiles, 
and then estimating the kinetic parameters in a final step. In comparison to MR-
Fingerprinting, our approach is sensitive to motion because the basis functions do 
not account for motion. However, if reasonable estimates of the motion deformation 
fields are known or can be estimated from the data, it can be corrected by 
integration into the forward model 62,63.   
Data inconsistencies such as motion, or B1 non-uniformity, may violate the 
assumption of the appropriateness of the kinetic model on the concentration time 
profiles. This is equally true with existing compressed sensing methods. However, 
the framework can seamlessly accommodate prior information in the forward 
model to improve data consistency (eg. integration of motion maps, B1 maps). The 
proposed reconstruction assumes the chosen kinetic model to be appropriate to the 
data. While the kinetic model of choice can be motivated based on the application at 
hand, the framework is flexible to generate comprehensive libraries from more than 
one kinetic model. Future application specific studies with chosen kinetic models 
are however needed to deduce the relation between the complexity of the library 
and the sparsity parameter (q) during dictionary generation, and subsequently 
acceleration capabilities. 
 
 
 
  
References: 
 
1.  Heye AK, Culling RD, Vald??s Hern??ndez MDC, Thrippleton MJ, Wardlaw JM. 
Assessment of blood-brain barrier disruption using dynamic contrast-enhanced 
MRI. A systematic review. NeuroImage Clin. 2014;6:262-274. 
doi:10.1016/j.nicl.2014.09.002. 
2.  Roberts HC, Roberts TP, Brasch RC, Dillon WP. Quantitative measurement of 
microvascular permeability in human brain tumors achieved using dynamic 
contrast-enhanced MR imaging: correlation with histologic grade. AJNR Am J 
Neuroradiol. 2000;21(5):891-899. 
http://www.ncbi.nlm.nih.gov/pubmed/10815665. 
3.  Jain R. Measurements of tumor vascular leakiness using DCE in brain tumors: 
Clinical applications. NMR Biomed. 2013;26:1042-1049. doi:10.1002/nbm.2994. 
4.  Gait??n MI, Shea CD, Evangelou IE, et al. Evolution of the blood-brain barrier in 
newly forming multiple sclerosis lesions. Ann Neurol. 2011;70(1):22-29. 
doi:10.1002/ana.22472. 
5.  Cramer SP, Larsson HBW. Accurate determination of blood-brain barrier 
permeability using dynamic contrast-enhanced T1-weighted MRI: a simulation and 
in vivo study on healthy subjects and multiple sclerosis patients. J Cereb blood 
flow Metab. July 2014:1-11. doi:10.1038/jcbfm.2014.126. 
6.  Starr JM, Wardlaw J, Ferguson K, MacLullich  a, Deary IJ, Marshall I. Increased 
blood-brain barrier permeability in type II diabetes demonstrated by gadolinium 
magnetic resonance imaging. J Neurol Neurosurg Psychiatry. 2003;74:70-76. 
doi:10.1136/jnnp.74.1.70. 
7.  Montagne A, Barnes SR, Sweeney MD, et al. Blood-Brain barrier breakdown in 
the aging human hippocampus. Neuron. 2015;85(2):296-302. 
doi:10.1016/j.neuron.2014.12.032. 
8.  Ah-See M-LW, Makris A, Taylor NJ, et al. Early changes in functional dynamic 
magnetic resonance imaging predict for pathologic response to neoadjuvant 
chemotherapy in primary breast cancer. Clin Cancer Res. 2008;14(20):6580-6589. 
doi:10.1158/1078-0432.CCR-07-4310. 
9.  Li X, Arlinghaus LR, Ayers GD, et al. DCE-MRI analysis methods for predicting 
the response of breast cancer to neoadjuvant chemotherapy: pilot study findings. 
Magn Reson Med. 2013;71(4):1592-1602. doi:10.1002/mrm.24782. 
10.  Verma S, Turkbey B, Muradyan N, et al. Overview of dynamic contrast-enhanced 
MRI in prostate cancer diagnosis and management. Am J Roentgenol. 
2012;198:1277-1288. doi:10.2214/AJR.12.8510. 
11.  Chen B Bin, Shih TTF. DCE-MRI in hepatocellular carcinoma-clinical and 
therapeutic image biomarker. World J Gastroenterol. 2014;20(12):3125-3134. 
doi:10.3748/wjg.v20.i12.3125. 
12.  D’Arcy JA, Collins DJ, Rowland IJ, Padhani AR, Leach MO. Applications of 
sliding window reconstruction with cartesian sampling for dynamic contrast 
enhanced MRI. NMR Biomed. 2002;15(2):174-183. doi:10.1002/nbm.755. 
13.  Le Y, Kroeker R, Kipfer HD, Lin C. Development and evaluation of TWIST 
Dixon for dynamic contrast-enhanced (DCE) MRI with improved acquisition 
efficiency and fat suppression. J Magn Reson Imaging. 2012;36(2):483-491. 
  
doi:10.1002/jmri.23663. 
14.  Saranathan M, Rettmann DW, Hargreaves BA, Clarke SE, Vasanawala SS. 
DIfferential subsampling with cartesian ordering (DISCO): A high spatio-temporal 
resolution dixon imaging sequence for multiphasic contrast enhanced abdominal 
imaging. J Magn Reson Imaging. 2012;35(6):1484-1492. doi:10.1002/jmri.23602. 
15.  Wieben O, Velikina J, Block WF, et al. Highly Constrained Back Projection ( 
HYPR ): Theory and Potential MRI Applications. Med Phys. 2006;14:2006-2006. 
16.  Han S, Paulsen JL, Zhu G, et al. Temporal/spatial resolution improvement of in 
vivo DCE-MRI with compressed sensing-optimized FLASH. Magn Reson 
Imaging. 2012;30(6):741-752. doi:10.1016/j.mri.2012.02.001. 
17.  Lebel RM, Jones J, Ferre J-C, Law M, Nayak KS. Highly accelerated dynamic 
contrast enhanced imaging. Magn Reson Med. 2014;71:635-644. 
doi:10.1002/mrm.24710. 
18.  Guo Y, Lebel RM, Zhu Y, et al. High-resolution whole-brain DCE-MRI using 
constrained reconstruction: Prospective clinical evaluation in brain tumor patients. 
Med Phys. 2016;43(5):2013-2023. 
19.  Feng L, Grimm R, Block KT, et al. Golden-angle radial sparse parallel MRI: 
Combination of compressed sensing, parallel imaging, and golden-angle radial 
sampling for fast and flexible dynamic volumetric MRI. Magn Reson Med. 2013. 
20.  Rosenkrantz AB, Geppert C, Grimm R, et al. Dynamic contrast-enhanced MRI of 
the prostate with high spatiotemporal resolution using compressed sensing, parallel 
imaging, and continuous golden-angle radial sampling: Preliminary experience. J 
Magn Reson Imaging. 2015;41:1365-1373. doi:10.1002/jmri.24661. 
21.  Zhang T, Cheng JY, Potnick AG, et al. Fast pediatric 3D free-breathing abdominal 
dynamic contrast enhanced MRI with high spatiotemporal resolution. J Magn 
Reson Imaging. 2015;41(2):460-473. doi:10.1002/jmri.24551. 
22.  Lingala SG, Jacob M. Blind compressive sensing dynamic MRI. IEEE Trans Med 
Imaging. 2013;32(6):1132-1145. 
23.  Awate SP, Dibella EVR. Spatiotemporal dictionary learning for undersampled 
dynamic MRI reconstruction via joint frame-based and dictionary-based sparsity. 
In: Proceedings - International Symposium on Biomedical Imaging. ; 2012:318-
321. doi:10.1109/ISBI.2012.6235548. 
24.  Wang Y, Ying L. Compressed sensing dynamic cardiac cine MRI using learned 
spatiotemporal dictionary. IEEE Trans Biomed Eng. 2014;61(4):1109-1120. 
doi:10.1109/TBME.2013.2294939. 
25.  Caballero J, Price AN, Rueckert D, Hajnal J V. Dictionary learning and time 
sparsity for dynamic MR data reconstruction. IEEE Trans Med Imaging. 
2014;33(4):979-994. doi:10.1109/TMI.2014.2301271. 
26.  Wang G, Qi J. Direct estimation of kinetic parametric images for dynamic PET. 
Theranostics. 2013;3(10):802-815. doi:10.7150/thno.5130. 
27.  Kamasak ME, Bouman CA, Morris ED, Sauer K. Direct reconstruction of kinetic 
parameter images from dynamic PET data. IEEE Trans Med Imaging. 
2005;24(5):636-650. doi:10.1109/TMI.2005.845317. 
28.  Rahmim A, Tang J, Zaidi H. Four-dimensional (4D) image reconstruction 
strategies in dynamic PET: beyond conventional independent frame 
reconstruction. Med Phys. 2009;36(8):3654-3670. doi:10.1118/1.3160108. 
  
29.  Li T, Thorndyke B, Schreibmann E, Yang Y, Xing L. Model-based image 
reconstruction for four-dimensional PET. Med Phys. 2006;33(5):1288-1298. 
doi:10.1118/1.2192581. 
30.  Doneva M, Börnert P, Eggers H, Stehning C, Sénégas J, Mertins A. Compressed 
sensing reconstruction for magnetic resonance parameter mapping. Magn Reson 
Med. 2010;64(4):1114-1120. 
31.  Sumpf TJ, Uecker M, Boretius S, Frahm J. Model-based nonlinear inverse 
reconstruction for T2 mapping using highly undersampled spin-echo MRI. J Magn 
Reson Imaging. 2011;34(2):420-428. doi:10.1002/jmri.22634. 
32.  Huang C, Graff CG, Clarkson EW, Bilgin A, Altbach MI. T 2 mapping from 
highly undersampled data by reconstruction of principal component coefficient 
maps using compressed sensing. Magn Reson Med. 2012;67(5):1355-1366. 
doi:10.1002/mrm.23128. 
33.  Ben-Eliezer N, Sodickson DK, Block KT. Rapid and accurate T2 mapping from 
multi-spin-echo data using bloch-simulation-based reconstruction. Magn Reson 
Med. 2015;73(2):809-817. doi:10.1002/mrm.25156. 
34.  Awate SP, DiBella EVR, Tasdizen T, Whitaker RT. Model-based image 
reconstruction for dynamic cardiac perfusion MRI from sparse data. In: Annual 
International Conference of the IEEE Engineering in Medicine and Biology - 
Proceedings. ; 2006:936-941. doi:10.1109/IEMBS.2006.260363. 
35.  Zhao L, Fielden SW, Feng X, Wintermark M, Mugler JP, Meyer CH. Rapid 3D 
dynamic arterial spin labeling with a sparse model-based image reconstruction. 
Neuroimage. 2015;121:205-216. doi:10.1016/j.neuroimage.2015.07.018. 
36.  Welsh CL, Dibella EVR, Adluru G, Hsu EW. Model-based reconstruction of 
undersampled diffusion tensor k-space data. Magn Reson Med. 2013;70:429-440. 
doi:10.1002/mrm.24486. 
37.  Bilgic B, Chatnuntawech I, Setsompop K, et al. Fast dictionary-based 
reconstruction for diffusion spectrum imaging. IEEE Trans Med Imaging. 
2013;32(11):2022-2033. doi:10.1109/TMI.2013.2271707. 
38.  Aharon M, Elad M, Bruckstein A. k-SVD: An Algorithm for Designing 
Overcomplete Dictionaries for Sparse Representation. Signal Process IEEE Trans. 
2006;54(11):4311-4322. 
39.  Sourbron SP, Buckley DL. On the scope and interpretation of the Tofts models for 
DCE-MRI. Magn Reson Med. 2011;66(3):735-745. doi:10.1002/mrm.22861. 
40.  Patlak CS, Blasberg RG. Graphical evaluation of blood to brain barrier transfer 
constants from multiple time uptake data. Generalizations. J Cereb Blood Flow 
Metab. 1985;5(4):584-590. 
41.  Parker GJM, Roberts C, Macdonald A, et al. Experimentally-derived functional 
form for a population-averaged high-temporal-resolution arterial input function for 
dynamic contrast-enhanced MRI. Magn Reson Med. 2006;56(5):993-1000. 
doi:10.1002/mrm.21066. 
42.  Li KL, Zhu XP, Waterton J, Jackson A. Improved 3D quantitative mapping of 
blood volume and endothelial permeability in brain tumors. J Magn Reson 
Imaging. 2000;12(2):347-357. doi:10.1002/1522-2586(200008)12:2<347::AID-
JMRI19>3.0.CO;2-7. 
43.  Pati YCC, Rezaiifar R, Krishnaprasad PSS. Orthogonal matching pursuit: 
  
recursive function approximation with applications to wavelet decomposition. 
Proc 27th Asilomar Conf Signals, Syst Comput. 1993:1-5. 
doi:10.1109/ACSSC.1993.342465. 
44.  Sotiras A, Davatzikos C, Paragios N. Deformable medical image registration: A 
survey. IEEE Trans Med Imaging. 2013;32(7):1153-1190. 
doi:10.1109/TMI.2013.2265603. 
45.  Pierre EY, Ma D, Chen Y, Badve C, Griswold MA. Multiscale reconstruction for 
MR fingerprinting. Magnetic Resonance in Medicine. 2015. 
46.  Hamilton JI, Jiang Y, Chen Y, et al. MR fingerprinting for rapid quantification of 
myocardial T1, T2, and proton spin density. Magnetic Resonance in Medicine. 
2016. 
47.  Barnes SR, Ng TSC, Santa-Maria N, Montagne A, Zlokovic B V, Jacobs RE. 
ROCKETSHIP: a flexible and modular software tool for the planning, processing 
and analysis of dynamic MRI studies. BMC Med Imaging. 2015;15:19. 
doi:10.1186/s12880-015-0062-3. 
48.  Bosca R, Jackson E. Creating an anthropomorphic digital MR phantom—an 
extensible tool for comparing and evaluating quantitative imaging algorithms. 
Phys Med Biol. 2016;61(2):2016. 
49.  Deoni SCL, Peters TM, Rutt BK. High-resolution T1 and T2 mapping of the brain 
in a clinically acceptable time with DESPOT1 and DESPOT2. Magn Reson Med. 
2005;53(1):237-241. doi:10.1002/mrm.20314. 
50.  Wen PY, Macdonald DR, Reardon DA, et al. Updated response assessment criteria 
for high-grade gliomas: Response assessment in neuro-oncology working group. J 
Clin Oncol. 2010;28(11):1963-1972. doi:10.1200/JCO.2009.26.3541. 
51.  Bagher-Ebadian H, Jain R, Nejad-Davarani SP, et al. Model selection for DCE-T1 
studies in glioblastoma. Magn Reson Med. 2012;68(1):241-251. 
doi:10.1002/mrm.23211. 
52.  Zhu Y, Guo Y, Lingala SG, Marc Lebel R, Law M, Nayak KS. GOCART: 
GOlden-angle CArtesian randomized time-resolved 3D MRI. Magn Reson 
Imaging. 2015. doi:10.1016/j.mri.2015.12.030. 
53.  Lebel R, Nallapareddy N, Lingala SG, Frayne R, Nayak KS. Automatic bolus 
detection for dynamic contrast enhaced imaging with sparse sampling. In: 
Proceedings of the MR Angiography Club. ; 2016:76. 
54.  Daniel BL, Yen YF, Glover GH, et al. Breast Disease : Dynamic Spiral MR 
Imaging. Popul (English Ed. 1998;209(2):499-509. 
doi:10.1148/radiology.209.2.9807580. 
55.  Port RE, Knopp M V., Brix G. Dynamic contrast-enhanced MRI using Gd-DTPA: 
Interindividual variability of the arterial input function and consequences for the 
assessment of kinetics in tumors. Magn Reson Med. 2001;45(6):1030-1038. 
doi:10.1002/mrm.1137. 
56.  Calamante F, Gadian DG, Connelly  a. Delay and dispersion effects in dynamic 
susceptibility contrast MRI: simulations using singular value decomposition. Magn 
Reson Med. 2000;44(3):466-473. doi:10.1002/1522-2594(200009)44:3<466::AID-
MRM18>3.0.CO;2-M. 
57.  Willats L, Connelly A, Christensen S, Donnan GA, Davis SM, Calamante F. The 
role of bolus delay and dispersion in predictor models for stroke. Stroke. 
  
2012;43(4):1025-1031. doi:10.1161/STROKEAHA.111.635888. 
58.  Schabel MC, Parker DL. Uncertainty and bias in contrast concentration 
measurements using spoiled gradient echo pulse sequences. Phys Med Biol. 
2008;53(9):23-45. 
59.  Artzi M, Liberman G, Nadav G, et al. Optimization of DCE-MRI protocol for the 
assessment of patients with brain tumors. Magn Reson Imaging. 2016;34(9):xxx. 
doi:10.1016/j.mri.2016.07.003. 
60.  Dickie B, Banerji A, Kershaw L, et al. Improved accuracy and precision of tracer 
kinetic parameters by joint fitting to variable flip angle and dynamic contrast 
enhanced MRI data. Magn Reson Med. 2016;76(4):1270-1281. 
61.  Ma D, Gulani V, Seiberlich N, et al. Magnetic resonance fingerprinting. Nature. 
2013;495(7440):187-192. doi:10.1038/nature11971. 
62.  Lingala SG, DiBella E, Jacob M. Deformation corrected compressed sensing (DC-
CS): a novel framework for accelerated dynamic MRI. IEEE Trans Med Imaging. 
2014. doi:10.1109/TMI.2014.2343953. 
63.  Chen X, Salerno M, Yang Y, Epstein FH. Motion-compensated compressed 
sensing for dynamic contrast-enhanced MRI using regional spatiotemporal sparsity 
and region tracking: Block low-rank sparsity with motion-guidance (BLOSM). 
Magn Reson Med. 2014;72(4):1028-1038. doi:10.1002/mrm.25018. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Case no. Age/Sex Diagnosis 
1 74/M Glioblastoma 
2 60/M Metastatic Melanoma 
3 44/F Meningioma 
4 79/F Metastatic melanoma 
5 63/M Meningioma 
6 68/M Glioblastoma 
7 73/M Metastatic melanoma 
8 38/F Meningioma 
9 67/M Renal Cell Carcinoma 
10 71/M Pituitary adenoma 
11 73/F Meningioma 
12 54/F Meningioma 
 
 
Table 1: Patient demographic information and diagnosis of the brain tumor cases 
used in this study.  
 
 
 
 
 
 
  
 
Figure 1: Construction of dictionary of temporal basis functions from a specified 
tracer kinetic model (a). Based on a physiological range of kinetic parameters and 
an arterial input function (AIF), a library of concentration v.s time profiles is 
generated (b). A subset of the profiles in the library are highlighted in red. Using k-
SVD, the library is then reduced to a smaller set of temporal basis functions in a 
dictionary (c). The basis functions generated with the ETK model is shown in (c). 
The basis functions themselves are not representative of kinetic model profile, and 
hence can be non-positive. Instead, the linear combination of them is designed to 
mimic any profile in (b). Approximate MATLAB computational times respectively 
for generating the library (~400,000 profiles) and learning the dictionary were 11.5 
minutes and 3.5 hours.  
 
  
 
Figure 2: Post-contrast images of 12 brain tumor cases with different brain tumor 
characteristics (shape, size, heterogeneity). All cases had enhancing tumors of at 
least 1 cm as determined by standard bi-directional assessment 50. Fully sampled 
raw multi-coil (k-t) space data from these patients were used as reference in 
retrospective under sampling studies. TK parameter estimation was performed in 
the tumor regions of interests (ROI) as marked by the red shaded regions.  
 
 
 
 
 
 
 
 
  
 
 
Figure 3: Kinetic model generated concentration v.s time profiles and their 
representation using k-SVD derived temporal bases. (a) and (b) respectively show 
representative profiles depicting different tumor enhancement dynamics from the 
Patlak, and ETK models. The maximum and average approximation errors are 
evaluated over the physiological range of kinetic parameters. A model-sparsity 
choice of q=2 was determined to be adequate for the Patlak model (݉ܽݔ௘௥௥/ߤ௘௥௥ =
10ିଶ଼%/10ିଷ଴%). Similarly, q=3 was adequate for the ETK model (݉ܽݔ௘௥௥/ߤ௘௥௥ =
2%/0.008%). 
  
 
 
 
Figure 4: Error statistics (bias and uncertainty) in estimating kinetic parameters in 
presence of noise with the Patlak model. The first row in (a) shows the bias and 
uncertainty in estimating kinetic parameters from the noisy concentration vs time 
profiles and is considered as reference. Rows (b) and (c) show the bias and 
uncertainty in kinetic parameter estimation after q-sparse projection of the noisy 
profiles with different values of q, and is evaluated against the reference. It can be 
seen from (a) that q=1 demonstrates considerable bias. However, when q=2, the 
bias and uncertainty maps are equivalent to the reference, which motivated the 
choice of q=2 for the Patlak model.   
 
 
 
 
  
 
 
 
Figure 5: Error statistics (bias and uncertainty) in estimating kinetic parameters in 
presence of noise with the ETK model. The first row in (a) shows the bias and 
uncertainty in estimating kinetic parameters from the noisy concentration vs time 
profiles and is considered as reference. Rows (b-d) show the bias and uncertainty in 
kinetic parameter estimation after q-sparse projection of the noisy profiles with 
different values of q, and is evaluated against the reference. It can be seen from (a) 
and (b) that q=1, and q=2 demonstrates considerable bias and uncertainty. 
However, when q=3, the bias and uncertainty maps are similar to the reference over 
a broad range of the parameter space.  This motivated our choice of q=3 for the ETK 
model.   
 
 
  
 
 
 
 
 
 
Figure 6: Evaluations using a digital reference object (DRO): (a) Comparison of Ktrans 
maps at SNR=40, 30, 20 obtained from the reference fully sampled (first row), and 
the proposed reconstruction at R=20 (second row). The difference maps are shown 
in the third row. (b) shows the per iteration change in the estimate of the 
concentration profiles over iteration number. From (b), the convergence across the 
different SNR settings depicts a similar pattern, but with different convergence 
speed. At convergence, the number of iterations for SNR=40, 30, 20 respectively 
were 122, 128, 134. As the SNR is decreased, the Ktrans estimates depict noise in both 
the reference and the proposed approach. The proposed approach at R=20 depicts 
good spatial fidelity of the Ktrans maps at all the noise levels ad also highlighted in the 
difference maps. 
 
 
 
  
 
Figure 7: Convergence of cost function in [4]: (a) shows the evolution of cost with different 
initializations of the concentration time profiles (Γ). (b) demonstrates the Ktrans estimated 
from the initial guesses (top row), and from the final estimated concentration time profiles 
(bottom row). Due to the iterative multi-scale optimization, the algorithm ensures cycling 
through problems of increasing complexity.  The black arrows in (a) indicate the instances 
at which the scale (spatial resolution) is incremented. It can be seen in (a) that the cost 
converges to the same minima irrespective of the initializations. The final estimated Ktrans in 
(b) from the different initializations are identical (see red dotted box).   
  
 
 
Figure 8: Evaluation of Ktrans maps derived from the proposed dictionary based and 
tFD reconstructions (R=20) against the reference Ktrans maps (R=1). The 12 cases 
are sorted based on decreasing difference between the proposed and tFD methods. 
The tFD reconstructions demonstrated under-estimation of Ktrans (visually evident 
in cases 1 to 9, see arrows). tFD also relied on tuning of a regularization parameter. 
In contrast, the proposed parameter-free model-based reconstruction provided 
better accuracy in Ktrans estimation, and also has improved fidelity in preserving 
spatial characteristics of the tumors (eg. thin boundaries of the tumor, see arrows in 
cases 1-5).  
 
 
 
 
 
  
 
 
Figure 9: Bland-Altman plots of a) the difference between estimated Ktrans (at 
R=20, R=40) and reference Ktrans ; b) the difference between estimated vp (at 
R=20, R=40) and reference vp; for the proposed (left column) and tFD (right 
column) reconstructions. Each dot corresponds to one pixel within the tumor ROIs 
of all the 12 cases. The mean and 1.96 times the standard deviation (μ+1.96σ) of the 
  
difference entities are quantitatively shown. These are also qualitatively marked by 
the solid red and dotted red lines. As seen from the plots, the proposed approach 
had lower bias (μ) and uncertainty (σ) in estimating Ktrans, and vp in comparison to 
tFD. tFD depicted a systematic bias in under-estimating Ktrans, and vp in 
comparison to the proposed approach This can also be noted from the qualitative 
comparisons in Figure. 8. 
 
 
