In this paper, we first develop a novel power series method (PSM) by introducing the characteristic length R 0 into the power term (t/R 0 ) k to solve nonlinear oscillatory problems. We demonstrate that a suitable value of R 0 being selected can avoid the numerical instability due to a huge value times a tiny value appeared in the conventional power series method with t k as an expansion term. Then, we use a sequential method to continue the series solution to a large time span, in order to investigate the chaotic behavior and the Poincaré sections of Duffing oscillator. We also use the modified sequential power series method (MSPSM) to construct the frequency response curves which exhibit hysteresis loops, and within which the multiple solutions occur in a sub-interval of exciting frequency.
Introduction
There are many computational methods that have been developed for solving the oscillatory problems of nonlinear oscillators, for example, the harmonic balance method [1, 2, 3] , the variational iteration method [4, 5] , the homotopy perturbation method [6, 7] , the parameter-expanding method [8] , the exp-function method [9] , the differential transform method [10] , and the optimal scale polynomial interpolation method [11] . Qaisi [12] has used the power series approach to solve undamped and unforced Duffing equation, and Schovanec and White [13] used the Taylor series expansion method. Chen [14] has used a target function method to solve Duffing equation, while the Laplace decomposition methods were introduced by Yusufoglu [15] , and Khuri [16] . Recently, Kumar has developed powerful method to solve gas dynamics equation arising in shock fronts [17] , telegraph equation via Laplace transform [18] , time-fractional Fokker-Planck equation arising in solid state physics and circuit theory [19] , and time fractional nonlinear shallow-water equation in oceans [20] . The power series method (PSM) is a classical method to solve ordinary differential equations (ODEs), which is closely related to the Taylor series method, but does not need an elaborate differential process to derive the expansion coefficients. However, the PSM is not presented as a general purpose algorithm, because it is necessary to derive the corresponding algebraic equation to generate the expansion coefficients case by case. On the other hand, the conventional PSM is restricted in a range by the radius of convergence, and is not suitable for a long term computation of nonlinear ODEs. In this paper, we will show how to solve the nonlinear Duffing oscillator quickly by using an effective combination of the modified power series expansion method together with a sequential continuation method.
Usually, the resulting nonlinear algebraic equations are highly nonlinear and are severely ill-conditioned when the higher order terms are considered. So a major issue is how to reduce the ill-condition of the resulting nonlinear algebraic equations. Fortunately, we can generate the new coefficients from the older ones through a nonlinear recursion formula in a closed-form type, and we do not need to solve the nonlinear algebraic equations, which is a major advantage of the power series type methods. This paper is organized as follows. A new proposal of the modified power series expansion method, including a characteristic length R 0 , is introduced in Section 2, where the role of R 0 is explored properly. Then we test the performance of the novel power series expansion technique for a linear oscillator example, and a continuation method is proposed to enhance the stability and accuracy for a long term computation. In Section 3, we solve some nonlinear ODEs to show the excellent performance of the modified sequential power series method (MSPSM). The problems of Duffing equation are discussed in Section 4, where we can employ the MSPSM to produce the Poincaré sections up to 10,000 periods without any difficulty. Finally, the conclusions are drawn in Section 5.
A modified power series method
The power series method is a standard and effective tool for solving linear ordinary differential equations (ODEs) with analytical coefficients. It gives solution of x(t) in the form of a power series:
where
We give a simple example to compute the solution and point out the drawbacks of the conventional power series method. We begin withẍ
which has a closed-form solution:
3)
The recursion formula for the coefficients A k is
where A 0 = x 0 and A 1 = y 0 are determined by the initial conditions. It is easy to write the above formula into a program and compute the solution x(t) at any time t and compare it with the exact solution. However, in the numerical solution we can only take a finite terms and compute the solution only to a finite time t f < ∞: 5) which is limited by the capacity of computer and the range of convergence radius.
Under the values of x 0 = y 0 = 1 and ω = 1 we solve Eq. (2.2) by the original power series method to a final time t f = 30. When n = 208 we can find the numerical solution with the accuracy of x having a maximum error 4.26 × 10 −4 as shown in Fig. 1(a) by dashed line. However, when n increases to n = 209 the program blows up and it cannot run up to the desired terminal time t f = 30, of which the terminal time is t = 29.8, and whose error is shown in Fig. 1(a) by solid black line. After t = 29.8 the original series solution with n = 209 abruptly tends to large error. For this problem the series solution in Eq. (2.5) is convergent for all t; however, the increasing of n might make a divergent solution due to a very huge value times a very tiny value. In order to overcome this defect we can modify the series solution in Eq. (2.5) by [21, 22] 
where R 0 ≥ t f is a characteristic length, and at the same time the recursion formula becomes
where a 0 = x 0 and a 1 = y 0 R 0 are determined by the initial conditions and the value of R 0 . Then we take n = 209 and R 0 = 30 and run the program to assess the accuracy as shown in Fig. 1 (a) by thick dashed line, whose maximum error reduces to 2.21 × 10 −4 , and it is convergent for all n ≥ 209. The improvement of accuracy is double, and more importantly, the number of n can be larger than that used in the original power series method. In Fig. 1 
This indicates that the MPSM is not an improvement by increasing the radius of convergence; however, the MPSM makes a re-distribution of numerics to avoid a very huge number times a very tiny number. We must stress that R 0 cannot be a too large value; otherwise the coefficients a k will grow to a very large value. For example when we use R 0 = 50 for a problem with t f = 50, the values of a k can be very large. While the values of No matter what value of n is taken, both these two methods cannot lead to the correct solution for a large terminal time problem. Indeed, for a long term computation we can further modify the power series solution by
where we divide the total time interval into N sub-intervals. At the first sub-interval t 1 = 0 and a 0 = x 0 and a 1 = y 0 R 0 ; then in the subsequent time interval t ∈ [t i ,t i + t f /N], a 0 and a 1 are obtained by inserting the values at the end time of the previous interval into a 0 = x(t i ) and a 1 = R 0 y(t i ). These double modifications are crucial in the applications of the power series method to the solutions of nonlinear ODEs, which might be named a modified sequential power series method (MSPSM). When R 0 = 1 the new method is reduced to a sequential power series method (SPSM).
We compute the solutions of Eq. (2.2) under the values of x 0 = y 0 = 1 and ω = 1 by the original sequential method and the modified sequential method to a final time t f = 500, where N = 50 and R 0 = 10. As shown in Fig. 1(c) , the maximum errors are respectively, 2.73 × 10 −11 and 2.36 × 10 −12 . We can observe that the numerical error obtained by the original sequential method has a tendency to increase the error with time, while that the modified sequential method can maintain the accuracy in the order of 10 −12 for a long term computation. 
Solving nonlinear ODEs
Before the computations of some nonlinear ODEs, we write a modified power series expansion for a power function of x α , α ̸ = 1, when x(t) is expressed by Eq. (2.10): where
This formula is very useful which is used to generate the kth coefficient b k in a power function x α (t) from existent a i , i = 1, . . . , k, and preceding b i , i = 1, . . . , k − 1.
Example 3.1. In this section we apply the above techniques to solve the following nonlinear ODE:
13)
The exact solution is
(3.15)
The recursion formula for this example is given by 
17) 19) and has obtained the following periodic solution by using the second-order harmonic balance (HB) method: Example 3.3. The chaotic behavior of ship rolling motion in beam sea has been studied by Thompson [24] and Liu [25] , of which a typical equation to explore the instability of ship capsize is the following quadratic nonlinear oscillator: 
In the studies of ship motion the analysis of large amplitude nonlinear rolling motion is important to understand the capsize dynamics. For the input of sine function we can view sin(ωt) as a solution of Eq. (2.2) with the initial conditions x(0) = 0 and y(0) = ω at the first sub-interval, and then the coefficients generated by using the MSPSM is denoted by S k . From Eq. (3.21) we can derive the following recursion formula to compute a k :
a k+2 = F 0 R 2 0 S k + R k+2 0 b k − R 2 0 a k − γR 0 (k + 1)a k+1 (k + 2)(k + 1) ,(3.
Solving Duffing equation
The study of nonlinear oscillators is of great importance not only in all areas of physics but also in engineering and other disciplines, since most phenomena in our world are nonlinear and are described by nonlinear equations. Recently, a considerable attention has been directed towards the semi-analytical solutions for nonlinear oscillators. We will show how to solve the nonlinear Duffing oscillator quickly by using the modified sequential power series method (MSPSM), which can provide a semi-analytical solution of the Duffing equation. First we consider an undamped Duffing equation: 23) where α 0 = 3, β = −2, x(0) = 0 andẋ(0) = 1, which has a closed-from solution x(t) = sint. Let τ = sint and y(τ) = x(t), the above equation is transformed to
of which the recursion formula is 25) where S k is the power series expansion of the right-hand side of Eq. (4.24), of which S 1 = 2, S 3 = −2 and other S k are zeros. c k is the power series expansion coefficient of the cubic term y 3 (τ), which is given by Eq. (3.12) with α = 3 is not applicable for a 0 = 0. So we use Eq. (4.26), instead of Eq. (3.12).
In Table 1 we assess the accuracy by displaying the absolute errors of numerical solutions with exact solutions.
It can be seen that the present method can provide very highly accurate numerical solutions of the Duffing equation. It makes no difference by using n = 3 or n = 5 terms in the series expansion. Then we considerẍ (t) + 4x(t) − 0.01x
of which the method of Kryloff and Bogoliubov method gives x(t) = a sin(0.3a/16 + 2)t where a = 0.49883. We apply the MSPSM to solve this problem with x(0) = 0 andẋ(0) = 1 and with N = 5, n = 100 and R 0 = 1, of which the results are close to that obtained by the Kryloff and Bogoliubov method (KB) as shown in Fig. 6 . Now we considerẍ (t) + γẋ(t) + α 0 x(t) + β x 3 (t) = F 0 cos ωt, (4.28) where γ is a damping constant, F 0 is the amplitude of external force, and ω is the excitation frequency of external force.
For the input of cosine function we can view cos(ωt) as a solution of Eq. (2.2) with the initial conditions x(0) = 1 and y(0) = 0 at the first sub-interval, and then the coefficients generated by the MSPSM is denoted by C k . From Eq. (4.28) we can derive the following recursion formula to compute a k :
Here we use Eq. from the final values of the previous one. We increase the frequencies from 1 to 1.5 with 100 increments. A similar construction for the second curve is carried out; however, we decrease the frequency from ω = 1.5 to ω = 1 with 100 decrements. It can be seen that these two frequency response curves exhibit a hysteresis loop, and the multiple solutions appear in the range of ω ∈ [1.27, 1.3]. Then we increase the forcing amplitude to F 0 = 1.25, and the results are shown in Fig. 9(b) , where the parameters used in the MSPSM are fixed to be N = 200, n = 50 and R 0 = 1. The frequency response curves are plotted in the range of ω ∈ [0.5, 2.5]. It can be seen that the frequency response curves are more complicated than the weaker one in Fig. 9(a) . For this stronger nonlinear case the curve has a hysteretic loop and jumping behaviors in the range of ω ∈ [1.8, 1.9]. The value of vibration amplitude approaches 3.45 at the tip corner. Similarly, under the following parameters: γ = 0.3, α 0 = −1, β = 1, F 0 = 0.2 the responses are computed by the MSPSM to the steady state after 19 periods of external forcing and in the subsequent period the amplitude is plotted with respect to the excitation frequency ω in Fig. 10(a) , where the parameters used in the MSPSM are fixed to be N = 400, n = 50 and R 0 = 1. The frequency response curves as plotted in the range of ω ∈ [1.06, 1.12] are rather complex in a range with multiple solutions and jumping behaviors. In Fig. 10(b) we plot the frequency response curves forẍ (t) + 0.2ẋ(t) + x(t) + 4x 3 (t) = sin ωt.
It illustrates that the above system has three solutions within the hysteresis loop in the range of ω ∈ [2, 2.8]. For the Duffing oscillator with cosine and sine harmonic loadings, using the MSPSM to investigate multiple solutions and hysteretic loop of the frequency response curves.
Conclusions
We have developed a quite powerful numerical technique, namely the modified sequential power series method (MSPSM) to solve nonlinear ODEs. By considering the characteristic length into the power term, it can avoid the numerical difficulty of a huge value times a tiny value. Through a sequential continuation technique we can extend the series solution to a very large time span, which was used to investigate the chaotic behavior and the Poincaré sections of Duffing oscillator. The frequency response curves were established, which exhibit a hysteresis loop and within which the multiple solutions can happen in a sub-interval of exciting frequency. The present MSPSM is very accurate because we can employ many power terms in the series solution. Also, the size of time steps can be quite large without being restricted to be a small value as that used in the conventional numerical integrators. So we can effectively construct the Poincaré sections with 10,000 periodic points without consuming a lot of time.
