The continuous time random walks (CTRWs) are typically defned in the way that their trajectories are discontinuous step fuctions. This may be a unwellcome feature from the point of view of application of theese processes to model certain physical phenomena. In this article we propose alternative definition of continuous time random walks with continuous trajectories. We also give the functional limit theorem for sequence of such random walks. This result requires the use of strong Skorohod M 1 topology instead of Skorohod J 1 topology, which is usually used in limit theorems for ordinary CTRW processes.
Introduction
The continuous time random walk is given by the sequence
represent the succesive jumps of the walker while T k are the waiting times separating moments of jumps. We define processes of cunulative jumps and waiting times Quantities S(n), T (n) and N(t) can be interpreted respectively as the position of the walker after n-th jump, the moment of the n-th jump and the number of the last jump before time t.
The continuous time random walk (CTRW) process X generated by the sequence {(Y k , J k )} is the process S subordinated by counting process N, i.e. Quantities X(t) andX(t) give the last position of the walker before time t and the position of the walker just after first jump after time t, respectively. Similarily, T (N(t)) is a moment of the last jump before time t and T (N(t) + 1) is the moment of the first jump after time t.
From the definition of CTRW process it follows that its trajectories are the cádlág (i.e. left-continuous and having right limits) step functions. However sequence {(Y k , J k )} generates also a processX with continuous trajectories 
= S(N(t)) + S(N(t) + 1) − S(N(t)) T (N(t) + 1) − T (N(t)) (t − T (N(t))) t ≥ 0.
In order to give a convenient definition of mapping f , we need to be able to check if for any fixed t ≥ 0 the function x is constatnt in some neighbourhood of t and to identify the ends of the interval on which x is constant as they may be the ends of the "stair".
Definition 1.
For any x ∈ D([0, ∞), R d ) let η x (t) def = sup{s < t : x(s) = x(t)}, t ≥ 0, (6) θ x (t) def = inf{s ≥ t : x(s) = x(t−)}, t ≥ 0.
One easily see that if x is constant on some interval, say (a, b), such that a < t < b and this interval is the longest possible (i.e. x is not constant on any interval (a ′ , b ′ ) where a ′ < a, b ′ > b) then η x (t) = a and θ x (t) = b. Further on the following lemma will prove useful. Lemma 1. η x (t) and θ x (t) have the following properties:
(i) η x (t) ≤ t and η x (t) < t if and only if x is constant on interval (η x (t), t];
(ii) θ x (t) ≥ t and θ x (t) > t if and only if t / ∈ disc(x) and x is constant on interval [t, θ x (t));
Proof. From (6) it immidiately follows that η x (t) ≤ t and η x (t) < t if and only if there exist δ > 0 such that x is constant on interval (t − δ, t]. One easily checks that if δ 0 is the biggest of all such δ > 0, then t − δ 0 = η x (t) and (i) holds. Similarily, from (7) we have that θ x (t) ≥ t and θ x (t) > t if and only if t / ∈ disc(x) and x is constant on interval [t, t + δ) for some δ > 0. Again we take δ 0 being the biggest δ > 0 for which x is constant on interval [t, t + δ) and check that θ x (t) = t + δ 0 .
Having identified possible ends of "stairs" we may define mapping f .
given by the following formula
From Lemma 1 it follows that mapping f given by (8) is well defined. Indeed, from points (i) and (ii) we have that η x (t) ≤ t ≤ θ x (t) so if θ x (t) − η x (t) = 0 then θ x (t) = η x (t) = t and in this case
The next lemma we prove states that mapping f indeed modifies only the "stairs" of function x.
Lemma 2. f (x)(t) = x(t) if and only if x is constant on interval (η x (t), θ x (t)), η x (t) < t < θ x (t) and θ x (t) ∈ disc(x).
Proof. By (8) we have that f (x)(t) = x(t) whenever (a) x(θ x (t)) = x(η x (t)) and (b) t > η x (t). From Lemma 1 (i) and (b) it follows that x is constant on (η x (t), t] and by right continuity of x its value on this interval equals x(η x (t)). Then we have also that t > η x (t). Indeed, if t = η x (t) then x(θ x (t)) = x(t) = x(η x (t)) which contradicts (a). Thus by Lemma 2 (ii) function x is constant on interval (η x (t), θ x (t)) where η x (t) < t < θ x (t). Then x(θ x (t)−) = x(η x (t)) so (a) implies that θ x (t) ∈ disc(x). Now assume that x is constant on interval (η x (t), θ x (t)), η x (t) < t < θ x (t) and θ x (t) ∈ disc(x). Then x is constant on (η x (t), t] and by the right-continuity we have that x(η x (t)) = x(t). Moreover, since x is constant on [t, θ x (t)) and θ x (t) ∈ disc(x) it follows that x(θ x (t)) = x(t). Hence x(θ x (t)) − x(η x (t)) = 0 and f (x)(t) = x(t).
We conclude this section showing that mapping f is measurablie, i.e. that
where σ-fields S J 1 and S M 1 are the Borel σ-fields generated by the open sets in the Skorohod J 1 and SM 1 topologies, respectively (see [1] ). The Proposition below makes the task of proving measurability considerably simpler.
Proposition 1 (Th. 11.5.2. [1] ). Borel σ-fields S J 1 and S M 1 coincides with the Kolmogorov σ-field generated by the coordinate projections.
Lemma 3. The following mappings are measurable:
Proof. We begin with showing that sets {x : x = const on [a, b]} for some 0 ≤ a < b and {x : t ∈ disc(x)} for fixed t ≥ 0 are measurable. Fix arbitrarty 0 ≤ a < b and for any n let Q(n) = {m/n, m ∈ Z}. Then
thus it is measurable. Now fix arbitrary t ≥ 0.
so {x : t ∈ disc(x)} is also measurable. Now we show that mapping x(·) → η x (·) is measurable. By proposition 1 it is sufficient to show that the set {x : η x (t) ≤ a} is measurable for any t ≥ 0 and any a ≥ 0. By lemma 1 (i) {x : η x (t) ≤ a} = {x : sup{s < t : x(s) = x(t)} ≤ a} = {x : x = const on [a, t]} , a < t {x : x is not constant on any intrval (s, t), s < t} , a ≥ t .
Thus the set {x : η x (t) ≤ a} is measurable since sets {x : x = const on [a, t]} and {x : x is not constant on any intrval (s, t), s < t}
are measurable. By lemma 1 (ii) it follows also that the set {x : θ x (t) ≥ a} is measurable since
Finally mappings x(·) → x(η x (·)) and x(·) → x(θ x (·)) are measurable since functions from space D are measurable and composition of measurable mappings is again measurable.
As a immidiate consequence of lemma 3 and the fact that addition and multiplication are measurable we get the following corollary:
3 Convergence preservation under mapping f .
In this section we give conditions, under which the mapping f preserves convergence in the Skorohod SM 1 topology. Before doing so we introduce the notion of convergence of sequence of functions x n to some function x in the SM 1 topology, which in turn is based on concept of convergence of the completed graphs of functions x n to the completed graph of x. Detailed definitions and extensive summary of properties of
space can be found in [1] . Below we outline only some necesary definitions and facts on convergence in the strong M 1 topology.
On space R d we use supremum norm · , i.e.
where x(t−) denotes the left-hand side limit of x in point t.
On any completed graph Γ x we define relation " ≤ " inducing total order on Γ x . For
Then A is called the ordered subset of ordered completed graph (Γ x , ≤). We define the order-consistent distance between ordered set A and
where (z i , t i ) ∈ A and (z, t) ∈ Γ x . We use ∨ as a symbol of maximum, i.e. a ∨ b ≡ max{a, b}.
Ordered subset of completed graph and the order-consistent distance are useful in characterizing the convergence in SM 1 topology.
Proposition 2 (see th. 12.5.
The sequence x n converges to x in SM 1 topology if and only if for any ε > 0 there exist a integer m, a ordered subset
The above proposition is also useful in showing the convergence of elements of space
We denote set of discontinuity points of function x as disc(x). By theorem 12.9.3. [1] we have that x n → x in the SM 1 topology if and only if
Next we discuss continuity properties of mapping f . In general, this mapping is not continuous in the SM 1 topology as the following example shows.
. Then x n → x as n → ∞ in the SM 1 topology (and even in the uniform convergence toplogy), but we have that f (x n ) → x in the SM 1 topology while f (x) ≡ e, where e is the identity function.
Assume that sequence x n converges to x in the Skorohod J 1 topology and satisfies condition that whenever for some t ≥ 0 function x is constant on interval (η x (t), θ x (t)) and θ x (t) ∈ disc(x), then there exists sequence t n → t such that
Then we also have the convergence f (x n ) → f (x) in the SM 1 topology. Remark 1. Note that in the Example 1 for all t ∈ (1, 2) we can easily find sequence t n → t such that η xn (t n ) = η x (t) = 1, θ xn (t n ) = 2 − 1/n → θ x (t) = 2 (thus points (i) and (ii) are satisfied), but none of such sequences satisfies assumption (iii) since
Remark 2. Observe that assumptions η x (t) < t < θ x (t) and t n → t together with (i) and (ii) imply that for sufficiently large n we have that η xn (t n ) < t n < θ xn (t n ). By Lemma 1 x n is then constant on the interval (η xn (t n ), θ xn (t n )) and the J 1 convergence implies also that x n (t n ) → x(t). Moreover (iii) and assumption that θ x (t) ∈ disc(x) yields that θ xn (t n ) ∈ disc(x n ) for sufficiently large n.
Without loss of generality we may assume that y(T ) = x(T ). Observe that by (8) we have that y(θ x (t)) = x(θ x (t)) for any t ≥ 0. Thus if y(T ) = x(T ), then we show convergence y n | [0,θx(T )] → y| [0,θx(T )] in the SM 1 topology which also implies convergence of y n | [0,T ] to y| [0,T ] . Now fix arbitrary ε > 0. By Proposition 2 we have that there exists a integer m and a ordered subset A = {(z i , t i ), i = 0, 1, . . . , m} ⊂ Γ x such thatd(A, Γ x ) < ε. On interval [0, T ] function x has finitely many, say K = K(ε) jumps of magnitude greater or equal to ε. Let
Without loss of generality we may assume that all points
Similarily, let
Obviously we have that
Convergence of sequence x n to x in J 1 topology together with assumptions (i) − (iii) implies that we can choose sequence of sets
as n → ∞. Therefore we may choose n 1 = n 1 (ε) such that ∀n ≥ n 1
Moreover, by Proposition 2 there exists a integer n 2 and ordered subsets A n = {(z n,i , t n,i ), i = 0, 1, . . . , m} ⊂ Γ xn such thatd(A n , Γ xn ) < ε and d * (A, A n ) < ε for all n ≥ n 2 . Let n 0 = max{n 1 , n 2 }. Without loss of generality we may assume that n ≥ n 0 points
Now we construct ordered subsets
and for all n ≥ n 0d (B n , Γ yn ) < 3ε ,
We begin with construction of set B.
In other words points (z
we choose in the way that t
where the supremum is taken over all (z
). In order to do so we need to consider the following four cases:
Sinced(A, Γ x ) < ε it easily follows that z k+1 − z k ≤ ε and |t k+1 − t k | ≤ ε. Applying the same argument we have that
In the same way we show that (z
Observe that if j l = i l+1 , then k, k + 1 ∈ I l+1 and we are in case (1
• ). Therefore we may assume that j l < i l+1 . Then for any
Note that
The last inequality is the consequence of assumption that k = j l for some l. Indeed, if x(θ x (t)) − x(θ x (t)−) ≥ ε then θ x (t) = τ (l+1) ∈ G which implies that (k + 1) ∈ I l+1 \ {i l+1 }. Then also k ∈ I l+1 which contradicts the assumption that k = j l < i l+1 .
and from construction of set B we have that
One shows that (z ′ , t ′ ) − (z, t) < ε and (z, t) − (z k+1 , t k+1 ) < ε in the similar way as above. Assumption k = j l < i l+1 implies that (k + 1) ∈ I l+1 \ {i l+1 } so t k+1 / ∈ G and from the construction of set B we have that t
so we have that
The same argument works for k + 1 thus we also have that
Observe that if i l = j l−1 then k, k+1 ∈ I l−1 which case is treated in (1 • ). Therefore we assume that i l > j l−1 . Then
Similar argumentation and the fact that (z
The construction of sets B n is analogous to the construction of set B. In the similar way as above one can show that for all n ≥ n 0 there holds inequalitŷ
Finally we show that for all n ≥ n 0
First assume that k ∈ I l for some l ∈ {1, . . . , K}. Then
where the last inequality follows from properties of set G n . Similarily
Observe that
Now let us consider the triangular array of random vectors {(Y n,k , J n,k )}, where Y n,k are the random vectors in R d and J n,k are the positive random variables. For this array we define
and the sequence of CTRW processes
In [2] it was shown that processes R n may be written in the form
Proposition 3 (see Th. 3.6 [2] ). Assume that sequence (S n , T n ) converges weakly in the J 1 topology to the process (A, D), where D has almost surely strictly increasing trajectories. Then
in the J 1 topology.
The array {(Y n,k , J n,k )} generates also the sequence of CPCTRW
Observe that η Rn (t) = sup{s < t : R n (s) = R n (t)} and θ Rn (t) = inf{s ≥ t : R n (s) = R n (t−)} are the moments of the last jump of R n before time t and the first jump after time t, respectively. From the definition (9) of the counting process N n it then follows that η Rn (t) = T n (N n (t)/n) and θ Rn (t) = T n (N n (t)/n + 1/n).
Then we also have that
On the other hand, from definition (9) we get
Putting these two things together we obtain
Hece we can writē
where f is given by (8). Below we state and prove the functional limit theorem for sequenceR n . In the proof of Theorem 2 we will make use of the following lemma.
Lemma 4. For any function y ∈ D ([0, ∞), [0, ∞)) that is nondecreasing and unbounded from above the following equality holds
For the proof of lemma see Appendix. 
almost surely in the J 1 topology. Now we check that processes R ′ n , R ′ satisfy assumptions of Theorem 1. Assume that R ′ is constant on (η R ′ (t), θ R ′ (t)) for some t > 0 and θ R ′ (t) ∈ disc(R ′ ). Note that A ′ is not constant on any interval (a, b) ∈ [0, ∞) so it is easy to see that
and one easily checks (see sect. 3 of [3] ) that the left side of this equality is constant in the neighbourhood of t if
) for all n ≥ n 0 for some n 0 , for which sequence the following convergencies hold
(see e.g. argument on page 79 of [1] ).
. From definition of processes R ′ n it easily follows that they are constant on intervals
and we get that
Form equations (10) - (12) we obtain convergencies
so the processes R ′ n , R ′ satisfy assumptions (i) and (ii) of the Theorem 1. Now we check that assumption (iii) is also satisfied. First notice that by definition for any n ≥ 1 both processes S ′ n and T ′ n are constant on the intervals of the form [i/n, (i + 1)/n), i ∈ {0, 1, 2, . . .} and so disc(S
For arbitrary fixed n, by definition of R ′ n and (12) we may write
where the limits are resolved starting from the most inner one. Since T ′ n is a step function constant on intervals of length 1/n it follows that
i.e. it is the first moment of jump of T ′ n after time τ n . Moreover T
n (τ n + 1/n)) so for sufficiently small h and v < h we get that
However S ′ n is also a step function and is constant on the interval [τ n , τ n + 1/n) so for u < 1/n we have that S
Analogous argumentation leads to
To check assumption (iii) we also need to find R ′ (θ R ′ (t)) and R ′ (θ R ′ (t)−). Recall that we assume D 
is strictly increasing and right-continuous it follows that
and there exists ε(h) ց 0 as h ց 0 such that
We also have that
Combining convergence (11) with equations (13)-(16) we get First let us assume that t ∈ B 1 . Then t ∈ [y(τ * y −), y(τ * y )) for some τ * y ∈ Disc(y) and there exists h 0 > 0 such that ∀ h ∈ (0, h 0 ) t + h ∈ (y(τ * y −), y(τ * y )). Hence we obtain that for all t ∈ [y(τ * y −), y(τ * y )) On the other hand, by formula (13) in [3] we get that for any t ∈ [y(τ * y −), y(τ * y )) y • y −1 −1 (t) = y(τ * y −).
Then
Joining these two observations we obtain that y • y −1 −1 (t) = y − • (y −1 ) − + (t) = Φ(y, y) ∀ t ∈ B 1 . Now assume that t ∈ B 2 and let u 0 = sup{s : y(s) = t}. Then y(u 0 ) = t, which is obvious in the case when there is only one s ≥ 0 such that y(s) = t. If y(s) = t for more than one s, then y(s 0 −) = t which together with our assumption on t being in the set B 2 implies equality y(u 0 ) = t. Since y is nondecreasing and continuous from the right, we may choose sequence u n ց u 0 such that y(u n ) ց y(u 0 ). Then for sequence {u n } we define sequence h n ց 0 such that t + h n = y(u n ) and so we may write Note however that Then
and, as n → ∞, we get that
Thus (y − • (y −1 ) − ) + (t) = t for t ∈ B 2 . It turns out that for such t we also have that (y • y −1 ) −1 (t) = t (see argumentation justifying that formula (14) in [3] holds true). Combinig these two equalities we get that y • y −1 −1 (t) = y − • (y −1 ) − + (t) = Φ(y, y)(t) ∀ t ∈ B 2 and the proof is complete.
