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Résumé Un vériﬁcateur de modèle peut produire une trace de contre-
exemple, pour un programme erroné, qui est souvent inutile (longue et
diﬃcile) pour localiser les erreurs dans le code source. Dans ma thèse,
nous avons proposé un algorithme de localisation d'erreurs à partir de
contre-exemples, nommé LocFaults, combinant les approches de Bounded
Model-Checking (BMC) avec un problème de satisfaction de contraintes
(CSP). Cet algorithme analyse les chemins du CFG (Control Flow Graph)
du programme erroné pour calculer les sous-ensembles d'instructions sus-
pectes permettant de corriger le programme. En eﬀet, nous générons un
système de contraintes pour les chemins du graphe de ﬂot de contrôle
pour lesquels au plus k instructions conditionnelles peuvent être erronées.
Ensuite, nous calculons les MCSs (Minimal Correction Sets) de taille lim-
itée sur chacun de ces chemins. La suppression de l'un de ces ensembles
de contraintes donne un sous-ensemble satisﬁable maximal, en d'autres
termes, un sous-ensemble maximal de contraintes satisfaisant la post-
condition. Pour calculer les MCSs, nous étendons l'algorithme générique
proposé par Liﬃton et Sakallah dans le but de traiter des programmes
avec des instructions numériques plus eﬃcacement.
1 Problématique
Les erreurs dans un programme sont inévitables, elles peuvent nuire à son
bon fonctionnement et avoir des conséquences ﬁnancières extrêmement graves et
présenter une menace pour le bien-être humain [16]. Le lien suivant [2] cite des
histoires récentes de bugs logiciels. Conséquemment, le processus de débogage (la
détection, la localisation et la correction d'erreurs) est essentiel. La localisation
d'erreurs est l'étape qui coûte le plus. Elle consiste à identiﬁer l'emplacement ex-
act des instructions suspectes [9] aﬁn d'aider l'utilisateur à comprendre pourquoi
le programme a échoué, ce qui lui facilite la tâche de la correction des erreurs.
En eﬀet, quand un programme P est non conforme vis-à-vis de sa spéciﬁcation
(P contient des erreurs), un vériﬁcateur de modèle peut produire une trace d'un
contre-exemple, qui est souvent longue et diﬃcile à comprendre même pour les
programmeurs expérimentés.
22 Etat de l'art
Diﬀérentes approches ont été proposées pour aider le programmeur dans
l'aide à la localisation d'erreur dans la communauté test et vériﬁcation.
Bal et al[1] utilisent plusieurs appels à un Model Checker et comparent les
contre-exemples obtenus avec une trace d'exécution correcte. Les transitions qui
ne ﬁgurent pas dans la trace correcte sont signalées comme une possible cause de
l'erreur. Ils ont implanté leur algorithme dans le contexte de SLAM, un model
checker qui vériﬁe les propriétés de sécurité temporelles de programmes C.
Dans [10], les auteurs partent de la trace d'un contre-exemple, mais ils
utilisent la spéciﬁcation pour dériver un programme correct pour les mêmes don-
nées d'entrée. Chaque instruction identiﬁée est un candidat potentiel de faute et
elle peut être utilisée pour corriger les erreurs. Cette approche garantit que les
erreurs sont eﬀectivement parmi les instructions identiﬁées (en supposant que
l'erreur est dans le modèle erroné considéré). En d'autres termes, leur approche
identiﬁe un sur-ensemble des instructions erronées. Pour réduire le nombre d'er-
reurs potentielles, le processus est redémarré pour diﬀérents contre-exemples et
les auteurs calculent l'intersection des ensembles d'instructions suspectes. Cepen-
dant, cette approche souﬀre de deux problèmes majeurs :
 Elle permet de modiﬁer n'importe quelle expression, l'espace de recherche
peut ainsi être très grand ;
 Elle peut renvoyer beaucoup de faux diagnostics totalement absurdes car
toute modiﬁcation d'expression est possible (par exemple, changer la dernière
aﬀectation d'une fonction pour renvoyer le résultat attendu).
Pour remédier à ces inconvénients, Zhang et al [17] proposent de modiﬁer
uniquement les prédicats de ﬂux de contrôle. L'intuition de cette approche est
qu'à travers un switch des résultats d'un prédicat et la modiﬁcation du ﬂot de
contrôle, l'état de programme peut non seulement être modiﬁé à peu de frais,
mais qu'en plus, il est souvent possible d'arriver à un état succès. Liu et al [14]
généralisent cette approche en permettant la modiﬁcation de plusieurs prédicats.
Ils proposent également une étude théorique d'un algorithme de débogage pour
les erreurs RHS, c'est à dire les erreurs dans les prédicats de contrôle et la partie
droite des aﬀectations.
Récemment, Manu Jose et Rupak Majumdar [11,12] ont abordé ce problème
diﬀéremment : ils ont introduit un nouvel algorithme qui utilise un solveur MAX-
SAT pour calculer le nombre maximum des clauses d'une formule booléenne
qui peut être satisfaite par une aﬀectation. Leur algorithme fonctionne en trois
étapes :
1. Comme dans l'exécution symbolique, ils encodent une trace d'un programme
par une formule booléenne F qui est satisﬁable si et seulement si la trace est
satisﬁable ;
2. ils construisent une formule fausse F ′ en imposant que la post-condition soit
vraie (la formule F ′ est insatisﬁable car la trace correspond à un contre-
exemple qui viole la post-condition) ;
33. Ils utilisent MAXSAT pour calculer le nombre maximum de clauses pouvant
être satisfaites dans F ′ et aﬃchent le complément de cet ensemble comme une
cause potentielle des erreurs. En d'autres termes, ils calculent le complément
d'un MSS (Maximal Satisﬁable Subset).
3 Résultats et contributions
L'idée de notre approche est de réduire le problème de la localisation d'erreurs
vers celui qui consiste à calculer un ensemble minimal qui explique pourquoi un
CSP (Constraint Satisfaction Problem) est infaisable. Le CSP représente l'u-
nion des contraintes du contre-exemple, du programme et de l'assertion violée.
L'ensemble calculé peut être un MCS (Minimal Correction Subset) ou MUS
(Minimal Unsatisﬁable Subset). En général, tester la faisabilité d'un CSP sur
un domaine ﬁni est un problème NP-Complet (intraitable) 3, la classe des prob-
lèmes les plus diﬃciles de la classe NP. Cela veut dire, expliquer l'infaisabilité
dans un CSP est aussi dur, voire plus (on peut classer le problème comme NP-
Diﬃcile). BugAssist [11,12] est une méthode de localisation d'erreurs qui utilise
un solveur Max-SAT pour calculer la fusion des MCSs de la formule Booléenne
du programme en entier avec le contre-exemple. Elle devient ineﬃcace pour les
programmes de grande taille. LocFaults [4,5,7,6] travaille aussi à partir d'un
contre-exemple pour calculer les MCSs. La contribution de notre approche par
rapport à BugAssist peut se résumer dans les points suivants :
* Nous ne transformons pas la totalité du programme en un système de con-
traintes, mais nous utilisons le CFG du programme pour collecter les con-
traintes du chemin du contre-exemple et des chemins dérivés de ce dernier,
en supposant qu'au plus k instructions conditionnelles sont susceptibles de
contenir les erreurs. Nous calculons les MCSs uniquement sur le chemin du
contre-exemple et les chemins qui corrigent le programme ;
* Nous ne traduisons pas les instructions du programme en une formule
SAT, mais plutôt en contraintes numériques qui vont être manipulées par
des solveurs de contraintes ;
* Nous n'utilisons pas des solveurs MaxSAT comme boîtes noires, mais
plutôt un algorithme générique pour calculer les MCSs par l'usage d'un
solveur de contraintes.
Pour évaluer la méthode que nous avons proposée, nous avons comparé les
performances de LocFaults et de BugAssist [11,12] sur un ensemble de pro-
grammes. Comme LocFaults est basé sur CPBPV [8] qui travaille sur des pro-
grammes Java et queBugAssist travaille sur des programmes C, nous avons
construit pour chacun des programmes :
 une version en Java annotée par une spéciﬁcation JML ;
 une version en ANSI-C annotée par la même spéciﬁcation mais en ACSL.
Les deux versions ont les mêmes numéros de ligne et les mêmes instructions.
La précondition est un contre-exemple du programme, et la postcondition cor-
3. Si ce problème pouvait être résolu en temps polynomial, alors tous les problèmes
NP-Complet le seraient aussi.
4respond au résultat de la version correcte du programme pour les données du
contre-exemple. Comme dit précédemment, nous avons considéré qu'au plus une
condition pouvait être fausse sur un chemin. Par ailleurs, nous n'avons pas cher-
ché de MCS de cardinalité supérieure à 3. Les expérimentations ont été eﬀectuées
avec un processeur Intel Core i7-3720QM 2.60 GHz avec 8 GO de RAM.
Pour calculer les MCSs, nous avons utilisé les solveurs IBM ILOG MIP et
CP 4 de CPLEX. Nous avons adapté et implémenté l'algorithme de Liﬃton et
Sakallah [13], voir alg. 1. Cette implémentation prend en entrée l'ensemble de
contraintes infaisable qui correspond au chemin identiﬁé (C), et bmcs : la borne
sur la taille des MCSs calculés. Chaque contrainte ci dans le système construit
C est augmentée par un indicateur yi pour donner yi → ci dans le nouveau
système de contraintes C ′. Aﬀecter à yi la valeur V rai implique la contrainte ci ;
en revanche, aﬀecter à yi la valeur Faux implique la suppression de la contrainte
ci. Un MCS est obtenu en cherchant une aﬀectation qui satisfait le système de
contraintes avec un ensemble minimal d'indicateurs de contraintes aﬀectés avec
Faux. Pour limiter le nombre de variables indicateurs de contraintes qui peuvent
être assignées à Faux, on utilise la contrainte AtMost(¬y1,¬y2, ...,¬yn, k) (voir
la ligne 5), le système créé est noté dans l'algorithme C ′k (ligne 5). Chaque
itération de la boucle While (lignes 6−19) permet de trouver tous les MCSs de
taille k, k est incrémenté de 1 après chaque itération. Après chaque MCS trouvé
(lignes 8− 13), une contrainte de blocage est ajoutée à C ′k et C ′ pour empêcher
de trouver ce nouveau MCS dans les prochaines itérations (lignes 15 − 16). La
première boucle (lignes 4− 19) s'itère jusqu'à ce que tous les MCSs de C soient
générés (C ′ devient infaisable) ; elle peut s'arrêter aussi si les MCSs de taille
inférieure ou égale bmcs sont obtenus (k > bmcs).
Algorithm 1: Algorithme de Liﬃton et Sakallah
1 Fonction MCS(C,bmcs)
Entrées: C : Ensemble de contraintes infaisable, bmcs : Entier
Sorties: MCS : Liste de MCSs de C de cardinalité inférieure à bmcs
2 début
3 C′ ← AddYVars(C) ; MCS ← ∅ ; k ← 1 ;
4 tant que SAT(C′) ∧ k ≤ bmcs faire
5 C′k ← C
′ ∧ AtMost({¬y1,¬y2, ...,¬yn},k)
6 tant que SAT(C′k) faire
7 newMCS ← ∅
8 pour chaque indicateur yi faire
9 % yi est l'indicateur de la contrainte ci ∈ C, et val(yi) la valeur de yi dans la
solution calculée de C′k.
10 si val(yi) = 0 alors
11 newMCS ← newMCS ∪ {ci}.
12 ﬁn
13 ﬁn
14 MCS.add(newMCS).
15 C′k ← C
′
k ∧ BlockingClause(newMCS)
16 C′ ← C′ ∧ BlockingClause(newMCS)
17 ﬁn
18 k ← k + 1
19 ﬁn
20 retourner MCS
21 ﬁn
4. Disponible à http ://www-01.ibm.com/software/commerce/optimization/cplex-
cp-optimizer/
5Nous expliquerons, dans ce rapport, nos résultats de l'évaluation de notre
approche sur les programmes TCAS (Traﬃc Collision Avoidance System) de
la suite de test Siemens [15]. Il s'agit d'un benchmark bien connu qui corre-
spond à un système d'alerte de traﬁc et d'évitement de collisions aériennes.
Il y a 41 versions erronées et 1608 cas de tests. Nous avons utilisé toutes les
versions erronées sauf celles dont l'indice AltLayerV alue déborde du tableau
PositiveRAAltThresh car les débordements de tableau ne sont pas traités dans
CPBPV. Plus précisément, voici les versions TcasKO...TcasKO41. Les erreurs
dans ces programmes sont provoquées dans des endroits diﬀérents. 1608 cas de
tests sont proposés, chacun correspondant à contre-exemple. Pour chacun de ces
cas de test Tj , on construit un programme TcasViTj qui prend comme entrée
le contre-exemple, et dont postcondition correspond à la sortie correcte atten-
due. Le code source de l'ensemble des programmes est disponible à l'adresse
http://www.i3s.unice.fr/~bekkouch/Bench_Mohammed.html.
La table sur le lien suivant http://www.i3s.unice.fr/~bekkouch/Bench_
Mohammed.html#rtcas donne les résultats pour les programmes de la suite TCAS.
La colonne Nb_E indique pour chaque programme le nombre d'erreurs qui ont
été introduites dans le programme alors que la colonne Nb_CE donne le nombre
de contre-exemples. Les colonnes LF et BA indiquent le nombre de fois où
LocFaults et BugAssist ont identiﬁé l'instruction erronée. On remarquera que
LocFaults se compare favorablement à BugAssist sur ce benchmark qui ne
contient quasiment aucune instruction arithmétique ; comme précédemment le
nombre d'instructions suspectes identiﬁées par LocFaults est dans l'ensemble
nettement inférieur à celui de BugAssist.
Les temps de calcul de BugAssist et LocFaults sont très similaires et in-
férieurs à une seconde pour chacun des benchmarks de la suite TCAS très adaptés
aux solveurs booléens.
4 Conclusion et perspectives
La méthode LocFaults détecte les sous-ensembles suspects en analysant les
chemins du CFG pour trouver les déviations minimales qui corrigent le pro-
gramme ainsi que les MCSs ; elle utilise des solveurs de contraintes. La méthode
BugAssit calcule la fusion des MCSs du programme en transformant le pro-
gramme complet en une formule booléenne ; elle utilise des solveurs Max-SAT.
Les deux méthodes travaillent en partant d'un contre-exemple.
Dans le cadre de nos travaux futurs, nous envisageons de conﬁrmer nos ré-
sultats sur des programmes avec boucles plus complexes (voir nos premiers ré-
sultats dans [3]). Nous développons une version interactive de notre outil qui
fournit les sous-ensembles suspects l'un après l'autre : nous voulons tirer proﬁt
des connaissances de l'utilisateur pour sélectionner les conditions qui doivent
être déviées. Nous réﬂéchissons également sur comment étendre notre méthode
pour supporter les instructions numériques avec calcul sur les ﬂottants. Il sera
certainement aussi intéressant de calculer des MUS car ils apportent une infor-
mation complémentaire à l'utilisateur.
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