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Abstract
We complete the realisation by braided subfactors, announced by Ocneanu, of
all SU(3)-modular invariant partition functions previously classified by Gannon.
1 Introduction
In [24] Goodman, de la Harpe and Jones constructed a subfactor B ⊂ C given by the
embedding of the Temperley-Lieb algebra in the AF-algebra for an SU(2) ADE Dynkin
diagram. We will present an SU(3) analogue of this construction, where we embed the
SU(3)-Temperley-Lieb or Hecke algebra in an AF path algebra of the SU(3) ADE graphs.
Using this construction, we are able to realize all the SU(3) modular invariants by sub-
factors.
The algebraic structure behind the integrable statistical mechanical SU(N)-models
are the Hecke algebras Hn(q) of type An−1, for q ∈ C, since the Boltzmann weights lie in
(
⊗
N
MN )
SU(N) or (
⊗
N
MN)
SU(N)q . The Hecke algebra Hn(q) is the algebra generated by
unitary operators gj , j = 1, 2, . . . , n− 1, satisfying the relations
(q−1 − gj)(q + gj) = 0, (1)
gigj = gjgi, |i− j| > 1, (2)
gigi+1gi = gi+1gigi+1. (3)
When q = 1, the first relation becomes g2j = 1, so that Hn(1) reduces to the group ring of
the symmetric, or permutation, group Sn, where gj represents a transposition (j, j + 1).
Writing gj = q
−1−Uj where |q| = 1, and setting δ = q+q
−1, these relations are equivalent
to the self-adjoint operators 1, U1, U2, . . . , Un−1 satisfying the relations
1
H1:
H2:
H3:
U2i = δUi,
UiUj = UjUi, |i− j| > 1,
UiUi+1Ui − Ui = Ui+1UiUi+1 − Ui+1.
To any σ in the permutation group Sn, decomposed into transpositions of nearest
neighbours σ =
∏
i∈Iσ
τi,i+1, we associate the operator
gσ =
∏
i∈Iσ
gi,
which is well defined because of the braiding relation (3). Then the commutant of the
quantum group SU(N)q is obtained from the Hecke algebra by imposing an extra condi-
tion, which is the vanishing of the q-antisymmetrizer∑
σ∈SN+1
(−q)|Iσ|gσ = 0. (4)
For SU(2) it reduces to the Temperley-Lieb condition
UiUi±1Ui − Ui = 0, (5)
and for SU(3) it is
(Ui − Ui+2Ui+1Ui + Ui+1) (Ui+1Ui+2Ui+1 − Ui+1) = 0. (6)
We will say that a family of operators {Um} satisfy the SU(3)-Temperley-Lieb relations
if they satisfy the Hecke relations H1-H3 and the extra condition (6). The Temperley-
Lieb algebra has diagrammatic representations due to Kauffman [25]. There are similar
diagrammatic representations for the SU(3)-Temperley-Lieb based on the spider relations
of Kuperberg, which we will exploit in a later sequel [20, 21] going into SU(3)-planar
algebras. However, for our purposes here to construct SU(3)-Goodman-de la Harpe-Jones
subfactors, it is enough to work algebraically. We will embed the SU(3)-Temperley-
Lieb algebra in the path algebra of the candidate nimrep graphs for the SU(3) modular
invariants, using the Boltzmann weights we constructed in [19]. This is with the exception
of the graph E
(12)
4 for which we did not derive the Ocneanu cells which permitted the
derivation of the Boltzmann weights. However this is still enough to realise all SU(3)-
modular invariants, and compute their nimrep graphs with the exception of E
(12)
4 which
we will do in this paper, after first outlining the theory of modular invariants from α-
induction in the next section.
2 ADE Graphs
We start with the SU(3) modular invariants. The list below of all SU(3) modular invari-
ants was shown to be complete by Gannon [23]. Let P(n) = {µ = (µ1, µ2) ∈ Z
2|µ1, µ2 ≥
0;µ1+µ2 ≤ n−3}. These µ are the admissible representations of the Kacˇ-Moody algebra
2
su(3)∧ at level k = n − 3. We define the automorphism A of order 3 on the weights
µ ∈ P(n) by A(µ1, µ2) = (n− 3− µ1 − µ2, µ1).
There are four infinite series of SU(3) modular invariants: the identity (or diagonal)
invariant at level n− 3 is
ZA(n) =
∑
µ∈P
(n)
+
|χµ|
2, n ≥ 4, (7)
and its orbifold invariant is given by
ZD(3k) =
1
3
∑
µ∈P
(3k)
+
µ1−µ2≡0mod3
|χµ + χAµ + χA2µ|
2, k ≥ 2, (8)
ZD(n) =
∑
µ∈P
(n)
+
χµχ
∗
A(n−3)(µ1−µ2)µ
, n ≥ 5, n 6≡ 0mod3. (9)
Two other infinite series are given by their conjugate invariants. The conjugate invariant
ZA(n)∗ = C and the conjugate orbifold invariants ZD(n)∗ = ZD(n)C are
ZA(n)∗ =
∑
µ∈P
(n)
+
χµχ
∗
µ, n ≥ 4, (10)
ZD(3k)∗ =
1
3
∑
µ∈P
(3k)
+
µ1−µ2≡0mod3
(χµ + χAµ + χA2µ)(χ
∗
µ + χ
∗
Aµ
+ χ∗
A2µ
), k ≥ 2, (11)
ZD(n)∗ =
∑
µ∈P
(n)
+
χµχ
∗
A(n−3)(µ1−µ2)µ
, n ≥ 5, n 6≡ 0mod3. (12)
There are also exceptional invariants, i.e. invariants which are not diagonal, orbifold, or
their conjugates:
ZE(8) = |χ(0,0) + χ(2,2)|
2 + |χ(0,2) + χ(3,2)|
2 + |χ(2,0) + χ(2,3)|
2 + |χ(2,1) + χ(0,5)|
2
+|χ(3,0) + χ(0,3)|
2 + |χ(1,2) + χ(5,0)|
2, (13)
ZE(8)∗ = |χ(0,0) + χ(2,2)|
2 + (χ(0,2) + χ(3,2))(χ
∗
(2,0) + χ
∗
(2,3))
+(χ(2,0) + χ(2,3))(χ
∗
(0,2) + χ
∗
(3,2)) + (χ(2,1) + χ(0,5))(χ
∗
(1,2) + χ
∗
(5,0))
+|χ(3,0) + χ(0,3)|
2 + (χ(1,2) + χ(5,0))(χ
∗
(2,1) + χ
∗
(0,5)), (14)
ZE(12) = |χ(0,0) + χ(0,9) + χ(9,0) + χ(4,4) + χ(4,1) + χ(1,4)|
2
+2|χ(2,2) + χ(2,5) + χ(5,2)|
2, (15)
Z
E
(12)
MS
= |χ(0,0) + χ(0,9) + χ(9,0)|
2 + |χ(2,2) + χ(2,5) + χ(5,2)|
2 + 2|χ(3,3)|
2
+|χ(0,3) + χ(6,0) + χ(3,6)|
2 + |χ(3,0) + χ(0,6) + χ(6,3)|
2 + |χ(4,4) + χ(4,1) + χ(1,4)|
2
+(χ(1,1) + χ(1,7) + χ(7,1))χ
∗
(3,3) + χ(3,3)(χ
∗
(1,1) + χ
∗
(1,7) + χ
∗
(7,1)), (16)
Z
E
(12)∗
MS
= |χ(0,0) + χ(0,9) + χ(9,0)|
2 + |χ(2,2) + χ(2,5) + χ(5,2)|
2 + 2|χ(3,3)|
2
+(χ(0,3) + χ(6,0) + χ(3,6))(χ
∗
(3,0) + χ
∗
(0,6) + χ
∗
(6,3))
3
+(χ(3,0) + χ(0,6) + χ(6,3))(χ
∗
(0,3) + χ
∗
(6,0) + χ
∗
(3,6)) + |χ(4,4) + χ(4,1) + χ(1,4)|
2
+(χ(1,1) + χ(1,7) + χ(7,1))χ
∗
(3,3) + χ(3,3)(χ
∗
(1,1) + χ
∗
(1,7) + χ
∗
(7,1)), (17)
ZE(24) = |χ(0,0) + χ(4,4) + χ(6,6) + χ(10,10) + χ(21,0) + χ(0,21) + χ(13,4) + χ(4,13)
+χ(10,1) + χ(1,10) + χ(9,6) + χ(6,9)|
2
+|χ(15,6) + χ(6,15) + χ(15,0) + χ(0,15) + χ(10,7) + χ(7,10) + χ(10,4)
+χ(4,10) + χ(7,4) + χ(4,7) + χ(6,0) + χ(0,6)|
2, (18)
where ZE(12) and ZE(24) are self-conjugate, ZE(8)∗ = ZE(8)C and ZE(12)∗
MS
= Z
E
(12)
MS
C.
The modular invariants arising from SU(3)k conformal embeddings are (see [14]):
• D(6): SU(3)3 ⊂ SO(8)1, also realised as an orbifold SU(3)3/Z3,
• E (8): SU(3)5 ⊂ SU(6)1, plus its conjugate,
• E (12): SU(3)9 ⊂ (E6)1,
• E (24): SU(3)21 ⊂ (E7)1.
The Moore-Seiberg invariant E
(12)
MS [28], an automorphism of the orbifold invariant
D(12) = SU(3)9/Z3, is the SU(3) analogue of the E7 invariant for SU(2), which is an
automorphism of the orbifold invariant D10 = SU(2)16/Z2 (see Section 5.3 of [9] for a
realisation by a braided subfactor).
In the statistical mechanical models underlying this theory, the vertices and edges of
the underlying graph are used to describe bonds on a two dimensional lattice, together
with some Hamiltonian or family of Boltzmann weights. In the conformal field theory, or
subfactor theory, the vertices of the graph appear as primary fields or endomorphisms of
a type III factor.
The simplest case of the diagonal invariant only involves the Verlinde algebra, whose
fusion rules are determined by the graph A(n). The infinite graph A(∞) is illustrated in
Figure 1, whilst for finite n, the graphs A(n) are the subgraphs of A(∞), given by all the
vertices (λ1, λ2) such that λ1 + λ2 ≤ n− 3, and all the edges in A
(∞) which connect these
vertices.
The Verlinde algebra of SU(3) at level k = n − 3 will be represented by a finite
system NXN of irreducible inequivalent endomorphisms of a type III factor N [33] which
possesses a non-degenerate braiding, with unitary operator ε(λ, µ) intertwining λµ and
µλ , called a braiding operator, which satisfy the Braiding Fusion Equations [8, Def.
2.2]. For every braiding ε+ ≡ ε there is an opposite braiding ε− obtained by reversing
the crossings. If we have an inclusion ι : N →֒ M of type III factors together with a
non-degenerately braided finite system NXN such that the dual canonical endomorphism
θ = ιι decomposes as a sum of elements of NXN then we call N ⊂M a braided subfactor.
The α-induced morphisms α±λ ∈ End(M), which extend λ ∈ NXN , are defined by the
Longo-Rehren formula [27] α±λ = ι
−1 ◦ Ad(ε±(λ, θ)) ◦ λ ◦ ι, A coupling matrix Z can be
defined [8] by Zλ,µ = 〈α
+
λ , α
−
µ 〉, where λ, µ ∈ NXN , normalized so that Z0,0 = 1. By
[6, 14] this matrix Z commutes with the modular S- and T -matrices, and therefore Z
is a modular invariant. The right action of the N -N system NXN on the M-N system
MXN yields a representation of the Verlinde algebra or a nimrep Gλ, of the original N -N
fusion rules, i.e. a matrix representation where all the matrix entries are non-negative
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Figure 1: The infinite graph A(∞)
integers. These nimreps give multiplicity graphs associated to the modular invariants (or
at least associated to the inclusion, as a modular invariant may be represented by wildly
differing inclusions). The matrix Gν has spectrum Sλ,ν/Sλ,0 with multiplicity Zλ,λ. In
particular the spectrum of the nimrep is determined by the diagonal part of the modular
invariant and provides an automatic connection between the modular invariant and fusion
graphs, which in the SU(2) case reduces to the classification by Capelli-Itzykson-Zuber
[10] of modular invariants by ADE graphs. As M-N sectors cannot be multiplied among
themselves there is no associated fusion rule algebra to decompose. Nevertheless, when
chiral locality does hold [5, 6] the nimrep graph MXN can be canonically identified with
both chiral graphs MX
±
M , the systems induced by the images of α-induction, by β 7→ β ◦ ι,
β ∈ MX
±
M .
The question then arises whether or not every SU(3) modular invariant can be realised
by a subfactor. This was claimed and announced by Ocneanu [31] in his bimodule setting.
Most of these invariants are understood in the literature. Feng Xu [36] (see also [3,
4, 5]) looked at the conformal embedding invariants in the loop group setting of [33],
taking α-induction as the principal tool. These conformal inclusions are local or type
I. In particular, the chiral graphs for the D(6), E (8), E (12) and E (24) SU(3) invariants
were computed. Since these inclusions are type I, the chiral graphs coincide with their
nimreps with corresponding graphs D(6), E (8), E
(12)
1 and E
(24) respectively. These graphs
are illustrated in Figures 10, 13, 14 and 16 of [19] respectively. Note that by the spectral
theory of nimreps developed in [8, 9] and described above, these graphs and the other
candidate graphs of di Francesco and Zuber will now automatically have spectra described
by the diagonal part of the modular invariant.
The infinite series of orbifold invariants D(3k) were considered by Bo¨ckenhauer and
Evans in [4], yielding nimreps which produce the graphs D(3k), which are the Z3-orbifolds
of the graphs A(3k). Bo¨ckenhauer and Evans [4] produced a method for analysing con-
jugates of conformal embedding invariants by taking an orbifold of the extended system
of the level one theory of the ambient group. In [7], Bo¨ckenhauer and Evans realised all
modular invariants for cyclic Zn theories, in particular charge conjugation. The conformal
5
embedding modular invariant E (8): SU(3)5 ⊂ SU(6)1 produces the E
(8) invariant and the
nimrep graph E (8). Then taking the extension SU(6)1 ⊂ SU(6)1⋊Z3 describes charge con-
jugation on the cyclic Z6 system for SU(6)1. Then the inclusion SU(3)5 ⊂ SU(6)1 ⋊ Z3
produces its orbifold E (8)/Z3 for the conjugate modular invariant (see Figure 5). This
procedure could be used to understand and realise SU(3)9 ⊂ (E6)1, with two nimreps.
One was E
(12)
1 through of course the SU(3)9 ⊂ (E6)1 standard conformal embedding, and
another the orbifold E
(12)
2 = E
(12)
1 /Z3 obtained from the subfactor SU(3)9 ⊂ (E6)1 ⋊ Z3.
The extension (E6)1 ⊂ (E6)1⋊Z3 describes charge conjugation on the cyclic Z6 system for
(E6)1. The conformal embedding inclusion is always local and so type I but its orbifold
here is not local, so this particular modular invariant E (12) is type I for one subfactor
realisation and type II for another, E
(12)
1 and its Z3-orbifold E
(12)
2 (see Figure 6).
We now realise the remaining SU(3) modular invariantsA∗, D∗ and E
(12)
MS by subfactors,
using an SU(3) analogue of the Goodman-de la Harpe-Jones construction of a subfactor,
where we embed the SU(3)-Temperley-Lieb or Hecke algebra in an AF path algebra
of the SU(3) ADE graphs. These subfactors yield nimreps which produce the graphs
A(n)∗, D(n)∗, E
(12)
5 respectively (see Figures 9, 10, 8 respectively). We can also realize
the conjugate invariant of the Moore-Seiberg invariant E
(12)
MS by a subfactor, since this
is now a product of two modular invariants (the Moore-Seiberg and conjugate) which
can both be realised by subfactors, and so by [18, Theorem 3.6] their product is also
realised by an inclusion. However, we have not yet been able to compute its nimrep as we
have been unable to determine the cells for the graph E
(12)
4 which would enable a direct
computation of the desired nimrep graph using the SU(3)-Goodman-de la Harpe-Jones
subfactor, or alternatively, compute the nimrep in the alternative inclusion given by the
braided product of the Moore-Seiberg inclusion and the conjugate inclusion.
Almost all the ADE graphs mentioned above were proposed by di Francesco and
Zuber [11] by looking for graphs whose spectrum reproduced the diagonal part of the
modular invariant, aided to some degree by first listing the graphs and spectra of fusion
graphs of the finite subgroups of SU(3). At that time, they proposed looking for 3-
colourable graphs. They succeeded, for SU(3), in finding graphs and nimreps for the
orbifold invariants, and the exceptional invariants (with three candidates for the conformal
embedding SU(3)9 ⊂ (E6)1 invariant). All these graphs were three-colourable, and they
conjectured this to be the case for all SU(3) modular invariants. Bo¨ckenhauer and Evans
[2] understood that nimrep graphs for the conjugate SU(3) modular invariants were not
three colourable. This was also realised simultaneously by Behrend, Pearce, Petkova
and Zuber [1] and Ocneanu [31]. Indeed Ocneanu announced in Bariloche [31] that all
SU(3) modular invariants can be realised by subfactors, and the classification of their
associated nimreps. He ruled out the third candidate E
(12)
3 for the E
(12) modular invariant
by asserting that it did not support a valid cell system. This graph was ruled out as a
natural candidate in Section 5.2 of [13].
We now list the ADE graphs: four infinite series of graphs A(n), D(n), A(n)∗ and D(n)∗,
n ≤ ∞, and seven exceptional graphs E (8), E (8)∗, E
(12)
1 , E
(12)
2 , E
(12)
4 , E
(12)
5 and E
(24). We note
that all the graphs are three-colourable, except for the graphs D(n), n 6≡ 0 mod 3, A(n)∗,
n ≤ ∞, and E (8)∗. For the A graphs, the vertices are labelled by Dynkin labels (λ1, λ2),
λ1, λ2 ≥ 0. We define the colour of a vertex (λ1, λ2) of A
(n), n <∞, to be λ1−λ2 mod 3.
There is a natural conjugation on the graph defined by (λ1, λ2) = (λ2, λ1) for all λ1, λ2 ≥ 0.
6
This conjugation interchanges the vertices of colour 1 with those of colour 2, but leaves
the set of all vertices of colour 0 invariant. For all the other three-colourable graphs there
is also a conjugation. The vertices of these graphs are coloured such that the conjugation
again leaves the set of all vertices of colour 0 invariant. We use the convention that the
edges on the graph are always from a vertex of colour j to a vertex of colour j + 1 (mod
3). For the non-three-colourable graphs, we will not distinguish between the colour of
vertices, so that all the vertices have colour j for any j ∈ {1, 2, 3}. In this paper we will
consider the finite graphs, i.e. A(n), D(n), A(n)∗ and D(n)∗, n <∞, and the exceptional E
graphs.
The figures for the complete list of the ADE graphs are given in [1, 19].
3 Ocneanu cells
We will construct a representation of a Hecke algebra in the path algebra of anADE graph.
For more details on path algebras see [17]. This construction is not as straightforward as
for SU(2) where one only needs the Perron-Frobenius eigenvector for the ADE Dynkin
diagram.
The McKay graph G of SU(3) is made of triangles, which are paths of length 3 on
the graph such that the start and end vertices are the same. This corresponds to the
fact that the fundamental representation ρ, which along with its conjugate representation
ρ generates the irreducible representations of SU(3), satisfies ρ ⊗ ρ ⊗ ρ ∋ 1. To every
triangle on G one can assign a complex number, called an Ocneanu cell. More details are
given in [19].
These cells are axiomatized in the context of an arbitrary graph G whose adjacency
matrix has Perron-Frobenius eigenvalue [3] = [3]q, although in practice it will be any one of
theADE graphs. Here the quantum number [m]q is defined by [m]q = (q
m−q−m)/(q−q−1).
We will frequently denote the quantum number [m]q simply by [m], for m ∈ N. Now
[3]q = q
2 +1+ q−2, so that q is easily determined from the eigenvalue of G. The quantum
number [2] = [2]q is then simply q + q
−1. If G is an ADE graph, the Coxeter number n
of G is the number in parentheses in the notation for the graph G, e.g. the exceptional
graph E (8) has Coxeter number 8, and q = epii/n.
We define a type I frame in an arbitrary G to be a pair of edges α, α′ which have the
same start and endpoint. A type II frame will be given by four edges αi, i = 1, 2, 3, 4,
such that s(α1) = s(α4), s(α2) = s(α3), r(α1) = r(α2) and r(α3) = r(α4).
Definition 3.1 ([31]) Let G be an arbitrary graph with Perron-Frobenius eigenvalue [3]
and Perron-Frobenius eigenvector (φi). A cell system W on G is a map that associates
to each oriented triangle △
(αβγ)
ijk in G a complex number W
(
△
(αβγ)
ijk
)
with the following
properties:
(i) for any type I frame in G we have
(19)
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(ii) for any type II frame in G we have
(20)
Ocneanu cells for the ADE graphs were constructed in [19], with the exception of the
graph E
(12)
4 . Using these cells we define the connection
Xρ1,ρ2ρ3,ρ4 =
l
ρ1
−→ i
ρ3↓ ↓ρ2
k −→ρ4 j
for the ADE graph G by
Xρ1,ρ2ρ3,ρ4 = q
2
3 δρ1,ρ3δρ2,ρ4 − q
− 1
3Uρ1,ρ2ρ3,ρ4 , (21)
where Uρ1,ρ2ρ3,ρ4 is given by the representation of the Hecke algebra, and is defined by
Uρ1,ρ2ρ3,ρ4 =
∑
λ
φ−1s(ρ1)φ
−1
r(ρ2)
W (△
(λ,ρ3,ρ4)
j,l,k )W (△
(λ,ρ1,ρ2)
j,l,i ). (22)
A representation U of the Hecke algebra corresponds to a picture
in the A2 web space. It will be proved in [20] that a diagrammatic algebra generated by
these pictures indeed gives a representation of the Hecke algebra. More details on the
relation between the A2 web space of Kuperberg and the Ocneanu cells are given in [19].
The above connection corresponds to the natural braid generator gi, up to a choice of
phase. It was claimed in [30] and proven in [19] that the connection satisfies the unitarity
property of connections ∑
ρ3,ρ4
Xρ1,ρ2ρ3,ρ4 X
ρ′1,ρ
′
2
ρ3,ρ4 = δρ1,ρ′1δρ2,ρ′2 , (23)
and the Yang-Baxter equation∑
σ1,σ2,σ3
Xσ1,σ2ρ1,ρ2 X
ρ3,ρ4
σ1,σ3
Xσ3,ρ5σ2,ρ6 =
∑
σ1,σ2,σ3
Xρ3,σ2ρ1,σ1 X
σ1,σ3
ρ2,ρ6
Xρ4,ρ5σ2,σ3 , (24)
provided that the cells W (△) satisfy (19), (20).
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4 General construction
In this section we will construct the SU(3)-Goodman-de la Harpe-Jones subfactors. We
first present some results that will be needed for this construction.
Let U1, U2, . . . Um−1 be operators which satisfy H1-H3 with parameter δ. We let
Fi := UiUi+1Ui − Ui = Ui+1UiUi+1 − Ui+1, (25)
for i = 1, 2, . . . , m− 2. These operators Fi correspond to the picture
in the A2 web space.
Lemma 4.1 With Fi defined as above, FiFi+1Fi = δ
2Fi if and only if the Ui satisfy the
extra SU(3) relation (6).
Proof
The condition (6) can be written as
Ui+2Ui+1UiUi+1Ui+2Ui+1 − UiUi+1 − UiUi+1Ui+2Ui+1 − Ui+2Ui+1UiUi+1
= δ(Ui+1Ui+2Ui+1 − Ui+1). (26)
We have
FiFi+1Fi = (Ui+1UiUi+1 − Ui+1)(Ui+1Ui+2Ui+1 − Ui+1)(Ui+1UiUi+1 − Ui+1)
= (Ui+1Ui − 1)(U
2
i+1Ui+2U
2
i+1 − U
3
i+1)(UiUi+1 − 1)
= (Ui+1UiUi+1 − Ui+1)(δ
2Ui+2 − δ1)(Ui+1UiUi+1 − Ui+1)
= δ(UiUi+1Ui − Ui)(δUi+2 − 1)(UiUi+1Ui − Ui)
= δ(δUiUi+1UiUi+2UiUi+1Ui − δUiUi+1UiUi+2Ui − δUiUi+2UiUi+1Ui
+δUiUi+2Ui − UiUi+1U
2
i Ui+1Ui + UiUi+1U
2
i + U
2
i Ui+1Ui − U
2
i ).
In the following we use relation H3 to transform each expression, and we indicate which
terms have been replaced at each stage by enclosing them within square brackets [ ]. Since
Ui, Ui+2 commute by H1, we have
δ2(δUiUi+1Ui+2[UiUi+1Ui]− δUiUi+1Ui+2Ui − δUi+2UiUi+1Ui + δUiUi+2
−Ui[Ui+1UiUi+1]Ui + 2UiUi+1Ui − Ui)
= δ2(δUi[Ui+1Ui+2Ui+1]UiUi+1 − δUiUi+1Ui+2Ui+1 + δUiUi+1Ui+2Ui − δUiUi+1Ui+2Ui
−δUi+2UiUi+1Ui + δUiUi+2 − U
2
i Ui+1U
2
i − UiUi+1Ui + U
3
i + 2UiUi+1Ui − Ui)
= δ2(δUi+2[UiUi+1Ui]Ui+2Ui+1 − δUiUi+2UiUi+1 + δUi[Ui+1UiUi+1]− δUiUi+1Ui+2Ui
−δUi+2[UiUi+1Ui] + δUiUi+2 − (δ
2 − 1)(UiUi+1Ui − Ui))
= δ2(δUi+2Ui+1UiUi+1Ui+2Ui+1 − δ[Ui+2Ui+1Ui+2]Ui+1 + δUi+2UiUi+2Ui+1
−δ2Ui+2UiUi+1 + δU
2
i Ui+1Ui − δU
2
i + δUiUi+1 − δUiUi+1Ui+2Ui+1
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−δUi+2Ui+1UiUi+1 + δUi+2Ui+1 − δUi+2Ui + δUiUi+2 − (δ
2 − 1)(UiUi+1Ui − Ui))
= δ2(δ(Ui+2Ui+1UiUi+1Ui+2Ui+1 + UiUi+1 − UiUi+1Ui+2Ui+1 − Ui+2Ui+1UiUi+1)
−δUi+1Ui+2U
2
i+1 + δU
2
i+1 − δUi+2Ui+1 + δUi+2Ui+1 + UiUi+1Ui − Ui)
= δ2(δ2(Ui+1Ui+2Ui+1 − Ui+1)− δ
2(Ui+1Ui+2Ui+1 − Ui+1) + UiUi+1Ui − Ui)
= δ2Fi,
where the penultimate equality follows from (26). 
Note that if the condition (6) is satisfied, alg(1, Fi|i = 1, . . . , m − 1) is not the
Temperley-Lieb algebra, since although FiFj = FjFi for |i − j| > 2, it is not the case
for |i− j| = 2, indeed FiFi+2Fi = δFiUi+3 so that Fi, Fi+2 do not commute.
We will now define a representation of the Hecke operators Uk as elements of the path
algebra for ADE graphs. Let G be a finite ADE graph with Coxeter number n <∞. Let
M0 = C
n0 where n0 is the number of 0-coloured vertices of G, and letM0 ⊂M1 ⊂ M2 ⊂ · · ·
be finite dimensional von Neumann algebras, with the Bratteli diagram for the inclusion
Mj ⊂ Mj+1 given by the graph G, j ≥ 0. Let (µ, µ
′) be matrix units indexed by paths
µ, µ′ on G, and denote by EG, VG the edges, vertices of G respectively. We define maps
s, r : EG → VG, where for an edge γ ∈ EG, s(γ) denotes the source vertex of γ and r(γ)
its range vertex. We define operators Uk ∈ Mk+1, for k = 1, 2, . . ., by
Uk =
∑
σ,βi,γi
Uβ2,γ2β1,γ1 (σ · β1 · γ1, σ · β2 · γ2), (27)
where the summation is over all paths σ of length k − 1 and edges β1, β2, γ1, γ2 of G such
that r(σ) = s(β1) = s(β2), s(γi) = r(βi) for i = 1, 2, and r(γ1) = r(γ2), and with U
β2,γ2
β1,γ1
defined in (22). We will use the notation Wρ1,ρ2,ρ3 for W (△
(ρ1,ρ2,ρ3)
i1,i2,i3
), where il = s(ρl),
l = 1, 2, 3.
Lemma 4.2 With Uk ∈ Mk+1 given as in (27), the operator Fk ∈ Mk+2 defined in (25)
is given by
Fk =
∑
σ,βi,γi
1
φ2r(β3)
Wγ1,γ2,γ3Wβ1,β2,β3 (σ · β1 · β2 · β3, σ · γ1 · γ2 · γ3), (28)
where the summation is over all paths σ of length k − 1 and edges βi, γi of G, i = 1, 2, 3,
such that s(β1) = s(γ1) = r(β3) = r(γ3).
Proof
We have
UkUk+1Uk
=
∑
σi,βi,
γi,µi
Uβ2,γ2β1,γ1U
β4,γ4
β3,γ3
Uβ6,γ6β5,γ5 (σ1 · β1 · γ1 · µ1, σ1 · β2 · γ2 · µ1)
×(σ2 · µ2 · β3 · γ3, σ2 · µ2 · β4 · γ4)(σ3 · β5 · γ5 · µ3, σ3 · β6 · γ6 · µ3)
=
∑
σi,βi,
γi,µi
Uβ2,γ2β1,γ1U
β3,µ1
β4,µ3
Uβ6,γ6β2,γ4 (σ1 · β1 · γ1 · µ1, σ1 · β6 · γ6 · µ3)
10
=
∑
σi,βi,γi
µi,λi
1
φs(β6)φr(γ6)φs(β4)φr(µ1)φs(β1)φr(γ1)
Wβ6,γ6,λ1Wβ2,β4,λ1Wβ4,µ3,λ2Wβ3,µ1,λ2Wβ2,β3,λ3
×Wβ1,γ1,λ3 (σ1 · β1 · γ1 · µ1, σ1 · β6 · γ6 · µ3)
=
∑
σi,βi,γi
µi,λi
1
φs(β6)φr(γ6)φr(µ1)φs(β1)φr(γ1)
Wβ6,γ6,λ1Wβ1,γ1,λ3
(
δλ1,µ3δλ3,µ1φs(µ3)φr(µ3)φs(µ1)
+ δλ1,λ3δµ1,µ3φr(λ1)φs(µ3)φr(µ3)
)
(σ1 · β1 · γ1 · µ1, σ1 · β6 · γ6 · µ3) (29)
=
∑
σ,βi,
γi,µi
1
φ2r(µ1)
Wβ6,γ6,µ3Wβ1,γ1,µ1 (σ1 · β1 · γ1 · µ1, σ1 · β6 · γ6 · µ3) + Uk,
where we obtain (29) by Ocneanu’s type II equation (20). 
Note that if p is a minimal projection in Mk corresponding to a vertex (v, k) of the
Bratteli diagram Ĝ of G, then Fk+1p is a projection in Mk+3 corresponding to the vertex
(v, k + 3) of Ĝ, since from (28) we see that the last three edges in any pairs of paths in
Fk+1 form a closed loop of length 3 and hence the pairs of paths in Fk+1p ∈ Mk+3 must
have the same end vertex as p ∈Mk.
Lemma 4.3 The operators Uk defined in (27) satisfy the SU(3)-Temperley-Lieb relations.
Proof
These operators satisfy the Hecke relations H1-H3 since the connection defined in (21)
satisfies the Yang-Baxter equation. We are left to show that they satisfy (6). By Lemma
4.1, we need only show that FkFk+1Fk = [2]
2Fk. We have
FkFk+1Fk
=
∑
σi,βi,
γi,µi
1
φ2r(β3)φ
2
r(β6)
φ2r(β9)
Wγ7,γ8,γ9Wβ7,β8,β9Wγ4,γ5,γ6Wβ4,β5,β6Wγ1,γ2,γ3Wβ1,β2,β3
(σ1 · β1 · β2 · β3 · µ1, σ1 · γ1 · γ2 · γ3 · µ1)(σ2 · µ2 · β4 · β5 · β6, σ2 · µ2 · γ4 · γ5 · γ6)
×(σ3 · β7 · β8 · β9 · µ3, σ3 · γ7 · γ8 · γ9 · µ3)
=
∑
σ1,βi,
γi,µi
1
φ2r(β3)φ
2
r(µ1)
φ2s(µ3)
Wγ7,γ8,γ9Wβ7,β8,β9Wβ8,β9,µ3Wβ4,β5,µ1Wβ7,β4,β5Wβ1,β2,β3
(σ1 · β1 · β2 · β3 · µ1, σ1 · γ7 · γ8 · γ9 · µ3)
= [2]2
∑
σ1,βi,
γi,µi
φs(µ1)φr(µ1)φs(µ3)φr(µ3)
φ2r(β3)φ
2
r(µ1)
φ2s(µ3)
Wγ7,γ8,γ9Wβ1,β2,β3δµ1,β7δµ1,µ3
(σ1 · β1 · β2 · β3 · µ1, σ1 · γ7 · γ8 · γ9 · µ3)
= [2]2
∑
σ1,βi,
γi,µ1
1
φ2r(β3)
Wγ7,γ8,γ9Wβ1,β2,β3 (σ1 · β1 · β2 · β3 · µ1, σ1 · γ7 · γ8 · γ9 · µ1)
= [2]2Fk.

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By [12, Theorem 6.1] there is a unique normalized faithful trace on
⋃
kMk, defined as
in [16] by
tr((σ1, σ2)) = δσ1,σ2 [3]
−kφr(σ1), (30)
for paths σi of length k, i = 1, 2, k = 0, 1, . . . . The conditional expectation of Mk onto
Mk−1 with respect to the trace is given by
E((σ1 · σ
′
1, σ2 · σ
′
2)) = δσ′1,σ′2 [3]
−1
φr(σ′1)
φr(σ1)
(σ1, σ2),
for paths σi of length k−1, and σ
′
i of length 1, i = 1, 2, k = 1, 2, . . . (see e.g. [17, Lemma
11.7]).
Lemma 4.4 For an ADE graph G, let M0 = C
n0 where n0 is the number of 0-coloured
vertices of G. Let M0 ⊂M1 ⊂M2 ⊂ · · · be a sequence of finite dimensional von Neumann
algebras with normalized trace. Then for the operator Uk ∈ Mk+1 defined in (27), tr is a
Markov trace in the sense that tr(xUk) = [2][3]
−1tr(x) for any x ∈Mk, k ≥ 1.
Proof
Let x ∈Mk be the matrix unit (α1 · α
′
1, α2 · α
′
2). Then
xUk =
∑
σ,βi,γi,µ
Uβ2,γ2β1,γ1 (α1 · α
′
1 · µ, α2 · α
′
2 · µ) · (σ · β1 · γ1, σ · β2 · γ2)
=
∑
σ,βi,γi,µ
Uβ2,γ2β1,γ1 δα2,σδα′2,β1δµ,γ1(α1 · α
′
1 · µ, σ · β2 · γ2)
=
∑
β2,γ2,µ
Uβ2,γ2α′2,µ
(α1 · α
′
1 · µ, α2 · β2 · γ2),
and
tr(xUk) =
∑
β2,γ2,µ
Uβ2,γ2α′2,µ
tr((α1 · α
′
1 · µ, α2 · β2 · γ2))
=
∑
β2,γ2,µ
Uβ2,γ2α′2,µ
δα1,α2δα′1,β2δµ,γ2 [3]
−k+1φr(µ) = δα1,α2 [3]
−k+1
∑
µ
U
α′1,µ
α′2,µ
φr(µ)
= δα1,α2[3]
−k+1
∑
µ
1
φs(α′1)φr(µ)
Wλ,α′1,µWλ,α′2,µφr(µ)
= δα1,α2[3]
−k+1 1
φs(α′1)
[2]φs(α′1)φr(α′1)δα′1,α′2 = [2][3]
−1tr(x),
where we have used Ocneanu’s type I equation (19) in the penultimate equality. The
result for any x ∈Mk follows by linearity of the trace. 
Then we have tr(Uk) = [2]/[3], and the conditional expectation of Uk ∈Mk+1 onto Mk
is E(Uk) = [2]1k/[3], for all k ≥ 1. We will need the following result:
Lemma 4.5 Let Fi ∈ Mi+2 be as above and tr a Markov trace on the Mi, i = 1, 2, . . . ,
then tr(Fk+1x) = [2][3]
−2tr(x), for x ∈Mk, k ∈ N.
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Proof
Now tr(Uk+1Uk+2Uk+1x) = tr(Uk+2Uk+1xUk+1) = [2][3]
−1tr(Uk+1xUk+1), since tr is a
Markov trace. Then tr(Uk+1xUk+1) = tr(U
2
k+1x) = [2]tr(Uk+1x) = [2]
2[3]−1tr(x). We also
have tr(Uk+1x) = [2][3]
−1tr(x), so that
tr((Uk+1Uk+2Uk+1 − Uk+1)x) =
(
[2]3
[3]2
−
[2]
[3]
)
tr(x) =
[2]
[3]2
tr(x).

Proposition 4.6 With Uk ∈Mk+1 as above and x ∈Mk, k = 1, 2, . . . , x commutes with
Uk if and only if x ∈Mk−1, i.e. Mk−1 = {Uk}
′ ∩Mk.
Proof
Since Uk ∈ M
′
k−1 ∩Mk, it is clear that x ∈Mk−1 commutes with Uk.
We now check the converse. Let x =
∑
αi,α′i
λα1·α2,α′1·α′2(α1 ·α2, α
′
1 ·α
′
2) ∈Mk, where the
summation is over all |αi| = k − 1, |α
′
i| = 1, i = 1, 2. Assume that x commutes with Uk.
We have the inclusion of x in Mk+1 given by x =
∑
αi,α′i,µ
λα1·α2,α′1·α′2(α1 ·α2 ·µ, α
′
1 ·α
′
2 ·µ).
Since x commutes with Uk we have U
2
kx = UkxUk, and taking the conditional expectation
onto Mk we have
[2]E(Ukx) = E(UkxUk). (31)
By the Markov property of the trace on the Mk, the left hand side gives [2]E(Ukx) =
[2]E(Uk)x = [2]
2x/[3], since x ∈Mk. For the right hand side of (31) we have
E(UkxUk) = E
( ∑
σ,β3,β4,
γ3,γ4
Uβ4,γ4β3,γ3 (σ · β3 · γ3, σ · β4 · γ4)
×
∑
αi,α
′
i
,β2,
γ2,µ
Uβ2,γ2α′2,µ
λα1·α2,α′1·α′2(α1 · α2 · µ, α
′
1 · β2 · γ2)
)
= E
∑
σ,αi,α
′
i
βi,γi,µ
Uβ4,γ4β3,γ3U
β2,γ2
α′2,µ
λα1·α2,α′1·α′2δα1,σδβ4,α2δγ4,µ(σ · β3 · γ3, α
′
1 · β2 · γ2)

= [3]−1
∑
αi,α
′
i
,βi,
γi,µ
Uα2,µβ3,γ3U
β2,γ2
α′2,µ
λα1·α2,α′1·α′2E((α1 · β3 · γ3, α
′
1 · β2 · γ2))
= [3]−1
∑
α1,α
′
1
β3,β2
∑
α2,α
′
2
γi,µ
Uα2,µβ3,γ3U
β2,γ2
α′2,µ
λα1·α2,α′1·α′2δγ2,γ3
φr(γ2)
φr(β3)
 (α1 · β3, α′1 · β2)
= α−1
∑
α1,α
′
1
β1,β2
bα1·β1,α′1·β2(α1 · β1, α
′
1 · β2),
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where bα1·β1,α′1·β2 =
∑
α2,α
′
2
γ,µ
Uα2,µβ1,γ U
β2,γ
α′2,µ
λα1·α2,α′1·α′2
φr(γ)
φr(β1)
. Then for any paths α1, α
′
1 and edges
β1, β2 on G we have
bα1·β1,α′1·β2 =
∑
α2,α
′
2,γ
µ,ζi
1
φs(α1)φr(γ)
Wβ1γζ1Wα2µζ1
1
φs(α2)φr(γ)
Wα′2µζ2Wβ2γζ2λα1·α2,α′1·α′2
φr(γ)
φr(β1)
=
∑
α2,α′2
1
φ2s(α2)φr(β1)
λα1·α2,α′1·α′2
(∑
γ,µ,ζi
1
φr(γ)
Wβ1γζ1Wα2µζ1Wα′2µζ2Wβ2γζ2
)
=
∑
α2,α′2
1
φ2s(α2)φr(β1)
λα1·α2,α′1·α′2
(
φr(α2)φs(α2)φr(β1)δα2,α′2δβ1,β2
+φs(α2)φr(β1)φs(α2)δα2,β1δα′2,β2
)
(32)
=
∑
α2
φr(α2)
φs(α2)
λα1·α2,α′1·α′2δβ1,β2 + λα1·β1,α′1·β2, (33)
where equality (32) follows by Ocneanu’s type II equation (20). Since β1 = β2 in the first
term in (33), here r(α1) = r(α
′
1). We define
λr(α1) :=
∑
β′
δs(β′),r(α1)
φr(β′)
φr(α1)
λα1·β′,α′1·β′,
which only depends on the range of the path α1 (which is equal to the range of α
′
1). Then
we have for the right hand side of (31)
E(UkxUk) = [3]
−1
( ∑
β1,β2,
αi,α
′
1
φr(α2)
φs(α2)
λα1·α2,α′1·α′2δβ1,β2(α1 · β1, α
′
1 · β2)
+
∑
β1,β2,
α1,α
′
1
λα1·β1,α′1·β2(α1 · β1, α
′
1 · β2)
)
= [3]−1
 ∑
β,α1,α′1
λs(β)(α1 · β, α1 · β) +
∑
β1,β2,
α1,α
′
1
λα1·β1,α′1·β2(α1 · β1, α
′
1 · β2)

= [3]−1(w + x),
where w =
∑
α1,α′1
λr(α1)(α1, α
′
1) ∈ Mk−1. Then (31) gives ([2]
2 − 1)x = w, so we see that
x ∈Mk−1. 
Remark. The above proof was motivated by the following pictorial argument, which
uses concepts which will be introduced in [20].
Let  be the inclusion ofMk−1 inMk and ı the inclusion ofMk inMk+1. For x ∈Mk−1,
we have the embedding ı(x) of x into Mk+1, and U1 ∈Mk+1 given by the tangles:
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Figure 2: ı(x) for x ∈Mk
Then inserting x and U1 into the discs of the multiplication tangle M0,k+1, we have
and clearly U1ı(x) = ı(x)U1.
Conversely, if x ∈ Mk we have ı(x) ∈ Mk+1 as in Figure 2. Let U1ı(x) = ı(x)U1, then
we have the following equality of tangles:
Let T be the tangle
We enclose both sides of U1ı(x) = ı(x)U1 by the tangle T . Now T (U1ı(x)) = δ
2ı(x), whilst
T (ı(x)U1) is
15
Figure 3: The SU(3) graph E
(12)
1
i.e. T (ı(x)U1) = x + (v), were v = EMk−1(x) ∈ Mk−1. So δ
2x = x + (v) which gives
x = (δ2 − 1)−1(v), i.e. x ∈Mk−1.
We define the depth of the graph G to be dG = maxv,v′∈VG dv,v′ , where dv,v′ is the
length of the shortest path between any two vertices v, v′ ∈ VG.
Lemma 4.7 Let G be an SU(3) ADE graph G (except D(n) for n 6≡ 0 mod 3, and E
(12)
4 ).
Then with Uj ∈Mj+1 as above, any element of Mm+1 can be written as a linear combina-
tion of elements of the form aUmb and c for a, b, c ∈Mm, m ≥ dG + 3.
Proof
Let a = (λ1 · λ2, ζ1 · ζ2), b = (ζ1 · ζ
′
2, ν1 · ν2) ∈ Mm such that λ1, ζ1, ν1 are paths of
length m− 1 on G starting from one of the 0-coloured vertices of G, and λ2, ζ2, ζ
′
2, ν2 are
edges on G. Then with Um as in (27), and embedding a, b in Mm+1, we have
aUmb =
∑
σ,βi,γi,µ,µ′
Uν2,γ2ν1,γ1 δζ1,σδζ2,ν1δµ,γ1δν2,ζ′2δγ2,µ′ (λ1 · λ2 · µ, ν1 · ν2 · µ
′)
=
∑
µ,µ′
U
ζ′2,µ
′
ζ2,µ
(λ1 · λ2 · µ, ν1 · ν2 · µ
′)
=
∑
µ,µ′,ξ
1
φs(ζ2)φr(µ)
W (△(ξ,ζ2,µ))W (△(ξ,ζ
′
2,ν)) (λ1 · λ2 · µ, ν1 · ν2 · µ
′). (34)
The proof for each graph is similar, so we illustrate the general method by considering
the graph E
(12)
1 , illustrated in Figure 3, which contains double edges. The proof for graphs
without double edges is simpler. Let m ≥ dG + 3 be a fixed integer. We denote by B the
set of all linear combinations of elements of the form aUmb and c for a, b, c ∈ Mm. We
will write elements in Mm+1 in the form
x = (λ1 · λ2 · λ3, ν1 · ν2 · ν3) (35)
where λ1, ν1 are paths of length m − 1 on G with s(λ1) = s(ν1), and λ1, λ2, ν1, ν2 are
edges of G with r(λ3) = r(ν3). Since the choice of the pair of paths λ1 · λ2, ν1 · ν2 in a, b
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is arbitrary, the proof will depend on specific choices of ζ2, ζ
′
2 in (34) in order to obtain
the desired element. We label the vertices and some of the edges of E
(12)
1 as in Figure 3.
For the other edges, let γv,v′ denote the edge on E
(12)
1 from vertex v to v
′.
We first consider any element (35) where r(λ2) = r(ν2). For any such pair (λ1·λ2, ν1·ν2)
with r(λ2) = il, l ∈ {1, 2, 3}, there is only one element x, which is given by the embedding
of x′ = (λ1 · λ2, ν1 · ν2) ∈ Mm in Mm+1. If r(λ2) = il, l ∈ {1, 2, 3}, there are two
possibilities for the edges λ3 = ν3. If we choose ζ2 = ζ
′
2 = γil,jl then (34) gives x
(1)
l =
(λ1 ·λ2 · γjl,kl, ν1 · ν2 · γjl,kl), so that x
(1)
l ∈ B, l = 1, 2, 3. Embedding x
′ in Mm+1 we obtain
(λ1 ·λ2 · γjl,r, ν1 · ν2 · γjl,r) = x
′−x
(1)
l ∈ B, for l = 1, 2, 3. A similar method gives the result
for the case when r(λ2) = r(ν2) = kl, l = 1, 2, 3.
For any pair (λ1 · λ2, ν1 · ν2) with r(λ2) = r(ν2) = p, there are seven possibilities for
λ3, ν3. We denote these elements by x
(2)
l , x(ξ,ξ′), for l = 1, 2, 3, ξ, ξ
′ ∈ {β, β ′}, where
x
(2)
l = (λ1 ·λ2 ·γp,jl, ν1 ·ν2 ·γp,jl), x(ξ,ξ′) = (λ1 ·λ2 · ξ, ν1 ·ν2 · ξ
′). First, choosing ζ2 = ζ
′
2 = α,
equation (34) gives
y0 =
1
φrφj1
|Wp,j1,r(α)|
2x
(2)
1 +
1
φrφj2
|Wp,j2,r(α)|
2x
(2)
2 +
1
φrφj3
|Wp,j3,r(α)|
2x
(2)
3
+
1
φrφq
|Wp,q,r(αβ′)|
2x(β′,β′),
where y0 is an element in B. Using the solution W
+ for the cells of E
(12)
1 given in [19,
Theorem 12.1], we obtain
y1 = [2]r
+
1
(
x
(2)
1 + x
(2)
2 + x
(2)
3
)
+ [4]r−2 x(β′,β′), (36)
where r±1 = ([2][4] ±
√
[2][4]), r±2 = ([2]
2 ±
√
[2][4]) and y1 ∈ B. Similarly, the choices
ζ2 = ζ
′
2 = α
′, ζ2 = α, ζ
′
2 = α
′ and ζ2 = α
′, ζ ′2 = α give
y2 = [2]r
−
1
(
x
(2)
1 + x
(2)
2 + x
(2)
3
)
+ [4]r+2 x(β,β), (37)
y3 = [2]
√
r+1 r
−
1
(
x
(2)
1 + ωx
(2)
2 + ωx
(2)
3
)
+ [4]
√
r+2 r
−
2 x(β′,β), (38)
y4 = [2]
√
r+1 r
−
1
(
x
(2)
1 + ωx
(2)
2 + ωx
(2)
3
)
+ [4]
√
r+2 r
−
2 x(β,β′), (39)
where ω = e2pii/3 and yj ∈ B, j = 2, 3, 4. We can obtain three more equations by choosing
ζ2 = ζ
′
2 = γkl,p for l = 1, 2, 3. Then (34) gives
y
(l)
5 = x
(2)
1 + x
(2)
2 + x
(2)
3 +
[2]2
[3][4]2
r−1 x(β,β) + ǫl
[2]2
[3][4]2
√
r+1 r
−
1 x(β,β′)
+ǫl
[2]2
[3][4]2
√
r+1 r
−
1 x(β′,β) +
[2]2
[3][4]2
r+1 x(β′,β′), (40)
where ǫl = ω
l−1 and y
(l)
5 ∈ B, l = 1, 2, 3. Equations (36)-(40) are linearly independent,
and hence we can find x
(2)
l , x(ξ,ξ′) in terms of yj, j = 1, . . . , 4, and y
(l)
5 , for l = 1, 2, 3,
ξ, ξ′ ∈ {β, β ′}; i.e. x
(2)
l , x(ξ,ξ′) ∈ B.
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For any pair (λ1 ·λ2, ν1 ·ν2) with r(λ2) = r(ν2) = q, there are four possibilities for λ3, ν3.
We denote these elements by x
(3)
l , xr, for l = 1, 2, 3, where x
(3)
l = (λ1 ·λ2 ·γq,kl, ν1 ·ν2 ·γq,kl),
xr = (λ1 · λ2 · γ, ν1 · ν2 · γ). Choosing ζ2 = ζ
′
2 = β, equation (34) gives
y6 = [2]r
−
1
(
x
(3)
1 + x
(3)
2 + x
(3)
3
)
+ [4]r+2 xr, (41)
where y6 ∈ B. Similarly, the choices ζ2 = ζ
′
2 = β
′, ζ2 = β, ζ
′
2 = β
′ and ζ2 = β
′, ζ ′2 = β
give
y7 = [2]r
+
1
(
x
(3)
1 + x
(3)
2 + x
(3)
3
)
+ [4]r−2 xr, (42)
y8 = [2]
√
r+1 r
−
1
(
x
(3)
1 + ωx
(3)
2 + ωx
(3)
3
)
+ [4]
√
r+2 r
−
2 xr, (43)
y9 = [2]
√
r+1 r
−
1
(
x
(3)
1 + ωx
(3)
2 + ωx
(3)
3
)
+ [4]
√
r+2 r
−
2 xr, (44)
where yj ∈ B, j = 7, 8, 9. Equations (41)-(44) are linearly independent, and we find
x
(3)
l , xr ∈ B for l = 1, 2, 3.
For any pair (λ1 · λ2, ν1 · ν2) with r(λ2) = r(ν2) = r, there are four possibilities for
λ3, ν3, and we denote these elements by x(ξ,ξ′) = (λ1 · λ2 · ξ, ν1 · ν2 · ξ
′), ξ, ξ′ ∈ {α, α′}.
Choosing ζ2 = ζ
′
2 = γ, equation (34) gives
y10 = r
−
2 x(α,α) + r
+
2 x(α′,α′), (45)
where y10 ∈ B. We obtain three more equations by choosing ζ2 = ζ
′
2 = γjl,r, l = 1, 2, 3:
y
(l)
11 = r
+
1 x(α,α) + ǫl
√
r+1 r
−
1 x(α,α′) + ǫl
√
r+1 r
−
1 x(α′,α) + r
−
1 x(α′,α′), (46)
where y
(l)
11 ∈ B, l = 1, 2, 3. So from (45) and (46) for l = 1, 2, 3, we find that x(ξ,ξ′) ∈ B
for ξ, ξ′ ∈ {α, α′}.
We now consider any element x in (35) where r(λ2) 6= r(ν2). When r(λ2) = il,
r(ν2) = p, there is only one possibility for λ3, ν3, which is λ3 = γil,jl, ν3 = γp,jl, l = 1, 2, 3,
given by choosing ζ2 = γkl,il, ζ
′
2 = γkl,p. Then x = (λ1 · λ2 · γil,jl, ν1 · ν2 · γp,jl) ∈ B. When
r(λ2) = jl, r(ν2) = jl+1, l = 1, 2, 3, there is again only one possibility for λ3, ν3. So x ∈ B.
Similarly when r(λ2) = kl, r(ν2) = kl+1, l = 1, 2, 3.
Consider the pair (λ1 · λ2, ν1 · ν2) where r(λ2) = jl, l = 1, 2, 3, and r(ν2) = q. For
each l = 1, 2, 3, there are two possibilities for λ3, ν3. We denote these by x
(4)
l = (λ1 · λ2 ·
γjl,kl, ν1 · ν2 · γq,kl), x
(5)
l = (λ1 · λ2 · γjl,r, ν1 · ν2 · γ). Choosing ζ2 = γp,jl, γ
′
2 = β, we obtain
y
(l)
12 =
√
[3][4] x
(4)
l −
√
[2]
√
r+2 x
(5)
l , (47)
where y
(l)
12 ∈ B, l = 1, 2, 3. Similarly, choosing ζ2 = γp,jl, γ
′
2 = β
′, we obtain
y
(l)
13 =
√
[3][4] x
(4)
l +
√
[2]
√
r−2 x
(5)
l , (48)
where y
(l)
13 ∈ B, l = 1, 2, 3. Then for each l = 1, 2, 3, from (47), (48) we find that
x
(4)
l , x
(5)
l ∈ B.
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We now consider the pair (λ1 · λ2, ν1 · ν2) where r(λ2) = kl, l = 1, 2, 3, and r(ν2) = r.
For each l = 1, 2, 3, there are two possibilities for λ3, ν3. We denote these by x(ξ),l =
(λ1 · λ2 · γkl,p, ν1 · ν2 · ξ), ξ ∈ {α, α
′}. Then for each l = 1, 2, 3, choosing ζ2 = γjl,kl,
γ′2 = γjl,r, we obtain
y
(l)
14 = ǫl
√
r+1 x(α),l + ǫl
√
r−1 x(α′),l, (49)
where y
(l)
14 ∈ B, l = 1, 2, 3. Similarly, choosing ζ2 = γq,kl, γ
′
2 = γ, we obtain
y
(l)
15 =
√
r−2 x(α),l −
√
r+2 x(α′),l, (50)
where y
(l)
15 ∈ B, l = 1, 2, 3. Then for each l = 1, 2, 3, from (49), (50) we find that
x(α),l, x(α′),l ∈ B. All the other elements in Mm+1 are in B, since y
∗ ∈ B if y ∈ B. 
The following lemma is an SU(3) version of Skau’s lemma. The proof is similar to the
proof of Skau’s lemma given in [24, Theorem 4.4.3].
Lemma 4.8 For an ADE graph G, let M0 = C
n0 where n0 is the number of 0-coloured
vertices of G, and let M0 ⊂M1 ⊂ M2 ⊂ · · · be a tower of finite dimensional von Neumann
algebras with Markov trace tr on theMi, with the inclusionsMj ⊂ Mj+1 given by an SU(3)
ADE graph G (except E
(12)
4 ), and operators Um ∈Mm+1, m ≥ 1, which satisfy the relations
H1-H3 for δ ≤ 2, and such that Um commutes withMm−1. LetM∞ be the GNS-completion
of
⋃
j≥0 Mj with respect to the trace. Then {U1, U2, . . .}
′ ∩M∞ = M0.
Proof
The first inclusion M0 ⊂ {U1, U2, . . .}
′ ∩M∞ is obvious, since M0 commutes with Um
for all m ≥ 1.
We now show the opposite inclusion M0 ⊃ {U1, U2, . . .}
′ ∩M∞. For each k ≥ 1 let
Fk be the conditional expectation of M∞ onto {Uk, Uk+1, . . .}
′ ∩M∞ with respect to the
trace. Note that FkFl = Fmin(k,l). So we want to show F1(M∞) ⊂ M0. We first show
F2(M∞) ⊂Mm for some sufficiently large m. By [24], the diagram
{Uk+1, Uk+2, . . .}
′ ∩M∞ ⊂ M∞
∪ ∪
{Uk+1, Uk+2, . . .}
′ ∩ {Uk, Uk+1, . . .}
′′ ⊂ {Uk, Uk+1, . . .}
′′
is a commuting square, for k ≥ 1. Since {Uk+1, Uk+2, . . .}
′′ ⊂ {Uk, Uk+1, . . .}
′′ is isomorphic
to R2 ⊂ R1, where R1 = {1, U1, U2, . . .}
′′, R2 = {1, U2, U3, . . .}
′′, we may write the
commuting square as
R′2 ∩M∞ ⊂ M∞
∪ ∪
R′2 ∩ R1 ⊂ R1.
Let E denote the conditional expectation from R1 onto R
′
2 ∩ R1 with respect to the
trace. Since Fk+1 is the conditional expectation from M∞ onto R
′
2 ∩M∞ and Uk ∈ R1,
we have Fk+1(Uk) = E(Uk). Since by [16, Cor. 3.4] the principal graph of R2 ⊂ R1 is the
01-part of A(n), and there is only one vertex joined to the distinguished vertex ∗ of A(n),
the relative commutant R′2 ∩ R1 is trivial for α ≤ 3 (which corresponds to δ ≤ 2), and E
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is just the trace. Thus Fk+1(Uk) ∈ C for each k ≥ 1. By Lemma 4.7, for sufficiently large
m, any element of Mm+1 can be written as aUmb for a, b ∈Mm, and we have
F2(aUmb) = F2Fm+1(aUmb) = F2(aFm+1(Um)b)
= Fm+1(Um)F2(ab) = F2(λab) ∈ F2(Mm),
where λ ∈ C. So F2(Mm+1) ⊂ F2(Mm), for sufficiently large m, and by induction we have
F2(M∞) ⊂ F2(Mr), where r is the smallest integer such that Lemma 4.7 holds. Then
certainly F2(M∞) ⊂ Fr+1(Mr), and by Proposition 4.6, with k = r, any element x in
Mr commutes with Ur if and only if x ∈ Mr−1, so FrFr+1(Mr) ⊂ Fr(Mr−1). Then by
inductive use of Proposition 4.6 we obtain F2(M∞) ⊂ F2(M1) = M1, and so F1(M∞) =
F1F2(M∞) ⊂ F1(M1) =M0, by Proposition 4.6. 
We now construct the SU(3)-Goodman-de la Harpe-Jones subfactor for an SU(3)
ADE graph G, following the idea of Goodman, de la Harpe and Jones for the ADE
Dynkin diagrams [24]. Let n be the Coxeter number for G, ∗G a distinguished vertex and
let n0 be the number of 0-coloured vertices of G. Let A0 be the von Neumann algebra C
n0,
and form a sequence of finite dimensional von Neumann algebras A0 ⊂ A1 ⊂ A2 ⊂ · · ·
such that the Bratteli diagram for the inclusion Al−1 ⊂ Al is given by (part of) the graph
G. There are operators Um ∈ Am+1 which satisfy the Hecke relations H1-H3. Let C˜
be the GNS-completion of
⋃
m≥0 Am with respect to the trace, and B˜ its von Neumann
subalgebra generated by {Um}m≥1. We have B˜
′ ∩ C˜ = A0 by Lemma 4.8. Then for q
the minimal projection in A0 corresponding to the distinguished vertex ∗G of G, we have
an SU(3)-Goodman-de la Harpe-Jones subfactor B = qB˜ ⊂ qC˜q = C for the graph G.
With Bm = qB˜m and Cm = qC˜mq, the sequence {Bm ⊂ Cm}m is a periodic sequence of
commuting squares of period 3, in the sense of Wenzl in [34], that is, for large enough m
the Bratteli diagrams for the inclusions Bm ⊂ Bm+1, Cm ⊂ Cm+1 are the same as those for
Bm+3 ⊂ Bm+4, Cm+3 ⊂ Cm+4, and the Bratteli diagrams for the inclusions Bm ⊂ Cm and
Bm+3 ⊂ Cm+3 are the same. For such m the graph of the Bratteli diagram for B3m ⊂ C3m
is the intertwining graph, given by the intertwining matrix V computed in Proposition
4.10, whose rows are indexed by the vertices of G and columns are indexed by the vertices
of A(n), such that V∆A = ∆GV . For sufficiently largem we can make a basic construction
Bm ⊂ Cm ⊂ Dm. Then with D =
∨
mDm, B ⊂ C ⊂ D is also a basic construction. The
graph of the Bratteli diagram for Cm ⊂ Dm is the reflection of the graph for Bm ⊂ Cm,
which is the intertwining graph. Then we can extend the definition of Dm to small m so
that the graph Cm ⊂ Dm is still given by the reflection of the intertwining graph. We see
that D0 =
⊕
µ∈A(n) V V
∗(∗A, µ)C, where ∗A is the distinguished vertex (0, 0) of A
(n). The
minimal projections in D0 correspond to the vertices µ
′ of A(n) such that
V V ∗(∗, µ′) > 0, (51)
and the Bratteli diagram for the inclusion Dm−1 ⊂ Dm is given by (part of) the graph
A(n). Each algebra Bm is generated by the U1, . . . , Um−1 in Dm.
Now λ(1,0)(N) ⊂ N ∼= P ⊂ Q, where P ⊂ Q is Wenzl’s subfactor with principal graph
given by the 01-part A
(n)
01 of A
(n) (see [16, Cor. 3.4]). Then (λ(1,0)λ(1,0))
d/2(N) ∼= P ⊂ Qd,
where P ⊂ Q ⊂ Q1 ⊂ · · · is the Jones tower. For any 0-coloured vertex µ of A
(n)
01
let dµ be the minimum number of edges in any path from (0, 0) to µ on A
(n)
01 , and let
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d = max{dµ−2| V V
∗(∗A, µ) > 0}. Note that each dµ is even since µ is a 0-coloured vertex.
Let [θ] =
⊕
µ∈A(n) V V
∗(∗A, µ)[λµ]. Now [(λ(1,0)λ(1,0))
d/2] decomposes into irreducibles as⊕
µ nµ[λµ], where µ are the 0-coloured vertices of A
(n) and nµ ∈ N. Then θ(N) ⊂ N
is a restricted version of (λ(1,0)λ(1,0))
d/2(N), so that θ(N) ⊂ N ∼= qP ⊂ q(Qd)q where
q ∈ P ′ ∩ Qd is a sum of minimal projections corresponding to the vertices µ
′ such that
[θ] ⊃ [λµ′ ]. We will show that qP ⊂ q(Qd)q is isomorphic to a subfactor obtained by a
basic construction.
Following the example in [9, Lemma A.1] for E7 in the SU(2) case, we now do the
same construction for the graph A(n), where q is the projection corresponding to the
distinguished vertex ∗A. We get a periodic sequence {Em ⊂ Fm}m of commuting squares
of period 3. Then the resulting subfactor E ⊂ F , where E =
∨
mEm, F =
∨
m Fm, is
Wenzl’s subfactor [34].
If we make basic constructions of Em ⊂ Fm for d − 1 times then we get a periodic
sequence {Em ⊂ Gm}m of commuting squares, and each Em is generated by the Hecke
operators in Gm. Let q˜ be a sum of the minimal projections corresponding to the vertices
µ′ in G0 given by (51). We set E˜m = q˜Em and G˜m = q˜Gmq˜, and obtain a periodic
sequence of commuting squares of period 3 such that the resulting subfactor is isomorphic
to qP ⊂ q(Qd)q. The Bratteli diagram for the sequence {G˜m}m is the same as that for
{Dm}m since D0 = G˜0 = C
r where the r minimal projections correspond to the vertices
µ′ of (51), where r is the number of such vertices µ′, and the rest of the Bratteli diagram
is given by the 01-part of the graph A(n). Each E˜m is generated by the Hecke operators
U1, . . . , Um−1 ∈ G˜m. Then the sequence of commuting squares {Bm ⊂ Dm}m is isomorphic
to the sequence of commuting squares {E˜m ⊂ G˜m}m, and so the subfactors B ⊂ D and
qP ⊂ q(Qd)q are also isomorphic. Since B ⊂ D is a basic construction of B ⊂ C, then the
subfactor qP ⊂ q(Qd)q is also the basic construction of some subfactor. Since θ(N) ⊂ N
is isomorphic to qP ⊂ q(Qd)q,
[θ] =
⊕
µ∈A(n)
V V ∗(∗A, µ)[λµ] (52)
can be realised as the dual canonical endomorphism of some subfactor.
4.1 Computing the intertwining graphs.
Let V (G) denote the free module over Z generated by the vertices of G, identifying an
element a ∈ V (G) as a = (av), av ∈ Z, v ∈ V
G. For graphs G1, G2, a map V : V (G1) −→
V (G2) is positive if Vij ≥ 0 for all i ∈ V
G2 , j ∈ VG1 . Let A(G) be the path algebra where
the embeddings on the Bratteli diagram are given by the graph G, and we will denote the
finite dimensional algebra at the kth level of the Bratteli diagram by A(G)k.
The following lemma and proposition are the SU(3) versions of Proposition 4.5 and
Corollary 4.7 in [15] (see also Lemma 11.26 and Proposition 11.27 in [17]).
Lemma 4.9 Suppose that G1, G2 are locally finite connected graphs with Coxeter num-
ber n, adjacency matrices ∆G1, ∆G2 respectively and distinguished vertices ∗1, ∗2 respec-
tively. Let (Um)m∈N, (Wm)m∈N denote canonical families of operators in A(G1) and A(G2)
respectively, which satisfy the SU(3)-Temperley-Lieb relations such that U2m = [2]qUm,
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W 2m = [2]qWm for all m ∈ N, q = e
2pii/n. Let π : A(G1) −→ A(G2) be a unital embedding
such that:
(a) The diagram
A(G1)m
pim−→ A(G2)m
ιm ↓ ↓ m
A(G1)m+1
pim+1
−→ A(G2)m+1
commutes for all m, where πm = π|A(G1)m, and ιm, m are standard inclusions.
(b) tr1 · πm = tr2, where tri is a Markov trace on A(Gi), i = 1, 2.
(c) π(Um) = (Wm) for all m ≥ 1 (so πm+1(Um) =Wm).
Then there exists a positive linear map V : V (G1) −→ V (G2) such that:
(1) V∆G1 = ∆G2V ,
(2) V has no zero rows or columns,
(3) V ∗1 = ∗2.
Proof
We denote by Ĝ the Bratteli diagram of G. The vertex (i,m) of Ĝ will be the vertex
i ∈ VG at level m of the Bratteli diagram. Let pmi denote a minimal projection in
A(G1)m corresponding to the vertex (i,m) of the Bratteli diagram Ĝ1 of G1. Then πm(p
m
i )
is a projection in A(G2)m, and so there are families of equivalent minimal projections
{qmj,k(j)|k(j) = 1, . . . , b
m
ji} in A(G2)m corresponding to vertices (j,m) in Ĝ2, such that
πm(p
m
i ) =
∑
j
bmji∑
k(j)=1
qmj,k(j). (53)
The numbers {bmji}j are non-negative, are independent of the choice of p
m
i and are not
all zero, since πm is injective. Let F
(1)
m = [2]−1[3]−1(UmUm+1Um − Um) in A(G1), and
F
(2)
m = [2]−1[3]−1(WmWm+1Wm − Wm) in A(G2). Now multiplying (53) on the left by
F
(2)
m+1, we have
F
(2)
m+1πm(p
m
i ) =
∑
j
bmji∑
k(j)=1
F
(2)
m+1 q
m
j,k(j),
but by (a) and (c), F
(2)
m+1πm(p
m
i ) = πm+3(F
(1)
m+1)πm(p
m
i ) = πm+3(F
(1)
m+1p
m
i ), so we have
πm+2(F
(1)
m+1p
m
i ) =
∑
j
bmji∑
k(j)=1
F
(2)
m+1 q
m
j,k(j). (54)
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Since tr1 and tr2 are Markov traces, by Lemma 4.5 we have tr1(F
(1)
m+1 p
m
i ) = [3]
−3tr1(p
m
i ),
and tr2(F
(2)
m+1 q
m
j,k(j)) = [3]
−3tr2(q
m
j,k(j)). Since p
m
i , q
m
j,k(j) are minimal projections, they have
trace [3]−kφi, [3]
−kφj respectively. Then F
(1)
m+1 p
m
i has trace [3]
−k−3φi, which shows that
F
(1)
m+1 p
m
i is a minimal projection in A(G1)m+3 corresponding to vertex (i,m + 3) of Ĝ1,
and similarly F
(2)
m+1 q
m
j,k(j) is a minimal projection in A(G2)m+3 corresponding to vertex
(j,m + 3) of Ĝ2. It follows from (53) and (54) that the coefficients occurring in the
decomposition of a minimal projection as in (53) corresponding to vertex (i,m) of Ĝ1,
m ≥ 1, is independent of the level m, i.e. bmji = b
l
ji =: bji for all m, l ≥ 0.
Now put V = (bji)i∈VG1 ,j∈VG2 , then since A(G1)0 ∼= C ∼= A(G2)0, and π0 : A(G1)0 −→
A(G2)0 we see that V ∗1 = ∗2. Note that since π is unital, the rows of V are non-zero. We
need to show V∆G1 = ∆G2V .
Let ∆Gk(m), k = 1, 2, be the finite submatrix of ∆Gk , whose rows and columns are
labelled by the vertices v ∈ G
(0)
k with d(v) ≤ m+ 1, where d(v) is the distance of vertex
v from ∗k, ie. the length of the shortest path on Gk from ∗k to v. Similarly let V (m)
denote the finite submatrix of V whose rows are labelled by j ∈ VG2 with d(j) ≤ m+ 1,
and whose columns are labelled by i ∈ VG1 with d(i) ≤ m + 1. It follows from (a) that
for each m we have
K0(m)K0(πm) = K0(πm+1)K0(ιm). (55)
Let M1, M2, be two multi-matrix algebras, with the embedding ϕ of M1 in M2 given by
a matrix Λ, with p1 columns corresponding to the minimal central projections in M1 and
p2 rows corresponding to the minimal central projections in M2. Then K0(Mi) = Z
pi,
i = 1, 2, andK0(ϕ) : Z
p1 → Zp2 is given by multiplication by the matrix Λ. Form of colour
j, we see that K0(ιm) is the submatrix of ∆G1(m) mapping vertices of colour j to vertices
of colour j + 1, and K0(m) is the submatrix of ∆G2(m) mapping vertices of colour j to
vertices of colour j + 1. Similarly, K0(πm) is the submatrix of V (m) mapping vertices of G1
of colour j to vertices of G2 of colour j. Then (55) implies ∆G2(m)V (m−1) = V (m)∆G1(m)
holds for all m. Hence V∆G1 = ∆G2V . 
We define polynomials Sν(x, y), for ν the vertices of A
(n), by S(0,0)(x, y) = 1, and
xSν(x, y) =
∑
µ∆A(ν, µ)Sµ(x, y), ySν(x, y) =
∑
µ∆
T
A(ν, µ)Sµ(x, y). For concrete values
of the first few Sµ(x, y) see [17, p. 610].
Proposition 4.10 Let G be a finite SU(3)-ADE graph with distinguished vertex ∗G and
Coxeter number n < ∞. Let {Um}m≥0, {Wm}m≥0 be the canonical family of operators
satisfying the Hecke relations in A(A(n)), A(G) respectively. We can identify A(A(n))
with the algebra generated by {1,W1,W2, . . .}. If we define π : A(A
(n)) −→ A(G) by
π(1) = 1, π(Um) = Wm, then π is a unital embedding, and there exists a positive linear
map V : V (A(n)) −→ V (G) such that:
(a) V∆A = ∆GV ,
(b) V has no zero rows or columns,
(c) V ∗A = ∗G, where ∗A = (0, 0) is the distinguished vertex of A
(n).
Let V(0,0) be the vector corresponding to the distinguished vertex ∗G, and for the other
vertices define V(λ1,λ2) ∈ V (G) by V(λ1,λ2) = S(λ1,λ2)
(
∆TG ,∆G
)
V(0,0), for all vertices (λ1, λ2)
of A(n). Then V = (V(0,0), V(1,0), V(0,1), V(2,0), . . . , V(0,n−3)).
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Proof
Now π : A(A(n)) −→ A(G) defined by π(1) = 1, π(Um) = Wm is a unital embedding
which satisfies the condition of Lemma 4.9 with ∗1 = (0, 0) and ∗2 = ∗G. Hence when
m is finite there exists V = (V(λ1,λ2)), for (λ1, λ2) the vertices of A
(n), with the required
properties. Now V∆A =
(
V(λ1−1,λ2) + V(λ1+1,λ2−1) + V(λ1,λ2+1)
)
(λ1,λ2)
, where V(λ1,λ2) is un-
derstood to be zero if (λ1, λ2) is off the graph A
(n). Thus V∆A = ∆GV implies that
∆GV(λ1,λ2) = V(λ1−1,λ2) + V(λ1+1,λ2−1) + V(λ1,λ2+1). Then V(λ1,λ2) = S(λ1,λ2)
(
∆TG ,∆G
)
V(0,0),
since
∆GV(λ1,λ2) = ∆GS(λ1,λ2)
(
∆TG ,∆G
)
V(0,0)
=
∑
(µ1,µ2)
∆TA ((λ1, λ2), (µ1, µ2))S(µ1,µ2)
(
∆TG ,∆G
)
V(0,0)
= V(λ1−1,λ2) + V(λ1+1,λ2−1) + V(λ1,λ2+1),
and V(0,0) = S(0,0)
(
∆TG ,∆G
)
V(0,0). 
For any ADE graph G the matrix V is the adjacency matrix of a (possibly discon-
nected) graph. By [5, Theorem 4.2] the connected component of ∗A of this graph gives the
principal graph of the SU(3)-Goodman-de la Harpe-Jones subfactor. For the graph E (8)
with vertex i1 chosen as the distinguished vertex this is the graph illustrated in Figure 4,
which was shown to be the principal graph for this subfactor in [35].
Figure 4: Principal graph for the SU(3)-Goodman-de la Harpe-Jones subfactor for E (8)
5 Modular invariants associated to the dual canoni-
cal endomorphisms.
Let N ⊂ M be the SU(3)-GHJ subfactor for the finite ADE graph G, where the dis-
tinguished vertex ∗G is the vertex with lowest Perron-Frobenius weight. Then the dual
canonical endomorphism θ for N ⊂ M is given by (52) where V is now determined in
Proposition 4.10. We list these θ’s below for the ADE graphs, where we use the same
notation for the ADE graphs as in [19]. We must point out that as we have been unable to
explicitly construct the Ocneanu cellsW for E
(12)
4 , the existence of the SU(3)-Goodman-de
la Harpe-Jones subfactor which realizes the candidate for the dual canonical endomor-
phism for E
(12)
4 is not shown here.
A(n) : [θ] = [λ(0,0)], (56)
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D(n) : [θ] = [λ(0,0)]⊕ [λA(0,0)]⊕ [λA2(0,0)], (57)
A(n)∗ : [θ] =
⊕
µ∈A(n)
[λµ], (58)
D(2k)∗ : [θ] =
⊕
µ∈A(2k):
τ(µ)=0
[λµ], (59)
D(2k+1)∗ : [θ] =
⊕
µ=(2µ1,2µ2)∈A
(2k+1):
τ(µ)=0
[λµ], (60)
E (8) : [θ] = [λ(0,0)]⊕ [λ(2,2)], (61)
E (8)∗ : [θ] = [λ(0,0)]⊕ [λ(2,1)]⊕ [λ(1,2)]⊕ [λ(2,2)]⊕ [λ(5,0)]⊕ [λ(0,5)], (62)
E
(12)
1 : [θ] = [λ(0,0)]⊕ [λ(4,1)]⊕ [λ(1,4)]⊕ [λ(4,4)]⊕ [λ(9,0)]⊕ [λ(0,9)], (63)
E
(12)
2 : [θ] = [λ(0,0)]⊕ 2[λ(2,2)]⊕ [λ(4,1)]⊕ [λ(1,4)]⊕ 2[λ(5,2)]⊕ 2[λ(2,5)]
⊕[λ(4,4)]⊕ [λ(9,0)]⊕ [λ(0,9)], (64)
E
(12)
4 : [θ] = [λ(0,0)]⊕ [λ(2,2)]⊕ [λ(4,1)]⊕ [λ(1,4)]⊕ [λ(5,2)]⊕ [λ(2,5)]⊕ [λ(4,4)]
⊕[λ(9,0)]⊕ [λ(0,9)], (65)
E
(12)
5 : [θ] = [λ(0,0)]⊕ [λ(3,3)]⊕ [λ(9,0)]⊕ [λ(0,9)], (66)
E (24) : [θ] = [λ(0,0)]⊕ [λ(4,4)]⊕ [λ(10,1)]⊕ [λ(1,10)]⊕ [λ(6,6)]⊕ [λ(9,6)]⊕ [λ(6,9)]
⊕[λ(13,4)]⊕ [λ(4,13)]⊕ [λ(10,10)]⊕ [λ(21,0)]⊕ [λ(0,21)]. (67)
Note that these dual canonical endomorphisms depend only on the existence of a cell
system W for each graph G, but not on the choice of cell system since Lemma 4.9 and
Proposition 4.10 did not depend on this choice. Where we have found two inequivalent
solutions, the computations below show that either choice will give the same M-N graph,
since the computations in these particular cases only depend on the dual canonical en-
domorphism θ. Similarly, even if there exists other solutions for the cells W for the D,
D∗ and E
(12)
1 graphs, these will not give any new M-N graphs either. It is conceivable
however that in certain situations, for SU(n), n > 3, the M-N graph will depend on the
connection and not just on the GHJ graph.
Remark. For SU(2) it was shown in [13] that the modular invariant Z can be realized
from a subfactor with a dual canonical endomorphism of the form
[θ] =
⊕
µ
Zµ,µ[µ], (68)
where the direct summation is over all µ even. This raises the question of whether all
the SU(3) modular invariants can be realized from some subfactor with dual canonical
endomorphism θ of the form (68), where now allow µ to be of any colour? For the A(n)∗
graphs the θ given in (58) is automatically in the form (68), where Z is the conjugate mod-
ular invariant ZA(n)∗ = C. For the A
(n) graphs, if we choose the M-N morphism [a] to be
[ιλ(p,0)], where p = ⌊(n−3)/2⌋, the sector [aa] gives [λ(0,0))]⊕ [λ(1,1)]⊕ [λ(2,2)]⊕· · ·⊕ [λ(p,p)],
and we obtain a dual canonical endomorphism [θ] = [aa] =
⊕
µ Zµ,µ[µ], where the direct
summation is over all µ (of any colour) and Z is the identity modular invariant ZA(n) = I.
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For each of the ADE graphs (with the exception of E
(12)
4 ) we have shown the existence
of a braided subfactor N ⊂ M with dual canonical endomorphisms θ given by (56)-(67).
By the α-induction of [3, 4, 5], a matrix Z can be defined by Zλ,µ = 〈α
+
λ , α
−
µ 〉, λ, µ ∈ NXN .
If the braiding is non-degenerate, Z is a modular invariant mass matrix.
For the dual canonical endomorphisms θ in (56)-(67), what is the corresponding M-
N system or Cappelli-Itzykson-Zuber graph which classifies the modular invariant? And
what is the corresponding modular invariant? ForA(n) theM-M , M-N and N -N systems
are all equal since N = M . Subfactors given by conformal inclusions were considered
in [4, 5]. Those conformal inclusions which have SU(3) invariants give identical dual
canonical endomorphisms θ to those computed above. The M-N system was computed
for conformal inclusions with corresponding modular invariants associated to the graphs
D(6) and E (8) in [4], and to E
(12)
1 and E
(24) in [5]. The M-N system was also computed
in [4] for the inclusion with the D(n) dual canonical endomorphism (57) for n ≡ 0 mod 3,
and in [7] for the inclusion with the E
(12)
2 dual canonical endomorphism (64), which do not
come from conformal inclusions. For each of these graphs, the graph of the M-N system
and the α-graph can both be identified with the original graph itself, and the modular
invariant is that associated with the original graph. We compute the M-N graph for the
remaining θ’s. The proof for the case of E
(12)
2 was not published in [7], so we produce a
proof using our method here. Knowledge of the dual canonical endomorphism θ is not
usually sufficient to determine the M-N graph, but we can utilize the fact that the list of
SU(3) modular invariants is complete. For an ADE graph G with Coxeter number n, the
basic method is to compute 〈ιλ, ιµ〉 for representations λ, µ on A(n), and decompose into
irreducibles. Sometimes there is an ambiguity about the decomposition, e.g. if 〈ιλ, ιλ〉 = 4
then we could have ιλ = 2ιλ(1) or ιλ = ιλ(1) + ιλ(2) + ιλ(3) + ιλ(4) where ιλ(i), i = 1, 2, 3, 4,
are irreducible sectors. By [8, Cor. 6.13], ♯MXN = tr(Z) for some modular invariant Z,
and therefore, since we have a complete list of SU(3) modular invariants, we can eliminate
any particular decomposition if the total number of irreducible sectors obtained does not
agree with the trace of any of the modular invariants (7)-(18). We compute the trace for
all the modular invariants at level k in the following lemma:
Lemma 5.1 The traces of the level k modular invariants Z are
tr(ZA(k+3)) =
1
2
(k + 1)(k + 2), (69)
tr(ZD(k+3)) =
1
6
(k + 1)(k + 2) + ck, (70)
tr(ZA(k+3)∗) = ⌊
k + 2
2
⌋, (71)
tr(ZD(k+3)∗) = 3⌊
k + 2
2
⌋, (72)
tr(ZE(8)) = 12, (73)
tr(ZE(8)∗) = 4, (74)
tr(ZE(12)) = 12, (75)
tr(Z
E
(12)∗
MS
) = 11, (76)
tr(Z
E
(12)
MS
) = 17, (77)
tr(ZE(24)) = 24, (78)
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where ck = 0 if k 6≡ 0 mod 3, c3m = 2/3 for m ∈ N and ⌊x⌋ denotes the largest integer
less than or equal to x.
Proof
For the A graphs, tr(ZA(k+3)) is given by the number of vertices of A
(k+3), which is
1 + 2 + 3 + · · · + k + 1 = (k + 1)(k + 2)/2. For k 6≡ 0 mod 3, the diagonal terms in
ZD(k+3) are given by the 0-coloured vertices of A
(k+3), so tr(ZD(k+3)) is tr(ZA(k+3))/3. For
k ≡ 0 mod 3 the 0-coloured vertices of A(k+3) again give the diagonal terms in ZD(k+3)
but the number of 0-coloured vertices of A(k+3) is now one greater than the number of
1,2-coloured vertices. The trace of ZA(k+3)∗ is given by the number of “diagonal” elements
µ = µ of A(k+3), which is ⌊k + 2/2⌋. For the D∗ graphs, when k 6≡ 0 mod 3, the trace is
given by the number of vertices µ = (µ1, µ2) of A
(k+3) such that A(n−3)(µ1−µ2)µ = µ. For
the 0-coloured vertices this is the number of diagonal elements, whilst for the 1,2-coloured
vertices this is where Aµ = µ or A2µ = µ, depending on the parity of n. In each case the
number of such vertices is ⌊k+ 2/2⌋. For k ≡ 0 mod 3 the trace is again given by a third
of the number of vertices of A(k+3) which satisfy each of the following µ = µ, Aµ = A2µ,
A2 = Aµ, µ = Aµ, Aµ = µ, A2µ = A2µ, µ = A2µ, Aµ = Aµ and A2µ = µ. The first
three equalities are satisfied when µ = µ, the second three when Aµ = µ and the last
three when A2µ = µ. So we have tr(ZD(k+3)∗) = 3⌊k + 2/2⌋ also. The computations of
tr(ZE) for the exceptional invariants is clear from inspection of the modular invariant. 
Lemma 5.2 The trace of the modular invariants at level k are all different.
Proof For level 5 we have tr(A(8)) = 21, tr(D(8)) = 7, tr(A(8)∗) = 3 and tr(D(8)∗) = 9,
and compare these with (73) and (74). For level 9, tr(A(12)) = 55, tr(D(12)) = 19,
tr(A(12)∗) = 5 and tr(D(12)∗) = 15, and compare these with (75)-(77). For level 21 we
compare tr(A(24)) = 253, tr(D(24)) = 85, tr(A(24)∗) = 11 and tr(D(24)∗) = 33 with (78).
For all other levels we need to compare the modular invariants for the A, D, A∗ and D∗
graphs.
Comparing the A and D modular invariants, the traces can only be equal if 3(k +
1)(k + 2) = (k + 1)(k + 2) + 6ck. For k ≡ 0 mod 3 this gives k = 0,−3, whilst if
k 6≡ 0 mod 3 we obtain k = −1,−2. So these traces cannot be equal except when k = 0,
but the graphs A(3) and D(3) are both a single vertex. Comparing A-A∗, the traces are
only equal if (k + 1)(k + 2) = 2⌊(k + 2)/2⌋. For even k this gives solutions k = 0,−4,
but when k = 0 the graph A(3)∗ is also just a single vertex, so identical to the graph
A(3). For k odd we have k = −1. Next, comparing A-D∗, the traces are only equal if
(k + 1)(k + 2) = 6⌊(k + 2)/2⌋. For k even this gives solutions k = ±2, but for k = 2 the
graph D(5)∗ is identical to A(5). For k odd we obtain solutions k = −3, 1, but we again
have for k = 1 that the graphs D(4)∗ andA(4) are the same. We now compare D-A∗. When
k ≡ 0 mod 3, the traces are equal only if (k + 1)(k+ 2) + 4 = 6⌊(k+ 2)/2⌋ = 6⌊k/2⌋+ 6,
so we have the quadratic k2 + 3(k − 2⌊k/2⌋) = 0. When k is even we have only the
solution k = 0, whilst when k is odd this gives k2 = −3. When k 6≡ 0 mod 3, we obtain
instead the quadratic k2 + 3(k − 2⌊k/2⌋) − 4 = 0. For even k this gives the solutions
k = ±2, but we notice that the graphs D(5) and A(5)∗ are the same, whilst for odd k we
have the solutions k = ±1, but we again see that the graphs D(4) and A(4)∗ are the same.
Comparing D-D∗ we now obtain the quadratic equations k2 + 3(k − 6⌊k/2⌋) − 14 = 0,
k2 + 3(k − 6⌊k/2⌋) − 18 = 0 for k ≡ 0 mod 3, k 6≡ 0 mod 3 respectively. Neither of
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Figure 5: M-N graph for the E (8)∗ SU(3)-GHJ subfactor
these equations has integer solutions for odd or even k. Finally, comparing the A∗ and
D∗ modular invariants, the traces are only equal if ⌊(k + 2)/2⌋ = 3⌊(k + 2)/2⌋, giving
⌊(k + 2)/2⌋ = 0 which has solutions k = −2,−3. 
Since the traces of the modular invariants at any level are all different, once we have
found the number of irreducible sectors, we can identify the corresponding modular in-
variant. There may however still be an ambiguity with regard to the fusion rules that
these irreducible sectors satisfy, with different seemingly possible fusion rules giving dif-
ferent nimrep graphs for the M-N system. However, we know that the nimrep must have
spectrum Sλ,ν/Sλ,0 with multiplicity determined by the diagonal part Zλ,λ of the modular
invariant. It turns out that the consideration of the trace and the eigenvalues is sufficient
to compute the M-N graphs for A(12)∗, D(12)∗, E
(12)
2 , E
(12)
4 and E
(12)
5 , and identify the
corresponding modular invariant. The results are summarized in Table 1. We will say
that an irreducible sector [ιλ(µ1,µ2)] such that µ1 + µ2 = m appears at tier m.
5.1 E (8)∗
For the graph E (8)∗, we have [θ] = [λ(0,0)]⊕ [λ(2,1)]⊕ [λ(1,2)]⊕ [λ(2,2)]⊕ [λ(5,0)]⊕ [λ(0,5)]. Then
computing 〈ιλ, ιµ〉 = 〈λ, θµ〉 (by Frobenius reciprocity) for λ, µ on A(8), we find 〈ιλ, ιλ〉 =
1 and 〈ιλ, ιµ〉 = 0 for λ, µ = λ(0,0), λ(1,0), λ(0,1). At tier 2 we have 〈ιλ(2,0), ιλ(2,0)〉 = 2,
〈ιλ(2,0), ιλ(1,0)〉 = 1 and 〈ιλ(2,0), ιµ〉 = 0 for µ = λ(0,1), λ(0,0). So [ιλ(2,0)] = [ιλ(1,0)] ⊕
[ιλ
(1)
(2,0)]. Since 〈ιλ(0,2), ιλ(0,2)〉 = 〈ιλ(0,2), ιλ(2,0)〉 = 2 we have [ιλ(0,2)] = [ιλ(2,0)]. Lastly
at tier 2 we have 〈ιλ(1,1), ιλ(1,1)〉 = 2 and 〈ιλ(1,1), ιλ(1,0)〉 = 〈ιλ(1,1), ιλ(0,1)〉 = 1, giving
[ιλ(1,1)] = [ιλ(1,0)] ⊕ [ιλ(0,1)]. At tier 3 we have 〈ιλ(3,0), ιλ(3,0)〉 = 〈ιλ(3,0), ιλ(0,2)〉 = 2, so
[ιλ(3,0)] = [ιλ(0,2)]. Similarly [ιλ(0,3)] = [ιλ(2,0)]. For ιλ(2,1) we find 〈ιλ(2,1), ιλ(2,1)〉 = 2
and 〈ιλ(2,1), ιλ(0,0)〉 = 〈ιλ(2,1), ιλ(1,0)〉 = 1, giving [ιλ(2,1)] = [ιλ(0,0)]⊕ [ιλ(1,0)] and similarly
[ιλ(1,2)] = [ιλ(0,0)]⊕ [ιλ(0,1)]. So no new irreducibles appear at tier 3. No new irreducible
sectors appear at the other tiers either, so we have 4 irreducible sectors [ιλ(0,0)], [ιλ(1,0)],
[ιλ(0,1)] and [ιλ
(1)
(2,0)]. We now compute the sector products of these irreducible sectors
with the M-N sector [ρ] = [λ(1,0)]. It is easy to compute [ιλ(0,0)][ρ] = [ιλ(1,0)], [ιλ(1,0)][ρ] =
[ιλ(0,1)]⊕ [ιλ(2,0)] = [ιλ(0,1)]⊕ [ιλ(1,0)]⊕ [ιλ
(1)
(2,0)] and [ιλ(0,1)][ρ] = [ιλ(0,0)]⊕ [ιλ(1,0)]⊕ [ιλ(0,1)].
We can invert these formula to obtain [ιλ
(1)
(2,0)] = [ιλ(2,0)] ⊖ [ιλ(1,0)], and so [ιλ
(1)
(2,0)][ρ] =
[ιλ(1,1)] ⊕ [ιλ(3,0)] ⊖ ([ιλ(2,0)] ⊕ [ιλ(0,1)]) = [ιλ(0,1)]. Then we see that the multiplication
graph for [ρ] is the original graph E (8)∗ itself, illustrated in Figure 5, and the modular
invariant associated to θ is ZE(8)∗ .
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5.2 E
(12)
2
For the graph E
(12)
2 , we have [θ] = [λ(0,0)] ⊕ 2[λ(2,2)] ⊕ [λ(4,1)] ⊕ [λ(1,4)] ⊕ 2[λ(5,2)] ⊕
2[λ(2,5)] ⊕ [λ(4,4)] ⊕ [λ(9,0)] ⊕ [λ(0,9)]. We have 〈ιλ, ιλ〉 = 1 and 〈ιλ, ιµ〉 = 0 for all
λ, µ ∈ {λ(0,0), λ(1,0), λ(0,1)}. At tier 2 we have 〈ιλ, ιλ〉 = 3 and 〈ιλ, ιµ〉 = 0 for λ =
λ(2,0), λ(1,1), λ(0,2), µ = λ(0,0), λ(1,0), λ(0,1). Then λ(2,0), λ(1,1), λ(0,2) decompose into irre-
ducibles as
[ιλ(2,0)] = [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)] + [ιλ
(3)
(2,0)], (79)
[ιλ(1,1)] = [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(3)
(1,1)], (80)
[ιλ(0,2)] = [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]⊕ [ιλ
(3)
(0,2)]. (81)
At tier 3 we find 〈ιλ(3,0), ιλ(3,0)〉 = 〈ιλ(3,0), ιλ(1,1)〉 = 3 so that [ιλ(3,0)] = [ιλ(1,1)], and simi-
larly [ιλ(0,3)] = [ιλ(1,1)]. From 〈ιλ(2,1), ιλ(2,1)〉 = 7, 〈ιλ(2,1), ιλ(1,0)〉 = 2 and 〈ιλ(2,1), ιλ(0,2)〉 =
3, and similarly for ιλ(1,2), we obtain
[ιλ(2,1)] = 2[ιλ(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)] + [ιλ
(3)
(0,2)], (82)
[ιλ(1,2)] = 2[ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(3)
(2,0)],
and no new irreducible sectors appear at tier 3. Then we have twelve irreducible sectors
[ιλ(0,0)], [ιλ(1,0)], [ιλ(0,1)], [ιλ
(i)
(2,0)], [ιλ
(i)
(1,1)], [ιλ
(i)
(0,2)] for i = 1, 2, 3, and the corresponding
modular invariant must be ZE(12) since tr(ZE(12)) = 12.
We now look at the fusion rules that these irreducible sectors satisfy. With ρ = λ(1,0),
we have [ιλ(0,0)][ρ] = [ιλ(1,0)],
[ιλ(1,0)][ρ] = [ιλ(0,1)]⊕ [ιλ(2,0)] = [ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(3)
(2,0)], (83)
and similarly [ιλ(0,1)][ρ] = [ιλ(0,0)]⊕[ιλ
(1)
(1,1)]⊕[ιλ
(2)
(1,1)]⊕[ιλ
(3)
(1,1)]. Since [ιλ(2,0)][ρ] = [ιλ(1,1)]⊕
[ιλ(3,0)] = 2[ιλ
(1)
(1,1)]⊕2[ιλ
(2)
(1,1)]⊕2[ιλ
(3)
(1,1)], we obtain ([ιλ
(1)
(2,0)][ρ])⊕([ιλ
(2)
(2,0)][ρ])⊕([ιλ
(3)
(2,0)][ρ]) =
2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]⊕+2[ιλ
(3)
(1,1)].
We now use a similar argument to that in [4, §2.4]. The statistical dimension of
the positive energy representation (µ1, µ2) of SU(3)9 is given by the Perron-Frobenius
eigenvector for the graph A(12): d(µ1,µ2) = [µ1 +1][µ2+1][µ1 +µ2+2]/[2]. Then from (83)
we obtain d
(1)
(2,0)+d
(2)
(2,0)+d
(3)
(2,0) = d
2
(1,0)−d(1,0) = [3]
3− [3] = [3][4]/[2], where d
(i)
(2,0) = dιλ(i)
(2,0)
.
We may then assume without loss of generality that d
(1)
(2,0) < [3][4]/(3[2]) = [2][3]/[4]. Then
since ([2][3]/[4])2 ≈ 2.488 < 3, [ιλ
(1)
(2,0)][ιλ
(1)
(2,0)] decomposes into at most two irreducible N -
N sectors. Then 〈ιλ
(1)
(2,0) ◦ ρ, ιλ
(1)
(2,0) ◦ ρ〉 = 〈ρ ◦ ρ, ιλ
(1)
(2,0) ◦ ιλ
(1)
(2,0)〉 ≤ 2. So [ιλ
(1)
(2,0)][ρ] cannot
contain an irreducible sector with multiplicity greater than one. Since, by (79) and (82),
〈ιλ
(1)
(2,0) ◦ ρ, ιλ(1,1)〉 = 〈ιλ
(1)
(2,0), ιλ(1,1) ◦ ρ〉 = 〈ιλ
(1)
(2,0), ιλ(0,1) + ιλ(2,0) + ιλ(1,2)〉 = 2, using (80)
we may assume, again without loss of generality, that
[ιλ
(1)
(2,0)][ρ] = [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)].
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Figure 6: M-N graph for the E
(12)
2 SU(3)-GHJ subfactor
Since [ιλ(1,0)][ρ] ⊃ [ιλ
(1)
(2,0)] and 〈ιλ(1,0), ιλ
(1)
(2,0)◦ρ〉 = 〈ιλ(1,0)◦ρ, ιλ
(1)
(2,0)〉 > 0, then [ιλ
(1)
(2,0)][ρ] ⊃
[ιλ(1,0)]. Then since 〈ιλ
(1)
(2,0) ◦ρ, ιλ
(1)
(2,0) ◦ρ〉 = 〈ιλ
(1)
(2,0) ◦ρ, ιλ
(1)
(2,0) ◦ρ〉 = 2, we have [ιλ
(1)
(2,0)][ρ] =
[ιλ(1,0)]⊕ [ιλ
(j)
(0,2)], for j ∈ {1, 2, 3}. By a similar argument we may also assume that [ιλ
(1)
(2,0)]
has statistical dimension < [2][3]/[4], and using [ρ] instead of [ρ], we find [ιλ
(1)
(0,2)][ρ] =
[ιλ(0,1)] ⊕ [ιλ
(j′)
(2,0)], and have the freedom to set j
′ = 3. Then we also have [ιλ
(j)
(0,2)][ρ] ⊃
[ιλ(0,1)] for j = 2, 3 and ([ιλ
(2)
(0,2)]⊕[ιλ
(3)
(0,2)])[ρ] = 2[ιλ(0,1)]⊕[ιλ
(1)
(2,0)]⊕[ιλ
(2)
(2,0)]. From [ιλ(1,1)][ρ]
we obtain ([ιλ
(1)
(1,1)] ⊕ [ιλ
(2)
(1,1)] ⊕ [ιλ
(3)
(1,1)])[ρ] = 3[ιλ(1,0)] ⊕ 2[ιλ
(1)
(0,2)] ⊕ 2[ιλ
(2)
(0,2)] ⊕ 2[ιλ
(3)
(0,2)]
and since [ιλ(1,0)][ρ] = [ιλ(2,0)] ⊕ [ιλ(1,1)] = [ιλ(2,0)] ⊕ [ιλ
(1)
(1,1)] ⊕ [ιλ
(2)
(1,1)] ⊕ [ιλ
(3)
(1,1)] then
〈ιλ
(j)
(1,1) ◦ ρ, ιλ(1,0)〉 = 〈ιλ
(j)
(1,1), ιλ(1,0) ◦ ρ〉 = 1 and [ιλ
(j)
(1,1)][ρ] ⊃ [ιλ(1,0)] for j = 1, 2, 3.
There is still some ambiguity surrounding the decompositions of [ιλ
(j)
(2,0)][ρ], [ιλ
(j)
(1,1)][ρ]
and [ιλ
(j)
(0,2)][ρ], for j = 2, 3. Computing the eigenvalues of the nimrep graphs for the
different possibilities, we find that the only nimrep graph which has eigenvalues Sρµ/S0µ
with multiplicities given by the diagonal entry Zµ,µ of the modular invariant is that for:
[ιλ
(j)
(2,0)][ρ] = [ιλ
(j)
(1,1)] ⊕ [ιλ
(j+1)
(1,1) ], [ιλ
(j)
(1,1)][ρ] = [ιλ
(l)
(0,2)] ⊕ [ιλ
(l+1)
(0,2) ] and [ιλ
(j)
(0,2)][ρ] = [ιλ(0,1)] ⊕
[ιλ
(j+1)
(2,0) ] for j = 1, 2, 3, l ∈ {1, 2, 3}. The nimrep graph is the same for any choice
of l = 1, 2, 3, up to a relabeling of the irreducible representations [ιλ
(j)
(2,0)], [ιλ
(j)
(1,1)] and
[ιλ
(j)
(0,2)], and the graph is just the graph E
(12)
2 itself, illustrated in Figure 6. The associated
modular invariant is ZE(12) .
5.3 E
(12)
4
Warning: the existence of the SU(3)-Goodman-de la Harpe-Jones subfactor which gives
the dual canonical endomorphism for E
(12)
4 has not been shown yet by us.
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For E
(12)
4 , we suppose [θ] = [λ(0,0)] ⊕ [λ(2,2)] ⊕ [λ(4,1)] ⊕ [λ(1,4)] ⊕ [λ(5,2)] ⊕ [λ(2,5)] ⊕
[λ(4,4)] ⊕ [λ(9,0)] ⊕ [λ(0,9)]. Then computing 〈ιλ, ιµ〉 = 〈λ, θµ〉 for λ, µ on A
(12), we find
〈ιλ, ιλ〉 = 1 for λ = λ(0,0), λ(1,0), λ(0,1). At tier 2 we have 〈ιλ, ιλ〉 = 2 and 〈ιλ, ιµ〉 = 0 for
λ = λ(2,0), λ(1,1), λ(0,2), µ = λ(0,0), λ(1,0), λ(0,1). Then [λ(2,0)], [λ(1,1)], [λ(0,2)] decompose into
irreducibles as
[ιλ(2,0)] = [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)], (84)
[ιλ(1,1)] = [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)], (85)
[ιλ(0,2)] = [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]. (86)
At tier 3, 〈ιλ(3,0), ιλ(3,0)〉 = 〈ιλ(3,0), ιλ(1,1)〉 = 2 and similarly for ιλ(0,3), so that [ιλ(3,0)] =
[ιλ(0,3)] = [ιλ(1,1)]. From 〈ιλ(2,1), ιλ(2,1)〉 = 5, 〈ιλ(2,1), ιλ(1,0)〉 = 1 and 〈ιλ(2,1), ιλ(0,2)〉 = 2,
we have two possibilities for the decomposition of [ιλ(2,1)]:
[ιλ(2,1)] =
{
[ιλ(1,0)]⊕ 2[ιλ
(j)
(0,2)] case (i),
[ιλ(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)] case (ii),
(87)
where we may assume j = 1 without loss of generality. Similarly,
[ιλ(1,2)] =
{
[ιλ(0,1)]⊕ 2[ιλ
(1)
(2,0)] case (i
′),
[ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)] case (ii
′),
(88)
At tier 4 we have 〈ιλ(4,0), ιλ(4,0)〉 = 3, 〈ιλ(4,0), ιλ(1,0)〉 = 1 and 〈ιλ(4,0), ιλ(0,2)〉 = 2, and
similarly for ιλ(0,4), giving
[ιλ(4,0)] = [ιλ(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)],
[ιλ(0,4)] = [ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)].
From 〈ιλ(3,1), ιλ(3,1)〉 = 8, 〈ιλ(3,1), ιλ(0,1)〉 = 2, 〈ιλ(3,1), ιλ(2,0)〉 = 2 and 〈ιλ(3,1), ιλ(1,2)〉 = 6
we have
[ιλ(3,1)] =
{
2[ιλ(0,1)]⊕ 2[ιλ
(1)
(2,0)] for case (i
′),
2[ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)] for case (ii
′),
[ιλ(1,3)] =
{
2[ιλ(1,0)]⊕ 2[ιλ
(1)
(0,2)] for case (i),
2[ιλ(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)] for case (ii).
We have 〈ιλ(2,2), ιλ(2,2)〉 = 11, 〈ιλ(2,2), ιλ(0,0)〉 = 1 and 〈ιλ(2,2), ιλ(1,1)〉 = 4, giving
[ιλ(2,2)] =
{
[ιλ(0,0)]⊕ 3[ιλ
(j)
(1,1)]⊕ [ιλ
(3−j)
(1,1) ] case I,
[ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(2,2)]⊕ [ιλ
(2)
(2,2)] case II,
(89)
where j ∈ {1, 2}. Again, without loss of generality, we may assume that j = 1, and we see
that for case I nothing new appears at tier 4. For case II, at tier 5 we find [ιλ(5,0)] = [ιλ(0,4)],
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[ιλ(0,5)] = [ιλ(4,0)], [ιλ(4,1)] = [ιλ(1,4)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)] and
[ιλ(3,2)] =
{
2[ιλ(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)] for case (i),
2[ιλ(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ 2[ιλ
(2)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)] for case (ii),
[ιλ(2,3)] =
{
2[ιλ(0,1)]⊕ 3[ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)] for case (i
′),
2[ιλ(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ 2[ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)] for case (ii
′),
and nothing new appears at tier 5. Then the total number of irreducible sectors for case
I(i)(i′) is 9, for cases I(i)(ii′), I(ii)(i′), II(i)(i′) we have 11, for cases I(ii)(ii′), II(i)(ii′),
II(ii)(i′) we have 13 and for case II(ii)(ii′) we have 15. The values of tr(Z) at level 12
are tr(ZA(12)) = 55, tr(ZD(12)) = 19, tr(ZA(12)∗) = 5, tr(ZD(12)∗) = 15, tr(ZE(12)) = 12,
tr(Z
E
(12)∗
MS
) = 11 and tr(Z
E
(12)
MS
) = 17. So we see that the only possible cases are I(i)(ii′),
I(ii)(i′), II(i)(i′) which have corresponding modular invariant Z
E
(12)∗
MS
, and II(ii)(ii′) as-
sociated with the modular invariant ZD(12)∗ . For case II(i)(i
′), where we again use the
notation ρ = λ(1,0), we have [ιλ(1,2)][ρ] = [ιλ(1,1)] ⊕ [ιλ(0,3)] ⊕ [ιλ(2,2)] and [ιλ(1,2)][ρ] =
([ιλ(0,1)]⊕ 2[ιλ
(1)
(2,0)])[ρ] = [ιλ(0,0)]⊕ [ιλ(1,1)]⊕ 2([ιλ
(1)
(2,0)][ρ]), giving 2[ιλ
(1)
(2,0)][ρ] = 3[ιλ
(1)
(1,1)]⊕
3[ιλ
(2)
(1,1)] ⊕ [ιλ
(1)
(2,2)] ⊕ [ιλ
(2)
(2,2)], which is impossible since [ιλ
(1)
(2,0)][ρ] must have integer co-
efficients. Note that case II(ii)(i′) is the conjugate of case II(i)(ii′), where we replace
ιλ(µ1,µ2) ↔ ιλ(µ2,µ1). So we need to only consider cases I(i)(ii
′) and II(ii)(ii′).
Consider first the case I(i)(ii′). From [ιλ(2,1)][ρ] = [ιλ(2,0)] ⊕ [ιλ(1,2)] ⊕ [ιλ(3,1)] and
(87) we find [ιλ
(1)
(2,1)][ρ] = [ιλ(2,0)] ⊕ [ιλ(1,2)] ⊕ [ιλ(3,1)] ⊖ ([ιλ(0,1)] ⊕ [ιλ(2,0)]) = [ιλ(0,1)] ⊕
[ιλ
(1)
(2,1)] ⊕ [ιλ
(2)
(2,1)] ⊕ [ιλ
(1)
(1,2)] ⊕ [ιλ
(2)
(1,2)]. Then by [ιλ(0,2)][ρ] = [ιλ(0,1)] ⊕ [ιλ(1,2)] and (86),
[ιλ
(2)
(0,2)][ρ] = [ιλ(0,1)]. From [ιλ(1,1)][ρ] = [ιλ(1,0)]⊕ [ιλ(0,2)]⊕ [ιλ(2,1)] and (85) we obtain
([ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)])[ρ] = 2[ιλ(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)], (90)
whilst from [ιλ(2,2)][ρ] = [ιλ(2,1)]⊕ [ιλ(1,3)]⊕ [ιλ(3,2)] and (89) we have
(3[ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)])[ρ] = 4[ιλ(1,0)]⊕ 7[ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]. (91)
Then from (90) and (91) we find
[ιλ
(1)
(1,1)][ρ] = [ιλ(1,0)]⊕ 2[ιλ
(1)
(0,2)], [ιλ
(2)
(1,1)][ρ] = [ιλ(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)].
In the same manner, by considering [ιλ(2,0)][ρ] = [ιλ(1,1)] ⊕ [ιλ(3,0)] and [ιλ(1,2)][ρ] =
[ιλ(1,1)]⊕ [ιλ(0,3)]⊕ [ιλ(2,2)], and using (84) and (88), we have
([ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)])[ρ] = 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)], (92)
([ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)])[ρ] = [ιλ(0,0)]⊕ 5[ιλ
(1)
(1,1)]⊕ 3[ιλ
(2)
(1,1)]
⊖([ιλ(0,0)]⊕ [ιλ(1,1)]). (93)
Then from (92), (90) and (85), we have ([ιλ
(1)
(1,2)][ρ]) ⊕ ([ιλ
(2)
(1,2)][ρ]) = 2[ιλ
(1)
(1,1)] giving
[ιλ
(j)
(1,2)][ρ] = [ιλ
(1)
(1,1)] for j = 1, 2. From [ιλ(2,2)][ρ] = [ιλ(1,2)] ⊕ [ιλ(3,1)] ⊕ [ιλ(2,3)] and (89)
we have
([ιλ(1,1)]⊕ 2[ιλ
(1)
(1,1)])[ρ] = 4[ιλ(0,1)]⊕ 4[ιλ
(1)
(2,0)]⊕ 4[ιλ
(2)
(2,0)]⊕ 3[ιλ
(1)
(1,2)]⊕ 3[ιλ
(2)
(1,2)], (94)
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giving 2[ιλ
(1)
(1,1)][ρ] = 2[ιλ(0,1)] ⊕ 2[ιλ
(1)
(2,0)] ⊕ 2[ιλ
(2)
(2,0)] ⊕ 2[ιλ
(1)
(1,2)] ⊕ 2[ιλ
(2)
(1,2)]. Then 〈ιλ
(j)
(2,0) ◦
ρ, λ
(1)
(1,1)〉 = 〈ιλ
(j)
(2,0), λ
(1)
(1,1) ◦ ρ〉 = 1 for j = 1, 2, and the decompositions of [ιλ
(1)
(2,0)][ρ] and
[ιλ
(2)
(2,0)][ρ] both contain the irreducible sector [ιλ
(1)
(1,1)]. Then [ιλ
(2)
(1,1)][ρ] = ([ιλ(1,1)][ρ]) ⊖
([ιλ
(1)
(1,1)][ρ]) = [ιλ(0,1)] ⊕ [ιλ
(1)
(2,0)] ⊕ [ιλ
(2)
(2,0)] and [ιλ
(1)
(2,0)][ρ] and [ιλ
(2)
(2,0)][ρ] both also contain
[ιλ
(2)
(1,1)]. Then from (92) we have [ιλ
(j)
(2,0)][ρ] = [ιλ
(1)
(1,1)] ⊕ [ιλ
(2)
(1,1)]. The nimrep graph for
multiplication by [ρ] for the case I(i)(ii′) is then seen to be just the graph E
(12)
4 .
Now consider the case II(ii)(ii′), which has corresponding modular invariant ZD(12)∗ .
We obtain the following sector products:
([ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)])[ρ] = 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)],
([ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)])[ρ] = 2[ιλ(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ 2[ιλ
(2)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)],
([ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)])[ρ] = 2[ιλ(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)],
([ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)])[ρ] = [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)],
([ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)])[ρ] = [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(2,2)]⊕ [ιλ
(2)
(2,2)],
and from ([ιλ
(1)
(2,2)]⊕[ιλ
(2)
(2,2)])[ρ] = [ιλ
(1)
(2,1)]⊕[ιλ
(2)
(2,1)] we may choose without loss of generality
[ιλ
(j)
(2,2)][ρ] = [ιλ
(j)
(2,1)] for j = 1, 2. Then there are four different possibilities for [ιλ
(j)
(1,1)][ρ],
three for [ιλ
(j)
(2,0)][ρ], six for [ιλ
(j)
(0,2)][ρ] and six for [ιλ
(j)
(2,1)][ρ], j = 1, 2. From these, the only
nimrep graph which has eigenvalues Sρµ/S0µ with multiplicities given by the diagonal
entry Zµ,µ of the modular invariant for D
(12)∗ is that for the following sector products:
[ιλ
(j)
(2,0)][ρ] = 2[ιλ
(j)
(1,1)],
[ιλ
(1)
(1,1)][ρ] = [ιλ(1,0)]⊕ 2[ιλ
(j)
(0,2)]⊕ [ιλ
(j)
(2,1)],
[ιλ
(j)
(0,2)][ρ] = [ιλ(0,1)]⊕ [ιλ
(j)
(2,0)]⊕ [ιλ
(j)
(1,2)],
[ιλ
(j)
(2,1)][ρ] = [ιλ
(j)
(2,0)]⊕ [ιλ
(j)
(1,2)],
[ιλ
(j)
(1,2)][ρ] = [ιλ
(j)
(1,1)]⊕ [ιλ
(3−j)
(2,2) ],
for j = 1, 2. For any λ ∈ MXN , let [λ][ρ] =
⊕
µ∈MXN
aµ[µ], aµ ∈ C. Then 〈µ ◦ ρ, λ〉 =
〈µ, λ ◦ ρ〉 = aµ for all µ ∈ MXN , so [µ][ρ] ⊃ aµ[λ]. Then if G is the multiplication matrix
for [ρ], GT is the multiplication matrix for [ρ]. This graph cannot be the nimrep graph
since GGT 6= GTG, which means [ιλ][ρ][ρ] 6= [ιλ][ρ][ρ]. Then the only possibility for the
nimrep graph for the M-N system is the graph E
(12)
4 , illustrated in Figure 7, and the
associated modular invariant is Z
E
(12)∗
MS
, assuming that θ is as expressed in (65).
5.4 E
(12)
5
For the graph E
(12)
5 , we have [θ] = [λ(0,0)] ⊕ [λ(3,3)] ⊕ [λ(9,0)] ⊕ [λ(0,9)]. Then computing
〈ιλ, ιµ〉 = 〈λ, θµ〉 for λ, µ on A(12), we find 〈ιλ, ιλ〉 = 1 for λ = λ(µ1,µ2) such that
µ1+µ2 ≤ 2. At tier 3 we have 〈ιλ, ιλ〉 = 2 and 〈ιλ, ιµ〉 = 0 for λ = λ(3,0), λ(2,1), λ(1,2), λ(0,3),
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Figure 7: M-N graph for the E
(12)
4 SU(3)-GHJ subfactor
µ = λ(µ1,µ2) such that µ1 + µ2 ≤ 2. We also have 〈ιλ(3,0), ιλ(0,3)〉 = 0. Then λ(3,0), λ(2,1),
λ(1,2), λ(0,3) decompose into irreducibles as
[ιλ(3,0)] = [ιλ
(1)
(3,0)]⊕ [ιλ
(2)
(3,0)], (95)
[ιλ(2,1)] = [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)], (96)
[ιλ(1,2)] = [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)], (97)
[ιλ(0,3)] = [ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)]. (98)
At tier 4 we have 〈ιλ(4,0), ιλ(4,0)〉 = 2, 〈ιλ(4,0), ιλ(2,1)〉 = 1 and 〈ιλ(4,0), ιµ〉 = 0 for µ =
λ(1,0), λ(0,2). Then [ιλ(4,0)] = [ιλ
(j)
(2,1)] ⊕ [ιλ
(1)
(4,0)] for j ∈ {1, 2}. We have the freedom to
choose j = 1 without loss of generality. Similarly for ιλ(0,4). Then
[ιλ(4,0)] = [ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)], (99)
[ιλ(0,4)] = [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)]. (100)
From 〈ιλ(3,1), ιλ(3,1)〉 = 3, 〈ιλ(3,1), ιλ(2,0)〉 = 1, 〈ιλ(3,1), ιλ(1,2)〉 = 1 and 〈ιλ(3,1), ιλ(0,4)〉 = 1,
we have two possibilities for the decomposition of [ιλ(3,1)]:
[ιλ(3,1)] =
{
[ιλ(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(3,1)] case (i),
[ιλ(2,0)]⊕ [ιλ
(2)
(1,2)]⊕ [ιλ
(1)
(0,4)] case (ii).
(101)
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Similarly,
[ιλ(1,3)] =
{
[ιλ(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(1,3)] case (i
′),
[ιλ(0,2)]⊕ [ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)] case (ii
′),
(102)
Since 〈ιλ(2,2), ιλ(2,2)〉 = 3, 〈ιλ(2,2), ιλ(1,1)〉 = 1, 〈ιλ(2,2), ιλ(3,0)〉 = 1 and 〈ιλ(2,2), ιλ(0,3)〉 = 1,
we have [ιλ(2,2)] = [ιλ(1,1)]⊕[ιλ
(j1)
(3,0)]⊕[ιλ
(j2)
(0,3)] for j1, j2 ∈ {1, 2}. We again have the freedom
to choose, without loss of generality, j1 = j2 = 1, so that
[ιλ(2,2)] = [ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(0,3)]. (103)
At tier 5, 〈ιλ(5,0), ιλ(5,0)〉 = 〈ιλ(5,0), ιλ(0,4)〉 = 2 giving [ιλ(5,0)] = [ιλ(0,4)], and similarly
[ιλ(0,5)] = [ιλ(4,0)]. Since 〈ιλ(3,2), ιλ(3,2)〉 = 4, 〈ιλ(3,2), ιλ(1,0)〉 = 1, 〈ιλ(3,2), ιλ(0,2)〉 = 1
and 〈ιλ(3,2), ιλ(2,1)〉 = 2, we have [ιλ(3,2)] = [ιλ(1,0)] ⊕ [ιλ(0,2)] ⊕ [ιλ
(1)
(2,1)] ⊕ [ιλ
(2)
(2,1)], and
similarly [ιλ(2,3)] = [ιλ(0,1)] ⊕ [ιλ(2,0)] ⊕ [ιλ
(1)
(1,2)] ⊕ [ιλ
(2)
(1,2)]. We have 〈ιλ(4,1), ιλ(4,1)〉 =
〈ιλ(4,1), ιλ(1,4)〉 = 〈ιλ(1,4), ιλ(1,4)〉 = 3 so that [ιλ(4,1)] = [ιλ(1,4)]. Since 〈ιλ(4,1), ιλ(1,1)〉 = 1,
〈ιλ(4,1), ιλ(2,2)〉 = 2, 〈ιλ(4,1), ιλ(3,0)〉 = 1 and 〈ιλ(4,1), ιλ(0,3)〉 = 1, we have two possibilities
for the decomposition of [ιλ(4,1)]:
[ιλ(4,1)] =
{
[ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(2)
(0,3)] case I,
[ιλ(1,1)]⊕ [ιλ
(2)
(3,0)]⊕ [ιλ
(1)
(0,3)] case II.
(104)
Then we see that no new irreducible sectors appear at tier 5. We also have at tier
6, 〈ιλ(5,1), ιλ(5,1)〉 = 〈ιλ(5,1), ιλ(1,3)〉 = 3 giving [ιλ(5,1)] = [ιλ(1,3)]. Case (i)(i
′) gives 16
irreducible sectors, whilst case (ii)(ii′) gives 18 irreducibles, and therefore by looking at
tr(Z) for the level 12 modular invariants Z we see that neither of these cases is possible.
Case (ii)(i′) is the ‘conjugate’ of case (i)(ii′), that is, we replace each irreducible sector
[ιλ] in case (i)(ii′) by [ιλ] in case (ii)(i′). We therefore only need to consider case (i)(ii′),
which has seventeen irreducible sectors: [λ(0,0)], [λ(1,0)], [λ(0,1)], [λ(2,0)], [λ(1,1)], [λ(0,2)],
[λ
(1)
(3,0)], [λ
(2)
(3,0)], [λ
(1)
(0,3)], [λ
(2)
(0,3)], [λ
(1)
(2,1)], [λ
(2)
(2,1)], [λ
(1)
(1,2)], [λ
(2)
(1,2)], [λ
(1)
(4,0)], [λ
(1)
(0,4)] and [λ
(1)
(3,1)].
We now consider the sector products for these irreducible sectors, where we again
denote by [ρ] the irreducible N -N sector [λ(1,0)]. The products [ιλ][ρ] are inherited from
those for the N -N system for λ = λ(µ1,µ2) such that µ1 + µ2 ≤ 2, and we use (95)-(98) to
decompose into irreducibles where necessary, e.g.
[ιλ(0,2)][ρ] = [ιλ(0,1)]⊕ [ιλ(1,2)] = [ιλ(0,1)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)]. (105)
From [ιλ(2,1)][ρ] = [ιλ(2,0)]⊕ [ιλ(1,2)]⊕ [ιλ(3,1)] and (96) we obtain
([ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)])[ρ] = 2[ιλ(2,0)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)]⊕ [ιλ
(1)
(3,1)]. (106)
Similarly, by considering [ιλ(1,3)][ρ] and [ιλ(4,0)][ρ], and using (102) and (99) we have
([ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)])[ρ] = [ιλ(2,0)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)]⊕ [ιλ
(1)
(0,4)], (107)
([ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)])[ρ] = [ιλ(2,0)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(3,1)]⊕ [ιλ
(1)
(0,4)]. (108)
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Then from (106)-(108) we find
[ιλ
(1)
(2,1)][ρ] = [ιλ(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(3,1)], (109)
[ιλ
(2)
(2,1)][ρ] = [ιλ(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)], (110)
[ιλ
(1)
(4,0)][ρ] = [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)]. (111)
Now we focus on case I. From [ιλ(3,0)][ρ] = [ιλ(4,0)]⊕ [ιλ(2,1)] and (95) we obtain
([ιλ
(1)
(3,0)]⊕ [ιλ
(2)
(3,0)])[ρ] = 2[ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)]. (112)
Similarly by considering [ιλ(0,3)][ρ] we have
([ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)])[ρ] = 2[ιλ(0,2)]⊕ [ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)]. (113)
From [ιλ(2,2)][ρ] = [ιλ(2,1)]⊕ [ιλ(1,3)]⊕ [ιλ(3,2)] and (103) we find
([ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(0,3)])[ρ] = [ιλ(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ 2[ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)], (114)
whilst from [ιλ(4,1)][ρ] = [ιλ(4,0)]⊕ [ιλ(3,2)]⊕ [ιλ(5,1)] and (104) we find
([ιλ
(1)
(3,0)]⊕ [ιλ
(2)
(0,3)])[ρ] = [ιλ(1,0)]⊕ 2[ιλ(0,2)]⊕ 2[ιλ
(1)
(2,1)]⊕ 2[ιλ
(2)
(2,1)]⊕ 2[ιλ
(1)
(4,0)]. (115)
Then from (112)-(115) we obtain
[ιλ
(1)
(3,0)][ρ] = [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)], (116)
[ιλ
(2)
(3,0)][ρ] = [ιλ
(1)
(2,1)], (117)
[ιλ
(1)
(0,3)][ρ] = [ιλ(0,2)]⊕ [ιλ
(2)
(2,1)], (118)
[ιλ
(2)
(0,3)][ρ] = [ιλ(0,2)]⊕ [ιλ
(1)
(4,0)]. (119)
Next, by considering [ιλ][ρ] for λ = λ(1,2), λ(3,1), λ(0,4), and (97), (101) and (100) we obtain
([ιλ
(1)
(1,2)]⊕ [ιλ
(2)
(1,2)])[ρ] = 2[ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)], (120)
([ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(3,1)])[ρ] = [ιλ(1,1)]⊕ 2[ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)], (121)
([ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)])[ρ] = [ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(0,3)]⊕ 2[ιλ
(2)
(0,3)]. (122)
We see from (120)-(122) that [ιλ
(1)
(1,2)][ρ] ⊂ [ιλ(1,1)] ⊕ [ιλ
(1)
(3,0)] ⊕ [ιλ
(1)
(0,3)] ⊕ [ιλ
(2)
(0,3)]. From
(105) and (109)-(111) we see that [ιλ
(1)
(1,2)][ρ] = [ιλ(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(2)
(2,1)]⊕ [ιλ
(1)
(4,0)], since
〈ιλ
(1)
(1,2)◦ρ, ιλ〉 = 〈ιλ
(1)
(1,2), ιλ◦ρ〉 = 1 for λ = λ(0,2), λ
(1)
(2,1), λ
(2)
(2,1), λ
(1)
(4,0). Then 〈ιλ
(1)
(1,2)◦ρ, ιλ
(1)
(1,2)◦
ρ〉 = 〈ιλ
(1)
(1,2) ◦ ρ, ιλ
(1)
(1,2) ◦ ρ〉 = 4 implies that we must have [ιλ
(1)
(1,2)][ρ] = [ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕
[ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)]. Then from (120)-(122) we obtain
[ιλ
(2)
(1,2)][ρ] = [ιλ(1,1)]⊕ [ιλ
(1)
(0,3)],
[ιλ
(2)
(3,0)][ρ] = [ιλ
(2)
(0,3)],
[ιλ
(1)
(0,3)][ρ] = [ιλ
(1)
(3,0)].
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Figure 8: M-N graph for the E
(12)
5 SU(3)-GHJ subfactor
It is easy to check that the nimrep graph for multiplication by [ρ] obtained in case I is
just the graph E
(12)
5 .
For case II, we again have (120), and by considering [ιλ(3,1)][ρ] = [ιλ(3,0)] ⊕ [ιλ(2,2)] ⊕
[ιλ(4,1)] and (95), (103) and (104) we obtain
([ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(3,1)])[ρ] = [ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ 2[ιλ
(2)
(3,0)]⊕ 2[ιλ
(1)
(0,3)], (123)
and similarly from [ιλ(0,4)][ρ], (100), (98) and (104) we obtain
([ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)])[ρ] = [ιλ(1,1)]⊕ [ιλ
(2)
(3,0)]⊕ 2[ιλ
(1)
(0,3)]⊕ [ιλ
(2)
(0,3)]. (124)
Then from (120), (123) and (124) we see that [ιλ
(1)
(1,2)][ρ] ⊂ [ιλ(1,1)] ⊕ 2[ιλ
(1)
(0,3)]. Since
〈ιλ
(1)
(1,2) ◦ ρ, ιλ
(1)
(1,2) ◦ ρ〉 = 〈ιλ
(1)
(1,2) ◦ ρ, ιλ
(1)
(1,2) ◦ ρ〉 = 4, we must have [ιλ
(1)
(1,2)][ρ] = 2[ιλ
(1)
(0,3)].
Then from (120) we obtain [ιλ
(2)
(1,2)][ρ] = 2[ιλ(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(2)
(0,3)], and we have 〈ιλ
(2)
(1,2) ◦
ρ, ιλ
(2)
(1,2) ◦ ρ〉 = 〈ιλ
(1)
(1,2) ◦ ρ, ιλ
(1)
(1,2) ◦ ρ〉 = 6. From (105) and (109)-(111) we see that
[ιλ
(2)
(1,2)][ρ] = [ιλ(0,2)]⊕[ιλ
(2)
(2,1)], giving 〈ιλ
(2)
(1,2)◦ρ, ιλ
(2)
(1,2)◦ρ〉 = 2 6= 6, which is a contradiction.
Then we reject case II.
Then the only possibility for the graph of the M-N system is E
(12)
5 , illustrated in
Figure 8, and the modular invariant for θ is Z
E
(12)
MS
.
5.5 A(n)∗
We compute the nimrep graph for the case n = 12. It appears that the results will carry
over to all other n, however we have not been able to show this in general. For the graph
A(12)∗, we have [θ] =
⊕
µ[λµ], where the direct sum is over all representations µ on A
(12).
Then computing 〈ιλ, ιµ〉 = 〈λ, θµ〉 for λ, µ on A(12), we find that 〈ιλ(µ2,µ1), ιλ(µ2,µ1)〉 =
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〈ιλ(µ2,µ1), ιλ(µ1,µ2)〉 so we have [ιλ(µ2,µ1)] = [ιλ(µ1,µ2)] for all (µ1, µ2) on A
(12). At tier 0 we
have 〈ιλ(0,0), ιλ(0,0)〉 = 1. At tier 1, 〈ιλ(1,0), ιλ(1,0)〉 = 2 and 〈ιλ(1,0), ιλ(0,0)〉 = 1, giving
[ιλ(1,0)] = [ιλ(0,0)]⊕ [ιλ
(1)
(1,0)]. (125)
At tier 2 we have 〈ιλ(2,0), ιλ(2,0)〉 = 3 and 〈ιλ(2,0), ιλ(1,0)〉 = 2, so [ιλ(2,0)] = [ιλ(0,0)] ⊕
[ιλ
(1)
(1,0)]⊕ [ιλ
(1)
(2,0)]. We also have 〈ιλ(1,1), ιλ(1,1)〉 = 6, 〈ιλ(1,1), ιλ(0,0)〉 = 1, 〈ιλ(1,1), ιλ(1,0)〉 = 3
and 〈ιλ(1,1), ιλ(2,0)〉 = 4, giving [ιλ(1,1)] = [ιλ(0,0)] ⊕ 2[ιλ
(1)
(1,0)] ⊕ [ιλ
(1)
(2,0)]. At tier 3 we have
〈ιλ(3,0), ιλ(3,0)〉 = 4 and 〈ιλ(3,0), ιλ(2,0)〉 = 3, so [ιλ(3,0)] = [ιλ(0,0)] ⊕ [ιλ
(1)
(1,0)] ⊕ [ιλ
(1)
(2,0)] ⊕
[ιλ
(1)
(3,0)]. We also have 〈ιλ(2,1), ιλ(2,1)〉 = 10, 〈ιλ(2,1), ιλ(0,0)〉 = 1, 〈ιλ(2,1), ιλ(1,0)〉 = 3,
〈ιλ(2,1), ιλ(2,0)〉 = 5 and 〈ιλ(2,1), ιλ(3,0)〉 = 6, giving [ιλ(2,1)] = [ιλ(0,0)]⊕2[ιλ
(1)
(1,0)]⊕2[ιλ
(1)
(2,0)]⊕
[ιλ
(1)
(3,0)]. Similarly, at tier 4 we find
[ιλ(4,0)] = [ιλ(0,0)]⊕ [ιλ
(1)
(1,0)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(4,0)],
[ιλ(3,1)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,0)]⊕ 2[ιλ
(1)
(2,0)]⊕ 2[ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(4,0)],
[ιλ(2,2)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,0)]⊕ 3[ιλ
(1)
(2,0)]⊕ 2[ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(4,0)],
and at tier 5:
[ιλ(5,0)] = [ιλ(4,0)],
[ιλ(4,1)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,0)]⊕ 2[ιλ
(1)
(2,0)]⊕ 2[ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(4,0)]⊕ [ιλ
(1)
(5,0)],
[ιλ(3,2)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,0)]⊕ 3[ιλ
(1)
(2,0)]⊕ 3[ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(4,0)]⊕ [ιλ
(1)
(5,0)].
Then we have six irreducible sectors [ιλ(0,0)], [ιλ
(1)
(1,0)], [ιλ
(1)
(2,0)], [ιλ
(1)
(3,0)], [ιλ
(1)
(4,0)] and [ιλ
(1)
(5,0)].
We now compute the sector products. We have [ιλ(0,0)][ρ] = [ιλ(1,0)] = [ιλ(0,0)]⊕[ιλ
(1)
(1,0)].
From [ιλ(1,0)][ρ] = [ιλ(2,0)] ⊕ [ιλ(0,1)] = 2[ιλ(0,0)] ⊕ 2[ιλ
(1)
(1,0)] ⊕ [ιλ
(1)
(2,0)] and (125) we find
[ιλ
(1)
(1,0)][ρ] = 2[ιλ(0,0)]⊕2[ιλ
(1)
(1,0)]⊕[ιλ
(1)
(2,0)]⊖([ιλ(0,0)]⊕[ιλ
(1)
(1,0)]) = [ιλ(0,0)]⊕[ιλ
(1)
(1,0)]⊕[ιλ
(1)
(2,0)].
Similarly, we find
[ιλ
(1)
(2,0)][ρ] = [ιλ
(1)
(1,0)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(3,0)],
[ιλ
(1)
(3,0)][ρ] = [ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(4,0)],
[ιλ
(1)
(4,0)][ρ] = [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(4,0)],
and the nimrep graph is A(12)∗. The labelled nimrep graph is illustrated in Figure 9. The
associated modular invariant is ZA(12)∗ .
In the case above, since n = 12 is even, we have [ιλ(5,0)] = [ιλ(4,0)] and so [ιλ(4,0)][ρ] =
[ιλ(5,0)] ⊕ [ιλ(3,1)] = [ιλ(4,0)] ⊕ [ιλ(3,1)]. This leads to [ιλ
(1)
(4,0)][ρ] ⊃ [ιλ
(1)
(4,0)], and there is a
loop from [ιλ
(1)
(4,0)] to itself in the nimrep graph. However, when n is odd, e.g. for n = 11,
we have instead [ιλ(5,0)] = [ιλ(3,0)] so [ιλ(4,0)][ρ] = [ιλ(5,0)] ⊕ [ιλ(3,1)] = [ιλ(3,0)] ⊕ [ιλ(3,1)].
This causes [ιλ
(1)
(4,0)][ρ] 6⊃ [ιλ
(1)
(4,0)], hence there is no loop from [ιλ
(1)
(4,0)] to itself in the nimrep
graph for the n = 11 case.
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Figure 9: M-N graph for the A(12)∗ SU(3)-GHJ subfactor
5.6 D(n)∗
We compute the nimrep graph for the case n = 12. For the graph D(12)∗, we have
[θ] =
⊕
µ[λµ], where the direct sum is over all representations µ of colour 0 on A
(12). At
tier 0 we have 〈ιλ(0,0), ιλ(0,0)〉 = 1. At tier 1, 〈ιλ(1,0), ιλ(1,0)〉 = 2 and 〈ιλ(1,0), ιλ(0,0)〉 = 0,
and similarly for ιλ(0,1), giving
[ιλ(1,0)] = [ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)], (126)
[ιλ(0,1)] = [ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]. (127)
At tier 2 we have 〈ιλ(2,0), ιλ(2,0)〉 = 3 and 〈ιλ(2,0), ιλ(0,1)〉 = 1, and similarly for ιλ(0,2), so
we have
[ιλ(2,0)] = [ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ [ιλ
(1)
(2,0)], (128)
[ιλ(0,2)] = [ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ [ιλ
(1)
(0,2)]. (129)
For ιλ(1,1) we have 〈ιλ(1,1), ιλ(1,1)〉 = 6 and 〈ιλ(1,1), ιλ(0,0)〉 = 1, so there are two possibilities
for the decomposition of [ιλ(1,1)] as irreducible sectors:
[ιλ(1,1)] =
{
[ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)] case I,
[ιλ(0,0)]⊕ [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(3)
(1,1)]⊕ [ιλ
(4)
(1,1)]⊕ [ιλ
(5)
(1,1)] case II.
(130)
At tier 3 we have 〈ιλ(3,0), ιλ(3,0)〉 = 4, 〈ιλ(3,0), ιλ(1,1)〉 = 4 and 〈ιλ(3,0), ιλ(0,0)〉 = 1, giving
[ιλ(3,0)] =
{
[ιλ(0,0)]⊕ [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(3,0)] for case I,
[ιλ(0,0)]⊕ [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(3)
(1,1)] for case II.
(131)
Then we see that for case II [ιλ(1,1)] ⊃ [ιλ(3,0)]. However, this contradicts the following
values of the inner-products at tier 6, 〈ιλ(3,3), ιλ(1,1)〉 = 8 and 〈ιλ(3,3), ιλ(3,0)〉 = 10. So we
reject case II.
Continuing at tier 3 we have 〈ιλ(0,3), ιλ(0,3)〉 = 〈ιλ(0,3), ιλ(3,0)〉 = 4, so that [ιλ(0,3)] =
[ιλ(3,0)]. From 〈ιλ(2,1), ιλ(2,1)〉 = 10, 〈ιλ(2,1), ιλ(1,0)〉 = 3 and 〈ιλ(2,1), ιλ(0,2)〉 = 5, and
similarly for ιλ(1,2), we have
[ιλ(2,1)] = 2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)], (132)
[ιλ(1,2)] = 2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(1,2)]. (133)
Next, at tier 4, we have 〈ιλ(4,0), ιλ(4,0)〉 = 5, 〈ιλ(4,0), ιλ(1,0)〉 = 2, 〈ιλ(4,0), ιλ(0,2)〉 = 3 and
〈ιλ(4,0), ιλ(2,1)〉 = 6, so there are two possibilities for the decomposition of [ιλ(4,0)], and
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similarly for [ιλ(0,4)]:
[ιλ(4,0)] =
{
[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(2)
(0,2)]⊕ [ιλ
(1)
(4,0)] case (i),
2[ιλ
(1)
(1,0)]⊕ [ιλ
(1)
(0,2)] case (ii),
(134)
[ιλ(0,4)] =
{
[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(2)
(2,0)]⊕ [ιλ
(1)
(0,4)] case (i
′),
2[ιλ
(1)
(0,1)]⊕ [ιλ
(1)
(2,0)] case (ii
′).
(135)
Since 〈ιλ(3,1), ιλ(3,1)〉 = 14, 〈ιλ(3,1), ιλ(0,1)〉 = 3, 〈ιλ(3,1), ιλ(2,0)〉 = 5, 〈ιλ(3,1), ιλ(1,2)〉 = 11
and 〈ιλ(3,1), ιλ(0,4)〉 = 8, then
[ιλ(3,1)] =
{
2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)] for case (i
′),
3[ιλ
(1)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(1,2)] for case (ii
′).
(136)
Similarly, for [ιλ(1,3)],
[ιλ(1,3)] =
{
2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ 2[ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)] for case (i),
3[ιλ
(1)
(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)] for case (ii).
(137)
From 〈ιλ(2,2), ιλ(2,2)〉 = 19, 〈ιλ(2,2), ιλ(0,0)〉 = 1, 〈ιλ(2,2), ιλ(1,1)〉 = 8 and 〈ιλ(2,2), ιλ(3,0)〉 = 8,
we must have
[ιλ(1,3)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ 3[ιλ
(2)
(1,1)]⊕ 2[ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(2,2)]. (138)
At tier 5 we have 〈ιλ(5,0), ιλ(5,0)〉 = 〈ιλ(5,0), ιλ(0,4)〉 = 5, giving [ιλ(5,0)] = [ιλ(0,4)], and simi-
larly [ιλ(0,5)] = [ιλ(4,0)]. From 〈ιλ(3,2), ιλ(3,2)〉 = 27, 〈ιλ(3,2), ιλ(1,0)〉 = 3, 〈ιλ(3,2), ιλ(0,2)〉 = 6,
〈ιλ(3,2), ιλ(2,1)〉 = 14 and 〈ιλ(3,2), ιλ(1,3)〉 = 19 we must have
[ιλ(3,2)] =
{
2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ 3[ιλ
(1)
(2,1)]⊕ 2[ιλ
(1)
(4,0)] for case (i),
3[ιλ
(1)
(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ 2[ιλ
(1)
(2,1)]⊕ 2[ιλ
(1)
(4,0)]⊕ [ιλ
(1)
(3,2)] for case (ii).
(139)
However, case (ii) does not satisfy 〈ιλ(3,2), ιλ(4,0)〉 = 11, and hence we discard it. Similarly
we discard case (ii′) since no possible decomposition of [ιλ(2,3)] exists for that case. Then
we are left with only the one case (i)(i′). We have
[ιλ(2,3)] = 2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 3[ιλ
(1)
(2,0)]⊕ 3[ιλ
(1)
(1,2)]⊕ 2[ιλ
(1)
(0,4)]. (140)
From 〈ιλ(4,1), ιλ(4,1)〉 = 17, 〈ιλ(4,1), ιλ(0,0)〉 = 1, 〈ιλ(4,1), ιλ(1,1)〉 = 7, 〈ιλ(4,1), ιλ(3,0)〉 = 7 and
〈ιλ(4,1), ιλ(2,2)〉 = 17, we have
[ιλ(4,1)] = [ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]⊕ 2[ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(2,2)], (141)
and since 〈ιλ(1,4), ιλ(1,4)〉 = 〈ιλ(1,4), ιλ(4,1)〉 = 17, [ιλ(1,4)] = [ιλ(4,1)]. We see that no new
irreducible sectors appear at tier 5, so the M-N system contains 15 irreducible sectors.
We also have the following decompositions at tier 6:
[ιλ(6,0)] = [ιλ(0,6)] = [ιλ(3,0)], (142)
[ιλ(5,1)] = 2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 2[ιλ
(1)
(0,2)]⊕ 2[ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)], (143)
[ιλ(4,2)] = 2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 3[ιλ
(1)
(2,0)]⊕ 3[ιλ
(1)
(1,2)]⊕ 2[ιλ
(1)
(0,4)], (144)
[ιλ(1,5)] = 2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)]. (145)
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We now find the sector products of the irreducible sectors with the N -N sector [ρ] =
[λ(1,0)]. We have [ιλ(0,0)][ρ] = [ιλ(1,0)] = [ιλ
(1)
(1,0)] ⊕ [ιλ
(2)
(1,0)]. From [ιλ(1,1)][ρ] = [ιλ(1,0)] ⊕
[ιλ(0,2)]⊕ [ιλ(2,1)] and (130) we have
(2[ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)])[ρ] = 4[ιλ
(1)
(1,0)]⊕ 3[ιλ
(2)
(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊖ ([ιλ(0,0)][ρ])
= 3[ιλ
(1)
(1,0)]⊕ 2[ιλ
(2)
(1,0)]⊕ 3[ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)]. (146)
Similarly, by considering [ιλ(3,0)][ρ], [ιλ(2,2)][ρ] and [ιλ(4,1)][ρ], and using (131), (138) and
(141), we have the following:
([ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(3,0)])[ρ] = 2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 3[ιλ
(1)
(0,2)]
⊕2[ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)], (147)
(2[ιλ
(1)
(1,1)]⊕ 3[ιλ
(2)
(1,1)]⊕ 2[ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(2,2)])[ρ] = 5[ιλ
(1)
(1,0)]⊕ 2[ιλ
(2)
(1,0)]⊕ 7[ιλ
(1)
(0,2)]
⊕6[ιλ
(1)
(2,1)]⊕ 3[ιλ
(1)
(4,0)], (148)
(2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]⊕ 2[ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(2,2)])[ρ] = 4[ιλ
(1)
(1,0)]⊕ 2[ιλ
(2)
(1,0)]⊕ 6[ιλ
(1)
(0,2)]
⊕6[ιλ
(1)
(2,1)]⊕ 4[ιλ
(1)
(4,0)]. (149)
Then from (146)-(149) we obtain the following sector products:
[ιλ
(1)
(1,1)][ρ] = [ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ [ιλ
(1)
(0,2)],
[ιλ
(2)
(1,1)][ρ] = [ιλ
(1)
(1,0)]⊕ [ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)],
[ιλ
(1)
(3,0)][ρ] = [ιλ
(1)
(0,2)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)],
[ιλ
(1)
(2,2)][ρ] = [ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)].
Next, from [ιλ(1,0)][ρ] = [ιλ(0,1)]⊕ [ιλ(2,0)] and (126) we have
([ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)])[ρ] = 2[ιλ
(1)
(0,1)]⊕ 2[ιλ
(2)
(0,1)]⊕ [ιλ
(1)
(2,0)]. (150)
By considering [ιλ(0,2)][ρ] = [ιλ(0,1)] ⊕ [ιλ(1,2)] and (129) we obtain ([ιλ
(1)
(1,0)] ⊕ [ιλ
(2)
(1,0)] ⊕
[ιλ
(1)
(0,2)])[ρ] = 3[ιλ
(1)
(0,1)]⊕ 2[ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(1,2)]. Then from (150) we see that
[ιλ
(1)
(0,2)][ρ] = [ιλ
(1)
(0,1)]⊕ [ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(1,2)]. (151)
From [ιλ(2,1)][ρ], (132) and (151) we find
(2[ιλ
(1)
(1,0)]⊕[ιλ
(2)
(1,0)]⊕[ιλ
(1)
(2,1)])[ρ] = 3[ιλ
(1)
(0,1)]⊕3[ιλ
(2)
(0,1)]⊕3[ιλ
(1)
(2,0)]⊕[ιλ
(1)
(1,2)]⊕[ιλ
(1)
(0,4)]. (152)
Similarly, by considering [ιλ(1,3)][ρ] and [ιλ(0,5)][ρ], and using (134), (137) and [ιλ(0,5)] =
[ιλ(4,0)], we have the following:
(2[ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ 2[ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)])[ρ] = 3[ιλ
(1)
(0,1)]⊕ 3[ιλ
(2)
(0,1)]⊕ 4[ιλ
(1)
(2,0)]
⊕3[ιλ
(1)
(1,2)]⊕ 2[ιλ
(1)
(0,4)], (153)
([ιλ
(1)
(1,0)]⊕ [ιλ
(2)
(1,0)]⊕ [ιλ
(1)
(2,1)]⊕ [ιλ
(1)
(4,0)])[ρ] = 2[ιλ
(1)
(0,1)]⊕ 2[ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(2,0)]
⊕2[ιλ
(1)
(1,2)]⊕ 2[ιλ
(1)
(0,4)]. (154)
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Then from (150), (152)-(154) we obtain the following sector products:
[ιλ
(1)
(1,0)][ρ] = [ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ [ιλ
(1)
(2,0)],
[ιλ
(2)
(1,0)][ρ] = [ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)],
[ιλ
(1)
(2,1)][ρ] = [ιλ
(1)
(2,0)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)],
[ιλ
(1)
(4,0)][ρ] = [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)].
Next, since [ιλ(0,1)][ρ] = [ιλ(0,0)]⊕ [ιλ(1,1)], from (127) we have
([ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)])[ρ] = 2[ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]. (155)
By considering [ιλ(2,0)][ρ] = [ιλ(1,1)] ⊕ [ιλ(3,0)] and (128) we obtain ([ιλ
(1)
(0,1)] ⊕ [ιλ
(2)
(0,1)] ⊕
[ιλ
(1)
(2,0)])[ρ] = 2[ιλ(0,0)]⊕ 3[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(3,0)]. Then from (155) we see that
[ιλ
(1)
(2,0)][ρ] = [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(3,0)]. (156)
From [ιλ(1,2)][ρ], (133) and (156) we obtain
(2[ιλ
(1)
(0,1)]⊕[ιλ
(2)
(0,1)]⊕[ιλ
(1)
(1,2)])[ρ] = 3[ιλ(0,0)]⊕3[ιλ
(1)
(1,1)]⊕3[ιλ
(2)
(1,1)]⊕[ιλ
(1)
(3,0)]⊕[ιλ
(1)
(2,2)]. (157)
Similarly, by considering [ιλ(3,1)][ρ] and [ιλ(0,4)][ρ], and using (136) and (135), we have the
following:
(2[ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ 2[ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)])[ρ] = 3[ιλ(0,0)]⊕ 3[ιλ
(1)
(1,1)]⊕ 4[ιλ
(2)
(1,1)]
⊕3[ιλ
(1)
(3,0)]⊕ 3[ιλ
(1)
(2,2)], (158)
([ιλ
(1)
(0,1)]⊕ [ιλ
(2)
(0,1)]⊕ [ιλ
(1)
(1,2)]⊕ [ιλ
(1)
(0,4)])[ρ] = 2[ιλ(0,0)]⊕ 2[ιλ
(1)
(1,1)]⊕ 2[ιλ
(2)
(1,1)]
⊕2[ιλ
(1)
(3,0)]⊕ 2[ιλ
(1)
(2,2)]. (159)
Then from (155), (157)-(159) we obtain the following sector products:
[ιλ
(1)
(0,1)][ρ] = [ιλ(0,0)]⊕ [ιλ
(1)
(1,1)]⊕ [ιλ
(2)
(1,1)],
[ιλ
(2)
(0,1)][ρ] = [ιλ(0,0)]⊕ [ιλ
(1)
(1,1)],
[ιλ
(1)
(1,2)][ρ] = [ιλ
(2)
(1,1)]⊕ [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(2,2)],
[ιλ
(1)
(0,4)][ρ] = [ιλ
(1)
(3,0)]⊕ [ιλ
(1)
(2,2)].
We thus obtain the graph D(12)∗ as the nimrep graph for the M-N system, illustrated
in Figure 10, and the associated modular invariant is ZD(12)∗ .
5.7 The type I parent
Thus we have constructed subfactors which realize all of the SU(3) modular invariants,
except for the E
(12)
4 case, since the existence of this subfactor is not yet shown. However,
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Figure 10: M-N graph for the D(12)∗ SU(3)-GHJ subfactor
for the modular invariant associated to the graph E
(12)
4 , we have ZE(12)∗
MS
= Z
E
(12)
MS
C, where C
is the modular invariant associated to the graph A(12)∗. Since both Z
E
(12)
MS
, C are shown to
be realised by subfactors, the result of [18, Theorem 3.6] shows that the modular invariant
Z
E
(12)∗
MS
is also realised by a subfactor.
The M-N graph G of a subfactor N ⊂ M is defined by the matrix ∆ρ which gives
the decomposition of the M-N sectors with respect to multiplication by the fundamental
representation ρ. Similarly, multiplication by the conjugate representation defines the
matrix ∆ρ = ∆
T
ρ which is the adjacency matrix of the conjugate graph G˜. Then since
NXN is commutative, the matrices ∆ρ and ∆
T
ρ commute, i.e. ∆ρ is normal. This provides
a proof that the adjacency matrices of the ADE graphs are all normal, since each of the
ADE graphs appears as the M-N graph for a subfactor N ⊂M .
The zero-column of the modular invariant Z associated with the subfactor N ⊂ M
determines 〈α+j , α
+
j′〉 since α preserves the sector product
〈α+j , α
+
j′〉 = 〈α
+
j α
+
j′ , id〉 =
∑
j′′
N j
′′
j,j′〈α
+
j′′, id〉
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=
∑
j′′
N j
′′
j,j′Zj′′,0, (160)
and similarly the zero-row determines 〈α−j , α
−
j′〉. Then for all modular invariants with
the same zero-column, the sectors [α±1 ] satisfy the same equation (160) and hence have
the same nimrep graphs. Let v be an isometry which intertwines the identity and the
canonical endomorphism γ = ιι. Proposition 3.2 in [6] states that the following conditions
are equivalent:
1. Zλ,0 = 〈θ, λ〉 for all λ ∈ NXN .
2. Z0,λ = 〈θ, λ〉 for all λ ∈ NXN .
3. Chiral locality holds: ε+(θ, θ)v2 = v2.
The chiral locality condition, which can be expressed in terms of the single inclusion
N ⊂M and the braiding, expresses local commutativity (locality) of the extended net, if
N ⊂ M arises from a net of subfactors [27]. Chiral locality holds if and only if the dual
canonical endomorphism is visible in the vacuum row, [θ] =
⊕
λZ0,λ[λ] (and hence in the
vacuum column also).
We will call the inclusion N ⊂ M type I if and only if one of the above equivalent
conditions 1-3 hold. Otherwise we will call the inclusion type II. Note that the inclusions
obtained for the E
(12)
1 and E
(12)
2 graphs realize the same modular invariant ZE(12) , but the
inclusion for E
(12)
1 is type I whilst the inclusion for E
(12)
2 is type II. This shows that it is
possible for a type I modular invariant to be realized by a type II inclusion, and suggests
that care needs to be taken with the type I, II labelling of modular invariants. The
nimrep graph of [α±1 ] for the identity modular invariant is the fusion graph of the original
N -N system, whilst the nimrep graph of [α±1 ] for the modular invariants associated to
D(3k+3) and E (8) were computed in [4], and for E
(12)
1 and E
(24) in [5]. In these cases we have
Zλ,0 = 〈θ, λ〉 for all λ ∈ NXN , for θ given in (56)-(67). The principal graph of the inclusion
α±1 (N) ⊂ N is then the nimrep graph of [α
±
1 ]. The other modular invariants all have the
same zero-column as one of these modular invariants, and hence the nimrep graph of [α±1 ]
for these modular invariants must be the graph given by the type I parent of Z, that
is, the type I modular invariant which has the same first column as Z. The results are
summarized in Table 1, where “Type” refers to the type of the inclusion N ⊂M given by
the SU(3)-GHJ construction, where the distinguished vertex ∗G is the vertex with lowest
Perron-Frobenius weight.1
For E
(12)
4 , we do not show the existence of the Ocneanu cells, and hence do not have
a GHJ subfactor here. However, we have shown that the Z
E
(12)∗
MS
modular invariant is
realised as a braided subfactor. The corresponding nimrep is not computed here, but if
(65) is a dual canonical endomorphism, then its nimrep graph is shown to be E
(12)
4 . This
would be the case if E
(12)
4 carries a cell system.
1Note, we have only showed the A∗ and D∗ case for n = 12. We have not done any computations for
the D(n) graphs, n 6≡ 0 mod 3.
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GHJ graph Modular invariant Type M-N graph Type I parent
A(n) ZA(n) I A
(n) A(n)
A(n)∗ ZA(n)∗ = C II A
(n)∗ A(n)
D(3k) ZD(3k) I D
(3k) D(3k)
D(n) (n 6≡ 0 mod 3) ZD(n) II ? A
(n)
D(3k)∗ ZD(3k)∗ = ZD(3k)C II D
(3k)∗ D(3k)
D(n)∗ (n 6≡ 0 mod 3) ZD(n)∗ = ZD(n)C II D
(n)∗ A(n)
E (8) ZE(8) I E
(8) E (8)
E (8)∗ ZE(8)∗ = ZE(8)C II E
(8)∗ E (8)
E
(12)
1 ZE(12) = ZE(12)C I E
(12)
1 E
(12)
1
E
(12)
2 ZE(12) = ZE(12)C II E
(12)
2 E
(12)
1
E
(12)
3 - - - -
E
(12)
4 ZE(12)∗
MS
= Z
E
(12)
MS
C II E
(12)
4 D
(12)
E
(12)
5 ZE(12)
MS
II E
(12)
5 D
(12)
E (24) ZE(24) = ZE(24)C I E
(24) E (24)
Table 1: The SU(3) modular invariants realized by SU(3)-GHJ subfactors
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