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The relationship between the universal conductance fluctuation and the weak localization effect in monolayer
graphene is investigated. By comparing experimental results with the predictions of the weak localization theory
for graphene, we find that the ratio of the elastic intervalley scattering time to the inelastic dephasing time varies
in accordance with the conductance fluctuation; this is a clear evidence connecting the universal conductance
fluctuation with the weak localization effect. We also find a series of scattering lengths that are related to the
phase shifts caused by magnetic flux by Fourier analysis.
PACS numbers: 73.23.-b, 72.15.Rn, 73.43.Qt
I. INTRODUCTION
Recent progress in condensed matter physics has enabled
researchers to study the novel concepts that occasionally ac-
company exotic particles 1–5. These particles are detectable
using matter-wave properties, thus quantum interference (QI)
effects have become increasingly important in research. These
interference effects are evident in the quantum transport phe-
nomena, therefore, QI corrections to the conductivity have
been the subject of study for many decades 6–8. Recent in-
vestigations of graphene, the “playground” of chiral Dirac
fermions, have revealed its interesting QI corrections, as com-
pared with conventional electron gases in metals and semicon-
ductors in two well-known examples 9–19. The first case is the
failure of the universality of the conductance fluctuation 9,10,
since the order of the fluctuation amplitudes between the vari-
ations in the Fermi energy and the magnetic field are different.
The second case is the essential contribution of elastic scat-
terings to the weak localization (WL) effect 11–16 due to the
properties of a chiral two-Dirac cone system. Furthermore,
weak electron-phonon scattering effects 16,20,21 and the spin-
orbit interaction 22 render the WL in graphene unique, even
when compared to the WL effect in the other Dirac fermion
system that exists on topological insulator surfaces 23 or an-
other two-dimensional material 24. Therefore, it is important
to investigate these interference effects in graphene in partic-
ular, as it is a stimulating material that can be used to extend
the boundaries of two-dimensional materials research 25,26.
Thus far, a number of papers that discuss the relation-
ship between universal conductance fluctuation (UCF) and
WL both experimentally and theoretically have been pub-
lished 27–34. In particular, double experimental papers 30,31 us-
ing scanning probe microscopy for graphene and transport ex-
periments 15,32 revealed that the dephasing length causing the
UCF and WL are of the same order. However, analysis of the
data is usually undertaken in order to separate the effects of
UCF from the WL. Therefore, no direct evidence connecting
WL and UCF has ever been proposed.
In this paper, we demonstrate that the origin of the UCF
in graphene can indeed be attributed to the WL effect. As
mentioned earlier, the WL effect is caused by elastic scatter-
ing as well as inelastic scattering, and importantly, these scat-
tering times can be deduced through the analysis of the WL
effect. We find that the ratio of the inelastic dephasing time
to the elastic intervalley scattering time varies in accordance
with the zero-field resistance fluctuation. Furthermore, our
fast Fourier transform (FFT) analysis of the fluctuation as a
function of the magnetic field also reveals an effective length
scale that is related to the Aharonov-Bohm (AB) effect 35. We
discuss the relationship between this effective length and the
intervalley scattering length.
The remainder of this paper is structured as follows. In
Section II, the experimental methods and procedures are de-
scribed. In Section III, we present our experimental results
and discussion, beginning by examining the WL behavior and
the relationship between the UCF and WL (IIIA) ; followed
by an analysis and discussion on the magnetic field depen-
dence of the UCF (III B). Finally, we present our summary in
Section IV.
II. EXPERIMENTAL DETAILS
Three graphene samples, peeled from kish graphite, are fab-
ricated using a mechanical exfoliation method36 on an SiO2
surface that is separated by 300 nm from an n+-doped Si sub-
strate. We chose three monolayer flakes of graphene, A, B
and C, and the contact patterns were fabricated using elec-
tron beam lithography (see the right panels of Fig. 1). Two
of the samples (A and B) are shaped into Hall bar patterns
and the third sample (C) is contacted at opposite edges of
the sample. Ohmic contact materials (10-nm-thick Pd fol-
lowed by 100-nm-thick Au) were deposited through thermal
evaporation, followed by a liftoff process in warm 1-methyl-2-
pyrrolidone. The number of layers was confirmed by analysis
of the Raman shift spectra 37–39. The samples were first an-
nealed at 700K in the H2 atmosphere for 30 min, then they
were placed in a sample cell containing a resistance heater
one-by-one. Then the samples were annealed again in situ,
using the heater for 2 h at ∼ 410K before cooling. This allows
us to desorb molecules on the graphene surface, and shifts
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FIG. 1. (Color online) ρxx of sample A, B, and C as a function of Vg
at 4.4K (except for C at 5.7K) and B = 0T. Inset: Expanded view of
ρxx for the electron side of sample A. Right panels: Optical image of
the examined graphene devices, sample A, B, and C.
the charge neutral point (CNP) to approximately 0V. The re-
sistances are measured using a standard ac lock-in technique
with a frequency of 37Hz. The carrier densities are con-
trolled by the back gate voltage, Vg, which is applied between
the graphene sheet and the substrate, in accordance with the
relation dnd/dVg = 7.2× 1010 cm−2V−1. A He-free Gifford-
MacMahone refrigerator is used to cool both the sample cell
(and the contained sample) and a superconductormagnet with
a maximum magnetic field of 8 T.
III. RESULTS AND DISCUSSION
A. Relationship between UCF and WL
Figure 1 shows the longitudinal resistivity ρxx of samples
A, B, and C as a function of Vg at a temperature of 4.4K
(except for C at 5.7K) and at a magnetic field B of 0 T. For
the sample A, the value of the gate voltage at the CNP, VCNP,
at which the carrier type changes from electrons (Vg > VCNP)
to holes (Vg < VCNP), is approximately −1V. As we can see,
ρxx exhibits asymmetric dependence on Vg, owing to the in-
vasive contacts with Pd 40. Therefore, the value of the carrier
mobility, µ, differs in both cases, with µ = 1/(ndeρxx) ≈ 0.25
and 0.40m2V−1s−1 for electrons and holes, respectively, at
|Vg − VCNP| ≃ 20V. For −30 ≤ Vg ≤ 30V, we find kFℓ ≥ 5,
where kF is the Fermi wave number and ℓ = h/(2e
2kFρxx) is
the mean free path, indicating that the system is in a diffusive
metal. The mobilities of samples B and C at the hole side
are ≈ 0.36 and ≈ 0.45m2V−1s−1, respectively. Hereafter, we
feature the results of sample A because we have obtained the
substantially similar results for samples B and C.
Then we measure the magnetic field, B, dependence. Fig-
ure 2 (a) shows the image plot of the changes in the resistivity,
∆ρxx, as a function of B and Vg, i.e., ∆ρxx(B,Vg)= ρxx(B,Vg)−
ρxx(0,Vg), for 0 ≤ B ≤ 1.2T and −25 ≤ Vg ≤ 25V at 4.4K.
This sample shows an asymmetric dependence under the in-
version of B; therefore, we employ ∆ρxx(B) = [∆ρxx(+B)+
∆ρxx(−B)]/2 (see e.g. 41 and39). We label ρxx(0,Vg) at 4.4K
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FIG. 2. (Color online) (a) (Upper Panel) Image plot of ∆ρxx as a func-
tion of B and Vg. (Lower Panel) −δ1E as a function of Vg. The small
black triangles indicate the positions at WAL.(b)Typical fitting re-
sults from LMax to LMin (indicated by the arrows in the lower panel
of (a)) for electron region (each trace is offset for +50Ω). (c) τϕ and
τi in the log scale obtained from fitting as a function of Vg along with
τw. (d) Lϕ and Li converted from τϕ and τi in (c) along with ℓ and
Lw in the log scale as a function of Vg. Note that τw is calculated as
τ−1w = 2τ0(ηǫ2F/(~v
2
F
))2, where τ0 = ℓ/(2vF) denotes the momentum
relaxation time, ǫF = ~kFvF denotes the Fermi energy, and η denotes
the structural parameter equal to η = γ0a
2/(8~2), with γ0 ≈ 3 eV (the
nearest-neighbor-hopping energy) and a ≈ 0.26 nm (the lattice con-
stant in graphene), and Lw =
√
Dτw.
as ρ0xx. For comparison, we plot the conductance fluctua-
tion, −δ1E = δρExx/〈ρ0xx〉2 = (ρ0xx − 〈ρ0xx〉)/〈ρ0xx〉2, in the lower
panel of Fig. 2 (a). We obtain 〈ρ0xx〉 by polynomial fitting
ρ0xx (the blue line of Fig. 1 inset). The white regions corre-
spond to ∆ρxx ∼ 0, the blue regions to ∆ρxx < 0, and the red
regions to ∆ρxx > 0. In this sample, negative magnetoresis-
tance (∆ρxx < 0) is observed at small B for the measured Vg
region, which is a clear indication of the suppression of the
WL by the magnetic field. However, positive magnetoresis-
tance ∆ρxx & 0 is observed in some conditions, for example
Vg ≈ −11 and 17V, for which the system shows weak anti-
localization (WAL). The blue region is extended for higher
fields at the local maximum (LMax) of ρ0xx. In contrast, the
blue region ends at lower fields at the local minimum (LMin)
of ρ0xx. In general, the blue region is extended for higher fields
as the value of Vg deviates from the CNP.
The magnetic field correction of the resistivity in graphene
due to the WL effect has been analyzed by McCann et al. 13.
Owing to Berry’s phase of the chiral carriers, carriers within
one valley in the graphene momentum space cannot be per-
fectly backscattered 42. This results in positive conductance
corrections (WAL) 11. However, defects on the atomic scale
3can induce intervalley scattering events, and satisfy the con-
structive interference of a closed scattering path. As a result
of their analysis of the WL in the presence of B, they proposed
the following equation for ∆ρxx:
∆ρthxx(B) = −
e2ρ0xx
2
πh
[
F
(
B
Bϕ
)
−F
(
B
Bϕ+2Bi
)
−2F
(
B
Bϕ+B∗
)]
,
(1)
F(z) = lnz+Ψ
(
1
2
+
1
z
)
, Bϕ,i,∗ =
~
4De
τ−1ϕ,i,∗. (2)
Here,Ψ is the digamma function,D denotes the diffusion con-
stant obtained from ℓ as D = vFℓ/2 with vF ≈ 1.0× 106m/s
(Fermi velocity), τϕ and τi represent the dephasing time and
intervalley scattering time, respectively. τ−1∗ ≡ τ−1i +τ−1z +τ−1w ,
where τz denotes the intravalley scattering time, and τw de-
notes the intravalley warping time combined with the chirality
breaking time 12. According to Eq. (1), the WL magnetoresis-
tance is realized for Bϕ < Bi (τϕ > τi). The first term represents
the carrier dephasing and determines the resistance curvature
for B< Bi. The second and third terms contribute to the antilo-
calization, and the theory estimates B∗ ∼ Bi (τi ≪ τz, τw) for
the WL in the electron and hole regions (but not for a high-
carrier-density region, where the warping effect becomes im-
portant).
We fit the data shown in Fig. 2 (a) using Eq. (1). Since Bi
and B∗(Bz) are the same contribution in Eq. (1), we cannot
uniquely determine Bi and B∗(Bz) at the same time. Therefore,
we preferentially decide Bi in order to satisfy the above con-
ditions (Bi > Bϕ,Bi > Bz). Typical fitting results from LMax
to LMin are displayed in Fig. 2 (b). We fit the data point-by-
point for Vg (0.1-V step) in the 0 < B < 0.8T range. Good
agreements for 0 ≤ B ≤ Btr(≃ 0.54T at Vg = 20V), where the
diffusive theory of WL is applicable, are obtained for the elec-
tron and hole regions without the inclusion of a fitting param-
eter before the square bracket in Eq. (1). Here, Btr denotes
the transport magnetic field, which is obtained based on the
condition that the magnetic length is approximately equal to
ℓ (Btr = ~/(eℓ
2) with ~ = h/(2π)). However, the fitting is poor
near the CNP. This may be due to the electron-hole paddles 43
formed near the CNP, in which Eq. (1) is not applicable. We
show the fitting results of τϕ and τi in Fig. 2 (c) and the
scattering lengths Lϕ and Li converted from the correspond-
ing scattering times in Fig. 2 (d) for the electron region as
Lϕ,i = (Dτϕ,i)
1/2. Since the system shows the WL, Lϕ > Li for
almost the entire region; however, there exist some points that
show Lϕ . Li (WAL)
16.
Furthermore, we consider another equation in McCann et
al. 13. According to their WL analysis, theoretical changes in
resistivity δρthxx at 0 T depend on the τϕ/τi ratio, as
44
δρthxx
〈ρ0xx〉
= −δ1th ≈ e
2
πh
· ln
[
1+2
τϕ
τi
]
. (3)
The lower panel of Figure 3 (a) shows −δ1th with ob-
tained values of τϕ/τi from the WL fitting. As we can
see, −δ1th varies as if it resembles the behavior of −δ1E.
-1
-0.5
0
0.5
1
-
d
 
gE
 
(e2
/h
)
0
0.5
1
1.5
-
d
 
gth
 
(e2
/h
)
25201510
Vg (V)
1.0
0.5
0.0
-0.5
Co
rre
la
tio
n 
Fu
nc
tio
n
-15 -10 -5 0 5 10 15
mDVg (V)
1.0
0.5
0.0
Co
rr.
 F
un
c.
1.00.80.60.40.20.0
mDVg (V)
 Auto Corr.
 Cross Corr.
(a) (b)
FIG. 3. (Color online) (a) Comparison of −δ1E and −δ1th obtained
from the fitting (in units of e2/h) as a function of Vg. (b)Normalized
auto-correlation of −δ1E and cross-correlation between −δ1E and
−δ1th.
Their similarity becomes evident when we compare the nor-
malized auto-correlation function of −δ1E, Fauto(m∆Vg) =∑+∞
m=−∞ δ1E(Vg) · δ1E(Vg + m∆Vg)/(δ1E(Vg) · δ1E(Vg)), and
the cross-correlation function between −δ1E and −δ1th,
Fcross(m∆Vg) =
∑+∞
m=−∞ δ1
E(Vg) · δ1th(Vg +m∆Vg)/(δ1E(Vg) ·
δ1th(Vg)), wherem= · · · ,−2,−1,0,1, · · · , ∆Vg = 0.1V, with fit-
ting values of τϕ and τi (Fig. 3 (b)). Both functions show a
striking resemblance, since the full width at half maximum
of the cross-correlation function shows an equivalent value to
that of the autocorrelation and no other strong peaks are ob-
served in the cross-correlation, showing that the unique −δ1E
fluctuation is reproduced by Eq. (3) . Therefore, we conclude
that the UCF in graphene that is induced by the Vg sweep can
be attributed to the variation in τϕ/τi, and consequently the
UCF can be described by the WL equations (1) and (3).
It is believed that the long-range Coulomb interaction can-
not break the chirality of the carriers. Atomically sharp de-
fects, such as vacancies, dislocations and corrugations, have a
very short-ranged effect and, therefore, intervalley scattering
can occur 14–16,45. As we can see from the previous exper-
iment 15 and the AFM data of one of our samples 39, corru-
gation in the graphene sample enhances the elastic scattering
rate, which contributes to the WL. Furthermore, it was shown
that exfoliated graphene on a SiO2 surface usually contains a
non-negligible density of atomic scale defects 45,46. We sug-
gest that these defects in the real space affect the quantum
transport trajectory of the carriers on the Fermi surface signif-
icantly, in that carriers on different Fermi surfaces take differ-
ent closed paths. Therefore, small modulations in the Fermi
surface that are induced by Vg cause significant variations in
the carrier trajectory and its chirality, resulting in the UCF.
Unlike the graphene case, elastic scattering effects do not ap-
pear in WL analyses conducted on the conventional diffusive
systems. We surmise that this peculiarity of graphene eluci-
dates the connection between the WL and the UCF.
Corrugations also induce lattice warpings, which contribute
to the WL. We estimate τi < τw because the atomic scale
defects should to be included in the nanometer scales, in
contrast to the µm scale corrugations observed in the AFM
data 39. For prominent lattice warpings, τw could be less than
τi (τw < τi < τϕ), and the theory
13 predicts saturated resistance
at B ∼ Bi. Although our fitting cannot precisely determine the
magnitude of the relationship between τw and τi because both
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FIG. 4. (Color online) ∆ρxx as a function of B for a typical WL
case with a strong warping effect (Vg = 15.9V), a WAL case (Vg =
−11.1V), and a case that shows neither WL nor WAL (Vg = 24.7V).
terms have the same contribution in Eq. (1), perhaps the ex-
tended blue regions in Fig. 2 (a), which are often observed at
LMax of ρ0xx, correspond to this situation. Furthermore, when
τi becomes longer than τϕ, the resistance is expected to exhibit
WAL behavior, which is also observed for some Vg points.
Figure 4 shows three examples of magnetoresistance: satu-
rated resistance behavior, WAL behavior, and behavior that
has neither WL nor WAL (τi ∼ τϕ). The difference between
this study and the previous study 15 is worth discussing, par-
ticulary on the roles of atomic defects and lattice warping in
the WL andWAL effects. This may be attributed to the deffer-
ent sample qualities, as the samples in this study have lower
mobilities and high density of atomic defects, with the latter
revealed by the visible D band (≈ 1320 cm−1) in the Raman
spectrum 39. A recent Raman study 47 reveals that annealed
graphene contains amorphous carbon generated from residual
hydrocarbons at elevated temperature. Therefore, the anneal-
ing processes possibly further induced atomic defects in our
samples. In addition, it is interesting to compare our results
with studies of induced atomic defects from vacancies intro-
duced by ozone exposure 48, hydrogenation 49, and fluorina-
tion 50. Our results are consistent with the referenced studies,
indicating the elastic scattering length (∼ 6 nm) is well cor-
related with the domain size of the induced defects density,
which is typically one order of magnitude smaller than our
elastic length ℓ obtained by Drude conductivity (the mean free
path).
B. Magnetic field dependence of UCF
The magnetic field dependence of the fluctuation further re-
veals an intriguing physics. Figure 5 (a) shows plots of resis-
tance fluctuation as a function of B for several Vg values ob-
tained by subtracting the WL fitting results ρWLxx from ∆ρxx.
However, there still remains the quadratic B dependence orig-
inated from the electron-electron interaction ρEEIxx
41,51. Thus
the conductance fluctuation as a function of B, −δ1B, becomes
−δ1B = δρBxx/〈ρ0xx〉2 = (∆ρxx − ρWLxx − ρEEIxx )/〈ρ0xx〉2. Continu-
ous changes are observed in −δ1B from Vg = 21.0 (LMax) to
21.4V (LMin). Figure 5 (b) shows the image plot of −δ1B as
a function of Vg and B. Although complicated, we observe
fluctuation patterns that vary by changing Vg. Thus, the fluc-
tuation is not completely random, but has some orders as a
function of Vg. We display in Fig. 5 (c) the power spectrum of
the FFT of the data shown in Fig. 5 (a). For the FFT analysis,
subtracting the background variations, i.e. the WL and EEI
effects, is important because the background variations pro-
duce Fourier peaks at 1/∆B≃ 0. Several peaks are obtained in
the Fourier spectrum, for which the peak intensities and posi-
tions gradually vary as Vg varies. Then, we construct the FFT
from the data in (b), and the results (the Fourier power spec-
trum) are shown in (d) as an image plot. This image shows a
systematical change in the peak intensities and positions as a
function of Vg.
Taking into account the AB effect 35, the UCF occurs as a
consequence of phase shifts by a magnetic flux, thus we sup-
pose that the carriers encircle a magnetic flux on the scale
of effective areas Aeff . Then the n-th peak position value
∆(1/B)
(n)
peak
is converted into the n-th effective area A
(n)
eff
=
φ0 ·∆(1/B)(n)peak(n = 1,2,3, · · ·), which immediately leads to the
effective length L
(n)
eff
=
(
A
(n)
eff
)1/2
. Here, φ0 = h/e denotes the
magnetic flux quantum. Consequently, we obtain several se-
ries of Leff corresponding to each FFT peak.
Figure 6 (a) shows Leff as a function of Vg along with Li.
Although Li varies from 40 to 130 nm, we notice that the
shortest length series of Leff and lower Li lengths are on the
same scale (see also Table I). Furthermore, we observe that
Li and Leff have close values at many points, and for many
regions, Li varies as if it follows the contour of the leading
edge of peaks, for example at 15 ≤ Vg ≤ 16 V and around
Vg ≈ 20 V (Fig. 6 (b)). Also, the relationship between −δ1E
and Leff is interesting, in that Leff breaks up or disconnects
suddenly, often at LMax or LMin of −δ1E (Fig. 6 (c)), sug-
gesting the beginning of a new series of Leff . This result leads
us to a model of the carriers acquiring the AB phases for each
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TABLE I. Comparison of typical scattering lengths (nm) and τϕ/τi.
Vg Lϕ Li τϕ/τi ℓ L
(1)
eff
21.0V (LMax) 290 71 16 35 66
21.4V (LMin) 210 72 8.5 36 65
closed path, and the fluctuation occurs owing to the variation
of the QI corrections from the AB phases. Among the closed
paths, the one that includes the intervalley scattering corre-
sponds to Li, and contributes to WL. The phase acquired by a
carrier becomes complicated owing to the chiral Berry’s phase
and the AB phase, and it should be different if a closed path
includes an intervalley scattering event or not. Furthermore,
atomic scale defects in graphene can produce fictitious gauge
fields that cause AB interferences 52. Taking into account that
atomic scale defects cause the intervalley scattering, this fur-
ther corroborates the obtained length scale matches between
Li and Leff . A number of previous experimental data show
fluctuations in ρxx as a function of B
15,29,32,41,53. We believe
that we can extract Leff from these fluctuations by proper anal-
ysis.
Additionally, we wish to point out that the fluctuation am-
plitude of the B sweep (e.g. at Vg = 21V is ∼ 10µS ∼ 0.25 ·
(e2/h)) is smaller than the variations observed with regard to
the gate voltage dependence (∼ 0.5 ·(e2/h), see Fig. 2 (a) lower
panel); this is a clear contradiction of the ergodic hypothe-
sis of the UCF 8, that has also been observed in other experi-
ments 9,10. This difference is attributed to the main finding of
this experiment; i.e., that the UCF in graphene is related to the
WL effect. This suggests that the UCF in graphene is directly
related to the time-reversal symmetry of the closed trajecto-
ries, which is broken in the presence of B. Furthermore, this
is consistent with the simulation results of Rycerz et al. 54,
implying that the UCF in graphene is caused by variations in
trajectories rather than phase shifts.
IV. SUMMARY
In summary, we have measured the effects of the QI correc-
tion on electric transport phenomena in monolayer graphene.
We have clarified that the UCF in graphene can indeed be
attributed to the WL effect. We have also observed that the
conductance fluctuation as a function of B is caused by QI
corrections of the AB effect through the FFT analysis. We be-
lieve that the analysis conducted in this study will contribute
significantly to other QI correction analyses regarding UCF.
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